Massive Open Online Courses (MOOCs) have become increasingly popular since their start in the year 2008. Universities known worldwide for their traditional confined classroom education are also changing their practices by hosting MOOCs. These are Internet-based courses where students can learn at their own pace and follow their own schedule. Study materials and videos are provided that can be used in a blended learning program. Despite its many advantages, it suffers from problems such as high dropout and failure rates. Previous studies have mostly focused on predicting student dropout. This paper contributes to the body of research by investigating both student dropout and result prediction performance of machine learning models built based on different types of attributes such as demographic info, assessment info and interaction with the VLE. An analysis on the OULAD dataset showed that models based on student's interaction with the VLE achieved the high performance in terms of AUC, of up to 0.91 for dropout prediction and 0.93 for result prediction in case of Gradient Boosting Machine.
INTRODUCTION
Massive Open Online Courses (MOOCs) have been increasingly adopted and successful since their beginning in 2008. A course that was started by Sebastian Thrun and other members of the Stanford on Artificial Intelligence in the year 2011 attracted 1.6 million participants from more than 190 countries. According to Tan & Shao (2015) American universities or colleges that started some online course between 2008 and 2012, have maintained a steady growth of 10-20% every year. This has allowed them to reach the students that could not make it to college due to geographical boundaries or other limitations. Top universities such as MIT, Stanford and US Berkley have opened their online courses to a wide audience through MOOC platforms such as edX and Coursera. According to recent statistics by Class Central, in 2018 there were over 101 million students enrolled in more than 11400 online courses provided by over 900 universities (Shah, 2018) . The number only increases with every passing day due to the self-paced learning scheme. Coursera is one the most popular MOOC platform with more than 37 million students joining courses.
Although MOOCs have become very popular in a short time span, they also experience problems with high student dropout and failure rates, as well as lack of support for struggling students. The free nature of MOOCs has resulted in many students dropping out from the course or not being able to obtain good grades. The dropout rate is typically 20% higher for students who are enrolled in online courses, while for some online courses from universities like Open University UK and China the dropout rate was even as high as 78% and 40% respectively (Tan & Shao, 2015) . Xing & Du (2018) indicated that the dropout rate reached up to 90% for MOOC courses, which is considerably higher when compared to traditional campus courses. This paper investigates ensemble methods, deep learning and regression techniques for predicting student dropout and final result in MOOCs. The analysis is done on the Open University Learning Analytics dataset (OULAD) (Kuzilek, Hlosta, & Zdrahal, 2017) , a large complex dataset that requires significant pre-processing and feature extraction that was not thoroughly investigated by previous research.
The rest of the paper is organized as follows. Section 2 presents related work on MOOC datasets and prediction. Section 3 presents the research methodology. Section 4 presents the evaluation results. Section 5 concludes the paper and presents future work directions.
RELATED WORK
Nowadays, many universities are using an analytical approach to help improve the online learning, teaching and assessment process. This section overviews some existing MOOC datasets and presents previous research works on MOOC learning analytics. Open University UK is the largest academic institution in UK with around 170000 students enrolled in different programmes. Study materials related to the course are delivered through a VLE. The OULAD dataset contains data from 32,592 students and 22 module-presentations, and contains various data such as student demographic info, assessment dates and scores, and clickstream data of their interaction with the VLE. Other datasets such as such as KDD Cup and XuetangX only contain data related to the MOOC platform, but do not contain student demographic information. Table 2 provides a summary of previous research works that attempted to predict the result of the student at the end of the course (i.e. whether the student will pass or fail), or whether the student will drop out or complete the course. The table summarizes some of the machine learning models used by the researchers and relevant evaluation parameters provided by them. Breslow et al. (2013) have devised a method that uses prior knowledge, skills, and activities such as the use of Virtual Learning Environment (VLE) and activities of the candidate to predict the end-of-MOOC performance of the candidate. Ashenafi, Riccardi, & Ronchetti (2015) have used data from the forum where students ask questions and rate answers. Data from the peer-assessment system was also used for predicting the result of the student. Haiyang, Wang, Benachour, & Tubman, (2018) have used the OULAD dataset. The data contains records of 32593 students and the logs of their interaction with the Virtual Learning Environment (VLE). The clickstream data of the VLE environment was extracted on a daily basis and time series data frames were constructed for each of the modules. The VLE interaction log contains more than 10 million entries. The authors have used Time Series Forest to predict the dropout of students. Demographic information of the candidate was omitted from the model to avoid ethical issues. Open University (OU) provides resources like video lectures and some material that a student should read in course. Hlosta, Zdrahal, & Zendulka (2017) have made use of the data about assignments that are submitted by the students. The authors point out that students who do not submit assignments have a 90% chance of dropping out from the course. The authors have also stressed on the previous educational background of the student. Haiyang et al. (2018) have extracted features form the VLE environment from the OULAD dataset, while Hlosta et al. (2017) has used existing features such as assignments, number of consecutive days the student is active, average median clicks and number of materials visited per day. The authors also point out the specificity problem of the OULAD dataset, which deals with the fact that the two groups of minority and majority students (i.e., submitting and not submitting assessments) change over time. Hong, Wei, & Yang (2017) pointed out that if we move back in time from the cut-off date of an assignment, the number of students who withdrew their enrolments outnumbered the students submitting assignments.
MOOC Datasets

MOOC Predictions
Alshabandar, Hussain, Keight, Laws, & Baker (2018) made used of assignments deadlines and the VLE database. The authors applied a probabilistic model which predicts at-risk students who may drop out from the course. For feature extraction, various VLE types are used for each student in some time interval and combined into a single value. Other features such as dynamic behavioural features, 
Citation
Dataset / MOOC Data Description (Haiyang et al., 2018) OULAD 32,592 students, over 10 million rows for VLE data, 22 different courses, data available as 7 CSV files (Alshabandar et al., 2018 ) (Piech et al., 2015) Khan Academy 1.4 million exercises completed by 47495 students, 69 different types of exercises (Hong et al., 2017) XuetangX (OpenEdx) course content, student enrolment, learning access log datasets used and combined them, 120,542 samples from 39 courses (Xing & Du, 2018) KDD Cup 2015 39 Courses, 7 csv data files (Qiu et al., 2016 (Balakrishnan & Coetzee, 2013) 29882 students, 4 assignments,4 exam grades data (Chaplot, Rhim, & Kim, 2015) Coursera 3 Million students, 5000 forum posts (Tan & Shao, 2015) Open University China 62375 students in three semesters of Fall 2010 and Fall 2011 demographic features, and different assignments feature were used. The prediction is made through Gaussian Finite Mixture model. Heuer & Breiter, (2018) have also used timebased data of OULAD dataset for predicting whether the student will pass or fail a module. The authors pointed out that the daily activity of the student can be easily anonymized. According to the authors, a binary information about a student if he/she was active on a given day can be as meaningful as using the sensitive private data like gender, disability, and highest education. The authors have categorized students based on their daily use of VLE. All different types of activities of the VLE environment were combined into a single metric. The metric had dimensions equal to the number of days in a module. Each row denotes whether the student was active on the given day or not. The four target variables were then limited to two for binary classification as to whether the candidate will pass or fail. The authors then used k-means clustering technique to group data points which were similar. Different machine learning models were then used to predict the result of the candidate. Kennedy, Coffrin, de Barba, & Corrin (2015) have used the previous educational background of the student as well as prior knowledge of the course and their engagement with the VLE to predict end-of-MOOC performance. The dataset was acquired from the Coursera platform and courses were hosted by the University of Melbourne. Different techniques such as knapsack and graph colouring were used. Different Knapsack points were derived which tested the prior knowledge of the participants. Graph colouring tested the problem solving related to computer science. Both were graded between 0 to 60. Apart from these different assignments, the number of days taken to complete the assignment and total points scored were used as parameters to prepare the model. Dalipi, Imran, & Kastrati (2018) in their review paper have mentioned that machine learning is the easy part of the process. The key and the difficult part is the feature selection from the huge amount of data that is made available by the MOOC platform. Different platforms offer data in different ways which makes it sparse and thus has a lot of features. The authors have studied two different MOOC datasets and categorized them into two parts based on the types of features available. One is student related and the other is MOOC related. In the student related dataset, the features are generally related to the behavioural aspect of the student while the MOOC related dataset has features that describe the course and the modules. The authors also argue that even though a lot of data is available, it still lacks features that can accurately point out not only dropout students but also the result of the candidates. To overcome this Nagrecha, Dillon, & Chawla, (2017) has used certain VLE features that are extracted while the student was watching the course videos. A pattern such as play, pause, rewind, forward is observed to generate clickstream data. These VLE recorded data was then used to extract patterns and through visualizations, dropout of the student was predicted on a weekly basis. Liu & Li (2017) have taken a hybrid approach where they used clusters to make groups of active and non-active participants using the k-means algorithm. Association rules are then discovered using the Apriori algorithm. The rules discovered were then used to predict the dropouts from the course with 80% accuracy. Wang, Yu, & Miao (2017) have also built a hybrid model that combines Convolution Neural Network and Recurrent Neural Network to predict the outcome of the student in the course. The model is divided in two layers. The bottom layer does the job of convolution and pooling to extract the features in different time periods. The upper layer then receives the selected features and combines the information for prediction.
Boyer & Veeramachaneni (2015) categorised students based on the courses. The authors pointed out that the behaviour of the participants that were enrolled in a course in the past can be used to predict if they will drop out in the future if they participate in the same course as before or will go on to complete the course. It estimates the distribution of the weights beforehand by splitting data in 10 samples prepared randomly from the main dataset. Then for each sample, Logistic Regression is applied to predict the drop out of the student. Chaplot et al. (2015) in his work has used clickstream data from the Coursera platform. The data consists of three million students VLE data from 5000 forum posts. Most of the features related to students' sentiments were used for analysis. Sentiment analysis from the student forum platform was used to carry out the sentiment analysis. The score of these sentiments was extracted. The sentiment score was marked 1 if the student is predicted to drop out from the course or 0 otherwise. The model was built using Artificial Neural Networks. The downside was that the model cannot be interpreted as it is a black box method. Moderate results were obtained as the data was highly imbalanced.
1 https://analyse.kmi.open.ac.uk/open_dataset
Research Gaps
In this research work, we decided to use the OULAD dataset provided by the Open University UK. Thus, we keep this discussion to the papers that used this dataset in their work. Haiyang et al. (2018) in his work has made use of time series forest, based on three categorical values of the activity_type attribute from the studentVle dataset. However, there are 17 more different values for that attribute that represent different resources available. These resources were not used in their work. It also does not use any data from the assessment dataset. Hlosta et al. (2017) have used both demographic information and student interaction with the VLE which is also used in our work. However, their work does not use the assessment scores, and instead they use whether the student has submitted the assessment or not. From the data, it can be inferred that there are 18042 students who have not submitted at least one assessment and did not dropout from the course. Similarly, Alshabandar et al. (2018) have also considered behavioural data of the students and submitted assessments but not their score.
This research work complements previous studies by investigating the performance of ensemble, deep learning and regression techniques to predict student dropout and result based on different groups of attributes, specifically demographic info, assessment scores and VLE interaction information.
METHODOLOGY
This research followed the Knowledge Discovery in Databases (KDD) methodology. Table 1 presented a summary of datasets reviewed during the data selection step. Following the review, the decision was to use the OULA 1 dataset from Open University UK. According to Kuzilek et al. (2017) the type of information can be divided in three parts: demographic, assessment, and VLE interaction. It includes the result of the assessments submitted by the students, while the detailed VLE clickstream data enables researchers to engineer various features and build various models for predicting students' performance during the course. Table 3 provides a summary of the OULAD dataset. The dataset comes as 7 separate csv files and requires significant processing and transformation to extract features before building prediction models. A student demographic information is linked with other information segments of assessments and VLE interactions.
Dataset Selection and Description
Pre-processing and Transformation
This subsection details the data pre-processing and transformation carried out before building predictive models. Table 4 provides a summary of the dataset after the feature extraction. Features from different files were extracted based on three main keys that identify a student uniquely in the entire database: id_student, course_module, module_presentation.
The assessments data consisted of different types of assessments submitted by students: teacher marked assessments (TMA), computer marked assessments (CMA) and Exam. However, only the average assessment scores were used as predictors, while the Exam results were excluded from the analysis.
The VLE data has information about 20 different types of online resources. New features such as the sum of clicks and number of visits were created for each unique resource type based on the studentVle data. The approach is different of previous works. Haiyang et al. (2018) aggregated the clickstream data for each day of the course, thus if the course was over 279 days they added 279 new features for every student. Alshabandar et al. (2018) have also used the sum of clicks but not for all resource types. 
Data Mining and Evaluation
This research work aims to investigate the performance of the student in the course. The research question was then broken down in two parts:  to predict whether a student will drop out from the course.  to predict whether a student that does not drop out will pass or fail the course.
The following machine learning classification algorithms were considered for predicting the dropout and final result:  Distributed Random Forest (DRF) is one of the powerful classifications and regression alghoritms that can be used for both multi and binary classification types accurately. It uses an ensemble method for learning that generates a multitude of trees that is collectively referred to as forest. Each of the trees in the forest is a weak learner that is built on a different part of the dataset provided. By combining the strengths of different trees, the random forest algorithm can achieve increased performance.  Gradient Boosting Machine (GBM) is used for regression and classification problems. It also uses an ensemble method to predict the outcome of the variable. For classification problems it makes use of logarithm loss function. Its strength lies in making use of the residual patterns and use them to train itself. These patterns in residuals strengthen models with weak predictions.  Deep Learning (DL) is a method of training artificial neural networks with more than two nonoutput layers. It implements techniques for learning data representations and create new features from raw data which replaces in part the need for feature engineering. The Deep Learning model with feedforward neural network that is trained with gradient descent using backpropagation was used.  Generalized Linear Model (GLM) is a generalization of other models that includes linear regression, logistic regression, ANOVA, Poisson regression, ordinal regression, log-linear models, etc. It assumes that the outcome variable follows an exponential distribution. GLM can be used for different regression and classification problems. Two approaches were used for evaluating the performance of the machine learning models. The first approach was 10-fold cross validation, while the second approach was holdout method with 75% of data used for training and 20% for validation. The AUC (Area under the Receiver Operating Characteristics Curve) was used to measure the model performance. AUC captures the ability of a binary classifier to separate between classes as the discrimination threshold is varied, and as such it is a more comprehensive metric as compared to accuracy that can take different value at different threshold. Figure 1 illustrates the methodology from an implementation perspective. The original dataset was retrieved as one compressed zip from the OULAD. The 7 csv files that comprise the raw data were brought into the staging area of the database. SQL Server 2 was used for data pre-processing and transformation due to the vle file containing more than 10 million records. Some additional tables were created to store intermediate transformations. Data pre-processing, transformation, and final dataset preparation were conducted by making use of SQL Server Management Studio (SSMS) and SQL Server Integration Service (SSIS). The transformed dataset was imported in R 3 for further post-processing such as feature selection. The post-processed data is then imported in the H20 4 framework for training and validation of the machine learning models. The performance data is extracted and processed for visualization and presentation.
Implementation
RESULTS
This paper investigates the performance of various machine learning algorithms to predict whether a student will dropout from the course, and for students that do not dropout weather they pass or fail the course. Table 5 summarises the number of instances used for the two cases. Four different experiments were conducted for both dropout and result classification to assess the prediction performance of machine learning models built based on different categories of predictors, specifically: demographic info, assessments scores, VLE interactions, and all attributes. The id_student, code_module, module_presentation and exam_score were excluded and not used as predictors. 
Dropout Prediction
Figure 2 presents the AUC performance results for the dropout classification models. The results show that the models created based on demographics information achieved between 0.61 and 0.64 AUC on the validation set. GBM and DL models have slightly higher performance, but they tend to overfit to the training data and more hyperparameter tuning would be required to optimise them. As compared GLM and DRF models had slightly lower but more stable performance and were faster to train. The models created based on the assessment scores achieved over 0.82 AUC, and as high as 0.84 for GBM. The models offered stable performance for training, validation and cross-validation.
The models based on VLE interaction features achieved around 0.88 AUC for GLM, and 0.90 for DL, GBM and DRF on the validation data.
The results also show that the models based on all attributes (i.e., demographic, assessments and VLE interactions), only achieved about 0.01 higher AUC than the models based on the VLE interactions only.
Comparing the results to those of previous research works that used the OULAD dataset, our results are better than the results achieved by , but lower than those achieved by (Alshabandar et al., 2018) . However, both of those previous works have used temporal features and looked at the performance of the algorithms on various days or intervals.
Result Prediction
Figure 2 also presents the AUC performance results for the result classification models. The results show that the models created based on demographics information achieved between 0.62 and 0.65 AUC on the validation data. The GLM model had the highest and stable performance, while the GBM and DL models achieved the highest training AUC but would require further optimisation.
The models created based on the assessment scores achieved an AUC performance ranging from 0.79 in case of DRF and 0.82 for GBM, on the validation set.
The models based on VLE interaction features achieved around 0.90 AUC on the validation data and offer stable performance. Moreover, the models based on all attributes, only achieved about 0.01 higher AUC than the models based on the VLE interactions alone.
CONCLUSIONS
While MOOCs have become increasingly popular over the past decade they are facing high dropout and failure rates. Most previous research have focused on dropout prediction. This research investigated the performance of ensemble, deep learning and regression techniques to predict student dropout, as well as if students that do not drop out will pass or fail the course. Various models were built on different categories of attributes (i.e., demographic info, assessment scores, and VLE interaction data). The analysis was conducted on the recent OULAD dataset that was not thoroughly investigated. The results showed that machine learning models based on student's interaction with the VLE achieved high The results also showed that considering student demographics info and assessment scores along with the VLE interactions leads to a small 0.01 increase in AUC. This research has focused on aggregate features and did not made use of the date attribute available for student assessments and VLE interactions. Future work directions would focus on feature selection and engineering, including time based metrics related to assessments and student interactions to improve the dropout and result prediction performance.
