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We report the details and revised analysis of an experiment to measure the specific heat of helium
with subnanokelvin temperature resolution near the lambda point. The measurements were made
at the vapor pressure spanning the region from 22 mK below the superfluid transition to 4 µK
above. The experiment was performed in earth orbit to reduce the rounding of the transition
caused by gravitationally induced pressure gradients on earth. Specific heat measurements were
made deep in the asymptotic region to within 2 nK of the transition. No evidence of rounding was
found to this resolution. The optimum value of the critical exponent describing the specific heat
singularity was found to be α = −0.0127± 0.0003. This is bracketed by two recent estimates based
on renormalization group techniques, but is slightly outside the range of the error of the most recent
result. The ratio of the coefficients of the leading order singularity on the two sides of the transition
is A+/A−= 1.053± 0.002, which agrees well with a recent estimate. By combining the specific heat
and superfluid density exponents a test of the Josephson scaling relation can be made. Excellent
agreement is found based on high precision measurements of the superfluid density made elsewhere.
These results represent the most precise tests of theoretical predictions for critical phenomena to
date.
PACS numbers: 67.40.Kh, 65.20.+w
I. INTRODUCTION
The renormalization group (RG) theory1 has long been
accepted as the basis of our understanding of critical phe-
nomena due to its ability to deal with the problem of
fluctuations on a wide range of length scales and to re-
alistically predict many quantities of experimental inter-
est. However, it is well known that precise quantitative
predictions with correspondingly accurate experimental
tests are few. Essentially all tests performed near gas-
liquid critical points are unable to give detailed attention
to the asymptotic region close to the phase transition,
where the RG predictions are simplified and best estab-
lished. Severe difficulties are encountered here due to
transition broadening associated with gravity and relax-
ation phenomena, limiting the useful temperature range
for tests of the theory. For example, near the critical
point of a 1 mm high sample of xenon, density gradients
cause substantial distortion of the singularity for reduced
temperatures, |t|, <∼ 10−4, where t = 1−T/Tc and Tc is
the transition temperature.2 This results in the observa-
tion of effective exponents which are perturbed from their
asymptotic values by higher order terms, providing only
weak support for the theory. To avoid this problem some
experiments have been performed in space. For example,
recent measurements3 of the specific heat of SF6 have
extended about an order of magnitude closer to the tran-
sition than ground based experiments.4 Relaxation phe-
nomena now appear to inhibit further gains. In contrast,
at the lambda point of helium, the transition between
He I and He II, a much wider range of |t| is accessible.
On earth values of |t| <∼ 10−7 can typically be reached5
before finite size effects become the limiting factor. This
has resulted in the lambda transition becoming the pre-
mier testing ground for the RG theory of second order
transitions. In space, the lambda transition is expected
to be sharp to |t| ≈ 10−12 in ideal conditions.6 Here the
challenge is more to develop a measurement technique
than to obtain a suitable sample.
Recently, improved predictions have been derived for a
number of universal quantities of three dimensional crit-
ical systems.7,8,9 These predictions now approach the ac-
curacy of the corresponding experimental observations
near the lambda point. This advance has uncovered a
small but not entirely negligible discrepancy between the
heat capacity exponent, α, measured in a space exper-
iment conducted in 199210,11 and the most recent pre-
dictions. Since this comparison currently represents one
of the core tests of the RG theory, we have completed a
more detailed analysis of the experiment with the aim of
reducing systematic bias in the results as much as pos-
sible. We have also included additional measurements
that were rejected earlier due to uncertainties in their
calibration. The results of this analysis are presented
here, along with a detailed report on the significant as-
pects of the experiment. We now find better agreement
with the predictions than previously.
While the experiment was in principle very straight-
forward, the constraints of operation in space dictated a
2TABLE I: Comparison of predicted and observed values of universal quantities near the lambda point.
Quantity Predicted Reference Observed Reference
α −0.01126 ± 0.0010 7 ∼ −0.022± 0.006 15,16,17
α −0.0146 ± 0.0008 8 −0.0105 ± 0.00038 10,11
ζ 0.67015 ± 0.00027 8 0.6705 ± 0.0006 18
3ζ + α− 2 0(exact) 20 −0.0012 ± 0.0027 5,18
∆ 0.529 ± 0.009 25 0.5± 0.1 22
P 4.433 ± 0.077 9 4.2± 0.1 23
a+c /a
−
c 1.6± 1.0 24 1.0± 0.3 23
a−c /αaρ 3.4± 0.1 24 4.1± 0.2 23
number of compromises in the instrument design and the
data collection procedures, which increased the complex-
ity and the noise level. Because of the extreme cost of
such experiments, it is unlikely that the measurements
will be independently verified for quite some time. We
have therefore attempted to provide sufficient detail in
the sections below to allow a reasonably complete assess-
ment of the strengths and weaknesses of the experiment.
The remainder of this section is devoted to a brief
summary of the status of RG testing near the lambda
point focusing on static exponents, and a discussion of
the intrinsic limits expected in the present experiment.
In Sec. II we describe the apparatus and in Sec. III we
discuss the calibration and heat capacity measurements
performed on the apparatus prior to the flight mission.
The sequence of the flight measurements is described in
Sec. IV and some post-flight measurements are discussed
in Sec. V. In Sec. VI we present the analysis of the data
and discuss its significance. We summarize in Sec. VII.
A. Background
The lambda transition of helium is the primary exam-
ple of the universality class with a two-dimensional order
parameter in three spatial dimensions (n=2, D=3) and
has a strong divergence of the correlation length, lead-
ing to easily measurable critical effects. In addition, the
transition has a number of unique properties which can
aid investigations. For example, the transition occurs
at a line rather than at a point on the phase diagram,
simplifying the experimental requirements compared to
a liquid-vapor critical point. Also the compressibility is
only weakly divergent, substantially reducing gravity ef-
fects. On the low temperature side of the transition the
liquid is in the superfluid state, essentially free of tem-
perature gradients. These features have enhanced our
ability to perform a number of very high resolution in-
vestigations of the transition region.
Of primary interest for static phenomena near the
lambda point are the behavior of the specific heat, Cp,
and the superfluid density, ρs. In a quantitative analy-
sis of the temperature dependence of these parameters it
is necessary to deal with non-asymptotic representations
because data are obtained a finite distance from Tλ. In
this region the RG theory predicts that12
Cp =
A±
α
|t|−α(1 + a±c |t|∆ + b±c |t|2∆ + ....) + B± (1)
where the + and - signs refer to T > Tλ and T < Tλ
respectively, and
ρs = ρot
ζ(1 + aρt
∆ + bρt
2∆ + ....) T < Tλ (2)
Within the RG scheme, the quantities A±, B±, and ρo
as well as the correction amplitudes a±c , b
±
c , aρ, bρ de-
pend on pressure-dependent parameters of the statistical
distribution of the order parameter, whereas the criti-
cal exponents α, ζ and the confluent singularity expo-
nent ∆ are independent of these parameters, i.e. univer-
sal. Certain ratios of the non-universal amplitudes are
also predicted13 to be universal, for example, A+/A−,
a+c /a
−
c , a
−
c /aρ. It is also useful to define the quantity
P ≡ (1−A+/A−)/α which is relatively stable when α is
small.14 Using advanced analytical and numerical tech-
niques it has been possible to derive estimates for many of
the universal quantities, a number of which are summa-
rized in Table I. Recently the bounds on the theoretical
value of α have been reduced substantially, allowing a
higher quality test of the theory. Two recent predictions
for this quantity are listed in the table.
In the case of α the experimental situation is somewhat
complex because of the differing conditions of various
measurements. A number of experiments are in approx-
imate agreement, but indicate a possible difference be-
tween the value of α at the vapor pressure and that along
the lambda lines as a function of pressure and 3He con-
centration. Mueller et al.15 obtained α = −0.026± 0.004
from measurements of the isobaric expansion coefficient
as a function of temperature and pressure. Gasparini
and Moldover16 performed measurements of the specific
heat along the 3He - 4He lambda line at constant 3He
concentration. These data were fitted to Eq.(1) by Gas-
parini and Gaeta17 assuming b±c = 0. Excluding the
measurements for pure 4He, they obtained α = −0.025,
in very good agreement with the expansion coefficient
result. On the other hand, their pure 4He results gave
α = −0.016. Some of the early ground measurements
3from this program5 gave α = −0.0127 ± 0.0026 at the
vapor pressure, and the previous analysis of the present
experiment10,11 gave α = −0.0105± 0.00038. While the
differences are not large in absolute terms, the exponent
results along the lambda lines do not appear to be en-
tirely compatible with the vapor pressure measurements.
In Table I we have indicated an approximate range of α
obtained from other groups and the previous result from
the present experiment.
Recent values of ζ obtained from second sound data at
the vapor pressure are 0.6705±0.0006 by Goldner et al.18
and 0.67016± 0.00008 by Adriaans.19 In the latter case
the error quoted included only the statistical uncertainty
from the velocity measurements. The results for ζ and
α can be combined to test the exact scaling prediction20
3ζ + α − 2 = 0. Combining the results of refs. 5 and 18
(for example) we obtain 3ζ+α−2 = −0.0012±0.0027 at
the vapor pressure. As yet, no high accuracy measure-
ments of ζ along the lambda lines have been reported.
However, higher order departures from a truncated ver-
sion of Eq.(2) have been shown21 to be in good agreement
with RG predictions.
B. Factors Limiting the Exponent Determination
To obtain the best information on the divergence of the
specific heat at a cooperative transition it is generally
considered desirable to collect the most accurate data
over the widest possible range. Both the inner and outer
limits of this range are set by practical issues which either
increase the noise of the results or lead to bias in the
derived exponent. In the present experiment we have
the potential for obtaining a statistical uncertainty σα ∼
0.0002 so we need to consider bias effects that could lead
to systematic errors ∆α ∼ 10−4. We explore these and
related issues in this subsection.
From an inspection of Eq.(1) it can be seen that the
value obtained for α is likely to be more reliable the
smaller the value of t at which the curve fitting is done.
This is because the higher order terms in the expression
tend to zero in the limit of small t. However, technical
difficulties increase in this region both due to measure-
ment techniques and sample imperfections. It is easy to
show that on earth the lambda transition will be severely
rounded over a temperature interval of about 1.3 µK per
centimeter of hydrostatic head in a sample, due to the
slope of the lambda line, (∂P/∂T)λ. For a sample of
constant cross-section and height h, the effect on the spe-
cific heat can be visualized as a convolution of a gravity-
induced temperature ‘window’ ∆Tλ = ρgh(∂T/∂P)λ
with the gravity-free function in Eq.(1), where ρ is the
density of the fluid and g is the acceleration due to grav-
ity. This approximation is valid because over the rel-
atively small hydrostatic pressure heads encountered in
typical calorimeters the pressure dependence of the spe-
cific heat can be neglected. The situation can also be un-
derstood by examining the P-T phase diagram of helium
FIG. 1: Phase diagram for liquid helium near the intersection
of the vapor pressure curve and the lambda line.
sketched in Fig. 1. The heavy tilted lines represent the
vapor pressure curve and the lambda line. Also shown
is a vertical bar representing the states of the fluid in
an isothermal sample cell with a small vapor space and
a moderate vertical height. It can be seen that some
of the states are closer to the lambda line than others,
even at constant temperature. As the sample is warmed
through the transition it enters a two-phase region which
persists over a temperature range given by ∆Tλ. This
hydrostatic pressure effect has been observed in numer-
ous experiments.5,27
Clearly, smaller sample heights lead to less rounding,
but soon a limit is reached where the height is so small
that finite size effects begin to affect the results.11 Nor-
mally this would occur at the angstrom level, but near
the lambda point the correlation length, ξ, characteriz-
ing these effects diverges as ξ ≈ ξ0t−2/3, magnifying the
effect enormously. This behavior is intrinsic to all coop-
erative transitions, being associated with the physics of
the transition process in an essential way.
Using paramagnetic salt thermometry techniques a
temperature resolution of < 3 × 10−10 K/√Hz is now
routinely available near the lambda point, and in many
cases signal averaging can improve this resolution sub-
stantially. To limit the hydrostatic rounding of the spe-
cific heat at the lambda point to a 1 nK range, for ex-
ample, the height of a helium sample would have to be
reduced to about 10−3cm. But the divergence of ξ at
the transition implies that such a thin sample would no
longer exhibit bulk behavior.
By performing experiments in earth orbit the hydro-
static effect can be reduced substantially. This allows
the use of larger samples to reduce the finite size effect
and thereby obtain useful data at higher resolution. Un-
fortunately the acceleration environment on the shuttle
is highly variable so it is not possible to apply correc-
tions for the hydrostatic effect. A rough estimate of the
magnitude of the effect can be obtained by considering
4the effect of acceleration impulses of different duration.
It is evident that impulses short compared to the mea-
surement time will have no effect on the result except for
higher order dissipation effects. On the other hand, im-
pulses lasting as long as the measurement time will lead
to a full hydrostatic effect. Thus we are led to consider
the low frequency portion of the acceleration spectrum
as a possible source of distortion of the heat capacity
results. From the spectral measurements made during
the mission we found the acceleration amplitude to be
< 3 × 10−5 g in the region below 1 Hz. Using this as
an upper limit and a sample size of 3.5 cm we obtain a
transition broadening ∆Tλ < 1.3 × 10−10 K. To deter-
mine the effect on α we modeled the transition broaden-
ing as a gravity correction and obtained a perturbation
∆α < 5 × 10−5. Both these effects are well below the
level of detectability in the present experiment.
The first order departure from the bulk specific heat
in a finite system can be characterized as a surface spe-
cific heat term which has been measured for one and
two-dimensional geometries. Since the magnitude of this
effect is proportional to the surface area of a sample, the
observed specific heat can be written approximately as
Cexp = Cp + ACSurf , where A is the surface area and
CSurf is the surface specific heat per unit area. The ef-
fect of the surface term on the value obtained for α can
easily be determined by modeling. For the calorimeter
used here and fitting over a range 10−9 < t < 10−2 we
obtained a perturbation ∆α = 3.4×10−5, using the finite
size measurements of ref. 11 to estimate CSurf . Since
this result was sensitive to the precision of the data close
to the transition relative to that far away, we used the
actual experimental uncertainties as described in section
VI below to make the estimate. At the time the exper-
iment was designed, the behavior of the surface specific
heat was not known with any certainty, leading us to re-
duce the surface area relative to the sample volume as
much as possible.
As one includes data further from the transition the
curve fitting procedure becomes more difficult since more
terms must be carried in the function to obtain an accu-
rate representation of the specific heat. Neglect of these
terms can lead to systematic bias in the remaining pa-
rameters that are evaluated. First we consider the effect
of neglecting a fourth order term in Eq.(1), c±c |t|3∆. As-
suming for estimating purposes that c±c = 1 and fitting
our data set with and without the term, we find the bias
from its neglect is ∆α ∼ 8× 10−5. While this can be ig-
nored for now, it shows the importance of an appropriate
functional form, especially in high precision experiments.
Alternatively one can restrict the range of the fit to re-
duce the bias from the neglected terms, a trade-off that
sets the practical outer limit of the curve fitting region.
The experimental situation is actually slightly more
complex than indicated by Eq.(1) due to the possibility of
regular background terms that have so far been ignored.
A more correct representation of the measured specific
heat is Cexp = Cp + Creg where
Creg = c0 + c1t+ c2t
2 + ... (3)
in which the ci are constants. Clearly c0 can be absorbed
into B in Eq.(1) but the effects of the other terms need
to be considered. From the wide range behavior of the
specific heat26 where fluctuation effects are small we es-
timate c1 ≈ 2 J/mole K. Thus for t = 10−2 this term
contributes ∼ 0.07% to the specific heat, a small but de-
tectable amount. It is fortunate that the exponent of the
third order term in Eq.(1), 2∆ - α ∼ 1.07, is close to
that of the second term in Eq.(3). Since the coefficients
of the terms are fitted parameters, this allows us to con-
sider the effect on α of combining the two terms into
one. To study this we made a set of simulated data in
which the term c1 was included in the generating func-
tion, but then ignored in the fitting procedure. Again
using the actual experimental uncertainties we found a
bias ∆α ∼ 5 × 10−6 which is negligible here. The value
of c2 is harder to determine, but it would appear to be
similar to c1. Even at t = 10
−2 such a term contributes
≪ 0.01% to the specific heat and can be neglected. Thus
for the present experiment a sufficiently good fitting func-
tion can be obtained by absorbing Creg into the original
expression in Eq.(1). The small price paid for doing this
is that the experimentally determined third order coeffi-
cients no longer represent quantities of theoretical inter-
est, and other coefficients may be slightly perturbed. In
the analysis described below we consider various fitting
functions and ranges and evaluate their impact on the
results.
A number of other factors can lead to bias in the ex-
ponent. For our experiment the most important appear
to be the calibrations of the temperature scale and the
calorimeter heater circuit. These issues are discussed in
the relevant sections below. Other less significant issues
are the details of the thermodynamic path followed by
the sample, the slight pressure dependence of the param-
eters in Eq.(1), and gravity gradient effects.
II. APPARATUS
The apparatus developed for the experiment has been
described elsewhere in some detail.28 In essence it con-
sisted of a spherical copper calorimeter attached to a pair
of high resolution thermometers and enclosed in a ther-
mal control system. The apparatus was located in a he-
lium cryostat rigidly mounted in the shuttle bay. The
central experimental issues for performing a high reso-
lution specific heat experiment are temperature resolu-
tion and thermal control. Conventional low temperature
germanium resistance thermometers (GRTs) are capa-
ble of resolving to ∆t ∼ 3 × 10−7 with a power dissi-
pation on the order of 10−7 W. Higher resolution would
require increasing the power input, which rapidly leads
to unacceptable thermal offsets due to self-heating. Near
the lambda point, the measurement power can also cause
5variable temperature offsets due to the strong tempera-
ture dependence of the thermal conductivity of the sam-
ple. Since the goal of the experiment was to achieve a
resolution of ∆t ∼ 5×10−10 for the specific heat measure-
ments, it was essential to develop a new type of high res-
olution thermometer (HRT). The device we constructed
was based on paramagnetic salt thermometry commonly
used at very low temperatures and is described below.
The heat capacity measurements were made by mea-
suring the temperature change of the sample when a heat
pulse is applied. Typically, the energy applied to the
calorimeter was chosen so that the temperature step was
significantly smaller than T−Tλ. To make heat capacity
measurements to ∼ 1% accuracy near the transition, it
is necessary to control the energy input to the sample to
∼ 10−11 C Joules, where C is the heat capacity of the
sample. In the present case, for a heater operating for
a few seconds, this corresponds to applied power uncer-
tainties of ∼ 10−10 W. In addition, during the drift pe-
riod used to measure the corresponding temperature rise,
the uncontrolled fluctuations of the background power
input need to be less than ∼ 10−11 W on time scales of
∼ 100 sec. This shows that very careful thermal control
of the sample environment is necessary. To achieve this,
we built a four-stage thermal control system which used
HRTs on the inner stage as fine control sensors. This
control system was the major portion of the low temper-
ature apparatus that comprised the flight instrument.
A third item of great importance was a helium cryo-
stat capable of operating in earth orbit. We made use
of a low temperature facility developed by NASA which
can operate near 1.7 K in zero gravity.29 The experiment
was flown in late October 1992 on STS-52. The instru-
ment and electronics were built by Ball Aerospace based
on prototypes developed for earlier ground experiments.5
The space-flight hardware was constructed to meet rig-
orous design constraints including use of high reliabil-
ity parts, structural analyses to verify its ability to sur-
vive launch level vibrations, and specialized construc-
tion techniques for operation in the thermal and vacuum
conditions of space. Particular attention was paid to
shielding the instrument from electromagnetic interfer-
ence (EMI). Spurious EMI had the potential of heating
the calorimeter in an uncontrolled fashion and generat-
ing pick-up in the HRTs. Since it was not possible to
perform realistic EMI testing prior to the flight a conser-
vative design approach was taken where possible.
Careful attention was also given to the design and fab-
rication of low temperature seals to minimize the possibil-
ity of vacuum leaks. Sufficient low temperature sensors
and heaters were provided that all critical instrument
operations had backup capability. This approach was re-
flected as far as practical in the electronics with the ex-
ceptions of the computer, the communications port and
the power supply. Ball Aerospace also supplied a prelim-
inary version of the computer code used for controlling
the experiment and transmitting real time data to the
ground during the mission. This software was designed
to provide near-automatic operation in case of communi-
cation problems during the mission and to accept a wide
range of commands to alter the parameters of the mea-
surements.
A. Thermal Control System
The basic design of the thermal control system was
similar to that used for earlier ground-based heat ca-
pacity measurements.5 A number of structural changes
were made to improve its utility and its ability to sur-
vive launch. A schematic view of the system is shown
in Fig. 3 of ref. 28. It consisted of a vacuum can 20
cm in diameter and 60 cm long surrounding four thermal
control stages in series with the calorimeter (stage 5).
Four HRTs were housed in the lower part of the assem-
bly and surrounded by a thermal shield attached to the
fourth stage of the thermal isolation system. Two of the
HRTs were attached to the calorimeter and the others
to the thermal shield. An end-corrected aluminum wire
solenoid was wound on the outside of the lower portion
of the vacuum can to allow the application of a uniform
magnetic field to the niobium flux tubes of the HRTs.
The primary structural element of the thermal isola-
tion system was a tripod with legs of stainless steel tubing
attached to the lid of the vacuum can. Three triangles
of high thermal conductivity copper intersected the legs
of the tripod at intervals of about 3 cm. These triangles
formed the first three stages of the isolation system and
also served to stiffen the tripod. They were attached to
the legs by brazing. The ratio of the thickness of the cop-
per triangles to the wall thickness of the legs was chosen
to provide good thermal grounding for heat flowing down
the legs. A ratio of 10 was estimated to attenuate ther-
mal leakage by a factor of about 103 at each joint. The
ratio of the thermal resistance along a side of a triangle
between two legs to that of a leg section between triangles
exceeded 103, heavily attenuating any thermal gradients
that might exist in the tripod attachment assembly.
During the design of the system it was found that the
HRTs attached to the calorimeter might be subjected
to unacceptably high whiplash loads during launch. To
alleviate this problem the structure between the vacuum
can lid and the tripod base was softened by the addition
of a flexible plate. This had the side effect of making
the instrument somewhat acceleration sensitive at the
resonant frequencies of the plate plus its load, primarily
near 55 Hz. Vibration tests described elsewhere30 were
undertaken to characterize the heating due to variable
accelerations and determine the effect of the resonances
in the structure during the mission. The flexible plate
was attached to the vacuum can lid by six stainless steel
rods. Due to the configuration of the vacuum can and
the cryostat, this lid was not in direct contact with the
helium bath, reducing the cooling power available to the
thermal control system. To rectify this problem we added
flexible copper foil thermal links between the tripod and
6a copper ring in the center of the cylindrical wall of the
vacuum can which was wetted by the helium.
The innermost thermal control stage had a more com-
plex structure, consisting of a ring, shield and HRT sup-
port assembly formed from annealed high thermal con-
ductivity copper. The shield completely surrounded the
calorimeter and the set of HRTs, acting as a baffle for
stray thermal radiation and a shunt for residual gas con-
duction. The calorimeter was located near the apex of
a second stainless steel tripod which was not in direct
contact with the legs of the first.
The temperatures of stages 1-3 were actively controlled
with heaters and GRTs configured in proportional-
integral (PI) servo feedback loops. The tripods and iso-
lation stages form a thermal network. With the tem-
perature servos operating, each GRT acts as a node or
ground point in a low pass filter which attenuates ther-
mal variations from external sources such as the main
helium bath. The price paid for this active filtering is
heat dissipation in the stages. Thus as one moves in-
wards through the stages the uniformity of the thermal
environment transitions from being dominated by exter-
nal effects to being limited by internal dissipation. By
the time the third stage is reached, the thermal inhomo-
geneities in the structure are expected to be dominated
by the power dissipated in the GRT and the heater. Since
the heater power is typically 10-100 times that dissipated
in a GRT this effect can be minimized by reducing the
offset between the operating temperatures of stages 2 and
3. The temperatures of the stages are otherwise adjusted
to provide sufficient dynamic range for the servo systems
to control transients.
The stage 4 thermal controller had two operating
modes: a coarse mode with a GRT as sensor and a fine
mode with a HRT as sensor, both using a digital PI con-
trol loop to drive a heater. In the fine operating mode it
was found that the long term stability of its temperature,
T4, was limited primarily by drift of the HRT set point
to about 5 × 10−14 K/sec. Short term stability (< 1000
sec) was ±3× 10−8 K, limited by the ability of the servo
system to reject the temperature fluctuations of stage 3.
We note that this level of control was much better in the
apparatus built for laboratory use,5 with the deteriora-
tion traced to the stiffening of the flight apparatus for
launch survival. Nevertheless, the degree of thermal con-
trol of the calorimeter was adequate. The effect of the
fluctuations of T4 on the measurements can be estimated
roughly as follows. The thermal resistance between the
calorimeter and stage 4 was found to be 2.18×104 K/W.
Thus near the lambda point, where the sample heat ca-
pacity exceeded 50 J/K, the time constant, τ , for heat
transfer between the calorimeter and stage 4 was > 106
sec. The transient behavior of this part of the system can
be modeled as a low-pass thermal filter with a single pole
roll-off. The amplitude of the swings of the calorimeter
temperature, T5, is given by ∆T5 ≈ ∆T4/2piτ f4, where f4
is the frequency of the fluctuations of T4. With f4 ∼ 10−2
Hz we obtain ∆T5 ∼ 5×10−13 K. In ground testing it was
found that with fine adjustment of T4, T5 could be stabi-
lized to a drift rate of < 10−12 K/sec for up to one hour.
This was more than adequate to achieve the desired level
of uncertainty in the heat input during a heat capacity
measurement. To minimize thermal gradients in stage 4
the temperature difference T4 - T3 was typically reduced
to 1 mK, limited by the calibration uncertainties over
the operating range of the experiment and the control
requirements of the stage 4 servo. A typical temperature
profile of the thermal control system consisted of stage
5 at a given operating temperature, stage 4 in thermal
equilibrium with it, and stages 1, 2 and 3 controlled at
30, 10 and 1 mK cooler than stage 4.
Thermal gradients in the calorimeter assembly were
reduced by deactivating the GRTs during high resolu-
tion measurements and using the heater only when step
temperature changes were desired. With T5 constant
the potential sources of residual temperature gradients
are then the effects of stray electrical power pickup, in-
ternal dissipation in the mechanical structure, gas con-
duction, and charged particle heating in space. During
ground operations the limiting factor on thermal con-
trol of the calorimeter appeared to be variations in stray
power pickup in the circuits attached to it. To reduce
this effect all leads to the calorimeter were thermally an-
chored at all stages using sapphire posts, which mini-
mized the capacitance to ground. Also the leads were
made of twisted pairs and were equipped with capaci-
tance shunts to ground where they entered the helium
cryostat, which formed a complete metallic enclosure
around the instrument. For the wiring to other stages,
similar techniques were used, except that the sapphire
was replaced with copper. The calorimeter was also ther-
mally connected to stage 4 by four capillary gas lines and
two HRT pickup loops with niobium-titanium shields.
Special clamps were built to thermally anchor these lines
to the isolation stages by sandwiching the lines between
indium foil for good thermal contact. The length of the
clamped sections was at least twenty times the diameter
of the largest line. All leads and lines were fabricated
from low thermal conductivity materials. In the case of
leads to heaters, superconducting niobium-titanium wire
was used, both to allow accurate heat input measure-
ments, and to avoid dissipation elsewhere in the thermal
control system. With these precautions, the stray power
variations seen in ground testing were generally below
10−11 W over periods of hours.
B. Calorimeter
The helium sample was contained in a 3.5 cm diameter
spherical cavity cut from very high purity (6N) copper31
by electrical discharge machining. This technique was
used to preserve the highly annealed state of the copper
and its associated high thermal conductivity at low tem-
peratures. From the measured electrical resistance ratio
of ∼ 5700 between 300 and 4.2 K we estimated32 its ther-
7mal conductivity at Tλ to be ∼ 140 W/cm K. The cavity
was formed in two pieces that were electron-beam welded
together. The inside surface was left somewhat rough to
promote thermal coupling with the helium. A magnified
view of this surface is shown in Fig. 2.
An approximately-to-scale cross-sectional view of the
calorimeter is shown in Fig. 3. The base of a valve
assembly was electron-beam welded to the top of the
calorimeter. The valve was sealed by pressing a gold-
coated copper flat against a circular copper knife-edge.
The sealing pressure was set by adjusting the length of a
stack of 16 Belleville washers and the valve was opened
by a pneumatic actuator. A high degree of cleanliness
was required in the knife-edge area to obtain a reliable
superfluid-tight seal. A filling capillary passed through
the thermal control system to a second valve on the out-
side of the cryostat. A charcoal adsorption pump was
attached to the capillary through a filter to trap any he-
lium leakage through the low temperature valve. The
base of the calorimeter provided attachment points for
a pair of HRTs. A beryllium-copper support flange was
welded around the bottom perimeter of the calorimeter
to provide attachment points for the support tripod and
the HRT flux tube holders. The HRTs were provided
with large area contacts directly to the calorimeter and
the mechanical support points of the tripod were isolated
from the HRTs to the extent allowed by structural rigid-
ity considerations. Two 30 Ω manganin wire heaters were
wound in sections on three sapphire posts which were at-
tached to the circumference of the calorimeter 120◦ apart
to apply distributed heating. The heater sections were
linked together with superconducting wire. Two GRTs
were also attached to the calorimeter.
Near the end of the mission, before the shuttle landed,
the helium cryogen was depleted, causing the calorimeter
to warm and become pressurized. A removable burst disk
allowed the pressurized helium to vent into the vacuum
can. Because the calorimeter was classified by NASA
as a pressure vessel, it was required to be doubly fail-
safe against bursting. This resulted in the addition of
two fixed burst disks to the calorimeter. These burst
disk assemblies were designed to minimize the included
volume of helium and were fabricated from high conduc-
tivity copper to minimize their thermal relaxation time.
A pair of small heaters penetrated the calorimeter wall.
These were designed to cause vaporization of the su-
perfluid when activated, guaranteeing a thermodynamic
path along the vapor pressure curve, in the unlikely event
that natural bubble nucleation in space was inhibited.
After fabrication the inside of the cavity was lightly
etched with an acid ‘bright dip’ solution to remove loose
material, and inspected through the removable burst disk
hole using a fiber-optic light pipe to check for splatter
from the welding. No problems were found. The cav-
ity was then ultrasonically cleaned and flushed with low
residue ethanol until the filtered waste no longer showed
particle contamination. The valve assembly and the final
burst disk were then installed in a class-10 clean room. A
FIG. 2: Electron micrograph of the inside surface of the
calorimeter showing the scale of roughening prior to assembly.
2-micron filter was placed in the fill line to guard against
subsequent contamination.
C. High Resolution Thermometers
The thermometers developed for the experiment made
use of the strong temperature dependence of the mag-
netic susceptibility of copper ammonium bromide, CAB,
and the high sensitivity of SQUID magnetometers to
resolve very small temperature changes. The basic de-
sign and performance of the thermometers have been de-
scribed extensively elsewhere,33 but for completeness we
include a brief description here, concentrating on those
aspects relevant to the present experiment. The external
portion of the HRTs consisted of a niobium tube 0.83 cm
internal diameter and 18 cm long, with a constant mag-
netic field trapped along its axis. A 1.5 cm long cylinder
of CAB was located near the center of the tube. The
magnetic moments of the salt molecules were partially
aligned by the magnetic field trapped in the flux tube.
The magnetization of the salt changes with temperature,
inducing a d.c. current in a superconducting pick-up loop
surrounding the cylinder, which is measured by a SQUID
magnetometer. A schematic view of the design is shown
in Fig. 1 of ref. 28. The field was generated by the
solenoid wound on the vacuum can and was trapped in
the flux tubes early in the ground testing phase of the
experiment. A reasonably comprehensive idea of the be-
havior of the thermometers as a function of temperature
and magnetic field can be obtained by consideration of
the Brillouin function applied to the behavior of CAB,
which has a magnetic transition near 1.83 K.34
The pick-up coil and salt geometry were configured to
maximize the sensitivity of the HRT. The optimization
sets the coil diameter so that the cross-sectional areas of
the tube inside and outside the coil are the same, when
8FIG. 3: Cross-sectional view of the calorimeter assembly, ap-
proximately to scale.
the salt fills the coil. The pick-up coil inductance was
matched to that of the SQUID input coil for maximum
energy transfer, and the number of turns around the salt
was maximized for the highest sensitivity.35 The coil and
salt were placed in a sapphire holder which provided a
high thermal conductivity link to the calorimeter with-
out introducing Johnson noise currents. One end of the
holder was metalised and soldered to a copper rod which
thermally coupled the salt to the experiment. Copper
wires embedded in the salt were also soldered to this
rod to provide additional thermal contact. The rod was
bolted to the base of the calorimeter using indium foil
for thermal contact. The combined heat capacity of the
salt pill and thermal impedance of the copper rod give a
time constant of about 1 second for heat transfer between
the salt and the calorimeter. The flux tube was held by
a chrome-copper sleeve which was bolted to the support
flange on the base of the calorimeter. The tube was a
tight fit on the sapphire holder to reduce microphonics
in the pickup coil.
The niobium-titanium leads from the pick-up coil
were tightly twisted together, passed through a niobium-
titanium tube for shielding, and attached to a SQUID lo-
cated elsewhere in the thermal control system. The tube
was filled with vacuum grease to promote thermal con-
tact to the wires and to reduce microphonics. A heater
consisting of a short piece of 0.005 cm diameter man-
ganin wire was wrapped tightly around one lead near the
SQUID input terminals. Applying a 10 mA current to
this heater warmed the pickup loop wire above its su-
perconducting transition temperature in a fraction of a
second, causing any persistent current flowing in it to
decay rapidly to zero. This capability was included be-
cause it was found that some available SQUIDs were un-
able to operate with high currents in their input coils,
limiting the dynamic range of the HRTs to a tempera-
ture band ∼ 0.4 K wide. By activating this heater with
the calorimeter near the lambda point, a suitable operat-
ing range could be established. During early testing two
other effects were detected. It was found that the HRT
calibration was dependent on the temperature at which
the current in the loop had been nulled. We therefore
chose a small set of specific temperatures at which to
null the current, as described in the calibration sections
below. It was also found that a small apparent thermal
coupling existed between the calorimeter and the outer
stages of the thermal control system if a persistent cur-
rent existed in the pickup loops. This effect was probably
due to slight changes in the superconducting penetration
depth of the pickup loop wire and shield with tempera-
ture at points where they were thermally attached to the
stages. To minimize this effect the currents were again
nulled within 1 mK of the transition.
To reduce the effect of the varying orientation of the
HRTs with respect to the earth’s magnetic field, three
layers of shielding were used. The HRT flux tube itself
had an extremely high theoretical shielding factor at the
location of the pickup loop, but tests showed that this
could be compromised by flux creep through the walls.36
The practical shielding factor of this tube was expected
to be ∼ 5 × 109. A second superconducting shield was
added around the lower portion of the instrument vac-
uum can with a theoretical shielding factor of about 200.
The third shield was a layer of moly-permalloy,37 a high
permeability material, placed around the outside of the
cryostat to gain a further factor of 100. Tests of the com-
plete assembly showed no detectable signal to a level of
±3 × 10−4Φ0 for magnetic fields of 10−4 T applied ex-
ternally, where Φ0 is the quantum of magnetic flux. In
traversing an orbit, the experiment was subjected to a
variation of about ±5 × 10−5 T from the earth’s mag-
netic field.
All the HRTs were grouped together below the
calorimeter for convenient charging by the solenoid on
the vacuum can. With the winding energized, the HRTs
were warmed above 10 K and then cooled back to 4.2 K
where the field was slowly reduced to zero. During this
period the SQUID magnetometers remained near their
operating temperature allowing the field trapping pro-
cess to be monitored. It was found possible to detect the
superconducting transition in the flux tubes and in the
pickup coil wire. The field-to-current ratio of the solenoid
was approximately 1.1×10−2 T/A and the field variation
over the volume of the HRTs was measured to be < 1%.
9The trapped field level was selected as a compromise be-
tween the effects of digitizer nonlinearities and HRT drift
performance. For a field of 10−2 T trapped in the flux
tubes, the sensitivities of the HRTs were typically in the
range 2 - 3 × 106Φ0/K. Their noise performance is dis-
cussed below.
D. SQUID Magnetometers
Four r.f. SQUID magnetometers were attached to
an independent single-stage thermal platform supported
from the lid of the vacuum can. This arrangement was
necessary to minimize the effect of the temperature co-
efficient of the SQUIDs38 on the HRT output, and to
maintain the critical currents of the sensors within their
operating range. The SQUID platform was stabilized to
< 10−4 K using a servo similar to those on the outer
stages of the thermal control system. The SQUIDS
were housed in individual cylindrical niobium shields39
closed at one end, with magnetic attenuation factors of
∼ 5 × 109. The open end of the tube was filled with
a threaded niobium plug containing a small opening for
the leads. Each assembly was placed inside a close-fitting
Cryoperm40 shield equipped with a degaussing coil. Be-
fore operation the SQUIDs and shields were warmed from
their operating temperature of 4.5 K to above 10 K to
reduce any internally trapped fields. They were then
cooled slowly through the superconducting transition to
minimize fields generated by thermoelectric currents.
The outputs of the SQUIDs were connected via triaxial
cables to r.f. pre-amps and associated circuitry attached
to the exterior of the cryostat. No modifications were
made to the commercial 19 MHz r.f. SQUID sensors,41
but the electronics were rebuilt to improve operation
in space. They were strengthened to survive launch,
repackaged to improve their thermal performance in vac-
uum and modified for computer-controlled tuning. The
temperature of the pre-amps was controlled to ±0.1◦C
to minimize d.c. offsets that would mimic temperature
changes of the HRTs, and the A/D converters reading the
outputs were controlled to about ±1◦C. In operation, the
SQUID magnetometers give voltage outputs in terms of
the magnetic flux change at the input, from which the
corresponding changes in temperature of the salt pills
can be inferred. The noise floor of the SQUIDs was on
the order of 10−4Φ0/
√
Hz. The output bandwidths were
limited to 0.16 Hz by double pole active filters.
E. Adsorption Pump
During early ground testing it was found that the
launch vibration was capable of warming the HRTs on
stage 4 to > 15 K and the calorimeter to > 5 K. Ei-
ther of these temperature excursions could have ruined
the experiment as there was no provision to re-magnetize
the HRT flux tubes in flight and the pressure of the he-
lium in the calorimeter could have exceeded the set point
of the removable burst disk. To reduce the temperature
rise we placed approximately 0.3 mole of 3He exchange
gas in the vacuum can prior to launch. This gas greatly
increased the thermal coupling between the inner stages
of the instrument and the vacuum can. Additional shake
tests simulating the launch vibration indicated that the
gas limited the temperature rise to < 0.1 K. After launch,
most of the gas was evacuated to space through the in-
strument vacuum pumping line. To obtain a high vac-
uum in the instrument during the heat capacity mea-
surements an adsorption pump containing ∼ 50 cc of ac-
tivated charcoal was located in the lid of the vacuum can.
The charcoal container was thermally isolated from the
lid allowing it to be heated to ∼ 40 K without signifi-
cantly warming other components. The entrance to the
pump was baffled with a gold coated copper disk which
was thermally attached to the lid. This was needed to
reduce the thermal coupling between the pump and stage
4 of the thermal control system.
To estimate the pressure in the system we monitored
the power P4 dissipated in stage 4 of the thermal con-
trol system when the temperature difference T4 - T3 was
held at a specific value. During ground testing it was
found that for pressures> 10−9 torr the additional power
needed to compensate for the gas conduction was de-
tectable. We roughly calibrated the rise in P4 against
pressure using an external leak detector, allowing for
thermomolecular effects. With no exchange gas in the
system the pressure was typically < 10−9 torr, the limit
of the measuring technique. When exchange gas was in-
troduced, the pump-down time constant was on the order
of a day, dependent on the vacuum can wall tempera-
ture. After about two days, the pressure in the vacuum
can was generally low enough to perform high resolution
measurements. However, the residual gas had small but
detectable effects on the HRTs which were modeled and
corrected for as described in the analysis section below.
F. Cryostat and Electronics
The cryostat system used to maintain low tempera-
tures was inherited from a previous flight program.42 No
significant modifications were made to the cryogenic por-
tions. However, the external supports were reconfigured
to operate with a magnetic shield which was added to
the exterior. The cryostat and its performance have been
described elsewhere.43 The liquid helium in the cryostat
was cooled to ∼ 1.7 K during the flight by venting it to
space through a sintered metal plug designed to contain
the superfluid.
The instrument electronics consisted of nine 4-terminal
a.c. resistance bridges, four r.f. SQUID controllers, four
precision heater drivers with D/A converters and five
analog servo circuits for temperature control. A number
of digital switching circuits were also included. Five addi-
tional temperature controllers were used within the elec-
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tronics to decrease the sensitivity of critical components
to variations in the ambient temperature. The electronics
were operated by a small PC-style computer with a 286
microprocessor and a basic software duty cycle of 1 Hz
synchronized with a shuttle timing circuit. Once per cy-
cle a 400 byte telemetry package was passed to a commu-
nications computer which also processed any commands
sent from the ground. A third computer interfaced with
the facility hardware to provide cryostat housekeeping
functions. Most of the instrument tasks were broken into
segments, limiting the amount of code executed in each
cycle to avoid interference with the communication task.
The most critical circuits for heat capacity measure-
ments were the heater current monitors and the A/D
converters on the outputs of the SQUIDs. These con-
verters had nominal 16 bit resolution, but were found to
have occasional non-monotonic behavior of the output
vs. input. Separate measurements indicated that the
converters were likely to have < 2 bits deviation from
a straight line fit. Since the HRT noise level was typ-
ically 30 bits pp, substantial averaging over the bit er-
rors occurred, reducing the corresponding temperature
measurement errors significantly. For the heater current
monitors the deviations from a linear fit were bounded by
a ±0.01% power measurement band over the full range
of powers used in the experiment after corrections for the
gains and offsets of the A/D converters.
The driver circuits for the heaters on the calorimeter
had dedicated timers to allow precise control of the en-
ergy within a given heat pulse. The pulse time was accu-
rate and stable to< 2 parts in 106. The rise and fall times
were < 60 µs duration, giving a maximum correction of
0.0024% for the minimum 5 sec pulse length which was
neglected. The heater driver circuit had 6 power ranges
to accommodate a wide range of temperature step sizes
while operating the A/D converters at a high bit setting.
To allow automatic data collection a software routine was
written to select the pulse length, power range and D/A
setting optimum for a given temperature step. Manual
operation was also possible.
Two plastic scintillators with photomultiplier tubes
were attached to the exterior of the electronics. These
were used as charged particle monitors (CPMs) for corre-
lation with effects in the instrument. The voltage applied
to each photomultiplier tube was programmable over a
wide range to control the gain. The output of each CPM
was threshold-detected at two levels, approximately 10%
and 90% of saturation. The number of counts accumu-
lated in each second for each channel of both detectors
was included in the telemetry stream.
Two 3-axis accelerometers44 with sensitivities of 10−6
g were attached to the outside shell of the cryostat. The
signals were sampled at 250 Hz and digitally filtered to a
100 Hz bandwidth. The vector amplitude of the acceler-
ation was calculated and the peak value in each 1-second
interval was output through a separate telemetry system
to aid in characterizing the vibration environment. Oc-
casional segments of raw data were also downlinked.
III. PRE-FLIGHT OBSERVATIONS
Prior to its installation in the flight cryostat, the in-
strument was operated in the laboratory. In this period
the volume of the calorimeter was determined by mea-
suring the mass of gas extracted after a low temperature
fill. In conjunction with data on the size of the small gas
bubble left in the calorimeter near the lambda point, this
information allowed us to determine the mass of the flight
sample. The heat capacity of the empty calorimeter was
measured, and the heater circuits were calibrated with
board level and dummy load tests. Upper limits were set
on variations of the stray power levels in the calorimeter
heaters, and the GRT calibrations were checked in situ
against a rhodium-iron thermometer45 (RIT) calibrated
by NIST.
After the instrument was installed in the flight cryo-
stat, the flight sample was sealed in the calorimeter and
the system was maintained at or below 4.2 K for an
18-month period while it underwent environmental test-
ing and integration with the shuttle. During this pe-
riod a number of checks were made to verify its cor-
rect operation. These included additional heater stray
power measurements, a magnetic field susceptibility test,
an electromagnetic susceptibility test, HRT calibrations,
and lambda point observations on the GRT temperature
scale. The instrument was shake-tested and the elec-
tronics were operated in a thermally controlled vacuum
chamber. Heat capacity measurements were also made
below the lambda point. The following subsections sum-
marize the most critical measurements performed during
the pre-flight period.
A. Thermometers
The GRTs on the calorimeter were calibrated by the
manufacturer46 and in the laboratory against the vapor
pressure of 3He and the RIT using the ITS-9047 tem-
perature scale. For these measurements a specially built
apparatus was used. The GRT resistance calibrations
were performed using an a.c. bridge technique48 with a
seven-decade resistance standard49 as the reference. The
3He calibration was performed using high purity gas and
included corrections for thermomolecular and hydrostatic
effects. In the range 1.8 to 2.4 K temperatures derived
from the 3He calibrations deviated from those obtained
from the GRT manufacturer’s calibrations by about 0.5
mK on average, with a peak deviation of 0.7 mK. The
RIT measurements were consistent with the 3He calibra-
tions to within 0.3 mK over the interval 1.72 to 2.63 K.
However it was found that the lambda transition tem-
perature of a small sample of 4He was within 0.1 mK of
that derived from the 3He calibration, leading us to pre-
fer this scale for the experiment. The resistance values
of the GRTs were converted to temperature using the
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formula:50
log T = a0 + a1log R + a2(log R)
2 + a3(log R)
3 (4)
where the coefficients ai were determined from least
squares fits to the 3He calibration data. Between 2.0 and
2.4 K the deviations from the fits showed no significant
trend exceeding their 15 µK rms scatter. The bridges in
the flight electronics were calibrated by the manufacturer
(Ball Aerospace) and checked against our GRT bridge re-
sistance standard mentioned above, which was separately
checked by the JPL standards group. Corrections of up
to 0.4 Ω from the nominal resistance values were stored
in lookup tables in the flight computer. After the GRTs
were installed in the flight instrument they were recali-
brated against the RIT, which was then removed. It was
found that the resistance vs. temperature scale factors of
both GRTs appeared to have shifted by about 0.06% rel-
ative to that of the RIT, but by less than 0.01% relative
to each other. This discrepancy appeared to be associ-
ated with a thermal anchoring problem with the RIT.
Since measurements of the apparent temperature of the
lambda transition also discriminated against the RIT, it
was assumed that the GRT calibrations had not changed
during installation. In either case, the absolute uncer-
tainty in the values of (dR/dT)λ appeared to be limited
almost entirely by the 0.1% uncertainty in ITS-90.
Over the course of the experiment it was found that
the apparent lambda transition temperature of one of
the GRTs (#2) drifted slightly. While this drift was less
than 0.2 mK over an 18-month period, it was substan-
tially greater than the 30 µK drift seen in GRT #1. Later
measurements on a second flight experiment to measure
the specific heat of confined 4He11 confirmed the contin-
ued slight drift of GRT #2. We also found that the noise
level of bridge #2 was a factor of 2.3 higher than that
of #1. If we treat the drift as a scale factor change in
the R(T) curve, we can estimate the change to be ∼ 0.2
mK/Tλ, or 0.01% which is negligible compared to the
overall uncertainties of the experiment.
The HRTs attached to the calorimeter were calibrated
against the GRTs over a 100 mK range just below the
lambda point. This was done by repetitively bringing the
apparatus into thermal equilibrium, recording the resis-
tance and flux values, and then stepping the calorimeter
temperature in increments of < 1 mK. The HRT flux
readings vs. GRT temperatures were fit over the full
range using a Curie-Weiss model of the HRT salt behav-
ior. The function used was
φ− φ∞ = H0(1 + aφ)(T/Tc − 1)−γ (5)
where H0, φ∞ and a were constants determined in the
fit, and the flux φ was measured from the temperature
at which the persistent current in the pickup loop was
nulled. The term proportional to φ on the right-hand
side allows for the variation of the magnetic field with
current in the pickup loop as the temperature is changed.
We chose Tc = 1.8302 K and γ = 1.2736 based on the
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FIG. 4: Deviations of the GRT #1 data and various calibra-
tions from the best fit of the HRT data to Eq.(5). The open
circles are the GRT data, the dot-dash curve is a 3rd-order
polynomial fit to the entire data set, the dashed curve is a
3rd-order polynomial fit in the range 0 to -50 mK, and the
solid curve is a fit to Eq.(5) over the same restricted range.
data of Velu et al.34 for CAB. Typical values obtained for
the other parameters in Eq.(5) were: H0 = 1.2158× 105
Φ0, φ∞ = −1.5686× 106 Φ0, and a = −2.227× 10−7/Φ0.
In our earlier analysis10 we used a third order polynomial
in place of Eq.(5), fit over a 50 mK range. However we
recently found that in the range 3× 10−3 < t < 10−2 the
heat capacity results were somewhat sensitive to the val-
ues of the second and third order coefficients. This effect
led to a dependence of α on the details of the HRT cali-
bration procedure that exceeded our goal of no more than
10−4 for systematic bias. The function in Eq.(5) gave re-
sults that were more stable in this outer region of t, and
gave a better fit to the calibration data over a wider range
of t. This can be inferred from Fig. 4 which contrasts the
two calibration procedures. It shows the GRT data and
various calibration curves as deviations from the best fit
to Eq.(5) over 100 and 50 mK ranges. If we attempt to fit
the data over the 100 mK range with a 3rd-order polyno-
mial, we obtain the dot-dash curve: clearly a higher order
polynomial is required for an adequate fit over this range.
If we restrict the 3rd-order polynomial fit to 50 mK from
Tλ as was done in the previous analysis of the flight data,
we obtain the dashed curve. While this fit represents the
data well in this restricted range, it rapidly deviates from
the data set outside the fit range and more importantly
it is overly sensitive to small local trends in the data set.
In particular, the critical exponent, alpha, is sensitive to
the curvature seen in the deviation plot of the 3rd-order
polynomial in the range 0 to 20 mK below Tλ.
In the flight experiment, calibration data were only
available over a 50 mK range so it is important to demon-
strate that a Curie-Weiss model fitted over this restricted
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range will still represent the data. The deviation of the
Curie-Weiss model fitted over the 50 mK range from the
fit over the full range is shown by the solid curve. It
is clear that over the critical 20 mK range where heat
capacity measurements were performed, the restricted
Curie-Weiss model is superior to the 3rd-order polyno-
mial fit. The curvature in the deviation plot over this
range is substantially decreased, resulting in a reduction
of systematic errors in the determination of alpha. This
new calibration procedure is chiefly responsible for the
difference between the value of alpha reported in ref. 11
and that reported here.
The statistical uncertainties of (dφ/dT)λ for the HRTs
were < 0.004% and no significant deviations were appar-
ent between 2.12 and 2.177 K. It was found that the
deviations from the fit tended to be large when a high
bit was switched in the 16-bit reference resistors of the
GRT bridges. We also found that the relays used for the
switching often had a higher-than-specified resistance im-
mediately after a contact had been closed. The calibra-
tion of the HRTs included the weighted data from both
GRTs as well as 11 extra parameters for each GRT to
model any additional contact resistance introduced by
switching. The fit also included the constraint that the
contact resistances are the same for the calibration of the
two HRTs to ensure that there is only one GRT scale.
These resistances were found to be < 0.33 Ω in all cases,
however, their inclusion reduced the scatter in the GRT
readings by about a factor of two. The curve fitting pro-
cess left a slight residual relative error in the temperature
scales of the two HRTs. Since this resulted in slightly
different heat capacity values depending on which HRT
was used, we performed a second fit of the HRT data to
a temperature scale defined by the average of the two.
To obtain reproducible calibration coefficients for the
HRTs it was necessary to control the value of the per-
sistent current flowing in the pickup loops. This current
can perturb the field applied to the salt pill as shown in
Eq.(5), changing its magnetization. We minimized this
effect by setting the current to zero at fixed reference tem-
peratures, using the heater attached to the HRT leads.
The ground heat capacity data set was collected with the
heaters activated while the HRTs were at 2.076 K.
The low frequency noise level of the HRTs was about
2.5 × 10−10 K/√Hz, which is close to the value pre-
dicted by the fluctuation-dissipation theorem of Callen
and Welton51 applied to temperature fluctuations of a
paramagnetic salt. The noise measurements have been
described elsewhere.33,52 Wide band random vibration
tests were conducted to determine the various instru-
ment sensitivities. It was found that the effect on the
HRT noise was very nonlinear, being substantial above a
r.m.s. vibration level of 10−2 g but relatively small below
7 × 10−3 g. With the expected acceleration levels below
2 × 10−3 g except for occasional transients, little effect
on the thermometry was anticipated.
B. Heater Power
There are two aspects of the calibration of the
calorimeter heater power, P5, that are relevant for the
heat capacity results: measurement of absolute power
parameters and an estimate of stray heater power. The
heater resistance was measured at low currents to within
0.02% and the heater current monitor circuit was cali-
brated to 0.01% as mentioned earlier. The temperature
coefficient of the heater resistance was also measured and
applied in the analysis. The heater parameters could not
be checked accurately in flight, but the heater current
monitor circuit was tested in a thermal/vacuum chamber
which simulated the space environment. Its calibration
was found to be stable to ±0.01% over the temperature
range from −10◦ to +30◦ C. During the experiment,
the electronics box temperature was in the range 18◦ to
23◦ C.
Residual or stray power dissipated in the heater can
affect the heat capacity results if it varies between the
heater ’on’ and ’off’ states. For example this could be
caused by bias currents in the active elements of the
circuit or by high frequency EMI that changes its level
when the heater is switched. To reduce this possibil-
ity the heaters were terminated with resistive loads sim-
ilar to those presented by the current supply circuits
when switched to the ’off’ state. Pulses were applied by
first switching the heater power range and the associated
D/A converter to the desired settings, then switching the
heater from the resistive load to the circuit using CMOS
switches controlled by a precision timer. By performing
the switching from the ’off’ to the ’on’ state and leaving
the D/A converter output at zero volts while monitoring
the heating rate of the calorimeter, we were able to set a
limit on the stray power change of < 10−11 W.
A more comprehensive, though less precise test of the
entire heat input circuit can be performed by comparing
heat capacity values as a function of power. A special se-
quence of heat capacity measurements which consisted of
a set of pulses covering the range of available power was
performed at a temperature where the heat capacity is
only weakly temperature dependent, ∼ 20 mK below the
transition. Since the sample heats slightly as the pulse
sequence progresses, a symmetrically arranged reverse se-
quence was also performed. By fitting the heat capacity
results at the same power with a model function, the ef-
fect of the temperature dependence of the specific heat
could be minimized. These measurements were made on
a number of occasions and typical results are shown in
Fig. 5. From the measurements we concluded that the
apparent change in the stray heater power during pulses
was −9.4 × 10−11 W. Since this was significantly higher
than the value obtained in the zero input voltage switch-
ing test above, we concluded that most of the effect was
due to a zero offset in the measurement circuit. It was
also found that the apparent heat capacity decreased by
∼ 0.17% at the highest power used, possibly due to self-
heating in the heater assembly. These effects were mod-
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FIG. 5: Dependence of the apparent heat capacity on the
power dissipated in the heater as measured during pre-flight
testing. Curve shows model fit.
eled with a four-parameter function and corrections were
applied to all pulse power estimates. For P5 > 10
−5 W
the uncertainties in the fit were < 0.005%.
Mechanical vibration was also expected to be a vari-
able heat source during the flight experiment. From the
vibration testing mentioned earlier we derived a calorime-
ter heating sensitivity of ∼ 0.2 W/g2/Hz using wide band
random vibration input with power spectral densities in
the range 3× 10−6− 2× 10−7 g2/Hz. With a swept sine
wave input we determined that about 95% of the heating
occurred in a narrow frequency band near 55 Hz. Since
spectral densities of 10−9 - 10−10 g2/Hz were expected in
the mission, some low level heating from this source was
anticipated. Unfortunately it was not possible to add
vibration isolation to the apparatus due to cost.
C. Sample Mass
The apparatus used to fill the calorimeter did not al-
low an accurate measurement of the quantity of helium
sealed inside. Instead, we measured the sample mass
by a two-step process which first involved measuring the
calorimeter volume and the mass of a reference sample.
The mass of the reference sample was measured during
its extraction from the calorimeter. The volume was es-
timated by taking advantage of the very well known53
temperature dependence of the density of helium along
the vapor pressure curve near the lambda point. If the
calorimeter is between 99.5 and 100% full at the lambda
point, the gas space can be reduced to zero by cooling
to a temperature 2.18 > TB > 1.8 K. Above TB the
thermodynamic path is close to that of the saturated va-
por pressure, while below TB it is at constant volume.
The passage through TB can be detected by the small
but sharp change in the specific heat due to the change
in the thermodynamic path. We were able use TB as a
very sensitive indicator of the calorimeter fill fraction at
the lambda point. The number of moles in the reference
sample and the molar volume at TB can easily be used
to derive the calorimeter volume, resulting in a value of
22.332 ± 0.01 cc. Combining this value with that of TB
for any other sample is then sufficient to determine its
mass. An error of 1 mK in TB corresponds to a mole
number change of < 0.0015% which is negligible com-
pared with the uncertainty in the calorimeter volume.
The variation of the calorimeter volume from fill to
fill was extremely small due to the design of the fill line
valve. Closure was accomplished with a metal-to-metal
seal with constant applied force. On the calorimeter side
of the valve the variable volume was < 2×10−3 cc during
the seal indentation process. It is unlikely that the vari-
ation in volume after achieving a seal exceeded 10−3 cc,
which is negligible compared to the total volume. After
the calorimeter was filled with the flight sample, TB was
again determined. The corresponding helium mole num-
ber was 0.81314±0.0004 and the gas space at the lambda
point was estimated to be 0.0558± 0.0007 cc.
D. Empty Calorimeter Heat Capacity
The heat capacity of the empty calorimeter was deter-
mined by heat pulse measurements and indirectly from
its relaxation time plus the thermal resistance to stage 4.
Both methods gave consistent results. The heat capacity
of the empty calorimeter at the lambda point was found
to be 0.0441 ± 0.0005 J/K, which agrees with a rough
estimate based on the knowledge of its components. The
temperature dependence of the heat capacity was mea-
sured to be 0.019 ±0.003 J/K2, which is negligible over
the 20 mK range of interest. Nevertheless, a correction
for this effect was applied.
E. Ground Specific Heat Measurements
The basic method of measuring heat capacity was to
establish a suitably low drift rate for the calorimeter tem-
perature, apply a heat pulse of 5 - 35 s duration and then
wait for the drift rate to return to a low value. The heat
capacity was then computed in the usual way from the
rise in T5 and the energy dissipated. Since the time con-
stant for the relaxation of T5 to T4 was ∼ 106 s, simple
linear extrapolation to the center of the pulse was gen-
erally sufficient to obtain the temperature rise. A least
squares straight line fit was made to 50 - 120 s of drift
data on each side of the pulse and the temperature change
and value at the center of the pulse were estimated. The
fitted data did not include the first 6 to 30 seconds of
data after the heater was turned off. This was done to
allow for the settling of small transients due to the warm-
ing of the calorimeter support structure and the Kapitza
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boundary resistance, which slightly distorted the mea-
surements. Near the lambda point it was necessary to
reduce the size of the temperature steps to maintain ac-
curate measurements of the local heat capacity and to
achieve the desired resolution of the singularity. This
resulted in a deteriorating signal/noise ratio as the tran-
sition was approached.
A software routine was used to generate a sequence
of measurements that adjusted the size of the steps in a
predetermined fashion and established the flux reading of
the HRTs that corresponded to Tλ. The routine started
by adjusting T4 to reduce T˙5 below 10
−10 K/s. A heat
capacity measurement with a moderate energy input was
then performed and the specific heat was calculated. The
remaining temperature increment to the lambda point
was then estimated by comparing the measured specific
heat with a functional form based on previous experi-
ments. To avoid ambiguity this routine was used only
below the transition. For subsequent measurements in
the sequence the routine used the estimate to determine
the energy input to the heater to give a temperature step
∆T equal to a specified fraction of the remaining inter-
val to the transition. Prior to each pulse T˙5 was mea-
sured and adjusted to < 10−12 K/s or 2× 10−4∆T K/s,
whichever was greater. After each pulse the estimate was
updated. The routine allowed rapid collection of data ap-
proximately equally spaced on a logarithmic temperature
scale, a distribution desirable for the final curve fitting
task. It also maximized the time available for repeat
measurements at high resolution that were necessary to
improve the signal/noise ratio.
When used far below Tλ the routine also generated a
string of alternating low and high power pulses. The low
power pulses were performed to provide results over a
wide range of t at a fixed low power in case unexpected
power-dependent effects were detected in the analysis.
The typical step size for these pulses was 1 µK and the
heater power was 8 × 10−6 W. The high power pulses
started with the maximum power available, 8× 10−4 W,
and were designed to warm the calorimeter about 10% of
the remaining distance to the transition. For t ∼ 0.01, a
pulse duration of 35 s was used, decreasing as the tran-
sition was approached. When the desired temperature
step fell below 300 µK, the high power pulses were dis-
continued.
The pulse method gives the specific heat integrated
over ∆T, which differs from the value at the mid-
point temperature due to the curvature of the spe-
cific heat function. A correction given by ∆C =
∆T2(∂2C/∂T2)/24 can be made if the function is known.
To evaluate the second derivative we used the specific
heat function given in ref. 5. This correction was
< 0.07% of the specific heat for all pulses.
Given the total specific heat of the sample, CT , some
additional small corrections are needed before a fit with
a theoretical expression is performed. The presence of
a gas space introduces small corrections to the specific
heat primarily via the expansion coefficient and the la-
tent heat.54,55 The most important effect is due to the
changing volume of the gas space with temperature and
the correction is given by
CS = CT /nl + αsLρg/ρl (6)
where CS , αs, nl, ρl and L are the specific heat, expan-
sion coefficient, mole number, density and latent heat of
the liquid, and ρg the density of the gas. This correction
term is independent of the size of the gas space, but de-
pends on its rate of change with temperature. A much
smaller term, dependent on the volume of the gas, was
also carried in the analysis. Another correction term is
from the conversion of the specific heat along the vapor
pressure curve to the specific heat at constant pressure.20
The primary correction term is given by
Cp = CS +Tvαp(∂P/∂T)svp (7)
where v is the molar volume of the liquid, αp is the iso-
baric expansion coefficient15 and (∂P/∂T)svp is the slope
of the vapor pressure curve. Other corrections for con-
version to a constant pressure path were found to be neg-
ligible. The corrections to the specific heat in Eqs. 6 and
7 are small, < 0.1%, but not entirely negligible in the ex-
periment. The change of α due to these corrections was
found to be < 10−5.
With the heat pulse method the fractional uncertainty
in C is just (σC/C)
2 = (σQ/∆Q)
2 + (σT/∆T)
2 where
the σ’s are the corresponding uncertainties in the en-
ergy input and temperature step measurements. As de-
scribed above, P5 was modeled to σQ/∆Q ∼ 0.005% at
the higher power ranges while the overall accuracy was
σQ/∆Q ∼ 0.01%. This was typically less than the frac-
tional uncertainty in the temperature step, σT/∆T, es-
pecially near the lambda point. To obtain good precision
at high resolution it was therefore necessary to average
as many measurements as possible. The absolute un-
certainty of the results depends not only on the noise
but also on the accuracy of the heater and thermome-
ter calibrations. However, the uncertainty of the best fit
exponent is not dependent on the overall scale factors
that affect the specific heat: instead it is set by the noise
level of the data, its range, any temperature dependence
of the scale factors, and the fidelity of the curve fitting
function. The statistical uncertainties we used for the re-
sults were based on the formula above which gave values
as low as σC/C = 0.008%. We note that this does not
include the ∼ 0.1% systematic uncertainty from ITS-90,
nor the 0.05% uncertainty in our determination of the
sample mole number. We estimate the absolute uncer-
tainty in our specific heat values to be about ±0.2%.
The results obtained for the specific heat prior to the
flight are shown in Fig. 6 on a semi-logarithmic scale.
Close to the transition the curve is distorted by the ef-
fect of gravity on the sample. This leads to a rounding
of the singularity over a range of about 5 µK. A mag-
nified view of this region is shown in Fig. 7 on a linear
temperature scale. The solid lines indicate the expected
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FIG. 6: Ground specific heat results below Tλ on a log-linear
scale. Line: gravity rounded model.
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FIG. 7: Ground specific heat results on a linear scale close to
the transition. Solid line: zero gravity function; broken line:
gravity rounded model.
behavior in the absence of gravity based on our current
fit to the flight data. The broken line shows the expected
curve in the presence of gravity. The transition temper-
ature was estimated by analyzing the thermal overshoot
that occurs after a pulse which causes the helium to enter
the two-phase region where normal and superfluid coex-
ist within the calorimeter. We obtained an uncertainty
of ±54 nK in the temperature at which normal fluid was
first stable within the calorimeter. In Fig. 8 we show the
data as deviations from a zero-gravity reference function
given below by Eq.(9), with parameters determined by a
fit to the flight data. It can be seen that there is an offset
of about 0.07% between the data and the function. We
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FIG. 8: Fractional deviations of ground specific heat results
from the zero-gravity function.
believe this is due to slight changes in the calibration of
the HRTs and heater circuit between ground and flight.
Otherwise there is good agreement with the general be-
havior of the function up to the region where gravity
effects become significant.
IV. FLIGHT OBSERVATIONS
A. Measurement Sequence
In this section we summarize the main events of the
experiment, starting with the final refill of the cryostat
on the launch pad at the Kennedy Space Flight Center.
Because the duration of the experiment was limited to
10 days the flight measurements were performed in a se-
quence designed to obtain the results of most value as
quickly as possible. A conflicting requirement was to re-
calibrate the instrument to verify its performance and
provide links to other specific heat measurements. As
a compromise a limited calibration was performed early
in the sequence as the calorimeter was warmed towards
the transition for the first time. In this period the HRTs
were re-calibrated against the GRTs and the power de-
pendence of the heat capacity results was measured. The
experiment was run automatically by its computer until
the second day of high-resolution measurements. Man-
ual control was then established to optimize the data
collection by allowing for the effects of cosmic rays and
heating from particles trapped in the magnetosphere over
the South Atlantic ocean. The remainder of the flight pe-
riod was devoted to heat capacity measurements near the
transition.
Shortly before launch the instrument was cooled from
4.2 K to about 1.7 K, the cryostat was refilled with super-
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fluid and 3He exchange gas was placed in the instrument
vacuum space to provide a cooling path to the bath for
heat dissipation in the instrument during launch. About
two hours after launch the experiment was switched on
and the calorimeter temperature was found to be close to
2.02 K. A motor-driven valve on the instrument evacua-
tion line was opened and the charcoal adsorption pump
in the vacuum can was warmed to ∼ 40 K to purge it
of 3He. When the pressure in the vacuum can fell be-
low an estimated 100 microns the valve was closed and
the adsorption pump was cooled. The cryostat was also
warmed to its maximum safe operating temperature in
space, close to 2.1 K, to aid in releasing adsorbed 3He
from the vacuum can walls. While the cryopump was re-
ducing the pressure in the instrument, some preliminary
tasks in the measurement sequence were performed. The
first step involved warming the SQUIDs above their su-
perconducting transition temperature (∼ 9 K) and cool-
ing them slowly to 4.5 K. This reduced any flux trapped
in the SQUID junctions and in the shielding tubes, im-
proving performance. The next event of significance was
the spontaneous generation of a small helium bubble in
the calorimeter which established a thermodynamic path
at the vapor pressure for the heat capacity measurements.
Shortly after the bubble was formed, the cryostat vent-
ing rate was increased, allowing it to cool to its minimum
operating temperature of ∼ 1.7 K. This step allowed the
calorimeter to be brought under thermal control and also
produced significant cryopumping of the residual 3He gas
on the vacuum can walls.
The next step was to prepare the instrument for high
resolution measurements. To do this, the various stages
of the thermal isolation system were brought to their nor-
mal operating temperatures which were kept as close as
practical to that of the calorimeter. The heaters on all
the HRT pickup loops were then activated to null the
circulating persistent currents. Next, the HRT calibra-
tion procedure was performed between 2.126 and 2.156
K. The stage 4 servo was then set to the fine control
mode and the drift rate of the calorimeter temperature
was reduced to a value acceptable for heat capacity mea-
surements. It was possible to reduce this drift rate to
∼ 10−12 K/s with little difficulty by varying the stage
4 temperature, however, variations of heating from the
charged particle flux made it difficult to maintain this
level of stability for more than a few minutes. When the
pressure in the vacuum can approached the 10−9 torr
range the calibration sequence was continued. At this
point the power dependence of the heat capacity results
was measured. This step also verified that the heater
driver circuit was operating normally.
After the heater circuit test was completed, the pri-
mary heat capacity measurements were commenced.
Since there was insufficient time in the mission to col-
lect more than one wide range data set, the final 20 mK
of the HRT calibrations was interwoven with the heat
capacity measurements. The GRTs on the calorimeter
were deactivated about 1 mK below Tλ to reduce tem-
perature gradients in the calorimeter. The heater on one
of the calorimeter HRT pickup loops was again activated
at 709 µK below the transition, setting the current in
the loop to zero once more. This was done to minimize
a small magnetic coupling effect between the isolation
stages described earlier. While the pickup coil leads were
in the non-superconducting state, a small quantity of flux
was not measured by the SQUID. This discontinuity was
corrected for by noting the flux change on the second
calorimeter HRT during the time the heater was on. At
13 µK below the transition the current in the pickup loop
of the second HRT was nulled. Again, the flux disconti-
nuity was corrected by using the readout of the alternate
HRT.
When the calorimeter was 92 nK below the transition,
the high resolution measurement mode was activated. In
this mode the pulse size estimator was disabled and a set
of pulses of constant energy was applied to the calorime-
ter heater. This set was designed to warm the calorimeter
through the transition, terminating about 10 nK on the
high temperature side. Another routine was then used to
cool the calorimeter by about 50 nK. After repeating this
cycle ten times the automatic operating mode was termi-
nated and the instrument was operated from the ground.
Typical measurement sequences in this phase consisted
of sets of 5 to 10 pulses of 1 to 10 nK size starting 10
to 30 nK below the transition. Each set was followed by
a cooling ramp at a rate of ∼ 100 pK/sec to the start-
ing temperature for the next set. The location of the
lambda point on the HRT flux scale was found to within
±2 nK by observation of the transient overshoot of the
calorimeter shell after a pulse, due to the finite thermal
conductivity of the helium above the transition. In later
analysis more precise determinations were made by mod-
eling the behavior of the cooling rate as the calorimeter
passed through the transition. After the region near the
transition was well covered, heat capacity measurements
were extended a few µK on the high temperature side.
In this region estimates of the thermal conductivity can
be obtained from the relaxation data. These measure-
ments were taken on a time available basis and were not
expected to approach the accuracy of the results on the
low temperature side. After about 10 days of operation
the cryogen was exhausted and the experiment was ter-
minated. The details of the significant portions of the
measurement sequence are given below.
B. Bubble Detection
An important aspect of the experiment was to ensure
that the measurements of heat capacity were performed
along a thermodynamic path that is as close as possible
to constant pressure. This was done by allowing a small
bubble of vapor to form in the calorimeter, taking advan-
tage of the slightly higher density of liquid helium in the
region very close to the lambda point. As the sample of
helium is warmed from the starting temperature near 2
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K towards the lambda point, the liquid shrinks slightly,
generating a bubble. This event occurs spontaneously
due to the metastability of the thermodynamic state, as
opposed to the equilibrium collapse behavior observed at
TB on cooling.
56 Nucleation of the bubble can be trig-
gered by an imperfection on the calorimeter wall or by
the passage of a charged particle through the fluid. In
ground testing the resulting sharp change of the heating
rate of the helium was found to occur within 1900 seconds
of entering the metastable region. In flight the event oc-
curred about 1863 seconds after entering the region, but
at 2.079 K vs. 2.076 K on the ground. In zero gravity
the states occupied by the sample on the helium phase
diagram are slightly different to those on earth. On aver-
age, this effect would cause the bubble to be formed at a
temperature about 20 µK warmer in space, all else being
equal. From these observations we conclude that near 2
K the probability of nucleating a stable bubble in super-
fluid helium by a cosmic ray must be < 10−4 for pressures
on the order of 2000 Pa below the vapor pressure. The
temperature of the bubble event can be used to set lim-
its on the amount of helium in the calorimeter. Since the
bubble event occurred at a slightly warmer temperature
in flight, this was an indication that no helium had been
lost from the calorimeter and the pre-flight mole number
was still valid.
C. Flight Calibration of HRTs
As noted earlier, comparison of the resistance values
at the lambda point of the two GRTs on the calorimeter
over the whole experiment period indicated that GRT #1
was slightly more stable than #2. For GRT #1 no off-
sets greater than 30 µK were detected over the 8 months
prior to flight, essentially the limit of our measurement
capability. It was also found that the noise on bridge
#1 continued to be lower than that on #2. Due to the
constraints of the mission the HRTs were calibrated over
the range 2.126 to 2.176 K, half that of the ground cal-
ibration. A set of 76 data points spaced at < 1 mK
intervals was used to calculate the coefficients of the best
fit function in Eq.(5). The measurements were analyzed
in a similar way to the ground calibration data. A study
of ground measurements showed that the smaller range
could lead to some bias in the parameter values obtained
from the curve fit. We also found that the value of the
parameter a in Eq.(5) was extremely stable from cali-
bration to calibration. We therefore decided to fix it at
the ground value in the analysis of the flight data and
only fit the other two parameters. This approach was
shown to significantly reduce the bias. In Fig. 9 we plot
the resulting differences between the GRT #1 tempera-
tures and the HRT temperatures derived from Eq.(5), as
a function of GRT temperature. The noise in the plot
is almost entirely due to the GRT measurements. It can
be seen that there is little systematic deviation from the
function over the entire range of the data. The relative
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FIG. 9: Flight calibration data for GRT#1 on the calorimeter
vs. the HRT scale.
deviations of the two HRTs over the range used in the
heat capacity measurements were within±35 nK, and the
maximum slope difference was < 5 parts in 106. Close
to the transition the temperature offsets were reduced
to < 5 × 10−10 K when estimates of the lambda tran-
sition temperature became available. Comparison with
the ground calibrations showed only very small changes,
< 0.045% in dφ/dT at the lambda point. Also, the ap-
parent value of Tλ on the GRT #1 temperature scale
changed by < 3 µK, giving us confidence that there was
little change of the absolute calibrations in flight.
Since it was not possible to obtain sufficient data
to directly calibrate the HRTs with the persistent cur-
rent nulls made within 1 mK of the transition, a cross-
calibration technique was used. By activating only one
heater at a time and spacing the nulling temperatures by
∼ 700 µK it was possible to piece together the changes in
the values of dφ/dT to high accuracy. For the first section
a third order polynomial was used and for the second,
shorter region a second order polynomial was used. This
is all that is needed for the close-in heat capacity data
since curvature effects from the calibration in this region
are small. We obtained an uncertainty in the values of
dφ/dT relative to those from the wide range calibration
of< 0.0075%, which is negligible compared with the noise
of the heat capacity data.
D. HRT Noise
The noise on the HRTs was significantly larger in flight
than on the ground. The excess noise appeared to be re-
lated to the charged particle flux passing through the
HRTs. Protons and alpha particles passed through the
HRTs on the order of once per second. Due to the 1 sec-
ond time constant of the thermal link between a HRT and
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FIG. 10: HRT noise measurements. Upper curve: noise
seen during the mission. Lower curve: similar data collected
during ground testing.
the calorimeter, the individual hits could not be resolved,
but were smeared out and appeared as noise. Heavier
nuclei passed through the HRTs on average every 100
seconds or so. These generated heating spikes of up to
several nK depending on the length of the track through
the sensor assembly. An example of the HRT output ob-
tained over a few hundred seconds is shown by the upper
curve in Fig. 10. The lower curve shows ground data for
comparison. Apart from the large spikes in the data, the
effective noise was about 5 to 8 times the ground value.
In addition, the spike events were almost always heating,
leading to some bias in the averaged signals. At times
of high particle flux, even higher noise than that shown
was encountered. A detailed model of the effect of cosmic
rays on the thermometer was developed and the results
showed very similar behavior to that seen in the figure.
This model also showed that the average heating caused
a temperature offset between the thermometer and the
helium sample of ∼ 1-2 nK. The measurement of this off-
set is described below. Additional noise events were seen
which correlated with large acceleration disturbances on
the shuttle. We suspect that this effect was responsible
for the occasional events that indicated apparent tran-
sient cooling of the HRTs. Special curve fitting tech-
niques were used to minimize the effect of the spikes on
the heat capacity results as described below.
E. Heat Capacity Measurements
The initial flight heat capacity measurements were gen-
erated with the same software routines as used for the
ground data. The first group of heat capacity measure-
ments was a check on their apparent power dependence.
The pulses were applied when the calorimeter was at
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FIG. 11: High resolution temperature vs. time data contain-
ing a number of heat pulses with step heights of ∼ 4 nK. The
estimated location of the lambda transition is marked.
2.1548 K and were similar to those used in pre-flight test-
ing. The results were more noisy than on the ground,
but otherwise showed no significant change. The appar-
ent stray power was −9.77 × 10−11 W. For comparison,
the minimum power used in the flight measurements was
1.7×10−8 W. Also, the high power measurements showed
a self-heating effect similar to that on the ground. Cor-
rections were again applied for these effects. The second
group of data consisted of wide range measurements per-
formed in a similar manner to the ground. The other two
groups of data were high resolution measurements span-
ning the region not accessible on the ground, and mea-
surements above the transition. A set of high resolution
measurements passing through the transition is shown in
Fig. 11, with individual temperature steps of ∼ 4 nK.
The growth of the relaxation time as the sample moves
deeper into the normal phase is apparent. Measurements
were made with step heights as small as 1 nK, but at this
resolution the results were extremely noisy, with typical
uncertainties of ∼ 30%. The practical limit to the reso-
lution of the experiment from the point of view of heat
capacity measurements was a step height of about 2 nK.
Even here, a large amount of averaging was necessary to
produce a usable result.
During the experiment 876 heat pulses were applied
giving rise to 1752 temperature step measurements and
heat capacity values. Approximately 3% of the measure-
ments were abandoned due to excessive radiation heat-
ing, faulty telemetry records, or large external distur-
bances. Twenty-nine data points were deleted on the
basis of being more than 5σ from the best fit function.
A number of data sets were timed to take advantage of
the most favorable conditions: periods of low and stable
radiation levels, quiet times on the shuttle and highest
vacuum in the instrument. Some measurements were also
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FIG. 12: An example of a cooling curve through the lambda
point. Solid line is the result of a model calculation. The
location of the lambda transition is determined by fitting the
model to the data.
performed after the altitude of the shuttle was lowered
from 288 to 210 km. This period was associated with
a somewhat improved noise level in the HRTs but was
unfortunately too brief to affect the overall accuracy of
the experiment significantly. The conversion of the data
to specific heat values is described in section VI.
F. Lambda Point Location
As part of the process of generating the heat capacity
data it was necessary to repeatedly cool the calorime-
ter back to a starting temperature for the next pulse
sequence. A cooling ramp was initiated by reducing T4
sufficiently to cool the calorimeter at ∼ 0.1 nK/sec. As
the sample cooled through the transition the outer layer
of normal helium nearest the calorimeter wall converted
to the superfluid state. The boundary between the two
phases then propagated to the center of the sample in a
time span of several seconds. While the helium was in
this two-phase region, T5 paused very near Tλ until the
temperature gradient within the helium was eliminated.
When all of the helium was transformed into He-II, the
sample cooled again, but at a slower rate than above the
transition, due to the higher heat capacity in this region.
This signature was very useful for keeping track of the
apparent location of the lambda point on the flux scales
of the HRTs. A typical cooling ramp is shown in Fig. 12.
Also shown by the smooth curve is a model of the behav-
ior fitted to the average cooling rate and adjusted to give
the best estimate of Tλ. A few heating ramps were also
performed, but these had a less clear transition signal
due to the absence of the pause at the normal/superfluid
phase boundary.
Some corrections need to be applied to the apparent
lambda point flux readings to obtain the best estimates
suitable for use with the heat capacity data. The major
correction was due to the residual gas in the instrument
vacuum space. This gas introduced a small temperature
gradient in the calorimeter and HRT assembly related
to the offset T5 - T4 and to P4. This was large enough
that the variation of pressure with time introduced a de-
tectable shift in the apparent lambda-transition temper-
ature. It was therefore necessary to understand this ef-
fect well enough to correct the HRT temperature scales
at times intermediate between lambda-point determina-
tions. In addition to the general trend of pressure with
time, there were two phenomena that helped us calibrate
the effect. First, on the sixth day of the mission, a heater
in the main helium bath was turned on briefly in an
attempt to measure the amount of cryogen remaining.
This event warmed the instrument walls, releasing some
gas trapped there and causing a pressure increase last-
ing a number of hours. This resulted in a substantial
change in the lambda-point flux readings over the same
period. Second, we observed a rapid thermal transient
in T5 when P4 was changed. This data allowed us to
determine two pairs of parameters which appeared to be
the most significant in a model of the gas effect. These
parameters were the coefficients of the coupling between
the HRT flux readings and T4, and P4 at constant T4.
We found that the coupling to P4 was the more impor-
tant of the two effects. For the lowest gas pressure in the
mission, the coefficients for HRT #1 were 29.4 mK/W
for the heater coefficient, and 0.11 µK/K for the temper-
ature coefficient. For HRT #2 we obtained 19.7 mK/W
and 0.21 µK/K respectively. At the start of the high
resolution portion of the mission, the temperature coeffi-
cients were about a factor of two higher, due to the higher
gas pressure. Fig. 13(a) shows the apparent location of
the lambda point as a function of time for HRT #1. Fig.
13(b) shows the residuals after removing the modeled ef-
fects. The r.m.s. uncertainty of the corrected locations
is ∼ 0.3 nK. Given the quality of the fit we estimate an
uncertainty in the lambda temperature at any time af-
ter the start of the high resolution measurements of ±0.5
nK.
G. Charged Particle Data
It was observed that the heating rate of the calorime-
ter fluctuated slightly, typically with twice orbital pe-
riod, preventing the calorimeter from reaching the level
of thermal stability achieved on the ground. This vari-
ability was correlated with the readout of the CPMs. It
can be seen in Fig. 14 which shows in the lower trace the
temperature of the calorimeter over a 5000-second period
where no pulses were applied. The upper trace shows
the output from one of the CPM’s over the same period
averaged over 200 s intervals, clearly demonstrating the
correlation. Correction factors were obtained by fitting
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FIG. 13: a) Time dependence of the apparent HRT flux read-
ings corresponding to the lambda transition during the high
resolution phase of the mission. b) Residuals for the lambda
point temperatures vs time after correction for pressure and
charged particle heating effects.
the HRT variation vs. charged particle flux data with a
3-parameter function. The first parameter described the
heat leak to stage 4 which is constant over the period
of the data. The second parameter was proportional to
the particle flux and was a measure of the heat input to
the calorimeter due to cosmic rays. The third param-
eter accounted for the temperature offset between the
HRT and the calorimeter due to cosmic ray energy dissi-
pation in the HRT. We obtained temperature offsets for
the two HRTs of 0.45 and 0.65 nK/count/sec, and a heat
input to the calorimeter of 1.29× 10−10 J/count, where
the count number was derived from a model of the CPM
responses to the known cosmic ray energy spectrum.57
These correction factors were applied to all the high reso-
lution thermometry data and the power input coefficient
was used to correct the drift rate during heat capacity
measurements. It was also found that for several hun-
dred seconds after a passage through the radiation zone
over the South Atlantic the heat capacity data appeared
to be slightly affected. Data from this region were not
used. A more detailed account of the charged particle
observations is given elsewhere.57
H. Accelerometer Data
A significant amount of accelerometer data was avail-
able during the mission. In addition to the peak accel-
eration in each 1-second interval, power spectral density
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FIG. 14: Input data for calibrating the cosmic ray heating.
Upper line: smoothed CPM data (right scale); lower line: raw
HRT signal showing variation of calorimeter heating with time
(left scale).
plots were available at approximately 100 min intervals
and on special request. It was found that the peak accel-
eration amplitude was typically in the range 0.5−1×10−3
g with spikes to ∼ 3 × 10−3 g occurring approximately
every few hundred seconds. From the larger acceleration
events we were able to determine some characteristics of
the acceleration sensitivity of the instrument. We found
that the HRTs had a sensitivity to steady state accelera-
tion, possibly due to changes of mechanical stress or some
form of magnetic coupling. This was evident from HRT
data collected during low power operation of the shut-
tle engines which applied a transverse acceleration to the
instrument. The sensitivities of the two HRTs to this
acceleration were 1.1 and 0.8 µK/g. This indicates that
some of the larger acceleration transients during normal
operations should be visible on the HRTs. We searched
for noise spike correlations with some of the largest events
seen on the accelerometer output. A significant number
of correlations were found, indicating that up to a few
percent of the spikes in the HRT data were due to ac-
celeration transients. However since there were clearly
many more cases with no correlation, in the data analy-
sis we elected to treat the acceleration spikes in the same
manner as charged particle events. It was also apparent
that most of the acceleration-related transients on the
HRTs corresponded to heating.
The HRTs also showed a noise increase of about a fac-
tor of two during the low power operation of the shuttle
engines. Since the acceleration noise increased by roughly
a factor of eight during this period, it is unlikely that vi-
bration contributed significantly to the noise level seen
during normal operations. An apparent power input to
the calorimeter averaging ∼ 2 × 10−9 W was also seen
in this period. Linear extrapolation would indicate that
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levels of 2−3×10−10 W might occur during normal heat
capacity measurements, which is somewhat less than the
measured charged particle dissipation level. However,
this estimate is extremely crude, given the mechanical
complexities involved. Our experience with low level vi-
bration inputs on the ground indicated a highly nonlin-
ear situation. The flight spectral information indicated
highly variable vibration levels in the 1 Hz band centered
on 55 Hz, and the corresponding heating estimate was
approximately consistent with the above value. Further
details of acceleration effects are available.30
V. POST-FLIGHT MEASUREMENTS
After the instrument was returned to JPL it was oper-
ated in its flight configuration once more and a number of
tests were performed to verify the stability of various pa-
rameters. Since the burst discs on the calorimeter were
designed to rupture at the end of the flight, only tests
with an empty calorimeter could be performed. Also
since the cryostat had reached room temperature, the
magnetic flux trapped in the HRTs was dissipated. The
post-flight test activities were designed to improve the
validation of the science data by showing that the cali-
bration of various A/D converters and electronic circuits
had not changed significantly from the pre-launch cali-
bration.
Initially the electronics were operated alone using
dummy loads to simulate the instrument. First, the cal-
ibrations of the bridges for the GRTs on the calorimeter
were checked using a reference decade resistance box. It
was found that the balance points of bridges #1 and 2
had changed by −0.7± 0.1 Ω and +0.8± 0.1 Ω over the
range used. These shifts were small enough to be ne-
glected. Next, the heater pulse shape was examined for
changes in the transient behavior. No changes exceeding
10 µs duration were detected. Also, the pulse timing was
checked and found to be accurate to ±0.0003%. The cal-
ibration of the A/D converter in the heater current mon-
itoring circuit was checked. The results agreed with the
pre-flight measurements to within 0.02% in power. Sim-
ilar results verified correct operation for all the heater
power ranges.
The electronics were reconnected to the instrument
and the cryostat was cooled to ∼ 2 K. The calibrations
of the A/D converters monitoring the calorimeter HRTs
in terms of bits/Φ0 were checked and found to be un-
changed from flight to within 0.004%. This indicates
that the converters and the SQUID feedback electronics
were probably working normally during the flight. The
temperature and power dependence of the resistance of
the heater on the calorimeter were also remeasured. A
zero-power resistance offset of 0.022% was found. The
power dependence of the heater resistance was found to
be about an order of magnitude higher than observed in
the flight. It is conjectured that some damage occurred
to the heater bonding when the calorimeter warmed up
after the mission. In the analysis below, the pre-flight
value of the heater resistance was used.
A 100 Gauss field was then trapped in the HRT
flux tubes and their sensitivities at the lambda point
were verified to within 2%. During the following few
years, the electronics system was used on a second flight
experiment11 and no significant anomalies were detected.
VI. DATA ANALYSIS
In the ideal case the analysis of heat capacity data col-
lected by the pulse method is straightforward. However,
when high resolution measurements are attempted un-
der adverse conditions a number of error sources need to
be considered. The analysis of the raw data from the
ground measurements was described earlier. Additional
errors arise from operation in the space environment. In
this section we describe the details of the flight specific
heat calculations and our models of the associated cor-
rections. We also describe the results of the curve fitting
analysis.
A. Specific Heat Calculation
The T5 drift data before and after each pulse were cor-
rected for the heating of the calorimeter by cosmic rays.
This correction term was determined from the CPM out-
puts as described earlier. These corrections were applied
so that the temperature at the center of the heat pulse
was undisturbed, allowing an accurate correspondence
between the calculated midpoint temperature of a pulse
and the original HRT temperature scale. The line fitting
routine used to determine the intercepts was chosen to
reduce the sensitivity of the results to the non-Gaussian
spikes in the data.58 The routine was also utilized to
identify and remove the larger cosmic ray events from
the data set. Spike events extending more than 2.5σ
from the fitted line were identified and removed, and a
second fit performed. Model testing showed that these
precautions reduced the bias in the heat capacity results
substantially.
The statistical weight of the input temperature data,
which is normally inversely proportional to the ther-
mometer noise squared, was modified slightly to allow
for the uncertainties in the heating rate corrections and
the offset of the HRT temperature from the calorimeter
temperature. The corrections had the effect of slightly
deweighting the data at higher count rates as well as de-
weighting the data further from the center of the heat
pulse where the correction becomes larger. The uncer-
tainty in the heat capacity was derived from the usual
partial derivatives and the uncertainties reported from
the least squares fit. From a model of the effect of noise
on the results we found that the heat capacity determined
from the average of many noisy pulses, 〈Cp〉, was slightly
greater than that determined from a noise-free pulse. It
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FIG. 15: Semi-logarithmic plot of the specific heat vs. re-
duced temperature over the full range measured. Below the
transition the data (closed symbols) were binned with a den-
sity of 10 bins per decade, and above (open symbols) with a
density of 8 bins per decade. Lines show best fits to the data.
is easy to show that 〈Cp〉/Cp = 1 + (σT/∆T)2 + ....
This correction term becomes important for very small
step heights where averaging is used to improve the sig-
nal/noise ratio. All data were corrected for this effect
using the statistical σT for the individual measurements.
The curvature correction described earlier was also ap-
plied to the results, along with the path corrections given
by Eqs. 6 and 7.
We found that we could decrease the scatter of the
results by performing a more complex fit over all the
pulses in a single data set simultaneously. This was ac-
complished by calculating the heat leak to stage 4 over
many (N ∼ 10) pulses and performing a least squares fit
with N temperature steps, one at each heat pulse. This
reduces the total number of parameters determined for
the N pulses: there is now only one straight line fit and
N step heights compared to N line fits and N steps if each
pulse is treated separately. This essentially takes advan-
tage of the very long relaxation time for T5 to T4, and
assumes that the main perturbations to T5 have been
modeled correctly. The specific heat results are shown
in Fig. 15 after being bin-averaged at a density of 10
bins per decade of t below the transition, and 8 bins per
decade above the transition. It can easily be seen that
the specific heat divergence continues to the highest res-
olution we were able to achieve.
B. High Temperature Data
Analysis of the data above Tλ was complicated by the
finite thermal conductivity of the normal helium. This
introduces a transient immediately after a heat pulse
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FIG. 16: Example of a HRT response to a heat pulse well
above the lambda point. The lines are the results of a least
squares fit to the data on each side of the pulse.
consisting of an overshoot in the temperature of the
calorimeter shell and a rapid decay as the heat in the
shell diffuses into the helium. An example of a pulse
above the transition is shown in Fig. 16. The extra
parameters required to allow for this effect increase the
scatter of the heat capacity results. Furthermore, as the
main objective of the experiment was to measure Cp be-
low Tλ, only a few measurements were made above Tλ.
The net result was a superior signal-to-noise ratio in the
results below Tλ.
The thermal behavior of the shell was modeled using
a radial diffusive heat flow approximation to the power
input from the heater. This model was justified based
on the very high conductivity of the calorimeter shell
relative to the helium above the transition, the absence of
convection in space and the high degree of isolation from
the surroundings. An analytic solution to the problem
of a transient heat input to the surface of an isolated
solid sphere with diffusive heat flow is available.59 The
temperature of the surface as a function of time after the
pulse is given by:
T5 = Tf +
∞∑
n=1
Cn exp(-t/τn) (8)
where Cn are known coefficients determined by the initial
conditions, τn = Cp/(vκβ
2
n), v is the molar volume of the
liquid, κ is its thermal conductivity, βn are the positive
roots of: βa ctn(βa) = 1, a is the radius of the sample
and Tf is the final temperature. We used the first nine
terms of this series to model the observed relaxation be-
havior. The ratios of the coefficients were obtained by
modeling the transient heating of the calorimeter during
the pulse and using the resulting temperature distribu-
tion as the initial condition for the solution to the ther-
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FIG. 17: Bin-averaged data close to the transition. Line
shows the best fit function.
mal relaxation behavior of an isolated sphere. To allow
for the variation of the properties of helium during the
decay, the diffusivity, vκ/Cp, was modeled as having a
locally linear dependence on the temperature within the
sample. An example of a fit is shown by the solid line in
Fig. 16. It can be seen that a reasonable representation
of the behavior is obtained over a significant portion of
the decay. The data above the transition became pro-
gressively more difficult to analyze as the temperature
was increased. This was due primarily to the increased
length of the extrapolation back to the center of the pulse
after the thermal transient had decayed sufficiently. The
bin averaged specific heat results near the transition are
shown on a linear scale in Fig. 17.
C. Curve Fitting
As described in the introduction, the RG theory makes
a prediction for the critical exponent α, describing the
divergence of the heat capacity near the transition and
for the ratio of the leading order coefficients on the two
sides of the transition. The asymptotic form for the heat
capacity near the transition is expected to be given by
Eq.(1). We fit the results over the whole range measured
with the truncated trial function:
Cp =
A−
α
t−α(1 + a−c t
∆ + b−c t
2∆) + B− ,T < Tλ
=
A+
α
|t|−α + B− , T > Tλ (9)
where we have assumed the constraint B+ = B−. The
simpler form was used above Tλ because the data extend
only to |t| ∼ 10−6, where the additional terms would still
be negligible. All parameters were allowed to vary except
for ∆, which was fixed at its theoretical value25 of 0.529,
and Tλ, which was determined as described earlier. See
EPAPS60 for the complete set of raw data used in the
curve fitting. Also listed is the bin-averaged data set
shown in Fig 15.
The best fit values for the parameters are listed in
the first line of Table II along with the ratio A+/A−.
The corresponding uncertainties are listed below the val-
ues and refer to the standard statistical error evaluated
from the curve fitting routine. The uncertainties for the
derived quantities A+/A- and P were evaluated by the
usual formulae for propagation of errors61 taking into ac-
count the strong correlation between the fitted parame-
ters α, A+ and A-. To obtain some feel for the sensi-
tivity of the results to small changes in the analysis, we
performed a number of extra fits to the data. The second
group in the table shows the effect of modifying Eq.(9)
to the form:
Cp =
A−
α
t−α(1 + a−c t
∆) + b−c t+B
− ,T < Tλ
=
A+
α
|t|−α +B− , T > Tλ (10)
which treats the third order term as a regular background
contribution. It can be seen that the shift of α is slightly
outside the combined uncertainties, significantly larger
than expected. This effect can be traced to the large
value obtained for b−c which is much greater than the
value of c1 (Eq. 3) estimated from the regular back-
ground contribution. It therefore appears that the second
order Wegner term b−c t
2∆ is the more important term to
include in the fitting function, leading to Eq.(9) as the
preferred representation of the behavior. This effect may
be indicative of a rapid crossover to mean field behavior
far from the transition. In the third and fourth groups we
investigate the effect of reducing the fitting range at each
end. Little effect is seen. The fifth group shows the sen-
sitivity to a shift of the transition temperature of 1 nK,
about twice the estimated uncertainty in the individual
measurements. The next two groups show the effect of
eliminating either the lowest or the highest power pulses
from the fit. There is little dependence on the low power
pulses as might be expected from their high uncertainties,
but the high power pulses are important in the fit. For
this case we also find the uncertainty in α has increased
by 75%. To lessen the dependence of the fit on the mea-
surements with the greatest statistical weight, we set a
lower limit of σC/C = 0.02% and obtained the results in
the eighth group. This constraint had little effect other
than to increase the uncertainties of the parameters.
Taking into account the effects of the various con-
straints it appears that the flight results indicate α =
−0.0127 ± 0.0003 and A+/A− = 1.053 ± 0.002 with a
high degree of confidence. These values can be compared
with the theoretical estimates given in Table I. It can be
seen that our result for α falls between the two recent
estimates, giving us confidence in the overall correctness
of the RG approach. If the discrepancy between the two
estimates can be resolved, a very high quality test of the
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TABLE II: Results from curve fitting to the specific heat measurements using Eq.(9) except where noted. Statistical uncer-
tainties are given in parentheses beneath the values.
Constraint α A+/A− A− B− a−c b
−
c P Range of fit
Eq. (9) -0.01264 1.05251 5.6537 460.19 -0.0157 0.3311 4.154 5× 10−10 < t < 10−2
(0.00024) (0.0011) (0.015) (7.3) (0.0015) (0.011) (0.022)
Eq. (10) -0.01321 1.05490 5.6950 443.76 -0.0253 -128.4 4.155 5× 10−10 < t < 10−2
(0.00025) (0.0011) (0.092) (7.0) (0.0015) (2.5) (0.022)
Reduced range -0.01254 1.05210 5.6458 463.11 -0.0136 0.3035 4.154 5× 10−10 < t < 3× 10−3
(0.00043) (0.0018) (0.030) (13.4) (0.0043) (0.044) (0.022)
Reduced range -0.01264 1.05251 5.6537 460.20 -0.0157 0.3311 4.154 10−9 < t < 10−2
(0.00024) (0.0011) (0.015 ) (7.4) (0.0015) (0.012) (0.022)
Tλ + 1 nK -0.01278 1.05307 5.6623 455.80 -0.0165 0.3372 4.151 5× 10
−10 < t < 10−2
(0.00024) (0.0011) (0.015) (7.2) (0.0015) (0.012) (0.022)
P5 > 10
−7 W -0.01269 1.05273 5.6570 458.55 -0.0160 0.3335 4.154 5× 10−10 < t < 10−2
(0.00026) (0.0012) (0.017) (8.0) (0.0017) (0.013) (0.025)
P5 < 5× 10
−4 W -0.01323 1.05498 5.6970 443.27 -0.0228 0.3853 4.156 5× 10−10 < t < 10−2
(0.00042) (0.0018) (0.029) (11.6) (0.0038) (0.028) (0.022)
σ > 0.02% -0.01275 1.05297 5.6620 456.89 -0.0176 0.3473 4.154 5× 10−10 < t < 10−2
(0.00041) (0.0018) (0.028) (12.3 ) (0.0034) (0.025 ) (0.022)
theory would result. It is interesting to note that our
result falls very close to the value -0.01294 ± 0.0006 ob-
tained earlier by Kleinert.62 This suggests that the earlier
method of resumming the perturbation expansion may be
more reliable than the more recent one.7
The value we obtain for the ratio A+/A− can be com-
pared with the calculation of Stro¨sser, Mo¨nnigmann and
Dohm9 who’s result for P implies A+/A− = 1.056±0.003
if α = −0.0127. For the value of P itself, we obtain
P = 4.154 ± 0.022 where the uncertainty is the 1σ sta-
tistical value including the effects of correlations of the
parameters. This compares well with the Stro¨sser et al.
result of 4.39± 0.26. Very recently, Stro¨sser and Dohm63
have obtained the improved result P = 4.433±0.077 from
a 4-loop analytic calculation. On the experimental side,
G. Ahlers has informed us64 that his data55 are consis-
tent with P = 4.194 ± 0.019, quite close to the present
measurement. We note that the value of P is dependent
on the heat capacity behavior above Tλ which is not very
well established in our experiment. A value of P can also
be derived from the data of Lipa and Chui.5 From their
published analysis, which did not constrain B+ = B−,
we obtain P = 4.57 ± 0.4. We note that the value of P
and its uncertainty are significantly affected by the fit-
ting constraint B+ = B−. This appears to be a result of
the strong correlations between A+ and B+ and A− and
B− in the curve fitting. If this constraint is added to the
analysis of ref. 5 we obtain P = 3.98 ± 0.02. More work
would be valuable to determine an accurate value of P.
The quality of the fit to the model can be seen in Fig.
18 where the residuals from Eq.(9) are shown below the
transition. Part (a) shows the bin-averaged results over
the full range measured, and part (b) shows the individ-
ual measurements in the range t > 10−7. The bin density
was 10 per decade, evenly spaced on a logarithmic scale.
The parameters of the reference function are given in line
1 of Table II. Little curvature in the deviations at large t
is evident, indicating residual effects from the truncation
of the fitting function and from the calibration approx-
imations are small. The deviation plot also shows that
there is no indication of rounding from gravity or finite
size effects near the transition. An estimate of the effect
of the surface specific heat is shown by the broken curve.
This result extends the agreement with the predicted be-
havior two orders of magnitude closer to the transition
than previously.
The results given here for α and A+/A− differ some-
what from those quoted in our preliminary analysis10 af-
ter correction for a computational error.11 Apart from
the addition of the high power pulse data the main dif-
ferences between the two analyses are improved model-
ing of the HRT calibrations and the power dependence
of the heat capacity. Additional analysis has shown that
approximately 90% of the change in α is due to the im-
proved calibration function in Eq.(5). Given the small
change of α that has resulted from this additional work,
we have confidence that systematic effects are now well
controlled and the present results are quite robust rela-
tive to alternative treatments of the raw measurements.
We can use our result for α to perform a test of the
Josephson scaling relation 3ζ + α − 2 = 0. Using the
result of Goldner et al18 for ζ we obtain 3ζ + α − 2 =
−0.0012±0.0019 where the errors have been combined in
quadrature. The agreement with the prediction is very
good. Somewhat worse agreement is obtained if we use
the result of Adriaans19 which leads to 3ζ + α − 2 =
−0.0022 ± 0.0005. We note that in both these experi-
ments, the plots of deviations of the measurements from
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FIG. 18: a: Deviations of the bin averaged flight data from the
best fit function vs reduced temperature on a semi-logarithmic
scale below the transition. Dashed line: estimated surface
specific heat term. b: Magnified view of deviations of indi-
vidual measurements for t > 10−7.
the fits show systematic departures, indicating that the
error bars quoted may be optimistic. We also note that
our results are in good agreement with the expected be-
havior based on vortex-ring RG theory.65
D. Thermal Conductivity
A secondary goal of the experiment was to obtain ther-
mal conductivity results in the normal phase of helium
above Tλ. As described in section VI-B, a series of time
constants is derived from the fit to the thermal relaxation
transient after a heat pulse. The thermal conductivity is
inversely proportional to τ1 and can therefore be output
as part of the heat pulse analysis. As expected, we ob-
serve that the time constant of the decay is shortest near
Tλ (∼ few seconds) and grows as the temperature rises.
Very near Tλ where the pulse size is small, the transient
is difficult to analyze: the small amplitude and short time
constant are masked by the HRT noise, especially by the
larger cosmic ray spikes which look very similar. This
limited our analysis of τ1 to |t| > 10−9. The results for
the thermal conductivity are shown in Fig. 19 after be-
ing binned at a density of 5 bins per decade of t. For
comparison we show some results obtained in a ground
experiment that covers part of the region.66 Also shown is
the behavior predicted by Dohm67 using RG techniques.
It can be seen that there is good agreement between the
two sets of data and the theoretical model.68
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FIG. 19: Log-log plot of thermal conductivity vs reduced tem-
perature above the lambda point. Filled circles: present work;
+ :Lipa and Li;66 curve: model of Dohm.67
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FIG. 20: Deviations of various data sets from the best fit
function vs reduced temperature on a logarithmic scale, be-
low the transition. a: Buckingham, Fairbank and Kellers;26
b: Ahlers;55 c: Gasparini and Moldover;16 d: Takada and
Watanabe69 and e: Lipa and Chui.5
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E. Comparison with Other Measurements
In Fig. 20 we show the deviations of other sets of
data from our best fit to Eq.(9). The data of Lipa and
Chui5 were obtained with a 3 mm high cell and that of
Ahlers55 with a 1.59 cm high cell. Although it is possible
to correct for the effects of gravity, it can be seen that
in the ground experiments the corrections become quite
large near the transition, limiting access to the transition
region. In Fig. 20(a,c,d) we show the deviations of other
reported results16,26,69 from the same function. It can
be seen that there is reasonably good agreement between
the various data sets, but occasionally the deviations are
outside the noise of the data. Some of the discrepancies
may be due to the use of earlier temperature scales, but
it is unlikely that this effect contributes more than 0.2%
to the deviations.
The significant improvement in scatter of the new data
for t > 10−7 can be attributed to the use of the HRTs
and a larger sample (∼ 0.8 moles). The larger sample size
does not directly improve the signal to noise of a heat ca-
pacity measurement, instead it attenuates the variations
in the external heat leaks, leading to more accurate ex-
trapolations to the center of a pulse.
VII. CONCLUSION
In summary, our primary result is a new value of the
exponent α describing the divergence of the specific heat
below the lambda-transition of helium with a reduced
systematic uncertainty. This value is in good agreement
with estimates based on RG calculations and is also in
reasonable agreement with the value expected from su-
perfluid density data via the Josephson scaling relation.
Our result for the ratio A+/A− is also in good agreement
with recent estimates. Thermal conductivity measure-
ments derived from the relaxation data are in reasonable
agreement with steady state measurements further from
the transition and with theoretical predictions.
This gives us additional confidence in the current
model of second order transitions, and in the use of the re-
sults for other analyses. Other aspects of the RG theory,
predicting the properties of condensed matter in general,
need to be examined on their merits, but it is clear that
the underlying principles are capable of explaining a wide
range of properties of ordinary matter. We note that the
reduction of the thermometer noise caused by cosmic rays
that was demonstrated on a more recent mission11 cou-
pled with continuing advances in thermometry70 opens
up the possibility of further substantial reductions in the
uncertainty of α in future experiments.
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