Abstract. We propose a short bibliographic survey of calculi for mobile processes. Contrasting with other similar exercises, we consider two related, but distinct, notions of mobile processes, namely labile processes, which can exhibit dynamic changes in their interaction structure, as modelled in the π-calculus of Milner, Parrow and Walker for example, and motile processes, which can exhibit motion, as modelled in the ambient calculus of Cardelli and Gordon. A common characteristic of the algebraic frameworks presented in this paper is the use of names as first class values and the support for the dynamic generation of new, fresh names.
Introduction
Process algebras have proved to be valuable mathematical tools to reason about the behaviour of concurrent and communicating systems. For more than ten years now, research has been conducted on semantics of higher-order processes that allow communication channels or even processes to be carried across by communications. Process calculi featuring the ability to dynamically create and exchange channel names are often referred to as mobile, a term popularised by the seminal introduction to the π-calculus [1] , a prominent example of calculus with mobile processes. Unfortunately, the term mobility is overloaded with meaning and the notion of mobility supported by the π-calculus encompasses only part of all the abstractions meaningful to mobility in a distributed system. For instance, the π-calculus does not directly model phenomena such as the distribution of processes within different localities, their migrations, or their failures.
As a matter of fact, the term mobility is related to two distinct notions. First, mobility is a property of systems undergoing frequent changes. In this situation, we say that the system is labile, by analogy with the labile compounds of a chemical reaction. Another notion associated with mobility is related to systems capable of changing their physical location. We say that these systems are motile, borrowing a term commonly used in biology to describe living form demonstrating movement by independent means.
Labile systems are well modelled by the π-calculus, which can represents systems that dynamically reorganize their communication structure throughout time. But as we said earlier, the π-calculus does not directly models motile systems. Based on this distinction, and to grasp the core meaning of location and process migration, process calculi with explicit locations, such as the ambient calculus of Cardelli and Gordon [3] , have been recently proposed. This paper offers a short bibliographic survey of calculi for mobile processes. Contrasting with other similar exercises, we consider both labile and motile process calculi and we concentrate especially on the π-calculus, the ambient calculus, and some extension of π with distribution primitives.
This commented bibliography is not meant as an introduction to the π-calculus or the ambient calculus. In particular, we do not define these calculi, nor give hints at their syntax or semantics, as we cite several introductory materials that answer this purpose. Instead, this paper is an attempt to explain the differences and similarities between the two different notions of mobility that motivated the design of the π and ambient calculi, and to attract notice to interesting research problems arisen from the study of mobility.
We organize the rest of the paper as follows. Section 2 is concerned with labile process calculi, that is, calculi featuring mobility of names, and more particularly with the π-calculus. We suppose that the reader is familiar with process calculus and their equational theory, such as found in [2] for example. Familiarity with distributed programming languages and type systems would also be an advantage. In Section 3, we present calculi with distributed and migrating processes, namely motile calculi. We start by considering extension of the π-calculus with explicit locations and primitives for location failures and process migration. Then we look at the ambient calculus, an archetypal calculus for the mobility of computations.
Since bibliographical references make an important part of this paper, we provide them directly within the text. The complete list of references is provided at the end of this paper.
Mobility of Names
As explained in introduction of this paper, the notion of mobility in process calculi often refers to the capability for a process to exchange names as values. The idea of using channel names as data, together with the ability to generate fresh and unique names, is the basis on which the π-calculus is founded.
In his 1991 Turing award Lecture, Milner [4] gives an illuminating account on the concepts of interaction and naming. The study of the relation between computation and naming is further developed in Gordon's survey on nominal calculi [5] , that we discuss in the following section. 
The Significance of Names
In his Turing award lecture, Milner argues that when one talks about mobility in a system of interacting agents, what really matters is not the mobility of the agents per se (an agent can even not exist), but rather the movement of the access paths to the agents. These access paths -channel names in the π-calculus or references in object-oriented terminology -are the key element we actually need to reason about.
As noted by Gordon [5] , this emphasis on the role of naming in the comprehension of computational systems is not isolated. Indeed, contemporarily to the π-calculus definition, Needham [6] was advocating the importance of the notion of pure names in the formalization of distributed objects. In his own words, a pure name is "nothing but a bit pattern that is an identifier, and is only useful for comparing for identity with other bit patterns -which includes looking up in tables in order to find other information." Compare this definition with the usage of (channel) names in the π-calculus, where a process can read from a named channel, emit in a named channel, or test the equality of two names.
Another example of research on the significance of pure names can be found in the nu-calculus of Pitts and Stark [7] , a typed lambda-calculus extended with state in the form of dynamically generated names, in which pure names are introduced in order to models the effect of adding references to a functional language like ML. 
The π-Calculus
As the λ-calculus, from which many similarities can be drawn, the π-calculus is a parsimonious algebraic framework built from a reduced number of operators, yet expressive enough to model a wide range of computational systems and data structures.
A good introduction to the π-calculus can be found in Milner's tutorial book [2] , a preliminary version of which exists as a LFCS research report [8] . Sangiorgi and Walker provide a reference book on the π-calculus theory [9] , with emphasis on proof techniques. Related papers, more targeted towards the application to concurrent and distributed programming languages, are Benjamin Pierce's introduction to the π-calculus for the engineer [10] , and Peter Sewell's report on applied pi [11] .
Beside these papers, the reader interested by a thorough presentation of the π-calculus will benefit from the notable bibliography on mobile processes compiled by Kohei Honda. Other interesting collections of resources are the bibliography and web pages on mobile process calculi maintained by Uwe Nestmann and Björn Victor and available at the following address: http://move.to/mobility. The definition of the π-calculus is not steady and many different evolution of π can be found in the literature. The π-calculus is actually more a family of calculi than just a unique calculus. Such evolutions, briefly summarized in [11] , include asynchronous, internal or receptive version of the π-calculus; extensions with primitive for testing the (in)equality of names; etc. In addition, several process calculi based on name-passing has been proposed: the fusion calculus of Parrow and Walker, a simplification of π with a more symmetric form of communication; the spi-calculus of Abadi and Gordon, an extension of π designed for the description and analysis of cryptographic protocols; the join-calculus of Fournet, Gonthier et al; the blue-calculus of Boudol; etc. There are also definitions of higher-order process calculi, like CHOCS for instance [18] , where whole processes and not simply names can be exchanged In Proc. of TAPSOFT, Springer LNCS 668 (1993) 151-166
In the remainder of this section, we follow the style of [12] and present a selection of articles following a somewhat arbitrary decomposition into topics.
Equational Theory and Properties of Processes
The operational semantics of concurrent systems are commonly defined using labelled transition systems. For example, the π-calculus semantics given in [1] is based on such a presentation. Nonetheless, the now conventional dynamic semantics of π is based on a reduction relation defined on top of a structural congruence relation that identifies processes up to elementary rearrangements. This presentation, first introduced in [20] and inspired by the chemical abstract machine of Berry and Boudol, allows for a simple and compact definition of the reduction rules in which the sub-processes having to interact appear in contiguous position. It also accounts for much of the elegance and simplicity of the π-calculus semantics. There exist several definitions of behavioural equivalences for π-calculus processes based on labelled-semantics, like for example the early and late bisimulations defined in [1] . See [11, 12] for a general account on these equivalences and [22] for a good introduction to the semantics of concurrent process calculi.
In the reduction-based semantics, an interesting notion of equivalence is obtained using barbed equivalence. See also Honda and Yoshida reduction-based equivalence for an asynchronous process calculus [24] .
The use of reduction-based equivalences is interesting because these kinds of equivalences are amenable to comparison between different calculi and semantics. Moreover, experience show that it is easier to define a reduction semantics for a calculi with explicit locations than to define (the equivalent) labelled transition semantics. Another general method to express and verify properties of processes is to use a logical system. In the case of CCS, for example, a modal logic known as Hennessy-Milner logic has been defined that can be used as an alternative characterization of bisimulation equivalences: two processes are equivalent if and only if they satisfies the same formulas. Milner, Parrow and Walker have extended this logic to mobile processes in [26] . Another interesting reference is the work of Mads Dam [27] on an extension of the modal µ-calculus used to define a proof system for π. 
The π-Calculus as a Programming Model
One of the major successes of the π-calculus is its use in the validation of concepts for concurrent programming languages; in almost the same manner that functional programming has been established from the computational model provided by the λ-calculus. In particular, programming languages directly based on the π-calculus have been proposed. Examples are Pict, developed by Pierce and Turner at the University of Edinburgh, and the join-calculus, a programming language based on the homonymous process calculus [16] , developed at INRIA. The theoretical foundations of these programming languages take support from the study of abstract machines for intermediate languages derived from π. For instance, Pict is based on an asynchronous version of π without choice operator [28] . See [29] for a study on how to encode choice. Likewise, the joincalculus is obtained as a restriction of π that makes it easier to implement in a distributed scenario [30] . Other theoretical foundations for the design of concurrent programming languages are provided by studies on how to model various computational model in π. Fundamental studies include the encoding of the functional and objectoriented paradigm in the π-calculus -including actors and concurrent objects.
For instance, a complete tutorial on the different encoding of the λ-calculus in the π-calculus, extending the initial article of Milner on the encoding of functions as processes [20] , can be found in [31] . See also Part VI of [9] . The study of objects using process calculus (and process calculus techniques) is also particularly fruitful. For instance, the π calculus has been used in semantics of concurrent object-oriented programming languages [32] and to prove the validity of program transformations [33] . The π-calculus as also been used in interpretations of typed calculi of objects [34, 35, 36] and as a model for Obliq [37] , an object-based programming language with distributed and mobile objects developed by Cardelli [38] . Other interesting works are concerned with the study of dedicated nominal calculi proposed as formalism to reason about concurrent objects [39, 40, 41 
Verification and Type Systems
In the case of the π-calculus, verification is related to the action of checking bisimilarity relations or checking whether a process satisfies some given logical specification, for instance expressed in a temporal or modal logic. An interesting example of verification problem is given by the work of Abadi and Gordon on the spi-calculus, in which processes represent protocols and security properties are stated in terms of behavioural equivalences. A substantial number of works related to verification for mobile processes concentrate on finite control processes [42] , a class of processes that correspond to CCS finite state processes. See for instance the mobility Workbench, an automated tool for analysing π-calculus processes developed by Faron Moller and Björn Victor [43] , and work in the HAL environment [45] . Due to the presence of recursion and dynamic generation of names, and in contrast with the situation in CCS, processes can exhibit an infinite-state behaviour. Therefore, model checking for mobile processes is related to the problem of verification of infinite-state and parameterised systems, a problem potentially undecidable. See the work of Esparza, among others, at the Technische Universität of Munich. An interesting proposition to automate the verification of "infinite" mobile processes (especially proofs of bisimilarity properties) relies on the use of theorem prover, such as Coq [46] or Isabelle [47] . Another technique used to verify properties of processes relies on type systems. This approach of verification is particularly useful because it is generally simpler to type a process than to verify a property given in a modal logic.
Type systems in mobile calculus, like in functional calculus, are useful to prevent so-called run-time errors, but also to enforce security policies, to specify synchronization behaviours, or to validate program transformations and equivalences. For example, type systems have been used to attack problems related to information flow analysis, to prove the correctness of cryptographic protocols, or to prove the absence of deadlock in a program.
The first notion of type for π-calculus processes, called sort, is defined in Milner's tutorial [8] . Works on extension of the sorting system are well summarized in [12] , and include, among others, the addition of (second-order) polymorphism, subtyping [48] and linearity [49] . More precise type analysis, based on the extension of the sorting system with modal operators, have also been proposed [ An original application of type systems to concurrent processes is in the definition of new behavioural equivalences. See [53] for an example. In this context, types are viewed as a way to establish a contract between a process and the possible contexts in which it can be executed, i.e., tested. Therefore, an equivalence defined using typed processes is coarser than its untyped counterpart and can be used to prove properties based on given assumption about the (execution) environment. 
Locality-Based Semantics
Before moving on to the next section of this presentation, concerned with motile process calculi, we briefly consider some early work on localities in CCS.
As pointed out in the introduction, mobility is strongly related to the concept of locality, which is the key notion used to represent where things are changing, or moving. In process calculi such as CCS, for example, it is possible to make the distributed structure of processes explicit by assigning different locations to each component of a parallel composition. Using this model of locations, it is possible to refine the usual behavioural equivalences defined between processes. An example of such equivalence is given in [55] . Based on the same idea, Sangiorgi [56] , and later Degano and Priami [57] , have conducted related works in the context of mobile processes. We mention this thread of research because it proposes an early treatment of the notion of locality in process calculi. Nevertheless, the notion of locality obtained with this approach is too syntactical and, consequently, is not adequate to deal with phenomenon such as the migration of processes. To get round this limitation, process calculi with an explicit notion of locality and explicit primitives for migrating processes have been proposed.
Mobility of Processes
The π-calculus is best used to model concurrent systems where interacting programs and processes can freely address each other and share resources. This is, for instance, the model commonly chosen to program systems of distributed objects over local area network, where a dedicated infrastructure can ensure the consistency of an abstract layer of services, like transparent routing of messages or failures recovery.
In programming over wide area network, such as the Internet, distribution introduces new issues of its own and breaks many postulates commonly assumed in concurrent system. See [58] for a good overview of the new problems faced in computations over large-scale network. In this paper, Cardelli points out that many events kept hidden in concurrent systems suddenly become apparent. Examples of such events, or observable, are the existence of explicit physical locations (because of the existence of latency in communication), the existence of virtual locations (because security policies can restrict the access to some protected resources), or the existence of failures.
Faced with these intrinsic differences, a new computing paradigm based on the migration of code or agents, instead of the migration of references, has been advocated. The existence of objective barriers to the free mobility of names makes the π-calculus an unsatisfactory choice for the modelling of computations over largescale networks. But other limitations exist that require the definition of a new model, like the ability to represent containment or repudiation behaviours. For example, once a name has been communicated in π, it is impossible to withdraw the knowledge or the capabilities associated with this name to the receiving process. Likewise, even if the π-calculus has proved useful in modelling concurrent objects, it is difficult to use π to model groups of objects, a very important notion in component-based systems. Indeed, groups are important for defining set of objects sharing a common behaviour -the involvement in a transaction, a strategy regarding the concurrent access to resources, etc. -or a common attribute -for example a given security policy. At the opposite, models based on explicit locations, such as the ambient calculus, provide an easy way to define "containment" or sharing properties.
The phenomena discussed in this introduction have little to do with (pure) concurrency or name mobility, and are therefore not directly captured by labile process calculi. Considering their significance in the understanding and the modelling of computations over large-scale networks, they nevertheless require an extensive theoretical treatment. For this reason, several motile process calculi have been defined, which directly include locations and primitives for moving processes.
Distributed Process Calculi
An early attempt to add an explicit notion of location to a process calculus is the work of Amadio and Prasad on π 1 [59] . In this paper, authors remark that while site failure is an essential aspect of distributed systems, it was not adequately modelled in the π-calculus. To model failures, they propose a process calculus in which processes are run at distributed locations. Their calculus provides operators to kill locations, to test the status of locations (ping), and to spawn processes at remote locations. Riely and Hennessy have considered subsequent distributed versions of π. In [61, 62] they describe a foundational language for specifying dynamically evolving networks of distributed processes, Dpi, which extends π with notions of remote execution and migration. Novel features of Dpi are that (channel) names are endowed with permissions and that the holder of a name may only use it in the manner allowed by these permissions. See also the model of distribution and failure proposed, independently, for the join-calculus [65] .
In the works of Hennessy and Riely, the administration of permissions can be controlled using a type system: well-typed processes use their names in accordance with the permissions allowed by the types. For instance, types are used to guarantee that distributed agents cannot access the resources of a system without first being granted the capability to do so (the language studied allows agents to move between distributed locations and to augment their set of capabilities via communication with other agents). Another example of type system for distributed version of π is given in [66] 
The Ambient Calculus
Very recently, Cardelli and Gordon have proposed a new process algebra, the ambient calculus [3] , for describing systems with mobile computations. In this calculus, processes may reside within a hierarchy of locations, called ambients. Each location is a cluster of processes and sub-ambients that can move as a group. Ambients provide an interesting abstraction that combines, within the same theoretical framework, notions such as mobile computations, i.e., computations that can dynamically change the place where they are executed and are continuously active before and after movement (like agents), the sites where these computations happen: processor, router, etc. and the mobility of these sites, such as found with mobile, or even simply temporarily disconnected, computers, or in the crossing of administrative boundary, like applets crossing a firewall.
In the ambient calculus, each ambient has a name -the counterpart of a channel name in the π-calculus -used to define a set of possible capabilities, namely the capability of entering, of exiting or of opening an ambient. The result is a concise process calculus permitting to describe both the mobility and the security behaviours of a system using the same primitives. Instead of extending an existing process calculus with a hierarchical system of locations, Cardelli and Gordon have designed a calculus of locations and migration primitives sufficiently expressive to encode π.
An equational theory for the ambient calculus, as well as the proof of some algebraic laws, is given in [67] . Other works are related to the definition of type systems, like for instance type systems to guarantee that certain ambients remain immobile, or that the execution environment cannot dissolved certain ambients [68, 69] To define stronger and finer properties of processes, Cardelli and Gordon have also defined a new logic for the ambient calculus [70, 71] , which includes both temporal modalities, to specify the behaviour of processes after some reductions, and space modalities, to specify the behaviour of sub-processes at a given location. The modal logic for ambients has also been used as the basis for a query language on semistructured data [72] . Another definition of process calculus based on mobile location is the Seal calculus of Vitek and Castagna. An interesting property of this calculus is that it allows expressing directly the possibility to seize a capability given at a certain point, something that can only be modelled in an ambient calculus equipped with a type system enforcing a linear use of capabilities. 
Summary
This paper loosely surveys ten years of research on mobile process calculus. Our choice was to concentrate on algebraic formalism based on the notion of naming, also called nominal calculi by Gordon [5] , and we have therefore omitted other possible formalism like coordination languages (such as LINDA) or Hewitt's models of actors. Although many work has already been achieved, there are still promising research developments to expect in the study of the concept of naming and interaction, notions at the core of Milner's action calculi, a unifying framework introduced to study various notions of concurrent interactive behaviour. Another promising research development is to extend the notion of naming, only used for processes at present, to the level of types or even logical formulas. Example of type systems based on pure names can be found in [50, 51] and in the system of groups defined by Cardelli, Ghelli and Gordon for the ambient calculus [75] , which has also been applied to the π-calculus [76, 77] . A similar example, at the level of logic, can be found in the recent extension of the modal logic of ambients with a new quantifier to express the freshness of names [79] , modelled after Gabbay and Pitts work [78] . 
