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Abstract
Here we consider two algebras, a free unital associative complex
algebra (denoted by B) equiped with a multiparametric q -differential
structure and a twisted group algebra (denoted by A(Sn)), with the
motivation to represent the algebra A(Sn) on the (generic) weight sub-
paces of the algebra B. One of the fundamental problems in B is to
describe the space of all constants (the elements which are annihilated
by all multiparametric partial derivatives). To solve this problem, one
needs some special matrices and their factorizations in terms of simpler
matrices. A simpler approach is to study first certain canonical elements
in the twisted group algebra A(Sn). Then one can use certain natural
representation of A(Sn) on the weight subspaces of B, which are the
subject of this paper.
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1 Introduction
First we recall free unital associative complex algebra B generated by N gen-
erators {ei}i∈N (each of degree one, N = Card N ) with a multiparametric
q(= {qij})-differential structure such that q -differential operators {∂i}i∈N act
on B according to the twisted Leibniz rule:
∂i(ejx) = δijx + qijej∂i(x), for each x ∈ B with ∂i(1) = 0 and ∂i(ej) = δij
(where qij’s are given complex numbers). The algebra B is graded by total
degree and more generally it could be considered as multigraded, because the
operators ∂i (of degree −1) respect the (direct sum) decomposition of B into
multigraded subspaces BQ.
We also recall a twisted group algebra A(Sn) of the symmetric groups Sn
with coefficients in the polynomial ring Rn in n
2 commuting variables Xa b,
1 ≤ a, b ≤ n (c.f [10] for details). The algebra A(Sn) is defined as a semidirect
product of Rn and the usual group algebra C[Sn] of the symmetric group Sn.
The elements of A(Sn) are the linear combinations
∑
gi∈Sn
pi gi with pi ∈ Rn.
The multiplication in A(Sn) is given by the formula (6) in the Section 3, where
we impose that Sn naturally acts on Rn.
In Section 4 we define a natural representation of the twisted group algebra
A(Sn), n ≥ 0 on the weight subspaces BQ (Card Q = n) of B. In this rep-
resentation some factorizations of certain canonical elements from A(Sn) will
immediately give the corresponding matrix factorizations and also determinant
factorizations.
2 Free unital associative C-algebra
We recall first a free (unital) associative C-algebra (see also [9]), denoted
by B = C 〈ei1 , . . . , eiN 〉, where N = {i1, . . . , iN} is a fixed subset of the set
N0 = {0, 1, . . . } of nonnegative integers. The algebra B is generated by N
generators {ei}i∈N (each of degree one), so we can think of B as an algebra of
noncommutative polynomials in N noncommuting variables ei1 , . . . , eiN . The
algebra B is naturally graded by the total degree B =
⊕
n≥0
Bn, where B0 = C
and Bn consists of all homogeneous polynomials of total degree n in variables
ei1 , . . . , eiN .
In view of the fact that every sequence l1, . . . , ln ∈ N , l1 ≤ · · · ≤ ln can be
thought of as a multiset Q = {l1 ≤ · · · ≤ ln} over N of size n = Card Q (car-
dinality of Q), we see that each weight subspace BQ = Bl1...ln , corresponding
to a multiset Q, is given by
BQ = spanC
{
ej1...jn := ej1 · · · ejn | j1 . . . jn ∈ Q̂
}
, (1)
where Q̂ denotes the set of all distinct permutations of the multiset Q. It fol-
lows that dimBQ = Card Q̂. Thus, we obtain a finer decomposition of B into
multigraded components (= weight subspaces): B =
⊕
n≥0, l1≤···≤ln, lj∈N
Bl1...ln.
Note that if l1 < · · · < ln, then Q is a set and the corresponding weight sub-
space BQ we call generic. Other (nongeneric) weight subspaces BQ we call
degenerate.
2
We can interpret q as a map q : N ×N → C, (i, j) 7→ qij for all i, j ∈ N .
Then, on the algebra B, we introduce N linear operators ∂i = ∂
q
i : B → B,
i ∈ N , defined recursively, as follows:
∂i(1) = 0, ∂i(ej) = δij ,
∂i(ejx) = δijx+ qijej∂i(x) for each x ∈ B, i, j ∈ N .
(δij is a standard Kronecker delta i.e δij = 1 if i = j, and 0 otherwise.)
These q -differential operators {∂i}i∈N act as a generalized i -th partial deriva-
tives on the algebra B; they depend on additional parameters (complex num-
bers) qij. Therefore, we can say that ∂
q
i is a multiparametrically deformed i -th
partial derivative or shortly q -deformed i -th partial derivative. It is easy to
see that if all qij ’s are equal to one, then ∂
q
i coincides with a usual i -th partial
derivative ∂i.
In what follows we will consider B with this ‘q -differential structure’.
Let us denote by BQ =
{
ej | j ∈ Q̂
}
the monomial basis of BQ, where
j := j1 . . . jn. Then the action of ∂i = ∂
q
i on a typical monomial ej ∈ BQ is
given explicitly by the formula:
∂i(ej) =
∑
1≤k≤n, jk=i
qij1 · · · qijk−1 ej1...ĵk...jn, (2)
where ĵk denotes the omission of the corresponding index jk.
The number of terms in this sum is equal to the number of appearances (mul-
tiplicity) of the generator ei in the monomial ej .
In the generic case, when Q is a set, the formula (2) is reduced to:
∂i(ej) = qij1 · · · qijk−1 ej1...ĵk...jn. (3)
If jk = i for all 1 ≤ k ≤ n, then from (2) we get the following important special
case
∂i(e
n
i ) =
(
1 + qii + q
2
ii + · · ·+ q
n−1
ii
)
en−1i = [n]qii e
n−1
i , (4)
where [n]q = 1 + q + · · ·+ q
n−1 is a q-analogue of a natural number n. For
qii = 1 the formula (4) can be read as the classical formula ∂i(e
n
i ) = n · e
n−1
i .
For x ∈ Bl1...ln and y ∈ B we have a more general formula:
∂i(xy) = ∂i(x) y + qil1 · · · qiln x ∂i(y) for each i ∈ N .
On the other hand, with the motivation of treating better the matrices of
∂i|BQ, we introduce a multidegree operator ∂ : B → B with ∂ =
∑
i∈N
ei ∂i, where
3
ei : B → B are considered as (multiplication by ei) operators on B. The opera-
tor ∂ preserves the direct sum decomposition of the algebra B, i.e each subspace
BQ is an invariant subspace of ∂. Moreover, we denote by ∂Q : BQ → BQ the
restriction of ∂ : B → B to the subspace BQ (i.e ∂
Qx = ∂x for every x ∈ BQ).
Hence for each j1 . . . jn ∈ Q̂ we get
∂Q (ej1...jn) =
∑
i∈N
ei∂i (ej1...jn) =
∑
i∈N
ei
∑
1≤k≤n, jk=i
qij1 · · · qijk−1 ej1...ĵk...jn
=
∑
1≤k≤n
∑
i∈N , i=jk
qij1 · · · qijk−1 eij1...ĵk...jn =
∑
1≤k≤n
qjkj1 · · · qjkjk−1 ejkj1...ĵk...jn.
If BQ denotes the matrix of ∂
Q w.r.t basis BQ (totally ordered by the Johnson-
Trotter ordering on permutations c.f [11]) of BQ, then we can write
BQ ej1...jn =
∑
1≤k≤n
qjkj1 · · · qjkjk−1 ejkj1...ĵk...jn . (5)
Note that for any multiset Q =
{
kn11 , . . . , k
np
p
}
(ki distinct) of cardinality n
(where n = n1 + · · ·+ np) the size of the matrix BQ is equal to the following
multinomial coefficient
n!
n1! · · ·np!
=
(
n
n1, . . . , np
)
(= dimBQ).
The entries of BQ are polynomials in qij’s, hence its determinant is also a poly-
nomial in qij ’s. Clearly, in the generic case (i.e Q is a set) the entries of BQ
are monomials in qij ’s and the size of BQ is equal to n!.
In the algebra B of particular interest are the elements called constants. They
are by definition annihilated by all multiparametric partial derivatives. In
other words, an element C ∈ B is called a constant in B if ∂i(C) = 0 for every
i ∈ N . It is obvious that ∂C =
∑
i∈N
ei ∂iC = 0 iff ∂iC = 0 for all i ∈ N .
We denote by C the space of all constants in B and similarly by CQ the space
of all constants belonging to BQ. Then C = ker ∂ (where ker ∂ denotes the
kernel of the multidegree operator ∂). By using the fact that the operator
∂ preserves the direct sum decomposition of the algebra B, we have that the
space C inherits the direct sum decomposition into multigraded subspaces CQ.
Hence the fundamental problem of determining the space C can be reduced
to determining all finite dimensional spaces CQ (= ker ∂Q) for all multisets
Q over N . Thus of particular interest is the study of det BQ. The special
role play the actual values of the parameters qij ’s (called singular values or
singular parameters) for which det BQ vanishes. In Section 4 a formula for the
factorization of the matrix BQ and its determinant will be given.
4
3 A twisted group algebra of the symmetric
group
Here, we firstly recall some basic factorizations in the twisted group algebra
A(Sn) of the symmetric group Sn with coefficients in a polynomial algebra in
commuting variables Xa b (1 ≤ a, b ≤ n).
Secondly, (in the next section) we will consider natural representation of the
algebra A(Sn) on the weight subspaces BQ of B.
In [10] we have introduced a twisted group algebra A(Sn) of the symmetric
group Sn, which we recall now.
The elements of the twisted group algebra A(Sn) = Rn ⋊ C[Sn] are the
linear combinations
∑
gi∈Sn
pi gi, where the coefficients are polynomials pi =
pi(. . . , Xa b, . . . ) in commuting variables Xa b, 1 ≤ a, b ≤ n. The multiplication
in A(Sn) is given by the formula
(p1g1) · (p2g2) = (p1 · (g1.p2)) g1g2, (6)
where g1.p2 = g1.p2(. . . , Xa b, . . . ) = p2(. . . , Xg1(a) g1(b), . . . ) g1.
The algebra A(Sn) is associative but not commutative (i.e g.p 6= p g).
In the algebra A(Sn) we have introduced more specific elements, denoted by
g∗ and defined by
g∗ :=
 ∏
(a,b)∈I(g−1)
Xa b
 g (7)
for every g ∈ Sn, where I(g) = {(a, b) | 1 ≤ a < b ≤ n, g(a) > g(b)} denotes
the set of inversions of the permutation g.
Of particular interest are the elements t∗b,a ∈ A(Sn), 1 ≤ a ≤ b ≤ n, where for
a < b, tb,a ∈ Sn denotes the inverse of the cyclic permutation ta,b ∈ Sn i.e
tb,a =
(
1 · · · a− 1 a a+ 1 · · · b− 1 b b+ 1 · · · n
1 · · · a− 1 a + 1 a+ 2 · · · b a b+ 1 · · · n
)
(see also [3]). Every permutation g ∈ Sn can be decomposed into cycles (from
the left) as follows:
g = tkn,n · tkn−1,n−1 · · · tkj ,j · · · tk2,2 · tk1,1
(
=
←∏
1≤j≤n
tkj ,j
)
. (8)
By applying (6) we obtain the following formula
g∗1 · g
∗
2 = X(g1, g2) (g1g2)
∗, (9)
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where the multiplication factor X(g1, g2) takes care of the reduced number of
inversions in the group product of g1, g2 ∈ Sn and it is given by
X(g1, g2) =
∏
(a,b)∈I(g−11 )\I((g1g2)
−1)
X{a, b}
= ∏
(a,b)∈I(g1)∩I(g
−1
2 )
X{g1(a), g1(b)}
 .
By studying in details the elements g∗ ∈ A(Sn) and more specific properties
arising from (9) and (8) (see also [3] and [4]) we came to the following conclu-
sions. 1
Let α∗n :=
∑
g∈Sn
g∗, n ≥ 1.
1. If we define simpler elements β∗k ∈ A(Sn) (1 ≤ k ≤ n) as follows
β∗n = t
∗
n,1 + t
∗
n−1,1 + · · ·+ t
∗
2,1 + t
∗
1,1,
β∗n−1 = t
∗
n,2 + t
∗
n−1,2 + · · ·+ t
∗
3,2 + t
∗
2,2,
...
β∗n−k+1 = t
∗
n,k + t
∗
n−1,k + · · ·+ t
∗
k+1,k + t
∗
k,k,
...
β∗2 = t
∗
n,n−1 + t
∗
n−1,n−1,
β∗1 = t
∗
n,n (= id)
then the element α∗n ∈ A(Sn) can be decomposed into the product of
elements β∗k (1 ≤ k ≤ n) i.e we have
α∗n = β
∗
1 · β
∗
2 · · ·β
∗
n =
∏
1≤k≤n
β∗k . (10)
2. Now we define yet simpler elements in A(Sn) for all 1 ≤ k ≤ n− 1
γ∗n−k+1 =
(
id− t∗n,k
)
·
(
id − t∗n−1,k
)
· · ·
(
id − t∗k+1,k
)
,
δ∗n−k+1 =
(
id− (t∗k)
2 t∗n,k+1
)
·
(
id − (t∗k)
2 t∗n−1,k+1
)
· · ·
(
id− (t∗k)
2 t∗k+1,k+1
)
,
where t∗k+1,k+1 = id and
(t∗k)
2 = X{k, k+1} id (11)
because
(t∗k)
2 = (Xk k+1 tk) · (Xk k+1 tk) = Xk k+1 ·Xk+1k (tk)
2 = X{k, k+1} id
1For more details c.f the Ph.D. thesis [7].
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with tk = tk+1,k (= tk,k+1).
Then each element β∗k , 2 ≤ k ≤ n can be further factored as
β∗k = δ
∗
k · (γ
∗
k)
−1
. (12)
4 Representation of the twisted group algebra
A(Sn) on the subspaces BQ of B
Recall that BQ = spanC
{
ej1...jn = ej1 · · · ejn | j1 . . . jn ∈ Q̂
}
denotes the weight
subspace of the free associative complex algebra B, where Q̂ is the set of all
distinct permutations of the multiset Q (see Section 2).
Let V be a vector space over a field F . Then End(V ) denotes the algebra of all
endomorphisms of V . If we denote by A an associative algebra then by defini-
tion a representation of A on V is any algebra homomorphism ϕ : A→ End(V ).
Our next task is to define a representation (see the formula (14) below) ̺ : A(Sn)→
End(BQ), where BQ is defined by (1).
We first recall that Rn = C[Xa b | 1 ≤ a, b ≤ n] denotes the polynomial ring
with unit element 1 ∈ Rn and C[Sn] =
{∑
σ∈Sn
cσσ | cσ ∈ C
}
denotes the usual
group algebra. In C[Sn] the multiplication is given by(∑
σ∈Sn
cσσ
)
·
(∑
τ∈Sn
dττ
)
=
∑
σ,τ∈Sn
(cσdτ) στ.
Recall that A(Sn) = Rn ⋊C[Sn], so we first consider the representations ̺1 of
Rn and ̺2 of C[Sn]:
̺1 : Rn → End(BQ),
̺2 : C[Sn]→ End(BQ)
given by Definition 4.1 and Definition 4.2 respectively.
Let Qa b, 1 ≤ a, b ≤ n denote a diagonal operator on BQ (see (1)) defined by
Qa b ej1...jn := qjajb ej1...jn . (13)
Note that
Qa b ·Qc d = Qc d ·Qa b.
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Definition 4.1. We define a representation ̺1 : Rn → End(BQ) on the
generators Xa b by the formula
̺1(Xa b) := Qa b 1 ≤ a, b ≤ n.
In other words, considering (13) we get
̺1(Xa b) ej1...jn = qjajb ej1...jn.
Definition 4.2. We define a linear operator ̺2 : C[Sn]→ End(BQ) by
̺2(g) ej1...jn := ejg−1(1)...jg−1(n)
for every g ∈ Sn.
Proposition 4.3. A map ̺2 : C[Sn]→ End(BQ) is a representation.
Proof. In fact ̺2 is a (right) regular representation.
Let ̺ : A(Sn)→ End(BQ) be a map defined on decomposable elements by
̺(pg) := ̺1(p) · ̺2(g) (14)
for every p ∈ Rn and g ∈ Sn and extended by additivity. In the trivial cases
we have
(i) ̺(1 · g) ej1...jn = ̺1(1) · ̺2(g) ej1...jn = 1 · ejg−1(1)...jg−1(n) = ejg−1(1)...jg−1(n),
(ii) ̺(Xa b e) ej1...jn = ̺1(Xa b) · ̺2(e) ej1...jn = Qa b ej1...jn = qjajb ej1...jn.
Remark 4.4. By applying the formula (14) on the general elements of the
twisted group algebra we get:
̺
(∑
gi∈Sn
pi gi
)
ej1...jn =
∑
gi∈Sn
̺(pi gi) ej1...jn
=
∑
gi∈Sn
̺1 (pi(. . . , Xa b, . . . )) · (̺2(gi) ej1...jn)
=
∑
gi∈Sn
pi
(
. . . , qj
g
−1
i
(a)
j
g
−1
i
(b)
, . . .
)
ej
g
−1
i
(1)
...j
g
−1
i
(n)
.
Note that the basic instance of the multiplication (6) in A(Sn) is given by the
following formula
(Xa b g1) · (Xc d g2) =
(
Xa b ·Xg1(c) g1(d)
)
g1g2 (15)
which are the consequences of the following two types of basic relations:
Xa b ·Xc d = Xc d ·Xa b, (16)
g.Xa b = Xg(a) g(b) g. (17)
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Proposition 4.5. A map ̺ : A(Sn)→ End(BQ) is a representation.
Proof. It is enough to check that ̺ preserves the basic relations (16) and (17),
where we will apply the formula (14) and Definitions 4.1 and 4.2.
It is easy to see that:
(i) ̺(Xa b ·Xc d) = Qa b ·Qc d = Qc d ·Qa b = ̺(Xc d ·Xa b).
(ii) Now we will show that ̺(g.Xa b) ej1...jn = ̺(Xg(a) g(b) g) ej1...jn.
Note that
L ≡ ̺(g.Xa b) ej1...jn = ̺2(g) · ̺1(Xa b) ej1...jn = ̺2(g) qjajb ej1...jn
= qjajb ̺2(g) ej1...jn
= qjajb ejg−1(1)...jg−1(n) ;
D ≡ ̺(Xg(a) g(b) g) ej1...jn = ̺1(Xg(a) g(b)) · ̺2(g) ej1...jn
= Qg(a) g(b) ej
g−1(1)...jg−1(n)
= qj
g−1(g(a))jg−1(g(b))
ej
g−1(1)...jg−1(n)
= qjajb ejg−1(1)...jg−1(n) .
In the case Q is a set we call the representation ̺ in Proposition 4.5 a twisted
regular representation.
Lemma 4.6. The representation ̺ applied to element g∗ =
 ∏
(a,b)∈I(g−1)
Xa b
 g
is given by
̺(g∗) ej1...jn =
∏
(a,b)∈I(g)
qjbja ejg−1(1)...jg−1(n). (18)
Proof. Note that by applying the formula (14) on g∗ =
(∏
(a′,b′)∈I(g−1)Xa′ b′
)
g
we obtain
̺ (g∗) ej1...jn =
∏
(a′,b′)∈I(g−1)
̺1 (Xa′ b′) · ̺2(g) ej1...jn
=
∏
(a′,b′)∈I(g−1)
qj
g−1(a′)jg−1(b′)
ej
g−1(1)...jg−1(n)
=
∏
(b,a)∈I(g)
qjajb ejg−1(1)...jg−1(n) =
∏
(a,b)∈I(g)
qjbja ejg−1(1)...jg−1(n)
with a = g−1(a′), b = g−1(b′).
Now it is easy to check that (a′, b′) ∈ I(g−1) implies a′ < b′, g−1(a′) > g−1(b′)
i.e g(a) < g(b), a > b. Thus we get (b, a) ∈ I(g).
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Remark 4.7. A direct consequence of the Lemma 4.6 : the element ̺(t∗b,a) ∈
End(BQ) is given by
̺(t∗b,a) ej1...jaja+1...jb...jn =
∏
a≤i≤b−1
qjbji ej1...jbja...jb−1...jn
and in special case ̺(t∗a) ej1...jaja+1...jn = qja+1ja ej1...ja+1ja...jn
(recall t∗a = t
∗
a+1,a).
From the identity (11) we obtain:
̺((t∗a)
2) ej1...jn = σjaja+1 ej1...jn ,
where we denoted σjaja+1 := qjaja+1qja+1ja.
Note that the matrices of the operators in the twisted regular represen-
tation of A(Sn) on the generic (resp. degenerate) weight subspaces BQ ⊂ B
are square matrices of size n! (resp. Card Q̂) whose entries are monomials
(resp. polynomials) in qij ’s.
Recall that the element α∗n ∈ A(Sn) is given by α
∗
n =
∑
g∈Sn
g∗, n ≥ 1.
Proposition 4.8. Let ̺ : A(Sn) → End(BQ) be the twisted regular repre-
sentation on the generic weight space BQ. Then the (k, j)-entry of the matrix
AQ of the ̺(α
∗
n) is given by
(AQ)k,j =
∏
(a,b)∈I(g)
qjbja , (19)
where g satisfies k = g.j (j = j1 . . . jn ∈ Q̂, k = k1 . . . kn ∈ Q̂).
Proof. By applying Lemma 4.6 we see that ̺(α∗n) ∈ End(BQ) acts as
̺(α∗n) ej1...jn =
∑
g∈Sn
 ∏
(a,b)∈I(g)
qjbja ejg−1(1)...jg−1(n)

i.e
̺(α∗n) ej =
∑
g∈Sn
 ∏
(a,b)∈I(g)
qjbja ek
 .
Therefore we have that the (k, j)-entry of AQ is equal to
∏
(a,b)∈I(g)
qjbja , so the
identity (19) follows.
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In particular, if Card Q = 1, then AQ = 1. Thus, we suppose that Card Q =
n ≥ 2.
Remark 4.9. If ̺ : A(Sn)→ End(BQ) is the representation (on the degen-
erate weight subspace BQ), then the (k, j)-entry of AQ is given by
(AQ)k,j =
∑
g∈g(k,j)
 ∏
(a,b)∈I(g)
qjbja
 , (20)
where g(k, j) := {g ∈ Sn | kp = jg−1(p) for all 1 ≤ p ≤ n}.
4.1 Factorization of the matrix AQ
Let us denote Tb,a := ̺(t
∗
b,a), Ta := ̺(t
∗
a). If b = a then Tb,a = I. The (k, j)-
entry of the corresponding matrices Tb,a, 1 ≤ a < b ≤ n and Ta, 1 ≤ a ≤ n−1
are given by
(Tb,a)k,j =

∏
a≤i≤b−1
qjbji if k = tb,a.j
0 otherwise
(21)
with tb,a.j = j1 . . . jbja . . . jb−1 . . . jn and
(Ta)k,j =
{
qja+1ja if k = ta.j
0 otherwise
(22)
with ta.j = j1 . . . ja+1ja . . . jn (see Remark 4.7). Now it is easy to see that
(Ta)
2 ej = σjaja+1 ej (23)
is the diagonal matrix with σjaja+1 as j-th diagonal entry.
Now we consider the elements β∗k ∈ A(Sn), 1 ≤ k ≤ n defined before (10) in
Section 3. The corresponding elements ̺(β∗n−k+1) ∈ End(BQ) are given by
̺(β∗n−k+1) ej = ̺
( ∑
k≤m≤n
t∗m,k
)
ej =
( ∑
k≤m≤n
̺(t∗m,k)
)
ej
=
( ∑
k+1≤m≤n
̺(t∗m,k) + ̺(id)
)
ej
i.e
̺(β∗n−k+1) ej =
∑
k+1≤m≤n
̺(t∗m,k) ej + ej (24)
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(see Remark 4.7 and also Definition 4.2). Let
BQ,n−k+1 := ̺(β
∗
n−k+1), 1 ≤ k ≤ n− 1,
where BQ,1 = ̺(β
∗
1) = ̺(id) = I. Then in the matrix notation (24) can be
written
BQ,n−k+1 =
∑
k+1≤m≤n
Tm,k + I
or shorter BQ,n−k+1 =
∑
k≤m≤n
Tm,k.
Note that the (k, j)-entry of BQ,n−k+1 (1 ≤ k ≤ n−1) is equal to
∏
k≤i≤m−1
qjmji
if k = tm,k.j = j1 . . . jmjk . . . jm−1 . . . jn, otherwise it is equal to zero.
Thus we can write
(BQ,n−k+1)k,j =

∏
k≤i<m
qjmji if k = tm,k.j k ≤ m ≤ n
0 otherwise
(25)
for each 1 ≤ k ≤ n− 1.
In the special case for m = k all j-th diagonal entries of BQ,n−k+1 are equal
to one.
Remark 4.10. For k = 1 we have
BQ,n =
∑
1≤m≤n
Tm,1 = Tn,1 +Tn−1,1 + · · ·+T3,1 +T2,1 + I
(where T1,1 = I) so the (k, j)-entry of BQ,n is given by
(BQ,n)k,j =
{
qjmj1 · · · qjmjm−1 if k = tm,1.j 1 ≤ m ≤ n
0 otherwise
(with k = jmj1 . . . jm−1jm+1 . . . jn). In other words we get the following identity
BQ,n ej =
∑
1≤m≤n
qjmj1 · · · qjmjm−1 ejmj1...jm−1jm+1...jn
(compare with (5)). Now it is easy to see that the matrix BQ,n is equal to the
matrix BQ (i.e the matrix of ∂
Q w.r.t monomial basis of BQ ⊂ B; see first
section). It turns out that the factorization of the matrix BQ,n is equivalent to
factorization of BQ, so the problem of computing detBQ can be reduced to the
problem of computing detBQ,n. With this motivation we are going to find a
formula for the factorization of BQ,n and also its determinant.
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In what follows we will consider the additional elements γ∗k , δ
∗
k, 1 ≤ k ≤ n in
the algebra A(Sn) defined after (10) in Section 3. The corresponding elements
̺(γ∗n−k+1), ̺(δ
∗
n−k+1) ∈ End(BQ), 1 ≤ k ≤ n− 1 are given by
̺(γ∗n−k+1) ej =
(
id− ̺(t∗n,k)
)
·
(
id− ̺(t∗n−1,k)
)
· · ·
(
id− ̺(t∗k+1,k)
)
ej
̺(δ∗n−k+1) ej =
(
id− ̺((t∗k)
2) ̺(t∗n,k+1)
)
·
(
id− ̺((t∗k)
2) ̺(t∗n−1,k+1)
)
· · ·(
id− ̺((t∗k)
2) ̺(t∗k+2,k+1)
)
·
(
id− ̺((t∗k)
2)
)
ej
which in matrix notation corresponds to the following expressions
CQ,n−k+1 = (I−Tn,k) · (I−Tn−1,k) · · · (I−Tk+1,k)
DQ,n−k+1 =
(
I− (Tk)
2Tn,k+1
)
·
(
I− (Tk)
2Tn−1,k+1
)
· · ·
(
I− (Tk)
2
)
Here we have introduced notations
CQ,n−k+1 := ̺(γ
∗
n−k+1), DQ,n−k+1 := ̺(δ
∗
n−k+1),
1 ≤ k ≤ n−1. Clearly, (Tk)2 = (Tk+1,k)2 is the diagonal matrix given by (23).
By using the identity (12) we obtain
BQ,n−k+1 = DQ,n−k+1 · (CQ,n−k+1)
−1 for all 1 ≤ k ≤ n− 1.
and more precisely
BQ,n−k+1 =
(
I− (Tk)
2Tn,k+1
)
·
(
I− (Tk)
2Tn−1,k+1
)
· · ·
(
I− (Tk)
2Tk+2,k+1
)
·
(
I− (Tk)
2
)
· (I−Tk+1,k)
−1 · · · (I−Tn−1,k)
−1 · (I−Tn,k)
−1
or in shorter form
BQ,n−k+1 =
←∏
k+1≤m≤n
(
I− (Tk)
2Tm,k+1
)
·
→∏
k+1≤m≤n
(I−Tm,k)
−1
. (26)
On the other hand, from the identity (10) in A(Sn) we get
AQ =
←∏
1≤k≤n−1
(
DQ,n−k+1 · (CQ,n−k+1)
−1)
i.e
AQ =
←∏
1≤k≤n−1
(
←∏
k+1≤m≤n
(
I− (Tk)
2Tm,k+1
)
·
→∏
k+1≤m≤n
(I−Tm,k)
−1
)
. (27)
Now it is easy to see that for computing detBQ,n−k+1 and detAQ it is enough
to compute det(I−Tb,a) and det(I− (Ta−1)2Tb,a) (1 ≤ a < b ≤ n).
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Let us denote (
Q
m
)
= {T ⊆ Q | Card T = m},
σT =
∏
{i 6=j}⊂T
σij =
∏
i 6=j∈T
qij .
Lemma 4.11. Let ̺ : A(Sn)→ End(BQ) be the twisted regular representa-
tion of twisted group algebra A(Sn) on any generic subspace BQ of the algebra
B. Then
(i) det(I−Tb,a) =
∏
T∈( Qb−a+1)
(1− σT )
(b−a)!·(n−b+a−1)! (1 ≤ a < b ≤ n)
(ii) det(I− (Ta−1)
2Tb,a) =
∏
T∈( Qb−a+2)
(1− σT )
(b−a)!·(b−a+2)·(n−b+a−2)!
(1 < a ≤ b ≤ n).
Note that this Lemma is the twisted group algebra analogue of the Lemma 1.9.1
in the paper of Svrtan and Meljanac (see [3]). Therefore the proof will be
similar to the proof of Lemma 1.9.1. Here we use the factorizations in different
direction.
Proof. (i) Let H := 〈tb,a〉 ⊂ Sn be the cyclic subgroup of Sn generated by
the cycle tb,a (whose lenght is equal to b − a + 1). Then every H−orbit
on generic subspace BQ is given by
B
[j]ba
Q = spanC
{
etk
b,a
.j | 0 ≤ k ≤ b− a
}
,
which corresponds to a cyclic tb,a−equivalence class
[j]ba = j1j2 . . . (jaja+1 . . . jb) . . . jn of the sequence j = j1 . . . jn ∈ Q̂.
We get
Tb,a
(
etk
b,a
.j
)
= ck etk+1
b,a
.j, 0 ≤ k ≤ b− a,
where
c0 = qjbjaqjbja+1qjbja+2 · · · qjbjb−1,
c1 = qjb−1jbqjb−1jaqjb−1ja+1 · · · qjb−1jb−2,
c2 = qjb−2jb−1qjb−2jbqjb−2ja · · · qjb−2jb−3,
...
cb−a−1 = qja+1ja+2qja+1ja+3qja+1ja+4 · · · qja+1ja ,
cb−a = qjaja+1qjaja+2qjaja+3 · · · qjajb.
14
By using (21) and by applying the identities given above, we obtain the
following
(Tb,a)
k
ej =
∏
0≤i≤k−1
ci etk
b,a
.j, 1 ≤ k ≤ b− a+ 1. (28)
By considering that Tb,a|B
[j]ba
Q is a cyclic operator (which corresponds to
cyclic matrix Tb,a) we can write
det
(
(I−Tb,a)|B
[j]ba
Q
)
= 1−
∏
0≤i≤b−a
ci
= 1−
∏
i 6=j∈T
qij = 1−
∏
{i,j}⊂T
σij
i.e
det
(
(I−Tb,a)|B
[j]ba
Q
)
= 1− σT (29)
where σij = qijqji, T = {ja, . . . , jb} (1 ≤ a < b ≤ n) and Card T =
b− a + 1.
Now we give that there are (b−a)!·(n−(b−a+1))! = (b−a)!·(n−b+a−1)!
H−orbits for which determinant (29) gets the value of 1− σT , therefore
we obtain det(I−Tb,a) =
∏
T∈( Qb−a+1)
(1− σT )
(b−a)!·(n−b+a−1)!.
(ii) Will be proven in a manner similar to (i), where we have
(Ta−1)
2Tb,a
(
etk
b,a
.j
)
= dk etk+1
b,a
.j
, 0 ≤ k ≤ b− a,
with
d0 = σja−1jbc0 = σja−1jbqjbjaqjbja+1qjbja+2 · · · qjbjb−1 ,
d1 = σja−1jb−1c1 = σja−1jb−1qjb−1jbqjb−1jaqjb−1ja+1 · · · qjb−1jb−2,
d2 = σja−1jb−2c2 = σja−1jb−2qjb−2jb−1qjb−2jbqjb−2ja · · · qjb−2jb−3,
...
db−a−1 = σja−1ja+1cb−a+1 = σja−1ja+1qja+1ja+2qja+1ja+3qja+1ja+4 · · · qja+1ja ,
db−a = σja−1jacb−a = σja−1jaqjaja+1qjaja+2qjaja+3 · · · qjajb.
Here we have(
(Ta−1)
2Tb,a
)k
ej =
∏
0≤i≤k−1
di etk
b,a
.j, 1 ≤ k ≤ b− a+ 1. (30)
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and
det
(
(I− (Ta−1)
2Tb,a)|B
[j]ba
Q
)
= 1−
∏
0≤i≤b−a
di
= 1−
∏
i 6=j∈T
qij = 1−
∏
{i,j}⊂T
σij
i.e
det
(
(I− (Ta−1)
2Tb,a)|B
[j]ba
Q
)
= 1− σT (31)
where T = {ja−1ja, . . . , jb} (1 < a ≤ b ≤ n) and Card T = b − a + 2.
There are (b − a)! · (b − a + 2) · (n − b + a − 2)! H−orbits for which
determinant (31) gets the value of 1−σT , therefore we have proved (ii).
Theorem 4.12. Let ̺ : A(Sn) → End(BQ) be a twisted regular representa-
tion (where BQ is generic subspace of B). Then we have
(i) detAQ =
∏
2≤m≤n
∏
T∈(Qm)
(1− σT )
(m−2)!·(n−m+1)!,
(ii) detBQ,n−k+1 =
∏
2≤m≤n−k+1
∏
T∈(Qm)
(1−σT )
(m−2)!·(n−m)!, (1 < k ≤ n−1).
This Theorem is similar to Theorem 1.9.2 in [3].
Proof. By using Lemma 4.11 we get the following:
detCQ,n−k+1 =
∏
k+1≤p≤n
det(I−Tp,k)
=
∏
k+1≤p≤n
∏
T∈( Qp−k+1)
(1− σT )
(p−k)!·(n−p+k−1)!
=
∏
2≤m≤n−k+1
∏
T∈(Qm)
(1− σT )
(m−1)!·(n−m)!
detDQ,n−k+1 =
∏
k+1≤p≤n
det(I− (Tk)
2Tp,k+1)
=
∏
k+1≤p≤n
∏
T∈( Qp−k+1)
(1− σT )
(p−k−1)!·(p−k+1)·(n−p+k−1)!
=
∏
2≤m≤n−k+1
∏
T∈(Qm)
(1− σT )
(m−2)!·m·(n−m)!
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Therefore by applying the formula detBQ,n−k+1 =
detDQ,n−k+1
detCQ,n−k+1
(see also
(26)) we get the formula given in (ii), i.e
detBQ,n−k+1 =
∏
2≤m≤n−k+1
∏
T∈(Qm)
(1− σT )
(m−2)!·(n−m)!.
On the other hand by applying detAQ =
←∏
1≤k≤n−1
detBQ,n−k+1 (see also (27))
we get
detAQ =
←∏
1≤k≤n−1
∏
2≤m≤n−k+1
∏
T∈(Qm)
(1− σT )
(m−2)!·(n−m)!
=
∏
2≤m≤n
∏
T∈(Qm)
(1− σT )
(m−2)!·(n−m)!·(n−m+1)
i.e
detAQ =
∏
2≤m≤n
∏
T∈(Qm)
(1− σT )
(m−2)!·(n−m+1)!.
More results of this type will be given in a subsequent paper on computation of
constants in multiparametric quon algebras by using a twisted group algebra
approach (c.f [8]), which is more efficient than the approach of the paper [9].
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