, for a wide range of lunar sample compositions and maturity. A nearly identical power law is observed in M 3 reflectance data that have been independently corrected by using Diviner-based temperatures, confirming that this is a general reflectance property of materials that typify the lunar surface. These results demonstrate that reflectance at a thermally affected wavelength (2.54 μm) can be predicted within 2% (absolute) based on reflectance values at shorter wavelengths where thermal contributions are negligible and reflectance is dominant. Radiance at 2.54 μm that is in excess of the expected amount is assumed to be due to thermal emission and is removed during conversion of at-sensor radiance to reflectance or I/F. Removal of this thermal contribution by using this empirically based model provides a more accurate view of surface reflectance properties at wavelengths >2 μm, with the benefit that it does not require independent measurements or modeling of surface temperatures at the same local time as M 3 data were acquired. It is demonstrated that this model is appropriate for common lunar surface compositions (e.g., mare and highlands soils and pyroclastic deposits), but surface compositions with reflectance properties that deviate strongly from these cases (e.g., pyroxene-, olivine-, or spinel-rich locations with minimal space weathering) may require the use of more sophisticated thermal correction models or overlapping Diviner temperature estimates.
Introduction
The Moon Mineralogy Mapper (M 3 ) imaging spectrometer on board the Chandrayaan-1 mission measured radiance from the lunar surface at wavelengths between~0.5 μm and~3 μm, and these data have been used to derive reflectance spectra for much of the Moon . Understanding the spatial distribution and relative (if not absolute) abundance of minerals, impact products, and pyroclastic deposits in the lunar crust is critical for revealing the history of lunar evolution [e.g., Cahill et al., 2009; Dhingra et al., 2011; Klima et al., 2011; Mustard et al., 2011; Pieters et al., 2011; Cheek et al., 2013; Moriarty et al., 2013; Donaldson Hanna et al., 2014] . In this context, the data acquired by M 3 provide important spectral information for discriminating between mineral components that dominate the lunar surface, including pyroxene, plagioclase, olivine, and spinel by their unique Fe 2+ absorption features centered near 1 and 2 μm, 1.25 μm,
and Taylor, 1970; Saal et al., 2008; Clark, 2009; Pieters et al., 2009; Sunshine et al., 2009; McCubbin et al., 2010; Greenwood et al., 2011; Hauri et al., 2011; Liu et al., 2012; Saal et al., 2013] .
However, thermal emission from the lunar surface can have a significant influence on remotely sensed radiance and surface reflectance spectra derived from such data at wavelengths beyond 2 μm ( Figure 1a ) [Clark, 1979; Singer and Roush, 1985; Vasavada et al., 1999; Hinrichs and Lucey, 2002; Clark et al., 2011] . Indeed, mineral or hydration absorptions at wavelengths >2 μm can be modified or even masked by thermal emission contributions due to high daytime temperatures (e.g., >400 K near the lunar equator) [Singer and Roush, 1985; Clark, 2009; Combe et al., 2011; McCord et al., 2011] . Such thermal effects can alter the shape (e.g., apparent band center) of the 2 μm absorption caused by Fe 2+ in pyroxene M2 sites or tetrahedral Fe 2+ in spinel, features that are important for identifying the chemistry of these minerals [e.g., Burns, 1993] . As such, an accurate understanding of lunar surface composition and hydration state from M 3 data will be limited without first correcting for the contribution of thermal emission.
The importance of the thermal contribution in M 3 data has been previously recognized, but the initial estimates of these effects were only examined empirically due to the lack of independent measurements of lunar surface temperature acquired at the same local time as M 3 data were acquired [Green et al., 2010; Clark et al., 2011] . Indeed, other studies have recognized that early thermal correction models for M 3 data are insufficient for detailed analysis of the distribution of lunar surface water McCord et al., 2011] . In addition, current thermal correction models, such as the one that has been used to generate the M 3 Level 2 data in the Planetary Data System (PDS), may not be adequate for spectra with strong absorption bands at~2 μm Lundeen et al., 2011] .
Ideally, independent measurements of lunar surface temperature acquired at the same locations and local times as M 3 spectra could be used to estimate and then separate thermal emission from surface reflectance.
However, such data were not simultaneously acquired when radiance spectra were measured with M 3 .
Fortunately, the Diviner radiometer on board the Lunar Reconnaissance Orbiter (LRO) is capable of measuring and mapping lunar surface temperature and was launched shortly after Chandrayaan-1 [Paige et al., 2010a] . It has been suggested that lunar surface temperatures have no or negligible seasonal and annual variations due to the lack of atmosphere and the 1.5°obliquity of the Moon [e.g., Vasavada et al., 1999] , which implies Figure 1 . (a) Simulated effects of thermal emission applied to a laboratory reflectance spectrum of Apollo mare soil 10084. Kirchoff's law is assumed in this example, such that emissivity is determined by 1 reflectance. Thermal radiance is then calculated at several temperatures and added to the reflected component. It is clear that even at 300 K the apparent reflectance is higher than measured values at wavelengths >2.5 μm. Thermal effects are noticeable as strong increases in apparent reflectance with wavelength, and similar effects are observed in many M 3 spectra that have not been that variations in lunar surface temperature are dominated by differences in lunar local time for a given location. Thus, an alternative approach is to employ Diviner temperature products acquired at the same local time as M 3 data but not necessarily in the same season and/or year. However, it should be noted that the temperature may vary due to variations in solar distance and this effect will be largest at local noon near the equator, possibly up to several degrees.
In this study we examine potential thermal contributions in a subset of M 3 data by evaluating Diviner-based temperatures acquired at the same location and local time. Two different types of lunar surface temperature products are available from the Diviner data, including lunar surface brightness temperature derived from individual Diviner channels and surface bolometric temperature calculated from Diviner channels 3-9, where the latter may be closer to the average surface temperature [Paige et al., 2010b] . The temperatures derived from shorter wavelengths is more sensitive to the hotter surface components compared with temperatures derived from longer wavelengths due to surface roughness, especially at high incidence angles [Bandfield et al., 2015] . Thus, thermal contributions to M 3 data (2-3 μm) could still be underestimated when applying temperatures derived from the longer wavelength Diviner data (7.55-200 μm) . Both types of temperature products were examined in this study and are discussed below.
It has been noted that surface roughness on the Moon may cause brightness temperatures derived from shorter wavelengths (i.e., Diviner channel 3, 7.55-8.05 μm) to differ significantly from those derived from longer wavelengths (i.e., Diviner channel 9, 100-200 μm) when the solar incidence angle is greater than 40°-50° [Bandfield et al., 2015] . Consequently, the derived bolometric temperature from the Diviner channel 3-9 data (7.55-200 μm) may deviate from (underestimate) the "true" surface temperature that affects M 3 data in the 2-3 μm region at high solar incidence angles (i.e., > 40°-50°). This potential effect was also evaluated in the present study. Finally, strong thermal gradients may be present in the upper several millimeters of the lunar regolith due to the lack of an insulating atmosphere, and such gradients can have significant effects on thermal emission properties observed for the lunar surface [e.g., Conel, 1969; Logan and Hunt, 1970; Salisbury and Walter, 1989; Henderson and Jakosky, 1994; Vasavada et al., 1999; Donaldson Hanna et al., 2012] . However, the magnitude of this effect is currently poorly understood, and thus, the depth that is sensed at longer wavelengths compared to shorter wavelengths is not readily quantifiable. Additional laboratory reflectance and emissivity measurements of lunar materials under lunar-like conditions are necessary in order to quantify these complicating factors; thus, in this work vertical isothermality is assumed for the sensing depth of M 3 and Diviner.
Because not every M 3 pixel has an overlapping Diviner-based temperature acquired at the same local lunar time, we examined spectral properties and empirical relationships in visible and near-infrared laboratory reflectance spectra of Apollo soil, rock, mineral, and glass samples for which thermal emission is not present. These data were used to develop an empirical model for estimating thermal contribution in M 3 data, and we demonstrate below that this model is validated by reflectance properties observed in M 3 data that were independently corrected using Diviner-based surface temperatures. These results provide the foundation for development of a new thermal correction model for M 3 data that (1) should be valid for the majority of typical lunar soil compositions and that (2) does not require independent knowledge of surface temperature at the same local time as M 3 data were acquired.
Methods

Laboratory Visible and Near-Infrared Reflectance Spectra
Visible and near-infrared reflectance spectra for a wide range of Apollo soil and glass samples were used to examine the relationship between reflectance at wavelengths unaffected by thermal emission and those likely to be affected by thermal emission in M 3 data. The goal was to use spectra of actual lunar materials to determine if reflectance values at longer wavelengths could be accurately predicted based on observed reflectance values at shorter wavelengths. As discussed in detail by Clark et al. [2011] , reflectance values of lunar soils are strongly correlated at near-infrared wavelengths, and this is in part due to the effects of space weathering in the lunar surface environment [Pieters et al., 2000] . The result is that the reflectance value at one wavelength is often highly correlated to (or readily predicted from) the reflectance value at a different wavelength.
For this study we chose to examine a "short" wavelength at~1.55 μm because this wavelength lies outside of major iron absorptions and potential thermal effects in M 3 data are negligible at this wavelength even at maximum lunar surface temperatures ( Figure 1a) . A "long" wavelength of~2.54 μm was chosen for comparison because this wavelength position will contain a component of thermally emitted radiance for a relatively wide range of lunar surface temperatures (Figure 1a) . Because the Planck function shifts to shorter wavelengths with increasing temperature, adopting a long wavelength at a shorter position (<2.54 μm) would result in excess thermal radiance being identified for only a smaller subset of potential surface temperatures (skewed toward the warmest surfaces). An even longer wavelength could also be used, but 2.54 μm has the advantage that it lies outside of the fundamental OH/H 2 O absorptions (which typically start at ≥2.65 μm) and thus will not be affected by the presence of these absorbing species.
Spectra of Apollo soil and glass samples were included in the analysis to cover the dominant compositional and particle size variations expected at the lunar surface. We did not focus on spectra of Apollo rock and mineral samples in this study because it has been demonstrated that the lunar surface is dominated by regolith, the optical properties of which are controlled primarily by particles 10-20 μm in diameter [Pieters et al., 1993] , and the abundance of rock exposed on the lunar surface is generally estimated to be <5% [Bandfield et al., 2011] . However, laboratory spectra of lunar rocks and minerals at M 3 wavelengths were also examined to understand general spectral properties of these materials and are discussed below. All available reflectance spectra (0.3-2.6 μm, spectral resolution of 5 nm) for Apollo samples were obtained from the NASA Reflectance Experiment LABoratory (RELAB) facility database at Brown University [Pieters, 1983] . This produced a total of 559 soil and 28 glass-rich sample spectra in total, all measured with the RELAB bi-directional spectrometer, and reflectance values at 1.55 and 2.54 μm were extracted from each spectrum and plotted against each other (Figure 1b ). Longer wavelength FTIR data for each sample, as well as for lunar mineral separates and rocks, were also obtained from the RELAB database to assess spectral properties from~2 to 5 μm. RELAB sample and spectrum identifications are listed in Table S1 .
Analysis of Overlapping M 3 and LRO Diviner Data
Eight regions of interest on the Moon were identified for coanalysis of M 3 and Diviner data, with an emphasis on selecting areas that would span a range in optical maturity, albedo, solar incidence angle, latitude, and composition. The selection of these regions was limited in part to whether or not Diviner data acquired at the same lunar local time as overlapping M 3 data were publicly available at the time of the study. Our final study regions included two mare regions (Orientale and Moscoviense), three highland regions (Apollo 16 landing site, an optically fresh highland, and an optically mature highland), and three pyroclastic deposits (Sinus Aestuum, Humorum, and Aristarchus) (Figure 2 ).
The three types of regions of interest span the dominant compositional terrains on the lunar surface as well as a range in space weathering/maturity (as determined from the optical maturity (OMAT) parameter [Lucey et al., 2000] (see Figure 3 ). Pyroclastic deposits are very dark at visible and near-infrared wavelengths [e.g., Gaddis et al., 2003] , and Sinus Aestuum is of particular interest because this region exhibits the presence of spinel [Sunshine et al., 2010; Yamamoto et al., 2013] . Reflectance spectra of spinel show a much broader 2 μm absorption feature than is observed for pyroxene, which can result in lower reflectance values at 2.54 μm and may make the reflectance trends for spinel-rich regions deviate from those observed for more common lunar compositions.
Selection of M 3 Data
M 3 Level 1 radiance data were downloaded from the PDS and utilized in this study. M 3 data from all different optical periods were considered for this study, but we avoided those images acquired when the sensor was marked as "hot" [Lundeen et al., 2011] . For each research region, only a subset of one image cube is used to make the maximum variation of the solar incidence angle in this area no more than 1°, which is critical to obtain the best matched Diviner data at the same local time of a lunar day (see section 2.2.2).
All M 3 images were registered to the planetocentric coordinate system as that used for Diviner data (PDS The minimum and maximum solar incidence angles in the M 3 data were used as inputs for the search box "Filter by emission, Solar Incidence, and Solar Azimuth Angles" in the query tool, and we did not specify the emission angle and the solar azimuth angle inputs. The reason we do not use the emission angle as a criterion is that the observation geometry of M 3 and many Diviner data is primarily nadir [Paige et al., 2010a; Green et al., 2011] and Diviner images were also compared to visually confirm that the data were acquired at the same lunar local time. 
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For Diviner data that met these search criteria, radiance data for channels 3-9 were downloaded and used to calculate the bolometric temperature based on the procedures described in the supporting information of Paige et al. [2010b] . Brightness temperature data for Diviner channel 3 were also downloaded to investigate effects due to potential nonisothermal behavior (i.e., wavelength-dependent surface temperatures), which may be due in part to small-scale roughness effects at the lunar surface [Vasavada et al., 2012; Bandfield et al., 2014 Bandfield et al., , 2015 .
Empirical Thermal Correction Model Using Kirchoff's Law
The radiance, L, at each wavelength channel (band) measured by a satellite instrument such as M 3 can be expressed as
where L r = J/π * R is the reflected radiance in which R is the bidirectional reflectance without thermal effects, J is the solar irradiance spectrum, L T = L bb (T)*E is the thermally emitted radiance, E is the emissivity, and L bb (T) is the Planck function for a blackbody at temperature, T. Assuming Kirchhoff's law, E = 1 À R, equation (1) can be rewritten as
In equation (2), only R and T are unknown. If the reflectance is known for a given band, then the temperature can be solved from equation (2), and vice versa. As mentioned above, we examined the correlation between laboratory reflectance spectra of Apollo samples at two wavelengths (equivalent to two M 3 bands) that do not coincide with major absorption features. The short wavelength band should be free of thermal effects, whereas the long wavelength band might contain thermal contributions depending on the specific lunar surface conditions. Any observed empirical correlation ( Figure 1b ) can be applied to M 3 data to predict the reflectance of a long wavelength band that might be affected by thermal emission, and this predicted reflectance value can be inserted into equation (2) in order to estimate the surface temperature (and its associated radiance contribution) at this wavelength. If the observed reflectance value is identical to or lower than the predicted value then it can be assumed that there is no thermal contribution to that spectrum.
The derived temperature can then be reinserted in equation (2) to solve for the reflectance values at all other wavelengths. The result is a thermally corrected reflectance spectrum for the wavelength region of interest. A primary assumption of this simple model is that the portion of a surface that is actually sensed within an M 3 pixel is effectively isothermal at these wavelengths, an effect that is discussed below. An alternative approach would be to solve equation (2) by using independent Diviner-based estimates of surface temperature. Trends in reflectance values between short and long wavelength M 3 data that are thermally corrected based on this approach could then be compared with the trends observed in the laboratory spectra of lunar samples. Both approaches were evaluated as part of this study, and results are presented in section 3.
Radiative Transfer-Based Thermal Correction Model
Radiative transfer models can also be used to estimate and then remove thermal contributions, but these differ from the empirical approach described above in terms of how the L T term is treated in equation (1).
In radiative transfer models such as those of Hapke [2005] , multiple scattering effects of the upwelling thermal emission are accommodated, which may be a more accurate representation of potential thermal effects compared with models based solely on Kirchhoff's law (section 2.3) [Hapke, 2005] . For a radiative transfer-based approach we adopt the expression Hapke [2005] ) for the thermal emission, where ω is the single scattering albedo, H(ω, μ) is the multiple scattering function for the upwelling energy, μ is cosine of the emergence angle, and T is the Divinerbased surface temperature. Thus, equation (1) can be rewritten as
To compare our results with publicly released M 3 reflectance data [Lundeen et al., 2011] it was necessary to have the output be the radiance factor, R f , which can be expressed by equation 36 in Hapke [1981] :
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where μ 0 is the cosine of incidence angle, B(g) is the back scattering function, P(g) is the phase function, and g is the phase angle. The parameterization of B(g), P(g), H(ω, μ), and H(ω, μ 0 ) used in this study is the same as that of Li and Li [2011] .
Substituting into equation (3), L Sat can then be written as
Viewing geometry (i, e, and g) for each pixel is stored in the M 3 observation files; thus, it is straightforward to solve for the only unknown parameter, ω, in equation (5) if T is known. Once ω is known it is then possible to use equation (4) to calculate the radiance factor without the contribution of thermal emission. It should be noted that we do not use the statistical "polishing" step when processing the M 3 radiance data in this study as has been done by the M 3 team because this may alter absorption features at 1000 nm and 2000 nm [Lundeen et al., 2011] . Small differences between our reflectance spectra and Level 2 M 3 spectra can be attributed to this difference.
Photometric and Topographic Corrections for M 3 Data
It is necessary to apply several photometric and topographic corrections to the reflectance values produced by our models in order for direct comparison to M 3 Level 2 data available in the PDS, and the methods used in this study were the same as those used by the M 3 team [Lundeen et al., 2011] . To account for topographic effects, the solar incidence (i) and emergence (e) angles need to be recalculated by incorporating the solar azimuth angle (sa), M 3 sensor azimuth (ma), pixel facet slope (s), and facet aspect (p) [Lundeen et al., 2011] :
where i′ and e′ are the topographically corrected solar incidence and emergence angle, respectively. The values for i, e, sa, ma, s, and p can be found in the M 3 observation files associated with each spectral data file.
When deriving the single scattering albedo, ω, with equation (4), the values for i′ and e′ are used to account for the topographic effects.
The Lommel-Seeliger model has been used for M 3 photometric correction following the same approach that was done for Clementine spectral data [Hillier et al., 1999; Buratti et al., 2011; Lundeen et al., 2011] . M 3 reflectance (radiance factor) data after topographic correction are normalized to a "standard" viewing geometry at i = 30°, e = 0°, and g = 30°with the photometric correction model
where R f À corrected is the reflectance after topographic and photometric correction, R f is the reflectance after topographic correction, and f is the phase function whose values are derived from M 3 radiance data with the Lommel-Seeliger model Lundeen et al., 2011] . The f values can be found in the PDS M 3 Level 2 release. Applying these corrections to our calculated reflectance spectra allows for direct comparison with the publicly available Level 2 M 3 reflectance spectra, with the exception that we have not used the statistical polish, as discussed above.
Results
Laboratory Reflectance Spectra of Lunar Samples
Reflectance values at 1.55 μm and 2.54 μm as observed in laboratory reflectance spectra for the 587 lunar soil and glass samples are presented in Figure 1b . It is clear that there is a strong and slightly nonlinear correlation between reflectance values at these two wavelengths. The relationship is best fit by the power law R 2:54 ¼ 1:124R 0:8793 1:55 . This demonstrates that the reflectance at a wavelength potentially affected by thermal emission in M 3 data can be predicted based upon the observed reflectance at a shorter wavelength where thermal emission is negligible. We demonstrate below that a similar power law trend is observed in the M 3 data that were independently corrected by using Diviner-based temperatures. Therefore, we explore below how this power law can be used to predict the reflectance at 2.54 μm and used in conjunction with the
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The temperatures associated with this empirical correction can also be compared to surface temperatures estimated from Diviner data.
Although the power law trend is based on a finite number of laboratory spectra (and thus a finite number of compositions), it is important to note that this data set includes a wide range of lunar compositions. This includes highland soils, mare soils, soils that range in maturity/degree of space weathering, and pyroclastic glasses; individual phases within these samples include pyroxene, olivine, plagioclase, metal, glass, agglutinates, submicroscopic iron, and Fe/Ti-oxides, to name a few. Such materials, and Apollo highland and mare soils in particular, are expected to be volumetrically dominant at the optical surface of the Moon; thus, we hypothesize that a similar power law trend may exist in most thermally corrected M 3 reflectance spectra.
However, M 3 pixels that are extremely pyroxene-, olivine-, or spinel-rich and that have minimal space weathering may deviate from this trend.
Thermal Correction of M 3 Data Using Diviner-Based Temperatures
We applied the radiative transfer thermal model described above to M 3 data for the eight different regions of interest shown in Figure The results for the three different surface types (highland, mare, and pyroclastic) are discussed below. Temperature "maps" from Diviner data were overlain on gray scale images of band 85 from overlapping M 3 images, which were visually examined to qualitatively check that solar incidence was similar between the two data sets (M 3 band 85 is typically dominated by thermal radiance when such effects are present in the data). We confirmed that in all cases the shadowed regions observed in M 3 data were regions of low temperature in Diviner data and regions of high illumination in M 3 corresponded to higher Diviner temperatures.
For each region of interest we also present example reflectance spectra to show how the reflectance features differ between M 3 spectra that have been thermally corrected with Diviner T Bol values, the publicly available M 3 Level 2 reflectance data, and M 3 I/F data (with no thermal correction). The reflectance at band 49 (1.55 μm)
was also plotted against reflectance at band 74 (2.54 μm) for M 3 data that were thermally corrected with the Diviner T Bol values. This was done to see if the thermally corrected lunar surface spectra exhibited a similar trend as observed in the Apollo sample spectra presented in Figure 1b .
Thermal Correction Results for Mare Regions
The two selected mare regions, Mare Moscoviense and Orientale, are presented in Figure 5 . Comparison of illumination, shadows, Diviner T Bol values, and M 3 radiance data shows that the two data sets were collected at the same local time (the maximum difference between their solar incidence angle is less than 1°according to our searching criteria, as described above). A plot of Diviner T Bol and channel 3 brightness temperature versus temperature estimates from the thermal correction used to generate M 3 level 2 data (Figure 4 ) demonstrates that the latter are typically underestimated by ≤30 K and ≤15 K for Orientale and Moscoviense, respectively. In contrast, the temperature derived from our empirical model matches well (mostly <5 K) with the Diviner T Bol and channel 3 brightness temperatures (Figure 4 ). This indicates that surface temperatures associated with the thermal correction used for M 3 Level 2 reflectance data are highly conservative compared with Diviner-based temperatures and generally underestimate the radiance due to thermal emission in mare regions under these illumination conditions.
To compare uncorrected (I/F) M 3 reflectance spectra with thermally corrected Level 2 reflectance data (PDS) and spectra corrected by using our T Bol -based model, we randomly selected two pixels from each region. One pixel was selected to correspond to a "bright" region (higher reflectance value at 750 nm), and one pixel was selected from a "dark" region (lower reflectance value at 750 nm). These locations are highlighted by arrows in Figure 5a , and the corresponding reflectance spectra are presented in Figure 5b . The Diviner T Bol for the
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bright pixel in Orientale is 319 K, whereas the thermal correction model for M 3 Level 2 data predicts a surface temperature of 0.1 K, indicating that there is no thermal contribution for this pixel at these wavelengths. However, when the Diviner T Bol is used in the radiative transfer thermal model the resulting reflectance spectrum exhibits a downturn at wavelengths >2.7 μm, indicating that an OH stretching absorption may be present in this region. 
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The Diviner T Bol for the dark pixel in Orientale is 309 K, whereas the value predicted from the M 3 Level 2 thermal correction is 292 K (Figure 5b ). The spectrum that was thermally corrected with the Diviner T Bol (dashed blue spectrum) deviates downward beyond~2.7 μm relative to the M 3 Level 2 spectrum due to this 17 K difference in temperature, though no evidence for a distinct absorption is present in either thermally corrected spectrum. The bright and dark pixel spectra for Moscoviense also exhibit a stronger downturn at long wavelengths when corrected using the Diviner T Bol values.
The I/F spectrum for the dark pixel in Moscoviense exhibits a strong positive slope starting at~2 μm that is due to strong contributions of thermal emission (Figure 5b , dashed red line). After thermal correction, both the M 3 Level 2 spectrum and the T Bol -corrected spectrum show an absorption starting at~2.7 μm. The temperature difference between Diviner T Bol and M 3 Level 2 is only 1 K for this example, yet using the former yields a clear increase in absorption strength. This may be a result of the fact that our radiative transfer thermal correction model uses a multiple scattering term in the component of thermal emission, which was not and dark (at 750 nm) pixels, respectively, where the example spectra were collected. (b) Comparison between M 3 IoF, Level 2 reflectance spectra, and M 3 spectra thermally corrected with the Diviner bolometric temperature and the radiative transfer model for the mare regions. Examples are shown for bright and dark pixels, corresponding to white and black arrows in Figure 5b . (c) The reflectance at band 74 (2.54 μm) and 49 (1.55 μm) of M 3 data that were thermally corrected by using Diviner bolometric temperatures at the two mare regions. The best fit power law observed for spectra of the Apollo and Luna samples (see Figure 1b ) is shown as a solid gray line for comparison. The dashed gray lines represent ±2% offset lines. Note that M 3 data corrected with independent Diviner temperatures exhibit a trend similar to lab spectra of returned samples.
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considered in the empirical model of Clark et al. [2011] that was used to produce the M 3 Level 2 data. In other words, even using the same temperature, the radiative transfer model might remove more thermal contribution than the previously used empirical model. Alternatively, the difference in the spectra could indicate that when lunar surface temperature is high even a 1°differ-ence in temperature can cause a large difference in thermal emission, which is not unexpected given that these wavelengths are on the short wavelength edge of the Planck function for common lunar surface temperatures. Moscoviense to demonstrate differences in thermally corrected spectra due to different models (simple Kirchoff's law versus radiative transfer approach) and a temperature difference of 1 K. As described above, even the same input temperature will yield different (lower) reflectance values at long wavelengths if a Hapke-based radiative transfer model is used (compare solid blue line with solid green line in Figure 6 ). Because the radiative transfer model associates more of the observed radiance with thermal emission (due to scattering effects), the empirical model based solely on Kirchoff's law may be considered a more "conservative" approach in the sense that it will tend to yield weaker OH/H 2 O absorptions at the longest wavelengths. It is also clear from Figure 6 that a temperature difference of 1 K has a strong effect on reflectance values at the longest wavelengths for this particular temperature range (378-379 K) regardless of which model is used. This is because these temperatures correspond to the steep, short wavelength edge of the Planck function at these wavelengths. Higher or lower temperatures that are not associated with the steepest part of the Planck function would have weaker effects on reflectance values at these wavelengths for a similar 1 K difference.
Reflectance values at 1.55 μm and 2.54 μm from the M 3 spectra that were thermally corrected using the radiative transfer model based on the independently measured Diviner T Bol values are presented in Figure 5c . The empirical power law regressed from laboratory reflectance spectra for lunar samples (Figure 1b) is also shown for comparison, along with the dashed lines that represent an offset of ±2% absolute reflectance. This comparison demonstrates that reflectance values for nearly all M 3 pixels corrected using Diviner T Bol values fall
within ±2% of what would be predicted based on the power law shown in Figure 1b . The average incidence angle (i) for the M 3 data is also listed for each region (Figure 4) , which is roughly similar to the phase angle (Figure 5c ).
Thermal Correction Results for Highland Regions
Three highland regions were selected to include an optically fresh highland region (based on OMAT [Lucey et al., 2000] ), an optically mature highland region, and the highland region near the Apollo 16 landing site.
Results are presented in Figure 7 , following the same format as the results for mare regions discussed above ( Figure 5 ). As with the mare examples, the temperatures estimated from the M 3 Level 2 thermal correction are significantly underestimated compared to the Diviner T Bol and channel 3 brightness temperatures (Figure 4 ). This effect is stronger for the optically mature highland region compared with the Apollo 16 highland region, though in both cases it appears likely that nearly every M 3 Level 2 spectrum has not accounted for enough thermal emission. In contrast, the temperatures derived from our empirical model (which uses the power law described above in conjunction with the model described in section 2.3) are much closer to the Diviner T Bol and channel 3 brightness temperatures, although values for some pixels are lower by 5-10 K (Figure 4) . (Figure 4 ), yet many of the Diviner T Bol values are well within the temperature range for which thermal effects should be present at wavelengths >2 μm. The effect that this strong difference in temperature has on the derived reflectance spectra is evident in Figure 7b , particularly for the bright pixel in the optically immature highland region. For this example, there is effectively no difference between the M 3 I/F spectrum and the Level 2 spectrum (red versus black spectrum in Figure 7b ; small differences are due to our exclusion of the polishing step in M 3 processing). However, when the Diviner T Bol is used in the radiative transfer thermal correction it is clear that there is a downturn (absorption) at wavelengths >2.7 μm.
The comparison of M 3 band 49 (1.55 μm) with band 74 (2.54 μm) in Figure 7c demonstrates that the thermally corrected M 3 spectra based on the Diviner T Bol values exhibit similar reflectance properties as the laboratory spectra of Apollo and Luna samples. Spectra from the Apollo 16 and optically mature highland region span a relatively narrow range in reflectance values for these two wavelengths, whereas reflectance values for the optically immature region span an extremely large range. In all cases the vast majority of values are within ±2% absolute reflectance of what would be predicted based on the power law derived from the laboratory spectra. Also shown are results for the optically mature highland region in which the surface brightness temperature derived from Diviner channel 3 (C3) were used in the radiative transfer thermal model instead of the 
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T Bol values. The results from these two temperature estimates are effectively indistinguishable for this region.
The reason for this test of different Diviner temperatures (T Bol versus C3) and the significance of these results are described below.
Thermal Correction Results for Pyroclastic Deposit Regions
Pyroclastic deposits near Humorum, Aestuum, and Aristarchus were selected as regions of interest to represent lunar surfaces with low albedo and likely high volcanic glass content [Gaddis et al., 2003] . Results for these regions are presented in Figure 8 and are qualitatively similar to results for mare and highland regions.
Temperatures derived from the M 3 Level 2 thermal correction are commonly underestimated compared with Diviner T Bol and channel 3 brightness temperatures (Figure 4 ). Most pixels in the three pyroclastic deposits were underestimated by 10-20 K in current M 3 Level 2 data, whereas the empirical model presented here yields temperatures that are closer to (mostly within <5 K) Diviner T Bol and C3 values ( Figure 4) .
As with the mare and highland examples, using the Diviner T Bol values in the radiative transfer thermal correction model results in removal of more radiance that is attributed to thermal emission, which then results in lower reflectance values at wavelengths >2 μm (Figure 8b ), compared with current M3 Level 2 spectra. Thermal emission effects are particularly noticeable in the M 3 I/F examples (red spectra) for Aestuum, where
Diviner T Bol values approach~390-400 K. Even though the temperatures derived during the M 3 Level 2 thermal correction are also high (380-391 K), the resulting reflectance spectra still exhibit a slight upturn at the longest wavelengths. Though not definitive, this spectral shape suggests that thermal contributions may still be present in those data. A similar effect is observed in the examples for Aristarchus, where the M 3 Level 2 
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spectra retain a noticeable curvature (increase in spectral slope with increasing wavelength) at the longest wavelengths, an effect that is not observed in laboratory spectra of lunar soils or rocks (Figure 12 ). This effect (spectral curvature) is reduced even further when the Diviner T Bol values are used in the thermal correction (red spectra).
A plot of reflectance at 1.55 μm versus 2.54 μm for the thermally corrected M 3 spectra (based on the Diviner temperatures) shows similar results as was observed for the mare and highland examples (Figure 8c ). When using the Diviner T Bol values, the resulting thermally corrected reflectance spectra in the pyroclastic regions exhibit similar trends as those observed in laboratory reflectance spectra. This is perhaps not unexpected given that our analysis of laboratory spectra indicated lunar soils and pyroclastic glassbearing samples exhibited similar spectral trends at these wavelengths ( Figure 1b) . Similar to the highland example, the results for Aestuum were effectively indistinguishable when brightness temperatures derived from Diviner channel 3 were used instead of T Bol values (bright and dark green crosses in Figure 8c ), which is not unexpected given that the lunar surface is largely isothermal at small incidence angles [Bandfield et al., 2015] . The reflectance value at 2.54 μm for nearly all thermally corrected M 3 spectra in these regions is within ±2% of the value that would be predicted based on the laboratory-derived power law, and most values are within ±1%. Though this general statement is true for Aestuum, we note that the reflectance values at 2.54 μm for this region are systematically lower than what would be predicted based on the power law. This means that the thermal contribution for most M 3 data at Aestuum would be underestimated if using the empirical best fit power law trend.
Discussion and Significance
Uncertainties in Temperature Due to Mismatch in Solar Incidence Angle
As mentioned above, we did not search Diviner data to match M 3 data at the lunar local time pixel by pixel, but rather by small areas, which leads to a potential 1°maximum mismatch in solar incidence angle between the two data sets. A one-dimensional thermal model was used to evaluate the potential uncertainty in surface temperature that this may cause. Specifically, the two-layer thermal model constructed by Mitchell and De Pater [1994] and further extended to the lunar case by Vasavada et al. [1999] was applied in this study, and a finite difference algorithm was used to derive the solutions [Crank, 1975] . Surface temperatures were modeled for several different latitudes, including the equator, tropics, and polar regions.
The lunar surface daytime temperature profile as a function of solar incidence angle is plotted in Figure 9a for several different latitudes. A derivative of the temperature profiles along the solar incidence angle provides 
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the temperature gradient per degree of solar incidence angle and is presented in Figure 9b . The temperature shown in Figure 9a is based on the integrated radiance over a wide wavelength range and is thus most similar to Diviner T Bol values. The derivatives for the temperature profile curves show that the maximum temperature difference caused by a 1°offset in incidence angle will be~2.5 K. This value occurs at high incidence angles (60°) at equatorial and tropical latitudes. In contrast, high incidence angles at high latitudes result in a potential temperature difference of~1.3 K.
These results demonstrate that the largest temperature differences induced by uncertainties in incidence angle will occur at low latitudes and high incidence angle. In the case of M 3 , which was pointed nadir, this would be similar to data acquired at high phase angles at low latitudes. However, the vast majority of M 3 data for low latitude and midlatitude were acquired under low phase (low incidence) angles (Figure 10 ). Although this is a relatively simple thermal model and we do not take into account local effects of topography (which can lead to locally high incidence angles), the net result is that potential temperature differences between Diviner T Bol values and surface temperatures at the exact time of M 3 data acquisition are likely on the order of 1-2 K (Table 1) , with the higher values applying to regions of high local incidence angle at low latitudes. Indeed, some of the scatter in the reflectance trend plots (Figures 5c, 7c , and 8c) may result from this type of temperature discrepancy, though this cannot be definitively proven without independent surface reflectance or temperature measurements.
Assessing Potential Under/Overcorrection of M 3 Data
Checks on Spectral Properties of Corrected M 3 Data
A check that can be performed on M 3 data to determine if too much thermal contribution has been removed (which would give rise to false absorption features) is to examine the shape of the resulting reflectance Journal of Geophysical Research: Planets 10.1002/2016JE005035 spectrum from~2.5 to 2.9 μm. Structural or adsorbed OH/H 2 O gives rise to absorptions with a short wavelength edge that commonly begins near~2.65-2.7 μm, where this edge is represented as a rapid decrease in reflectance (i.e., it often has a sharp edge, particularly for OH and/or materials with low water contents). This is observed in laboratory spectra of hydrated glasses, clay minerals, zeolites, sulfate salts, and other hydrated materials [e.g., Milliken, 2006, and references therein] . Similarly, hydration absorptions observed in the RELAB FTIR spectra for lunar glasses and soils, some of which is likely due to surface-adsorbed OH/H 2 O, also begin near~2.6-2.7 μm. Therefore, if corrected M 3 reflectance spectra exhibit a downturn in reflectance at wavelengths <2.65 μm, then it is likely that too much thermal contribution has been removed from the data.
This spectral property can be observed in the RELAB FTIR spectra of Apollo and Luna samples, which consists of 45 mineral separates, 84 rock samples, and 149 soil samples. The downturn (decrease in reflectance) for the water band in these samples all begins near 2.68 μm (2σ = 0.055) (Figure 11a and Table S2 ). If the downturn of a thermally corrected M 3 spectrum begins at a wavelength shorter than~2.65 μm then it is likely that too much thermal contribution has been removed. To avoid this potential overcorrection when implementing our empirical model, if the initially corrected M 3 spectrum exhibits a downturn at a wavelength <2.65 μm then we allow the trend line 1.55 μm + n * 0.001, where n is the iteration number) until any potential downturn occurs beyond~2.65 μm. If no downturn or absorption is present in the initially corrected spectrum then this step is skipped. This check is designed to account for M 3 pixels whose actual 1.5 versus 2.54 μm reflectance trend may lie above the best fit power law described above, in which case they may be susceptible to overcorrection.
We also apply a second threshold in an attempt to prevent the underestimation of thermal effects in our empirical model. The slope of the spectral continuum between~2.7 and 2.9 μm is typically smaller than the slope of the spectral continuum from 1.5 to 2.9 μm for Apollo and Luna samples, regardless of whether they are anhydrous or "wet" (Figure 11b ). In other words, the spectral slope does not tend to increase strongly with increasing wavelength for lunar samples, which means that the difference of the 2.7-2.9 μm and 1.5-2.9 μm slopes is commonly a negative value (Figure 11b ). If thermally corrected M 3 spectra exhibit a difference in slopes that is greater than zero it is possible that there is still thermal contribution to the spectrum. We implement this check in our model such that if the difference in slope after the initial correction (based on the best fit power law) is greater than 0.2 (note that all laboratory data are <0.15 in Figure 11b ), then the trend line R 2.54 μm = 1.124 * R 0.8793 1.55 μm will be allowed to decrease incrementally by 0.001 (R 2.54 μm = 1.124 * R 0.8793 1.55 μm -n * 0.001, where n is the iteration number) until the difference between The difference between the spectral continuum slope from 2.7 to 2.9 μm and the slope from1.5 to 2.9 μm for lunar samples. The continuum endpoint at 1.5 μm is determined as the maximum reflectance point between 1.4 and 1.6 μm. The RELAB identifications for the spectra corresponding to the points in these plots are listed in Table S2 .
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the two continuum slopes is less than this value. This check is designed to account for M 3 pixels whose actual 1.5 versus 2.54 μm reflectance trend may lie below the best fit power law, in which case they may be susceptible to undercorrection.
Effects of Anisothermality
Previous Diviner-based studies that have examined lunar surface temperatures, such as those of Vasavada et al. [2012] and Bandfield et al. [2015] , have noted that surfaces on the Moon are likely to be represented by a distribution of temperatures rather than a single, uniform temperature. Such anisothermality will be strongly influenced by small-scale topography and incidence angle [Bandfield et al., 2014 [Bandfield et al., , 2015 . As an example, a rough surface that is illuminated at high incidence angles will have a larger fraction of shadowed (and thus colder) or partly illuminated components compared to a similar surface illuminated at low incidence angles. Because the lunar regolith is highly insulating, these illumination effects can lead to very strong gradients in temperature over short length scales. An outcome of this effect is that a surface temperature derived from radiance observed at a longer wavelength is likely to be lower than the surface temperature that would be derived based on radiance at a shorter wavelength [Bandfield et al., 2015] .
In practical terms this means that our use of Diviner T Bol values may be underestimating the true thermal emission contribution at the shorter wavelengths that we are correcting in the M 3 data set. This effect was discussed by Bandfield et al. [2015] , where it was shown that surface brightness temperatures estimated from Diviner data are likely to vary depending on which channel is used, and the shorter wavelength channels will tend to yield higher estimates of surface temperature. However, such temperature differences are primarily a function of incidence angle for a given surface roughness, with the effect being stronger as incidence angle increases. Anisothermality is relatively weak for incidence angles <40°, and expected wavelength dependency of brightness temperature due to surface roughness is likely negligible at i ≤ 30° [Bandfield et al., 2015] .
Therefore, the conditions under which anisothermality is likely to be most manifest in M 3 radiance is for data acquired at high incidence angles, which will occur in the early morning, late afternoon, and at high latitudes (i.e., >~40°). However, the vast majority of M 3 data are acquired under conditions for which anisothermality is likely not a major factor. Data at equatorial and midlatitudes was typically acquired during late morning or early afternoon, when incidence angles were ≤30°( Figure 10 ) and wavelength dependency of brightness temperature is minimal. Incidence angles for M 3 data are progressively higher at higher latitudes, but surface temperatures are lower for these regions and thermal contribution to M 3 data is typically absent or very weak .
Anisothermality is certainly important for lunar surfaces, but for the reasons stated above it is not expected to be a major issue for the wavelength range of the M 3 data for the particular conditions under which most of those data were acquired. However, in order to test this hypothesis we evaluated the radiative transfer thermal model by using the Diviner channel 3 surface brightness temperatures for the optically mature highland region and the Sinus Aestuum pyroclastic region. As shown in Figures 7c and 8c , and as noted above, the reflectance trends in the thermally corrected spectra are extremely similar regardless of whether channel 3 or T Bol values are used, which is in accordance with the small differences (typically <5 K) between Diviner channel 3 brightness temperature and T Bol values at these locations (Figure 4 ). The Diviner channel 3 temperatures are typically slightly higher than the T Bol values, as expected for a slightly anisothermal surface. The result of using the C3 temperatures in the radiative transfer model would thus be a slight increase in the thermal removal, but the differences that this yields in the corrected reflectance spectra are extremely small and well within the ±2% scatter in absolute reflectance that characterizes the data set as a whole. This is observed for both test regions, which vary substantially in incidence angle (i = 8°for Aestuum and i = 53°for the optically mature highlands).
In summary, lunar surfaces are expected to be anisothermal under a range of illumination (and roughness) conditions, but the illumination conditions under which these effects are strong are not typical for the M 3 data set. This is confirmed based on the minor differences between the Diviner channel 3 brightness temperature and T Bol values, and consequently in our results when channel 3 temperatures are used instead of T Bol values. Wavelength-dependent temperature effects are expected to be much stronger at low latitudes for data acquired in the early morning or late afternoon when incidence angle is higher, but such cases are relatively rare in the global M 3 data set ( Figure 10 ). Regardless, even if such effects are still present in our thermally corrected reflectance spectra, the implication is that our model has not removed enough thermal
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contribution at the shorter M 3 wavelengths and is therefore a conservative approach with respect to estimates of surface temperature.
We also note that additional thermal removal would lower the reflectance values at wavelengths >2 μm even further, which would cause the M 3 surface reflectance spectra to deviate strongly from reflectance trends that typify the actual reflectance properties of returned lunar samples (thus violating the constraints described in section 4.2.1). In other words, although it may be fortuitous that the 1.55 versus 2.54 μm reflectance trends observed in our thermally corrected (Diviner based) data are the same as the lunar samples, we consider this unlikely given that the Apollo soils are generally regarded as being representative of materials that typify the lunar surface in terms of particle size and composition. However, we stress again that pixels which represent compositions that differ strongly from typical lunar soils, such as very pyroxene-, spinel-, or olivine-rich pixels or pixels that lack effects of space weathering, may require a more detailed thermal correction model to retrieve accurate surface reflectance properties at the longest M 3 wavelengths.
Effects of ±0.02 Offset on Thermally Corrected M 3 Spectra
As discussed above, the majority of M 3 pixels within our eight study regions that were corrected by using independent Diviner temperatures lie within ±0.02 absolute reflectance of values at 2.54 μm predicted by the best fit power law. The spectral checks discussed in section 2.4.1 are designed in part to account for these potential deviations, but it is also worth evaluating the effects that these offsets can have on the resulting spectra. Figure 12 presents spectra for two example pixels for each study region. For each case a spectrum is shown for the original M 3 I/F values, the current M 3 Level 2 spectra, the corrected spectrum that results from our best fit power law as used in the empirical model, and cases where we use a +0.02 and À0.02 offset to the best fit power law (corresponding to potential undercorrection and overcorrection, respectively).
Temperatures associated with each case are listed, as are Diviner T Bol and C3 temperatures. Examples in the left column of panels correspond to cases where temperatures associated with the nominal (best fit power law) empirical model are lower than Diviner T Bol and/or C3 values, whereas examples in the right column of panels correspond to cases where empirical model temperatures are at, between, or slightly above Diviner T Bol and C3 values.
Overall, the shape of spectra that were thermally corrected with the trend R 2.54 μm = 1.124 * R 0.8793
1.55 μm À 0.02 (blue lines in Figures 12a-12c ) commonly exhibit evidence for overestimation of thermal effects (the hydration absorptions begin at wavelengths shorter than~2.65 μm), as expected for this offset. In contrast, the shape of spectra that were thermally corrected with R 2.54 μm = 1.124 * R 0.8793 1.55 μm + 0.02 (brown lines in Figures 11a-11c ) exhibit characteristics indicating underestimation of thermal effects, as suggested by both the lower temperatures compared with Diviner measurements and the strong increase in spectral slope at wavelengths greater than~2.7 μm when compared with spectra of Apollo samples at the same wavelength region (Figure 13 ).
We note that in nearly all cases the nominal empirical model (including the spectral checks described above) yields temperatures that are largely consistent with Diviner T Bol and/or C3 values (Figure 4) , as well as spectra whose shapes and general properties are in accordance with laboratory spectra of lunar materials ( Figure 13) . As with any model there remain uncertainties with the empirical model presented here, and it is likely that some M 3 pixels will remain overcorrected or undercorrected with this approach, particularly those pixels corresponding to surfaces whose spectral properties deviate strongly from the best fit power law trend in Figure 1b . However, the thermal correction model and results presented here for the M 3 data set suggest that the empirical model is likely sufficient for evaluating regional and global trends in surface reflectance properties, where small-scale topographic variations are averaged out and for which major compositional units (e.g., highland, mare, and pyroclastic soils) are represented in the lunar sample collection.
It should be noted that reflectance studies concerned with smaller-scale topography, where local incidence angles may be high and thus anisothermality may be more important, may require a more sophisticated model that accounts for these issues. Apparent differences in composition (or hydration features) between a sunlit and partially shadowed wall of a crater, for example, should be interpreted with care. We note, though, that it is not entirely clear that small-scale roughness and the anisorthermality that it introduces will necessarily always have a significant effect at M 3 wavelengths. Areas in shadow within a given pixel will not contribute directly reflected solar radiation to the sensor (only scattered photons), and because they are in shadow these areas would also likely be at low temperatures that do not contribute thermally emitted Level 2 spectra (and associated temperature) from the PDS. The green color indicates the spectra and associated temperature based on the empirical model and best fit power law. The dark red color indicates the spectra and associated temperature assuming a +0.02 offset to the best fit power law. he The blue color indicates the spectra and associated temperature assuming a À0.02 offset to the best fit power law. See Figure 15 for additional effects on temperatures of M 3 pixels when considering the ±2% offset. Differences between some M 3 Level 2 spectra and all other spectra in a given plot are due to the use of a statistical polisher in processing of the former (see text for details); this effect is more pronounced at higher reflectance values because it is multiplicative.
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radiance in the 2-3 μm wavelength region. Therefore, the presence of shadows may simply reduce the overall radiance signal observed by the M 3 sensor (perhaps proportional to the fraction of surface within a pixel that is shadowed), but it may not always introduce a wavelength-dependent thermal emission effect.
Significance of Thermal Correction Results
The results presented above demonstrate that (1) temperatures associated with current M 3 Level 2 data available in the PDS are significantly lower than Diviner-based temperatures and thus are too conservative with respect to thermal correction, as indicated in McCord et al. [2011] and Combe et al. [2011] ; (2) laboratory reflectance spectra of lunar samples exhibit a strong relationship in reflectance values at 1.55 and 2.54 μm; and (3) M 3 reflectance spectra exhibit similar reflectance trends when corrected using a radiative transfer approach with independently estimated surface temperatures from Diviner. The significance of these findings is that the reflectance trend observed for laboratory spectra of lunar samples appears to be a fundamental characteristic of lunar surface reflectance spectra for materials that dominate the lunar optical surface at regional and global scales (e.g., highland, mare, and pyroclastic soils). As such, the observed power law trend can be used to apply an empirical thermal correction model to the M 3 data set, as described in section 2.3, without the need for overlapping Diviner data acquired at the same local lunar time of day. Level 2 spectra at Sinus Aestuum (black spectra, middle plot of Figure 8c ). The absorption is apparent in part because of an increase in reflectance at the long wavelengths, giving the appearance of a local minimum near 2 μm. In standard band depth (absorption strength) calculations it is necessary to define an absorption by choosing a local reflectance maximum on both the short and long wavelength sides of a feature (that is, the user defines the spectral continuum) [Clark and Roush, 1984] . In the spectra for Aestuum there appears to be a local maximum near~2.85 μm, which could be chosen as the long wavelength end of the spectral continuum and thus yield a positive band depth value for what appears to be a~2 μm absorption. However, the same spectra that were thermally corrected with the Diviner T Bol values exhibit a continuous increase in reflectance with wavelength (blue lines, middle plot in Figure 8c ). Thus, a~2 μm absorption feature is not readily apparent in Figure 13 . Example reflectance spectra for (a) "dry" Apollo coarse grained rock samples , (b) dry coarse grained Apollo mineral separates , and (c) Apollo bulk soils with water bands of different strengths. All spectra were obtained from the RELAB database.
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these spectra corrected with Diviner T Bol , which yields reflectance spectra that are more typical of mature lunar regolith [e.g., Pieters et al., 1993] .
The same conclusion can also be drawn regarding the 2 μm absorptions seen in M 3 Level 2 reflectance spectra for the two pixels at Aristarchus: the apparent presence or strength of an~2 μm Fe absorption feature may be greater compared with the spectra that were thermally corrected by using independent (Diviner) surface temperature estimates. As mentioned above, the 2 μm absorption feature is critical for identifying pyroxene, spinel, and to quantitatively estimate mineralogical information of the Moon. Because insufficient thermal correction will affect how a spectral continuum is defined, residual thermal contribution may affect the apparent center wavelength position of Fe-related absorptions, which can in turn affect interpretations of pyroxene chemistry. These results indicate that caution must be exercised in studies that rely on the strength and center wavelength position of absorptions near 2 μm when using M 3 Level 2 data.
These issues are expected to be minimized when using the thermal correction procedures discussed here.
The thermal correction model presented here also shows potential to provide new information on the distribution and strength of OH/H 2 O related absorptions near~3 μm. Lunar surface water has previously been investigated with M 3 data [Pieters et al., 2009; Kramer et al., 2011; McCord et al., 2011] , but the details on its spatial distribution, relative abundance between mare and highland materials, and variation as a function of local lunar time [e.g., Sunshine et al., 2009] have been constrained by the presence of thermal effects, especially at low latitudes. M 3 data that have been thermally corrected with the empirical model presented here (or by using the radiative transfer model where/when appropriate Diviner data are available) will enable a more accurate assessment of lunar surface hydration at regional and global scales. In turn, this will provide new insight into how lunar surface water is distributed spatially and temporally on the Moon and how it is connected to solar wind, volatile-rich impacts, and interior sources such as volatile-bearing magmas.
Advantages and Constraints of a Diviner-Validated Empirical Model
A new empirical thermal correction model has been developed for M 3 spectra based on the R 1.55 μm À R 2.54 μm trend of Apollo soil and glass reflectance spectra, a trend that is independently observed in M 3 data corrected by using Diviner-based temperatures (Figure 14 ). An empirically based thermal correction, based on the observed power law relationship, can be applied to the entire M 3 data to produce reflectance spectra that are expected to have less residual thermal contribution compared with currently available M 3 Level 2 data.
As shown in Figure 13 , nearly all of the data discussed here fall within ±2% absolute reflectance relative to the power line R 2:54 μm ¼ 1:124R 0:8793 1:55 μm . This relationship can be used to thermally correct the M 3 data using the following steps for each M 3 pixel:
Step 1 By inserting the observed reflectance at 1.55 μm (M 3 band 49) into R 2:54 μm ¼ 1:124R 0:8793 1:55 μm , the surface reflectance at 2.54 μm (band 74) can be predicted.
Step 2 The predicted reflectance at 2.54 μm can be used in equation (2) to predict the expected thermal radiance at 2.54 μm and the associated surface temperature (L Sat and R are known). This step assumes that Kirchoff's law is generally valid for lunar surfaces. temperature at the eight study regions compared with the trend observed in Apollo and Luna samples (e.g., data from Figure 1b ). The solid gray line is the best fit power law shown in Figure 1b for the laboratory spectra of returned lunar samples, and nearly all thermally corrected M 3 data are within a ±2% offset (dashed lines) when Diviner bolometric temperatures are used in a radiative transfer model. The similarity between laboratory spectra independently corrected M 3 data suggests that this power law trend is typical of common lunar highland, mare, and pyroclastic soils.
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Step 3 The estimated surface temperature can then be inserted into equation (2), and the reflectance is then solved for each wavelength based on the observed total radiance value; the modeled reflectance at 2.54 μm will be equivalent to the predicted reflectance value based on the power law in Step 1.
Step 4 The photometric and topographic corrections for the thermally corrected reflectance spectra can be applied by using equations (6)-(8).
Step 5 Finally, the criteria derived from laboratory measured reflectance spectra of Apollo and Luna samples described in section 4.2.2 are applied to the thermally corrected M 3 spectra to examine whether thermal effects may be undercorrected or overestimated. If thermal effects for a pixel are underestimated (the difference between the 2.7-2.9 μm continuum slope is 0.2 greater than the 1.5-2.9 μm continuum slope, see section 4.2.1 for details), step 1 through 5 are re-executed on this pixel by replacing R 2.54 μm = 1.124 * R 0.8793
1.55 μm in step 1 with R 2.54 μm = 1.124 * R 0.8793
1.55 μm -n * 0.001 incrementally and iteratively (n is the iteration number) until the difference between the two continuum slopes is less than 0.2 or reaching R 2.54 μm = 1.124 * R 0.8793 1.55 μm À 0.1 (Figure 1b) . If thermal effects for a pixel were overestimated (the downturn of hydration absorptions begins shorter than 2.65 μm), steps 1 through 5 are reexecuted on this pixel by replacing R 2.54 μm = 1.124 * R 1:55 μm þ 0:02 will provide an upper estimate of reflectance values, which provides a minimum estimate of the thermal contribution (i.e., a more conservative thermal correction and the lower limit of derived temperature). Conversely, adopting the equation R 2:54 μm ¼ 1:124R 0:8793 1:55 μm À 0:02 provides a lower estimate on reflectance values and will attribute more of the radiance observed at the sensor to thermal emission (i.e., a stronger thermal removal and the upper limit of derived temperature). The lower and upper limits of the temperature derived by assuming a ±2% offset of the empirical trend at our eight studying areas are shown in Figure 15 . It suggests that the Diviner T Bol and channel 3 temperature are within the lower (black) and upper (green) limits of our derived temperature for most pixels. We consider the best fit power law to be the most reasonable approach for large scale or global studies because it represents the middle ground between overestimating and underestimating thermal effects, but for detailed studies of specific regions that are known to deviate from this best fit power law (e.g., Sinus Aestuum in Figure 8d ) it may be better to use a slightly modified power law. The cause(s) of the ±2% variation in the R 1.55 μm À R 2.54 μm trend is not entirely clear, but it may result in part by variations in optical maturity. Reflectance spectra of samples with higher maturity will be "redder" than those with lower maturity [Pieters et al., 1993 [Pieters et al., , 2000 Hapke, 2001] . The resultant reflectance at 2.54 μm will thus be higher for more mature samples, though the 1.55 μm reflectance varies less significantly as a function of optical maturity. Our mare regions of interest and the pyroclastic deposits at Aristarchus and Humorum have moderate optical maturities ( Figure 3 and Table 2 , where lower OMAT represents increased optical maturity) [Lucey et al., 2000] . The best fit power law regressed from the lunar samples lies very close to the values for all pixels in these three areas (Figures 5d and 8d ). In contrast, many reflectance values at 2.54 μm for the mature highland region fall slightly above the power line (Figure 7d ), whereas those for the optically immature highland region tend to fall below the power line (Figure 7d ). When the 2.54 μm reflectance of the optically immature (fresh) highland pixels exceeds~0.3, however, it falls slightly above of the power line (Figure 7d ), which indicates that these spectra are brighter (R 2.54 μm > 0.3) but also redder compared with darker spectra at this area.
This contradicts the coupled reddening and darkening effects of space weathering and is uncommon in Apollo samples. It may represent a coupled effect of higher maturity (redder and darker) and finer particle size (brighter), but the exact cause is unclear. The R 1.55 μm À R 2.54 μm trends for the Apollo 16 highland and Aestuum pyroclastic deposit region also deviate slightly from the best fit power law, with pixels from both regions plotting below the trend observed for the lunar samples. The former has the lowest mean OMAT value of our regions of interest ( Figure 3 and Table 2 ), whereas deviations in the Aestuum spectra may be associated with the presence of spinel in this region [Yamamoto et al., 2013] .The latter is possible because tetrahedral iron in spinel generates a broad~2 μm absorption that depresses the reflectance at 2.54 μm.
In summary, though all of our test data (M 3 and Apollo sample spectra) fall along a common trend line, local heterogeneity is observed (within 2% of absolute reflectance). If the best fit power law is used in the empirical thermal model then thermal effects may be slightly overestimated for mature highlands (and fresh highlands with R 2.54 μm > 0.3), whereas thermal effects may be slightly underestimated for fresh highlands with R 2.54 μm < 0.3 and pyroclastic deposits at Sinus Aestuum. Some of these variations may be due to uncertainties in estimates of surface temperature from the Diviner data, as discussed above, but this may be unlikely given that the offsets are rather systematic for all pixels within certain regions regardless of variations in local topography, surface roughness, and/or incidence angle.
We conclude that for small-scale, local studies or analyses that seek to examine differences in reflectance between areas that differ strongly in surface roughness or local incidence angle, the best approach is to use a more sophisticated thermal model that accounts for these effects or to use independent Diviner temperature estimates acquired at the same local lunar time. However, for large-scale (i.e., regional or global) studies that span a wide range in albedo, optical maturity, and composition (including typical highland, mar, and pyroclastic regions), the empirical thermal model presented here provides a time efficient way to assess and at least bracket effects due to thermal emission at M 3 wavelengths.
Conclusions
A new empirical thermal correction model for M 3 data has been developed that does not require independent lunar surface temperature information. This empirical model is based on a power law relationship between reflectance values at 1.55 μm and at 2.54 μm observed in a wide variety of Apollo soil and glass sample reflectance spectra. A radiative transfer-based thermal model was used in conjunction with the Diviner-based estimates of lunar surface temperature to independently remove thermal emission effects from M 3 data in eight regions of interest. These regions included mare, highland, and pyroclastic deposits that span a range in optical maturity, thus encompassing materials that typify the optical surface of the Moon. M 3 reflectance spectra corrected with the radiative transfer thermal model exhibited a similar power law trends as was observed for the laboratory spectra, indicating that this relationship is a fundamental reflectance characteristic of typical lunar materials.
Nearly all laboratory and M 3 spectra evaluated in this study are within ±2% of absolute reflectance of this trend, and most spectra are within ±1% (Figure 8 ). These results demonstrate that the power law R 2:54 μm ¼
1:124R
0:8793 1:55 μm can be used in an empirical thermal correction model to provide the best approximation for the thermal effects in M 3 data for regional or global studies, whereas the equations R 2:54 μm ¼ 1:124R The results presented here also confirm that there are significant residual thermal effects in the current M 3 Level 2 data available in the PDS. Insufficient thermal correction of M 3 data can modify (i.e., strengthen and broaden) or even create the appearance of absorptions at wavelengths >2 μm, including masking the presence of OH/H 2 O absorptions near~3 μm. The new empirical model presented here is capable of minimizing and largely eliminating these effects, though more sophisticated thermal models may be better suited for spectra acquired under conditions in which strong anisothermality is expected to be present at M 3 wavelengths (e.g., high incidence angle at low latitudes for rough surfaces). 
