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Abstract
In this paper, we study a taxi sharing problem. Given a set of clients with different transportation
requests, the problem is to define a set of taxis that will be shared by the clients in order to reduce their
bill by a given factor α < 1. To achieve this, each client shares the cost of the ride with other passengers.
More precisely, the fragments of the ride in which the client is alone is fully paid by this client. On the
contrary, for each fragment in which the client shares the taxi with other passengers, the cost is equally
divided between the passengers.
Firstly, we show that the problem consisting in searching for a unique taxi satisfying this cost con-
straint is NP-Complete, even if we do not impose this taxi to pick up every client. In addition, we
show that, even if the factor α and the capacities of the taxis are fixed, the problem of satisfying all the
requests is NP-Complete.
Secondly, we propose a nonlinear MIP model. Nonlinearity is due to the computation of the shared
price of the clients. We propose different linearizations. Then we establish some necessary conditions
that are used to reduce the size of the problem. The end of the paper is dedicated to a numerical study
of the model in order to evaluate its performances.
Keywords: Dial-a-Ride Problem, Complexity, Nonlinear Mixed Integer Program, Linearization.
1. Introduction
The Dial-a-Ride problem (DARP) consists in the search for an optimal route for many vehicles in
order to drive people from their respective origin to their respective destination. This model is used, for
example, to determine an optimized route for taxis in order to pick up more passengers. We focus in this
article on a version of this taxi-sharing problem in which the price paid by each passenger is shared. This
problem, called Dial-a-ride problem with money as an incentive, was previously introduced and studied
in [20, 21].
Ride-sharing, including Taxi-sharing, has been massively studied for the last fifteen years due to the
economical impact and the ecological impact of such a research. Indeed, optimizations reducing the
number of vehicles or the number of travels is an obvious way to reduce the costs and the greenhouse
gas emissions. DARP can be seen as a subproblem of the general pickup and delivery problem (GPDP)
described in [22] in which the goal is to transport a resource from different pickup locations to drop off
locations. In DARP, we consider a human resource (the clients) and each pickup or drop off location is
associated with exactly one client. The consequence of this specific resource is that one must be aware
of the user inconvenience.
1.1. Related work
DARP can hardly be defined as a unique problem. The feasible and optimal solutions of a Dial-a-ride
problem depend on the measure, the fleet parameters and the clients constraints. Thus, the variety of
studies about DARP is not surprising.
Considering the measure, one may optimize the vehicle travel cost, see for example [3, 18, 19], the
total travel time [10] or the profit [7]. Another option is to maximize the number of satisfied requests or
a combination of all those parameters [20, 21, 23].
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Some constraints modelize the user convenience. A usual option is to search for a feasible solution
considering time windows [4, 10, 19, 23] as it has been done for the more general pickup and devivery
problem [8]. This last problem is solved with a column generation scheme where columns define admissible
routes. In [10, 19], the authors develop a similar approach merging a branch-and-cut algorithm with
column generation. In [4, 23], the problem is solved using a Tabu search heuristic. Another option to
modelize the user convenience is to tend to minimize the excess ride time [2, 11, 14].
Some models contain custom constraint in order to deal with the restrictions and particularities of
the application. For instance, in [17], heterogeneous vehicles and customers are considered. Each vehicle
has its own capacity and is not able to drive all the customers. They developped a framework including a
column generation algorithm and a neighborhood search algorithm. In [12], the authors consider electric
vehicles. In [13], the authors merge DARP and GPDP. Each taxi drives customers and carries some
parcels. A reduced version of this problem is proposed. Parcels are inserted in a given route handling
people requests. MILP formulations are given for these problems and solved by a standard solver.
Finally one can consider either the static problem in which all the requests are known in advance
or the dynamic version in which the requests may occur at any time [1, 6, 11, 20, 21], this problem is
usually solved using a local search heuristic.
A recent review about the Dial-a-ride problem and some of its generalizations may be found in [15].
We refer the reader to [5, 10] for a more specific review about DARP.
Our version may be classified with the list of problems where the goal is to find a feasible solution
satisfying a client cost constraint. Few paper focused on that constraint. In [20, 21], the authors study
the dynamic version of the problem in which each client, traveling by taxi, shares the cost of the ride
with other passengers. More precisely, the fragments of the ride in which the client is alone is fully
paid by this client. On the contrary, for each fragment in which the client shares the taxi with other
passengers, the cost is equally divided between the passengers. The problem consists in the search for a
ride in which every client do not pay more than the cost he would pay alone in a taxi traveling directly
from his origin to his destination. This problem is called Dial-a-Ride problem with Money as Incentive
and is denoted by DARP-M. The authors used a GRASP heuristic to solve the dynamic version of this
problem.
A different cost constraint may be found in [14], in which the taxi fare is reduced. Consequently,
taxis are able to deviate from the shortest path in order to pickup more clients without increasing the
price of the ride. Moreover, a high deviation is counterbalanced by a new reduction of the taxi fare.
1.2. Our contributions
We study a different version of DARP-M. As in the original problem, each taxi starts at a depot and
ends at a depot, each taxi has the same capacity and the clients must satisfy time windows. Contrary
to [20, 21], we focus on the static version of the problem. Moreover, we generalize the cost constraint as
we ask for a ride in which each client do not pay more than α times the cost he would pay alone, where
α < 1 is a constant real. As any feasible solution would be acceptable for all the clients, the optimization
measure we use benefits to the taxis company: we consider the total travel distance of all the taxis.
In this paper, our first contribution is a study about the complexity of the problem. In addition to
the obvious NP-Completeness of the problem, due to the time windows constraint, which was already
proved in [20, 21], we determine how each constraint impacts the complexity of the whole problem and,
particularly, how hard is this cost constraint.
Our second contribution is the modelization of this cost constraint with a linear programming model.
We first give a complete mathematical model of DARP-M. We secondly study the linearization of the
cost constraint. We then give some reduction rules concerning this constraint. We finally experiment
the model with a numerical study.
This paper is organized as follow: in the second section, we formally define the problem and study
its complexity; the third section is dedicated to the mathematical programming modelization and the
fourth section contains the linearization of the problem. In Sections 5 and 6 we respectively give some
reduction rules and the results of our numerical study.
2
2. Definition and complexity of DARP-M
In this section, we introduce formally DARP-M and prove it is NP-Complete. We particularly focus
on the hardness of finding a taxi satisfying the cost constraint.
2.1. Notations and definition of the problem
We work in a complete directed graph G = (V,A).
We are given a set of n clients arbitrarily numbered in J1;nK. The i-th client is attached to three
parameters : two nodes vi and v
′
i, which are respectively the origin and the destination of the client and
an integer τi which is its departure time. We respectively define Vc, V
′
c and T as {vi, i ≤ n}, {v′i, i ≤ n}
and {τi, i ≤ n}. In addition, we are given m taxis arbitrarily numbered in J1;mK. There is a unique
depot d from where all the taxis start.
Note that, firstly, the graph does not contain a node which is not a pickup of a client, a delivery
of a client or the depot of the taxis, and, secondly, that G contains one node for each pickup and each
delivery, even if two of those nodes correspond to the same place. Consequently, V = Vc ]V ′c ]{d}* and
|V | = 2 · n+ 1.
We search for at most m taxis, defined by the route (the path) they follow in the graph, such that
each client travels on time and reduces its cost by a given factor. We now define the four constraints
that a taxi must satisfy.
Precedence constraint. The route P of a taxi must start and end at the depot. For each client i, P
contains the origin vi if and only if it contains the destination v
′
i. In that case, vi appears in P before
v′i. We say that client travels in that taxi.
Time constraint. Each arc a is weighted with a non-negative integer t(a) called the duration of a. This
value is the time needed to travel through the arc with a taxi. This weight satisfies the triangular
inequality. We are also given two integers t0 and t
′
0. The first one defines the time window during which
the taxi can pick up a client. The latter one is the maximum duration the taxi can delay a client because
of the other clients.
More formally,
• the moment hd when a taxi leaves the depot d is any non-negative integer;
• the moment when a taxi reaches the j-th node uj of its route P is hd + t(d, u1) +
j−1∑
k=1
t(uk, uk+1);
• the moment hvi when a taxi reaches the origin vi of client i is after τi − t0 and before τi;
• the moment hv′i when a taxi reaches the destination v
′
i of client i is before hvi + t(vi, v
′
i) + t
′
0.
Note that, there may be no non-negative integer hd satisfying those constraints (for example, if for
each arc a leaving the depot t(a) = 1, and for each client τi = 0). We may fix this if we allow a negative
hd. On the other hand, we may assume that each parameter τi is high enough such that, whatever the
first origin vi of the route is, there is a non-negative hd satisfying hd + t(d, vi) = τi − t0. In a usual
implementation, this assumption is true as τi is a timestamp (counting the number of seconds since 1970).
Nevertheless, if this assumption is false, we can translate each time τi by max
j∈J1;nK
(t(d, vj)− (τj − t0)). In
that case, any taxi starting at a non-negative time may reach any pickup node i between times τi − t0
and τi.
Capacity constraint. We consider that each taxi has the same number of seats. This number is defined
as the capacity capa of the taxis. This capacity is no more than n as there is no more than n clients and
is at least 2. For each arc a = (u, v) in the route of a taxi, we define na = nu as the number of clients
traveling in the taxi immediately after u. The taxi must satisfy nu ≤ capa.
*The symbol ] is used to denote a disjoint union : A ] B equals the union A ∪ B, and points out that A and B are
disjoint. This notation cannot be used if A ∩B 6= ∅.
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Cost constraint. In addition to the weight t(a), each arc a = (u, v) is weighted with a non-negative
integer ω(a), corresponding to the cost that a client would pay alone in a taxi driving from u to v. This
weight satisfies the triangular inequality too. We define the desired gain α < 1 as the minimum factor
reducing the bill of each client.
The cost paid is divided between the passengers traveling on the same arc : for each client i, if
a1, a2, . . . , aj are the arcs through which the taxi drives from vi to v
′
i, the cost paid by that client is
ωi =
j∑
k=1
ω(ak)
nak
. The route of the taxi must reduce at least by a factor α the cost ω(vi, v
′
i) that the client
would pay alone. In other words, this cost must satisfy ωi ≤ α · ω(vi, v′i). Note that there would not be
any feasible solution if the capacity of the taxi is 1. This is why this case is forbidden.
We can now define the problem DARP-M.
Problem. Dial-a-ride problem with money as an incentive (DARP-M). Given n clients, m
taxis, the corresponding complete directed graph G = (V = Vc ] V ′c ] {d}, A) with two non-negative
weights t and ω over the arcs, the corresponding departure times T , two integers t0 and t
′
0, a capacity
capa ≤ n of the taxis and a desired gain α < 1, the DARP-M problem consists in finding at most
m′ ≤ m taxis satisfying the precedence constraint, the capacity constraint, the time constraint and the
cost constraint such that for each client, there is a unique taxi in which that client travels.
2.2. Complexity
The Traveling salesman problem (TSP) consists, given a directed complete graph H and non-negative
weights over the arcs, in finding a minimum cost Hamiltonian path (the usual definition asks for a cycle,
but the two problems reduce to each other in linear time [16]). TSP is NP-Hard, even if the weights
satisfy the triangular inequality [16]. There is a reduction from TSP to DARP-M.
The reduction is based on the time constraints of the clients. The proof can be found in [20, 21].
Considering this reduction, DARP-M can be seen as a generalization of TSP in which we add the
cost constraint. As a consequence, DARP-M is NP-Complete. The problem of this reduction is that
it does not reflect the hardness of the cost constraint. In TSP, the weight constraint is not the reason
why the problem is hard. If we relax the hamiltonian constraint, we would then have to find a path of
minimum weight in H, which is obviously the empty path. On the contrary, the sole cost constraint of
DARP-M is enough to make the problem hard.
Theorem 1. The problem consisting in searching for a unique taxi satisfying the precedence constraint
and the cost constraint is NP-Complete, even if we do not impose the taxi to pick up every client.
Remark 2.1. We show, in the following proof, that we can force the taxi to pick up every clients using
the sole cost constraint.
Proof. The problem is in NP, as, given a taxi, one can easily check the constraints it must satisfy.
We reduce the hamiltonian path problem to this problem. Given a directed graph H, and two nodes u
and v, the problem of finding an hamiltonian path inH from u to v is NP-Hard [9]. Let I = (H,u, v) be an
instance of the hamiltonian path problem. We now build an instance J = (Vc, V ′c , T, d, ω, t, t0, t′0, capa, α)
of our problem. This reduction is illustrated on Figure 1.
Let Ω be an integer which value will be defined later.
We define n = nH + 1 clients where nH is the number of nodes in H and m = 1 taxi. Thus, the
graph G contains 2 · (nH + 1) + 1 nodes. For each node w of H, G contains the node w itself and an
additional node w′. In addition, G contains three other nodes u−, v+ and the depot d.
We define the costs ω as followed : ω(a) = 1 if a ∈ H, ω(d, u−) = 0, ω(u−, u) = 0, ω(v, v+) = Ω,
ω(u−, v+) = Ω, and, for each node w of H, ω(w,w′) = Ω. In addition, we choose any path P starting at
v+ and going through all the nodes w′, for w ∈ H. Each arc of P is weighted with 0.
Finally, we recall that in an instance of that problem, G is a complete directed graph and that ω
satisfies the triangular inequality. In order to complete the graph, we first compute in the current graph,
for every pair of nodes (u, v), the cost of the shortest path from u to v, and then add an arc (u, v) weighted
with that cost. If there is no path from u to v, the arc is weighted with +∞ that is a sufficiently big
integer B.
The first client goes from u− to v+. For each node w in H, we add a client going from w to w′.
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x y
u v
H
x y
u v
x′ y′
u′ v′
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u− v+
0
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1
1
1
Ω
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Ω
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G
Figure 1: Example of reduction from the hamiltonian path problem to DARP-M. In this example, we search for an
hamiltonian path in H from u to v. Note that G should be a complete directed graph, but we do not represent all the arcs
for readability. Every other arc is weighted such that ω satisfies the triangular inequality.
For each arc a of G, t(a) = 0. For each client i, the departure time τi is 0.
We set the capacity capa to nH + 1.
The desired gain α is
1
2 +
1
3 +···+
1
nH
+ ΩnH+1
Ω . Each client must pay Ω in a private ride. Consequently, in
a feasible solution, he has to pay at most α · Ω = 12 +
1
3 + · · ·+
1
nH
+ ΩnH+1 .
If an hamiltonian path from u to v exists in H, then, there is a feasible solution for J consisting in
a taxi starting at u− picking up the first client, using the arc (u−, u), going through each node of the
hamiltonian path, picking up each client of H, using existing arcs in H, which weights are 1, and going
to v+ using the arc (v, v+) with nH +1 clients and finally going through all the nodes w
′ for w in H using
the path P of weight 0. Consequently, the cost paid by the first client is 0 + 12 +
1
3 + · · ·+
1
nH
+ ΩnH+1 .
The cost paid by every other client is less than this value. Consequently, the precedence and the cost
constraints are satisfied.
If there is no hamiltonian path, then we show that there is no taxi satisfying the cost constraint, if
the value of Ω is correctly chosen. Either the taxi picks up every clients or not. If it does, then
• it may go through an arc of infinite weight and thus does not satisfy the cost constraint;
• it may go through an arc which does not exist in H or goes through the same node twice, and,
consequently, the first client should pay at least α ·Ω+ 1nH , thus the cost constraint is not satisfied.
If the taxi does not pick every clients, then, as the weight of every path going from an origin to a
destination of a client is at least Ω, the clients in the taxi should pay at least ΩnH .
We now fix the value of Ω such that ΩnH > α ·Ω, which is equivalent to Ω > nH · (nH + 1) · (
1
2 +
1
3 +
· · ·+ 1nH ). Note that α < 1 since
1
nH
> α.
As a consequence, I has a feasible solution if and only if there is, in J , a taxi satisfying the precedence
and the cost constraints. This complete the proof of the theorem.
Remark 2.2. In the previous reduction, the capacity of the taxi is ignored. In other words, we consider
the taxi to have a sufficiently big capacity in order to pick up every clients at the same time. Note
that it is not known if the problem of finding a unique taxi satisfying the precedence constraint, the cost
constraint, and the capacity constraint is NP-Complete when the capacity of the taxi is fixed and when
we do not impose the taxi to pick up every client. Finally, note that this problem cannot be solved by
enumerating all the routes satisfying at most capa clients. Indeed, even if the capacity of the taxi is capa,
it may satisfy more than capa requests.
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2.3. Parameterized complexity
We finally consider the parameterized complexity of DARP-M with respect to the parameters α and
capa.
Theorem 2. Unless P = NP , DARP-M parameterized with α and capa is not in XP1, even if the time
constraint is relaxed.
Remark 2.3. The relaxation of the time constraint means, for example, that t0 and t
′
0 are large enough
to let the taxi choose any route in the graph ; or that t(a) = 0 for each arc a and τi = 0 for each client i.
Proof. Let capa and α be two fixed numbers, satisfying capa ≥ d 1αe >
1
α .
We now describe a polynomial reduction from the hamiltonian path problem. Let I = (H,u, v) be an
instance of the hamiltonian path problem. We now build an instance J = (Vc, V ′c , T, d, ω, t, t0, t′0, capa, α)
of our problem. An example is given on Figure 2.
x y
u v
H
x
x
x
x′
x′
x′
0 0
y
y
y
y′
y′
y′
0 0
u
u
u
u′
u′
u′
0 0
v
v
v
v′
v′
v′
0 0
v+
v+
v+
v+′
v+′
v+′
u−′
0
0
d
u−
0
0
Ω
1 1
1 1
Ω
0
Φ
ΦΦ
Φ
G
Figure 2: Example of reduction from the hamiltonian path problem to DARP-M. In this example, we search for an
hamiltonian path in H from u to v. In this instance of DARP-M, α = 1
3.5
and capa = 4. In G, all the arc of the cycles of
nodes with the same name are weighted with 0. Note that G should be a complete directed graph, but we do not represent
all the arcs for readability. Every other arc is weighted such that ω satisfies the triangular inequality.
Let Ω and Φ be two integers which value will be defined later.
We define n = 1 + (nH + 1) ·
(
d 1αe − 1
)
clients where nH is the number of nodes in H and m = 1 taxi.
Thus, the graph G contains 2 ·
(
1 + (nH + 1) ·
(
d 1αe − 1
))
+ 1 nodes. For each node w of H, G contains
d 1αe − 1 copies of w and d
1
αe − 1 copies of a new node w
′. In addition, G contains two new nodes u−,
u−′, the depot d, and d 1αe − 1 copies of a new node v
+ and d 1αe − 1 copies of a new node v
+′.
We define the weights ω as followed : the cost of an arc linking two copies of a same node is 0,
ω(w′1, w2) = Φ if (w1, w2) ∈ H, ω(w,w′) = 1 if w ∈ H, ω(d, u−) = 0, ω(u−, u) = 0, ω(v′, v+) = 0,
ω(v+, v+′) = Ω, ω(u−, u−′) = Ω, ω(v+′, u−′) = ω(u−′, v+′) = 0.
Finally, we recall that in an instance of that problem, G is a complete directed graph and that ω
satisfies the triangular inequality. In order to complete the graph, we first compute in the current graph,
for every pair of nodes (u, v), the cost of the shortest path from u to v, and then add an arc (u, v) weighted
with that cost. If there is no path from u to v, the arc is weighted with +∞ that is a sufficiently big
integer B.
The first client goes from u− to u−′. Let CH be the set of nH · (d 1αe − 1) clients, it contains d
1
αe − 1
clients per node w in H, going from w to w′. Finally, let Cv be the set of d 1αe − 1 clients going from v
+
to v+′.
The times t0 and t
′
0 are 0. For each client i, τi = 0. For each arc a, t(a) = 0.
1The class XP contains every couples (Π, k) of parameterized problems such that, when k is fixed, Π becomes polynomial.
More formally, there exists an algorithm for Π running in time O(nf(k)) for some function f where n is the size of the
instance.
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The first client and all the clients of Cv must pay Ω in a private ride. Consequently, in a feasible
solution, they have to pay less than α · Ω. The client of CH must pay less than α in a feasible solution.
We will firstly prove the following claims.
Claim 2.1. In a feasible solution, any client of Cv cannot move to a node which is not v
+, v+′ or u−′.
Proof of Claim 2.1. The cost of every arc from v+, v+′ or u−′ to another node of G is infinite. Thus,
if a client of Cv uses one of those arcs, he cannot satisfy the cost constraint.
Claim 2.2. In a feasible solution, if Φ > capa · α, any client of CH , going from a node w to w′ cannot
move to a node which is neither w or w′.
Proof of Claim 2.2. The cost of every arc from w or w′ to another node of the graph is at least Φ,
and thus, such a client of CH would have to pay at least
Φ
capa > α. As a consequence, the cost constraint
is not satisfied.
Claim 2.3. In a feasible solution, if Φ > capa · α, the first client must go through every node of H.
Proof of Claim 2.3. There are, for each node w in H, d 1αe − 1 clients going from w to w
′. A taxi
driving those clients from w to w′ must contain an additional client to satisfy the cost constraint. By
Claims 2.1 and 2.2, this additional client is neither a client of Cv nor a client of CH not going from w to
w′. Thus this additional client must be the first client.
If an hamiltonian path from u to v exists in H, then, there is a feasible solution for J consisting in
a taxi starting at d, going to u− and then u, picking up the first client, going through an hamiltonian
path in H from u to v, picking up and driving all the clients of CH , and, finally, driving the first client
and the clients of Cv through v
+, v+′ and u−′. The clients of CH pay
1
d 1α e
≤ α. The clients of Cv pay
Ω
d 1α e
≤ α · Ω. The cost paid by the first client is (nH+Ω)d 1α e + Φ · (nH − 1). The cost constraint is then
satisfied for every client if (nH+Ω)d 1α e
+ Φ · (nH − 1) ≤ α · Ω.
We now assume there is no hamiltonian path, then we show that there is no taxi satisfying the cost
constraint, if the values of Ω and Φ are correctly chosen.
By Claim 2.3, if Φcapa > α, in a feasible solution, the first client must go through each node w and
w′ of H otherwise the cost constraint is not satisfied. As there is no hamiltonian path in H, it must go
through nH arcs of cost Φ. By Claims 2.1 and 2.2, he travels alone on those arcs.
Moreover, by Claims 2.1 and 2.2, there cannot be more than d 1αe clients that can go through an arc
(w,w′) or an arc (v+, v+′). Consequently, if there is no hamiltonian path, the first client must pay at
least (nH+Ω)d 1α e
+ Φ · (nH). Thus, if Ω also satisfy (nH+Ω)d 1α e + Φ · (nH) > α · Ω, there is no feasible solution
in J .
Consequently, if Φ > capa · α and d
1
α eΦ(nH−1)+nH
αd 1α e−1
≤ Ω < d
1
α eΦnH+nH
αd 1α e−1
, the instance I contains a
feasible solution if and only if the instance J contains a feasible solution. We then fix Φ = capa · α+ 1
and Ω =
d 1α eΦ(nH−
1
2 )+nH
αd 1α e−1
. This last value is well defined as we assumed that d 1αe >
1
α .
DARP-M is then NP-Hard, even if α and capa are fixed, even if the time constraint is relaxed. As
this problem is in NP, it is NP-Complete. Consequently, if P 6= NP , this problem cannot be XP with
respect to the parameters α and capa.
Remark 2.4. This proof focus on the case capa ≥e 1αe >
1
α . If capa <
1
α , then there is no feasible
solution as a taxi cannot carry enough clients so that they can share the cost of the ride. The problem is
then obviously polynomial. The cases capa = 1α and capa > d
1
αe =
1
α are open.
In this section, we studied how each constraint affects the complexity of DARP-M. Particularly, we
focused on the cost constraint, the time constraint and the constraint of picking up every clients.
The latter constraint seems to be the strongest one as we can easily relax the time constraint or
the cost constraint without reducing its complexity. Especially, Theorem 2 shows that, although the
time constraint is relaxed and the parameters α and capa are fixed, the problems remains NP-Complete.
However, Theorem 1 shows that, even if we may pick up only a subset of clients, the problems remains
hard, due to the cost constraint leading, in some cases, to pick up all the clients. Finally, note that
finding a taxi only picking up a subset of client and satisfying the precedence constraint, the capacity
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constraint and the time constraint is a polynomial problem as one can exhibit a taxi picking up only one
client. Consequently, the cost constraint is somehow stronger than the time constraint.
In the next section, we consider an optimization version of DARP-M and propose a mathematical
model.
3. Modelization of the problem DARP-M
For the mathematical model, we slightly modify the graph G = (V,A) defined in Section 2.1. First,
we replace the depot node d by nodes dj for j = 1, . . . ,m. The physical locations attached to these nodes
are identical to the location of the depot. Each node dj is connected by an arc (dj , vi) to the departure
node of each client i and each delivery node v′i is connected to each dj by an arc (v
′
i, dj). These arcs are
weighted in the same manner than the arcs going from the depot d to the departure of a client or from
the delivery nodes to the depot d. Two distinct nodes dj and dj′ are not connected and for each dj we
add a loop (dj , dj). This loop allows a taxi j to stay at the depot and thus not to be used. Additionally,
we remove the arc (v′i, vi) (destination toward origin) for each client i. We denote the set of depot nodes
by D = {dj : j = 1, . . . ,m} .
s
We recall that DARP-M is a decision problem. We are here interesting in finding a solution, if it
exists, that minimizes the total distance covered by the taxis. For each arc a = (v, w) of G we define a
length c(a) which is the distance for going from v to w.
Let us, now, introduce the variables of the problem.
• Each node v receives a number uv corresponding to the sequencing order: uv < uw means that
node v is deserved before node w.
• hv is the time a taxi reaches node v. One can always assume that hv ≥ 0 as outlined in Section
2.1.
• nv is the number of clients in a taxi after his passage on node v.
• Each node v receives a price pv. This price is the price that would have to pay a fictive client
traveling from the first node encountered by a taxi to the node v.
• The last variables are the decision variables: xvw is a binary variable that equals one if and only if
arc (v, w) is included in the route of a taxi.
The following problem (Ptaxi), on Page 9, modelizes the selection of the arcs in A that will constitute
routes of taxis and schedule of clients. The objective is to build a set of routes whose total length
is minimum and satisfying, for each taxi, the precedence constraint, the time constraint, the capacity
constraint and the cost constraint. Note that we do not use variables x indexed by taxis as, for example,
in [3, 10, 13, 17, 19]. This allows us to reduce the number of variables. This is possible because the taxis
have the same capacity. We build a cycle in G including all customer nodes and the number of necessary
taxi depot nodes. So, the routes of the selected taxis are pieces of this cycle.
In a route, one arc, exactly, is leaving a node (1.a) and exactly one arc is entering a node (1.b).
Constraints (2.a, 2.b) give an increasing number to the pickup and drop-off nodes following their order
in the taxi route. If xvw = 1, then uw = uv + 1. Mnum is an upper bound of the order number which
guaranties that the constraints are valid when xvw = 0. Constraints (2.c) define the numbers allocated
to the depots. A node in position k in the taxi j will be numbered (j−1)×4n+k. With this convention,
two nodes v and w in different taxis, satisfies |uw − uv| ≥ 2n + 1. A taxi goes to the pickup node of a
client before the delivery node (2.d). The pickup and the delivery of a client i must be in the same taxi.
So uv′i − uvi ≤ 2n − 1 since a taxi can deserved at most 2n points. On the contrary, if vi and v
′
i were
in two different taxis then uv′i − uvi ≥ 2n + 1. So, the constraints (2.e) are satisfied if and only if the
delivery and the pickup of the same client are in the same taxi.
Constraints (3.a, 3.b) compute the time a taxi reaches a client node w when it comes from node v. If
xvw = 1 then hw = hv+t(v, w). Mtime is an upper bound of the moment allocated to a client node which
guaranties that the constraints are valid when xvw = 0. Constraints (3.c, 3.d) are the time constraints
of each client.
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Constraints (4.a,4.b) increase by one the number of passengers when the taxi is arriving on a pickup
node. Constraints (4.c,4.d) decrease by one the number of passengers when the taxi is arriving on a
drop-off node. The number of passengers must not be greater than the capacity of the taxi (4.e). There
is no passenger on a depot (4.f).
(Ptaxi)

min
∑
(v,w)∈A
c(v, w)xvw
s.t.
∑
w:(v,w)∈A
xvw = 1 v ∈ V
∑
v:(v,w)∈A
xvw = 1 w ∈ V
Precedence constraints
uv +Mnum · xvw −Mnum + 1 ≤ uw v ∈ V,w ∈ V \D, (v, w) ∈ A
uv + (Mnum − 1) · (1− xvw) + 1 ≥ uw v ∈ V,w ∈ V \D, (v, w) ∈ A
udj = (j − 1) · 4n j ∈ J1;mK
uvi + 1 ≤ uv′i i ∈ J1;nK
uv′i − uvi ≤ 2n− 1 i ∈ J1;nK
Time constraints
hv + (Mtime + t(v, w)) · xvw −Mtime ≤ hw v ∈ V,w ∈ V \D, (v, w) ∈ A
hv + (t(v, w)−Mtime) · xvw +Mtime ≥ hw v ∈ V,w ∈ V \D, (v, w) ∈ A
τi − t0 ≤ hvi ≤ τi i ∈ J1;nK
hv′i − hvi ≤ t(vi, v
′
i) + t
′
0 i ∈ J1;nK
Capacity constraints
nv + capa · xvvi − capa+ 1 ≤ nvi i ∈ J1;nK, v ∈ V \D, (v, vi) ∈ A
nv + (1− capa) · xvvi + capa ≥ nvi i ∈ J1;nK, v ∈ V \D, (v, vi) ∈ A
nv + (capa− 1) · xvv′i − capa ≤ nv′i i ∈ J1;nK, v ∈ V \D, (v, v
′
i) ∈ A
nv + (−capa− 1) · xvv′i + capa ≥ nv′i i ∈ J1;nK, v ∈ V \D, (v, v
′
i) ∈ A
nv ≤ capa v ∈ V \D
ndj = 0 j ∈ J1;mK
Cost constraints
pv +
(
ω(v, w) min
{
nv,
1
nv
}
+Mcost
)
xvw
−Mcost ≤ pw v, w ∈ V \D, (v, w) ∈ A
pvi ≤ (1− xdjvi)Mcost i ∈ J1;nK, j ∈ J1;mK, (dj , vi) ∈ A
pv′i − pvi ≤ α · ω(vi, v
′
i) i ∈ J1;nK
xvw ∈ {0, 1} (v, w) ∈ A
uv, nv ∈ N v ∈ V
pv ≥ 0 v ∈ V \D
hv ≥ 0 v ∈ V
(1.a)
(1.b)
(2.a)
(2.b)
(2.c)
(2.d)
(2.e)
(3.a)
(3.b)
(3.c)
(3.d)
(4.a)
(4.b)
(4.c)
(4.d)
(4.e)
(4.f)
(5.a)
(5.b)
(5.c)
(6.a)
(6.b)
(6.c)
(6.d)
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The price for going through the arc (v, w) is calculated by Constraints (5.a). If xvw = 1, then
pw − pv is no less than the price for a passenger alone divided by the number of clients which are in
the taxi. If there is no client in the taxi (nv = 0), the price for going through the arc is set to zero,
thus min
{
nv,
1
nv
}
= 0. In the other case, nv ≥ 1, thus min
{
nv,
1
nv
}
= 1nv . Mcost is an upper bound
of this price which guaranties the validity of the constraints (5.a) when xvw = 0. The price of the first
pickup node encountered by a taxi (after departure from the depot) is set to zero (5.b). By Constraints
(5.c), the price that has to pay a client is no more than the price he would have to pay in traveling
alone multiplied by the desired gain α. Constraints (5.a) only set that pw ≥ pv + ωvw ·min
{
nv,
1
nv
}
for
the price of node w when xvw = 1, but it is not necessary to add constraints in order to have equality
because the price paid by client i is at most pv′i − pvi , and by Constraints (5.c), in any feasible solution,
this price is lower than α · ω(vi, v′i).
Finally, Constraints (6.a, 6.b, 6.c, 6.d) define the type of the variables. It can be easily proved that
the integrality condition of variables uv, nv can be relaxed without relaxing the problem.
One can consider a variant of this problem where an empty taxi returns to the depot. There are, in
a practical point of view, many clients and, consequently, a taxi is not often empty. Thus, a solution of
(Ptaxi) usually satisfies this constraint. Moreover, it is a way to limit the duration of the route of a taxi.
For this variant, we add the following constraints.
nv′i +
∑
d∈D
(v′i,d)∈A
xv′id ≥ 1 i ∈ J1;nK (7)
Indeed, if there is no client after a delivery node v′i (nv′i = 0), then the taxi must go through an arc from
v′i to a depot node. We shall see, in Sections 4, 5 and 6, that adding this constraint brings some help to
solve the problem.
We now define the upper bounds Mnum, Mtime and Mcost.
Because of Constraints (2.c), the maximum value for udj is (m− 1) · 4n. There are at most 2n nodes
in a route of a taxi. Moreover, for each couple of successive nodes v and w in that route, uw = uv + 1
by Constraints (2.a) and (2.b). Thus, the maximum value for uv, v ∈ V , is (m− 1) · 4n+ 2n, and, then,
an acceptable value for Mnum is (m− 1) · 4n+ 2n.
Mtime = max
i∈J1;nK
{τi + t(vi, v′i)}+ t′0 is the minimum upper bound of the delivery times, and it gives a
valid upper bound for the pickup times and departures times of the taxis.
Finally,
n∑
i=1
ω(vi, v
′
i) is a trivial upper bound for the prices allocated to the client nodes. This value
is acceptable for Mcost, however, we are going to give a lower one.
The variables pv are increasing along the taxi route. So, in order to evaluate the worst price, we
assume that there is only one taxi that drives all the clients. We need some definitions. Let Aroute ⊂ A
be the set of arcs of the route of that taxi from the first pickup node to the last delivery node (the depot
nodes are excluded). Let Aκ ⊂ Aroute be the set of arcs of the route which contains κ clients (the arcs
(v, w) where nv = κ). The sets Aκ, for κ ∈ J1; capaK, give a partition of Aroute.
The price of the last node of the route is the sum of the prices of the arcs (v, w) of the route divided
by nv. This gives:
∑
(v,w)∈Aroute
ω(v, w)
nv
=
capa∑
κ=1
∑
(v,w)∈Aκ
ω(v, w)
κ
(8)
Finally, let Aκi ∈ Aκ be the set of arcs which contains κ clients and such that client i is one of these
κ clients.
Lemma 1. Let κ ∈ J1; capaK,
n∑
i=1
∑
a∈Aκi
ω(a) = κ
∑
a∈Aκ
ω(a)
Proof. We have Aκ =
n⋃
i=1
Aκi and for each a ∈ Aκ,
n∑
i=1
|{a} ∩Aκi| = κ. This means that the arc a
appears in exactly κ subsets Aκi for i ∈ J1, nK.
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For concision, we introduce the following notations
lκi =
∑
a∈Aκi
ω(a)
Lκ =
∑
a∈Aκ
ω(a)
Proposition 1. Mcost =
(
α+ α−1capa
) n∑
i=1
ω(vi, v
′
i) is an upper bound of the price pv allocated to a node v.
Proof.
⋃capa
κ=1 Aκi is the set of arcs from the pickup node to the delivery node of client i in the route of
the taxi. So, the price paid by that client is given by
capa∑
κ=1
lκi
κ . So, by Constraints (5.c), we have:
capa∑
κ=1
lκi
κ
≤ α · ω(vi, v′i) (9)
In the route of a taxi, the path for going from pickup node to delivery node of client i may involve
more than one arc. So, by triangle inequality of ω, the price of this path is larger than the price of the
direct path, and we have:
capa∑
κ=1
lκi ≥ ω(vi, v′i) (10)
By summing (9) for i = J1;nK and by Lemma 1, we obtain :
n∑
i=1
capa∑
κ=1
lκi
κ
=
capa∑
κ=1
Lκ ≤ α
n∑
i=1
ω(vi, v
′
i) (11)
In the same way, by summing (10) for i = J1;nK and by Lemma 1, we obtain :
n∑
i=1
capa∑
κ=1
lκi =
capa∑
κ=1
κLκ ≥
n∑
i=1
ω(vi, v
′
i) (12)
Multiplying this last inequality by −1, we obtain :
−
capa∑
κ=1
κLκ ≤ −
n∑
i=1
ω(vi, v
′
i) (13)
Now, we make the linear combination
(
1 + 1capa
)
(11) + 1capa (13) of these two last inequalities and
we obtain:
capa∑
κ=1
(
1 +
1− κ
capa
)
Lκ ≤
(
α+
α− 1
capa
) n∑
i=1
ω(vi, v
′
i)
By (8), the higher price is equal to
capa∑
κ=1
Lκ
κ . Now, we have to prove that 1+
1−κ
capa ≥
1
κ for κ ∈ J1; capaK.
Let us define λ = κ−1capa−1 . Note that λ is well defined as capa > 1. We have 0 ≤ λ ≤ 1 for κ ∈ J1; capaK.
The function f(κ) = 1κ is convex for κ > 0 hence, a fortiori, for 1 ≤ κ ≤ capa. Thus,
1
κ
= f ((1− λ)× 1 + λ× capa)
≤ (1− λ)f(1) + λf(capa) = (1− λ)× 1 + λ× 1
capa
= 1 +
1− κ
capa
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The problem (Ptaxi) is a mixed integer nonlinear problem since the terms xvw min
{
nv,
1
nv
}
, involving
variables xvw and nv, appear in the constraints (5.a). In the next section, we propose some linearizations.
4. Linearization of the problem
4.1. First linearization
We have to linearize the term xvw · min
{
nv,
1
nv
}
in (5.a), the constraints that compute the price
for going from node v to node w. First, we linearize min
{
nv,
1
nv
}
by introducing new binary variables
yvκ, κ ∈ J1; capaK. Let us denote by η̂v the variable that will take place for min
{
nv,
1
nv
}
. We use the
following constraints. 
nv =
capa∑
κ=1
κyvκ v ∈ V
capa∑
κ=1
yvκ ≤ 1 v ∈ V
η̂v =
capa∑
κ=1
1
κ
yvκ v ∈ V
yvκ ∈ {0, 1} v ∈ V, κ ∈ J1; capaK
(14.a)
(14.b)
(14.c)
(14.d)
Constraints (14.a,14.b) link variables nv and yvκ : nv = κ if and only if yvκ = 1 with 1 ≤ κ ≤ capa
and nv = 0 if and only if yvκ = 0 for all 1 ≤ κ ≤ capa. Constraints (14.c) define η̂v, with a rational value
between 0 and 1: nv = 0⇒ η̂v = 0 and nv ≥ 1⇒ η̂v = 1nv and finally η̂v = min
{
nv,
1
nv
}
. The variable
yvκ must be binary (14.d).
Now, we linearize the product xvw · η̂v. We introduce the variable πvw that takes place for xvw · η̂v
and state the following constraints.{
0 ≤ πvw ≤ xvw v ∈ V \D,w ∈ V \D, (v, w) ∈ A
η̂v − (1− xvw) ≤ πvw ≤ η̂v v ∈ V \D,w ∈ V \D, (v, w) ∈ A
(14.e)
(14.f)
With constraints (14.e), xvw = 0 ⇒ πvw = 0, and xvw = 1 ⇒ 0 ≤ πvw ≤ 1 which is true since, for
xvw = 1, we have πvw = η̂v. With constraints (14.f), xvw = 1⇒ πvw = η̂v, and
xvw = 0⇒ η̂v − 1 ≤ πvw ≤ η̂v which is true since η̂v − 1 ≤ 0 and, for xvw = 0, we have πvw = 0.
4.2. Improvement of the linearization
When nv > 0 the linearization can be improved. The following linearization can be used in the
variant of the problem (Ptaxi) where Constraints (7) are added (an empty taxi returns to the depot). In
this case, nv > 0 for any pickup and delivery client node v except if v is the last client node of the taxi.
But in this case, the taxi returns to the depot and there is no client price to calculate.
In that case, nv ∈ J1; capaK and then 1capa ≤
1
nv
≤ 1. Consequently, we can write
min
{
nv,
1
nv
}
=
1
nv
=
1
capa
+
capa−1∑
κ=1
(
1
κ
− 1
capa
)
yvκ
We introduce a new variable η̂′v and define it with the following constraints.
η̂′v =
capa−1∑
κ=1
(
1
κ
− 1
capa
)
yvκ v ∈ V \D (15.a)
Note that η̂′v is still a non-negative variable and that his maximum value is 1 − 1capa which is less than
the maximum value of η̂v previously used in Section 4.1.
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The product xvw · 1nv is now equal to xvw ·
1
capa +xvw · η̂
′
v. There appear a linear term and a new product
that we have to linearize, but this product is smaller than the previous one. We introduce the variable
π′vw that takes place for xvw · η̂′v and state the following constraints.

0 ≤ π′vw ≤ xvw
(
1− 1
capa
)
v ∈ V \D,w ∈ V \D, (v, w) ∈ A
η̂′v − (1− xvw)
(
1− 1
capa
)
≤ π′vw ≤ η̂′v v ∈ V \D,w ∈ V \D, (v, w) ∈ A
(15.b)
(15.c)
These linearization constraints are similar to (14.e, 14.f). But observe that the coefficient of xvw and
1− xvw is now 1− 1capa < 1.
Another way to reduce the product xvw · 1nv is to write
1
nv
= 1−
capa∑
κ=2
(
1− 1κ
)
yvκ.
Then we set
η̂′′v =
capa∑
κ=2
(
1− 1
κ
)
yvκ v ∈ V \D (16.a)
and we have 0 ≤ η̂′′v ≤ 1 − 1capa . The product xvw ·
1
nv
is now equal to xvw − xvw · η̂′′v . Then, we
linearize the product xvw · η̂′′v in a similar way than previously.
5. Reducing the size of the problem
The number of decision variables of (Ptaxi) is equal to the number of arcs of the graph G = (V,A).
An arc (v, w) modelizes a potential transition from node v toward node w. But some of these transitions
may be forbidden by the cost constraints (5.c) which say that the price paid by a client must be at least
reduced by α. In the following, we are going to give conditions that enable to remove arcs from A and
consequently to reduce the size of (Ptaxi). We recall that the costs ω satisfy the triangle inequality.
5.1. First set of reducing conditions
We give a first set of conditions that are based on two clients i and j.
First, we consider the arcs (vi, v
′
j) and (vj , v
′
i) going from a pickup node to a delivery node.
Proposition 2. Let i and j be two clients. If
ω(vi,v
′
j)
capa +
ω(v′j ,v
′
i)
capa > α · ω(vi, v
′
i) then the arc (vi, v
′
j) can
be removed from A.
Proof. Suppose that the arc (vi, v
′
j) is included in the route of a taxi. Then, the client i is traveling on
this arc (vi is its pickup node) and has to pay at least
ω(vi,v
′
j)
capa since capa is the maximum number of
clients in a taxi. Next, he has to go from v′j to his delivery point v
′
i. Then, he has to pay at least
ω(v′j ,v
′
i)
capa
since the costs ω satisfy the triangle inequality. Thus, in total, he has to pay at least
ω(vi,v
′
j)
capa +
ω(v′j ,v
′
i)
capa .
If this cost exceeds α ·ω(vi, v′i), the constraints (5.c) are violated for client i which is impossible. So, the
arc (vi, v
′
j) cannot be included in a route of a taxi and can be removed from A.
Proposition 3. Let i and j be two clients. If
ω(vi,vj)
capa +
ω(vj ,v
′
i)
capa > α · ω(vi, v
′
i) then the arc (vj , v
′
i) can
be removed from A.
The proof of Proposition 3 is similar to the proof of Proposition 2.
Next, we consider the arcs (vi, vj) linking two pickup nodes.
Proposition 4. Let i and j be two clients. If
ω(vi,vj)
capa−1 +
ω(vj ,v
′
i)
capa > α · ω(vi, v
′
i) then the arc (vi, vj) can
be removed from A. Moreover, if
ω(vj ,v
′
i)
capa +
ω(v′i,v
′
j)
capa > α · ω(vj , v
′
j) then the previous condition can be
replaced by
ω(vi,vj)
capa−1 +
ω(vj ,v
′
j)+ω(v
′
j ,v
′
i)
capa > α · ω(vi, v
′
i).
13
Proof. Suppose that the arc (vi, vj) is included in the route of a taxi. Then, on this arc, there will be
at most capa− 1 clients since vj is a pickup node. The cost paid by client i for going from vi to vj will
be at least
ω(vi,vj)
capa−1 . After vj , the route of the taxi must go through the delivery node v
′
i. The end of the
route costs at least
ω(vj ,v
′
i)
capa since the costs ω satisfy the triangle inequality and a taxi contains at most
capa passengers. So, in total, client i will pay at least
ω(vi,vj)
capa−1 +
ω(vj ,v
′
i)
capa . If this price is greater than
α · ω(vi, v′i) then the constraints (5.c) are violated by client i. So, the arc (vi, vj) cannot be included in
the route of a taxi and then, can be removed from A.
Suppose the taxi route goes through v′i before v
′
j . Then, client j would have to pay at least
ω(vj ,v
′
i)
capa +
ω(v′i,v
′
j)
capa . If
ω(vj ,v
′
i)
capa +
ω(v′i,v
′
j)
capa > α · ω(vj , v
′
j), then the constraints (5.c) would be violated by client j. In
this case, a taxi must deserve v′j before v
′
i, and the lower bound of the cost for going from vj to v
′
i can
be improved by
ω(vj ,v
′
j)+ω(v
′
j ,v
′
i)
capa .
At last, we consider the arcs (v′j , v
′
i) linking two delivery nodes.
Proposition 5. Let i and j be two clients. If
ω(vi,v
′
j)
capa +
ω(v′j ,v
′
i)
capa−1 > α · ω(vi, v
′
i) then the arc (v
′
j , v
′
i) can
be removed from A. Moreover, if
ω(vj ,vi)
capa +
ω(vi,v
′
j)
capa > α · ω(vj , v
′
j) then the previous condition can be
replaced by
ω(vi,vj)+ω(vj ,v
′
j)
capa +
ω(v′j ,v
′
i)
capa−1 > α · ω(vi, v
′
i).
The proof of Proposition 5 is similar to the proof of Proposition 4.
5.2. Second set of reducing conditions
In the previous subsection, we have considered the arcs of the form pickup-delivery, pickup-pickup
and delivery-delivery nodes. We want now to obtain results concerning the delivery-pickup nodes. To
achieve this, we have to consider the variant of the problem (Ptaxi) where Constraints (7) are added (an
empty taxi returns to the depot).
Proposition 6. Let i and j be two clients. For all clients k different from i and j, let
ŵki′ = ω(vk, v
′
i) if ω(vi, vk) + ω(vk, v
′
i) ≤ α · capa · ω(vi, v′i)
ŵki′ = ω(vk, vi) + ω(vi, v
′
i) otherwise
ŵjk′ = ω(vj , v
′
k) if ω(vj , v
′
k) + ω(v
′
k, v
′
j) ≤ α · capa · ω(vj , v′j)
ŵjk′ = ω(vj , v
′
j) + ω(v
′
j , v
′
k) otherwise
Suppose that the clients k 6= i, j are renumbered from 1 to n − 2 and in such a way that βk = ŵki′capa +
ŵjk′
capa − α · ω(vk, v
′
k) are in increasing order. If,
ω(v′i, vj)
k
+ βk > 0 k = 1, . . . , capa− 1 (17)
then the arc (v′i, vj) can be removed from A.
Proof. Suppose there are p ≥ 1 clients in a taxi going through arc (v′i, vj). First, note that p ≤ capa− 1
since vj is a pickup node. Let k1 < k2 < · · · < kp be the numbers of the p clients on arc (v′i, vj). The
number kp is not strictly lower than p because, in the worst case, we have k1 = 1, k2 = 2, . . . , kp = p.
By (17), we have
ω(v′i,vj)
p + βp > 0. As kp ≥ p, we have βkp ≥ βp and hence,
ω(v′i,vj)
p + βkp > 0 .
Replacing βkp by its definition, we obtain
ω(v′i,vj)
p +
ŵkpi′
capa +
ŵjk′p
capa > α · ω(vkp , v
′
kp
) .
The trip of client kp is divided into three parts. On the part from vkp to v
′
i, the price will be at least
ω(vkp ,v
′
i)
capa since there are at most capa passengers in a taxi and the costs ω satisfy the triangle inequality.
Moreover, if
ω(vi,vkp )+ω(vkp ,v
′
i)
capa > α · ω(vi, v
′
i) then vkp cannot be on the route from vi to v
′
i. Indeed,
otherwise, client i would violate the price constraints (5.c). So, in this case, vi is on the route from vkp
to v′i and the price from vkp to v
′
i will be at least
ω(vkp ,vi)+ω(vi,v
′
i)
capa . The same holds for the trip from vj
to v′kp . For the trip on the arc (v
′
i, vj), client kp has to pay exactly
ω(v′i,vj)
p . So, in total, client kp has
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to pay at least
ω(v′i,vj)
p +
ŵkpi′
capa +
ŵjk′p
capa which is greater than α · ω(vkp , v
′
kp
). Then, client kp violates the
price constraints (5.c). Hence, kp cannot be in a taxi going through arc (v
′
i, vj).
There is a contradiction and the hypothesis p ≥ 1 is false. Hence, there is no client on the arc (v′i, vj)
which is impossible because, due to Constraints (7), an empty taxi goes back to the depot. So, if the
conditions (17) are satisfied, the arc (v′i, vj) is never used and it can be removed from A.
To compute the conditions (17) it is not necessary to sort the βk for k ∈ J1;nK with k 6= i and k 6= j.
We have just to sort the capa− 1 smaller βk . This can be done in O((capa− 1)n) which is linear if the
capacity of a taxi is fixed.
6. Numerical results
Numerical tests have been performed on the linearized versions of (Ptaxi) with different instances.
The instances are generated in the following way. We have extracted from ”‘Google Maps”’ fourteen
locations in Paris with travel times (in minutes) and distances (in meters) between them. We set the
cost of a trip from a location i to a location j equal to the time for going from i to j. In order to generate
an instance, first, we randomly select locations that can be viewed as reference locations. The number
of reference locations depends on the number of clients. We assign departures and arrivals of the clients
to the reference locations in such a way that (Ptaxi) admit at least one feasible solution for α = 0.5.
Next, in order to have distinct locations, we randomly move the departures and arrivals in the neighbor
of their reference locations. To do this, we choose an α > 0.5 and the amplitude of the perturbation,
that is the maximum travel time from the new location to the reference location, is computed in such
a way that (Ptaxi) still admit at least one feasible solution for the chosen α. The Manathan distance is
used to measure the travel time and the distance from the new departure and arrival locations from their
reference locations. The location of the taxi depot has been arbitrarily chosen at Chatelet, a location at
the centre of Paris.
The tests concentrate on the cost constraint which has been shown in Section 2.2 to introduce most
of the complexity (see Theorem 1). So, we assume that time windows of the clients are large enough to
ensure that the time constraint is satisfied in any scheduling. This can be achieved by taking t0 and t
′
0
sufficiently large. Note that, due to Theorem 2, this assumption does not make the problem easier to
solve.
We test the problem (Ptaxi) and its version in which an empty taxi returns to the depot, modelized
by Constraints (7). We denote by (P ′taxi) this second version.
We implemented the models in AMPL language and solved them using the CPLEX software package
(CPLEX 12.6), on a quad-core processor Intel(R) Core(TM) i5-3470 CPU (3.2 GHz) with 4 GB of RAM.
The results are summarized in the following tables. Each line of these tables is obtained by averaging
over 5 instances. The columns of the tables are the following: n is the number of clients, m is the number
of taxis, α is the desired gain of the clients, graph reduction is the percentage of suppressed variables
(edges of the graph) using the propositions given in Section 5, max CPU time is the maximum CPU time
in seconds allowed to solve the problem, gap is the relative gap between the value of the best solution
found within the time limit and the best lower bound of the optimal solution, BB nodes is the number
of branch-and-bound nodes of the search tree, unsolved instances is the number of instances for which
no solution has been found within the time limit, used CPU time is the time used to solve the problem;
when this time is smaller than max CPU time this means that the solver has found an optimal solution
within the allowed time limit. For all the instances, the capacity of a taxi is equal to 4. Note that, again,
due to Theorem 2, the values chosen for the capacity and α do not make the problem easier to solve.
Table 1 is devoted to problem (Ptaxi). The problem is linearized following the method described in
Section 4.1. The used reduction rules are the ones described in Section 5.1. The problem is difficult to
solve but we can obtain solutions up to n = 18. We can exactly solve some instances for n = 8 and 10
(the used CPU time is strictly less than the max CPU time). For n ≥ 12 we obtain only suboptimal
solutions whose gap is increasing with the number of clients. Table 2 is devoted to the same problem but
in this case the graph reduction is not used. Comparison of the results in Tables 1 and 2 shows the gain
obtained by the graph reduction. This can be observed on three points: the used CPU time for n = 8
and n = 10, the gap, and, for n ≥ 12, the number of unsolved instances. These entries are greater if no
reduction is done.
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Problem (Ptaxi)
n m α
graph max CPU
gap % BB nodes
unsolved used CPU
reduction % time s. instances time s.
8 4 0.6 21.9 180 0 130499 0 70.9
8 4 0.7 15.5 180 1.5 258623 0 97
10 4 0.6 22.4 180 6.0 509293 0 169
10 4 0.7 15.2 180 8.5 502038 0 152.8
12 5 0.6 22.8 180 21.4 428352 1 180
12 5 0.7 14 180 23.9 399757 1 180
14 5 0.6 23.2 360 22 704605 1 360
14 5 0.7 14.8 360 26 632784 1 360
16 5 0.6 23 360 41.6 680972 3 360
18 5 0.6 23.2 660 31.6 559795 3 660
Table 1: Results for (Ptaxi)
Problem (Ptaxi) without graph reduction
n m α
graph max CPU
gap % BB nodes
unsolved used CPU
reduction % time s. instances time s.
8 4 0.6 - 180 10.3 314124 0 158.5
8 4 0.7 - 180 4.1 448780 0 140.1
10 4 0.6 - 180 11.5 492381 0 180
10 4 0.7 - 180 9.4 415195 0 149.3
12 5 0.6 - 180 21.2 279501 4 180
12 5 0.7 - 180 23.2 335038 4 180
14 5 0.6 - 360 25.3 500035 4 360
14 5 0.7 - 360 33.4 476490 3 360
16 5 0.6 - 360 46.2 371328 4 360
18 5 0.6 - 660 - - 5 660
Table 2: Results for (Ptaxi) without graph reduction
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The difficulty to solve the problem is due to the poor LP relaxation (continuous relaxation). But
this is not the unique reason. The cost constraint induces numerical troubles. To see this, we solved
the problem without the cost constraint, i.e. with Constraints (5.a-5.c) removed, and so without graph
reduction. We can solve this relaxed problem more easily even if its LP relaxation is poor too. The
results are reported in Table 3. The column LP gap gives the relative gap between the best solution
found and the LP relaxation of the problem. The computations have been done within the same time
limits used above. The number of unsolved instances is significantly reduced when the cost constraint is
removed.
(Ptaxi) (Ptaxi) (Ptaxi)
with reduction without reduction cost constraint relaxed
n m α gap %
unsolved LP
gap %
unsolved LP
gap %
unsolved LP
instances gap % instances gap % instances gap %
8 4 0.6 0 0 58.8 10.3 0 61.3 0 0 54.7
8 4 0.7 1.5 0 58.1 4.1 0 59 0 0 54.7
10 4 0.6 6 0 73.5 11.5 0 74.3 8 0 73.6
10 4 0.7 8.5 0 73.6 9.4 0 74 8.3 0 73.7
12 5 0.6 21.4 1 80.2 21.2 4 78.4 16.1 0 79.6
12 5 0.7 23.9 1 79.7 23.2 4 78.3 16.4 0 79.4
14 5 0.6 22 1 83.7 25.3 4 83.1 33.2 0 84.6
14 5 0.7 26 1 83.7 33.4 3 85.3 27.1 0 84.3
16 5 0.6 41.6 3 89.4 46.2 4 89.3 54.3 0 89.9
18 5 0.6 31.6 3 89.4 - 5 - 76.5 2 93.2
Table 3: Comparison of problems with and without cost constraint
Table 4 is devoted to problem (P ′taxi) where an empty taxi returns to the depot. In this table, the
results for the three linearizations described in Section 4 are reported. The first linearization is the one
described in Section 4.1. The second and third linearizations are described in Section 4.2 and defined
respectively by (15.a-15.c) and (16.a). For a given triplet (n,m,α), the results of the first, second and
third linearization are reported in this order. The graph reduction is more important for this kind of
problem since one can use the additional reductions given in Section 5.2. This provides a little bit more
easiness to solve the problem. This can be observed especially by the number of unsolved instances which
is less important than in Table 1. The second and third linearizations improve the first linearization. This
can be observed by a decreasing gap and more especially by a decreasing number of unsolved instances.
As the time windows are large enough, optimal solutions of (Ptaxi) use only one taxi. On the contrary,
optimal solutions of (P ′taxi) may use several taxis. However, such a solution can be transformed into a
solution of (Ptaxi) with a lower cost by linking the routes of two successive taxis. The routes of taxis k
and k + 1, for k ∈ J1;m − 1K, are merged by going directly from the last client of k to the first client
of k + 1. The return to the depot is removed. Table 5 contains the relative gaps between the heuristic
solutions built from the solutions of (P ′taxi) and the solutions of (Ptaxi). The gaps are very tight (a
negative value indicates an improvement of the solution of (Ptaxi)). This is an interesting results since
(P ′taxi) is more easily solved than (Ptaxi) and it provides good heuristic solutions for this last one.
7. Conclusion
We have studied a taxi sharing problem in which the price of a trip is evenly shared between the
passengers of the trip. The bill of the passengers must be reduced by a given factor. Particularly, this
last constraint strongly affects the complexity of the problem. We have shown that determining a feasible
solution is an NP-complete problem even if we relax the time windows constraint and if we do not ask
the taxis to drive all the clients to their destinations. However, it is not known if this result remains true
if the capacity of the taxis is fixed. This open question is worth to be investigated.
We have proposed a mixed integer model that takes into account the price reduction constraints.
These constraints are nonlinear. We have proposed some linearization approaches. Next, we have
proposed some conditions, based on the cost constraints, that provide significant reductions of the size
of the problem. Nevertheless, for now, the model can only solve small instances. Some improvements
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Problem (P ′taxi)
n m α
graph max CPU
gap % BB nodes
unsolved used CPU
reduction % time s. instances time s.
8 4 0.6 38.1 180 0 107994 0 48.8
0 90248 0 44.5
0 90167 0 48
8 4 0.7 27.2 180 11.5 365662 0 111.5
3.6 349445 0 100.4
3.6 292568 0 100.9
10 4 0.6 39.2 180 11.3 568554 0 170.6
10.5 566954 0 164.4
10.1 535730 0 164
10 4 0.7 26.8 180 20.7 544014 0 180
20.2 657544 0 180
20.1 616718 0 180
12 5 0.6 38.4 180 27.6 530971 0 180
26.9 585586 0 180
25.2 536611 0 180
12 5 0.7 25.4 180 34.1 493725 1 180
33.9 525580 1 180
31.5 450061 0 180
14 5 0.6 38 360 33 917414 0 360
34.3 945930 0 360
34.2 877295 0 360
14 5 0.7 24.6 360 39.1 775248 1 360
37.1 735010 1 360
36.6 690032 0 360
16 5 0.6 38.2 360 33.9 798347 2 360
38.6 784869 1 360
33 629171 0 360
18 5 0.6 38.4 660 42.8 1251394 2 660
47.9 1083233 0 660
31.1 872994 0 660
Table 4: Results for
(
P ′taxi
)
n
α
0.6 0.7
8 0.4 % 0.5 %
10 1.5 % 1.4 %
12 -0.4 % 2.9 %
14 0.0 % 1.1 %
16 0.0 % -
18 0.0 % -
Table 5: Relative gap between heuristic solutions and solutions of (Ptaxi)
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could be done. Firstly, valid inequalities could be used in order to strengthen the LP relaxation of the
model. Particularly, such inequalities could be built based on the cost constraint. Secondly, it could be
interesting to generalize what is done with the current reduction rules and to determine which triplet or
k-upplet of clients are not compatible due to the cost constraint, and therefore cannot be in the same
taxi. This may happen if the deviation that the taxi must do to pick up two clients prevents one of them
to satisfy the cost constraint.
Finally, it would be interesting to focus on the dynamic version of the problem in which the routes of
the taxis may be updated with new clients that may query at any time. Indeed, such a version is more
realistic considering that clients usually book a taxi shortly before they need it. Some of the results we
get in this paper could be applied to the dynamic version.
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