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 The development of optogenetics and calcium imaging have enabled light-activated 
manipulation and monitoring of neural activity that offer powerful alternatives to traditional 
electronic and chemical methods. Along with light-evoked activity, many technical advancements 
have been made that allow for facilitated optical delivery, activation, and recording of neural 
dynamics. These include fiber-optic cables for targeted optical delivery, genetically encoded 
calcium indicators (GECI) for optically measuring signaling dynamics, fiber bundles for spatially 
targeted delivery, and optical system design for adequate integration of these technologies. 
Recently, this field has grown substantially, with the goal to understand neural communication 
based on signals transmitted between cells that lead to brain-level function. In addition to optical 
and genetic advancements, equally important are methods for assessing both single-cell and 
network-level behavior. With high volumes of data from video-rate optical imaging and 
stimulation systems, comes the challenge of analyzing their trends. This is especially true for 
inferring network-level behavior, given the limited field-of-view inherent in optical systems. In 
addition, when using fiber bundles, either for in vitro or in vivo experiments, there are inherent 
artifacts that obscure the underlying imagery, hindering data interpretation and analysis.  
The goal of this thesis is twofold: to present an algorithm developed for assessing network 
dynamics from calcium imaging data, and an algorithm aimed at removing the pixilation artifact 
from fiber-bundle images. The neural connectivity algorithm could be used to reveal connectivity 
between neurons. Furthermore, a map of connectivity in neural cultures could be developed to 
showcase the network structure in neural preparations. By integrating these into optical systems, 
underlying network behavior can be identified and better understood, and directed electromagnetic 
manipulation of neural circuits can be realized. These algorithms, coupled with all-optical 
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approaches to assess network dynamics, provide a powerful tool that when fully integrated, will 
allow for closed-loop optogenetic feedback mechanisms in brain cultures, slices, and retinal 
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Chapter 1: Introduction 
1.1. Importance 
 The brain is one of the most intricate and complex organs in the body. It acts as the control 
center for all body functions, including cognition and behavior, with neurons acting as its most 
fundamental computational component. Billions of neurons, and even larger numbers of 
connections between individual neurons are the source of the complex communication 
mechanisms that ultimately result in the holistic functionality of organism-level behavior [1,2]. 
The structure of the brain, despite this complexity, is highly organized, with designated regions 
that are associated with specific tasks. For example, the somatosensory cortex is known to be 
associated with sensory processing, such as touch, olfaction, etc [1,2]. The motor cortex, on the 
other hand, is responsible for directing movement of limbs, and the hippocampus is associated 
with memory [1]. All regions work in synergy, and how the neurons are connected both within 
and between these designated regions is very intriguing. Even within these designated regions, 
there seems to be significant differentiations in cell communication based on functionality. Hence, 
understanding how these cells communicate with one-another, during specific behaviors and under 
the influence of drugs and disease, would aid in our understanding of this complex and fascinating 
network. This is especially important in the case of aberrations in normal functionality—primarily 
in the context of neurodegenerative diseases. Understanding the context of normal and abnormal 
communication between neurons could thus provide insight into what networks are perturbed as a 
result of a disease. More interestingly, if the connections could be re-introduced by alternative 
pathways to correct for these deficiencies, a powerful toolkit could be developed for returning 
normal function. To accomplish this, the first step is to assess neural connectivity on a unicellular 
level with extrapolation to other equally complex extensions of the nervous system, such as the 
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neural networks in the retina. This thesis aims to combine optical and computational tools toward 
that goal. By advancing technical developments in network analyses and optical imaging, these 
tools can be used to shed light on how connectivity can be mapped in the brain and unveil network 
information that has otherwise been unexplored.  
 
1.2. Thesis Goals and Organization 
It is essential to have a synergy of hardware and software available to elucidate and 
understand any biological phenomena. Microscopy systems are necessary to monitor and study 
phenomena of interest, but gathering and processing data are equally as important. Furthermore, 
computational techniques are often necessary to unveil information obscured in noise or artifacts 
picked up by detectors. Inherent imperfections in detection systems makes it even more necessary 
to use computational techniques that can discriminate signal from noise and provide reliable 
information to the researcher. This is especially true for complex biological systems, such as the 
brain. In these studies, conventional wide-field fluorescence microscopy and imaging through 
optical fiber bundles were utilized to image neural activity. Commercial and custom-built 
microscopes were used to study the phenomena, and algorithms developed to process the data 
acquired through these systems to reveal cellular functionality. Using these tools, this thesis aims 
to answer the following question: if a framework is developed for processing data acquired from 
imaging systems monitoring neural activity, can this data be used to infer network connectivity 
between neurons? Three aims were established to test this hypothesis:  
 
Aim 1: Develop a computational method for the removal of fiber-bundle artifacts. Chapter 2 
discusses this problem in more detail and proposes a method for removal of the artifact using fiber 
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bundle movements. This will allow for the high spatial precision desired for optogenetic 
perturbation, while improving imaging quality. 
 
 Aim 2:  Develop an algorithm that can accurately unveil network connectivity based on the optical 
signatures acquired with calcium imaging. This will provide a basis for mapping the structure of a 
cellular network and will facilitate optogenetic stimulation by providing the user a map of network 
connectivity. It will also allow for the assessment of network changes from tailored optical pulses 
and other electromagnetic or chemical perturbations. 
 
Aim 3: Test and assess the efficacy of developed techniques. This will confirm the strengths and 
limitations of each technique, and how each can be improved.  
 
The thesis is organized into six chapters. Chapter 2 covers background information to 
overview developments in fluorescence, fiber bundle imaging, network inference algorithms, and 
neuroscience. Chapter 3 describes the experimental procedures and systems for data acquisition 
used in this study. Chapter 4 introduces the first algorithm of interest: the fiber bundle pixilation 
removal. It describes the problems associated with fiber bundles, the approach for artifact removal, 
simulations of this artifact, and shows the results from the developed algorithm. Chapter 5 
demonstrates the network connectivity algorithm. Specifically, the image processing and 
conditioning required to extract the desired signals, and the analyses for which the network is 
determined and validated, are discussed. Finally, Chapter 6 overviews the results from this work, 
discusses its implications, and proposes future directions in which this work can advance.  
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Chapter 2: Background 
 The goals for this chapter of the thesis are to introduce the concepts of interest central to 
this work. First, the neuron and its ability to develop networks with neighboring neurons are 
described. Technologies that provide methods for optically assessing neuron activity will then be 
discussed. More specifically, fluorescence, calcium indicators, fiber bundles, and conventional 
microscopy, among other tools that have enabled new insights in neuroscience. Problems that arise 
as a result of these technologies will also be brought to attention. The introduction will then 
transition to methods by which networks are assessed, their implications, and how non-optical 
systems measure and assess networks.  Finally, how the work presented in this thesis could 
overcome many of the problems introduced, and the importance of new analytical tools for 
assessing neural circuits are discussed. 
  
2.1. The Neuron: From Cells to Networks 
 At the most fundamental level of organism functions and behavior, a neuron serves as the 
basis for the complex analysis and decision making that occurs at the brain level. Its structure, 
organization, and diversity in morphology lends itself to many computations that promote the 
functionality of an entire living organism [3]. Figure 1 shows the basic structure of a neuron. Each 
cell consists of a cell body (soma), which contains most of the organelles, numerous shorter 
extensions (dendrites) and one longer extension (axon).  These extensions are used for acquisition 
and propagation of electrochemical signals. Most vertebrate axons are covered with a myelin 
sheath, which an increased propagation rate of electrical signals in the form of action potentials. 
Fast propagation of action potentials facilitates neural communication and provides high-speed 
transfer of  signals across different regions of the brain, and throughout the body.  
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Figure 1: The basic structure of a neuron. Adapted from [2]. 
 
 The transfer of electrical signals within and between cells is a direct result of the ion flow 
across the cell membrane. An action potential is an electric pulse that travels down the axon until 
it reaches the junction with the next neuron (synapse), where it causes the release of 
neurotransmitters (Figure 2). The distance between two neurons is called the synaptic gap or 
synaptic cleft. The neurotransmitters diffuse across the synaptic gap and bind to the receptors that 
are located on the membrane of the postsynaptic neuron. This binding promotes the opening of ion 
channels along the synaptic cleft that are predominantly ligand-gated sodium and potassium 
channels, although calcium channels are also present. As neurotransmitters bind to ion channels, 
the corresponding change in ion concentration across the cell membrane results in a change in 
charge across the cell membrane, inducing a change in resting membrane potential. If the 
membrane potential becomes less negative (or depolarized) then the neuron membrane is excited, 
and if the membrane is depolarized enough to pass a threshold, roughly -55 mV, then it will initiate 
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an action potential, which will travel down the axon. On the other hand, if the membrane potential 
becomes more negative (or hyperpolarized), production of an action potential is inhibited in the 
neuron. Ion channels typically remain open for a millisecond, but the ion flow induces opening of 
voltage-gated ion channels and propagation of action potential along the axon, until it reaches the 
axon terminal. This signal then induces calcium channels at the axon terminal to open (Figure 2A), 
causing vesicles to release neurotransmitters into synaptic cleft (Figure 2B). The neurotransmitters 
then diffuse across the synaptic cleft, reaching dendrites on the postsynaptic neuron, where this 
process starts again (Figure 2C).  
 
Figure 2: Schematic demonstrating the principle of synaptic transmission. A) Action potential in 
the presynaptic neuron opens the voltage-gated channels which facilitate calcium influx. 
B) Calcium binds to synaptic vesicles, causing the release into the synaptic cleft. 
C) Neurotransmitters diffuse to the postsynaptic neuron, bind to the receptors opening the ion 





 These electrochemical signaling cascades form the basis for all neural communication and 
can be uniquely studied to investigate how neurons transfer signals for any cognitive function. 
Much like components of an electrical circuit, these neural connections form a complex 
mechanism for the transduction and computation of external signals. As such, exploring these 
networks would provide significant insights into the processing performed in the nervous system. 
By investigating the temporal dynamics of neural communication mechanisms, a basis for 
assessing network activity on a cellular level can be formulated. Many theories and models have 
been developed to describe this phenomenon on a cell-to-cell and network-level basis. One of the 
simplest and most powerful theories was developed in 1949 by Donald Hebb. He defined this 
relationship as: “When an axon of cell A is near enough to excite a cell B and repeatedly or 
persistently takes part in firing it, some growth process or metabolic change takes place in one or 
both cells such that A's efficiency, as one of the cells firing B, is increased” [4]. This established 
the most common assumption used to analyze network connectivity, where cells that fire near-
simultaneously can be considered as interconnected in some way. Similarly, Oja established a 
derivative of this theory, where neurons also functioned as single-celled principle component 
analyzers, classifying  connectivity with similarities in firing patterns [5]. From this, near-
simultaneous electrical activity between cells could be used to infer strength in coupling between 
two cells, where clusters of cells firing simultaneously are assumed to be strongly interconnected. 
This theory was used as the basis for the techniques developed in this thesis to determine network 
topology and functionality from the signals associated with neighboring neurons in the cell culture. 
With sufficient temporal resolution, the information regarding signal propagation can also be used 




 Fluorescence imaging has provided profound utility in microscopy, including monitoring 
neural structure and activity. Chemical staining has been used for targeted imaging of 
physiological specimens since the 19th century [7]. This advancement in optical microscopy was 
further improved using fluorescent stains. The principle relies on the excitation of a fluorescent 
molecule with light of a certain energy level (Figure 3). This induces a Stokes shift in the 
fluorescent molecule, which results in photons of a lower energy (and hence longer wavelength) 
to be emitted [8]. Many compounds (fluorophores) have been developed in recent years that cover 
a wide range of frequencies, which provide the flexibility for researchers to image various 
structures and functions by very selective targeting. Recent advancements in genetic modifications 
has also facilitated labelling of living cells, and the visualization of dynamic cellular activity. The 
green fluorescent protein (GFP) is the first notable example. It was extracted from jellyfish, and 
since has been used for genetic alterations of different cells and tissues in lab animals for 
research [9]. This genetic alteration provides many benefits, including localized expression, the 
minimization of invasive procedures for introducing fluorescent proteins into organisms, and the 
ability of genetically modifying animals to express these proteins. Most fluorescent proteins are 
limited, however, in that only structural information is acquired from traditional immuno-stained 
fluorescence imaging. Further engineering developments have been made, however, that have 
overcome this limitation, and are now widely used for studying neural dynamics. Among these are 




Figure 3: Diagram presenting the principles of fluorescence microscopy. A specific wavelength 
of light interacts with a fluorophore, which emits light of a lower frequency by what is known as 
a Stokes shift. The photoconversion processes and their timescales are also shown. Adapted and 










2.3 Calcium Imaging 
 A derivative of traditional fluorescence imaging, calcium imaging  allows for fluorescent 
imaging of cellular activity by measuring fluctuations in the Ca2+ concentration within a cell [10-
16], either by genetic modifications [13, 17-23] or chemical introduction of an exogenous 
indicator [24, 25]. These methods offer different ways for introducing calcium indicators for 
imaging based on experimenter’s preference. Chemical introduction simply requires the indicator 
to be loaded into a sample, such as a cell culture or neural tissue, if the indicator is membrane-
permeant. Genetic modification of the sample, alternatively, allows for the tissue sample to be 
prepared for culture or experiments without adding exogenous agents, reducing the number of 
steps required to begin imaging. 
 Additionally, although commercial indicators are well characterized, fluorescence of 
exogenous indicators depend on their concentration, based on the indicator’s affinity for calcium, 
among other factors. Therefore, experiments are required to acquire preliminary results to tailor 
indicator loading conditions. GECIs reduce the complexity required for experiment preparation, 
and hence facilitate experimentation. There are now many commercially available genetically-
modified lab animals for researchers, in addition to the vast array of commercially available 
chemical indicators. Beyond commercial lab animals, there are also numerous viruses carrying 
genetically-encoded indicators that allow researchers to generate their own transgenic animal lines, 
or localize expression of an indicator in specific areas. A brief list of commercially available 





Table 1: List of commercially available chemical and genetically-encoded calcium indicators, as 
well as their suppliers.  
 
By introducing GECI into the cell membrane, the electrical activity of a neuron can be 
approximated by the influx and efflux of Ca2+ ions across the cell membrane [26, 27]. As briefly 
described in Section 1.1., Ca2+ is among a few ions that can move across the cell membrane, and 
they are the primary ions that promote neurotransmission across the synaptic cleft [1]. The 
importance of Ca2+ in cellular communication  pushed for technical development of indicators that 
could detect  it optically, while allowing for the visualization of electrochemical dynamics for 
prolonged periods of time [14]. Consequently, there are now wide-ranging, commercially-
available GECIs for measurement of dynamic activity. The engineering feats of GECIs have 
Indicator Peak Absorption (nm) Peak Emission (nm) Distributor Reference/Source Notes
GCaMP6s 505/497 517/515 Janelia Farms 23 Calcium free/bound calcium
GCaMP6f 505/497 517/515 Janelia Farms 23 Calcium free/bound calcium
GCaMP6m 505/497 517/515 Janelia Farms 23 Calcium free/bound calcium
GCaMP5G 505/497 517/515 Janelia Farms 23 Calcium free/bound calcium
GCaMP3 505/497 517/515 Janelia Farms 23 Calcium free/bound calcium
jGCaMP7s 505/497 517/515 Janelia Farms 18 Calcium free/bound calcium
jGCaMP7f 505/497 517/515 Janelia Farms 18 Calcium free/bound calcium
jGCaMP7b 505/497 517/515 Janelia Farms 18 Calcium free/bound calcium
jGCaMP7c 505/497 517/515 Janelia Farms 18 Calcium free/bound calcium
Rcamp1a 575.5/576.5 594/595 Janelia Farms 13 Calcium free/bound calcium
RCaMP1c 576.5/576.5 597/595 Janelia Farms 13 Calcium free/bound calcium
RCaMP1d 575/572 597.5/592.5 Janelia Farms 13 Calcium free/bound calcium
RCaMP1f 574/572 597/591.5 Janelia Farms 13 Calcium free/bound calcium
RCaMP1h 575/571 602/594 Janelia Farms 13 Calcium free/bound calcium
R-GECO1 576/564 598/588 Janelia Farms 13 Calcium free/bound calcium
mApple 568/568 592/592 Janelia Farms 13 Calcium free/bound calcium
jRCaMP1a 570/560 590/610 Janelia Farms 21 Calcium free/bound calcium
jRCaMP1b 570/560 590/610 Janelia Farms 21 Calcium free/bound calcium
Fura-2, AM 363 510 ThermoFisher 25 Ratiometric
Fura-2, pentapotassium 363 510 ThermoFisher 25 Ratiometric
Fura Red, AM 436, 472 650 ThermoFisher 25Ratiometric, low/high Ca Differences
Indo-1, AM 355 475 ThermoFisher 25 Ratiometric
Indo-1, pentopotassum 355 401 ThermoFisher 25 Ratiometric
Oregon Green 488 BAPTA-1, AM 494 523 ThermoFisher 25 Activity-Free Signal
Oregon Green 488 BAPTA-1, Hexopotassium 494 523 ThermoFisher 25 Activity-Free Signal
Oregon Green 488 BAPTA-1 dextran, Potassium 494 523 ThermoFisher 25 Activity-Free Signal
Oregon Green 488 BAPTA-6F, Hexapotassium 492 517 ThermoFisher 25 Activity-Free Signal
Oregon Green 488 BAPTA-5N, Hexopotassium 492 517 ThermoFisher 25 Activity-Free Signal
Fluo-4 AM 494 506 ThermoFisher 25 No Activity-Free Signal
Fluo-4 AM, Pentopotassium 494 506 ThermoFisher 25 No Activity-Free Signal
Fluo-5F, AM 494 516 ThermoFisher 25 No Activity-Free Signal
Fluo-5F, Pentopotassium 494 516 ThermoFisher 25 No Activity-Free Signal
Fluo-4FF, AM 494 516 ThermoFisher 25 No Activity-Free Signal
Fluo-4FF, Pentopotassium 494 516 ThermoFisher 25 No Activity-Free Signal
Rhod-2, AM 552 581 ThermoFisher 25 Red-Shifted Indicators
Rhod-2, Tripotassium 552 581 ThermoFisher 25 Red-Shifted Indicators
X-Rhod-1, AM 580 602 ThermoFisher 25 Red-Shifted Indicators
X-Rhod-5F, AM 581 603 ThermoFisher 25 Red-Shifted Indicators




served as a powerful tool for optical imaging, and coupled with optogenetics, now provides an all-
optical method by which to perturb and measure neural activity [28-30]. 
Calcium imaging has been used widely in the field of neuroscience as a tool to monitor 
electrical activity. In contrast, the traditional patch-clamp technique has been widely adopted for 
measuring the electrical activity on a single-cell level, and continues to be used as the gold-
standard. [31, 32]. Patch clamping is performed by approaching a glass pipette filled with an ionic 
solution toward the neural cell bodies and applying suction so that the surface of the membrane is 
ruptured. The voltage across the cell membrane is controlled by the experimenter and the resulting 
currents are recorded using Ag/AgCl electrodes. In current clamp, the current is controlled while 
the voltage is measured. This technique is still widely used since its development in the 1970s, 
with little efforts made to change the method for recording cellular potentials. Recent 
advancements in electronic fabrication have allowed for the development of multielectrode arrays 
(MEAs) as another tool for measuring cell activity by measuring cellular field potentials.  This 
method is underlined with a simple principle. Arrays are fabricated using Ag/AgCl electrodes 
across some surface conducive to cellular growth [33, 34]. Isolated cells are then plated on these 
dishes, and the external ionic currents measured by changes in external ionic concentration, which 
are picked up by these electrodes and measured as voltages. The benefit of this method is its ability 
to measure multiple cellular potentials at any moment in time and use these numerous signals to 
infer how cellular potentials are transferred between cells. This has been applied for 
pharmaceutical experiments to measure cellular response to drugs, and for computational inference 
of network connectivity. The resolution on these chips is so well-developed that the propagation 
along a single cell can now be measured in addition to intercellular signaling [35].  
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Calcium imaging is similar to MEA technology, but with fluorescent calcium indicators, 
such as calmodulin. If GFP is linked to calmodulin, the reaction between calmodulin and Ca2+ 
results in an increased GFP fluorescence [11, 20, 36]. This increased fluorescence and its 
fluctuations can be easily detected using microscopy. Figure 4 provides an experimental example, 
where Figure 4A shows the field of view (FOV), and the Figure 4B the corresponding fluorescence 
traces from each cell. The benefit of detecting fluorescence only in the presence of activity, as 
described and exemplified in Figure 4, is a decrease in the negative effects of photobleaching, 
since a significant presence of Ca2+ in a neuron is necessary to induce fluorescence [37]. There are 
numerous mechanisms at the single-cell level that result in fluctuations in calcium levels. But the 
primary reason for calcium fluctuations is the direct association with action potentials,  which 
includes ionic exchange with the neural environment mediated by voltage gated calcium channels, 
metabotropic glutamate receptors, and various ionotropic glutamate receptors [11]. Internally, the 
cytosol also exchanges calcium ions with the mitochondria and endoplasmic reticulum. These 
changes in Ca2+ concentrations depend on diverse functions based on neural subtype, cell location, 
and anatomical location in the brain [11]. The discovery of calcium indicators has facilitated the 
localization of biological phenomena for which Ca2+ flow is associated, many of which would not 
have been possible otherwise. Broad in scope, the work in this thesis focuses on targeting and 
analyzing the signals from cytosolic Ca2+ influx and its association with electrical activity in 
neurons.  Although the calcium exchange between a cell and its extracellular environment can be 
difficult to control, given the strong associations and dependencies on bioelectric phenomena, 
inferring cellular communication based on calcium transients can yield comparable results as with 
using field potentials on MEA platforms. Therefore, this provides a powerful tool for optically 
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monitoring cellular communication without additional damage done to cells in patch-clamping, 
but higher localization and resolution than MEAs.  
 
Figure 4: Image of cultured hippocampal neurons transfected with GFP-calmodulin complex 




2.4. Fiber Bundles 
 The preceding Sections highlight different measurement techniques for probing and 
measuring neural activity. Given that light is the medium used for these methods, a delivery system 
is required to acquire data. Ordinary microscope objectives severely limit the  optogenetics and 
calcium imaging experiments that involve freely-moving, organism-level behaviors, in addition to 
the lack of spatial precision of photostimulation due to out-of-focus light [38]. Although head-
fixed microscopy systems have been developed that enable researchers to image neural behavior 
with more mobility, they still only provide limited mobility for mice under investigation. Studies 
that involve mice moving in a confined space, through physical obstacles, or studies that 
investigate socio-neural behavior would not be possible with these systems. Fiber optic cables 
have been used for light delivery under in vivo conditions, but at the expense of spatial precision, 
as all light is delivered through a single fiber core [39, 40]. Fiber bundles, in contrast, are made up 
of thousands of individual fiber cores. Commercially-available fiber bundles have cores as small 
as a few microns in diameter [41], with outer-diameters typically on the millimeter-scale. Using 
fiber bundles as a light conduit thus overcomes the aforementioned barriers, providing flexibility 
for studies in freely moving mice, in addition to spatial precision by illuminating individual cores 
under single-photon illumination. The use of these fibers, however, comes at the expense of a 
superimposed ‘honeycomb’ pattern that represents the fiber core geometry. As shown in Figure 5, 
this artifact obscures a large percentage of the underlying object features, which  can cause 
difficulties during imaging, and  for image interpretation [40-42]. One of the primary goals of this 
thesis proposes a computational method for removal of this artifact to facilitate imaging with fiber 
bundles, especially in the context of fluorescence imaging. This will be further discussed in 
Chapter 4.  
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Figure 5: Image of a USAF resolution target acquired with a fiber bundle, demonstrating the 
superimposed honeycomb artifact inherent in fiber bundle imaging, which obscures the sample.  
 
2.5. Fiber Bundle Depixelation Algorithms 
 Several algorithms have been developed to reduce the pixilation artifact discussed in 
Section 2.4. Some of these methods are as simple as low-pass filtering or median filtering of 
neighboring pixels to fill in the lack of transmission between fiber bundles as a reconstruction 
method [43]. Others are more computationally intricate while maintaining a low-degree of 
computational intensiveness. Speckle-correlations to infer the image based on the notable 
differences in fiber intensity and phase [44], the use of nearest-neighbor interpolation methods 
using look-up tables [43, 45, 46], histogram equalization followed by Gaussian filtering in the 
frequency domain [42], convolution with point-spread-functions capable of correcting the 
artifact [47], and changes to the incident light using optical modulation and recording 
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techniques [48, 49] have all been adopted to remove the inherent and troublesome honeycomb 
artifacts. Each of these methods is very effective at removing these artifacts, especially those 
involving spatial interpolation of neighboring fibers. These methods are necessary for elucidating 
imaging information that is otherwise obscured and  allow experimenters to take advantage of the 
flexibility of these bundles for endoscopy or in vivo animal studies [39, 45, 50, 51]. In-line with 
stitching methods used for reconstruction, the work in this thesis proposes another approach that 
combines some of these techniques, ultimately using spatial resampling methods that cover the 
unsampled regions on individual images. Discussed in more detail in Chapter 4, a method is 
proposed that uses fiber bundle rotation to image the unsampled regions for complete image 
reconstruction. Each of these methods comes with their own advantages and caveats, but serve as 
powerful tools towards practical use of fiber bundles, especially for neural imaging.  
 
2.6. Neural Imaging Hardware 
 The assessment of network activity in neuronal data has become an increasingly researched 
topic at  different scales [12, 52–57]. Originally adapted for use in electroencephalogram (EEG) 
and functional magnetic resonance imaging (fMRI) recordings, using these tools for optical 
imaging has increased dramatically for calcium imaging. From blood oxygenation levels in 
MRI  [56] to Ca2+ concentration in multiphoton microscopy [28, 29, 38], many methods are 
increasingly being adopted for probing neural network functionality, composition, and 
connectivity. EEGs can be thought of as a superposition of neural activity—a larger scale analog 
to MEA platforms. By placing electrodes at numerous locations on an individual’s head, electrical 
activity from distinct brain regions can be acquired, and their interactions correlated and mapped. 
Although direct electrical measurements are not made with fMRI, brain activity is indirectly 
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mapped using blood flow and blood oxygenation for establishing network functionality on a brain-
level scale.  
 Numerous microscopy advances in the past decade have also facilitated imaging of neural 
systems with high resolution, speed, and for in vivo imaging as well. Traditional methods such as 
confocal and wide-field fluorescence microscopy continue to be broadly used [11, 51]. Improved 
cameras allow for real-time imaging of dynamic neural activity at temporal resolutions sufficient 
for following the fast kinetics of imaging dyes such as GECI, or voltage-sensitive dyes [58, 59]. 
Advances in femtosecond laser technology have also allowed multiphoton microscopy to become 
a staple in neural imaging, improving SNR and resolution by limiting out-of-focus fluorescence 
excitation [60–62]. The use of infrared light with these ultrafast lasers enables  real-time imaging 
of physiological reactions in less superficial brain regions of mouse brains in vivo [11, 14, 61, 63]. 
Recent advances in pulse shaping of the optical wavefront have also provided selective spatial 
targeting of neurons through the skull [64], and even modulation of electrophysiological 
activity [65]. Furthermore, advances in supercontinuum light generation through nonlinear fibers 
has opened the door for selective excitation and imaging of neural tissue with a single laser source 
to reduce the need for expensive equipment [66]. Spatial light modulators have also been adopted 
for microscopy systems to selectively evoke neural activity using custom-tailored masks. [67]. As 
these microscopy advances continue, so will advancements in our knowledge of neural systems 






2.7. Network Connectivity Software 
 In addition to new hardware systems for monitoring neural activity, mathematical and 
computational advances have also facilitated our ability to interpret and understand the myriad of 
obtained information. In particular, how signals propagate and how they relate to functional 
connectivity, and consequently brain function. This topic has attracted so much interest that a 
connectomics competition has  started based on simulated networks for determining what cells are 
intercorrelated, how strongly, and how accurately [68]. The limiting factor of these studies, 
however, is the lack of a ground-truth for ensuring the accuracy of these networks. The algorithms 
developed to evaluate connectivity are tested using simulated neural networks that also replicate 
the kinetics of the calcium indicators commonly used in neural imaging. The accuracy of these 
simulations for modeling complex networks, however, is widely criticized. Even the most complex 
models do not necessarily replicate the signaling patterns that neural networks have. Furthermore, 
there are numerous connectivity analyses used to establish network connectivity between neurons, 
which led to debates regarding accuracy and notable differences in interpretation based on 
methodology [54, 69, 70]. The difficulties posed by the overwhelming number of inference 
techniques has thus been a prime focus of computational research and questions the validity of 
many neuroscience experiments given their choice of inference method. The work in this thesis 
aims to demonstrate a new, adaptive, time-varying method for analyzing complex neural data to 
understand network functionality. It proposes an algorithm for establishing network connectivity 
weights between cells, and an experimental approach for determining network connectivity from 
neural cultures based on induced chemical changes to existing networks.  
 Many mathematical techniques have been developed that use the signals acquired from any 
modality to assess how strongly cells are intercorrelated. These range from regression-based 
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techniques, such as the Pearson’s correlation coefficient and the Grainger Causality method [52, 
55, 71], to the more analytically complex, such as coherence analysis [72–74]. In addition, many 
combinations of these techniques have been applied to determine network connectivity in a cell 
culture. The algorithms proposed, however, only provide a single value for connectivity by 
analyzing the entire time-course data in a single run, rather than representing them as time-
dependent variables that change based on external stimuli. They are limited, again, in the methods 
used for validating these algorithms, since they are all done on various simulated networks [68]. 
The work in this thesis aims to improve this, by showcasing how functional neural connectivity 
changes over time, especially with external stimuli, and by identifying clusters of neurons based 
on their connectivity, and hence effective functionality in a network. More specifically, a time-
varying Pearson’s correlation coefficient was collected to provide a map of network flow between 
cells, in addition to maps of variation in the connectivity over time.  
 
2.8. Towards Network-Level Analysis 
 All described technologies enable the elucidation and monitoring of neural activity with 
high spatio-temporal precision. Despite the benefits, optical interrogation and monitoring of neural 
activity results in large volumes of imaging data which needs to be analyzed to understand network 
functionality. For example, for each experimental condition described in Sections 3.1 and 3.4, 
imaging generated roughly 24-36 GB of data, depending on the number of time-points used. In 
addition, there were four separate preparations for chemical induction, increasing the volume to 
almost 100 GB of data. Experiments also need to be performed over numerous preparations at 
different time points to ensure consistency as well. Five separate experimental conditions were 
performed and discussed in this work, adding up to over 500 GB of useful data. The frame rate 
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was chosen so that the activity is well beyond the Nyquist criterion for calcium activity, and the 
resolution was also lowered because the temporal resolution was more important for these studies, 
and settings were optimized for storage capacity. Should there be a need for increased temporal or 
spatial resolution, these numbers could very well exceed a few terabytes of data.  This large volume 
of data poses difficulties with regards to analysis. 
Single-cell activity is interesting to explore, but it is really the integration of a collection 
of neurons that results in the functionality and cognition of complex organisms. Therefore, an 
analytic approach to investigate network dynamics would provide clarity to the complex signaling 
cascades in neuronal networks. This could provide a map of cellular connectivity for distinct 
behaviors, similar to functional magnetic resonance imaging (fMRI), but on a microscopic level. 
To go along with this comparison, both also utilize an indirect measure of functionality 
(oxygenation in fMRI, and Ca2+ in optical imaging) to assess activity for a given behavior [75–
78]. Although voltage-sensitive dyes have been used to monitor electrical activity, they sometimes 
induce chemical toxicity and phototoxicity effects that make long-term use of these dyes difficult, 
although experimental conditions can be optimized to reduce these negative effects [79]. 
 Network connectivity has been explored extensively using calcium imaging [12, 80–88], 
as have models of cellular functionality that simulate not only action potentials, but also signals 
from calcium transients [87]. Models that mimic the biophysical properties of calcium indicators 
to  reveal connectivity inference effectiveness have also been developed. [13, 15, 37, 89–91].  
Some researchers have also developed filters and other computational tools for extracting action 
potentials from calcium imaging data [26, 27, 92]. There is significantly more information 
available than what is apparent in Ca2+ transients, and effective extraction and use of this data 
could serve as a powerful tool in neuroscience research.   
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Chapter 3: Experimental Setups 
This chapter describes the microscopy setups and experimental configurations that were 
used for acquiring the data, showing developments we have made towards elucidating neural 
activity through conventional microscopy and fiber-bundle imaging. It also shows how the samples 
were collected and how the experiments were performed. Finally, the importance and implications 
of these experiments are discussed. The last section provides an overview of how these techniques 
are integrated for analysis.  
 
3.1. Single-Photon, Fluorescence Microscopy 
A commercial Zeiss microscope (Axio Observer.D1) was used for the acquisition of the 
single-photon data sets in the connectivity inference algorithm study. A simplified version of this 
setup is illustrated in Figure 6. GCaMP6s, used in these experiments, is the calcium indicator that 
is genetically encoded in the mouse models (C57BL/6J-Tg(Thy1-GCaMP6s)GP4.12Dkim/J, The 
Jackson Laboratory). Hence, the excitation and emission spectra must be considered for this 
indicator and the appropriate filters used to acquire this activity over time, shown in table 2. 
 
Table 2: Emission and excitation parameters for the experiments contained in this study.  
Parameter Value 
Excitation Pass-Band 470 ± 20 nm 
Emission Pass-Band 525 ± 25 nm 
Dichroic Mirror  495 nm 
GCaMP6s Excitation 495 nm (peak) 
GCaMP6s Emission 515 nm (peak) 
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Figure 6: Diagram of the setup used for single-photon fluorescence imaging. Imaging was 
performed on a commercial Zeiss Microscope with dichroic mirrors and filters outlined in Table 
2. These specifications were selected for the excitation and imaging of GCaMP6s, with 
consideration taken for the excitation and emission profiles shown in Figure 7. 
 
Figure 7 Shows the excitation and emission spectrum for GCaMP6s and RCaMP1h under 
single-photon excitation [93]. For GCaMP6s, the excitation and emission peaks are around 495 nm 
and 515 nm, respectively. The Zeiss microscope uses a white light source (X-Cite 120Q) and 
contains filters for the desired wavelengths. In this case, a dichroic mirror of 495 nm was used to 
isolate the excitation and emission wavelengths. An excitation filter of 470 nm with a bandwidth 
of ± 20 nm was used to further isolate the excitation light, as well as an emission filter of 525 nm 
with a bandwidth of ± 25 nm for GCaMP emission.  
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Figure 7: The excitation and emission spectra for GCaMP6f (left, blue) RCaMP1h (right, red), 
adapted and modified from [93]. Despite the difference in kinetics, GCaMP6f and GCaMP6s have 
the same excitation and emission profiles [90]. The peaks for GCaMP6 are at 488 nm and 530 nm 
for excitation and emission, respectively, which is in line with the excitation/emission filters used 
in this study. The pass-bands in our setup for the excitation and emission filters are superimposed 
in blue and green for the excitation and emission, respectively. 
 
Though this is slightly outside the peak emission for GCaMP6s, it covers a significant 
amount of the emission spectrum. Figure 7 shows the excitation and emission characteristics of 
GCaMP6s superimposed with these parameters, showcasing how well-isolated the signal was from 
background fluorescence. Any background fluorescence resulting from cross-talk is accounted for 
during analysis, using the 
∆𝐹
𝐹
 approach, as is photobleaching. This approach is discussed in more 
detail in Chapter 5. Videos were acquired with a Zeiss CCD camera (Axiocam 503 mono) and 
sampled at 22.7 Hz for a total of 10 minutes, unless explicitly stated otherwise. Based on the 
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kinetics of GCaMP6s (Koff = 1.12 Hz) [90], this sampling rate ensures that the potential dynamic 
activity from the indicator is adequately sampled by satisfying the Nyquist criterion. The 10-
minute imaging sessions provided a duration of time long enough to measure various dynamics 
from a cellular network, while preventing irreversible photobleaching by extensive exposure to the 
light source. Photobleaching was also minimized by reducing the transmission of the X-Cite light-
source to 25% using a neutral density (ND) filter. Kinetics of GCaMP6s also contributes to 
photobleaching resistance, given that it only enters a fluorescent state during the neural activity, 
which is a small fraction of the time [37]. The effects of photobleaching have thus been extensively 
minimized for the purposes of this experiment.  
 
3.2. Optogenetic Fiber-Bundle System 
Figure 8 shows the continuous-wave (CW) imaging system developed for probing and 
monitoring optogenetically modified neurons with fiber bundles. This system was developed by 
ECE graduate student Javier Suarez, and adapted to characterize the effectiveness of the 
depixelation algorithm proposed in this work, rather than the optical platform. The system is 
composed of two light sources: a 488 ±2 nm laser for exciting GCaMP6s, and a 561 ±2 nm laser 
for stimulating and imaging C1V1-mCherry [93, 94]. The excitation and emission profiles of both 
mCherry and the excitation profile of C1V1 are shown in Figure 9. Both light sources in this setup 
are optically pumped semiconductor lasers (Sapphire 488 LP and 561 LP, Coherent). The light 
sources converge to one end of the fiber bundle (1534702, Schott), which contains 4,500 individual 
fibers, each 7 µm in size (Table 3). Due to the small size of each individual fiber, it is possible to 
optogenetically stimulate individual cell bodies through the stimulation path by focusing to each 
core. The GCaMP6s imaging path illuminates the entire fiber bundle, providing uniform 
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illumination across the distal end of the fiber. This translates to propagation to the other end of the 
fiber for excitation of GCaMP6s. The fluorescence from GCaMP6s can then be collected by the 
fiber bundle and focused by the objective on an imaging camera (iXon Ultra EMCCD, Andor).  
 
Figure 8: Fiber bundle system developed for the all-optical interrogation of optogenetically 
modified neurons coupled to a fiber bundle. 
 
Table 3: Specifications for the Schott fiber bundle system utilized in the study. They are the 
physical characteristics of the fiber bundle, including fiber diameter, individual fiber diameters, 




Figure 9: The excitation and emission profile of mCherry (A), and the optogenetic excitation 
profiles for various red-shifted channel rhodopsin variants (B). The variant of the system discussed 
in this chapter is tuned to C1V1(E122T) (blue line). Adapted and modified from [95]. 
 
Coupling these wavelengths of light is possible because of the dichroic mirrors (DM) 
incorporated into the setup, and a filter wheel positioned prior to the detector to isolate the desired 
wavelengths. Fluorescence from the mCherry tag on C1V1-mCherry can also be collected to target 
the desired cell bodies for optogenetic stimulation. This is further enhanced by the filter wheel, 
which allows for the selective excitation of either GCaMP6s or mCherry. Although there is strong 
overlap between the stimulation beam and the fluorescence from GCaMP6s that does not deter 
from imaging the calcium dynamics, since a shutter is integrated after the stimulation laser to 
illuminate a single core with the stimulation beam only when desired. Thus, the exposure time on 
a given cell body is minimized, and consequently also damage from the laser. This still allows for 
the measurement of calcium dynamics from neighboring cells for optogenetic applications, 
although the illuminated cell body and its corresponding activity will be obscured for brief periods 
of time. It should also be noted, however, that there is some background fluorescence that 
originates when illuminated with different wavelengths from the fiber [41] (Figure 10). This 
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background intensity could potentially obscure object features on imaged samples, especially in 
the high-intensity regime. Measures were taken to choose excitation lasers that minimize this 
background fluorescence. The laser bands are plotted in green and blue, showing that the chosen 
wavelengths minimize this background fluorescence for our application. This undesired 
fluorescence is also easily corrected for by background subtraction. The uniformity of the percent-
transmission across various wavelengths of interest (Figure 10B) further justifies the 
appropriateness of these fibers for this study.  
 
Figure 10: Autofluorescence characteristics of the fiber bundle used in this study. Adapted and 
modified from [41]. The background fluorescence intensity (AU) corresponds to the legend on the 
far right (A). The Schott bundle used in these experiments has the wavelength excitation and 
emission profiles characteristic of the nonlinear properties of these fibers. The percent-
transmission of various wavelengths of incident laser light at 488, 543, and 633 nm, and at different 
incident angles is shown (B). The maximum transmission (about 30%) occurs with a zero-degree 
angle, where the light is fully incident to the surface of the bundle for illumination. This orientation 
was adopted in this study. 
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Since only the imaging path is of interest for pixelate removal, a simplified setup was used, 
illustrated in Figure 11. Hence, the structural information is acquired purely by fluorescence 
imaging of the appropriate wavelengths and run through the algorithm discussed in Chapter 4 for 
processing. These wavelengths overlap with GCaMP6s and are used in addition to calcium 
imaging to track the accuracy of this reconstruction approach.  
 
Figure 11:  Diagram of the simplified fiber-bundle setup used for imaging the resolution target in 
the depixelation study. 
 
3.3. Sample Preparation 
Cell Culture: 
 Cell cultures of mice neurons expressing GCaMP6s (mouse strain were used in all 
experiments. All animals were handled and cared for according to IACUC and National Standards 
under a protocol approved by the IACUC from the University of Illinois at Urbana-Champaign. 
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Additionally, all preparations and procedures were performed under sterile conditions, in approved 
biological safety cabinet (BSC) unless otherwise noted.  
 To prepare the cell cultures, the hippocampi from transgenic mice (C57BL/6J-Tg(Thy1-
GCaMP6s)GP4.12Dkim/J, The Jackson Laboratory) were extracted from neonatal pups (P2-P3) 
on ice, with a minimum of 3 pups for each preparation. Upon harvesting, this tissue was either 
used immediately for culture, or stored in Hibernate AB (HAB, BrainBits) overnight at 4ºC for use 
the following morning. All reagents and supplies were prepared fresh on the day of experiment: 
Hibernate AB (HAB, BrainBits), Hibernate A – Phenol Red (HA-PR, BrainBits), Hibernate A – 
Calcium (HA-CA, BrainBits), GlutaMAX (Gibco), gentamicin (Gibco), penicillin:streptomycin 
(pen/strep, Gibco), Dulbecco’s Modified Eagle Medium (DMEM, Gibco), NB4Active (BrainBits), 
and Poly-D-Lysine (PDL, Sigma-Aldrich). The DMEM and NB4Active were both supplemented 
with pen/strep, gentamicin, and GlutaMAX in 1:100, 1:1000, and 1:100 ratios, respectively. A 
12 mL volume of HA-PR was also taken and supplemented with GlutaMAX in 1:100 ratio. Papain 
(BrainBits) is supplemented with HA-CA at a concentration of 0.5 
𝑚𝐿
𝑚𝑔
, and left at room 
temperature. In the absence of Papain, 1 mL of 0.25% trypsin-EDTA (ATCC) supplemented with 
4 mL of HA-PR can be used as an alternative for tissue dissociation [96], although this was not 
used for any of the experiments in this thesis. Poly-D-Lysine (PDL) was prepared beforehand in 
500 µL aliquots with a concentration of 100 
𝜇𝑔
𝑚𝐿
, and stored at -20ºC. For culture preparation, 2 mL 
of sterile DI water was added to PDL after thawing. Imaging dishes or glass coverslips used for 
culture were coated with 70 µL of the solution and left for 1-2 hours.  After this, the dishes were 
washed three times with sterile DI water and left to dry for one hour. During this time, the cell 
culture was prepared.  
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Upon isolation, the neural tissue was taken into a biosafety cabinet (BSC) where the 
remainder of the cell culture procedures were performed. The HAB was first aspirated, with care 
taken not to remove the tissue. Tissue was then washed twice with 10 mL of Hibernate A– Phenol 
Red (HA-PR, BrainBits), aspirating the HA-PR after each rinse. After the last wash, the tissue was 
immersed in Hibernate A- Calcium (HA- CA, BrainBits) with papain and incubated in a water 
bath at 37ºC for 5 minutes. The tissue was then transferred back to the BSC, and incubated in a 
conical tube full of DI water, pre-incubated at 37ºC. The tissue was removed every 5 minutes, 
gently rotated, and placed back for a cumulative 25 minutes (20 minutes if the trypsin alternative 
is used). After this elapsed period, the solution was aspirated, and the tissue immersed in 12 mL 
of HA- + glutaMAX (Gibco). The tissue was then mechanically dissociated by gentle aspiration 
with a syringe—twice with a 20 Gauge needle and once with a 22 Gauge needle. This mechanical 
treatment breaks the tissue up into its cellular constituents. Obtained suspension was then 
transferred to another conical tube by filtration with a 40 µm strainer to isolate the cells, and 
remove large tissue debris as well as other sources of contamination. This suspension of cells was 
then transferred to a 15 mL conical tube for centrifugation. The cells were centrifuged at 2000 rpm 
for 6 minutes. The cell pellet was isolated by aspirating the supernatant. After aspiration, 500 µL 
of pre-warmed DMEM was added to the cell pellet, and mixed to make a homogenous suspension 
of cells in the media. From this suspension, 10 µL was then removed and placed in a 
hemocytometer for cell counting.  
A hemocytometer with 4x4 grid was used for cell counting. Cells were counted within each 
of these grids. If there was an overlap between grids, only those on the left and bottom grids were 
counted, whereas the top and right were omitted. This was repeated five times for different grids, 
where a total number of cells after each of these five counts is accrued. It was known that each 
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grid on the hemocytometer has a volume of 0.004 mm3, so five have a total volume of 0.020 mm3. 
From there, the cell density was calculated as: 𝜌 =  
# 𝐶𝑒𝑙𝑙 𝐶𝑜𝑢𝑛𝑡𝑠
0.020 𝑚𝑚2
. The cell density was  converted 









. From here, the desired plating 
volume for successful cell proliferation was calculated. For these cultures, the desired plating 
density was 200,000 
𝑐𝑒𝑙𝑙𝑠
𝑑𝑖𝑠ℎ









where X is the final plating volume in 
𝑚𝐿
𝑑𝑖𝑠ℎ
. This was then converted to 
µ𝐿
𝑑𝑖𝑠ℎ
 by multiplying by 
1000, to achieve the final plating volume.  
The calculated volume of cell suspension was placed on PDL-coated imaging dishes. Once 
coated, the cells were incubated in a cell culture incubator at 37ºC with 5% CO2, 95% O2 for 
1 hour. Thereafter, 500 µL of pre-incubated DMEM (Gibco) and 1000 µL of NB4Active 
(BrainBits) were added to each plate. The cultures were then placed back in the incubator, and the 
media changed every 3-4 days. Each time half the media (750 µL) was removed, and an equal 
amount replaced with NB4Active. This was repeated until cells were ready for imaging 
experiments. All experiments were performed between DIV 12-15. Qualitative culture viability, 
health, and growth are shown in Figure 12. The primary factor that resulted in increased neural 
viability and health was the plating density. After calculating the final plating volume necessary 
to get the desired number of cells per dish, an additional volume of culture media was added such 
that the total volume of cell culture media was 60 µL. This part was critical to increase the surface 
area covered by the cells, and consequently proliferation surface area. If too densely packed, this 
resulted in organotypic, 3D cultures. The imaging configuration and connectivity analysis benefits 
more from 2D-like cultures, reducing the number of out-of-focus cells used for analysis in a given 
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field-of-view (FOV). Out-of-focus noise could have disrupted results since it is not accounted for 
in this work, but its integration is of interest for future studies.  
 
Figure 12: Representative images of different cell culture conditions. Failed cultures, as given in 
A and E, show little to no growth after prolonged incubation. Contaminants, such as those in B, F, 
and G, also plague cultures, and can result in poor neuronal health or difficulty with imaging 
experiments due to obscured samples. Overgrowth, as shown in C and G, though not a problem by 
themselves, results in increase in glial density as well. These mature cultures also typically show 
decreased firing frequency and strength. Optimal cultures typically appear as shown in D and H, 






3.4. Experimental Designs  
Cellular Connectivity Inference: 
 Two sets of data were acquired for cellular connectivity analyses. The first involved 
spontaneous network recordings from cell cultures, prepared as described in Section 3.4. These 
cell cultures were imaged with the imaging systems presented in Sections 3.1 and 3.3.  A second 
set of experiments involved chemical stimulation by glutamate to investigate changes in functional 
connectivity in neural cultures (Figure 13). This study involved varying concentrations of glutamic 
acid (Millipore, Sigma) that were perfused into the neural culture following baseline imaging. The 
cultures were imaged for ten minutes to measure spontaneous activity, and then immediately 
exposed to glutamate. Following glutamate perfusion, the dishes were imaged for another 10 
minutes to monitor functional changes in neural activity. Some cultures were imaged for an 
additional 10 minutes, to see if these alterations to baseline connectivity continued, or if they 
returned to a new baseline following chemical excitation. The data was then saved to 
uncompressed AVI format and processed with the connectivity algorithm outlined in Chapter 5. 
All imaging was performed at 22.7 frames per second with 3x3 binning, using the ZEN Pro 
software from Zeiss, unless otherwise stated. Stage drift during certain imaging sessions was 
corrected for using a custom MATLAB script, which uses a phase-based co-registration in the 
Fourier domain that assumes only translation of the sample. After enhancing the contrast by 
histogram equalization using the mean of the first few frames as the reference, co-registration was 
employed by this phase-based technique.  
With the information provided by these experiments, the effectiveness of the algorithm 
(discussed in Section 5) can be evaluated, network inference supported, and photobleaching 
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dynamics characterized in neural cultures. The outcomes of this analysis can serve as a tool for 
monitoring neural activity, and directing optical imaging and stimulation based on cellular activity. 
 
Figure 13: Experimental design for glutamate stimulation of neural activity. The green regions 
show timeframes of imaging periods, and red time frames between imaging sessions. During the 
first break, a chemical stimulus (glutamate) was introduced. The third imaging session began 
immediately after the second ended, resulting in a break that lasted less than a minute. 
 
Fiber Bundle Imaging: 
 To verify the accuracy of the depixelation algorithm, a few different experiments were 
performed. First, the sample of interest was targeted, and the fiber bundle then lifted well beyond 
the focus of the bundle. The laser source was then turned on and the background luminescence 
recorded at 15 Hz. Once acquired, this was later averaged and used as the background image for 
removal of the auto-fluorescent artifacts. Thereafter, the sample was put into focus, regions of 
interest targeted, and imaged at 15 Hz with an ANDOR iXon camera with the fiber bundle system 
discussed in Section 3.2, exclusively through the imaging path. While imaging, the fiber was 
slowly rotated manually along the long-axis of the fiber while recording to illuminate more 
structures. Rotations were extremely slow—on the order of 1 Hz, and rotation angles less than 45º. 
Once the imaging was complete, the image of the illuminated region was run through the algorithm 
(Section 4.2) to remove the pixelation artifact. These regions were analyzed to determine the 
effective resolution, and how this compares to traditional methods of fiber bundle pattern removal.  
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Chapter 4: Depixelation Algorithm 
 This chapter discusses the algorithm developed for removing the pixelation artifact 
inherent with fiber bundle imaging. The artifact is presented as well as the current methods by 
which these artifacts are corrected for. The developed algorithm and the process of artifact removal 
is then discussed. Finally, the results from depixelation are overviewed and compared to traditional 
methods used for removal of the superimposed pattern.  
 
4.1. Pixelation Artifact 
 Fiber bundles have been adopted for a vast array of applications in recent years [39, 40, 
97–100], such as intraoperative imaging, fluorescence microscopy, and optogenetics. Traditional 
methods use single-mode fibers for use in optogenetic experiments, but fiber bundles have not 
been widely accepted for these studies. These multi-core fibers provide the benefit of acting as a 
light conduit for excitation of fluorescent probes and optogenetic proteins with high spatial 
precision, due to the small size of each individual fiber in the bundle [39, 100]. The most noticeable 
issue arising from their use is a pixilation artifact that obscures the underlying object features 
(Figure 5). Because of the many gaps between the individual fiber cores, a significant amount of 
information is lost about the object, which is especially a problem when the imaging targets 
samples with fine detail, such as those typically seen under fluorescence microscopy. In addition, 
these fibers introduce autofluorescence that can also get picked up by the detector, and as such, 
reduce image quality. This problem at various excitation wavelengths for different fibers is shown 
in Figure 10 where the difference before and after background subtraction of the autofluorescence 
is seen.  
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The background fluorescence from the fiber bundle is very pronounced, as can be seen on 
Figure 14. Figure 14A shows the background fluorescence from the fiber, whereas Figure 14B 
showcases the artifact when focused on the resolution target. It is only after background subtraction 
of the inherent fiber fluorescence that any features can be resolved (Figure 14C). This is further 
demonstrated in Figure 15, where the background fluorescence issue was introduced by these 
fibers. Specifically, Figure 15A shows the image focused on a USAF resolution target, and 
Figure 15D not focused on any sample. The line plot along the axes in yellow are plotted in B-C 
and E-F. Very similar profiles are shown, with only intensity differences between both plots. This 
demonstrates that even with a clear and adequately focused sample, the fiber bundle artifact 
obscures all remaining signal content.  These figures confirm the impact of the artifact, and the 
problems it poses for imaging very small samples.  
 
Figure 14: The artifact introduced by imaging with fiber bundles on a USAF resolution target, 
illuminated on the number 5. The background fluorescence and honeycomb artifact are clearly 
pronounced. (A) the background fluorescence without the fiber focused on the sample, (B) the 
image of the resolution target when focused on the fiber bundle, and (C) the image after 




Figure 15: Profiles of bundle artifacts with (A) and without (D) contributions from the sample. 
These profiles were plotted along X (B and E) and Y (C and F) for each image to compare 
inhomogeneities. The “X” profile is defined as the one along the diagonal from the top left to 
bottom right, and the more vertical plot as “Y” profile. Each profile was plotted to ensure it was 
along an axis of the fibers. The exact same pattern can be seen both focused and not focused at the 
USAF resolution target in this sample, with only differences in amplitude, which are contributed 
from the sample. As in Figure 14, this can be removed by background subtraction of the image not 
focused on a sample. The entire FOV for this fiber bundle image is 350x350 µm. 
 
Another caveat is the limited resolution. Because of the size of these bundles, the effective 
resolution is inherently limited to the size of each individual bundle. The remainder of this chapter 
will present the method by which this artifact could be removed, and traditional methods by which 
this is done.  
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Furthermore, there are inhomogeneities attributed to fiber bundle geometry as well as 
imperfections in illumination across the bundle (Figures 15) that further complicate this issue. 
Figure 15 shows line-plots along X and Y of the illuminated fiber bundle focused and not focused 
on the sample. Although there are a lot of fluctuations with regard to individual fiber intensity, 
there is an overall larger intensity towards the center of the bundle. This itself is attributed to the 
Gaussian intensity profile of the incident laser beam. The back aperture of the objective was filled 
with the imaging (488 nm) beam during these experiments to focus the fiber bundle, which results 
in this Gaussian profile at the sample. By underfilling the back aperture slightly, illumination can 
be more homogenous, but at the expense of a less dense power distribution at the sample and a 
decreased effective numerical aperture (NA).  
 
4.2. Algorithm Overview 
Image Conditioning: 
 Figure 16 provides a diagram that shows how the images were conditioned for removal of 
the artifact. The first step involves background subtraction of the autofluorescence (Section 4.1). 
The background-subtracted image was then processed by taking a digital, fast-Fourier transform 
(FFT) to bring it into the frequency domain, defined as: 







The spatial analog is acquired similarly, with the variable “t” replaced with the spatial variable 
“𝒓 = √ 𝒙𝟐 + 𝒚𝟐.” The spatial frequency variables are also replaced from ω to ξ when switching 
to spatial frequencies. Thereafter, the sample was low-pass filtered by generating a 2-dimensional 
mask (Figure 17) and superimposed on the Fourier-transform of the image. The mask specifically 
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was generated such that it filtered out all periodic, high-frequency components of the image 
induced by the artifact, while retaining the low-frequency components that are actually a part of 
the sample. This is further justified and discussed as a proof-of-principle in Section 4.3 with 
simulations of these artifacts. Once filtered, the inverse Fast Fourier Transform (iFFT) was taken, 
and the resultant image further processed by median filtering using a window size of 16x16 pixels. 
This window size was chosen because it optimized the smoothening effect along the fibers and 
provided optimal continuity from the resulting image. Median filtering was chosen due to its ability 
to retain the edges of the processed image, which would otherwise be reduced using other spatial 
filtering methods at these noise levels [101]. These steps are further illustrated in Figures 17 
and 18.  
 
Figure 16: Block-diagram of the depixelation algorithm process 
 
Artifact Removal:  
 The resulting image (right side on Figure 17) was then co-registered on a frame-by-frame 
basis throughout the imaging stack (Figure 18). The first image in the frame was used as the basis 
for co-registration, and all successive images in the imaging period co-registered to that frame. 
The algorithm uses the Matlab “imwarp” tool. The “imregcorr” function was used to generate an 
estimate of the rigid transformation (rotation and translation only) between successive images for 
co-registration [102, 103]. It used the original image in the frame, and the “imref2d” function was 
run on the original image for registration. Post-registration, a 2D-correlation coefficient was 
obtained to identify how adequately registered the images were. If the images fall below 0.7, the 
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images were not averaged. This was chosen due to increased image quality over other values, and 
lack of increase in signal quality for higher values. Otherwise, the two were averaged and a 
consecutive image generated. The registered images were then averaged on a frame-by-frame 
basis. 
Figure 17: Illustration of the process by which images are conditioned for co-registration using 
the rotation algorithm. 
 
 The algorithm works in principle because 1) the gaps between pixels are filled in as a result 
of the imaging, coupled with 2) the smoothening of the image in both the spatial and frequency 
domains to facilitate co-registration, and further fill these gaps. Because the otherwise black pixels 
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are sampled by consequent rotation, and images are sampled at a frequency significantly higher 
than the rotation frequency, obscured imagery can be easily recovered by sampling more of the 
image space.  
 
Figure 18: Upon median filtering, conditioned images are co-registered and averaged to generate 
a final, depixelized image. 
 
4.3. Image Acquisition and Simulations 
Simulations:  
 Before testing reconstruction efficacy with the imaging system, simulations were 
performed to verify the effectiveness of this algorithm. Figure 19 illustrates how these simulations 
were performed. First, a regular, binary fiber pattern was simulated so that it matches the artifact. 
An image was then used to test the algorithm upon introducing the artifact. In this case, an image 
of a cell sample was chosen to more accurately replicate the type of imagery expected in this study. 
Next, the artifact was superimposed by multiplication of the binary fiber pattern to the image of 
the sample. The resulting image, hence, represents the expected image acquired from a sample 
with the fiber bundle system presented in Section 3.2. This simulated image was then run through 
43 
the depixelation algorithm to determine its effectiveness for reconstructing the image. The 
reconstruction of the image simulation initially assumes only on-axis rotation, and was co-
registered accordingly by calculation of the rotation angle. Off-axis translations were accounted 
for in the algorithm separately to differentiate the effects of each of them on the registration 
process. For simulation purposes, the rotation angle was calculated by rotation of the image for 
360o in one-degree increments, calculating the correlation coefficient, and using the angle with the 
highest correlation as the registered image. Thereafter, a 2D correlation coefficient was calculated 
between successive images to determine the location at which the registration is highest. The 
rotated image was then translated to the desired region, and treated as co-registered. This was done 
for each frame, using the original untranslated image as the reference. The final reconstructed 
image was taken as a sum of registered images, followed by normalization. It was then compared 
to the original image to determine the effectiveness of the performed reconstruction.  
 
Figure 19: Simulation of the pixilation artifact prior to correction. This involved a binary 
simulation of the fiber bundle pattern, as well as the sample. Each portion on the image in yellow 
corresponds to 100% transmission when masked on the sample. All the purple corresponds to 0% 
transmission, and consequently none of the sample transmitting across the fiber. The pattern was 
then superimposed over the sample to obscure the imagery. 
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Imaging Setup:  
 All images were acquired as described in Section 3.6. The algorithm was tested against a 
USAF resolution target to determine reconstruction efficacy (SNR/CNR) as well as to determine 
the effective resolution.  
 
4.4. Results: Simulations 
 Figure 20 shows the effectiveness of the technique on simulated artifacts: the 
reconstruction when only on-axis rotation is simulated (A), after filtering (B), and after both are 
introduced (C). A noticeable removal of the superimposed pattern is observed, and the features 
from the original image are clearly visible. However, an additional artifact introduced with this 
reconstruction process is seen (Figure 20A). This is a gradual, radially-distributed pattern that 
matches the directionality of the rotation. It could be easily removed by application of a Gaussian 
filter, but an intensity distribution that matches this Gaussian shape would still be present. The 
profile of the introduced artifact before and after reconstruction of a number five on a USAF 
resolution target (Figure 21) shows a much larger intensity toward the center of the image, and 
progressively decreased intensity toward the periphery of the FOV. The line profiles demonstrate 
this before and after reconstruction, showing that this specific artifact is still present. Thus, the 
artifact is present beforehand due to uneven light distribution, and because of the reconstruction 
technique’s on-axis rotations. These effects are further enhanced when translation of the sample is 
also introduced into the simulation—likely due to the averaging of blank space introduced from 
the edges by translating the target images. Further analyses included calculating the correlation 
coefficient of these reconstructed images relative to the original image, as shown in Table 4. The 
correlation coefficient only took into consideration pixels that were not zeroed out during the 
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simulation process. These values for each condition were only around 0.3, with the filtered 
reconstruction process having the highest coefficient. This low value is attributed to the high level 
of detail present in these images, and most of the finer features being removed as a result of the 
reconstruction process, likely due to the low-pass filter, which removed most of the high-frequency 
components. Despite this, many distinguishing features can be adequately recovered from this 
registration process, which demonstrated promising results for images acquired from the fiber 
bundle system. The next step was then to characterize the effectives of this reconstruction process 
on data acquired from the imaging setup discussed in Chapter 3.  
 
Figure 20: Results demonstrating the efficacy of this algorithm using a simulated depixelation 
model. These are reconstruction results before applying a Gaussian smoothening filter (A), after 




Figure 21: Contributions of inhomogeneities to illumination before and after correction with 
algorithm. The same axis and naming conventions as in Figure 15. (A-C) demonstrate the negative 
contributions of the fibers for adequately resolving key features; (D-F) demonstrate the ability of 
the algorithm to retain the continuity of distinct features after reconstruction. Furthermore, all 
figures show the inhomogeneity of light intensity that is inherent for imaging, and the 
reconstruction process. This is apparent with much higher intensities along one side of the image 
versus another. 
 
Table 4: Correlation coefficients for the reconstructed images in Figure 21 relative to their original 
image. 
Unfiltered Filtered Translation 





4.5. Results: Resolution Target 
 To further determine the efficacy of this reconstruction algorithm, images were acquired 
from a USAF resolution target. Various regions on the target were imaged, and the location on the 
resolution target noted based on the surrounding groups, elements, and line pairs. The location is 
important, because it reveals information regarding the dimensionality of the grids fabricated on 
the resolution target, which was used for characterization of image quality—most notably, 
resolution. The results from the reconstruction of specific regions, as shown in Figure 22, 
demonstrate that our reconstruction method enhanced image quality, in addition to retaining 
resolution. The PSFs of the grids on the resolution target show the profile for the pixelated image, 
after the proposed reconstruction, and alternative reconstruction techniques. The technique greatly 
enhances the percent error by 50.15% relative to the image without enhancement, given the true 
bar width of 19.69 μm (Figure 22). The blurring introduced by filtering during the reconstruction 
process is one of the primary reasons the percent error is lowered to 7%. By reducing this blurring, 




Figure 22: Comparison of different reconstruction methodologies and their ability to resolve 
individual features on a USAF resolution target. True width: 19.69 μm. 
 
Fiber bundle imaging resolution was further characterized using the Rayleigh Criterion 
(Figure 23), where ultimately the resolution is 7.81 µm, just above the anticipated 7.4 µm from 
individual fiber core sizes. Figure 24 also showcases an enhancement in the Signal-to-Noise ratio 
(SNR) and Contrast-to-Noise ratio (CNR) of our reconstruction technique, and how it compares 





Where 𝜇𝑠𝑖𝑔 is the mean intensity of the signal of interest, in this case the intensity from the 




Similarly, the CNR is defined as: 




Where 𝜇𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 is the mean signal intensity of the background intensity. In this work, a binary 
mask was generated and superimposed to the regions of interest to isolate the signal. Consequently, 
the same was done for the background, and the non-zero values used for calculating the means and 
standard deviations of both regions.  
Without reconstruction, the SNR and CNR are significantly smaller than with the 
depixelation method, which greatly enhances both. When compared against simply low-pass 
filtering, however, there is a reduction in both CNR and SNR. This is largely attributed to the 
spillover introduced in our reconstruction process, which reduces the contrast, and hence both SNR 
and CNR. This “spillover” is caused primarily from the low-pass and median filtering processes. 
Low-pass filtering in the frequency domain equates to selective averaging in the spatial domain, 
as many of the high-frequency features such as edges become averaged out and less prominent. 
Median filtering inherently adjusts pixel values in accordance to those of neighboring pixels. 
Although this is much better at preserving edges than averaging neighboring pixels, it still occurs 
to some degree. Consequently, the intensity values of neighboring pixels are modified to such a 
degree that there is less contrast between neighboring pixels due to this averaging. By improving 
the registration portion of the depixelation algorithm, this can be improved by reducing 
inconsistencies in spatial frequency content when two images are superimposed for averaging, 
reducing this spillover effect, and promoting the utility of this technique with fiber bundle imaging. 
By minimizing resolution error and enhancing SNR/CNR, it is demonstrated that this depixelation 




Figure 23: Imaging along various regions of a USAF resolution target. Lines were easily 
resolvable for all elements in Group 5 on the resolution target (down to 8.77 µm) and Element 1 
in Group 6 on the resolution target (7.81 µm). Although the lines in Group 6, Element 1 have 
significant intensity values from the spillover effects between bars, the minimum and maximum 
of neighboring peaks do not overlap. Under the Rayleigh criterion, these points are considered 
resolvable. In contrast, none of the elements in Group 1 besides Element 1 are differentiable, and 
consequently, not resolvable. Thus, the resolution of the fiber bundle system is 7.81 µm, just above 
the 7.4 µm fiber size of each core. The images in these conditions were processed by low-pass 




Figure 24: CNR (A) and SNR (B) for comparing reconstruction techniques from images of a 
USAF resolution target. There is a dramatically increased SNR and CNR using the reconstruction 
algorithm proposed in this work, and after low-pass filtering. The larger CNR and SNR for the 
low-pass filtering technique is attributed to “spillover” of intensity to neighboring pixels during 













Chapter 5: Optoelectronic Neural Connectivity and Assessment Algorithm 
 This chapter is central to the thesis and discusses the methods by which the signals from 
calcium imaging data are processed and used to derive network topology. This section begins by 
discussing the importance of analyzing neural networks, and an introduction to Hebbian theory for 
determining network connectivity. The algorithm is then discussed in detail, providing first an 
overview of the system, followed by more detailed accounts. From these parameters, the associated 
connectivity strength from one cell to another is determined, providing an inference of network 
connectivity. The results from these analyses are then discussed.  
 
5.1. Network Analysis and Hebbian Theory 
 The basis for assessment of network connectivity in neuron cell cultures with this 
algorithm, is derived from Hebbian Theory [4]. This theory is very simple in nature, but very 
powerful, considering neurons that fire synchronously do tend to be associated with certain 
cognitive functions [75–77]. Under this assumption, the complexity of an underlying neuronal 
network could be simplified by limiting assessment of a network to the temporal dynamics of each 
of its cells.  
 The basis for the algorithm uses stationary and non-stationary techniques to determine the 
network topology of brain activity. This generates a map that incorporates each of the techniques 
to make a generalized connectivity “weight” between cells based on its previous firing patterns. 
The data takes into consideration the raw and filtered calcium traces, in addition to the 
reconstructed spike patterns for topology inference. These factors are all integrated and calculated 
with correlation coefficients for weight assignment. This measures the similarity between each of 
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the traces from one cell to another, and simultaneously considers the firing patterns for network 
assessment. The remainder of this chapter will, in detail, define how this assessment is performed. 
 
5.2. Algorithm Overview 
 Figure 25 provides a diagram tracing the process by which the data is conditioned and 
analyzed. The AVI files acquired for each experiment as discussed in Section 3.4 were first loaded 
into MATLAB as 24-bit video files, and the video sequence segmented into each constituent 
image. If the loaded video file was not grayscale, the algorithm converted each frame into 24-bit 
grayscale images for the purpose of analyzing its fluorescent activity. Thereafter, the cells were 
segmented by manual selection of a region of interest on the cells and averaged along a crosshair 
on this region for extraction of fluorescent activity along five pixels centered at the ROI site. This 
is presented in Figure 26 where a point is selected and a single pixel is identified above, below, 
and to each side of this point to average the fluorescent activity. The point selection serves to 
assign a region of interest for each cell. In this thesis, “segmentation” refers to this point selection 
process. Thereafter, a region of pure, dark background where no cells were present was used for 
background subtraction from the extracted fluorescence transient to correct for photobleaching and 




where ∆𝐹 = 𝐹(𝜏) − 𝐹(𝜏 − 1), and F0 is the averaged, first 100 minima along the transient. The 
minima were used to ensure that the baseline fluorescence was used for this calculation, rather 
than fluorescence attributed to dynamic events. This facilitated the detection of calcium activity 
related to the dynamics of a neuron, removed background noise, and helped track the relative 




Figure 25: Flowchart of the process by which the algorithm segments and extracts fluorescent 




Figure 26: Process by which fluorescence activity is isolated from an identified neuron cell body. 
The black region on the crosshair denotes the point of selection, and the surrounding red pixels the 
other regions used for averaging fluorescent activity. More specifically, the black is the centroid 
used as a reference, and the surrounding red pixels neighboring pixels are used for averaging. 
 
 Upon extraction of calcium dynamics, the data was used to determine the relative firing 
patterns between neighboring neurons, and hence the network activity. This required the temporal 
analysis of waveforms to determine the patterns by which cells communicate with one another, 
and assuming Hebbian theory, the correlation strength/weight between cells. This analysis used 
several metrics to determine how strongly the signals are correlated between the cells. Correlation 
coefficients were calculated across the entire temporal profile from cell-to-cell to determine 
correlation of signals based on their synchrony. Additionally, the kinetics of each trace was 
subdivided into time points where there was significant calcium activity. Temporal windows were 
then compared across cells to discern the similarity in calcium transients in these smaller windows, 
as well as the entire time series. In the context of these studies, these windows were divided to 10-
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second windows which were averaged over time. A correlation coefficient was also calculated 
across the power spectrum of each cell, where the power spectrum is defined as: 











This was done to establish similarities in the frequency response between cells. The numerous 
correlation coefficients discussed were then combined to form a final correlation coefficient, that 
averaged all factors to determine a weight between cells based on the similarities in their responses. 
A correlative map can then be generated between cells to determine the strength of correlation 
between cells, based on their kinetics.  
 
5.3. Linear Neurons and Signal Processing 
 The presented analyses assume a linear relationship between the input and output of each 
neuron (the impulse from one neuron successively stimulates a neighboring neuron), consistent 
with Hebbian theory, and hence also assumes a linear behavior in neural activity. Under this 
assumption, the electrical activity of a neuron can be treated as a linear, time-variant (LTV) system. 
The time-variance assumption comes from the fact that network connectivity is an inherently time-
dependent process, and this work proposes an algorithm to determine the time-variant 
connectivity. This assumption allows for standard signal processing techniques to be applied for 
analyzing networks. However, this does not take into consideration inherent effects on a cellular 
level that affect the current state of a cell. This assumes that the input of any neuron relies solely 
on the output of neighboring neurons. Though imprecise, this is a useful assumption given that the 
initial input is unknown, and hence it is likely to come from a neighboring cell that propagates a 
signal. Time-variant dynamics are also accounted for using the kinetic correlation coefficient 
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discussed in Chapter 5.7, so these analyses are not exclusively time-invariant systems using this 
analysis. Thus, this linear systems approach to modeling neurons is a feasible assumption, and can 
be visually interpreted as shown in Figure 27. Furthermore, Figure 27 can be mathematically 
modelled by weight assignment to cells as: 




where wi is the synaptic weight from neuron i, xi the input from neuron i, and N the number of 
neurons that project onto it.  
 
Figure 27: Linear systems model of neural communication and signal propagation. The traditional 
and widely used model for describing neural communication is this integrate-and-fire model, 
where the output of a given neuron producing an action potential is modeled as a sum of the input 
signals, and the weights associated with them to cause single-cell depolarization. Each node 
represents a neuron, and each line their associated weight, w. 
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Each input has a different weight associated with it, meaning not each cell contributes 
equally to the output of the cell of interest. Also, the weight (wi) due to constant functional changes, 
can vary significantly based on perturbances in a neural system. Consequently, connectivity is a 
time-varying process, and in order to understand how neural networks communicate, developing 
a robust technique for this assessment based on some external stimulus is necessary.  Determining 
the weights of the input between cells, based on neural firing, is one of the main aims of this thesis.  
 
5.4. Correlation Coefficient 
The Pearson’s correlation coefficient was used as the primary metric for assessing 
similarities in the acquired signals. The linear neuron assumption allows for this to be used as an 
analytical tool. Although inherently nonlinear in nature due to the numerous inputs that cause 
neural firing [11], more directed perturbations and temporal assessment of connectivity dynamics 
would enable determination of the linear inputs and outputs by having stronger control over 
stimuli. Because the timing between neural firings induces changes in interconnected neurons to 
also fire action potentials, the linear assumption can be used. This can further be justified given 
that the impulse response of the calcium indicators of interest is broad, and that the kinetics of the 
indicators is slow enough that fluorescent events from GCaMP6s appear to be near-simultaneous. 
Unless imaging at hundreds of Hertz, any temporal differences between firing is rarely even 





The correlation coefficient was calculated using the MATLAB “corrcoef” function, which 














This equation identifies cell A and B, given the output (Ai, Bi) of each cell, their means (µ) and 
standard deviations (σ). For simplicity, the nomenclature for this operation throughout the 
remainder of this work will read “CORRCOEF(A,B)”, where “CORRCOEF” denotes the 
operation, and A and B the time series from two different cells. This returns a single number 
between -1 and 1 that signifies the degree to which the time series of interest are linearly correlated. 
A positive value means a strong positive correlation (as one signal increases, the other increases) 
and a negative value indicates a negative correlation (as one signal increases, the other tends to 
decrease). The relationship is further illustrated in Figures 28 and 29, where two sine waves are 
offset by a phase shift from 0 to 2π, and the correlation coefficients between them gathered. This 
illustrates the types of coefficients expected from two signals based on their phases, and notable 
differences in frequency and amplitude. This mathematical tool gives a relative idea of how strong 
the one-to-one relationship is between two signals, and how little effect amplitude has for 
differentiating temporal connectivity.   
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Figure 28: Illustration of the relationship between the Pearson’s correlation coefficient (A) and 
temporal delays between sinusoids (B). These is a dramatic decrease and negative correlation when 
a phase shift of π is applied, corresponding to an increase in one sinusoid while the other one is 
decreasing. For phase shifts of 0 and 2π there is a perfect correlation due to the perfect temporal 
overlap between sinusoids. Panels (C) and (D) confirm this, showing the existence of similar trends 
when the frequency of one of the functions is modulated. This trend, however, has much weaker 
correlations (very close to zero). Consequently, this emphasizes the importance of frequency 
content and temporal proximity for high correlations. 
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Figure 29: The effect of amplitude modulation on correlations. (A) The correlation coefficient 
between two sine waves with changes in phase. (B) Same two sine waves, with different 
amplitudes, but same frequency. There is no notable difference between the correlation 
coefficients in A and B relative to Figure 28. The same applies for panels (C) and (D), where both 
frequency and amplitude are modulated (D), and the correlation coefficients calculated at various 
phase shifts (C). Figure 29 C is the exact same as in Figure 28 C, showing that the frequency 
content plays a more critical role for differentiating correlations than amplitude. 
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The Pearson correlation coefficient was used throughout this study on numerous 
parameters to determine the interconnectivity between cells. The initial parameter comes from the 
linear relationship across the entire temporal trace. This gives a relative indication of the holistic 
linearity from cell-to-cell after image acquisition. This, however, is insufficient due to subtleties 
throughout the signals that could be indicative of spikes that may have happened in one cell, but 
not the other. These events could be very small, distinct spikes along the calcium transient along 
a much larger transient that may invoke responses in neighboring cells as well. To account for 
these, subsets of the calcium trace must be isolated in order to calculate the correlation coefficient 
along those time frames. These windows are discussed in more detail in Section 5.6, and the 
algorithm by which these are isolated and analyzed is discussed. 
 
5.5. Segmentation and Normalization  
 Before processing the signals acquired from imaging cell cultures, the neuronal cell bodies 
were segmented from the rest of the image. To do so, a standard deviation projection is calculated 
across the time-series video in ImageJ and loaded as a reference in MATLAB for the algorithm. 
This was selected due to the significant variation in signal intensity from active cells relative to 
the background, and how quickly the function runs in ImageJ. Thereafter, the cell bodies of interest 
were manually selected using the “ginput” function and the standard deviation projection as a 
reference. The regions on the cells selected were typically at the axon hillock of each cell. A 
crosshair with a single pixel placed along each direction of the selected point was created and used 
to isolate and average the fluorescence from this region. This isolated fluorescence is used to 
analyze the calcium dynamics for each cell. Finally, to correct for background fluorescence as well 
as changes in the baseline fluorescence due to photobleaching, 
∆𝐹
𝐹0
 is calculated for each image as 
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well. Prior to this calculation, the background is subtracted throughout the entire time trace by 
selecting a region from the background, and applying the same fluorescence extraction technique 
mentioned earlier. This is then subtracted from the signal acquired from the identified region on 
each cell to correct for image-wide photobleaching over time. Thereafter, F0 is used as the baseline 
fluorescence signal immediately upon imaging, and ΔF = F(t)-F0, where F(t) is the fluorescence 
intensity for a given cell at time t. The ratio 
∆𝐹
𝐹0
 is then calculated at each time point for each cell 
body.  
 This process is the method by which the fluorescence is normalized relative to the 
background and baseline intensity for each cell. Normalization ensures that the intensity from each 
cell can be adequately compared with the intensity from neighboring cells, and thus the relative 
strength in signal similarities. Moreover, temporal normalization also provides a more uniform 
and standardized way of comparing the intensities and fluctuations over numerous imaging 
acquisitions where the absolute fluorescence signal is likely to change based on the sample, and 
other extraneous variables. After conditioning the images such that dynamic cellular activity is 
identified, independent of differences between cultures, analysis of the extracted calcium dynamics 
can be performed.  
 
5.6. Electrophysiology Inference Coefficient 
 To ensure adequate assessment of both the calcium and electrophysiological dynamics 
between cells, it is very important that action potentials be extracted from the calcium dynamics. 
Many groups have been able to develop computational techniques that allow for the inference of 
action potentials with a high-degree of accuracy [92]. One limitation of the majority of these 
techniques is that they use supervised learning, and require a mathematical model (which they 
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assume) to serve as reference action potentials, and assumptions must be made about the 
distribution of neural firing (normally Poisson distributed). Rather than relying on these models or 
previously acquired data, increasing the computation time using supervised learning techniques, 
the algorithm developed in this study uses the temporal characteristics of the calcium trace to infer 




𝑓(𝑡) − 𝑓(𝑡 − 1)
∆𝑡
 (𝟕) 
where t > 1, is used primarily to infer action potentials, since the rapid increase in the calcium 
signals tend to be associated with action potentials [26, 104]. This reduces computation time and 
allows for a relatively accurate identification of the time that an action potential occurs without the 
use of a statistical model for fitting.  
Furthermore, given that the presented approach analyzes cellular communication based on 
transient activity from Ca2+ alone, there is no need for large efforts to extract action potentials. 
Calcium indicators are becoming increasingly adopted in neural work, and their reliability is 
becoming increasingly accepted for neural work independent of electrophysiology [77, 78]. This 
approach also assumes that only the calcium transients acquired from GCaMP imaging are used 
for assessing network communication, avoiding the use of the traditional patch-clamp and multi-
electrode array (MEA) methods. Furthermore, this simplifies the experimental setup, reducing the 
amount of equipment and experimental time required to get the same information otherwise.  
The first step of the inference process is to take the derivative of the time series trace after 
using a sixth order Butterworth filter and after applying a weighted, local-regression least squares 
regression with span (fraction of data) of 0.025. This conditions the signal so only peaks present 
will be a direct result of sudden changes from the acquired signal, rather than by extraneous noise.  
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These smoothened waveforms are used for the calculation of our electrophysiology coefficient, 
defined as: 







where, again, A and B denote two different cells, and the derivative operator applied to each 
calcium transient.  
 
Figure 30: Method used to identify action potentials. Delta F traces are first acquired (A), then 
smoothened using a median filter (B), from which the derivative is taken (C). The shape of the 
trace resembles that of an action potential, but at a much longer timescale. 
 
5.7. Kinetic Analysis 
 The “kinetic” time windows that are isolated for calculating the correlation coefficient 
along a limited time-span are subsets of the entire time series. These subsets, when calculated 
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separately from the entire time-series, give considerably more information about subtle 
distinctions regarding the firing patterns of neurons down to single events if desired, rather than 
about the entire imaging session. The kinetic coefficient is mathematically described as: 
𝑅𝑘(𝒕) = 𝐶𝑂𝑅𝑅𝐶𝑂𝐸𝐹(𝐴𝜏+∆𝜏, 𝐵𝜏+∆𝜏) (𝟗) 
where t is the time window τ+Δτ, and after each iteration, τ is updated such that τ=τ+Δτ+1. To 
generate a finalized coefficient, this windowed series is averaged over time. The standard deviation 
is also collected to generate a coefficient of variation matrix to visualize the variability in 
connectivity over time. Because of the windowed approach, this portion of the algorithm isolates 
these windows along the entire time series and field-of-view such that the segmented time 
windows are uniform across all cells. In other words, the same distinct time windows will be 
compared from cell-to-cell along the entire imaging period.  
 Time windows were identified and isolated first on a temporal basis, and thereafter 
combined to provide a uniform method for isolating distinct time frames. First, the raw traces for 
each of the individual cells were localized and identified, and then broken into 10-second windows 
for connectivity inference. Because most individual calcium events are 1-4 seconds long [90], and 
do not usually go beyond that, this window size was chosen. This ensured that a large enough 
temporal window existed such that either single events, or traces of multiple events were identified 
and compared between cells. In Figure 30, the width of the selected calcium transient was 
3.65 seconds. One of the weaknesses of this approach is that events can also be cut off during the 
windowing process, and be caught on the tail end of neighboring windows. This however, does 
not interfere with the time-varying approach too dramatically, seeing as these events were still 
accounted for in neighboring windows, and consequently still indicative of differences in 
connectivity. The correlation coefficient was calculated for each of these individual windows of 
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time, and averaged after iterating through the course of the entire imaging session. This built a 
time-averaged network connectivity rather than basing network inference solely on the entire 
fluorescence trace. This averaged coefficient is defined as the kinetic coefficient, and the time-
dependent windows were still kept to track changes over time.  
 
5.8. Spectral Correlation 
 Similar to the kinetic correlation coefficient, the spectral correlation coefficient is simply 




for comparing the spectral similarity between cells. Because of the kinetics of the calcium indicator 
used [37, 89, 90], and under the assumption that the cells fire under a Poisson process, the cells 
were expected to show strong similarities in their power spectra if they behave functionally similar. 
Because of this, less weight was assigned to this feature, but it cannot be entirely ignored, as 
significant differences in the firing frequency between cells can indeed be used as a distinguishing 
feature when establishing network connectivity, especially considering their phase differences [6, 
105]. 
 
5.9. Connectivity Coefficient 
 Finally, to obtain a final connectivity coefficient that solidifies the degree to which two 
neighboring cells are interconnected, each of these coefficients was combined by averaging, and 
assigning each an equal weight, as follows: 
𝑅𝑡𝑜𝑡;𝑖,𝑗 =




This combines the functional similarity between the generalized correlation coefficient, frequency 
coefficient, temporal coefficient, and derivative methods to form a final, generalized coefficient. 
Combining the statistical likelihood that two cells are interconnected based on each of these 
features means that because of their similarities, the cells are likely to be interconnected. In other 
words, connectivity can be inferred based on the similarities in the signal shape and timing of 
cellular firing.  
 
5.10. Event-Driven Network Inference 
 Beyond establishing a linear and time-varying network connectivity based on similarities 
in temporal trends from cells, identifying what cell drives the activation or inactivation of an 
afferent cell based on these firing patterns is also important. Additionally, determining firing 
properties between cells and their degree of influence on the network activity between cells 
involves more intensive mathematical methods that correlation analyses do not offer. This inherent 
feature of the Pearson’s correlation and many other connectivity metrics results in a symmetry 
along the diagonal of the correlation matrices that are generated from these analyses. Although 
other metrics such as the directed partial coherence and its derivatives can address this symmetry, 
normalizations adopted in these techniques do so with respect to the amplitudes of the signals. 
This assumes that the amplitude of each signal that leads to the output of another cell is indeed 
indicative of its contribution to cellular output, which may not be the case. Especially in the context 
of calcium transients, where only a relative amplitude is quantified using the ΔF approach, this 
may lead to misleading interpretations of experimental results. To circumvent this issue, a 
Bayesian approach was adopted in this work to infer these contributions based on assessment of 
simultaneous and significant calcium events.  
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 After calculating the 
∆𝐹
𝐹0
 for each cell and applying a 3 Hz, low-pass, third-order Butterworth 
filter for noise reduction, significant calcium events were identified by thresholding. The threshold 
was determined by calculating the mean (µ) and standard deviation (σ) for a given calcium 
transient, and setting the threshold to µ+σ. The “findpeaks” function in Matlab was then used for 
peak detection using this threshold. Peaks were also isolated if their widths are at least 0.5 seconds 
(due to peak-width identification as discussed in Section 5.6, and neighboring peaks separated by 
no less than 0.5 seconds as well. These metrics ensure that only significant peaks above the mean 
fluorescence are used detection of peaks from noise, and to further ensure this by not counting two 
local peaks from the same event as the same event. The temporal location of each of these peaks 
was then stored in memory. The number of significant calcium events were then counted—as were 
the total number of simultaneous events. In each imaging window, there was a number of times in 
a temporal window when two or more neurons fired simultaneously. The total number of satisfied 
simultaneous events involving at least two neurons is used as this total number, 𝑁. The time 
between any two significant events for a single calcium transient, called the inter-event intervals, 
were also calculated. If the difference in time between two detected events was less than 0.5 
seconds, the two were considered simultaneous. These simultaneous firing pairs were identified 
and counted for each pair of cells. Here, the number of times a single cell fired is identified as 𝑁𝑖 
or 𝑁𝑗, and the number of simultaneous events as 𝑁𝑖,𝑗.The fraction of time these cells fired relative 
to the total number of events, 𝑁, was calculated as: 
𝑃(𝑖) =  
𝑁𝑖
𝑁




Lastly, the fraction of time that two cells fire together relative to the total number of events 





Mathematically, this is expressed as a conditional probability: 
𝑃(𝑖 | 𝑗) =
𝑃(𝑖∩𝑗)
𝑃(𝑗)




Herein lies the source of asymmetry identification. Because the fraction of time each cell 
fires relative to the entire time series can differ, and consequently they may not fire simultaneously 
each time, this distinction can be used to see which cell is contributing more to the activity of a 
neighboring cell. In principle, if one factor is higher than the other, say 𝑃(𝑖 |𝑗) > 𝑃(𝑗 |𝑖), then this 
would be indicative of j contributing more to i than i to j. This is because this fraction of 
simultaneous firing events given event j is higher than those given i, suggesting a stronger 
connection. This approach was used solely to indicate this directionality, with the time-varying 
Pearson’s correlation used as a measure of connectivity. Although useful for overcoming the 
directionality issue imposed by most connectivity methods, inferring network connectivity from a 
small fraction of the acquired signals, and consequently losing regarding the trends associated with 
these transients, is less effective. Rather, this is used as supplementary information to the methods 
presented in the remainder of this work.  
 
5.11. Results 
Linear Correlation Coefficient: 
Figure 31 shows a projection of a DIV 15 cell culture imaged at 3 Hz, and the 
corresponding connectivity and variation matrices collected from cellular signals. Based on the 
nature of the Pearson’s correlation coefficient, this matrix is symmetric along the diagonal for 
both, and unity along the diagonal as well. This provides a visual presentation of the time-averaged 
correlation coefficient calculated between cells as described in Chapter 5. Matrices are visualized 
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on a scale from -1 to 1 and 0 to 1 for the connectively coefficients and the coefficients of variation, 
respectively. 
 
Figure 31: Representative connectivity matrices depicting the correlation coefficient obtained 
between combinations of cells (A). The connectivity coefficient provides a measure of the linear 
relationship between signals (B), and the coefficients of variation the degree of variability in this 





To determine whether the algorithm is sensitive to detectable changes over time, glutamate 
was introduced at varying concentrations to these cell cultures to measure the effects on cellular 
communication (as discussed in Chapter 3). The corresponding matrices were then acquired, and 
the percent change in connectivity before and after the application of glutamate was compared. 
The same was done for control samples with NB4Active media. The percent-change matrices were 
then extracted on a cell-by-cell basis, and the mean and standard error compared between cells for 
each sample. This was done collectively for each condition to note any significant changes in 
connectivity over time compared to the control samples.  
 
Glutamate-Induced Changes in Linear Connectivity:  
As demonstrated in Figure 32, little to no changes occurred in pairwise connectivity 
between the control and 10 μM sample, but this changed significantly compared to the application 
of 25 and 100 μM of glutamate. This suggests there may be a threshold that leads to a more rapid 
uptake of glutamate to induce immediate effects. Interestingly, following another 20 minutes, a 
significant increase in connectivity changes after the application of 25 and 100 μM glutamate was 
seen, compared to both the control and with 10 μM. There also appeared to be a decrease in the 
percent change over time for the 10 μM condition, but not in the control. This all suggests that 
there is a concentration and time dependence for inducing changes in cellular communication after 
application of glutamate. This further supports that, on average and over time, the algorithm is 
sensitive to these changes, and can be used as a tool to map these chemical changes. A Welch’s t-
test was used to determine whether there were statistically significant differences between these 
measurements, as it is used as an alternative to t-tests when there is a difference in variance and 
sample sizes between conditions, which is the case in these experiments (Figure 32). These results 
73 
verify that these changes in connectivity are significantly difference, which further justifies the 
sensitivity of the algorithm to changes in neural connectivity using the approach in this study.  
 
Figure 32: Bar charts show the measured connectivity change based on varying concentration of 
glutamate. (A) the effect after 10 minutes, and (B) 20 minutes after adding glutamate. There was 
little variability initially, but a significant increase in the connectivity coefficient 20 minutes after 
application of glutamate. Sample size is the number of cell pairs for each experimental condition 
from different cultures. The asterisks (***) denote p-values of <0.005. 
 
Spatiotemporal Nature of Connectivity:  
Figure 33 shows the relative fraction of all experimental conditions that resulted in 
connectivity coefficients of different values. Figure 33A shows in the form of a histogram how 
many experimental conditions had very strong relationships between connectivity and distance, 
and Figure 33B shows what percentage of each of these conditions had a Pearson coefficient of 
0.2 or 0.3. The spatial distributions for most experimental conditions showed linear regressions of 
0.5 or less, although there is another large peak around 0.8. This may not demonstrate a 1:1 relation 
between connectivity coefficients and cellular proximity, but the bar graph on the right shows that 
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for all conditions, roughly 70% of the samples had Pearson’s coefficients above 0.2 (red), and over 
half were above 0.3 (green). Though a strong pairwise relation may not be present, a trend for 
decreased connectivity with regards to distance between cells is demonstrated. This could be 
expected, given that there is a time-frame that exists as far as transmission of calcium signals 
between cells, and consequently communication. The weak trend can additionally be attributed to 
the complex interneural communication mechanisms. Even under in vitro conditions, numerous 
computations and cell-survival mechanisms are ongoing that affect cellular communication, and 
these are all happening simultaneously [106]. It is entirely possible for two neurons to be 
simultaneously active, but related to different stimuli and behaviors due to the wide variety of 
neural subtypes and connection extensions [107]. These conditions were not explicitly corrected 
for in these investigations, but future studies could indeed use chemicals or optogenetic probes to 
inhibit cellular communication entirely unless acted on by the experimenter. Further studies should 
also characterize inhibitive factors on cellular communication, connectivity, and network studies. 
The purpose of this study remains on demonstrating a sensitivity to perturbances in network 







Figure 33: (A) A histogram of the probability density function (PDF) for coefficient of correlation 
between the connectivity coefficients and distance between cells. A relationship of the connectivity 
strength between two cells and their spatial proximity was regressed to obtain the values plotted 
in this histogram. The relationship is normally distributed, with a mean centered around 0.4. 
(B) The bar graph on the right displays the percentage of connectivity coefficients above 20% (red) 
and 30% (green) in the red and green, respectively, indicating a relatively distinct relationship 




Figure 34: Plot of all the connectivity coefficients between cells, and their spatial proximity. Each 
data point was normalized according to the mean connectivity and standard deviation for each 
imaging session. This was done to correct for differences in cellular connectivity between samples 
and experiments. Sample size n = 1664 cell pairs. 
 
These results show that quite a significant proportion of the conditions show a decreasing 
trend between connectivity and intercellular distance. Figure 34 shows each of these spatial 
regressions normalized by the mean and standard deviation (Z-scored) of the connectivity for all 





where 𝑋𝑖 is the connectivity between cell pair i in a culture, 𝜇𝑋 is the mean connectivity value for 
all cell pairs in a given culture, and 𝜎𝑋 the standard deviation of the connectivity values. Because 
there can be many variables that alter the connectivity patterns in a culture, this normalization 
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method is used to ensure standardized comparison of connectivity between experimental 
conditions and their relation to spatial proximity between cells. Essentially, it controls for these 
fluctuations to adequately measure relation to intercellular distance. The Pearson’s coefficient of 
-0.2847 is indicative of a negative trend in connectivity with intercellular distance. Although it is 
not a near-perfect linear relationship, as discussed earlier, it suggests a relationship between the 
two variables. Figures 35 and 36 extrapolate this relationship on a smaller scale for each 
experimental condition. Very similar histograms and regressions are observed with these 
individual conditions, with the control (no glutamate) and 100 µM glutamate, showing the weakest 
spatial relationship. A lack of relationship between these two conditions may likely be due to 
excitotoxicity induced at 100 µM, leading to cell death. Furthermore, control conditions may still 
induce osmotic changes and changes in pH that could affect existing networks, without explicitly 
modulating neurotransmission. In contrast, the other two concentrations (10 µM and 25 µM) may 
adequately evoke neural firing to promote connectivity changes without inducing cell death. These 
results demonstrate that a negative trend exists consistently in all experiments. 
The intercellular distance in all experiments was up to 500 µm. On this small a scale, a 
spatial relationship in connectivity is not as strong as it is for the larger scales that have previously 
been studied and estimated in literature for spatial connectivity [68, 108-109]. Although there is a 
significant decrease in connectivity values that we see over longer distances, these are not quite as 
profound as would be expected. This largely can be attributed to the inability of the Pearson’s 
approach to differentiate between direct and indirect connections. Due to the slow dynamics of 
GCaMP6s, near-simultaneous calcium events are nearly indistinguishable, and since the Pearson’s 
correlation coefficient primarily identifies linear trends between signals, strong trends indicate 
stronger connectivity. Because of the vast interconnectedness in these networks, and also because 
78 
of the increased conductivity in cells with myelin sheaths, near simultaneous spontaneous events 
can be equally as likely along longer distances as shorter distances, causing strong correlations to 
be detected as well. Should combinations of cells not be linked to the same behavior, however, 
then there would be an absence of this simultaneous firing. By further extending Hebbian theory 
to this analysis, only cells that fire synchronously for a given stimulus can be assigned to a 
particular stimulus, making spatial dependence or direct connections less valuable than near-
simultaneous activity.  
 
Figure 35: Histograms and PDFs for cellular connectivity and its relation to spatial proximity in 
the control (A), 10 μM glutamate (B), 25 μM glutamate (C), and 100 μM glutamate (D) 
experimental conditions. The Gaussian PDFs over the histograms are plotted with respect to the 
connectivity means and standard deviation of each data set. Sample size: n = 13 cultures for each.   
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Figure 36: Regression analysis of normalized connectivity vs. distance between cells. This is 
displayed for all control (A), 10 μM (B), 25 μM (C), and 100 μM (D) concentrations of glutamate. 
Sample size (n) is the number of cell pairs for each experimental condition. 
 
Time-Varying Connectivity: 
 To investigate how connectivity changed over time between cells in these complex 
systems, a time-varying approach to measure network connectivity was chosen. More specifically, 
a time-varying Pearson’s correlation approach was used to investigate how connectivity changes 
between cells at any moment in time, and to track whether this approach would be sensitive to 
external perturbations. Additionally, although the time-series from neural traces alone can be used 
to identify instances where there is a significant change in cellular activity, a time-varying 
80 
Pearson’s correlation coefficient would prove to be a more robust tool to show how strongly 
connected they are, and the extent to which any connectivity change occurs. 
 
Figure 37: Time-series calcium traces for each cell in an FOV before (A, C) and after (B, D) 
application of 25 µM glutamate (C, D) and cell culture media (A, B). Highlighted in the dashed 
red box in Panel D is the time frame in which changes in firing patterns are easily observed as a 
result of the induced chemical stimulus. Relative to the baseline condition where there are 
instances when cells fire independent of others, there is an abrupt increase in simultaneous firing 
as a result of the chemical stimulus (D). This demonstrates qualitatively the effect of glutamate on 
cell cultures. Panels A and B both show instances of burst activity—with the large amplitude 
signals displayed on all cells for prolonged periods of time. 
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Figures 37 and 38 are clear examples of both inherent temporal and chemically-induced 
changes in network connectivity. In Figure 37, the calcium traces before (C) and after (D) the 
application of 25 µM glutamate were recorded. Before adding glutamate, there were instances at 
the end of the recording where some cells are firing, and others were not, reflecting a weaker 
correlation under the Hebbian assumption. Although this is also true for the control conditions 
(Figure 37 A and B), it is not as pronounced, and is expected to be reflected as such in the 
connectivity matrix. Figure 38 shows the corresponding cellular firing maps (A-D), connectivity 
plots (E-H) and plots of the time-varying connectivity for a pair of cells (I-L) before and after 
application of 25 µM glutamate or cell-culture media. In the 25 µM condition, there was an overall 
increase in simultaneous neural firing, which is reflective in the increase in global connectivity in 
Figure 37.  
Although there were functional changes in the network, this does not necessarily indicate 
when these changes occur. As discussed in the experimental protocols in Chapter 3, imaging began 
almost immediately after chemical induction. However, chemically-induced activity is dependent 
on diffusion to take effect due to the syringe-delivery system adopted for these experiments. Here 
lies the importance of time-varying connectivity for studying network structure in neural cultures. 
At the same time that simultaneous neural firing occurred (Figure 38 B), a global increase in 
connectivity did as well (Figure 38 F). 
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Figure 38: Cellular firing maps (A-D), connectivity plots (E-H) and plots of the time-varying 
connectivity for a pair of cells (I-L) before and after application of 25 µM glutamate or cell-culture 
media, corresponding to those in Figure 37. The red dashed box in (B) shows the region of 
increased cellular firing frequency, which coincides with the increased overall connectivity (J). 
Interestingly, there are periods of bursts of neural activity under control conditions (C and D). 
These specific instances coincide temporally with increased connectivity as well (K and L). These 
are not chemically induced, but rather spontaneous instances of global firing. Although not the 
only instances of increased connectivity, these are the most prominent in amplitude. 
 
This same global increase was absent prior to chemical induction in all cultures. Further 
evidence is shown in Figure 39, which shows the time-varying connectivity plots before and after 
application of different concentrations of glutamate at different time points. The effect of higher 
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concentrations of glutamate on smaller time-scales is also seen in Figure 40. Rather than 
comparing across experimental conditions as in Figure 32, the percent change in connectivity was 
calculated in one-minute intervals over the course of each ten-minute session. The mean and 
standard deviation of these percent changes were then calculated and compared between 
experimental conditions over time. In the case the control and 10 µM glutamate, there is a large 
fluctuation in connectivity changes that occurs even after application of the chemical stimulus. In 
both higher concentrations, average % change in connectivity reduces after chemical induction—
especially dramatic with 100 µM glutamate. This can be largely attributed to the increase in 
simultaneous neural firing that occurs in the culture as a result of chemical excitation with 
glutamate. These results are thus expected in the case of chemical induction. Interestingly, in all 
cases following 10 minutes of chemical excitation, there is an increase in connectivity fluctuations 
across all conditions. It is possible for the cultures to be reaching the equilibrated state of 
dynamically modifying and adjusting functional connectivity with neighboring cells rather than 
complete synchronous firing. It is possible that chemical induction with glutamate does more than 
just adjust average connectivity changes over the entire imaging course, but also on shorter time-
scales.  
In each case, there was a dramatic change in network connectivity from baseline. Large 
fluctuations were dramatically disrupted after induction of glutamate, promoting a unified increase 
in functional connectivity. This is also prominent on much smaller time scales, where fluctuations 
in regular changes can be quantified. These results verify that, indeed, after global chemical 
excitation by glutamate, there was a functional change in the cell culture, and the time-varying 
connectivity approach resulted in the detection of the time that this occurred, in addition to 
quantification of the magnitude of the change.  
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Figure 39: Time-varying connectivity plots of a control, 10 µM, 25 µM, and 100 µM glutamate 
excited cultures. These plots show the time-varying connectivity between all pairs of cells before 





Figure 40: Average change in connectivity within experimental conditions and cultures. 
Complementary to Figure 32, this data considers the average percent change in connectivity over 
three 10-minute sessions, in one-minute intervals for each glutamate concentration, to estimate 
connectivity changes There is a dramatic increase in connectivity for the control and 10 µM 
glutamate conditions. A decrease in percent change in connectivity is seen in the presence of higher 
glutamate concentrations, especially drastic for the 100 µM concentration. Error bars represent 









Spike Sorting and Probabilistic Analysis: 
 Despite the application of the Pearson’s correlation to assess the time-variant nature of 
neural activity, the mathematical foundations of this technique do not allow for discrimination in 
pairwise connectivity based on notable differences in firing activity. Conditional probability based 
on the binarized network activity was used to overcome this. Figure 39 shows the probabilistic 
connectivity inferred from the same experimental conditions in Figures 37-39. These matrices 
serve as complementary information to the connectivity matrices generated for these experimental 
conditions. More specifically, the asymmetry can determine which of the pairs of cells is the more 
influential with regards to driving the synaptic connectivity between the two, based on the number 
of times they fired simultaneously relative to their respective total firing events. For example, in 
Figure 38, the control sample, before the addition of more culture media, there is a clear difference 
in weights between the last cell in this matrix and all other cells. This same cell seems to show a 
significantly lower connectivity for all cells as well. The much larger percentage of simultaneous 
events for all cells to Cell 6 suggests that the other cells in the FOV drive the communication for 
each cell paired to it, as does the significantly smaller percentage for all cells compared to Cell 6.  
Similarly, there is a large variety of asymmetric Bayesian counts (Figure 41). Over time, 
there appears to be dramatically different firing patterns, leading to numerous non-simultaneous 
firing patterns. This is consistent with the results in Figure 40, also showing dramatic increases in 
percent changes to connectivity between cells over time. The relationship between all cells and 
Cell 2 in Figure 41-J juxtaposes that of Cell 6 in the control. Cell 2 typically has the lower value 
in connectivity, and consequently lower fraction of simultaneous firing to other cells, but strong 
connectivity between Cell 2 and most other cells, which also suggests Cell 2 as the cell driving 
neural connectivity. Interestingly, in the control case, after 20 minutes, there are many connectivity 
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changes that occur between all neurons. This is supported by Figure 40 as well, as the control 
condition was the one that showed the largest percent change in connectivity after 20 minutes (I). 
The other concentrations, as Figures 39 and 40 support, show uniformity in percent of cells that 
fire simultaneously. As global glutamate induction promotes simultaneous neural firing 
throughout the sample, over time, it is anticipated that the control sample shows more variable 
firing patterns than the glutamate-treated samples.  
 
Figure 41: Bayesian matrices for the same experimental conditions as in Figures 38 and 39. They 
provide a metric for identifying the driving factors for the network activity in the connectivity 
matrices. Similar to Figure 39, this shows the effects before (A-D), after 10 minutes (E-H), and 
after 20 minutes (I-L) of chemical induction. Overall, there tends to be an increase in connectivity 
uniformity and magnitude in all the chemically-evoked conditions, and the opposite in the control 
condition. This exemplary image demonstrates a consistent pattern, although there are more 
fluctuations in this approach than with the connectivity coefficients. 
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 In summary, this counting approach provides a robust tool for identifying instances where 
there may be uncertainties in directionality with regards to connectivity. One of the limitations, 
however, is its susceptibility to noise. As it is a peak-detection algorithm, much like algorithms for 
spike sorting in MEAs, accidental detection of noise that is well beyond the baseline noise levels 
could result in an increase in false positives that would severely influence interpretation of results. 
Precautions were taken in this study to remove high-frequency noise by low-pass filtering and 
thresholding. Also, despite photobleaching being corrected for, imperfections in background 
subtraction could also lead to false negatives if significant spikes are missed. Further refinement 
of the Bayesian algorithm may be necessary to truly and fully exploit the capabilities of this 















Chapter 6: Summary 
6.1. Discussion and Conclusion 
This thesis delivers computational tools I have developed to probe and understand network 
connectivity in cell cultures based on the optical signatures acquired from GCaMP6s-transfected 
neurons. Using a previously developed fiber bundle imaging platform, I devised an algorithm to 
remove the superimposed honeycomb artifact that results from these bundles to improve their 
utility for calcium imaging. This resulted in improved SNR, CNR, resolution, and overall image 
quality on a USAF resolution target. To provide a method for analyzing neural signals from 
calcium imaging, I also developed an algorithm that analyzes an imaged network and uses the data 
acquired to determine network topology. This information includes the time-varying connectivity 
correlation coefficient used to assign weights between cells based on their calcium transients, their 
frequency spectra, and their derivatives. Important information about the network after application 
of glutamate demonstrates the sensitivity of this technique to perturbances in the network, and 
consequently its application for studying network formulations in neural systems. The work in this 
thesis demonstrates the strength of computational techniques for unveiling obscured imagery using 
fiber bundle imaging and revealing network structure using the connectivity platform. 
 This thesis also describes computational platforms for facilitating the elucidation of neural 
activity by reconstructing images from fiber bundles and developing an algorithm for data 
acquisition of neural systems. This experimental approach can be used to test perturbances to the 
network using rich experimental analyses. The results from the depixelation algorithm showcased 
just how effective the technique discussed in Chapter 4 is for removing the fiber bundle artifact. 
Upon imaging numerous regions on a USAF resolution target, it was demonstrated that images 
can be reconstructed so they match the spatial resolution of their grids. With percent changes of 
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only 7%, relative to the 55% inherent from the fiber bundle artifact, there is a significant reduction 
in measurement errors when this technique is implemented. Compared to simply low-pass filtering 
the images, there is a significant reduction in measurement errors and improvement in 
measurement accuracy. Compared to uncorrected fiber bundle imaging, there is also a significant 
increase in SNR and CNR. Despite this increase, there is still a more profound increase in SNR 
and CNR with low-pass filtering alone. This is largely attributed to errors in the reconstruction 
process—more specifically, the co-registration of rotated images. Imperfections in this registration 
process lead to spill-over along neighboring pixels, increased background signal, and 
consequently, decreased SNR and CNR. Measures were taken to reduce this artifact by omitting 
registrations between successive images with 2D Pearson’s correlation coefficients below 0.7. 
Despite these efforts, spill-over was still sufficient enough that low-pass filtering resulted in higher 
SNR and CNR. More measures can be taken during image conditioning to ensure more accurate 
reconstruction. The median filtering was optimized specifically to increase co-registration 
efficacy, because without smoothing the image after low-pass filtering resulted in extremely poor 
co-registration, and the image reconstruction failed. Thus, additional measures could be taken 
beyond what is presented here to ensure the images are co-registered more adequately. However, 
the experiments were performed on resolution targets only, and lack the number of high-resolution 
features that would be present in biological samples. Further experiments, characterization, and 
potential modifications of the existing technique should be performed to demonstrate the same 
outcomes in more complex biological samples.  
 The network connectivity algorithm showed the ability to identify changes in connectivity 
over time, after the application of glutamate, as well as the quantification of the statistical 
properties of the cell cultures under these conditions. After the application of glutamate, there were 
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significant changes in the functional connectivity between cells. In most cases, increased glutamate 
concentration resulted in significant changes in connectivity compared to control conditions. More 
interestingly, after imaging for significant amounts of time, each culture eventually resulted in 
increased firing frequency, regardless of chemical stimulus. This effect was immediate in cultures 
with 100 μM glutamate was added, but much slower in the presence of lower glutamate 
concentrations. This could be a result of induced excitotoxicity which leads to cell death, but this 
has yet to be supported. There are also indications of concentration dependence of this effect, 
further suggesting induced excitotoxicity from glutamate application. This provides accompanying 
information to further demonstrate the strength of which two cells are interconnected. 
Furthermore, examples of the time-varying connectivity approach demonstrate the utility for 
pinpointing instances of altered cellular connectivity. The Bayesian matrix promoted in this work 
also provides accompanying information with regards to pinpointing differences in connectivity 
in cellular pairs and for discriminating the influence between cells based on simultaneous firing 
patterns. This approach also obeys Hebbian theory, explicitly noting the number of times two cells 
fired simultaneously and using this as the metric. By noting instances in network modification, 
this approach provides a new avenue for monitoring changes due to the plasticity inherent in neural 
systems, and with tools such as optogenetics, the possibility of tracking and re-directing network 
connectivity with a closed-loop calcium imaging. Further work aims to explore this in more detail, 
and drive the synaptic changes based on the optical information acquired from neuronal networks.  
The connectivity algorithm does have its shortcomings, despite these profound results. 
Much like previous connectivity approaches, the establishment of a ground-truth topology to test 
its accuracy is extremely difficult. Former works have accounted for this by simply testing against 
simulated neural networks with modeled calcium dynamics. These are oversimplified models, 
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however, and their accuracy for studying biological systems is highly questionable. This work has 
attempted to overcome both these limitations by evoking global responses using glutamate—a 
known excitatory neurotransmitter, and determining changes to baseline conditions. The proposed 
method is intended to assess changes to existing networks based on the properties extracted from 
this algorithm. This thesis thus promotes the idea that features extracted during an allotted time 
frame from a culture should serve as a baseline. From that, any disturbances to network 
functionality could be monitored.  
 
6.2. Future Work 
 To further validate the connectivity algorithm, testing against simulated neuronal networks 
as well as established datasets with known connectivity that mimic the kinetics of GCaMP6s, 
would serve as a powerful tool for further study [68]. This work attempts to push towards a new 
experimental approach for validating these designs, but nonetheless some ground-truth 
connectivity assessment would no doubt provide greater insight. A tool for continuously 
monitoring connectivity changes could also be used for probing neuronal networks using 
optogenetic technology. Further work could apply this algorithm to perturb optogenetically-
modified networks to control signal propagation in a closed-loop manner [110]. The intent is to 
perturb networks to study, manipulate, and induce network activity that mimics neural disorders, 
and possibly alter it to a normal state. This can be extrapolated to the retina as well, and 
manipulations made to intrinsically photosensitive retinal ganglion cells (ipRGCs) to study their 
network dynamics in photosensitive systems and their role in circadian rhythms [111, 112].  
 The fiber bundle system also lends itself to further refinement and future research 
directions. The presented algorithm was run in MATLAB to develop a proof-of-principle of the 
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artifact removal method, but can be integrated in LabVIEW for real-time artifact removal in 
imaging data. The SNR and CNR can be improved by reducing the spill-over artifact using this 
method. This will require more sophisticated image conditioning techniques beyond what is listed 
here, but is theoretically possible to enhance image quality. An inherent limitation to using fiber 
bundles is the resolution limited by the bundle diameters. If there are methods for improving on 
this inherent limitation, that would also greatly improve image quality. Finally, finalizing the 
optical imaging system for in vivo experimentation with this algorithmic approach would also 
allow for the monitoring and elucidation of neural activity in optogenetic studies. More complex 
samples and biological specimens would need to be imaged to determine if this is indeed practical 
given the resolution limitations, and to see if additional analyses need to be integrated into this 
algorithm for image correction. This combination of tools could then be used for the induction and 
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