In this paper we generalize the absolute bound for association schemes to coherent configurations. We examine this bound in the context of quasi-symmetric and strongly regular designs. In particular, we use it to derive a new feasibility condition for strongly regular designs and give examples of parameter sets ruled out by this condition but which pass all other feasibility conditions known to us.
Introduction and Definitions
Coherent configurations are, simply put, association schemes linked by relations which satisfy certain regularity conditions. Commutative association schemes have received the greatest amount of attention, and many objects have been modeled as association schemes in design theory, finite geometry and coding theory. However, some objects are better modeled as coherent configurations. For example, generalized quadrangles (see [15] ) give rise to strongly regular graphs, but with the exception of those of order (q, q 2 ) they cannot be characterized by strongly regular graphs. They can, however, be characterized as certain coherent configurations. There are also instances when an association scheme can be fissioned into a coherent configuration to obtain more information. This was successfully used by Schrijver [16] to give new bounds on error correcting codes.
This paper is part of ongoing work to generalize the theory of commutative association schemes to all coherent configurations. One way to do this is to apply the standard theory to each commutative association scheme contained in the configuration. However, this rather trivial generalization does not exploit the fact that inside the coherent configuration, these schemes must also have a nice relationship with one another, and it does not apply to non-commutative fibers.
This suggests that stronger results should be possible. The first such result came when the Krein conditions were generalized by Hobart in [10] to give a stronger necessary condition. Later, Hobart generalized Delsarte's bounds on subsets [11] .
In this paper, we consider the absolute bound. In an association scheme, the absolute bound is an inequality between the ranks of entrywise products of idempotents and sums of eigenvalue multiplicities. This condition has been used to rule out distance regular graphs (in particular certain strongly regular graphs, see [2] ).
We present a generalization of this bound to coherent configurations. We also give examples of feasible parameters for configurations ruled out by this condition.
First, we begin with some definitions. A coherent configuration (c.c.) is a pair (X, R) such that X is a finite set and R = {R 1 , . . . , R d } with R i ⊂ X × X, satisfying the following:
1. R is a partition of X × X.
If
For R i , R j , R k ∈ R and x, y ∈ X with (x, y) ∈ R k , the number of z such that (x, z) ∈ R i and (z, y) ∈ R j is a constant p k ij , independent of the choice of x and y.
Each relation R i has a corresponding |X|×|X| matrix A i , defined by (A i ) xy = 1 or 0 depending on whether (x, y) ∈ R i or not. The matrices {A i } generate a semisimple matrix algebra A over the complex numbers, which is also closed under entrywise multiplication.
The partition of the identity relation yields a partition of X into sets X α , α ∈ Ω, called the fibers of the c.c. For fibers X α and X β , define the subspace A αβ to be the set of all A ∈ A such that for all x, y ∈ X we have A xy = 0 implies that x ∈ X α and y ∈ X β . Let A α = A αα ; note that A α is a subalgebra of A.
If a coherent configuration has only one fiber, it is called an association scheme. Note that there is an induced association scheme on each fiber X α whose Bose-Mesner algebra is isomorphic to A α ; we will also refer to these schemes as fibers of the c.c. Coherent configurations are, in a sense, association schemes linked by additional relations. If A is commutative, the c.c. must be an association scheme, which we call a commutative association scheme. For more information on commutative association schemes, see [3] .
For the corresponding theory of coherent configurations, see [7] and [8] ; we will in general use the notation of [8] . Let ∆ = {∆ s : s ∈ S} be the set of absolutely irreducible representations of A over the complex numbers. We choose the representations so that ∆ s (A * ) = (∆ s (A)) * , where * denotes the conjugate transpose. Denote the degree of the representation ∆ s by e s , and the multiplicity by h s .
Since A is semisimple, it decomposes into a direct sum of algebras ⊕E s where each algebra E s is isomorphic to M es (C). We have the following result about ranks of matrices in A.
Proof. If we block diagonalize the matrix algebra, the resulting matrix A has exactly h s blocks which are equivalent to ∆ s (A). The formula for the rank of A then follows.
2
We can find a basis E s ij for each algebra E s , satisfying
where E s ij is the e s × e s matrix with a 1 in the i, j entry and 0 everywhere else. The collection of all such matrices E s ij as s, i, j vary form a second basis of A. In general, this basis is not unique. In the case where the c.c. is a commutative association scheme, all of the absolutely irreducible representations have degree 1, and the corresponding matrices E s 11 are the primitive idempotents of the scheme.
Since the matrices A i are also a basis of A, there are linear functionals a
. When convenient, we will arbitrarily relabel the matrices E s ij as E λ for λ ∈ {1, . . . , d} and let h λ = h s , as in [8] . Since A is closed under entrywise multiplication (denoted by •), there are constants q ν λµ such that E λ • E µ = q ν λµ E ν . These are known as the Krein parameters of the c.c. They can be computed using the formula
where m i = |R i |. These parameters will be important in the subsequent sections. It should be noted that these parameters can all be determined from the structure constants p k ij .
We will also require some results on strongly regular graphs. A strongly regular graph with parameters (b, k, λ, µ) is a graph on b vertices that is regular of degree k, such that the number of 2-paths between two vertices is λ if the vertices are adjacent and µ otherwise. We call a strongly regular graph primitive if it and its complement are both connected. For more information about strongly regular graphs, see for example [5] Chapter 2.
We will need the following inequality on the parameters of a primitive strongly regular graph. It is in fact a consequence of the Krein conditions for the corresponding association scheme, but we give an elementary proof.
Lemma 2. Suppose Γ is a primitive strongly regular graph with parameters (b, k , λ , µ ) and eigenvalues k , r , s . Then
Proof. Note that for any strongly regular graph, 
Using the facts that either r > 0 or r > 0 for primitive strongly regular graphs, and |r | ≤ k and |r | ≤k , we have the result. 2
The absolute bound for coherent configurations
We begin with a simple well-known theorem. 
The absolute bound for a commutative association scheme is found by applying this theorem to the primitive idempotents of the scheme. This was done for general association schemes by Neumaier [12] ; see also [3] , p. 51. The term "absolute bound" has been used for different variations of this inequality, and we use it in the same sense as [3] .
For coherent configurations, it is not clear to which matrices we may usefully apply Theorem 3, but it is clear that we need more than one of the matrices E s ij . The matrices we will use are defined as follows. Let
We will show these matrices give bounds which are no worse and sometimes better than the absolute bound applied to each commutative fiber. We need to know the rank of these matrices.
Proof. The matrix ∆ s (F s ) is a matrix of all 1's and so has rank 1, and ∆ t (F s ) = 0 for t = s. The result now follows from Lemma 1.
The advantage of working with the matrices F s is that they have the same rank as the matrices E s ii , but the rank of their entrywise products can be much larger, and can't be smaller.
For a representation ∆ s , let I s = {λ : ∆ s (E λ ) = 0}. Then F s = λ∈Is E λ . We now give a new version of the absolute bound, which applies to all coherent configurations:
Theorem 5. The following inequality holds for all s, t ∈ S.
. The inequality then follows by expanding the product F s • F t in terms of Krein parameters. 2
Note that the entries of the matrix λ∈Is µ∈It ν∈Iu q ν λµ ∆ u (E ν ) are sums of Krein parameters, and can be computed solely from the parameters of the coherent configuration. In Corollary 10, we will give a formula which simplifies the computation of the absolute bound for certain coherent configurations.
Quasi-symmetric Designs
A quasi-symmetric design is a 2−(v, k, λ) design (P, B) where the blocks have exactly two intersection sizes x and y. The set of blocks gives a strongly regular graph, where two blocks are adjacent if and only if they meet in x points; this is called the block graph of the design. We will call the quasi-symmetric design primitive if the corresponding strongly regular graph is primitive. As in [10] , we denote the parameters of the block graph by (b, k , λ , µ ) with eigenvalues k , r , s of multiplicity 1,
Let X = P ∪ B, and define relations on X as below. Then (X, {R 1 , . . . , R 9 }) is a coherent configuration, which was investigated in [8] and [10] .
R 1 : identity relation on P × P R 2 : pairs of distinct points R 3 : identity relation on B × B R 4 : pairs of blocks meeting in x points R 5 : pairs of blocks meeting in y points R 6 : incident pairs in P × B R 7 : non-incident pairs in P × B R 8 = R T 6 The representations of the coherent configuration of a quasi-symmetric design are given in [8] . See Table 1 , which includes a column giving the values of m i and an additional row giving the multiplicities h s .
Consider a quasi-symmetric design with parameters as above, and assume that the absolute bound has already been checked for the block graph. We only consider the inequality resulting from finding the rank of F 2 • F 2 ; that is, we use Theorem 5 with s = t = 2. Using this fact together with the standard formula for Krein parameters, we obtain the following theorem.
Theorem 6. Let D be a primitive quasi-symmetric design with parameters as above, and let
Proof. Note that by Lemma 1, Each q ν λµ with λ, µ ∈ I 2 has a factor h 2 2 = (v − 1) 2 . Removing this factor doesn't change the rank.
Using this and the formulas for the Krein parameters, we obtain:
By Lemma 2,
We can also find the rank of the first matrix in the expression. Substitute standard identities for quasi-symmetric designs (see [5] , chapter 5 for example) until the matrix is in terms of v, k, x, y. With some effort, this can be used to show
The result now follows from Theorem 5.
The matrix in (3) must have rank 1 or 2. If it has rank 1, (4) reduces to the inequality b ≤ v 2 . This inequality for quasi-symmetric designs is well-known and equality holds if and only if the design is a 4-design; see [14] or [5] p. 20. It is also shown that any 4-design has at least two different block intersection sizes, with equality if and only if the 4-design is a quasi-symmetric design. Such 4-designs are known as tight 4-designs.
This leads us to examine tight 4-designs, namely the case where b = v 2 . First we note that the block graph must be primitive, so Theorem 6 holds. This can be seen since any quasi-symmetric design with an imprimitive block graph either has repeated blocks or satisfies (b − v + 1)|b (see [13] Theorem Q, [1] Theorem 5.3). It has been shown that (up to complementation) only one such design exists, the Witt design on 23 points (see [4] , [6] ). In the case of tight 4-designs, inequality (4) is violated if = 2. Computer experiments show that the Witt design is the only parameter set for a tight 4-design where = 1 up to 25,000 blocks, giving evidence that the absolute bound may be another explanation for why no other tight 4-designs exist.
Strongly regular designs
We now examine the absolute bound in the context of strongly regular designs. These were first defined in [9] by D. G. Higman, who investigated them using coherent configurations. A strongly regular design is a point-block incidence structure (P, B) with the following properties.
1. Each point is on S 2 blocks and each block contains S 1 points. 2. Two blocks meet in a 1 or b 1 points, a 1 > b 1 , and the graph on blocks defined by a 1 is a strongly regular graph with parameters (n 2 , k 2 , λ 2 , µ 2 ) and eigenvalues k 2 > r 2 > s 2 with multiplicities 1, f 2 , g 2 , respectively. 3. Two points are contained in a 2 or b 2 blocks, a 2 > b 2 and the graph on points defined by a 2 is a strongly regular graph with parameters (n 1 , k 1 , λ 1 , µ 1 ) and eigenvalues k 1 > r 1 > s 1 with multiplicities 1, f 1 , g 1 , respectively. 4. The number of blocks incident with a point p and meeting B in a 1 points depends only on whether p is incident with B or not. Note that it then follows that a condition dual to 4 holds for points.
The coherent configuration of a strongly regular design is defined as follows. Let X = P ∪ B, and define relations on X as below.
R 1 : identity relation on P × P R 2 : pairs of distinct points contained in a 2 blocks R 3 : pairs of distinct points contained in b 2 blocks R 4 : identity relation on B × B R 5 : pairs of blocks meeting in a 1 points R 6 : pairs of blocks meeting in b 1 points R 7 : incident pairs in P × B R 8 : non-incident pairs in P × B R 9 = R T 7
The representations for this coherent configuration, given in Table 2 , were worked out by Higman ([9] ). Our table is taken from Hobart ([10] ).
Note that the relations on blocks give strongly regular graphs, as do the relations on points. We refer to a strongly regular design as primitive if these strongly regular graphs are all primitive. We now prove the following theorem: Theorem 7. In any primitive strongly regular design, we have:
Furthermore, if = 0 then both graphs in the strongly regular design are Smith graphs, and n 1 = 2S 1 , n 2 = 2S 2 . Proof. Again we consider rk(F 2 • F 2 ). We have:
Note that h 1 = 1, and that the first matrix in the expression has rank at least 1. Using Lemma 2 on both the point and block graphs, we find:
Therefore, by Theorem 5,
Now use 1 + f 1 + g 1 = |P|, 1 + f 2 + g 2 = |B|, and f 1 = f 2 to obtain the inequality.
Suppose that = 0. We note that γ = 0, since otherwise ∆ 2 would not be irreducible. Therefore, since every entry of the matrix has to be zero, considering the entry of the first row, second column, we obtain n 2 = 2S 2 , from which n 1 = 2S 1 follows. Also, we must have
Note that these equations imply equality in the Krein bound for both strongly regular graphs. By ( [5] , Theorem 8.15), this implies each stronglyregular graph is a Smith graph (we note that neither is a pentagon, since the number of vertices in each is even).
Such examples do exist. One can be constructed by letting P Ω − (6, 3) act on the right cosets of a subgroup of index 112 and a subgroup of index 162. The resulting coherent configuration contains the two Smith graphs with parameters (112, 81, 60, 54) and (162, 105, 72, 60 ). This can also be described as the coherent configuration formed by the subconstituents of the McLaughlin graph.
In Table 3 , we list the primitive strongly regular designs with each fiber having less than 500 points that fail the absolute bound condition but pass the conditions in [10] and [9] and all feasibility conditions for the associated strongly regular graphs.
Many of these parameters involve strongly regular graphs that are determined uniquely by their parameters. In such cases, it may be possible to find an ad hoc argument to rule out the particular strongly regular design. We note that entries 4, 5, 11, and 13 do not fall in this category.
Comparison with association schemes
In this section we compare the absolute bound of a coherent configuration to the absolute bound applied to any commutative association scheme it contains. We will show that the bound in Theorem 5 is either better than or equivalent to the usual absolute bound applied to a subscheme.
We begin by showing that we can pick the basis E s ij so that it has certain useful properties. For fibers X α , X β , recall that the subspace A αβ is the set of all of the matrices of A whose only nonzero entries are in the rows are indexed by α and columns are indexed by β. Also, recall that A α = A αα ; note that A α is a subalgebra of A. Proof. Let ∆ s be an absolutely irreducible representation of A, and Ω s = {α ∈ Ω : ∆ s (A α ) = {0}}. Define B s to be the subalgebra of A generated by the subalgebras A α for α ∈ Ω s . Note that B s is a direct sum of the semisimple subalgebras A α , and so it is semisimple as well. Then the algebra ∆ s (B s ) is semisimple and closed under conjugate-transpose, and so can be block diagonalized by a unitary matrix Q s . We call the basis described in the previous theorem a fiber basis. For a fiber X α with n α vertices, define the map θ : A → M nα (C) where θ(A) is the matrix formed by taking the rows and columns of A that are indexed by points in α. Then θ| Aα is an injective homomorphism of algebras. Note that θ(A α ) is the Bose Mesner algebra of the association scheme on the fiber X α . We say that a fiber X α is commutative provided that θ(A α ) is commutative.
We obtain the following corollary:
Corollary 9. Suppose X α is a commutative fiber of a coherent configuration with fiber basis E s ij , and suppose further that for some i and s we have E s ii ∈ A α . Then θ(E s ii ) is a primitive idempotent of the commutative association scheme θ(A α ). Conversely, every primitive idempotent of the scheme induced by A α lifts to a matrix E s ii .
Proof. Since the matrices E s ij form a second basis of A, A α is spanned by idempotents of the form E t jj . Therefore the matrices θ(E t jj ) must be the primitive idempotents of θ(A α ), since the primitive idempotents of θ(A α ) form the only basis of idempotents of θ(A α ).
Checking the absolute bound for a commutative fiber amounts to taking E In this case, E s ii and E t jj are principal submatrices of F s and F t respectively, so rk(E s ii • E t jj ) ≤ rk(F s • F t ). By (2), rk(E s ii ) = rk(F s ). Therefore, the usual absolute bound for association schemes applied to commutative fibers cannot be better than that of Theorem 5. This shows that it isn't enough just to consider the association schemes on the fibers. In many situations, we really can get new information by considering the coherent configuration.
We also note that the existence of a fiber basis can simplify formulas with Krein parameters in them. For example, we have the following corollary, which gives a simpler version of Theorem 5 for fiber commutative configurations:
Corollary 10. Let (X, R) be a fiber commutative coherent configuration with fiber basis E λ . For s ∈ S we have: Proof. We use a fiber basis to compute For λ = µ, we have E λ • E µ = 0, since each matrix is contained in a different subspace A αβ . This implies that q ν λµ = 0 as well.
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