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We investigate Landau-Zener processes modeled by a two-level quantum system, with its finite
bias energy varied in time and in the presence of a single broadened cavity mode at zero tempera-
ture. By applying the hierarchy equation method to the Landau-Zener problem, we computationally
study the survival fidelity of adiabatic states without Born, Markov, rotating-wave or other pertur-
bative approximations. With this treatment it also becomes possible to investigate cases with very
strong system-bath coupling. Different from a previous study of infinite-time Landau-Zener pro-
cesses, the fidelity of the time-evolving state as compared with instantaneous adiabatic states shows
non-monotonic dependence on the system-bath coupling and on the sweep rate of the bias. We then
consider the effect of applying a counter-diabatic driving field, which is found to be useful in improv-
ing the fidelity only for sufficiently short Landau-Zener processes. Numerically exact results show
that different counter-diabatic driving fields can have much different robustness against environment
effects. Lastly, using a case study we discuss the possibility of introducing a dynamical decoupling
field in order to eliminate the decoherence effect of the environment and at the same time to re-
tain the positive role of a counter-diabatic field. Our work indicates that finite-time Landau-Zener
processes with counter-diabatic driving offer a fruitful test bed to understand controlled adiabatic
processes in open systems.
PACS numbers: 42.50.Dv, 03.65.Yz
I. INTRODUCTION
Landau-Zener (LZ) transitions happen when the bias
energy of a quantum two-level system is swept through an
avoided level crossing. For a sweep with a constant rate
from time t = −∞ to +∞, the LZ problem is exactly
solvable and the final survival probability of the adia-
batic state can be obtained asymptotically [1]. LZ tran-
sitions have attracted considerable interest both theoreti-
cally and experimentally [2–7]. It has been used to model
dynamical processes in a variety of physical systems [8, 9].
For instance, with superconducting circuits, which can
behave as controllable quantum two-level systems, LZ
and Landau-Zener-Stu¨ckelberg problems were studied by
several groups [10–13]. LZ processes controlled by classi-
cal or quantized light fields were also studied in [14–16].
The influence of environment on quantum systems
has motivated numerous studies on the dissipative LZ
problem. Exact results are available at zero tempera-
ture [17, 18], analytical discussions based on perturbation
expansions were derived in [19, 20], and various numer-
ical methods were employed for the finite-temperature
situations [21–28]. The non-monotonic dependence of the
LZ transition probability on the sweep rate was studied
in [21] using a numerically exact method. Environment
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parameters, such as temperature, can exponentially en-
hance the coherent oscillations generated at a LZ tran-
sition [23]. Transversal system-bath interactions were
found to influence the survival probability more strongly
than longitudinal system-bath interactions [25, 26].
Put in a more general perspective, the manipulation
of instantaneous eigenstates of a quantum system along
its adiabatic paths can be very useful. In order to avoid
nonadiabatic transitions, the operation has to be exe-
cuted over a long time scale. Unavoidably, however, a
slower process would allow more unwanted decoherence
effects induced by an environment. Hence, on the one
hand a process should be slow such that the system can
stay close to adiabatic states. On the other hand, the
process should be fast so that not too much decoherence
can set in before an adiabatic process ends. This conflict
makes it necessary to have a highly reliable treatment of
open quantum systems, which can handle, for example,
long-time evolutions and sometimes strong system-bath
couplings.
Usually, the description of the dynamics of open sys-
tems starts with a perturbative theory and involves
various approximations, such as the Born, Markov
and rotating-wave approximation (RWA). An efficient
method that avoids the above approximations was devel-
oped by Tanimura et al. [29–33], who established a set of
hierarchical equations that includes all orders of system-
bath interactions. The hierarchy equation method has
been successfully employed to describe the quantum dy-
namics of various physical, chemical and biophysical sys-
tems [32, 34–36]. In addition, the hierarchy equation
2method can be used to study the dynamics of qubit de-
vices operating at low temperatures [37, 38], when the
environment is usually modelled by a Lorentz-broadened
cavity mode. For these reasons, we shall use the hier-
archy equation method to exactly study LZ processes
under the influence of an environment. In particular,
we focus on finite-time LZ processes coupled to an en-
vironment. We shall also vary the system-bath coupling
strength from weak to arbitrarily strong regimes, observ-
ing a non-monotonic dependence of the survival fidelity
on the coupling strength. This result indicates that a
finite-time LZ process can behave much differently from
the more idealized LZ process that starts and ends with
an infinite energy bias [17].
To shorten the time scale of a useful quantum adi-
abatic operation, various protocols have been proposed
to suppress the nonadiabatic transitions with additional
control fields. Such protocols are often called counter-
diabatic (CD) driving, shortcuts to adiabaticity, or tran-
sitionless driving [39–47]. Following Ref. [40–42], we re-
fer to all such quantum control strategies as CD drivings.
Some of them have been implemented in harmonic sys-
tems [48], atom transport [49], quantum computing [50],
quantum simulations [51], many-body state engineer-
ing [52], cooling of nanomechanical resonators [53], and so
on. CD drivings have also been suggested as a way to im-
prove the performance of quantum heat engines [54], al-
though with due attention to the cost of using them [55].
Recently, CD driving was also considered in open sys-
tems [56, 57]. However, these studies were based on a
simplified treatment of the environment.
In this work we investigate the effectiveness of differ-
ent CD driving protocols in boosting the fidelity values
of LZ processes in the presence of an environment. Our
investigation is the first of this kind without making any
approximations. From our numerically exact results, it
is found that not all CD driving fields can perform well
in the presence of decoherence. While in the fast driving
limit (the associated CD driving field will have extremely
large peak values) all CD driving fields can expectedly do
a good job, in the cases with intermediate sweep rates,
the addition of a CD driving field may even degrade the
fidelity. The specific implementation of a CD driving field
may also have a large impact on the fidelity. These results
clearly show that if the total time scale of an adiabatic
process cannot be made very short (e.g., due to hardware
implementations or the bandwidth limit of the CD driv-
ing), then the introduction of an additional control field,
whose aim is mainly to suppress the system-environment
coupling, can still be of interest. In the literature a con-
trol field capable of modulating and hence suppressing
the system-bath coupling is often called a dynamical de-
coupling (DD) field [58, 59]. Using a case study at the
end of this work, we indeed discuss the possibility of com-
bining a CD driving field with a DD field together.
This paper is organized as follows: in Sec. II we in-
troduce the model system and the hierarchy equation
method. In Sec. III we show the numerical results of
our finite-time LZ dynamics under the influence of an
environment. In Sec. IV, two types of CD drivings are
considered and compared. In Sec.V, we discuss and nu-
merically study a possible combination of CD driving and
a continuous DD field. Finally, Sec. VI concludes this pa-
per.
II. SYSTEM-ENVIRONMENT MODEL AND
HIERARCHY EQUATION METHOD
A. Models, parameters and initial conditions
We consider a driven two-level system interacting with
a bosonic bath. The total Hamiltonian is (~ = 1 is as-
sumed throughout)
Htot = HS (t) +HB +HSB, (1)
where the system-Hamiltonian is chosen to be of LZ-type,
i.e., HS = HLZ, with
HLZ = Z (t)
σz
2
+X
σx
2
, (2)
where σx,y,z are Pauli matrices. A positive and time-
independent constant X is employed to characterize the
interaction between the two diabatic states |↑〉 and |↓〉
(the eigenstates of σz). We assume the following time-
dependent parameter
Z (t) =
(zf − z0)
tf
t+ z0, (3)
which describes a linearly varying bias-energy between
the diabatic states, with Z (t) ∈ [z0, zf ] (let z0 = −zf
and z0 < 0 in this paper) and t ∈ [0, tf ]. The duration
of a LZ process is hence tf and the sweeping rate be-
comes v = (zf − z0) /tf . In our study, the boundary of
the bias-energy, determined by z0 and zf , is independent
of tf . By tuning tf , we can study the cases of differ-
ent sweeping rates. Here, one should note the difference
between the form of Eq. (3) and the conventional LZ driv-
ing, i.e., Z(t) = vt. In the latter, changing the evolution
time interval is equivalent to changing the boundary of
the bias-energy. Note also that in pure theoretical con-
siderations, an infinite time interval, i.e., t ∈ (−∞,∞) is
often chosen because it allows greater analytical insight,
however this implies an infinite energy bias and is not
adopted here.
Now let us briefly recall several results about the stan-
dard LZ problem described by the Hamiltonian in Eq. (2).
For X = 0 the diabatic states |↑〉 and |↓〉 with bias-
energies±Z(t)/2 cross at t = tf/2 linearly. When X 6= 0,
the diabatic states are not eigenstates of the Hamiltonian
in Eq. (2), and an avoided-level crossing appears between
the adiabatic energy-levels E± (t) = ±
√
[Z(t)]
2
+X2/2
at t = tf/2. Thus, in general, some population transfer
occurs. If the bias energy Z(t) is swept from a large neg-
ative value to a large positive value, the diabatic states
3coincide with the initial and final adiabatic states. Then
it is possible to compute the survival probability of the
qubit ending up in the initial adiabatic state of HLZ,
which is PLZ = 1 − exp
[−πX2/(2v)]. In the adiabatic
limit X2/v ≫ 1, PLZ will saturate at 1.
To consider a LZ process in the presence of an envi-
ronment, we model a bosonic environment by the bath
HamiltonianHB and the system-bath coupling by Hamil-
tonian HSB,
HB =
∑
k
ωkb
†
kbk, (4)
HSB = V
∑
k
(
gkbk + g
∗
kb
†
k
)
, (5)
where ωk indicates the frequency of the k-th mode of the
bath. b†k and bk are the creation and annihilation oper-
ators of the bath. V = gzσz + gxσx denotes the system
operators and it includes longitudinal (σz) and transver-
sal (σx) couplings with the mixing coefficient gz and gx,
respectively. gk denotes the individual coupling strength
between the qubit and the k-th mode of the bath. In the
following sections, we focus on the transversal coupling
by setting gz = 0, gx = 1/2. This is because transversal
interactions in general have stronger influence on pop-
ulation transitions than longitudinal interactions at the
same coupling strength [17, 25, 26].
The environment is chosen to simulate a single mode of
a leaking cavity. Due to the imperfection of the cavity,
the single mode is broadened into a continuous distri-
bution with a center frequency ωc, and the qubit-cavity
coupling spectrum is usually of a Lorentz-type [37, 60],
i.e.,
J (ω) =
1
π
γλ
(ω − ωc)2 + λ2
, (6)
where λ characterizes the broadening width of the cavity
mode (i.e., damping rate), which is connected to the bath
correlation time τB ∼ λ−1. The perfect-cavity limit is ob-
tained for λ → 0, which results in J (ω) = γδ (ω − ωc).
The parameter γ reflects the overall system-bath cou-
pling strength.
The total system is assumed to start from a product
state, i.e.,
ρtot (0) = ρS (0)⊗ ρB (0) , (7)
where the initial state of the system can be chosen as the
ground state of HLZ in Eq. (2) at t = 0. That is, the
initial system density matrix is given by
ρS (0) = |ψg (0)〉 〈ψg (0)| , (8)
where |ψg (t)〉 = − sin θt2 |↑〉 + cos θt2 |↓〉 is the adia-
batic ground state with the time-dependent superpo-
sition coefficient θt = arccot [Z (t) /X ]. Let t = 0,
one will obtain the initial ground state corresponding
to θ0 = arccot [z0/X ]. The adiabatic excited state is
|ψe (t)〉 = cos θt2 |↑〉 + sin θt2 |↓〉. The cavity mode is as-
sumed to be at zero temperature and starts from a vac-
uum state |ψB (0)〉 = ⊗k|0〉k. The initial bath density
matrix is hence given by ρB (0) = |ψB (0)〉 〈ψB (0)|.
B. Hierarchy equation method
For the product form of the initial system-bath state
ρtot (0) = ρS (0)⊗ ρB (0), the exact dynamics of the sys-
tem in the interaction picture can be derived as [29, 31]
ρ
(I)
S (t) = Tˆ exp{−
ˆ t
0
dt2
ˆ t2
0
dt1V
×(t2) [C
R (t2 − t1)V ×(t1)
+iCI (t2 − t1)V ◦ (t1)]}ρS (0) , (9)
where Tˆ is the chronological time-ordering operator,
which orders the operators inside the integral such that
the time arguments increase from right to left. Two su-
peroperators are introduced, A×B ≡ [A, B] = AB−BA
and A◦B ≡ {A, B} = AB + BA, which simplifies the
dynamical equation as well as the following derivation
of the hierarchy equations. In above CR (t2 − t1) and
CI (t2 − t1) are the real and imaginary parts of the bath
time-correlation function
C (t2 − t1) ≡ Tr [B (t2)B (t1) ρB (0)]
= γ exp [− (λ+ iωc) |t2 − t1|] , (10)
respectively, and
B (t) =
∑
k
(
gkbke
−iωkt + g∗kb
†
ke
iωkt
)
. (11)
Note that in Eq. (10) the bath correlation is already as-
sumed to be an exponential form, a form required to
derive the hierarchy equations. In the single-mode limit
λ→ 0, we have C (t2 − t1)→ γ exp (−iωc |t2 − t1|).
To present the hierarchy equations (for completeness)
in a convenient form, we further write the real and imag-
inary parts of the time-correlation function (10) as
CR (t) =
2∑
k=1
γ
2
e−νkt, CI (t) =
2∑
k=1
(−1)k γ
2i
e−νkt, (12)
where νk = λ+(−1)kiω0. Then, following the procedures
shown in [29, 31], the hierarchy equations of the qubit are
found to be
∂
∂t
̺~n (t) = −
(
iH×S + ~n · ~ν
)
̺~n (t)− i
2∑
k=1
V ×̺~n+~ek (t)
− iγ
2
2∑
k=1
nk
[
V × + (−1)k V ◦
]
̺~n−~ek (t) , (13)
where the subscript ~n = (n1, n2) is a two-dimensional
index, with integer numbers n1(2) ≥ 0, and ρS (t) ≡
4̺(0,0) (t). The vectors ~e1 = (1, 0), ~e2 = (0, 1), and
~ν = (ν1, ν2) = (λ− iωc, λ+ iωc). We emphasize that
̺~n (t) with ~n 6= (0, 0) are auxiliary operators introduced
only for the sake of computing, they are not density ma-
trices, and are all set to be zero initially. The hierarchy
equations are a set of linear differential equations, and
can thus be solved using, for example, the Runge-Kutta
method. The contributions of the bath to the dynamics
of the system, including both dissipation and Lamb shift,
are fully contained in the hierarchy equation (13).
For numerical computations, the hierarchy equations
(13) must be truncated for a large enough ~n. We can
increase the hierarchy order ~n until the results of ρS(t)
converge. The terminator of the hierarchy equation is
∂
∂t
̺ ~N (t) = −
(
iH×S +
~N · ~ν
)
̺~n (t)
− iγ
2
2∑
k=1
nk
[
V × + (−1)k V ◦
]
̺ ~N−~ek (t) ,
(14)
where we dropped the deeper auxiliary operators ̺ ~N+~ek .
The numerical results in this paper were all converged,
and the density matrix ρS(t) was tested to be posi-
tive. The detailed derivation of Eq. (13) can be found
in Refs. [29, 37].
III. FINITE-TIME LANDAU-ZENER
PROCESSES IN AN ENVRIONMENT
We are now ready to investigate, using numerically ex-
act results, the features of finite-time LZ processes in an
environment modeled above. Some parameters are fixed
throughout, i.e., for an arbitrary energy unit, we choose
the scaled values X = 0.5, zf = −z0 = 6, λ = 0.5 and
ωc = 0.5, where a relatively large initial and final bias-
energy is chosen, i.e., |z0| = |zf | = 12X , and the central
frequency of the bath is assumed to be equal to the min-
imal energy gap of the adiabatic states, i.e., ωc = X .
In conventional physical systems, the intrinsic energy
scale of the system is larger than the energy-scale of the
system-bath coupling. However, in artificial quantum de-
vices [10, 11], this may not be the case. Therefore, we
consider both weak and strong coupling cases and this
is possible because the hierarchy equation method is not
perturbative.
One central quantity in our investigation is F (t) =
|〈ψg (t)| ρ (t) |ψg (t)〉|, which describes the overlap be-
tween the actual time-evolving state and the target in-
stantaneous ground state. In Fig. 1(a), we show F (t)
versus the scaled time t/tf for different values of γ.
The (red) solid line displays the case without environ-
ment (γ = 0), wherein a high final fidelity is found.
This high fidelity can be attributed to the slow sweep-
ing rate of v = 0.12 (tf = 100), which gives a large
ratio of X2/v ≈ 2.1. Indeed, if the final fidelity ap-
proximately obeys the standard LZ probability formula
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Figure 1: (Color online) (a) The fidelity with instantaneous
adiabatic states, defined as F (t) = 〈ψg(t)|ρ(t)|ψg(t)〉, versus
scaled time t/tf for different values of the system-bath cou-
pling strength parameter γ. The duration of the finite-time
LZ processes is chosen to be tf = 100. (b) Final fidelity, de-
fined as F (tf ) = 〈ψg(tf )|ρ(tf )|ψg(tf )〉, versus γ for different
durations of the LZ processes. (c) The fidelity with instan-
taneous adiabatic states versus scaled time t/tf for different
values of tf , with γ = 5. (d) Final fidelity versus tf for differ-
ent values of γ. Other system and environment parameters
are given by zf = −z0 = 6, X = 0.5 [see Eq. (2)] and ωc = 0.5
[see Eq. (6)]. As explained in the main text, all plotted quan-
tities in this work are dimensionless.
F (tf ) ≈ 1 − exp
[−πX2/(2v)] [note, strictly speak-
ing, this formula is only for an infinite-time LZ with
t ∈ (−∞,∞)], one expects the final fidelity close to unity.
However for γ 6= 0 the fidelity is strongly affected. Be-
fore the LZ transition point at t/tf = 1/2, an increase
in the system-bath coupling strength γ leads to a de-
crease in the fidelity. After the LZ transition point, a
larger γ can result in increased fidelity, i.e., there exists
a non-monotonic dependence of the final fidelity on the
coupling strength γ.
This interesting nonmonotonic behavior is shown even
more clearly in Fig. 1(b), where we plot the final fidelity
F (tf ) versus γ for different durations of a LZ process.
The (black) solid line describes a case with a slow sweep
rate of v = 0.12 (tf = 100), wherein the LZ time scale [1],
i.e., τLZ ∼ max[X/v, 1/
√
v] is larger than the bath cor-
relation time τB ∼ 1/λ. For this case there is enough
time for the environment to influence the LZ process.
With the increase of γ, we find first a local minimum of
the final fidelity F (tf ), then a peak, and finally a grad-
ual decrease. Next we consider shorter processes with
tf = 20 and 10, i.e., v = 0.6 and 1.2, respectively. The
associated time scale τLZ becomes smaller than τB. In
these two cases, the fidelity starts from low values due to
the small ratios of X2/v ≈ 0.42 and 0.21. Now, as γ in-
creases, there only exists a peak in the final fidelity. Fur-
5ther decreasing the duration to tf = 1 (i.e., v = 12), the
non-monotonic behavior vanishes, so F (tf ) rises mono-
tonically for the entire shown regime of γ.
Recalling one of the results of Wubs et al. [17]
F (∞) = 1− e−πW 2/(2v), (15)
where W 2 = X2 + γ, and γ =
´
dωJ (ω) is the effective
coupling strength obtained by integrating the spectral
density of the environment. In Ref. [17] only a mono-
tonic increase of F (tf ) versus system-bath coupling was
found regardless of whether the sweeping rate is fast or
slow. A simple check reveals the origin of the differ-
ence. In Ref. [17] a fundamental requirement was that
the process was conducted for an infinite evolution time,
i.e., t ∈ (−∞,∞). This implies that the initial and final
energy bias of the qubit system must be infinitely large
as compared with an arbitrarily strong system-bath cou-
pling. In contrast, our finite-time LZ process involves
situations for which the system-bath couplings are com-
parable to the energy bias at the start or in the end.
For this reason, a complicated interplay between non-
adiabatic transitions and environment-induced excitation
or de-excitation can be expected. To confirm this insight,
we note that for the studied range of the system parame-
ters, the nonmonotonic behavior discussed above emerges
only when the sweeping rate yields a time scale that is
comparable with that associated with environment in-
duced transitions.
Similar nonmonotonic phenomena have been found
even in an example with pure dephasing dynamics [19,
20]. There the authors analytically obtained the final
fidelity based on the first-order adiabatic perturbation
theory regarding the sweeping rate v. The approximate
result successfully predicts a minimum of F (tf ), which
qualitatively agrees with our result shown in Fig. 1(b) for
a quite slow sweeping with tf = 100. However, it fails
to present the maximum of F (tf ) shown in Fig. 1(b) for
stronger system-bath coupling strength, a situation that
is definitely beyond a pure-dephasing model.
Fig. 1(c) shows the fidelity versus scaled time for vary-
ing durations of LZ processes. The (black) solid line de-
scribes the case of fast sweeping (tf = 0.1), where one
finds the final fidelity ending at a very small value. For
the sake of comparison, we increase tf to 5, 50, and 500.
As a result, more complex oscillations of F (t) are ob-
served and the fidelity values after the transition point
t/tf = 1/2 are higher than the fast sweeping case with
tf = 0.1. Interestingly, the computational results show
an upper limit of the final fidelity as tf increases. In-
deed, the final fidelity for tf = 500, is not much different
from that with tf = 50. This is an obvious environment-
induced suppression, which can be seen more clearly in
the panel (d), to be discussed next.
In Fig. 1(d), we plot the final fidelity F (tf ) versus tf
for different values of the system-bath coupling strength
parameter γ. There one can clearly observe the non-
monotonic dependence of fidelity on tf . For short LZ
processes, the final fidelity values are small and different
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Figure 2: (Color online) The fidelity with instantaneous adia-
batic states versus scaled time t/tf , for different system-bath
coupling strength in the presence of CD driving. The dura-
tion of the LZ processes is chosen tf = 5 in panel (a) and
tf = 0.1 in panel (b). In both panels, the top solid (black)
lines correspond to the cases without a bath, i.e., γ = 0, for
which the CD driving leads to perfect unity fidelity. Other
system and environment parameters are the same as in Fig. 1.
Note that panel (a) and (b) used different scales on the y axis.
system-bath couplings can hardly induce significant dif-
ferences. With increased tf , different values of γ yield
different peaks as well as different saturated values of
fidelity, constituting interesting features again that are
absent in infinite-time LZ processes at zero temperature.
IV. LZ PROCESSES WITH
COUNTER-DIABATIC DRIVING AND AN
ENVIRONMENT
In this section we aim to study how CD driving might
improve the fidelity of the time-evolving state in an LZ
process (as compared with the instantaneous adiabatic
states). We first briefly outline the idea behind the CD
driving strategy and then present our results.
A. Counter-diabatic driving
A CD [40, 43] driving field is designed to eliminate
all unwanted nonadiabatic transitions. Specifically, here
the reference Hamiltonian is HLZ that determines the
instantaneous adiabatic states and hence an ideal adia-
batic path. One can now construct an auxiliary driving
Hamiltonian HCD to ensure the following: when the sys-
tem’s initial state is prepared in the eigenstate of HLZ
at Z = Z(0), i.e., |ψn (Z(0))〉, its ensuing time evolu-
tion will track the instantaneous eigenstate |ψn (Z(t))〉.
To achieve this the following target unitary operation is
6required, i.e.,
Utarget =
∑
n
eiφn(t) |ψn (Z(t))〉 〈ψn (Z(0))| , (16)
where φn is a phase factor whose time dependence can be
arbitrarily chosen. This unitary evolution can be directly
realized by the driving Hamiltonian HS = iU˙targetU
†
target,
i.e.,
HS = −
∑
n
φ˙n |ψn (Z(t))〉 〈ψn (Z(t))|
+i
∑
n
[∂t |ψn (Z(t))〉] 〈ψn (Z(t))| . (17)
The first term in the above equation is in diagonal form,
and so it always commutes with HLZ. Due to the free-
dom in the choice of the phase φn (t) in Eq. (17), this first
term may take many different forms. A typical choice is
to make φn identical with the dynamical phase associated
with the ideal adiabatic process naturally generated by
HLZ. That is, φn = −
´ t
0 En[Z(τ)]dτ , where En[Z(t)]
is the instantaneous eigenvalue of the adiabatic state
|ψn (Z(t))〉. Under this choice the first term in Eq. (17)
is nothing but HLZ itself. The second term in the above
equation is often called the CD driving field, i.e.,
HCD = i
∑
n
[∂t |ψn(Z (t))〉] 〈ψn(Z (t))| . (18)
Using the specific form of |ψn (Z(t))〉 for our LZ system,
one finds
HCD =
θ˙t
2
σy, (19)
where θt = arccot [Z (t) /X ]. The system Hamiltonian
hence becomes HS = HLZ +HCD.
From the derivation above, it can be noted that the
component HLZ in HS only provides a dynamical phase
during the designed evolution. Different choices of φn will
produce different diagonal operations in the eigenspace
spanned by |ψn (Z(t))〉. The actual component that is
responsible for suppressing non-adiabatic transitions is
the HCD component. For example, which we will make
use of later, if we set φn = 0, then HS = HCD is equally
competent to give rise to an adiabatic evolution path
that tracks perfectly the instantaneous adiabatic states
|ψn (Z(t))〉.
The above design strategy does not have any environ-
ment in the picture. The effectiveness of CD driving
in the presence of an environment is hence of consider-
able interest. We now present our computational results
on this issue. In Fig. 2, the total system Hamiltonian is
chosen as HS = HLZ + HCD. System and environment
parameters such as z0, zf , X , ωc, λ are the same as those
in Fig. 1. We calculate the fidelity versus scaled time t/tf
for different values of γ. Panel (a) of Fig. 2 shows three
cases with γ increasing from 0.5, 1 to 5, all with tf = 5, a
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Figure 3: (Color online) The final fidelity values versus the
system-bath coupling strength parameter γ, with the total
duration of LZ processes given by tf = 2 in (a) and tf =
10 in (b), with and without CD driving. Other system and
environment parameters are the same as in Fig. 1.
process not too short or too long. It is found that the fi-
delity F (t) oscillates with time and becomes much lower
than unity in the end. Let us now compare these results
with those in Fig. 1(c) also with γ = 5 and tf = 5, that
is, compare the (blue) solid line (connected with circles)
in Fig. 1(c) and the (red) solid line (connected with trian-
gles) in Fig. 2(a). Remarkably, it is found that the final
fidelity with CD driving is even lower than that without
CD driving. In other words, the CD driving, which is de-
signed in a close-system set up, may unfortunately favor
environment-induced effects.
The results shown in Fig. 2(b) are for very short LZ
processes, with tf = 0.1 or v = 120. In this case, the
driving time scale 1/
√
v ≪ τB. Intuitively then, the en-
vironment has virtually no time to take effect. Indeed,
for all the three cases shown in Fig. 2(b), the fidelity al-
ways stays extremely close to unity, even for γ = 5 that
represents a case with very strong system-environment
coupling. By contrast, the bare HLZ Hamiltonian with-
out CD driving only yields fairly low fidelity values [see
the black solid line in Fig. 1(c)]. An obvious conclusion is
that the CD driving can work well only for fast sweeping
cases. However, one should note that to realize very fast
sweeping poses a challenge in actual implementations.
Fig. 3 depicts the final fidelity values as a function
of the system-environment coupling strength γ, with or
without CD driving. We choose two intermediate values
of the sweeping rate to make an interesting comparison,
with tf = 2 in panel (a) and tf = 10 in panel (b). In
both panels, a crossing of the two fidelity curves occurs,
which again demonstrates the existence of a regime that
the CD driving leads to a lower fidelity than that with-
out CD. Further calculations (not shown) suggest that
for the present choice of all other parameters, this cross-
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Figure 4: (Color online) (a) The fidelity with instantaneous
adiabatic states versus scaled time t/tf , with the system-bath
coupling strength parameter γ = 1.0, for CD driving and
transformed CD driving. The duration of the LZ processes is
chosen to be tf = 1. (b) Final fidelity values for CD driving
and transformed CD driving, as a function of γ, with tf = 1.
Other system and environment parameters are the same as in
Fig. 1.
ing occurs for 0.7 < tf < 40. Beyond this intermediate
regime, i.e., for very fast sweeping, CD driving is always
beneficial (see Fig. 2b), whereas for very slow sweeping,
switching on CD driving does not cause a difference to
the final fidelity values.
B. A variant of counter-diabatic driving
In this subsection we study the performance of a vari-
ant of CD driving [47]. The idea behind transformed CD
driving is as follows. If the main concern is to reach a final
adiabatic state with high fidelity from a given initial adi-
abatic state, then there is no need to impose conditions
on the evolution operator at intermediate times. Rather,
only the unitary evolution operator associated with the
whole quantum process is under consideration for design-
ing a control field. One motivation to design such CD
variants is to avoid the potential difficulties in the actual
experimental realizations. Indeed, by considering differ-
ent types of transformations from the adiabatic path of
the instantaneous eigenstates ofHLZ to other paths in the
Hilbert space, one obtains different driving fields to exe-
cute possible variants of CD, which we call transformed
CD in this work.
In the present LZ problem, one transformed CD driv-
ing was introduced by del Campo [52]. It requires Z (t) =
z0+6δs
5− 15δs4+10δs3, with s = t/tf and δ = zf − z0,
with the transformed CD driving Hamiltonian given by
HTCD (t) = [Z (t)− η˙ (t)] σz
2
+ P (t)
σx
2
, (20)
where P =
√
X2 + θ˙2t , θt = arccot [Z (t) /X ] and
η (t) = arctan
(
θ˙t/X
)
. As seen above, the main inter-
esting feature of this transformed CD driving is that it
does not contain σy and hence it is more analogous to
the original HLZ Hamiltonian.
It is now of great interest to compare the performance
of the transformed CD driving with that of the above-
studied CD driving, in the presence of an environment.
Panel (a) of Fig. 4 shows the fidelity with instantaneous
adiabatic states versus scaled time, with γ = 1. Some-
what expected, before the LZ process is over the fidelity
of transformed CD is systematically smaller. Interest-
ingly, this difference sustains at the end of the LZ process.
That is, the final fidelity of the transformed CD is not
as satisfactory as that of CD. Panel (b) Fig. 4 compares
the final fidelity values as a function of γ. Clearly, for
the whole shown range of system-bath coupling strength,
transformed CD is less effective than CD in reaching the
final target state (though in the unitary limit these two
driving strategies give the same final result by construc-
tion). However, it remains an open question to see if it is
possible for a transformed CD driving to be more robust
against an environment than a default CD driving.
V. CD DRIVING WITH CONTINUOUS
DYNAMICAL DECOUPLING
Our results in previous sections clearly show that, so
long as the quantum adiabatic operation is not very
short, the presence of an environment poses a hurdle to
realizing perfect adiabatic operations even with CD driv-
ing. We are thus motivated to consider a simple dynam-
ical decoupling (DD) protocol to suppress the effect of
system-bath coupling. This is highly nontrivial because
in general, the introduction of a DD field can easily in-
terfere with the design of CD driving. This section hence
serves as a starting point to motivate further studies on
this interesting problem.
For completeness, we first briefly introduce continu-
ous DD, which is based on a continuous control Hamilto-
nian, denoted as HDD, to effectively reduce system-bath
coupling [61–64]. The total system-bath Hamiltonian is
hence given by
Htot = HS +HDD +HB +HSB,
≡ H ′ +HDD. (21)
A unitary transformation UDD generated by HDD alone
can be expressed as
UDD (t) = Tˆ exp
[
−i
ˆ t
0
HDD (τ) dτ
]
. (22)
In continuous DD, UDD (t) satisfies two conditions. First,
UDD (t) should be periodic in time with a period denoted
by tD, i.e.,
UDD (t+ tD) = UDD (t) . (23)
8Second,
ˆ tD
0
U †DD (τ)HSBUDD (τ) dτ = 0. (24)
The mechanism of continuous DD can then be easily un-
derstood. In particular, one may use HDD as a reference
Hamiltonian to define an interaction representation or a
rotating frame. In that representation, the total Hamil-
tonian becomes H˜ ′ = U †DDH
′UDD. The associated total
system-bath propagator becomes
U˜tot (t) = Tˆ exp
[
−i
ˆ t
0
H˜ ′ (τ) dτ
]
. (25)
Dividing the total time interval (0 ∼ t) into N pieces of
width tD = t/N (N is a positive integer number) and
using the Magnus expansion to the first order of 1/N
[65], one has
U˜tot (t) =
N∏
n=1
Tˆ exp
[
−i
ˆ ntD
(n−1)tD
H˜ ′ (τ) dτ
]
≈
N∏
n=1
exp
[
−i
ˆ ntD
(n−1)tD
H˜ ′ (τ) dτ
]
. (26)
Due to the conditions in Eqs. (23) and (24), terms
with HSB will vanish. That is, −i
´ ntD
(n−1)tD
H˜ ′ (τ) dτ →
−i ´ ntD
(n−1)tD
[HS(τ) + HB (τ)]dτ . Then U˜tot (t) will fac-
tor into a product of independent evolution operators
for the system and for the bath. Note also that at
t = ntD, UDD = 1 and hence U˜tot is precisely the over-
all system-bath evolution operator in the original rep-
resentation. That is, in the limit of tD → 0, the sys-
tem’s evolution will completely decouple from that of the
bath, with the evolution operator at t = ntD given by
U˜S (t) = Tˆ exp
[
−i ´ t
0
U †DD (τ)HS (τ)UDD (τ) dτ
]
The DD mechanism explained above makes it clear
that under a DD field, the effective system Hamiltonian
becomes that of H˜S(t) = U
†
DD(t)HS(t)UDD (t). Before
switching on a DD field, HS(t) is meant to implement a
CD driving. But now with DD, can the effective Hamil-
tonian H˜S(t) still serve the purpose of CD driving or its
variant? This can be a complicated question. Indeed, in
general, UDD might introduce transitions between differ-
ent adiabatic states. However, this still does not exclude
special solutions, one of which is discussed below.
Because the system-bath coupling is of the σx form, a
suitable and simple choice of HDD is [61, 62, 64]
HDD = YDσy =
π
tD
σy , (27)
This DD Hamiltonian tends to rapidly rotate the σx
coupling and then average the system-bath coupling to
zero. On the other hand, in Sec. IV A it is noted that
HCD =
θ˙t
2 σy [see Eq. (19)] alone suffices to realize an
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
t/tf
F(
t)
 
 
HLZ+HCD HLZ+HCD+HB+HSB HCD+HDD+HB+HSB
Figure 5: (Color online) The fidelity with instantaneous adi-
abatic states versus scaled time t/tf , with tf = 5 and γ = 1.
Other system and environment parameters are the same as
in previous figures. (black) Dashed-dotted line represents
a reference case, namely, CD driving without an environ-
ment, with HS = HLZ + HCD. (red) Dashed line is for
CD driving without DD, with the total Hamiltonian given
by HLZ + HCD + HSB + HB. (blue) Solid line is for a case
with “CD+DD” fields, with the total Hamiltonian given by
HCD +HDD +HSB +HB.
adiabatic path precisely tracing the instantaneous adia-
batic states of HLZ. That is, the Hamiltonian HLZ it-
self, which only introduces a dynamical phase to the in-
stantaneous adiabatic states, is not essential, and can
hence be excluded, from the perspective of CD driv-
ing. Remarkably then, if HS is simply chosen as HCD,
then both HDD and HS are of the σy form, and so
H˜S(t) = U
†
DD(t)HS(t) (τ)UDD (t) = HS(t). Therefore,
at least in this special case of CD driving, a DD field is
able to effectively decouple the system-bath coupling and
at the same time retain the CD driving.
In Fig. 5, we present our computational results for a
pure CD driving as well as a CD driving plus the above-
introduced DD field, in terms of the fidelity with instan-
taneous eigenstates of HLZ. As a reference point, The
(black) dashed-dotted line depicts the case without envi-
ronment, whose fidelity stays at unity. We then switch
on the system-bath coupling with γ = 1. The (blue) solid
line depicts the case with CD and DD, the oscillations in
the fidelity are induced by HDD and high fidelity values
are reached periodically. The final fidelity F (tf ) ≈ 0.97 is
much higher than if only CD driving is used (which gives
F (tf ) ≈ 0.8 shown in the red dashed line). We have also
checked that if we let HS = HLZ + HCD to realize an
adiabatic operation in the presence of an environment,
then turning on a DD field as described above will not
help to improve the fidelity.
Theoretically, tD =
π
YD
describes the rotation period
9of UDD. In accord with the above theory of continuous
DD, only if Q ≡ tftD is an integer, then one might achieve
the best final fidelity. In the actual implementation, e.g.,
the (blue) solid line in Fig. 5, the peak-value of the final
fidelity occurs for Q ≃ 5.94 instead of Q = 6. This
small deviation can be traced back to the approximations
made in the first-order Magnus expansion. Note also that
the associated DD field amplitude is 3.7 in dimensionless
units, whereas the peak amplitude of the CD driving field
is about 2.4. By contrast, if we boost the final fidelity
to F (tf ) ≈ 0.97 by solely increasing the sweeping rate in
the CD driving without using DD, the peak strength of
the CD field will be as large as 15. That is to say, the
use of a DD field is indeed helpful to battle against an
environment in the realization of CD driving.
VI. CONCLUDING REMARKS
In this work we have investigated finite-time Landau-
Zener processes in the presence of an environment, which
is modeled by a broadened cavity mode at zero temper-
ature. Such an environment model allows us to use the
hierarchy equation method to obtain numerically exact
results of the dynamics without any approximations.
The fidelity for the system to be found at the final tar-
get adiabatic state shows a non-monotonic dependence
on the system-bath coupling strength and on the sweep-
ing rate in the energy bias parameter. This signals an in-
teresting competition between the otherwise unitary LZ
process and environment-induced relaxation and excita-
tion. More importantly, it is found that an environment
can affect the performance of CD driving significantly. If
the LZ process is not short enough, the addition of CD
driving may lend more opportunities to the environment
to degrade the performance even further. It is also found
that different versions of CD driving can have different
degrees of robustness against environment effects.
Our results indicate that more studies of CD driving
in the presence of an environment will be fruitful. As a
starting point, we discussed the possibility of combining
CD driving with dynamical decoupling (DD). At least for
the simple case we investigated, it is possible to combine
CD and DD to realize high-fidelity adiabatic manipula-
tion in the presence of an environment, without requiring
the process to be extremely fast.
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