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An approach is presented to combine the response of a two-dimensionally inhomogeneous dielectric object in a homogeneous
environment with that of an empty inhomogeneous environment. This allows an eﬃcient computation of the scattering
behavior of the dielectric cylinder with the aid of the CGFFT method and a dedicated extrapolation procedure. Since a circular
observation contour is adopted, an angular spectral representation can be employed for the embedding. Implementation details
are discussed for the case of a closed 434MHz microwave scanner, and the accuracy and eﬃciency of all steps in the numerical
procedure are investigated. Guidelines are proposed for choosing computational parameters such as truncation limits and
tolerances. We show that the embedding approach does not increase the CPU time with respect to the forward problem solution
in a homogeneous environment, if only the ﬁelds on the observation contour are computed, and that it leads to a relatively
small increase when the ﬁelds on the mesh are computed as well.
1. Introduction
In almost any computational approach to solving nonlinear
inverse-scattering problems, a discretized conﬁguration is
introduced that depends on a ﬁxed number of parameters.
Subsequently, a cost functional is deﬁned in terms of
simulated and known scattered ﬁelds. Here, two diﬀerent
strategies can be distinguished. Conventionally, the corre-
sponding forward problem is treated as an auxiliary problem,
which is solved exactly for successive approximate conﬁgura-
tions [1–6]. For multidimensional problems, this requires a
number of ﬁeld computations for a varying physical param-
eter such as frequency or source position. The cost function
then refers to the known measured ﬁeld information and
preferably includes a regularizing function of the conﬁgura-
tion parameters [7–9]. In the so-called modiﬁed gradient
method and subsequent generalizations, the conﬁguration
and the unknown ﬁelds are determined simultaneously
[10, 11]. The conventional approach has the advantage
that the formulation of the inverse problem directly relates
the parameterized conﬁguration to the known ﬁeld data.
From a practical point of view, however, it is sometimes
considered as less feasible because of the computational
eﬀort required in the repeated ﬁeld computations. The
argument is that it is not needed to compute the ﬁeld with
full accuracy in a conﬁguration that still deviates consider-
ably from the actual one.
For the case of an inhomogeneous, lossy dielectric cylin-
der in a homogeneous surrounding medium, however, it was
demonstrated that a highly eﬃcient implementation is
obtained when the ﬁelds are computed by solving a
contrast-source integral equation with a combination of the
conjugate-gradient FFT (CGFFT) method and a special
extrapolation procedure [12]. The extrapolation can be per-
formed for almost any physical parameter [13], such as fre-
quency or source position. Thus, the forward scattering
problem can be solved for each new value of the physical
parameter in a few iterations of the CGFFT procedure. This
technique has been demonstrated successfully in the context
of Newton-type inverse scattering [5, 6]. It is the authors’
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experience that these schemes, with only the parameters in
the proﬁle parameterization as fundamental unknowns, are
generally more eﬃcient than schemes where the ﬁeld and
the proﬁle are determined simultaneously.
A special feature of our implementation is that its
eﬃciency is based on the circumstance that the dielectric
cylinder is embedded in a homogeneous surrounding
medium. This means that Green’s function in the integral
equation above exhibits convolution symmetry. Preserving
that symmetry in the relevant space discretization allows
the application of FFT operations in evaluating the operator
products in the conjugate gradient method [14–16]. In
practical experiments, however, the surrounding medium
may be inhomogeneous and the symmetry is broken. In
that case, FFT operations are no longer applicable. The
same problem also arises in the modiﬁed gradient method,
where FFT operations are used as well to compute the
ﬁeld updates.
To circumvent this problem, we use the feature that the
scattering operator characterizes the complete electromag-
netic response of the region inside a closed observation
contour. Hence, it must be possible to determine the
scattered-ﬁeld data from a cylinder in an arbitrary environ-
ment from the scattering operator for the same object in a
homogeneous environment. That data, in turn, can then be
obtained with the existing implementation. We introduced
this so-called embedding approach for a cylinder inside a
circular observation contour in [17, 18]. The choice of this
particular conﬁguration was inspired by the experimental
research with a 434MHz scanner of the third author [19].
Several authors have shown interest in quantitative imag-
ing with a circular scanner with metallic enclosure, includ-
ing [20–22]. It is well-known that employing the 2D
Green’s function of the empty casing is computationally
expensive [19, 20].
In the present paper, we formulate the embedding
approach in the angular spectral representation for a general
surrounding 2D medium and subsequently specialize to the
case where the dielectric cylinder is surrounded by a perfectly
conducting circular container. Besides a more comprehen-
sive theoretical formulation than in [17, 18], we provide
details on the numerical implementation and on its perfor-
mance in accuracy and speed as a function of various param-
eters. We show that, with well-chosen values for these
parameters, the embedding approach does not increase the
CPU time as compared to the forward problem solution in
a homogeneous environment, if only the ﬁelds on the obser-
vation contour are computed, and that it leads to a relatively
small increase in CPU time, when the ﬁelds in the object are
needed as well, for example, to compute the Jacobian matrix
in a Newton-type inversion scheme.
The embedding approach relies on the identiﬁcation of
the scattering and reﬂection operators for the dielectric
cylinder and the empty microwave scanner, respectively.
The idea of using such an operator to characterize scatter-
ing properties has a long tradition in the electromagnetic
literature [23–26]. The use of a numerically computed
scattering operator, however, is new and originates from
the availability of the “march in source position” method
[13]. A generalization for multiple interacting domains of
arbitrary shapes is given in [27, 28].
Finally, it should be remarked that in [29], a procedure is
proposed based on reciprocity that is capable of converting
the ﬁeld in the complete conﬁguration into the ﬁeld in a
homogeneous environment, that is, the reverse procedure
from what is proposed in the present paper. The suggestion
is to perform the proﬁle inversion on the thus corrected data,
using inverse-proﬁling algorithms for objects in a homoge-
neous background. However, this idea has two possible
drawbacks. First, in order to carry out the conversion from
one environment to another, complete data on a contour
surrounding the scatterer must be available. In an actual
experiment, such data may not always be available, while
theoretical results for an estimated conﬁguration can always
be computed. Second, the conversion renormalizes the
experimental data including the measurements, while the
present procedure allows a comparison with the actual data.
This makes it easier to account for the accuracy of these data,
for example, by including appropriate weighting coeﬃcients
in the cost functional.
The paper is organized as follows. In Section 2, we
describe the scanner conﬁguration and its mathematical
idealization. Section 3 summarizes the ﬁeld computation
for an object in a homogeneous environment. The scattering
operators are introduced in Section 4 and used to formulate
the embedding approach in Section 5. Section 6 presents
the computational details for a homogeneous environment,
the empty scanner and the complete conﬁguration. In
Section 7, the computational complexity of the algorithm is
analyzed, and a procedure is given for tuning the computa-
tional parameters. The conclusions are drawn in Section 8.
2. Formulation of the Problem
In the present paper, we describe and investigate an eﬃcient
procedure to calculate the electric ﬁeld inside a cylindrical
scanner for a given permittivity proﬁle. This ﬁeld may then
be used in inverse-proﬁling algorithms. For our numerical
experiments, we adopted the conﬁguration of the scanner
described in [19] and shown in Figure 1, which was devel-
oped to conduct biomedical imaging experiments. This
scanner comprises a circular array of 64 transmitting/receiv-
ing conical dipole antennas, which operate at 434MHz in a
multi-incidence mode, that is, one antenna at a time is trans-
mitting and the others are receiving. The array has a radius of
27.6 cm and is placed inside a water-ﬁlled metal casing with a
slightly larger radius of 29.0 cm. Measurements of the relative
permittivity of the water typically yielded ε1r = 76 3 + i3 9,
which corresponds to a wavelength λ1 = 7 9 cm in the water.
The diameter of the T/R circle thus is about 7λ1, the antennas
are spaced apart about λ1/3, and they are at a distance of
about λ1/4 from the casing.
Our modeling assumptions are that we may assume the
ﬁelds to be two-dimensional and that mutual coupling
between the antenna elements can be neglected. We therefore
consider the conﬁguration shown in Figure 2. An inhomoge-
neous, lossy dielectric cylinder in an observation domainDO
is excited by a time-harmonic electric line source on a
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circular contour ∂DO with radius ρO outside the cylinder.
“Complete” scattering data need to be determined, that is,
the scattered electric ﬁeld must be calculated on a circle
∂DO for a line source anywhere on that contour. The “envi-
ronment” in DO is two-dimensional and linearly reacting,
that is, the reﬂected ﬁeld due to sources inDO ∪ ∂DO satisﬁes
the superposition principle. The observation contour is
located in a homogeneous region a < ρ < b with relative
permittivity ε1r . The radii a and b bound the cylinder and
the environment from the outside and inside, respectively.
For now, we leave the environment unspeciﬁed, but in the
calculations, it will be either a homogeneous space or a
conducting cylinder.
The electrically polarized ﬁeld caused by a line source at
source point ρS can be identiﬁed as Green’s function, that
is, the solution of the second-order diﬀerential equation
∇2T −
s2
c20
εr ρ G ρ, ρS = −δ ρ − ρS 1
for ρ < b that satisﬁes the proper conditions in ρ > b. In
(1), ρ is a two-dimensional position vector and s is a com-
plex frequency with Re s ≥ 0. In the present paper, we
describe an approach for solving (1) for the case where
the scattering conﬁguration is located inside a general
environment. This solution will be denoted as Gcas ρ, ρS .
In our approach, we ﬁrst determine Green’s function for
the same conﬁguration in a homogeneous environment,
which will be denoted as Ghom ρ, ρS . The diﬀerential
equation (1) applies to both problems. For the object in
a homogeneous environment, Ghom ρ, ρS satisﬁes the
radiation condition as ρ→∞. For the object in a general
environment, the boundary condition depends on the
properties of the exterior medium. For the special case
where the environment is a metal wall with inner radius
ρ = b, we have Gcas ρ, ρS = 0 at that wall. For the general
case, a reﬂection operator will be introduced further on
that can be employed to formulate a boundary condition
on the observation contour ∂DO.
3. Homogeneous Environment
The feasibility of our approach depends strongly on the
availability of a fast procedure for determining the ﬁeld
for the scattering conﬁguration in a homogeneous environ-
ment. Such a scheme is available from [12]. We brieﬂy repeat
its main features. Starting point is the contrast-source
integral equation
Ghom ρ, ρS =G1 ρ, ρS −
s2
c20
∬
D
χ ρ′ G1 ρ, ρ′
Ghom ρ′, ρS dA ρ′ ,
2
where χ ρ = εr ρ − ε1r , D is a ﬁnite domain in which
χ ρ ≠ 0, andG1 ρ, ρ′ is Green’s function of the surrounding
homogeneous dielectric medium:
G1 ρ, ρ′ =
1
2πK0
s
c1
ρ − ρ′ 3
In (3), K0 denotes the modiﬁed Bessel function of the
second kind of order zero. In this integral equation, the inci-
dent ﬁeld and Green’s function are available in closed form.
The square region −ℓ < x < ℓ and −ℓ < y < ℓ, in whichD is
enclosed, is subdivided into N ×N subregions with mesh size
h = 2ℓ/N . The grid points of the square mesh are located at
ρm,n = xmux + ynuy, with xm = −ℓ +mh for m = 0, 1,… ,N ,
and yn = −ℓ + nh for n = 0, 1,… ,N . Solving (2) now amounts
to determining an approximation of Ghom ρ, ρs at the grid
points ρ = ρm,n.
The space discretization of the integral in the right-hand
side of (2) has two special aspects. First, the logarithmically
singular behavior of K0 sR/c1 as R = ρ − ρ′ ↓0 is subtracted
by breaking up the integral over D into
Figure 1: Synthetic dielectric object in the scanner.
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Figure 2: Two-dimensional model of object in scanner.
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∬
D
K0
sR
c1
+ ln R
a
χ ρ′ Ghom ρ′, ρS dA ρ′
−∬
D
ln R
a
χ ρ′ Ghom ρ′, ρS dA ρ′
4
Second, the discretization of the integrals in (4) is based
on approximating suitable parts of both integrands by
piecewise-linear approximations and integrating analytically
over polygons determined by the boundary ofD and the grid.
This results in a discretized integral equation of the form
G m, n =G1 ρm,n, ρS −
s2h2
2πc20
〠
N
m′=0
〠
N
n′=0
m −m′ , n − n′
χ m′, n′ G m′, n′ ,
5
where χ m′, n′ is a sampled, ﬁltered version of χ ρ . In (5),
the convolution-type structure of the continuous equation
(2) has been preserved. This makes this equation suitable
for the application of the CGFFT method. In addition, it is
second-order accurate in the mesh size h. More information
on the discretization and the corresponding error estimate
can be found in [12].
The initial estimate for the CGFFT procedure is obtained
by taking a linear combination of previous “ﬁnal” solutions
and determining the coeﬃcients by minimizing the squared
error for the problem at hand. In [13], a more detailed expla-
nation is given, as well as several examples of physical param-
eters for which the eﬀectiveness of this extrapolation has
been demonstrated. In the present context, we extrapolate
in source position [6]. Since ρS = ρO, the physical parameter
that is varied here is the angle φS, which explains the denom-
ination “marching on in angle.”
4. Scattering Operators
Before we consider the complete problem, we ﬁrst introduce
the scattering operators for the individual building blocks
of the conﬁguration. Since both the observation contour
and the casing have circular symmetry, it is convenient
to carry out a Fourier transformation with respect to the
angle φ and to carry out the analysis in the spectral domain.
This leads to a matrix formulation in terms of the angular
spectral coeﬃcients.
4.1. Scattering by a Dielectric Cylinder. We start by consider-
ing the dielectric cylinder. For a general excitation outside
DO, we can write the ﬁeld in a < ρ < ρO in spectral form as
Ez ρ = 〠
∞
m=−∞
Amexp imφ Im
sρ
c1
+ 〠
∞
m=−∞
Bmexp imφ Km
sρ
c1
6
The coeﬃcients Am represent the incident ﬁeld and the
coeﬃcients Bm the ﬁeld scattered by the dielectric object.
Since the cylinder is linearly reacting, these coeﬃcients must
be related by a linear scattering operator:
Bm = 〠
∞
m′=−∞
Sm,m′Am′ 7
The value of the elements Sm,m′ in (7) can be obtained
from Green’s function for the cylinder in a homogeneous
environment. In the special case described in Section 3, the
incident ﬁeld is the ﬁeld caused by a line source in a
completely homogeneous background and can be expressed
in spectral form as
Ginchom ρ, ρS =
1
2π 〠
∞
m=−∞
exp im φ − φS Im
sρ <
c1
Km
sρ >
c1
,
8
where ρ< = min ρ, ρO and ρ> = max ρ, ρO . This expres-
sion is valid for all ρ ∈ℝ2 , that is, for 0 ≤ ρ <∞.
Now, for a < ρ < ρO, the incident ﬁelds speciﬁed in (6)
and (8) must be identical. Since the expansion functions
exp imφ are linearly independent, comparing both
expressions directly leads to the identiﬁcation
Am =
1
2πKm
sρO
c1
exp −imφS 9
Using the deﬁnition (7) then leads to the following
expression for the scattered ﬁeld for a receiver position ρR
∈ ∂DO for a cylinder in a homogeneous environment
Gscathom ρR, ρS =
1
2π 〠
∞
m=−∞
〠
∞
m′=−∞
Sm,m′ exp imφR − im′φS
Km
sρO
c1
Km′
sρO
c1
10
This means that the individual elements Sm,m′ that deﬁne
the scattering operator can be obtained from Gscathom ρR, ρS by
applying Fourier transformations with respect to φR and φS.
The modiﬁed Bessel function of the second kind Km p has
no zeros in the right half-plane Re p ≥ 0. Therefore, no prob-
lems with division by such functions will be encountered.
4.2. Reﬂection by a Cylindrical Casing. Next, we consider the
environment. Writing the ﬁeld in ρO < ρ < b in the spectral
form (6), where the coeﬃcients Bm correspond to a ﬁeld
radiated by sources in DO and where the coeﬃcients Am
represent a source-free ﬁeld reﬂected by the environment,
leads to the introduction of the reﬂection operator:
Am = 〠
∞
m′=−∞
Rm,m′Bm′ 11
This operator can be determined from the ﬁeld that is
excited by a line source in a conﬁguration where the actual
environment in DO surrounds an “empty” observation
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domain DO that contains a homogeneous dielectric medium
with ε = ε1.
In the computations, we will consider the special case
where the environment is a perfectly conducting circular con-
tainer with inner radius ρ = b. In that case, it follows from the
boundary condition Ez = 0 that Rm,m′ is a diagonal operator:
Rm,m′ = −
Km sb/c1
Im sb/c1
δm,m′ = Rmδm,m′, 12
where δm,m′ is the Kronecker symbol. The function Im sb/c1
can have zeros on the imaginary s-axis. Such a zero corre-
sponds to the situation where the empty casing has an inte-
rior mode. However, interior modes occur only when the
medium inside the casing is lossless. In the experimental
setup, the water in which the dielectric object is immersed
is lossy. In the present study, we have therefore not consid-
ered special measures to handle interior modes.
5. The Complete Configuration
Now that the individual building blocks of the conﬁguration
have been analyzed, we can combine the results to obtain the
ﬁeld in the complete conﬁguration.
5.1. Field on the Observation Contour.We ﬁrst determine the
ﬁeld on the observation contour ∂DO. To that end, we divide
the domain a < ρ < b, in which the spectral analysis is carried
out, in two subdomains that are separated by ∂DO.
In the complete region a < ρ < b, we have the spectral
representation
Gcas ρ, ρS =
1
2π 〠
∞
m=−∞
exp im φ − φS Im
sρ <
c1
Km
sρ >
c1
+ 〠
∞
m=−∞
exp imφ CmIm
sρ
c1
+ 〠
∞
m=−∞
exp imφ DmKm
sρ
c1
,
13
where the coeﬃcients Cm and Dm depend on the
angle φS.
For the “interior subdomain” a < ρ ≤ ρO, we may envis-
age the situation as scattering by the dielectric cylinder. We
treat the ﬁeld due to the line source and the ﬁeld reﬂected
from the casing (given by the coeﬃcients Cm ) as primary
ﬁelds that generate a secondary ﬁeld (given by the coeﬃcients
Dm ) that propagates in the direction of increasing ρ. With
the aid of the deﬁnition (7), we then directly arrive at
Dm = 〠
∞
m′=−∞
Sm,m′
exp −im′φS
2π Km′
sρO
c1
+ Cm′ 14
For the “exterior subdomain” ρO ≤ ρ < b, we similarly
treat the line source and the ﬁeld scattered by the dielectric
cylinder as primary ﬁelds that generate a secondary ﬁeld
reﬂected from the metal casing. This leads to
Cm = 〠
∞
m′=−∞
Rm,m′
exp −im′φS
2π Im′
sρO
c1
+Dm′ 15
Combining both results ﬁnally gives a linear equation for
the coeﬃcients Cm :
Cm − 〠
∞
m′=−∞
Rm,m′ 〠
∞
m″=−∞
Sm′,m″Cm″ =
1
2π
〠
∞
m′=−∞
Rm,m′exp −im′φS Im′
sρO
c1
+ 12π
〠
∞
m′=−∞
Rm,m′ 〠
∞
m″=−∞
Sm′,m″ exp −im″φS Km″
sρO
c1
16
This equation can be solved by truncating the summation
over m′ and m″ and inverting the resulting matrix equation.
This must be carried out for varying φS, that is, for multiple
right-hand sides. Once the coeﬃcients Cm are found, we
can use expression (14) to determine Dm . Substitution of
the values for these coeﬃcients in (13) then gives the total
ﬁeld Gcas ρ, ρS in a < ρ < b.
5.2. Operator Formulation. The equation found in (16) can
also be written in operator form. From a spectral point of
view, the line source generates a source-free incident ﬁeld
in ρ < ρO and a radiating ﬁeld in ρ > ρO, with spectral
amplitudes
A<m =
1
2πKm
sρO
c1
exp −imφS ,
A>m =
1
2π Im
sρO
c1
exp −imφS ,
17
respectively. Identifying these amplitudes as the elements of
two excitation vectors A< and A> then results in the operator
equation
1 − RS C = RA> + RSA<, 18
where the unknown vector C contains the spectral ampli-
tudes for the secondary ﬁeld that originates from the casing.
From energy considerations, it follows that the norm of the
operator product RS is suﬃciently small that the solution of
(18) may formally be written as a geometrical series:
C = 〠
∞
n=0
RS n RA> + RSA< 19
This conﬁrms that repeated scattering and diﬀraction
eﬀects are accounted for in solving the system of equations
given by (16) and (18). Moreover, (19) constitutes the basis
for a Neumann-type iterative scheme that can be used for
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the solution of these equations. In the same notation, we have
from (14)
D = S A< +C , 20
which completes the formulation in operator form.
5.3. Field in the Observation Domain. The previous analysis
allows us to compute the ﬁeld Gcas ρR, ρS for ρR and ρS
on ∂DO. However, in inverse-scattering algorithms, we
must also determine Gcas ρ, ρS for ρ ∈DO and for ρS ∈ ∂DO
[5, 18]. This ﬁeld is needed to determine the “proﬁle update”
in Newton-type optimization.
To this end, we use the equivalence principle. In DO, the
total ﬁeld may be envisioned as a response to the current at
the line source and the induced surface current on the casing.
Both these currents radiate a ﬁeld that is incident on the
dielectric cylinder. Alternatively, we may treat the second
constituent as originating from an equivalent surface current
on ∂DO. This means that we replace the right-hand side of
(1) by
−δ ρ − ρS −
2π
0
w φP , φS δ ρ − ρP dφP 21
and compute the ﬁeld generated by this source for a dielectric
cylinder in a homogeneous environment. InDO, we will then
ﬁnd the correct ﬁeld Gcas ρ, ρS . This conclusion is in fact
merely a special formulation of Huygens’ principle. Obvi-
ously, the ﬁeld in domainDO of this equivalent conﬁguration
will deviate from the actual ﬁeld.
Determining the incident ﬁeld by separation of variables
and comparing the result for a < ρ < ρO with the terms
involving Im sρ/c1 in (13) lead to the deﬁnition
w φP , φS = 〠
∞
m=−∞
Cm φS
Km sρO/c1
exp imφP 22
Now, the uniqueness of the solution of the homoge-
neous wave equation implies that, for a given incident
ﬁeld in DO, the corresponding total ﬁeld in DO is ﬁxed.
Therefore, we may identify the total ﬁeld inDO as a superpo-
sition of ﬁelds generated by line sources on ∂DO in the
homogeneous embedding
Gcas ρ, ρS = Ghom ρ, ρS +
2π
0
w φP , φS Ghom ρ, ρP dφP,
23
which of course holds only for ρ < ρO. In (23), ρP is a
point on ∂DO, characterized by the angle φP . With (23),
we can now compute Gcas ρ, ρS directly from Ghom ρ, ρP
with 0 < φP < 2π.
For a general environment, an analogous procedure is
available for the ﬁeld in DO. We then express the ﬁeld in
the environment in terms of the line-source response of the
empty casing. For a circular metal casing, such a procedure
is not needed, since the spectral representation (13) remains
valid up to ρ = b.
5.4. Direct Reﬂection from the Casing. In the practical conﬁg-
uration shown in Figure 1, the line source is located close to
the interface at ρ = b. This means that the direct response,
corresponding to the term RA> in (19), must compensate
the logarithmically singular behavior of the incident ﬁeld as
ρ − ρS ↓0. In fact, for φ ≈ φS and ρ ≈ b, the ﬁeld directly
reﬂected from the casing may be approximated by that
of an image source with opposite sign at ρ ≈ 2b − ρO and
φ = φS. Therefore, the convergence of the angular series
slows down as ρO↑b. Now, it is observed from (12) that
the computation of the reﬂection coeﬃcients Rm is
much easier than the computation of the elements of the
scattering matrix Sm,m′ . Therefore, it makes sense to
extract the direct reﬂection from the casing, which gives
rise to the term RA>, out of the total casing response
determined by the coeﬃcients Cm . To this end, we
rewrite the operator equation as
1 − RS C − RA> = RS RA> +A< , 24
which leads to the power-series solution
C =C − RA> = 〠
∞
n=1
RS n RA> +A< 25
The solution (25) separates the ﬁeld that originates from
the casing into a ﬁeld that would be present in an empty cas-
ing and an additional ﬁeld scattered by the dielectric. Both
the ﬁeld excited by the line source and the ﬁeld that results
from a direct reﬂection by the casing are considered as ﬁelds
that are incident on the dielectric cylinder. This combined
incident ﬁeld is scattered at least once by the dielectric cylin-
der and reﬂected at least once at the casing before it contrib-
utes to the regularized spectral coeﬃcient C. Since the
distance between this cylinder and the observation contour
is considerably larger than the distance between the casing
and the observation contour, the resulting diﬀracted ﬁeld is
much smoother than the ﬁelds that originate from the line
source and from direct reﬂection at the casing.
To facilitate the discussion of the numerical aspects in the
upcoming sections, we express the operator form of the
decomposition (25) of the ﬁeld in the region a < ρ < b in
the spectral form used in Section 5.1. Further, we restrict our-
selves to the diagonal operator speciﬁed in (12). Combining
(17) and (24) leads to the form
Gcas ρ, ρS =
1
2π 〠
∞
m=−∞
exp im φ − φS Im
sρ<
c1
Km
sρ>
c1
+ 〠
∞
m=−∞
RmA
>
mexp imφ Im
sρ
c1
+ 〠
∞
m=−∞
Cmexp imφ Im
sρ
c1
+ 〠
∞
m=−∞
Dmexp imφ Km
sρ
c1
26
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The second sum in (26) represents the ﬁeld that is
directly reﬂected from the casing, with Rm given by (12)
and A>m given by (17). The ﬁeldGcas ρ, ρS can also be written
as the sum
Gcas ρ, ρS =Gemptycas ρ, ρS +Gdifcas ρ, ρS , 27
where Gemptycas ρ, ρS is the ﬁeld in the empty casing—the ﬁrst
two sums in (26)—and Gdifcas ρ, ρS is the diﬀerence ﬁeld due
to the insertion of the object—the last two sums in (26). In
an experiment, Gdifcas ρR, ρS is obtained by subtracting the
measured ﬁelds with and without the object in place.
In a similar fashion, the equivalent surface current in (21)
is decomposed as
w φP , φS =wempty φP, φS +wdif φP , φS , 28
where
wempty φP , φS =
1
2π 〠
∞
m=−∞
exp im φ − φS
RmIm sρO/c1
Km sρO/c1
29
corresponds to the direct reﬂection from the casing and
where wdif φP, φS is obtained by replacing Cm φS by
Cm φS in (22). wdif φP, φS generates the source-free
constituent of the diﬀerence ﬁeld, that is, the third sum
in (26).
6. Numerical Study
We discuss the numerical implementation of the embedding
approach, and we examine its performance in accuracy and
speed as a function of various parameters for the conﬁgura-
tion of the 434MHz scanner [19]. All simulations were per-
formed on a SUN ULTRA HPC 4000 workstation. In our
code, we have used the public domain software packages
LAPACK [30], for the linear system solutions; AMOS [31],
for the Bessel function computations; and NMS [32], for
the 2D FFTs. In particular, the accuracy of the various build-
ing blocks in the embedding approach is evaluated with tests
on a number of homogeneous circular dielectric cylinders,
speciﬁed in Table 1, for which accurate ﬁeld solutions are
available from spectral representations. This accuracy is
quantiﬁed by means of the normalized root-mean-square
error (NRMSE), deﬁned as
NRMSE =
〠 j uj − u
exact
j
2
〠j u
exact
j
2 30
Besides the homogeneous cylinders of muscle and air,
with approximate diameters λ1, 2λ1, and 4λ1, there is also
an inhomogeneous leg object with approximate diameter 2
λ1, which consists of a circular cylinder of muscle, covered
with a 1 cm thick layer of fat and containing a bone with
approximate diameter λ1/2. The bone is decentered 1.5 cm
in the x-direction. The homogeneous cylinders are centered
at the origin (i.e., the center of the casing), while the leg is
decentered by −0.5 cm in the x-direction. On the one
hand, the discretization cell size h = 2ℓ/N and hence the
number of grid points Ngrid = N + 1 × N + 1 determine
the accuracy of Ghom ρ, ρS on the grid, of Gscathom ρR, ρS
on ∂DO and of all quantities derived from these in the
embedding approach. On the other hand, a suﬃcient number
of line sources—assumed to be equally spaced on ∂DO—are
needed to obtain accurate representations for the scattering
matrix (10), say M, and for the equivalent surface current
on ∂DO (21), say L. The number of forward problem
solutions K ≥max L,M may diﬀer from the actual number
of sources used in the cost function for an imaging
experiment. In this section, we illustrate the inﬂuence of
K , L,M, and N on the computational performance.
6.1. Homogeneous Environment
6.1.1. Discretization Error—Choice of N . We compared the
total ﬁeldGhom ρ, ρS in the grid points, computed by solving
(5) with the CGFFT method for the source position φS = 0,
with the exact solution as a function of the discretization cell
size h. For the nonsymmetrical Leg2 object, the exact solution
was chosen as the discretized solution for a much smaller cell
size. We also compared the corresponding scattered ﬁeld
Gscathom ρR, ρS in the 64 receiver points with the exact solution.
Figure 3(a) shows the discretization error on the total ﬁeld,
with h ranging from 0.0352 cm≈λ1/224 to 2.25 cm ≈λ1/3 5.
Depending on the diameter of the object, we used a mesh
with side 2ℓ = 9 cm, 18 cm, or 36 cm, and we varied N
between 4 and 512 (or Ngrid between 25 and 263,169).
Figure 3(b) shows the resulting discretization error on the
scattered ﬁeld. It is clearly illustrated that the discretization
errors are of O h2 as h↓0, and it furthermore appears that
for ﬁxed h, the variation in the errors for the diﬀerent cylin-
ders considered is limited. Let us add here that for highly
contrasting objects, such as air cylinders, extremely small
cells may be needed in areas where the ﬁeld rapidly
Table 1: Diameter, relative permittivity and mesh size of the test
objects: homogeneous dielectric circular cylinders Muscle1,
Muscle4, Air1 and Air2, and an inhomogeneous dielectric cylinder
Leg2. The permittivity for muscle is from [19], that for bone and
fat is based on [33].
(a)
Cylinder Muscle1 Muscle4 Air1 Air2
Diameter (cm) 8.8 35.2 8.8 17.6
εr 54.2 + i38.4 54.2 + i38.4 1 1
2ℓ (cm) 9 36 9 18
(b)
Cylinder
Leg2: 3 layers
Fat Muscle Bone
Diameter (cm) 17.6 15.6 4.4
εr 6 + i2.5 54.2 + i38.4 6 + i2.5
2ℓ (cm) 18
7International Journal of Antennas and Propagation
varies—this occurs, for example, when the air interface is in
the neighborhood of the source. For objects with characteris-
tics within the ranges considered in Table 1, Figure 3(b) is
helpful for choosing the cell size corresponding to a given
acceptable error on the scattered ﬁeld, and Figure 3(a) then
gives an indication for the CGFFT stop criterion. Proceeding
with the iterations when the CGFFT NRMSE (with respect to
the incident ﬁeld on the mesh) is smaller than a certain frac-
tion of the total ﬁeld discretization error is a waste of compu-
tational eﬀort.
6.1.2. CPU Time. The CPU times for the diﬀerent steps in the
forward problem are illustrated in Figure 4 for Leg2 as a func-
tion of N . Most of the time is taken up by the CGFFT itera-
tions to solve (5) for the diﬀerent angles of incidence; only
a few percent of this time is needed to compute, respectively,
the initial estimates for the total ﬁeld by means of the
“marching on in angle” procedure, the Green functions
in (5), and the K scattered ﬁelds Gscathom ρR, ρS in the K
receivers. The second most time-consuming step is the com-
putation of the K incident ﬁelds G1 ρ, ρS on the grid; the
values presented here correspond to a worst-case scenario,
since we did not exploit the symmetries in the grid and T/R
points. Note that the Green functions can be stored for a
given conﬁguration of the mesh, transmitters/receivers, and
exterior medium permittivity.
6.1.3. Marching on in Angle. We tested the eﬃciency of
“marching on in angle,” where we used the total ﬁeld solu-
tions from the three previous excitations to compute the
initial estimate, by comparing the total number of CGFFT
iterations to those in a conventional CGFFT forward
problem solution, where the initial estimate is chosen
equal to the incident ﬁeld. Such a study has not yet been
reported for the case of a relatively large value of the
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Figure 3: The NRMSE for (a) Ghom ρ, ρS on the mesh and for (b) Gscathom ρR, ρS on ∂DO as a function of the cell size h for the objects of
Table 1. In presence of the casing and for proper choices of M and L, the values in (a) are multiplied with a factor between 1 and 2 for the
NRMSE of Gcas ρ, ρS , and (b) remains valid for the NRMSE of Gdifcas ρR, ρS .
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Figure 4: CPU times for the diﬀerent steps in the forward problem
for Leg2 with K = 64 sources: (1) solution of equation (5) for Ghom
ρ, ρS with CGFFT and “marching on in angle”; (2) computation
of the incident ﬁeld G1 ρ, ρS ; (3) computation of the scattered
ﬁeld Gscathom ρR, ρS ; (4) one CGFFT iteration; (5) the summation
(42) to obtain the total ﬁeld Gcas ρ, ρS . The curve (6) gives the
CPU time for step (1) with the incident ﬁeld as initial guess.
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exterior medium permittivity ε1r . When the contrast εr ρ
− ε1r /ε1r is small, only a limited number of CGFFT itera-
tions is needed to obtain convergence.
In all our tests, “marching on in angle” was faster, except
for the case where the spacing between the sources was larger
than λ1. With proper choices for the number of sourcesK , for
N and for the CGFFT stop criterium, “marching on in angle”
leads to a signiﬁcant reduction in the computational eﬀort.
For example, with N corresponding to a scattered ﬁeld
discretization error of a few percent (see Figure 3(b)), the
relative reduction typically is 20% for Muscle1 N = 16,
K = 32 , 52% for Leg2 N = 32, K = 64 —see also Figure 4
where the squares are below the dotted curve—and 32%
for Muscle4 N = 64, K = 128 , see Table 2, which gives
the relative reduction in the total number of CGFFT iter-
ations as a function of N and K . The gain in eﬃciency is
not as spectacular as with some examples in [13], for
which a much larger number of CGFFT iterations is needed
Table 2: Comparison of the total number of CGFFT iterations as a function of N and K for the conventional (i.e., incident ﬁeld initial guess)
and “marching on in angle” approaches. The relative reduction in the number of iterations, the CGFFT stop criterium (NMRS CGFFT), and
the resulting NRMSE for Ghom on the grid also are indicated.
N 16 32 64 128 256 512
Muscle1
K= 16
No marching 92 108 112 136
Marching 96 111 127 139
Reduction (%) −4 — — —
K= 32
No marching 188 220 224 280 312 344
Marching 151 163 216 256 267 320
Reduction (%) 20 26 4 9 14 7
K= 64
No marching 380 444 448 568 632 696
Marching 176 200 325 390 460 518
Reduction (%) 54 55 27 31 27 26
NRMSE CGFFT 2× 10−3 10−3 2× 10−4 5× 10−5 10−5 2× 10−6
NRMSE Ghom 5.9× 10−3 1.7× 10−3 4.4× 10−4 1.1× 10−4 2.8× 10−5 7.1× 10−6
Leg2
K= 32
No marching 1043 1272 1571
Marching 780 1015 1406
Reduction (%) 25 20 11
K= 64
No marching 2095 2555 3170 3489 3755 3981
Marching 878 1216 1896 2673 3239 3607
Reduction (%) 58 52 40 23 14 9
K= 128
No marching 4199 5112 6352 7533
Marching 1856 2466 3135 4596
Reduction (%) 56 52 49 39
NRMSE CGFFT 10−2 5× 10−3 10−3 2× 10−4 5× 10−5 10−5
NRMSE Ghom 1.1× 10−1 3.2× 10−2 7.9× 10−3 1.9× 10−3 5.1× 10−4 1.2× 10−4
Muscle4
K= 64
No marching 700 832 1128 1376 1648 1752
Marching 619 761 1032 1302 1563 1678
Reduction (%) 12 9 9 10 5 4
K= 128
No marching 1404 1664 2256 2760 3312
Marching 791 911 1531 2000 2586
Reduction (%) 44 45 32 28 22
K= 256
No marching 2804 3328 4512 5536
Marching 1034 1103 1679 2565
Reduction (%) 63 67 63 54
NRMSE CGFFT 2× 10−2 10−2 2× 10−3 5× 10−4 10−4 5× 10−5
NRMSE Ghom 6.4× 10−2 2.6× 10−2 6.7× 10−3 1.7× 10−3 4.5× 10−4 1.3× 10−4
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to obtain convergence, which leavesmore room for improving
the computational eﬃciency.
It appears that the relative reduction decreases with
increasing values of N , that is, ﬁner meshing. This can be
explained as follows. The dimension of the vector space in
which the solution needs to be determined increases as
O N2 , while the discretization error, hence the recom-
mended CGFFT stop criterion, decreases as O N−2 . The
error on the “marching on in angle” initial estimate does
not depend on N , while the number of iterations, which is
needed to further reduce the error, increases and becomes
less dependent on the choice of the initial guess.
It can furthermore be seen that the relative reduction
increases with increasing numbers of sources K . For example,
when K is doubled in the aforementioned examples, the rel-
ative reduction typically is 54% for Muscle1, 52% for Leg2,
and 63% for Muscle4. The sources are closer, such that the
error in the “marching on in angle” initial estimate is
reduced. This is also illustrated in Figure 5, which shows
the number of CGFFT iterations, with and without “march-
ing on in angle” as a function of K for Muscle1.
Let us conclude by stressing the importance of choosing
the largest possible value for the CGFFT stop criterion
(NRMSE CGFFT), in order to get the most beneﬁt from
“marching on in angle.” When, for example, for Leg2 N =
32, K = 64 , the CGFFT stop criterion is reduced by a factor
of 10, the number of CGFFT iterations is almost doubled,
from 1216 to 2148, while the resulting reduction in the
NRMSE on the total ﬁeld, from 3.2 to 2.8%, is not signiﬁcant.
6.1.4. Scattering Matrix—Choice of M. For the computation
of the scattering matrix, (10) is expressed in M transmitter/
receiver positions on ∂DO, and the summations are trun-
cated to M terms,
Gscathom ρR, ρS =
1
2π 〠
M/2
m=− M/2 +1
〠
M/2
m′=− M/2 +1
Sm,m′ Km
sρO
c1
Km′
sρO
c1
exp i2πmr −m
′t
M
,
31
with r, t = 1,… ,M, and whereM should be large enough for
the aliasing eﬀects to be negligible or Sm+lM,m′+l′MKm+lM
Km′+l′M ≪ Sm,m′KmKm′ for ±l, l′ = 1,… ,∞. The elements
Qm,m′ =
M
2π Sm,m′Km
sρO
c1
Km′
sρO
c1
32
are computed from (31) by means of a 2D FFT. The compu-
tational eﬀort of this step is negligible: 10ms for the example
of Figure 4. For a centered circular homogeneous cylinder,
the scattering matrix is diagonal with Qm,m given by
−
M
2π
c1In sρ2/c1 In−1 sρ2/c2 − c2In sρ2/c2 In−1 sρ2/c1
c1Kn sρ2/c1 In−1 sρ2/c2 − c2In sρ2/c2 Kn−1 sρ2/c1
K2m
sρO
c1
,
33
with ρ2 and c2 = c0/ ϵ2r the radius of and the wave speed in
the cylinder, respectively. For high orders m, the elements
(33) decrease with increasing order at a rate which primarily
depends on ρ2, for a given ρO. This is illustrated in Table 3,
which shows that the truncation errors in (31) are negligible
when M = 32 > 2ODP for the smallest cylinders, which yields
double precision, andM = 64 > 2OSP for the largest cylinder,
which is largely suﬃcient to obtain single precision. The
accuracy of the scattering matrix then is determined by the
discretization error on Gscathom.
6.2. Direct Reﬂection by the Casing. The direct reﬂection from
the casing, which is treated as a separate constituent in the
expressions for theﬁeld on ∂DO and for the equivalent surface
current, does not depend on the object. Hence, these contribu-
tions can be computed once beforehand for a given water-
ﬁlled scanner geometry. Let us therefore consider the case of
a line source on ∂DO in the casingwithout object. The spectral
representation of theﬁeldGemptycas ρ, ρS in the complete region
0 < ρ < b is then given by the ﬁrst two sums in (26).
6.2.1. Exact Solution. The convergence of the ﬁrst sum in (26)
is extremely slow for observation points on ∂DO. This is
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Figure 5: The total number of CGFFT iterations as a function of the
number of sources K for the “marching on in angle” and
conventional approaches, for Muscle1 with N = 16.
Table 3: The orders m =OSP and m =ODP for which the elements
Qmm of the scattering matrix have dropped to fractions 10
−7 (single
precision) and 10−14 (double precision), respectively, of their
maximum absolute value, for the homogeneous cylinders of Table 1.
Cylinder Muscle1 Air1 Air2 Muscle4
OSP 9 9 14 24
ODP 14 14 20 36
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visible in Figure 6, in Table 4, and from applying the asymp-
totic approximation ([34], 9.3.1) for high orders m≫ ∣ s/c1
ρ>∣,
1
2π Im
sρ
c1
Km
sρO
c1
≈
1
4πm
ρ<
ρ>
m
34
Consequently, it is more eﬃcient to compute G1 ρ, ρS
with (3) or
Gemptycas ρ, ρS =
1
2πK0
s
c1
ρ − ρS +
1
2π 〠
O
m=−O
exp im φ − φS RmIm
sρO
c1
Im
sρ
c1
,
35
where the reﬂected-ﬁeld constituent is truncated at order O.
The convergence of the spectral representation of the direct
casing reﬂection in (35) is better than that of (8) in the region
0 < ρ < ρO; see Figure 6 and Table 4. In this case, the asymp-
totic approximation of the term m, for m≫ ∣ s/c1 b∣, yields
1
2πRmIm
sρO
c1
Im
sρ
c1
→ −14πm
ρρO
b2
m
, 36
which is identical to that of a line source located on a
contour with radius ρ1 = b2/ρO in a homogeneous back-
ground—b thus is the geometric mean of ρO and ρ1. We
observed that the direct casing reﬂection reaches stable and
accurate DP values in the 64 receivers on ∂DO when choosing
O =ODP = 211.
6.2.2. Expression from Equivalent Line Sources. Alternatively,
in the region ρ < ρO, the ﬁeld can be regarded as if it origi-
nated from an equivalent surface current (21), which we
replace with a discrete set of L equivalent line sources with
spacing ΔφP = 2π/L on ∂DO in a homogeneous background,
denoting by Wempty φP , φS the complex amplitude of the
equivalent source at φP due to an excitation at φS. Imposing
the identity of the reﬂected ﬁeld constituent in (35) and the
ﬁeld generated by these sources, for ρ < ρO,
1
2π 〠
L/2
m=− L/2 +1
exp im φ − φS RmIm
sρO
c1
Im
sρ
c1
= 12π〠φP
Wempty φP, φS 〠
L/2
m=− L/2 +1
exp im φ − φp
⋅ Im
sρ
c1
Km
sρO
c1
,
37
wherewe used the spectral representation (8) forG1 ρ, ρP , we
obtain the following expression for the complex amplitude
Wempty φP , φS =
1
L
〠
L/2
m=− L/2 +1
exp im φP − φS
RmIm sρO/c1
Km sρO/c1
38
Table 5: The NRMSE of the ﬁeld (39) in the empty casing as a
function of the number of equivalent sources L for diﬀerent sizes
2ℓ of the mesh.
2ℓ (cm) L = 16 L = 32 L = 64 L = 128 L = 256
9 5× 10−4 2× 10−9 2× 10−14 2× 10−14
18 6× 10−2 7× 10−5 4× 10−14 4× 10−14
36 10−1 2× 10−4 3× 10−7 5× 10−11
Table 4: The orders m =OSP and m =ODP for which the terms in
the series in (8) and (35) have dropped to fractions 10-7 (single
precision) and 10-14 (double precision), respectively, of their
maximum absolute values, for diﬀerent ρ.
ρ (cm) 27.6 25 15 5
(8): ∣Im sρ/c1 Km sρO/c1 ∣
ρ/ρO 1 0.91 0.54 0.18
OSP ≈107 130 30 15
ODP ≈1014 283 52 22
(35): ∣RmIm sρ/c1 Im sρO/c1 ∣
ρ/ρ1 0.91 0.82 0.49 0.16
OSP 97 60 27 15
ODP 211 124 44 22
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Figure 6: Absolute values of the terms in (26) for ρ = ρO: (1) 1/2
π ∣ImKm∣, (2) 1/2π ∣RmImIm∣, ∣CmIm∣ computed with equation
(40) for (3) Muscle1, (4) Leg2, and (5) Muscle4. The terms ∣DmKm∣
are indicated with +.
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According to (23) and since in this section Ghom ρ, ρS
=G1 ρ, ρS , the ﬁeld in the region ρ < ρO then is expressed
as the linear combination
Gemptycas ρ, ρS = G1 ρ, ρS +〠
φP
Wempty φP, φS G1 ρ, ρP
39
The truncation to L terms in the RHS of (37) may lead to
signiﬁcant errors on the ﬁeld (39) in grid points that are near
to ∂DO. In Table 5, we compared the ﬁeld on the mesh (39),
generated by diﬀerent numbers L of equivalent line sources,
with the exact solution (35) for meshes with sides 9 cm,
18 cm, and 36 cm. It follows that for the mesh with side
9 cm, L = 32 already yields a very high precision; for the
mesh with side 36 cm, L = 64 yields a moderate precision,
and L ≥ 128 is needed for high precision computations.
Figure 7 shows an image of the amplitude and phase of
the ﬁeld (35) in the water-ﬁlled casing.
6.3. Complete Conﬁguration. Finally, we look into the com-
putation of the ﬁelds for the complete conﬁguration of an
object in the casing. It is shown that the embedding approach
maintains the accuracy of the forward problem solution in
homogeneous space, if M (order of the scattering matrix)
and L (number of equivalent line sources) are properly cho-
sen. The additional computational eﬀort for the embedding
as such is also examined.
6.3.1. Scattered Field on the Receivers. Instead of solving (16)
for Cm, we take into account the separation of the direct cas-
ing reﬂection (26) and solve the resulting set of equations,
truncated to M terms, for CmIm
Cm φS Im
sρO
c1
−Um 〠
M/2
n=− M/2 +1
2π
Vn
Qmn
M
Cn φS In
sρO
c1
=Um 〠
M/2
n=− M/2 +1
Qmn
M
1 +Un exp −inφS ,
40
where Um = RmIm/Km and Vm = ImKm with m = − M/2 +
1… M/2 . The elements DmKm then are computed with
Dm φS Km
sρO
c1
= Cm φS Im sρO/c1
Um
41
The absolute values of CmIm and DmKm rapidly decrease
as a function ofm, as is shown in Figure 6. As a consequence,
the convergence of the spectral representation (26) of the
ﬁeld Gdifcas ρR, ρS is much better than that of Gemptycas ρR, ρS .
Provided that M is chosen according to Table 3, the error
on Gdifcas ρR, ρS only depends on the discretization error in
the scattered ﬁeld Gscathom ρR, ρS . We compared the values of
Gdifcas ρR, ρS with the exact solution as a function of N for
(a) (b)
Figure 7: Amplitude (a) and phase (b) of the ﬁeld (35) in the empty water-ﬁlled casing. An upper limit of 0.2 was chosen in the image
of the amplitude.
(a) (b) (c) (d)
Figure 8: Amplitude (a, c) and phase (b, d) of the ﬁeld for Leg2 in water without casing (a, b) and with casing (c, d). The ﬁeld is displayed over
a square subregion of width 36 cm.
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Muscle1 with M = 32, Leg2 with M = 64, and Muscle4 with
M = 128, and we observed that the resulting NRMSE is
almost identical to that for the homogeneous solutions;
see Figure 3(b).
6.3.2. Total Field on the Grid. The total ﬁeldGcas ρ, ρS on the
mesh is computed as a linear combination of homogeneous
solutions for L equivalent line sources
Gcas ρ, ρS = Ghom ρ, ρS +〠
φP
Wempty φP, φS
+Wdif φP, φS Ghom ρ, ρP ,
42
where Wempty φP, φS is given by (38) and where
Wdif φP , φS =
2π
L
〠
L/2
m=− L/2 +1
exp imφP
Cm φS
Km sρO/c1
43
The accuracy of Gcas ρ, ρS in (42) depends on the
number of equivalent sources L, as was shown for the case
of the empty casing in Section 6.2.2, on the discretization
error of Ghom ρ, ρS and on M. We compared the values
of Gcas ρ, ρS with the exact solution as a function of N : for
Muscle1 with L =M = 32, the NRMSE is almost identical to
that in Figure 3(a); for Leg2 with L =M = 64 and for Muscle4
with L =M = 128, the NRMSE is approximately 1.5 times as
high as the values in Figure 3(a). When the number of equiv-
alent sources for Muscle4 is reduced to L =M = 64, the
NRMSE for N = 512 increases from 1.6× 10−4 to 3.3× 10−4,
as could be expected from Table 5. Figure 8 shows the exact
solution for the total ﬁeld in the casing for Leg2.
6.3.3. CPU Time. All summations containing complex
exponentials, such as (35), (38), (43) and the right hand
side in (40), are computed by means of FFTs; hence, the
computational eﬀort involved in these steps is negligible.
The eﬀort for the computation of the ﬁeld on the T/R circle
Gcas ρR, ρS is primarily determined by the solution of (40),
for which we used LU factorization: we observed CPU times
of 5ms for Muscle1 withM = 32, 30ms for Leg2 withM = 64,
and 0.2 s for Muscle4 with M = 128. The eﬀort needed for
the summations in (42) to compute the ﬁeld on the mesh
Gcas ρ, ρS is much more important but remains lower
than that needed for the CGFFT solution, as can be seen
from the circles in Figure 4. It can be concluded that the
embedding approach does not increase the CPU time with
respect to the forward problem solution in a homogeneous
environment, when only the ﬁelds on the observation con-
tour are computed, and that it leads to a relatively small
increase when the ﬁelds on the mesh are computed as
well. The relative increase is less than 10% for the previ-
ously speciﬁed examples Muscle1 and Leg2 and less than
50% for Muscle 4.
7. Computational Procedure
We conclude this paper with a summary of the computa-
tional details. In analyzing the computational complexity, it
should be kept in mind that the approach described in this
paper was devised for use as forward scheme in inverse pro-
ﬁling, where an unknown conﬁguration is reconstructed by
matching the corresponding scattered ﬁeld to a known mea-
sured ﬁeld by linear or nonlinear optimization. For each new
estimate of the conﬁguration, the ﬁeld caused by K sources
on the observation contour must be determined. When the
optimization converges, the successive estimates gradually
approach the desired optimum.
7.1. Homogeneous Environment. To demonstrate the eﬃ-
ciency of the scheme, we compare it with a straightforward
implementation of the method of moments. For the object
in a homogeneous environment, the ﬁrst advantage is the
second-order accuracy of the space discretization. In
Figure 3, the conclusion from [12] that the error in the com-
puted ﬁelds is of O h2 for decreasing h or equivalently of
O N−2 for increasing N , was conﬁrmed for our test objects.
Second, as shown in (5), the convolution structure of the con-
tinuous equation (2) was preserved. A straightforward evalu-
ation of a matrix-vector product requires an eﬀort of O N4
in each CG iteration step for N2 unknown ﬁeld values.
Replacing thesemultiplications by two-dimensional FFT oper-
ations reduces the computational complexity to O N2 ln N
per step. Third, marching on in angle reduces the number
of iterations. From Table 2, an acceleration by about 50%
is observed. In all cases, the computational procedure is
considerably more eﬃcient than a straightforward matrix
inversion, which requires a computational eﬀort of O N6 ,
followed by K matrix-vector computations at an eﬀort
of O KN4 . In fact, the motivation for treating only the pro-
ﬁle parameters as independent variables during the optimi-
zation in [5, 6, 18] was the eﬃciency of this forward scheme.
7.2. Complete Conﬁguration. For the object inside the scan-
ner, the conventional approach requires evaluating the ﬁeld
due to line sources in an empty scanner for ρS at N
2 mesh
nodes, each for observation points ρ at N2 mesh nodes. For
each pair of nodes, the modiﬁed Bessel functions have to be
computed for M + 1 orders, which leads to a matrix ﬁll time
of O MN4 . In the algorithm described in this paper, the
M + 1 Bessel functions are computed once for the argument
sρ0/c1 , and we invert the truncated version (40) of (16).
Moreover, for each line source, we synthesize the actual ﬁeld
(42) at N2 points from K ﬁelds in a homogeneous environ-
ment, which amounts to a total eﬀort of O K2N2 . As
mentioned towards the end of Section 6.3.3, only the last step
leads to a relatively small increase in computation time. The
proposed embedding approach thus is signiﬁcantly more eﬃ-
cient than computing the ﬁelds in the complete conﬁguration
by means of Green’s functions of the empty casing [19, 20].
7.3. Guidelines. Last but not least, we enumerate the various
steps of our algorithm, giving some guidelines for eﬃcient
application. The goal is to compute with accuracy A the dif-
ference ﬁeld on the T/R circle and the total ﬁeld on the mesh
for an object with a maximum size of 2ℓ. Based on the results
given in this paper, we recommend the following procedures:
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(1) Choose the smallest possible value for N , which
yields an accuracy A, with the aid of Figure 3(b).
(2) Choose the smallest possible value for L, which
yields a (much) better accuracy than A on the mesh,
with the aid of Table 5.
(3) Choose the smallest possible value for M, which
yields a (much) better accuracy than A for the given
object size, with the aid of Table 3.
(4) In general, L >M; hence, choose the number of
forward problem solutions K = L. For convenience,
we have chosen M = K in all our examples.
(5) Compute Rm; Wempty; and, if also the total ﬁeld on
the T/R circle is needed, Gemptycas ρR, ρS .
(6) Compute Green’s functions in a homogeneous
environment.
(7) Choose the CGFFT stop criterion, with the aid of
Figure 3(a), and solve the forward problem in a
homogeneous environment with “marching on in
angle.”
(8) Compute the elements Qm,m′ of the scattering
matrix and the elements CmIm and DmKm.
(9) Compute the ﬁeld on the T/R circle.
(10) Compute Wdif and the ﬁeld on the mesh.
8. Conclusion
In this paper, we have described a procedure to decom-
pose the computation of electromagnetic ﬁelds in a rela-
tively complicated conﬁguration. The procedure allows
(re)computing the ﬁeld in part of the conﬁguration, while
the remaining part of the conﬁguration and its electromag-
netic response is left unchanged. By considering scattering
in a homogeneous environment, the eﬃciency of the CGFFT
procedure is exploited. Generating the initial estimate by
“marching on in angle” accelerates the convergence of this
procedure signiﬁcantly.
The procedure has been applied to a standard scanner
conﬁguration for 2D inverse proﬁling. In the model, we
have neglected the inﬂuence of the ﬁnite length of the
antennas, the mutual coupling, and the variation in the
properties of the individual antennas. Previous expertise
[35] has shown that such eﬀects can be handled in the cali-
bration of the results, which is needed anyway. Reconstruc-
tion results for the idealized conﬁguration have already
been described in [18].
In the present paper, we have addressed the eﬃciency and
accuracy of the forward algorithm and described the inﬂu-
ence of the diﬀerent tuning parameters in the algorithm.
Results have been presented and discussed for canonical
objects with representative values for the permittivity and
the object dimension. A systematic procedure has been pro-
posed for choosing computational parameters such as trun-
cation limits and tolerances.
Appendix
A.1. Direct Reflection from Casing
Additional conﬁrmation of the interpretation given in
Section 5.4 can be obtained by considering the coeﬃcients
Dm in (14) and (15) as the fundamental unknowns. The
choice for Cm in Section 5.1 was motivated by the circum-
stance that these coeﬃcients determine the secondary contri-
bution to the ﬁeld incident on the dielectric cylinder in the
equivalence principle discussed in Section 5.3. From a com-
putational point of view, however, there is no preference.
Repeating the analysis of Sections 5.1 and 5.2 for the coeﬃ-
cients Dm now results in the operator equation
1 − RS D = S A< + RA> , 44
which leads to the power-series solution
D = S〠
∞
n=0
RS n A< + RA> , 45
which has a similar interpretation as the solution (25). For
completeness, it should ﬁnally be mentioned that the coeﬃ-
cient vector C can now be obtained from
C = R A> +D 46
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