We address the asymptotic and approximate distributions of a large class of test statistics with quadratic forms used in association studies. The statistics of interest do not necessarily follow a chi-square distribution and take the general form D = X T AX, where X follows the multivariate normal distribution, and A is a general similarity matrix which may or may not be positive semidefinite. We show that D can be written as a linear combination of independent chi-square random variables, whose distribution can be approximated by a chi-square or the difference of two chisquare distributions. In the setting of association testing, our methods are especially useful in two situations. First, for a genome screen, the required significance level is much smaller than 0.05 due to multiple comparisons, and estimation of p-values using permutation procedures is particularly
Introduction
The multilocus association test is an important tool for use in the genetic dissection of complex disease. Emerging evidence demonstrates that multiple mutations within a single gene often interact to create a "super allele" which is the basis of the association between the trait and the genetic locus [Schaid et al. 2002] . For the case-control design, a variety of test statistics have been applied, such as the likelihood ratio, χ 2 goodness-of-fit, the score test, the similarity-or distancebased test, etc. Many of these statistics have the quadratic formŝ T Aŝ, or are functions of quadratic forms, whereŝ is a function of the sample proportions of haplotype or genotype categories and A is the similarity or distance matrix. Some of these test statistics follow the chi-square distribution under the null hypothesis. For those that do not follow the chi-square distribution, the permutation procedure is often performed to estimate the p-value and power [Sha et al., 2007 , Lin et al. 2009 ].
Previous attempts to find the asymptotic or approximate distribution of this class of statistics have been limited or case-specific. Tzeng et al. [2003] advanced our understanding of this area when they proposed a similarity-based statistic T and demonstrated that it approximately followed a normal distribution. The normal approximation works well under the null hypothesis provided that the sample sizes in the case and control populations are similar. However, the normal approximation can be inaccurate when the sample sizes differ, when there are rare haplotypes or when the alternative hypothesis is true instead, as we describe later. Schaid [2002] proposed the score test statistic to access the association between haplotypes and a wide variety of traits. Assuming normality of the response variables, this score test statistic can be written as a quadratic form of normal random variables and follows a chi-square distribution under the null hypothesis. To calculate power, Schaid [2005] discussed systematically how to find the non-central parameters under the alternative hypothesis. However, their result cannot be applied to the general case when a quadratic form statistic does not follow a non-central chi-square distribution. In the power comparisons made by Lin and Schaid [2009] , power and p-values were all estimated using permutation procedures. However, a permutation procedure is usually not appropriate when the goal is to esti-mate a probability close to 0 or 1. Thus, if the true probability p is about 0.01, 1,600 permutations are needed to derive an estimate that is between p/2 and 3p/2 with 95% confidence. The number of permutations increases to 160,000 if p is only 0.0001. Consequently, permutation tests are not suitable when a high level of significance is being sought.
The permutation procedure can also be very computationally intensive when estimating power.
In a typical power analysis, for example, the significance level is 0.05 and power is 0.8. Under these assumptions the p-value could be based on 1,000 permutations. Subsequently if the power of the test is estimated with 1,000 simulations, the statistic must be calculated 1,000,000 times.
Moreover, to apply the multilocus association test method to genome-wide studies, the required significance level is many orders of magnitude below 0.05 to account for multiple comparisons and even 1,000 permutations will be completely inadequate.
Additional complications arise with permutations since most of the data in the current generation of association studies are un-phased genotypes. To explore the haplotype-trait association, the haplotypes are estimated using methods such as the EM-algorithm [Excoffier and Slatkin, 1995; Hawley and Kidd, 1995] or Bayesian procedures [Stephens and Donnelly, 2003] . Two computational problems arise in this situation. First, the resulting haplotype distribution defines a very large category because all the haplotypes consistent with the corresponding genotypes will have a positive probability. Therefore, the number of rare haplotypes is usually greater than when phase is actually observed. Second, the process is again computationally intensive because the haplotype distribution needs to be determined for each permutation. To solve these problems, Sha et al. [2007] proposed a strategy where each rare haplotype is merged with its most similar common haplotype, thereby reducing the number of rare haplotypes and leading to a computationally efficient algorithm for the permutation procedure. This method is considerably faster than the standard EM algorithm. However, since it is still based on permutations it is not a perfect solution to the computational problem. Moreover, the process of pruning out rare haplotypes can lead to systematic bias in the estimation of haplotype frequencies in some situations.
Based on these considerations, it is apparent that a fast and accurate way to estimate the corresponding p-value and associated power would be an important methodological step forward and make it possible to generalize the applications of these statistics. In this paper, we explore the asymptotic and approximate distribution of statistics with quadratic forms. Based on the results of these analyses, p-values and power can be estimated directly, eliminating the need for permutations. We assess the robustness of our methods using extensive simulation studies.
To simplify the notation, we use the statistic S proposed by Sha et al. [2007] as an illustrative way to display our methods. We first assume that the similarity matrix A is positive definite.
We then extend this analysis to the case when A is positive semi-definite and the more general case assuming symmetry of A only. In the simulation studies, we use qq-plots and distances between distributions to explore the performance of our approximate distributions. In addition, we examine the accuracy of our approximations at the tails. Likewise, we assess the performance of our approximation under the alternative hypothesis by examining the qq-plots, distances, and tail probabilities. As an additional example, we apply our method to the statistic T proposed by Tzeng et al. [2003] and compare the result with the normal approximation. Finally, we use our method to find the sample size needed for a candidate gene association study when linkage phase is unknown.
Methods
Assume that there are
To compare p and q, we assume that sample 1 and sample 2 are independent and are collected randomly from population 1 and population 2 respectively. Let n j and m j , j = 1, · · · , k, represent the observed count of haplotype h j in sample 1 and sample 2 respectively. We use the same notation as in Sha et al. [2007] :
is the similarity score of haplotypes h i and h j ,
Let s = p − q andŝ =p −q. Then Sha et al.'s statistic is defined as S = (ŝ T Aŝ)/σ 0 , where σ 0 is the standard deviation ofŝ T Aŝ under the null hypothesis. In this paper, we focus on the distribution of D s =ŝ T Aŝ since σ 0 is a constant.
Write D s as a function of independent normal random variables
Assume that the observed haplotypes in sample 1 are independent and identically distributed (i.i.d.), then the counts of haplotypes (n 1 , · · · , n k ) follow the multinomial distribution with pa-
According to multivariate central limit theorem, p asymptotically follows a multivariate normal distribution with mean µ p and variance Σ p when n is large. A similar conclusion can be applied toq if replacing p with q, P with Q and n with m.
Assume that samples 1 and 2 are independent. Then we conclude thatŝ is asymptotically normally distributed with mean vector s = p − q and variance
and positive semi-definite, there exists a k × k orthogonal matrix U = (u 1 , · · · , u k ), and diagonal
T and there exists r σ independent standard normal random variables Z = (Z 1 , · · · , Z rσ ) such thatŝ ≈ BZ + s for sufficiently large n and m. Then we have
We then write
Since W is a r σ × r σ symmetric matrix, there always exists a r σ × r σ orthogonal matrix V and a diagonal matrix Ω = diag(ω 1 , · · · , ω rσ ) such that W = V ΩV T , where ω 1 ≥ · · · ≥ ω rσ are eigenvalues of W .
Asymptotic and approximate distributions of D s with the assumption s = 0
Now let us consider the asymptotic distribution of D s under the null hypothesis H 0 : p = q.
, where I rσ is the r σ × r σ identity matrix, and
Case I: The similarity matrix A is positive semi-definite Under these assumptions W will also be positive semi-definite. That is, ω 1 ≥ · · · ≥ ω rσ ≥ 0. Then D 0 follows a weighted chi-square distribution asymptotically. To calculate the corresponding pvalues efficiently, we could use a chi-square distribution to approximate it.
According to Satorra and Bentler [1994] , the distribution of the adjusted statistic βD 0 can be approximated by a central chi-square with degrees of freedom df 0 , where β is the scaling parameter based on the idea of Satterthwaite et al. [1941] . This method is referred as 2-cum chi-square approximation since the parameters β and df 0 are obtained by comparing the first two cumulants of the weighted chi-square and the chi-square. Specifically, letŴ be a consistent estimator of W .
approximately, where β = tr(Ŵ )/tr(Ŵ 2 ), df 0 = (tr(Ŵ )) 2 /tr(Ŵ 2 ), and tr(·) is the trace of a matrix.
Note that it is not necessary to estimate W because tr(Ŵ ) = tr(B T AB) = tr(ABB T ) = tr(AΣ s ), and tr(Ŵ 2 ) = tr(B T ABB T AB) = tr(AΣ s AΣ s ), whereΣ s is a consistent estimate of Σ s .
Assume that the observed value of D s isd s . Then the p-value can be estimated using the following formula
Alternatively, assume that the significance level is α and the value c * α is the quantile such that
The above formulas indicate that the degrees of freedom df 0 and the coefficient β of the chi-square approximation can be calculated directly from the similarity matrix and the variance matrix -a major advantage of this method since matrix decomposition can be very slow and inaccurate when the matrix has high dimensionality.
Case II: The similarity matrix A is NOT positive semi-definite
In the above chi-square approximation, we assume that the similarity matrix A is positive semidefinite. However, many similarity matrices do not satisfy this condition. For example, consider the length measure of the first 5 haplotypes in Gene1 (Table 1 in Sha et al. 2007] . The similarity between two haplotypes is defined as the maximum length of a common consecutive subsequence. Alternatively the eigenvalues can be separated into positive and negative groups. With estimated w i , the sum of the positive group can be approximated by a single chi-square random variable, and as can the negative group. The corresponding p-value based on the difference of two chi-square random variables may be estimated by the Monte Carlo method or the technique described in Appendix D, which is used in all of our simulation studies.
Asymptotic and approximate distributions of D s without the assumption s = 0
In this section, we would like to find the asymptotic distribution of D s provided p and q are known but not necessarily equal. This is a typical situation for power analysis. In this case, the values of s = p − q and
not well defined. Though B −1 can be defined as the general inverse of B, it is impossible to find a B −1 such that BB −1 = I k since its rank is at most k − 1. Therefore, the following discussion for the case when Σ s is singular is not as straightforward as that when Σ s is non-singular.
Case I: The similarity matrix A is nonsingular
2 is nonsingular since Λ σ is nonsingular and rank(U σ ) = r σ . So the eigenvalues of W are non-zero. That is,
Starting from equation (1), the statistic D s can be written as (see Appendix A for proof)
where Y follows the multivariate standard normal distribution. Provided that the similarity matrix A is positive definite, then W will also be positive definite. We may assume that ω 1 ≥ · · · ≥ ω rσ > 0. In this case, a non-central shifted chi-square distribution can be used for approximation. Note that when Σ s is non-singular, it is a special case of formula (6) with r σ = k, U σ = U, and Λ σ = Λ.
In this case, it is easy to verify that c = s 
Now let β 1 = 2(df a + 2δ)/κ 2 , and β 2 = df a + δ − β 1 κ 1 . Then
Let d * α be the critical value as defined in equation (4). Then the power to reject H 0 at significance level α can be estimated using the following formula:
Note that this 4-cum approximation is applicable not only under H a , but also under H 0 . Therefore, it can be used to find the p-value or define the critical value for rejection. Under H 0 , the true haplotype frequencies p and q are usually unknown, although the difference s = p − q is assumed to be zero. Therefore, to find the corresponding β 1 and β 2 , we can use 0 to replace s andΣ s to replace Σ s . Then the p-value is estimated as
or alternatively, the critical value for rejection is
where c * α is the quantile such that P (χ
To prove this, it is sufficient to prove that
, which is a direct conclusion from Yang et al. 2001 .
If A has negative eigenvalues, the approximations in formula (7) and (8) are not valid. However, equation (6) is still true. In this case, we can use the same strategy as discussed in the case assuming s = 0 to estimate the power or p-value.
Case II: The similarity matrix A is singular
If A is singular, that is, rank(A) = r a < k, there exists an orthogonal matrix
where Γ a is nonsingular andŝ a asymptotically follows a normal distribution with mean µ a = G T a s and variance
if A is singular, we can perform the above calculation to reduce its dimensionality and convert it into a non-singular matrix Γ a . Then by replacing s with µ a , Σ s with Σ a , and A with Γ a , the discussion presented in Case I applies.
Applications and extensions of our method
For illustrative purposes, we start the discussion with the statistic D s proposed by Sha et al (2007) .
Actually, our method can be applied to a much more general statistic D, as long as it can be written as the quadratic form D = X T AX with X ∼ N k (µ x , Σ x ) and A being a k × k symmetric matrix which is not necessarily positive semi-definite.
When Σ x is nonsingular, the distribution of D is straightforward because D can be written as
. normal random variables, and
x µ x with Σ 1 2
x being a symmetric matrix with Σ
x is idempotent, all the weights will be either 1 or 0. Therefore D will follow a non-central chi-square distribution with degrees of freedom equal to the rank of A. However, when Σ x is singular, the above conclusion does not hold. In this paper,
we not only show why D can be written as a linear combination of chi-square random variables and how to estimate the corresponding parameter values, but also how to approximate its distribution using a chi-square or the difference of two chi-squares. To further illustrate the application of our method, we will discuss two more examples as follows.
First, let us consider the test statistic defined by Tzeng et al. (2003] . To keep the notation consistent with ours, the form of the statistic is written as T = D t /σ 0 , where both asymptotically follow a WNS-chi distribution when sample sizes n and m are large. However, their convergence rates differ when n and m are different. Then the normal approximation can be inaccurate when n and m are not very large. In fact, a difference in convergence rates is the same reason that the normal approximation is not applicable under the alternative hypothesis. We demonstrate this with simulation studies in the Results section.
Next, let us consider the statistic S proposed by Schaid et al. [2002] , where 
In practice, c can be replaced by its consistent estimate.
Software
We have integrated our approaches in an R source file quadrtic.approx.R. Given the mean µ x and variance Σ x of X, this R file contains the subroutines to estimate (1) the probability p = P {X T AX ≤ d} for a specific d, which is useful in approximating p-values or power; (2) the quantile d * such that α = P {X T AX ≤ d * } for a specific α; and (3) the required sample size for a specific level of significance α and power β. This R file, as well as the readme and data files, can be downloaded from http://webpages.math.luc.edu/∼ltong/software/.
Results
In the simulation studies we use the same four data sets as Sha et al. [2007] : Gene I, Gene II, Data I and Data II (Tables I, IV and V in Sha et al. 2007] , and the same three similarity measures:
(1) the matching measure -score 1 for complete match and 0 otherwise; (2) the length measurelength spanned by the longest continuous interval of matching alleles; and (3) the counting measure -the proportion of alleles in common. We also explore the performance of our approximations using seven different sample sizes: n = m = (20, 50, 100, 500, 1000, 5000, 10000).
Simulation studies based on the test statistic D s
We examine the performance of our approximations under both the null and the alternative hypotheses.
Examining the distribution of D s under the null hypothesis
Under the null hypothesis, we first examine the qq-plots of our 2-cum and 4-cum approximations for moderate sample size: n = m = 100 (Figure 1) . The x-axes are the quantiles of D s , which are estimated based on 1.6 million independent simulations according to the true parameter values. The y-axes are the theoretical quantiles of our approximations based on the true parameter values. The range of the quantiles is from 0.00001 to 0.99999. For data 1 and data 2, the frequencies in the control population are used. From Figure 1 , we observe that most of the points are around the straight line y = x, which leads to the conclusion that both the 2-cum and 4-cum approximations are very good in general, and even when there are rare haplotypes (gene 2, for example) and the sample size is moderate (n = m = 100). Notice that at the left tails of these plots, the 4-cum approximation goes above the straight line y = x. However, this does not affect the performance of our approximations for p-values since only the right tail is of interest.
At the right tails, the 2-cum approximations are all below the straight line, which indicates that the 2-cum approximation tends to under estimate the p-values. This is further verified in Table 2 below. The 4-cum approximation appears to perform better than the 2-cum. We also checked the qq-plots as the sample size increased. As expected, our approximations become better with larger sample sizes (results not shown here).
[ Figure 1 about here]
The qq-plot can only show the comparison illustratively. However, it is also necessary to assess our approximations quantitatively. In this paper, we chose the two natural distances between any two distribution functions: the Kolmogorov distance (K-dist) and the Craimer-von Mises distance (CM-dist). For more distance choices, see Kohl and Ruckdeschel [2009] . In general, the Kolmogorov distance measures the maximum differences between two distribution functions, while the Craimer-von Mises distance measures the average differences throughout the support of x (See Appendix C for more details). We calculate the K-dist and CM-dist between our approximate distributions and the empirical ones based on 10K simulations under the null hypothesis for each combination of data set (4 in total), measure (3 in total) and sample size (7 in total). Notice that we did not use 1.6 million simulations here because it is computationally too intensive, especially when the sample size is large. In practice, we do not know the true values of p and q. Therefore, the variance matrix Σ s is replaced by a consistent estimateΣ s , which will affect the accuracy of our approximations more or less. To account for the uncertainty when usingΣ s , we simulate 20
samples and obtain an approximate distribution for each sample.
We compare the performance of the 2-cum approximation, the 4-cum approximation and the permutation procedure for different choices of sample sizes. We first use the true parameter values p(= q) for the approximations (Table 1 , rows "true"). Then we simulate 20 independent samples and replace p(= q) and Σ s withρ andΣ s (ρ) (see Appendix E for definitions) respectively. The empirical distribution based on 1,000 permutations is also calculated for each of the 20 samples.
Since the permutation procedure can be very slow when the sample sizes n and m are large, we did not perform permutations when n = m ≥ 1000. For each method, the mean and standard deviation of distances based on these 20 samples are displayed in Table 1 , rows "mean" and "s.d.".
To simplify the output, we show only the results for Gene I using the matching measure.
[ Table 1 here]
From Table 1 , we observe that for the 2-cum and 4-cum approximations, the mean distances using estimated parameter values converge to the distance using the true parameter values when sample size n and m increase. This is because both the asymptotic and the approximate components contribute to the distance. When sample sizes increase, the discrepancy due to the asymptotic component decreases eventually to zero, however, the discrepancy due to the approximate component does not. For example, the K-dist for the 4-cum method based on true parameter values decreases from 0.0630 to 0.0482 when the sample size increases from 20 to 50. But when the sample size increases from 50 to 10,000, it seems that this distance stays constant around 0.046.
The 4-cum approximation appears better than 2-cum one if one cares about the average difference (CM-dist). Nevertheless, the opposite may be true when the maximum difference (K-dist) is preferred. Compared with the permutation procedure, the proposed approximations show better performance for n as small as 20, and comparable performance when n is reasonably large. Note that our methods can be hundreds of times faster than permutations.
The conclusions regarding the convergence of the mean distances and the performance of permutations are similar when using the other data sets and measures. Therefore, in Table 2 , we consider the distances based on true parameter values only. Moreover, since the main contributor to the distances is approximation when sample sizes are around 100, we use only the results from the case when n = m = 100 in Table 2 .
[ Table 2 about here]
From Table 2 , we conclude that the 4-cum approximation performs better than the 2-cum approximation on average when sample sizes are moderate (around 100 individual haplotypes in each sample). However, there are some situations when the 2-cum approximation is preferred, such as those in the rows "Gene1", "DataII" and the column "Counting" under "K-dist" in Table 2 . To find out how much of the distance is due to the discrete empirical distribution of D s , we also checked the distance between the approximate distributions with their own empirical distributions based on 10K independent observations. The Kolmogorov distance is around 0.87% and the Cramer-von
Mises distance is around 0.38%, which are about 20% of the distances in Table 2 . This indicates that when the predefined significance value is moderate, such as 0.05, and the sample sizes are moderate, such as 100, both the 2-cum and the 4-cum approximations are appropriate.
In addition to its general performance, we would also like to know how good the approximations are when the significance level is very small. Ideally one should compare the approximations with true probabilities. However, since the theoretical distribution of D s is unknown, the only way to estimate the true probabilities is through simulations. When the true value of the probability is small, for example, 1×10 −5 , we need 1.6 million simulations to ensure that the estimate is between p/2 and 3p/2 with 95% confidence. Here we consider moderate sample size n = m = 100. We estimate the critical values for significance levels α = (0.05, 0.01, 0.001, 0.0001, 0.00001) using the empirical distribution function of D s based on 1.6 million independent observations. For each combination of data set and similarity measure, we then estimate the corresponding significance levels using three methods: 2-cum chi-square approximation, 4-cum chi-square approximation and a permutation procedure based on 160K million permutations. Since under the null hypothesis we need the sample proportionsp andq for approximation, which will confound the effect of approximation with random errors, we examine the approximations based on both the true parameter values and the estimated ones from 20 simulations. It takes about 6 hours on a standard computer with Intel(R) Core(TM) CPU @ 2.66 GHz and 3.00 GB of RAM to estimate p-values using permutations for these four data sets, three measures and 20 simulations. However, only two seconds are needed using our approximations. Moreover, when the sample size increases, the computational time increases rapidly for a permutation procedure, while it stays the same for our approximations.
[ Tables 3 about here] The results for Data II using the matching measures are summarized in Table 3 . From this table, we can see that the 2-cum approximation performs slightly better than the 4-cum one when estimating a p-value around 0.05, while the 4-cum approximation is more accurate at p-values less than 0.01. This indicates that for a candidate gene study with significance level of 0.05, the 2-cum approximation is preferred since it is simpler and more accurate. However, for a genome screen, the 4-cum approximation would be more appropriate. Notice that the 4-cum approximation is accurate in estimation of a p-value as small as 0.1%. For probabilities around 0.01%, the 4-cum approximation tends to slightly under-estimate the true value and therefore will result in higher false positive results. For the probabilities around 0.001%, we list results in the last column of Table 3 . However, since the number of simulations is limited, we can have only modest confidence in these approximations, although it is evident that they will provide an under-estimate of probabilities. Note that the permutation procedure gives good estimates for a p-value as small as 0.01% due to large number of permutations. However, in the last column of Table 3 , we notice that the standard deviation of estimated p-values is 0.001%, which is about the same as the mean (0.0012%) of these estimates. This is because 160K million permutations are far too few to give accurate estimate of a p-value of 0.001%. The conclusions based on the other date sets are similar (results not shown).
Examining the distribution of D s under the alternative hypothesis
Similarly, we can examine the distribution of D s under the alternative hypothesis. For this purpose, we used Data 1 and 2 based on 160K simulations with sample sizes n = m = 100.
The range of the quantiles is from 0.0001 to 0.9999. Note that only the 4-cum approximation is available under the alternative hypothesis. From Figure 2 , we observe that all the points lie close to a straight line, which indicates good approximations to the distribution of D s under the alternative hypothesis.
[ Figure 2 about here]
Next, we examine the Kolmogorov and Cramer -von Mises distances between our approximations and the true distribution of D s , which is estimated by the empirical distribution based on 10K simulations. The effect of sample size is similar to what was observed under the null hypothesis. So we consider only the case when n = m = 100. Moreover, in this situation, we usually apply the formula to calculate power, in which case the true values of p and q are assumed to be known. From Table 4 , we notice that the distances are all less than 0.05. Therefore, it is safe to use the 4-cum approximation to find the power of D s .
[ Table 4 about here]
Similarly, we examine the performance of the 4-cum approximation in the left tail, which is useful in a power analysis. In this situation, we assume that the parameter values are known.
The quantiles at (0.50, 0.60, 0.70, 0.80, 0.90, 0.95, 0.99) are estimated through 160K simulations. Table 5 summarize the results when n = m = 20, when n = m = 100 and when n = m = 1000.
From this table, we conclude that the power estimation is fairly accurate with moderate sample size (n = m = 100) and moderate true power (less than 95%).
[ shown). Second, when the sample sizes n and m are not equal, the variances ofp T Ap andq T Aq will differ. Therefore, the convergence rates will differ (Figure 3 ). Third, under the alternative hypothesis, the convergence rates ofp T Ap andq T Aq differ. Therefore, the normal approximation is not suitable for the above three situations. As an illustration, we use data set Data II and a matching measure to examine the qq-plot. The range of the quantiles is from 0.0001 to 0.9999. We first let n = 50 and m = 150 and then let n = 1000 and m = 3000 (Figure 3) . From figures 3, we can see that our 4-cum chi-square approximation can approximate the distribution of D t very well even when the smaller sample size is as small as 50. If the smaller sample size increases to 1000, the normal approximation also become acceptable.
[Figures 3 about here]
To further compare the normal with the 4-cum chi-square approximation, we calculate the
Kolmogorov and Cramer-von Mises distances for different combinations of data sets, measures
and sample sizes. We assume that the size m in the second sample is three times of the size n in the first sample (m = 3n). For illustration purpose, we show the results for Data II only (Table 6) .
From Table 6 , we observe that the chi-square approximation has much smaller distances than the normal one, especially when sample sizes are not very large. The conclusions on the other data sets are similar.
[ Table 6 about here]
An example based on the estimation of power for a candidate gene study [Sinnwell and Schaid, 2008] in R to find the starting value. Then we use a stochastic EM to refine the estimate and obtain the variance.
The results are shown in Table 7 . Note that all these calculations take only minutes on a standard computer with Intell(R) Core(TM) CPU @ 2.66 GHz and 3.00 GB of RAM. However, it requires at least several days to finish a single calculation using a permutation procedure.
[ Table 7 about here]
Discussion
In summary, the major contribution of the analytic approach presented in this paper is the description of the asymptotic and approximate distributions of a large class of quadratic form statistics used in multilocus association tests, as well as efficient ways to calculate the p-value and power of a test. Specifically, we have shown that the asymptotic distribution of the quadratic form s T Aŝ is a linear combination of chi-square distributions. In this situation,ŝ asymptotically follows a multivariate normal distribution which may be degenerate.
To efficiently calculate the p-value under the null hypothesis s = E(ŝ) = 0, we propose 2-cum and 4-cum chi-square approximations to the distribution ofŝ T Aŝ. We extended the 4-cum approximation in Liu et al. [2009] to allow degenerateŝ and general symmetric A which may not be positive semi-definite. Generally speaking, the 4-cum is better than the 2-cum approximation when dealing with probabilities less than 0.01. Nevertheless, the latter may perform better for moderate probabilities, say 0.05. On the other hand, the 2-cum method only involves the products of up to two k × k matrices, while the 4-cum approach relies on a product of four k × k matrices.
When the number of haplotypes k is large, the 2-cum approach is computationally much less intensive. To estimate the power of a test, however, only the 4-cum approximation is valid.
The similarity matrix A can be singular or approximately singular due to missing values. In this case, we decompose A and perform dimension reduction to get a smaller but nonsingular similarity matrix. The most attractive feature of our method is that we do not need to decompose matrices Σ s or W when A is positive semi-definite because the decompositions do not appear in the final formula. This not only simplifies the formula, but also results in better computational properties since it is often hard to estimate Σ s accurately.
In this paper we do not consider the effect of latent population structure. It has been widely recognized that the presence of undetected population structure can lead to a higher false positive error rate or to decreased power of association testing [Marchini et al. 2004] . Several statistical methods have been developed to adjust for population structure [ Devlin and Roeder 1999 , Prichard and Rosenberg 1999 , Pritchard et al. 2000 , Reich and Goldstein 2001 , Bacanu et al. 2002 , Price et al. 2006 . These methods mainly focus on the effect of population stratification on the CochranArmitage chi-square test statistic. It would be interesting to know how these methods can be applied to the similarity or distance-based statistic to conduct association studies in the presence of population structure.
Our methods can potentially be applied to the genome-wide association studies because the computations are fast and small probabilities can be estimated with acceptable variation. To perform a genome screen one must define the regions of interest manually, which will be exceedingly tedious. However, due to limitation in length, we do not discuss the problem of how to define haplotype regions automatically. Clearly before this approach can be applied in practice, such methods and software will have to be developed. We also propose to explore this issue in the future.
A: Proof that D s can be written as a linear combination of independent chi-square random variables under the alternative hypothesis
Start with (1) and
B: Four-cumulant non-central chi-square approximation
Rewrite the original statistic
We only need to consider the shifted quadratic form
According to Liu et al. [2009] , the νth cumulant of
In our case, for ν = 1, 2, 3, 4,
And for ν = 1,
Therefore,
which actually takes the same form as in Liu et al. [2009] . So the discussion here extends Liu et Al.
[2009]'s formulas to more general quadratic form which allows degenerate multivariate normal distribution.
C: Distance between a continuous distribution and an empirical distribution
To compare one continuous cumulative distribution function F 1 and one empirical distribution F 2 (or discrete distribution), two natural distances are the Kolmogorov distance
and the Cramer-von Mises distance with measure µ = F 1
Note that F 2 is piecewise constant. Let x 1 , x 2 , . . . , x n be all distinct discontinuous points of F 2 . We keep them in an increasing order. If F 2 is an empirical distribution, x 1 , x 2 , . . . , x n are distinct values of the random sample which generates F 2 . Write x 0 = −∞.
For Kolmogorov distance, the maximum can be obtained by checking all the discontinuous points of F 2 . Therefore,
Note that the formulas above work better than the corresponding R functions in the package "distrEx" (downloadable via http://cran.r-project.org/). Those R functions have difficulties with large sample sizes (say n ≥ 2000), because their calculation replies on the grids on the real line.
D: Calculate the difference between two non-central chi-squares
Let Y 1 and Y 2 be two independent non-central chi-square random variables with probability density function f 1 (y) and f 2 (y) respectively. Write Z = Y 1 − Y 2 . Then the probability density function f (z) of Z can be calculated through
The cumulative distribution function F (z) of Z can be calculated through
Note that we perform the transformation y = log (x/(1 − x)) in both formulas to convert the integrating interval from (−∞, ∞) into (0, 1) for numerical integration purpose.
E: Simplified formulas for tr(Ŵ ) and tr(Ŵ 2 ) when phase is known
SinceR is a diagonal matrix and ρ is a vector, the calcualtion of tr(Ŵ ) and tr(Ŵ 2 ) can be further simplified as
It is important to point out that the degrees of freedom df 0 = tr(Ŵ ) 2 /tr(Ŵ 2 ) do not depend on sample sizes n and m according to the above formulas. Normal and 4−cum Approximations n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n Normal and 4−cum Approximations n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n 
