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Despite the potential benefits of larger datasets for crop insurance ratings, pooling 
yields with similar distributions is not a common practice. The current USDA-RMA 
county insurance ratings do not consider information across state lines, a politically 
driven assumption that ignores a wealth of climate and agronomic evidence suggesting 
that growing regions are not constrained by state boundaries. We test the appropriateness 
of this assumption, and provide empirical grounds for benefits of pooling datasets. 
We find evidence in favor of pooling across state lines, with poolable counties 
sometimes being as far as 2,500 miles apart. An out-of-sample performance exercise 
suggests our proposed pooling framework out-performs a no-pooling alternative, and 
supports the hypothesis that economic losses should be expected as a result of not 
adopting our pooling framework. Our findings have strong empirical and policy 
implications for accurate modeling of yield distributions and vis-à-vis the rating of crop
insurance products. 
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This chapter presents the background, general problem statement and objectives 
of the research. 
1.1 Background 
Farmers are confronted with a variety of risks including yield and price 
uncertainty. The need to manage these risks led to the enactment of the Crop Insurance 
Improvement Act of 1980. Since then, the U.S. Federal Crop Insurance Program (FCIP) 
has gained significant prominence as far as U.S. agricultural policy is concerned 
(Goodwin and Ker 1998). The FCIP contracts are administered and subsidized by the 
Risk Management Agency (RMA) of the United State Department of Agriculture 
(USDA), and are sold through private insurance companies (Barnett 2005). In general, 
the U.S. crop insurance programs have been characterized by low participation and weak 
actuarial performance (Ker and Coble 2003), resulting in some General Accounting 
Office (GAO) investigations. 
Figure 1.1 shows the loss ratios for the U.S. crop insurance program spanning 
1975-2009. This figure provides visual evidence of the overall actuarial performance of 
the crop insurance program. In particular, it illustrates that there has been a significant 





                                                 
   
 
amount of insured acres in millions for ten major row crops from 1975 to 2009, and 
demonstrates the tremendous growth in the program’s participation since 1994. Program
improvements largely depend on findings and recommendations from crop insurance 
research, and perhaps advancements in farming technologies. Altogether, the need for 
accurate risk assessments remains imperative for the continual improvements of the 
program. 
Several crop yield and revenue insurance programs exist.1 The Actual Production 
History (APH) plan provides insurance for producers against yield losses based on 
historical yields. The APH rating is based on farm-level yields, and makes an indemnity 
payment whenever observed yields fall below a selected yield guarantee. Specifically, the 
indemnity function is specified as indem  max  Pc ( yc  y),0 , where indem is the 
triggered indemnity per acre, Pc  is the price guaranteed at the time of planting or buying 
the insurance, yc  is the guaranteed farm yield, and y is the observed farm yield (Sherrick 
et al. 2004). 
Other insurance programs which provide various insurance packages for different 
commodities include, (i) The Actual Revenue History (ARH), which is similar to the 
APH only that instead of insuring yields, ARH insures historical revenues, and (ii) The 
Group Risk Income Protection (GRIP) program, which insures producers against average 
county-revenues. The GRIP parallels another crop insurance program called the Group 
Risk Plan (GRP).
1 The various insurance plans reviewed for this thesis were taken from Risk Management Agency of the 




The Group Risk Plan (GRP), which is also called area-yield insurance, is based on 
average county-yields. It was introduced in 1993 and is available for several U.S. crops. 
According to Harri et al. (2011), the GRP had an insurance liability of $2.5 million in its 
first year. Together with its revenue insurance counterpart, GRIP, they covered a liability 
of about $8.5 billion on over 34 million acres insured by the year 2008. With this GRP 
insurance, the payments of indemnities to producers are not based on an individual 
producer’s yield. Insured producers are paid indemnities or payment triggers when the
average county yield falls below a county-yield guarantee, which is independent of a 
particular producer’s actual yield. The county-yield guarantee is simply the product of 
expected or predicted county yields and a selected coverage level. Generally, farm yield 
is typically more variable than county yield therefore more coverage is allowed in the 
case of the GRP than in APH (Zhu et al. 2008). 
Relative to the farm-yield insurance product the area-yield insurance product is 
characterized by a number of advantages. First, it is rare for producers to have access to 
better information about the overall county-yields than an insurance company, and this 
mitigates  the problems of adverse selection or hidden information and moral hazard or 
hidden action by producers in the area-yield insurance (Barnett 2005). In addition, the 
area-yield insurance tends to have a lower ‘wedge’ which is defined as a positive function 
of transactions costs or administrative costs and misclassifications (Barnett 2005) or 
alternatively difference between premium cost and expected indemnity. The underlying 
logic is that with the area-yield insurance no individual farm-level yields or loss 
assessments are carried out. Hence the possibility to misclassify individual farms and the 





hazard and transactions costs are identified in insurance literature to reduce the soundness 
of an actuarial process. Therefore an insurance program that overcomes both of these 
limitations is worth investigating. Another advantage is that insurers are able to more 
accurately estimate expected indemnities at the county versus farm level since longer 
time series data is available.
On the contrary, the tendency for a farm to produce below a county-yield level 
guarantee and yet receive no indemnity and vice versa has been cited to affect the risk 
reduction of the area-yield insurance GRP (Miranda 1991; Barnett 2005; Harri et al. 
2011). This problem is caused by what insurance experts refer to as ‘basis risk’ which can 
be thought of as the lack of perfect correlation between county and farm-yields. This 
imperfection therefore makes it possible for the yields realized by a given insured 
producer to be higher than the guaranteed county yields and yet receive indemnity 
payments from the insurer if the average county yields are less than the guaranteed 
county yields. 
1.2 Problem Statement 
The performance of a crop insurance program depends crucially on accurate risk 
assessments for large scale crop losses. These large scale crop losses can be thought of as 
small probability lower tail events within the distribution of yield outcomes. Therefore, it 
is important to know how frequent these lower tail events occur. Since lower tail events 
rarely happen, it is very hard to accurately measure this probability because of infrequent 
data observations. In effect, we need bigger datasets to capture the low probability events 
which can be achieved by lengthening either the time series or cross sectional dimension 





The question that arises is whether one should focus on either the time series or 
cross sectional dimensions? Undoubtedly, gaining an additional unit in the time series 
dimension may provide greater statistical power relative to an additional unit in the cross 
sectional dimension. However, focusing on the former poses a number of greater 
challenges. First, more counties or regions are lost due to lack of data history, and 
second, trend estimation which is used to account for technological effects becomes more 
complicated. For these reasons, this research focuses on the additional gains in the cross 
sectional dimension. 
A popular method for broadening the cross sectional dimension of a dataset is to 
pool observations from different geographic regions together into one dataset. This would 
be a valid approach if the underlying yield distributions are similar. Past studies have 
ignored pooling counties presumably because there is a lack of empirical evidence and/or 
credible validation mechanism for determining similarities across yield distributions.
The current USDA-Risk Management Agency (RMA) yield insurance rating 
process takes into account yield information from what they consider to be similar 
geographical regions. For the farm level products, no additional information outside of 
the crop reporting district is incorporated into the rate calculation; for the county-level 
products, no information outside of the state is incorporated. Thus the current USDA-
RMA county insurance rate calculations do not consider information across state lines, a 
politically driven assumption that ignores a wealth of climate and agronomic evidence 
suggesting that growing regions are not constrained by state boundaries. In this research, 
we test the appropriateness of this assumption, provide empirical grounds for the benefits 




program. Ultimately, the empirical findings of this research have practical policy 
implications in this direction; that is, whether the current insurance rating approach used 
by RMA has empirical support or not. 
1.3 Rationale of Study 
Several studies have been carried out to model yield densities for crop insurance 
rating (e.g. Day 1965; Gallagher 1987; Nelson and Preckel 1989; Taylor 1990; Moss and 
Shonkwiler 1993; Tirupattur, Hauser, and Chaherli, 1996; Ramirez 1997; Wang et al. 
1998; Goodwin and Ker 1998; Just and Weninger 1999; Stokes 2000; Chen and Miranda 
2004; Ker and Coble 2003; Chen and Miranda 2006; Harri et al. 2008; Zhu et al. 2008; 
Zhu et al. 2009). A variety of yield modeling approaches have been proposed, including 
parametric, semiparametric (Ker and Coble 2003), and nonparametric (Goodwin and Ker 
1998) methods. Commonly used parametric models include the log-normal distribution 
(Stokes 2000), the gamma distribution (Gallagher 1987), the beta distribution (Tirupattur, 
Hauser, and Chaherli 1996) and Weibull distribution (Sherrick et al. 2004). 
The literature does not provide consensus on the best approach to estimate yield 
distributions for the rating of crop insurance products; in fact, considerable disagreements 
are still common. The most common concerns include model selection problems 
(Goodwin and Ker 1998; Just and Weninger 1999; Ker and Coble 2003), theoretical 
complexity (Yatchew 1998; Ker and Coble 2003), specification errors driven by 
inappropriate distributional assumptions (Goodwin and Ker 1998), and accounting for 
spatial correlation (Ozaki et al. 2008; Zhu et al. 2009). An empirical approach that can 








This research offers a further contribution by proposing a Seemingly Unrelated 
Regression (SUR) framework for modeling moments of the yield distribution, rather than 
the distribution. This approach does not require ex ante assumptions for the yield 
distributions, provides statistical inference that is robust to heteroskedasticity, and is 
computationally tractable. Thus, the SUR framework provides a promising alternative 
relative to previous methods. 
1.4 Objectives of Study 
The general objective of this research is to examine spatial pattern of yield 
distributions and determine the possible and relevant implications for the US crop 
insurance program. The specific objectives of this research are the following: 
(1) For each county in the United States, identify other counties that have
similar yield distributions. 
(2) Utilize findings from (1) to improve the accuracy of crop insurance rates.
To achieve objective (2), an out-of-sample competition exercise was carried out to 
evaluate the potential benefits for pooling counties with similar yield distributions. The 
specific crop insurance product considered is the Group Risk Plan (GRP), which pays 
indemnities when county yield falls below a yield guarantee.
1.5 Organization of Study 
The remainder of this research is organized as follows. Chapter two reviews the 
literature, chapter three presents the empirical model and discusses the data, chapter four 





























































































































































This chapter provides a comprehensive background on modeling yield risks for 
agricultural crop insurance analysis. This review is organized into two major subsections, 
empirical modeling frameworks and spatial dependence of yield distributions. The 
empirical framework subsection emphasizes the various yield models most often used 
while the spatial dependence subsection highlights the importance of spatial similarities
in modeling yield distributions. 
2.1 Empirical Modeling of Yield Distributions 
Accurate modeling of yield distributions is necessary for determining actuarially 
fair insurance premium rates. Adverse selection problems and poor actuarial performance 
may result from inaccurate rates (Chen and Miranda 2004). Several different types of 
parametric, semi-parametric and nonparametric models have been used to characterize 
yield distributions in empirical studies to date. Widely used parametric models include 
the gamma distribution (e.g. Gallagher 1987), the beta distribution (e.g. Nelson and 
Preckel 1989; Tirupattur, Hauser, and Chaherli 1996), the log-normal distribution (e.g. 
Stokes 2000; Sherrick et al. 2004), the hyperbolic tangent function transformation (e.g. 
Taylor 1990), the inverse hyperbolic sine transformation (e.g. Moss and Shonkwiler 




Wiebull distribution (Chen and Miranda 2004). Nonparametric approaches (e.g. Goodwin 
and Ker 1998) and semi-parametric approaches (e.g. Ker and Coble 2003) have also been 
employed. 
Ramirez (1997) used an inverse hyperbolic sine transformation (IHST) to estimate 
a multivariate nonnormal yield distribution for the U.S. Corn Belt. Ramirez argued that 
earlier procedures (Taylor 1990) for multivariate and nonnormal modeling are inflexible 
for the assessment of combined variances, covariances, skewness and kurtosis. A 
modified inverse hyperbolic sine transformation which is multivariate and simultaneously 
accounts for the above limitations was thus proposed. Ramirez assumed a linear trend 
specification of the yields, followed by testing for heteroskedasticity. After eliminating 
the linear time trend, skewness, nonnormal kurtosis and heteroskedasticity was tested in 
this study. Ramirez found evidence of heteroskedasticity among corn, soybeans and 
wheat yields, strong positive correlation between corn and soybeans yields, nonnormality 
for corn and soybeans but normality for wheat yields.
In response to Ramirez’s study, Just and Weninger (1999) argued in their study 
that the order in which these tests are done does not make it valid for the nonnormality of 
corn and soybeans. In Just and Weninger’s study, the linearity assumption by Ramirez 
was tested. Just and Weninger reconsidered the data used by Ramirez, with the 
appropriate trend specifications followed by correcting for heteroskedasticity and failed 
to reject normality for the three crops. 
Goodwin and Ker (1998) used the nonparametric density estimation approach to 
evaluate county-level crop yield distributions. They argued in their study that the 




particular known functional form. They concluded that the nonparametric approach may 
improve the actuarial performance of the GRP program, but suggest that nonparametric 
estimates may be improved with adequate data. 
The distributional assumption of normality of yield distributions has been a long-
standing issue confronting empirical literature of modeling yields. In addition to Just and 
Weninger (1999), several studies have been carried out in this direction (e.g. Day 1965; 
Taylor 1990; Ramirez 1997; Harri et al. 2008). Just and Weninger showed in their study 
that evidence from previous research is insufficient to disprove normality of crop yields. 
Works by Day (1965), Nelson and Preckel (1989), Taylor (1990) and Ramirez (1997) 
were empirically investigated by Just and Weninger. They argued that normality cannot 
be tested, because the conventional approach of estimating detrended yield distributions 
is based on the conditional yield distribution which is affected by many complex 
processes. They showed how trend misspecification can bias skewness and kurtosis 
measures. Based on their results they concluded that normal distribution in empirical 
studies for crop insurance programs is a reasonable distribution. Theoretically, they 
further strengthened their argument of reasonable normal distribution of yields by 
considering the implications of the Central limit theorem CLT. 
Ker and Coble (2003) adopted a semi-parametric approach which is characterized 
by a switching ability to behave like either a parametric or nonparametric estimator. 
Using the yield data of Adams County, Illinois, Ker and Coble showed that neither of the 
parametric models (i.e. normal and beta) could be rejected against the nonparametric 
candidate. They asserted that although the nonparametric estimator mitigates the problem





the correct parametric model is assumed. Ker and Coble further carried out a number of 
simulation analysis to examine the out-of-sample performance of the proposed semi-
parametric estimator relative to the competing parametric and nonparametric alternatives. 
They found the semi-parametric density estimator to generate efficient empirical 
estimates with a higher degree of confidence based on its theoretical properties and their 
simulation results.
Sherrick et al. (2004) assessed the economic implications of alternative 
parameterizations of crop yield distributions. They used farm-level data for corn and 
soybeans for the period of 1972 to 1999. Five distributions (i.e. beta, Weibull, logistic, 
normal and lognormal) were estimated, which allowed for comparisons of the economic 
impacts across various distributions. The estimated yield distributions were ranked and 
compared based on goodness-of-fit tests, and they found the beta and Weibull 
distributions provided the best fit for their sample data. The indemnity rates under each 
parameterization were calculated and compared using Actual Production History (APH) 
insurance products. The authors found that distributional choice had a large impact on 
rating crop insurance products, and should not be chosen based on convenience without 
assessing the economic significance of the distributional assumption. 
Norwood, Roberts and Lusk (2004) reaffirmed the semiparametric model 
proposed by Goodwin and Ker (1998).They evaluated six common crop yield models by 
examining how well the models characterize the distribution of out-of-sample yields 
based on ranking of their estimated log-likelihood functions. They argued that out-of-
sample yield performance is desirable because this is the way these models are used by





STOCHIHS (Moss and Shonkwiler 1993), MULTIHS (Ramirez 1997), semiparametric 
(Goodwin and Ker 1998) and normal distribution models were selected for investigation 
in a forecasting contest to determine which one outperforms or highly ranks the others. 
They found the semiparametric model offered by Goodwin and Ker (1998) to outperform
the other models because of its flexibility with less distributional variations.  
Chen and Miranda (2006) examined the performance of alternative distributional 
assumptions for modeling yield densities. They used county-level data for Texas non-
irrigated upland cotton for the period 1972 to 2004. Their study examined three of the 
widely used parametric models (i.e. normal, lognormal and beta distributions), and 
proposed an alternative semiparametric mixture distribution based on a regime-switching 
model driven by drought indices. They found that a mixture distribution can characterize 
most counties for Texas cotton yields significantly better than the normal distribution. 
The authors also found evidence suggesting that GRP rating methods underestimate 
premium rates, which partially suggests why the GRP program is characterized by poor 
actuarial performance. 
Harri et al. (2008) used 3,852 crop/county combinations of yield data for the 
period of 1956 to 2005 to reconcile previous studies on normality of crop yields. Harri et 
al. suggested that the inconsistent results within the literature are largely due to the 
modeling technique used and limitation of data. They examined competing stochastic and 
deterministic trend models, and corrected for heteroskedasticity prior to testing for 
normality. Harri et al. found limited support for the stochastic trends in yields and also 
found some consistent spatial patterns in yield data. They reconciled previous works 




(1989), Ramirez (1997), Just and Weninger (1999), Ramirez, Misra and Field (2003), and 
Sherrick et al. (2004). They suggested based on their results that rejection of normality of 
crop yields depends on certain factors which include the differences in detrending 
techniques, the crop and region type, and the statistical tests used. 
Zhu et al. (2008) proposed a ‘time-varying distribution’ model that 
simultaneously allows the estimation of time trends and parameters of the underlying 
yield distribution. They used corn and soybean yield data for Iowa for the period of 1927 
to 2006. They defined the conventional approach of modeling crop yields to be a two-
step process where the first step involves detrending the yield data and the second 
involves modeling the detrended data. They argued that the two-stage procedure of 
modeling crop yields is inadequate due to the tendency of trend misspecification and 
incorrect detrending procedure which under-estimate the true uncertainty. According to 
Zhu et al., an adequate way to capture the underlying yield risk requires an estimate of 
the probability distribution function that represents all the moments (e.g. mean, variance 
and skewness) of the distribution. Their study specifically used time-varying beta 
distributions which model the trend of all moments of the distribution in one step by 
allowing time-varying shape, scale and location parameters of the specific distribution. 
They examined several time-varying beta models and carried out simulation analysis to 
investigate the out-of-sample performance of the proposed model compared to the 
conventional beta model. They found the time-varying model to be superior over the 
conventional two-stage model in terms of in-sample performance, out-of-sample 






2.2 Spatial Dependence of Yield Distributions 
The spatial correlations of yields may impact measurement of yield risks and thus 
insurance analysis. In recent studies (e.g. DiRienzo, Fackler and Goodwin 2000; Ozaki et 
al. 2008; Zhu et al. 2009 and Harri et al. 2011), attempts have been made to address the 
issue of spatial correlations of crop yields for crop insurance analysis. 
DiRienzo, Fackler and Goodwin (2000) modeled the spatial dependence and 
heterogeneity of county-level yield data. They used a panel Iowa corn yields for the 
period 1958 to 1997. They argued that ignoring spatial correlations may lead to 
inaccurate estimated yield distributions that will in turn result in actuarially unfair crop
insurance premiums. To account for spatial dependence in their data sets, a spatial 
weighting matrix was defined that weights the observations according to their spatial 
proximity. The authors found that data collected by location can contain spatial 
dependence which decreases at an exponential rate with distance between observations 
and if not corrected for in modeling yield densities will generate misleading estimates. 
Ozaki et al. (2008) utilized alternative Bayesian hierarchical models that allow 
joint modeling of temporal and spatial correlations to model yield distributions for 
pricing crop insurance contracts. They used county-level corn yield data for the period of 
1990 to 2002 from the state of Parana, Brazil. Their study accounted for the temporal, 
spatial and spatio-temporal dynamics that underlie crop yields. A minimum mean square 
prediction error criterion was used to select among their competing models and the 
optimal model was used to calculate premium rates. In the realm of limited data sets, 
Ozaki et al. proposed models that adequately fit the underlying yield densities for 






diseases and pest damage) tend to affect large areas at a single time, spatial correlations 
may occur across neighboring regions over time. In contrast to the conventional two-
stage method, they modeled simultaneously the time trend, temporal and spatio-temporal 
correlations of the yield data and calculated the premium rates directly. This approach 
therefore eliminates the tendency of trend misspecification and incorrect detrending 
procedures of the two-stage procedure as pointed out by Zhu et al. (2008). However, 
Ozaki et al’s analysis did not consider heteroskedasticity because of inadequate series of 
data. They pointed out the limitation of their hierarchical models to be the assumption 
that pairwise correlations must be positive in representing correlation structures.
Zhu et al. (2009) modeled spatial dependence of crop yields and examined the 
implications for modeling conditional yield risks. They stressed that since yields are 
usually spatially correlated with adjacent regions and/or counties, accurate modeling of 
yield densities for crop insurance rating is implied and thus should be considered. After 
proposing a directional autoregressive (DAR) model, they used the proposed DAR 
together with a directional conditional autoregressive (DCAR) model which incorporates 
directional effects to model spatial correlations for county-level corn yield data from
Iowa for the period of 1926 to 2007. They found yield time trends to be correlated across 
space with time-varying spatial correlations. Spatial correlations were found to be 
stronger in the neighborhood of west/east directions than north/south directions. Zhu et 
al. pointed out the DAR model to be a powerful tool to capture spatial trend correlations 
when rating crop insurance contracts that accurately measure conditional yield risks.
Harri et al. (2011) examined the effects of different heteroskedasticity 





combinations of yield data spanning 1955-2006. Out-of-sample tests were used by Harri 
et al. to test the various heteroskedasticity assumptions. They used both one-knot and 
two-knot spline functions to capture technological effects in yields. Harri et al. addressed 
both temporal and spatial effects in the trend estimation by imposing Bayesian uniform
priors. In order to address spatial effects, spatial restrictions on the knots were imposed 
for a given set of counties located within a crop reporting district (CRD). Their results did 
not invalidate the primary proportional heteroskedasticity assumption in counties of the 
heart of the Cornbelt, but found that imposing a specific heteroskedasticity form








This chapter presents the econometric model and framework employed for the 
research. The immediate subsections discuss the research steps, method for demeaning 
and detrending the yield data, and correcting the demeaned and detrended yields for 
heteroskedasticity. The latter subsections motivate and present the Seemingly Unrelated 
Regression (SUR) framework for identifying counties with similar distributions. In 
addition, valuation of the Group Risk Plan (GRP) insurance product and out-of-sample 
comparisons is discussed. 
3.1 Mean and Trend Estimation 
Accurate modeling of yield distributions requires controlling for changes in 
technology over time. According to Goodwin and Ker (1998), accurate estimation of 
yield distributions requires a sample of independently and identically distributed (i.i.d.) 
observations. For yield data that span a significant time period, this requires removing the 
trend in yield observations that is driven by technological change. 
A one knot piecewise linear spline function is used to model the effect of 
technological change on crop yields. Specifically, 
yit  i  i1t  i2d (t  knot)  uit  (3.1) 
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d 1 if  t   knot, 0 otherwise 
where yit  is the yield in county i at time t, and i , , i1 i2  are county-specific parameters 
to be estimated, and ui  is a mean-zero random error term. In effect, a piecewise linear 
function can simply be thought of as a linear combination of basis or segment functions 
(Gujarati 2003). In order to fit the linear spline given the appropriate knot, we map each 
observation or data point yi  to a vector ti 1, t, d (t  knot) . 
Selecting the appropriate knot is crucial to avoid model misspecifications 
(Gujarati 2003). We explored a number of knots ranging between the years 11 to 40, and 
selected the one with the highest R-squared value. Importantly, the optimal knot was 
allowed to differ across counties to avoid over restrictive assumptions on the rate of 
technological change. 
Extreme weather events and data reporting inaccuracies can generate outliers that
distort the classical least squares estimator and yield unreliable results. To overcome this 
potential problem in our analysis, we used a robust-to-outlier approach. Following 
Verardi and Croux (2009) and Huber (1964), the M-estimator used in this analysis is a 
generalization of the least absolute deviations (LAD) regression. For each county i the M-
estimator is defined as 
T  uit ̂  i  arg min     (3.2) 
 t 1    
where uit  is the residual from equation (3.1), and  (.)  is a loss function that is even, 
non-decreasing for positive values and less increasing than the square function. The 
residuals are standardized by a measure of dispersion  to ensure independence with 
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respect to the measurement units of the dependent variable. To operationalize this 
routine, case weights are formed based on the residuals, first using Huber weight 
functions and then the Turkey Biweight function. 
The Huber loss function which is used as the starting value of the iterative 
algorithm for ̂  i  is defined as 
 (3.3)
where c 1.345 is the default value in STATA for the preassigned tuning constant. Also, 
the Turkey Biweight function which is used as a loss function  (.)  for convergence is 
defined as 
 (3.4)
where k  4.685 is the default value in STATA for the biweight (bisquare) tuning 
constant. 
Demeaning and detrending the yields involves two steps. First, the parameters 
from the assumed spline specification are estimated using the robust M-estimator, then 
the demeaned and detrended yields are constructed as 
y y  ˆ ˆ t ̂  d (t  knot)      (3.5)it it i i1 i2 
The demeaned and detrended yields are the estimated residuals from equation (3.1). 
In light with previous studies, the trend estimation approach adopted in this 







different heteroskedasticity assumptions on crop insurance rating. The main exception is 
that they considered both one knot and two knot spline specifications. 
3.2 Heteroskedasticity
Correcting for heteroskedasticity in the demeaned and detrended yield series is 
important for accurate modeling of yield distributions because many empirical studies 
suggest the presence of heteroskedasticity in crop yields (e.g. Just and Pope 1978; 
Ramirez 1997). Similar to mean and trend estimation, controlling for the influence of
heteroskedasticity helps to ensure that yield observations are independently and 
identically distributed (i.i.d.). According to Goodwin and Ker 1998, Just and Weninger 
1999, and Harri et al. 2008, it is required that the detrended yield series be made variance 
stationary or homoscedastic for an appropriate estimation of yield distributions. 
The demeaned and detrended yield series are adjusted for heteroskedasticity in 
each county i under a proportional heteroskedasticity assumption. Specifically, the 
variance of yields is proportional to the predicted (mean) yield –i.e. 
2 2 2 ˆ  [ (E y )]   y . This approach has been used in several studies, including Ker it it it 
and Coble 2003, and Deng, Barnett, and Vedenow 2007. In practice, the yields are made 
ŷiThomoscedastic by multiplying each yield observation by , where t=1,…,T denotes the 
ŷit 
time dimension of the data. From this point forward, we use the notation yit to represent 
the adjusted residuals, which are just the demeaned, detrended and homoscedastic yields. 
The adjusted residuals provide a useful way to pool yield distributions based on 








counties such that the yields can respectively be expressed as yi i  i  and y j  j  j 
. Assume that, the residuals are distributed around zero, and have time-consistent county-
2 2 3 3specific second and third moments denoted by   E( )  and   E( ) . Thus, 
2 3 2 3 ~ (0, , )  and ~ (0, , )  and it follows immediately that yields are distributed i i i j j j 
2 3 2 3 2 2as y ~ ( , , )  and y ~ ( , , ) . Consequently, if we observe that    andi i i i j j j j i j 
 i 
3  3 j , then the yields are identically distributed at their respective means, with the 
only difference being the location parameters  i and  j . Empirically, if we adopt the 
viewpoint that  i  and  j  are known or observable, then the residuals  jt  can be pooled 
with  it  to create additional observations around yit (and vice versa). 
3.3 SUR Framework and Pooling Yield Distributions 
This research utilizes an approach that overcomes the potential limitations of
yield models discussed in the Introduction. First, instead of estimating the entire 
distribution of yields, our approach estimates the raw moments of the underlying 
distribution using a SUR framework and then compares these moments across counties. 
If two counties are found to have the same moments, then we conclude that they have the 
same distribution. Second, the SUR framework developed is computationally tractable 
and permits inference robust to correlations across moment equations. In spite of the 
advantages associated with this framework, the parametric maximum likelihood models 
can generate more efficient estimates under valid distributional assumptions. However, 
since in reality we do not know the actual underlying distribution or parametric family of 
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y it , j  2,3T t1 
Our SUR approach is based on known moment conditions of an observed random
variable. For each county i = 1,…,N, assume there is a sample of T observations all drawn 
from the same distribution. Also let county i’s distribution’s first j = 1,…,J raw moments 
be defined by i1,...,iJ  . By definition, the first raw moment is given by yit  i1 , or 
more generally for the higher order moments as well, 
 (3.6)
Since yit has been demeaned and detrended, i1  0  necessarily. Thus, we focus on the 
second and third moments to describe the underlying distribution. This is in line with 
empirical evidence of variance and skewness of yield distributions from previous studies. 
This implies that there are two unknown parameters of interest for each county i, i2 ,i3 . 
The raw moments can be consistently estimated using the sample counterpart of 
the moment conditions given by (3.6), 
 (3.7)
Since this is equivalent to estimating the regression model yit
j ij +uij 's , one can estimate 
these parameters simultaneously using Zellner’s (1962) Seemingly Unrelated Regression 
(SUR) estimator. Following Wooldridge (2002), the SUR estimator for each county’s two 
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2 3  where Xit is a 2×2 identity matrix, yit  y , y   is a 2×1 vector, Ωi  E(uiui ) is a 2×2 it it  
symmetric and positive semi-definite covariance matrix, and θ̂ i  ̂  i2 ,̂  i3 
 is a 2×1  
vector of parameter estimates. 
Expanding this approach, one can estimate the county specific parameters




 1  
T 
 1 θ  XtΩ Xt  Xt Ω yt 
 t1   t1  
 (3.9)
where Xt is a 2N×2N block identity matrix with the Xit  along the diagonal, 
   yt  y1t , y2t ,..., yNt  
 is a 2N×1 vector, Ω is a 2N×2N block diagonal covariance matrix  
with Ω along the diagonal, and θ̂  ̂  ,...,̂  

 is a 2N×1 vector of parameter estimates.i  2 N  
The pooled two-step SUR framework is important because it allows us to easily 
test hypotheses about the coefficients within and across counties and equations. In the 
first step, county by county OLS was used to construct estimates of the covariance 
matrices Ωi . These estimates in turn were used to construct Ω̂ , which provides a feasible 
version of the SUR estimator in (3.9) to obtain θ̂ . 
For any two counties i and j, this permits hypothesis tests of the form 
ˆ ˆ ˆ ˆH :  ,  , (3.10)o i2 j 2 i3 j3 
which essentially tests whether these counties have the same distribution. As a decision





poolable. In principle, one could focus on the second and third moments individually, 
however this research focuses on the joint hypotheses which impose a stricter criterion 
for poolability. 
3.4 Valuation of GRP Insurance Contract 
GRP insurance provides an indemnity payment if the realized county yield falls 
below selected guaranteed levels often referred to as the county critical yield. In practice, 
the critical yields are calculated by multiplying the expected yield (which is obtained as a 
two-year-ahead out-of-sample prediction) by the appropriate level of coverage. 
Since GRP insurance is similar to other insurance contracts in that it sets a yield 
threshold, one can analyze the associated risk by assessing the probabilities of outcomes 
below this threshold. A common approach for representing this risk is to estimate the 
probability density function (PDF) or cumulative distribution function (CDF) of the 
random yield variable (Goodwin and Ker 2001). More precisely, the designing and rating 
of the GRP contract requires loss or indemnity probabilities. The loss probabilities refer 
to the probabilities of outcomes below the yield threshold or the county-yield guarantee, 
which is represented as the left tail area below the guarantee (Zhu et al. 2008). Thus, 
rating the GRP insurance contract requires an estimation of the underlying conditional 
yield distribution. 
Following Deng et al. (2008) and Harri et al. (2011), the rating of GRP insurance 
contract is formally presented as follows. In particular, both the indemnity and premium
rates calculations are discussed. Specifically, the per acre indemnity function or loss to 







 yc  yt   indem  max 
 * 
 ŷ  (scale),0t   T 2  
 yc   
 (3.11)
where T is the length of the yield series considered for estimation. yc  is the county 
critical or guaranteed yield which the product of the two-year-ahead out-of-sample yield 
forecast ŷT 2  and the coverage level. The two-year-ahead out-of-sample yield forecasts 
are estimated based on equation (3.1). 
The realized county yield yt 
*  is calculated as yt 
*  ŷT 2  resadjt , where resadjt  are 
the adjusted residuals. Assuming proportional heteroskedasticity in the residuals (Ker and 
Coble 2003; Deng, Barnett, and Vedenow 2007) this is calculated as 
ŷT 2resadjt  ̂ t  (3.12)ŷt 
where ̂ t  and ŷt  are respectively the residuals and predicted yield from equation (3.1). 
The USDA-Risk Management Agency (RMA) available levels of coverage and 
scale are restricted between 0.7  coverage  0.9 and 0.9  scale 1.5 , where the scale is 
an adjustment factor that allows a policyholder to vary the amount of protection per acre. 
The level of coverage is selected by insurance policyholders and can range from 70 to 90 
percent in increments of 5 percent. For a producer to be insured, a payment (or premium)
to the insurer is required. An actuarially fair premium equals to the expectation of the 
indemnities or loss (Zhu et al. 2008), and the premium rate is defined as the ratio of the 
premium over the insurance liability. Specifically, the per acre rate (in percentage) is the 
expectation of (11) divided by the liability, 






This research utilizes equations (3.11) and (3.13) to empirically model the GRP 
insurance indemnities and rates respectively. We assume an actuarially fair premium, and 
compute GRP premium rates for several competing models. The practical implications of
the alternative models are illustrated by an out-of-sample forecasting competition.
3.5 Out-of-Sample Comparisons
Hypothesis testing is used to determine if any two distributions are equivalent. In 
this case a statistical inference is established by comparing the distributional parameters 
simultaneously. According to Allan (2007), a statistical hypothesis is defined as a guess 
or conjecture about the parameter of a population which may or may not be true, and P-
values or confidence intervals are commonly used hypothesis testing methods. 
This research utilizes the P-value method which is preferred because it is 
econometrically popular and straightforward to carry out. An important component of 
this method is the level of significance which is symbolized by   (the alpha level) as 
well as the P-value (or the probability value). Based on this approach, we fail to reject our 
null hypothesis of similar yield distributions if the P-value is greater than the 
corresponding predetermined alpha value and vice versa. 
Different levels of significance ( ) can potentially generate different conclusions 
or statistical inferences. To account for this, we explored a number of different values for 
 . Further, an investigation of whether the different conclusions generated by alternative 
pooling rules relative to a practical baseline model of no pool were also carried out. In 
particular, we consider alpha values ranging from 0.1 to 0.9 in increments of 0.1, which 




Determining the optimal pool model to use for further comparison with the 
baseline model of no pool requires model selection tests. Given a set of 9 candidate pool 
models, one can compare competing models using in-sample criteria such the Akaike 
Information Criterion (AIC) and/or the Bayesian Information Criterion (BIC), or an out-
of-sample performance contest where models are ranked based on their performance in 
an out-of-sample competition (Zhu et al. 2008). 
This research uses the out-of-sample performance approach since it is more 
consistent with how yield distribution estimates are used to rate crop insurance contracts 
in practice (Norwood, Roberts and Lusk 2004; Zhu et al. 2008). Our out-of-sample 
contest was carried out for each of the 9 candidate pool models and the optimal pool 
model for each county is selected as one with the smallest mean squared error MSE based 
on how well models predict insurance indemnities or losses. We use two-year-ahead 
forecasts since in practice rating of the yield insurance contract GRP utilized for this 
research is done based on two-year-ahead yield forecasts. For example, 1994’s yields are 
predicted by estimating the model based on sample data from 1960 to 1992, 1995’s yields 
are predicted by estimating the model based on sample data from 1960 to 1993, etc. 
Predictions are made for  =1,…,16 years corresponding to the years 1994 to 2009.The 
MSE for each county is 
16 







 where  (  refers to the expected indemnity for year  , and AIE PI  )  refers to the 
actual (observed) indemnity. We calculated AI  and E PI  ) (  using simplified versions 
of equation (3.11), 
 yc  y  AI  max   (scale),0  and coverage    
*1 R   y  y   E PI( )   max   c t (scale),0 , where r captures the possible outcomes    R r1 coverage     
corresponding to the pooled residuals, and a scale=1 was used in this research. The 
variables in the above equations have the same definitions as in equation (3.11) except 
the new variable y  which is simply the actual yield observed for the year  . Each 
county’s optimal pool model is defined as the model with the lowest MSE. 
The optimal pool model was the pitted against the no pool model in a similar 16 
years out-of-sample performance contest to examine the benefits pooling. In this 
exercise, the competing models, that is the optimal pool model and no pool model are 
compared using two different approaches. First, the above MSE approach was used to 
examine how well these two models predict insurance indemnities in a similar fashion, in 
which case the model with the smallest MSE outperforms one with higher MSE. 
The second approach is attributed Harri et al. (2011), and calculates premium 
rates using equation (3.13) for each of the 16 out-of-sample periods. The approach tests 
the hypothesis that losses or economic rents should be expected as a result of not using 
the optimal pool model. We test this hypothesis by assuming the role of an insurance 
company that may decide to cede or retain insurance policies. If the calculated insurance 




insurance company cede these policies. Conversely, we retain these policies if rates of 
our pool scenario are lower than that of the baseline scenario because we expect to make 
profits due to underpricing from the baseline model. Note that each year represents a 
policy, and thus amounting to a total of 16 policies for a given county. Again, the out-of-
sample performance tests were carried out for each of the counties. 
Program loss ratio results for the entire 16 year out-of-sample period are 
calculated at the state-level. These are calculated by taking the average of losses for all 
counties located in a given state. The losses are calculated by dividing the actual 
indemnities by the premiums. By an analogous logic, the loss ratios for ceded and 
retained policies is calculated after splitting the policies for a given state into ceded and 
retained policies. Further, the corresponding ceded to retained ratios is calculated by 
dividing the loss ratios of ceded policies by the loss ratios of retained policies. 
Importantly, a ceded to retained ratio greater than one indicates greater losses from the 
ceded policies, and thus our failure to reject the null hypothesis for this out-of-sample 
comparison test.
The research utilizes county-level based insurance product GRP. The use of 
county-level yield data for the pooling analysis suggests that it is more appropriate to 
compare the premium rates and how well the two competing models predict indemnities 
for the GRP. Using the GRP insurance model as a reference point brings to light the 
economic significance of this simulation exercise. Further, to quantify the possible 
efficiency gains or benefits of the pool model relative to the no pool model in rating the 
GRP insurance program, different GRP contract levels were examined. Specifically, the 








percent. Carrying out the analysis at different GRP coverage levels is motivated by the
fact that insurance policyholders have the option to select among different coverage 
levels.
3.6 Data 
This research utilizes annual U.S county-level corn yield data from 1960 to 2009 
obtained from the National Agricultural Statistics Service (NASS) of the United States
Department of Agriculture (USDA). The use of this data set is important because it 
allows us to examine the spatial pattern of yield distributions and to determine the 
feasibility of pooling observations for the US crop insurance products that are triggered at 
the county level. 
The yield series are calculated as production per acres planted, rather than acres 
harvested because it allows us to better capture extreme productivity events that would 
trigger insurance payments. All counties without 50 continuous years of historical yield 
data are excluded, which resulted in a balanced panel of 510 counties. Figure 3.1 
provides a spatial representation of the included counties, with each cell representing a 
particular county in the United States. The 510 counties included in this research are 
depicted as gray colored cells.
Looking at figure 3.1, clearly the majority of counties included in the research are 
located in the Midwestern states, also referred to as the Cornbelt of US. Specifically, 
more of the counties were drawn from major corn producing states like Iowa, Missouri, 
Nebraska, Kansas, Michigan, North and South Dakota. 
In addition to each county’s relatively longer time series spanning 1960-2009, 





Thus, this research uses a robust framework, longer time series and large cross section of 
data sets compared to previous studies, thereby mitigating the data limitation problem
























































RESULTS AND DISCUSSION 
This chapter presents and discusses the empirical results of the research. The first 
subsection presents summary statistics of the data, and the second subsection reports and 
discusses results from the pooling analysis. The third subsection is devoted to the 
discussion of out-of-sample tests. 
4.1 Descriptive Statistics of the Data 
Tables 4.1 and 4.2 provide descriptive statistics for the yield data, which are 
broadly classified under the five NASS farm production regions. These production 
regions include the Midwest, Plains, South, Atlantic, and West regions respectively. 
Table 4.1 displays the spatial representation of the data. State-level total number of
counties, the percentage of these counties out of the total 510 counties used for the 
research, and the corresponding number of observations are shown in table 4.1. Table 4.1 
demonstrates that the majority of counties and vis-à-vis the number of observations are 
drawn from Iowa, Missouri, Nebraska, and other states that are located in the U.S Corn 
Belt –i.e. major corn producing states. 
Table 4.2 shows the 18 state-level means, standard deviations, minimums, and 
maximums for the yield data. As expected, the difference between the sample mean 






pronounced. However, there is not much difference in terms of the standard deviations. In 
general, it is difficult to compare these values across states as the possible effects of 
systematic influences such as technology change have not been accounted for. 
Figure 4.1 shows boxplots of the county-level yield data by year. The y-axis 
denotes the observed county-level yields measured in bushels per acre (BUPA). 
Particularly, the medians, interquartile ranges, and extreme values of the county-level 
yields are displayed. The figure essentially illustrates that there is both intra- and inter-
annual variation in yields. Notice that there is no year where county-level yield was not 
observed given the span of the data from 1960-2009, which is consistent with the data 
summaries provided in table 4.2. Approximately, the minimum median county-level yield 
across the years is about 45 BUPA, and the maximum median county-level yield is about 
145 BUPA. This together with the visual evidence in figure 4.1 suggest the presence of 
an upward yield trending through time which is driven by technology change, and thus 
the need to control for the effects of technology in our analysis. 
4.2 Pooling Analysis and Spatial Pattern of Yield Distributions 
This subsection presents and discusses the results obtained from the pooling of 
county yield observations obtained by testing the second and third raw moments, and the 
implied spatial patterns. Importantly, it is not clear what the appropriate significance level 
(i.e. pooling criteria) is. Conventional levels such as 1, 5, or 10 percent might give too 
much weight to the null hypothesis, whereas higher levels such as 90, 95, or 99 might 
give too much weight to the alternative. It is interesting to note that increasing the 
significance levels generate smaller pools and vice versa. Thus low significance levels 






Following the empirical approach presented in the SUR and Pooling Yield 
Distributions subsection of Chapter 3, the pooling exercise utilized a number of pooling 
rules or levels of significance ( ) for the hypothesis tests. The results from these 
alternative pooling criteria are discussed in what follows. 
4.2.1 Pooling Analysis 
Figures 4.2-4.4 display histograms of the resulting number of pools generated at 
different pooling criteria for hypothesis tests of similar yield distributions. The x-axes in 
these figures represent the number of counties poolable for each target county, and the y-
axes represent the corresponding fraction of counties out of the total 510. Because of the 
large number of results generated from the pooling exercise only those from 10, 50 and 
90 percent level of significance or pooling criteria are presented.
Figure 4.2 illustrates the number of pools using a 10 percent significance level. It 
shows that there exists a county that can pool with a maximum of about 500 other 
counties, and also demonstrates that there exists a county that can pool with a minimum 
of about 10 other counties. The median pool size is 250 counties, and every pool contains 
at least one other county. Figure 4.3 is a similarly constructed histogram for the relatively 
less restrictive 50 percent significance level. Comparing figures 4.2 to 4.3, the maximum 
drops from 500 to around 250 counties, and the median pool size drops to 125 counties. 
Again we see a minimum pool size greater than 1. Figure 4.4 illustrates the number of 
pools at the even more restrictive 90 percent level. There is a more pronounced drop in 
the maximum and median pools to 46 and 20 counties, respectively. Contrary to the less 








The pattern that emerges across figures 4.2-4.4 is clear. First, the distribution of 
pool sizes is sensitive to the pooling criteria as evidenced by different minimum,
maximum, and median values. Second, increasing the significance level generates a more 
restrictive criteria and thus smaller pool sizes.
4.2.2 Spatial Pattern of Yield Distributions 
As shown in table 4.1, the 510 counties are located in 18 states. To further 
investigate the pattern of pooling based on yield distributions, results from hypothesis 
tests are spatially represented by mapping the respective pools for each target county. 
The figures 4.5 to 4.22 report pooling results for the major corn producing county 
in each state, which is defined the highest average total production over the entire 1960-
2009 period. Since the analysis of this research was carried out for multiple pooling 
criteria and coverage levels, we restrict our attention to the optimal pooling criteria under 
the 90 percent coverage level. Reporting the results for the optimum pooling criteria is
necessary because subsequent model comparisons (results for the out-of-sample exercise 
are discussed in later subsections) and insurance rate calculations utilize the optimal 
criteria.
Each of the maps in figures 4.5-4.22 contains four categories. The single red 
colored cell refers to the target county; black and gray signify poolable and nonpoolable 
counties; and white (empty cells) represents excluded counties. Thus the 510 counties 
used for the research are shown in each of these maps as a combination of red, black, and 
gray colored cells. For example, considering figure 4.5, the target red county is Madison, 






pooling criterion of 60 percent. Conversely, in figure 4.6 the target county is San Joaquin, 
CA which has as optimal pooling criterion of 70 percent. 
In all figures 4.5 to 4.22, we fail to reject the poolability of a target county with 
either at least one other local or nonlocal county, where we define a local county as one 
located within the same state as the target county. While previous studies suggest local 
pooling of crop yields for crop insurance rating –i.e. pooling restricted to state 
boundaries, our research demonstrates evidence of nonlocal pooling. In particular, our 
findings suggest evidence in favor of pooling across state lines, with poolable counties 
sometimes being as far as over 2,500 miles apart. 
Figures 4.23 and 4.24 display the medians, interquartile ranges, and extreme 
values of the percentage of poolability of a target county with other counties within the 
same state and farm production region, respectively. Looking at figure 4.23, nearly every 
county in Alabama had a pool comprised of between 20 and 40 percent Alabama 
counties. The results discussed here corroborate those displayed by the 18 spatial maps 
and further summarize the pooling exercises. Figure 4.23 (4.24) illustrates that there is a
variation in the percentage of county poolabilities within an individual state (farm
production region), and across states (farm production regions). Consistent with the 
spatial results provided in figures 4.5-4.22, figures 4.23 and 4.24 respectively show 
evidence of local poolability and importantly nonlocal poolability. These figures show 
that certain counties in some states and production regions do not pool at all with others – 
i.e. zero percent poolability. This is meaningful in the sense of 90 percent optimal 
pooling criteria, as shown in figure 4.4. Note that for the state level pooling the minimum





For the production region level pooling, the minimum median poolabilty is in the Plains, 
and the maximum median poolability is in the Midwest. Presumably, this could be 
explained by the relatively greater number of counties drawn from Iowa and Midwest in 
our analysis. 
More importantly, the above findings are consistent with climatic and agronomic 
evidence suggesting that crop yield correlations are not adequately captured by regional 
or state boundaries. The results further suggest that it may be inappropriate or misleading 
to ignore the value of unrestricted climatic and agronomic influences when modeling 
yield distributions for the rating of crop insurance contracts. 
4.3 Out of Sample Comparison Exercises
This subsection presents the results from out-of-sample tests. Following the 
approach outlined in Chapter 3, the out-of-sample tests were carried out to evaluate the 
performance of the pool model relative to a baseline model of no-pool, and to examine 
the economic significance of the pooling framework by investigating the potential losses 
that RMA should expect as a result of not adopting the unrestricted pool model. For 
consistency, the results here are broadly classified under the five NASS farm production 
regions. 
Table 4.3 reports state-specific and national-level results for the 16 out-of-sample 
performance tests for the optimal pool and no-pool models. The results spans four 
different coverage levels, and the MSE captures how well the models predict indemnities. 
Each value in table 4.3 corresponds to the state level average difference in MSE between 
the pool and no-pool models, where a negative value indicates that the pool model 





The pool model outperforms the no-pool model in 11 of 18 states at the 65 
percent coverage level. Specifically, the pool model does better in predicting indemnities 
in 11 states, Georgia, Iowa, Kansas, Maryland, Michigan, Missouri, Nebraska, Oregon, 
South Dakota, Tennessee, and Wyoming. Using 2010 corn production data, these states 
accounted for 91.9 percent of total US corn production for the states included in our 
analysis (NASS 2011). At the 75 percent level, the pool model outperforms in 12 states; 
while at the 85 and 90 percent levels the pool model outperforms for 13 states. Thus the 
pool model increasingly outperforms as the coverage level increases. 
The pool model also outperforms the no-pool model when evaluated at the 
national level across all coverage levels. Clearly, we see from the bottom row of table 4.3 
that the pool model outperforms the no-pool model in 61 percent of all the 510 counties 
at a 65 percent level of coverage level. Respectively, at 75, 85, and 90 percent levels of 
coverage, the pool model outperforms in 64.9, 65.6 and 90 percent of all the 510 
counties. 
The county-specific outperformance results are presented in figures 4.25-4.28. 
These maps correspond to the 65, 75, 85, and 90 percent coverage levels, and the three 
categories denote: (gray) pool model underperformed, (black) pool model outperformed, 
and (white or empty cells) county not included. Consistent with the earlier discussed 
results in table 4.3, the figures suggest the dominance of the pool model, especially in the 
Corn Belt counties. Once again, the out-performance of the pooling framework tends to 







Table 4.4 reports state-specific results for the 16 year out-of-sample insurance 
rates tests across the four different coverage levels. Columns for the program loss ratio, 
loss ratio of ceded and retained policies as well as the ceded to retained loss ratio are 
shown in this table. The 16 year game essentially tests the hypothesis that losses or
economic rents may be incurred as a result of not adopting the optimal pool model. This 
is because private insurance companies that sell the FCIP contracts to producers may 
adversely select policies as a result of hidden information. 
From table 4.4, we fail to reject the hypothesis for nearly all the states, especially 
in the major states such as Iowa, Nebraska, Michigan, Missouri, South Dakota, and 
Kansas since the ceded to retained ratios are arithmetically greater than one. In general, 
the benefits of pooling are more pronounced in the major corn producing states. This 
could be due to fact that the research focuses on corn with a greater number of the 
counties drawn from the major corn states, and thus not surprising that pooling corn 
states is more beneficial. What is interesting and significant about our findings is that 
they suggest that economic losses may be incurred as a result of not adopting the 
unrestricted pooling mechanism for the major corn states. 
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 Table 4.1 Spatial representation of data set 
State # of Counties % of Total Counties # of Obs. 
Midwestern Farm Production Region 
IA 99 19.41 4,950 
MI 41 8.04 2,050 
MO 78 15.29 3,900 
Total 218 42.74 10,900 
Plains Farm Production Region 
KS 34 6.67 1,700 
NE 82 16.08 4,100 
ND 12 2.35 600 
SD 47 9.22 2,350 
Total 175 34.32 8,750 
Southern Farm Production Region 
AL 5 0.98 250 
GA 22 4.31 1,100 
LA 9 1.76 450 
MS 13 2.55 650 
Total 49 9.5 2,450 
Atlantic Farm Production Region 
DE 3 0.59 150 
MD 16 3.14 800 
TN 38 7.45 1,900 
Total 57 11.18 2,850 
Western Farm Production Region 
CA 5 0.98 250 
MT 4 0.78 200 
OR 1 0.20 50 






Table 4.1 (Continued) 
Total 11 2.16 550 
United States
Total 510 100 25,500 
Table 4.2 Original yield data set: 1960-2009 
State Sample Mean Std. Dev. Minimum Maximum # of Obs. 
Midwestern Farm Production Region 
IA 111.88 35.43 13.29 201.57 4,950 
MI 80.38 30.06 8.364 169.34 2,050 
MO 85.43 33.12 1.464 183.96 3,900 
Plains Farm Production Region 
KS 84.53 42.14 1.51 198.04 1,700 
NE 100.85 37.99 7.00 204.23 4,100 
ND 49.64 41.86 0.12 143.18 600 
SD 56.85532 36.70455 0.18 187.90 2,350 
Southern Farm Production Region 
AL 63.28 32.79 15.57 151.07 250 
GA 65.43 35.02 2.74 209.61 1,100 
LA 78.19 44.74 8.00 178.42 450 
MS 60.32 34.88 8.05 150.75 650 
Atlantic Farm Production Region 
DE 87.99 29.17 27.03 163.99 150 
MD 80.32 30.76 5.49 170.95 800 
TN 67.80 31.99 12.69 156.56 1,900 
Western Farm Production Region 
CA 112.25 30.69 32 215 250 
MT 26.16 20.23 1.52 104.62 200 
OR 102.42 62.92 18.90 234.38 50 
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WY 74.48 31.17 8.08 120.47 50
 United States 85.61 40.52 0.12 234.39 25,500 
 
 
State\Coverage 65 75 85 90 
Midwestern Farm Production Region  
IA -5.890 (89.9) -9.548 (92.9) -13.887 (88.9) -15.067 (86.9) 
MI -1.150 (51.2) -2.104 (58.5) -3.026 (68.3) -3.148 (63.4) 
MO -0.194 (70.5) 1.813 (71.8) 3.878 (70.5) 4.890 (70.5) 
Plains Farm Production Region  
KS -74525.460 -56076.730 -43717.480 -39023.280 
(82.4) .(67.7) (64.7) (67.7) 
NE -168.367 (46.3) -120.561 (53.7) -90.516 (56.1) -79.945 (56.1) 
ND 198.624 (8.3) 172.967 (8.3) 159.377 (8.3) 153.359 (8.3) 
SD -200494.3 -150713.800 -117436.900 -104794.900 
(46.8) (53.2) (51.1) (48.9) 
Southern Farm Production Region  
AL 11.900 (20.0) 2.806 (60.0) -5.669 (80.0) -8.875 (80.0) 
GA -5.844 (72.7) -4.718 (63.6) -3.858 (68.2) -3.541 (63.6) 
LA 17.423 (44.4) 19.897 (44.4) 19.878 (44.4) 14.516 (66.7) 
MS 56.428 (7.7) 42.540 (23.1) 17.273 (38.5) 5.348 (38.5) 
Atlantic Farm Production Region  
DE 0.082 (33.3) -0.864 (100.0) -0.339 (66.7) -0.096 (66.7) 
MD -27.794 (81.3) -18.302 (81.3) -9.928 (62.5) -5.843 (68.8) 
TN -0.251 (36.8) -1.629 (47.4) -3.243 (55.3) -4.863 (55.3) 
Western Farm Production Region  
CA 3.187 (60.0) 2.986 (60.0) 7.490 (80.0) 9.379 (60.0) 
Table 4.2 (Continued) 
 
Table 4.3 Out-of-sample comparisons for the difference between MSE’s for pool and 
no-pool models across coverage levels 
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Table 4.3 (Continued) 
MT 6.937 (50.0) -3.389 (75.0) -13.076 (75.0) -16.626 (75.0) 
OR -175.977 (100.0) -161.891 (100.0) -79.430 (100.0) -56.399 (100.0) 
 WY -5.735 (100.0) -13.741 (100.0) -20.797 (100.0) -26.765 (100.0) 
US National -23468.500 -17644.600 -13750.500 -12271.400 










NOTE: The values in brackets refer to the percentage of counties in a given state that the 
pool model outperformed the no-pool model as well as percentage of all the counties that 
the pool model outperformed at the national level. 
Table 4.4 Out-of-sample comparisons for GRP insurance rates for different coverage 
levels
Loss ratio of
Coverage Program loss Loss ratio of retained Ceded to 
State level ratio ceded polices policies retained ratio 
Midwestern Farm Production Region 
IA 65 0.040 0.152 0.025 6.057
 75 0.087 0.165 0.079 2.095
 85 0.172 0.154 0.174 0.884
 90 0.265 0.468 0.237 1.975 
MI 65 0.820 1.225 0.062 19.710
 75 0.786 1.160 0.103 11.286






Table 4.4 (Continued) 
90 0.933 1.133 0.503 2.251 
MO 65 0.631 1.051 0.480 2.192 
75 0.711 1.161 0.5704 2.036
 85 0.787 1.075 0.7129 1.507
 90 0.820 1.073 0.767 1.399 
Plains Farm Production Region 
KS 65 0.866 2.824 0.3724 7.5864
 75 0.929 1.9834 0.516 3.846
 85 0.860 1.776 0.5696 3.119
 90 0.842 1.433 0.6784 2.112 
NE 65 0.537 0.894 0.196 4.558
 75 1.362 2.100 0.324 6.484
 85 1.203 1.686 0.502 3.359
 90 0.909 1.082 0.649 1.668 
ND 65 0.245 0.264 0.190 1.386
 75 0.236 0.222 0.275 0.806
 85 0.264 0.239 0.332 0.718





Table 4.4 (Continued) 
SD 65 0.576 0.680 0.244 2.786
 75 0.579 0.665 0.302 2.199
 85 0.619 0.694 0.361 1.925
 90 0.647 0.704 0.433 1.626 
Southern Farm Production Region 
AL 65 0.648 0.699 0.428 1.632 
75 0.958 1.036 0.648 1.600
 85 1.013 1.075 0.765 1.404 
90 1.021 1.075 0.801 1.342 
GA 65 0.851 1.325 0.371 3.570
 75 0.860 1.182 0.530 2.230
 85 0.870 1.028 0.700 1.474
 90 0.888 1.058 0.723 1.463 
LA 65 2.680 2.797 0.000 omitted
 75 1.237 1.339 0.000 omitted
 85 0.965 1.029 0.642 1.602
 90 0.996 1.062 0.685 1.551 






Table 4.4 (Continued) 
75 1.185 1.284 0.000 omitted
 85 1.261 1.293 0.158 8.174
 90 1.246 1.262 0.424 2.977 
Atlantic Farm Production Region 
DE 65 0.339 0.388 0.00 omitted
 75 0.975 1.586 0.254 6.248
 85 1.128 1.292 0.990 1.305
 90 1.110 1.187 1.064 1.116 
MD 65 1.727 2.171 0.715 3.037
 75 2.191 2.996 1.122 2.671
 85 1.402 1.819 1.126 1.615
 90 1.300 1.597 1.095 1.459 
TN 65 1.082 1.308 0.144 9.098
 75 0.954 1.096 0.234 4.681
 85 1.032 1.089 0.569 1.913
 90 1.051 1.090 0.728 1.499 
Western Farm Production Region 





Table 4.4 (Continued) 
75 13.921 25.809 2.0325 12.698
 85 3.604 5.772 1.436 4.018
 90 2.367 3.273 1.461 2.241 
MT 65 1.262 1.262 0.000 omitted
 75 1.208 1.208 0.000 omitted
 85 1.201 1.201 0.000 omitted
 90 1.183 1.183 0.000 omitted 
OR 65 5.888 9.406 0.023 404.429
 75 4.534 7.338 0.932 7.867
 85 3.380 5.045 1.239 4.071
 90 3.125 4.462 1.407 3.172 
WY 65 0.000 omitted omitted omitted
 75 0.001 omitted omitted omitted
 85 0.164 omitted omitted omitted
 90 0.239 omitted omitted omitted 
NOTE: All places denoted ‘omitted’ imply that it is computationally impossible to 
calculate the corresponding values. We acknowledge that this is due to insufficient 























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































SUMMARY AND CONCLUSIONS 
This research examines the spatial pattern of yield distributions and derives 
relevant implications for the U.S. crop insurance program using annual county-level corn 
yield data spanning 1955 to 2009. For each county, (1) identify other counties that have
similar yield distributions, and (2) utilize findings from (1) to improve the accuracy of 
crop insurance rates.
The empirical framework utilizes a variety of econometric models, including 
linear splines, robust M-estimation, and seemingly unrelated regression. Our approach 
can broadly be organized as follows. First, systematic influences such as trend and 
heteroskedasticity are respectively controlled for in the yields. Second, the moments of 
demeaned, detrended and homoscedastic yields are compared via sequential hypothesis 
tests to construct county-by-county pools. Third, out of-sample forecasting exercises are 
carried out to demonstrate the benefits of pooling yields for the county-level Group Risk 
Plan (GRP) insurance rating.
The main findings are as follows. First, we find an interesting pattern that
emerges across alternative pooling criteria for hypothesis tests. Specifically, the 
distribution of pools is sensitive to the pooling criteria, and increasing the significance 
level generates a more restrictive criteria and thus smaller pools. Second, we find 






far as 2,500 miles apart. This suggests that it may be inappropriate to restrict the pooling 
of yields to state boundaries. Third, focusing on results from major corn states, the out-
of-sample exercises suggest that our proposed pooling framework out-predicts 
indemnities relative to a no-pooling alternative. Results also support the hypothesis that 
economic losses may be incurred as a result of not adopting our unrestricted pooling 
mechanism. These exercises bring to light the potential actuarial benefits that can be 
derived from the pooling of yields without imposing boundary restrictions. 
The findings from this research have important empirical and policy implications
for accurate modeling of yield distributions, and vis-à-vis the rating of crop insurance 
products. Past studies or actuarial works tend to rate insurance products by assessing the 
probabilities of bad and/or good outcomes either without pooling yields or limiting the
pooling of yields to state boundaries. The former is a common approach in the crop 
insurance literature while the latter is a current approach utilized by the USDA-Risk 
Management Agency (RMA). In particular, this research provides a valid or credible 
mechanism and more tractable framework for pooling yields. Another contribution of this 
research in the crop insurance literature is the proposed two-step pooled seemingly 
unrelated regression (SUR). This approach overcomes most of the major limitations of 
current yield models, specifically the parametric models which require ex ante
distributional assumptions. 
The importance of this pooling exercise across state boundaries offers a viable 
approach for insurance rating of specialty crops in the United States. The production of 
specialty crops e.g. peanut, blueberries and in general fruits and vegetables is scatted and 
marked by low production pockets. In many cases target producing counties do not adjoin 
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to other producing counties within states. Therefore there is little information for the 
accurate rating of insurance products that are offered for these specialty crops. In this 
case, our unrestricted pooling mechanism provides an important alternative. 
This research is characterized by special features and some limitations, and thus a 
relaxation of these provides avenues for future research. First, this research was limited to 
only the county-level based GRP insurance product. An extension of this to several other 
crop insurance products may be desirable to further quantify potential efficiency gains. 
Second, this research focuses on corn, and thus subsequent research in this direction 
should consider the analysis of different crops. Third, our analysis suffers from an 
inadequate representation of counties for some states. Further studies should consider 
using a larger number of counties, but we point out that this would come at the expense 
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