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A boundary transfer matrix formulation allows to calculate the Loschmidt echo for one-
dimensional quantum systems in the thermodynamic limit. We show that nonanalyticities in the
Loschmidt echo and zeros for the Loschmidt amplitude in the complex plane (Fisher zeros) are
caused by a crossing of eigenvalues in the spectrum of the transfer matrix. Using a density-matrix
renormalization group algorithm applied to these transfer matrices we numerically investigate the
Loschmidt echo and the Fisher zeros for quantum quenches in the XXZ model with a uniform
and a staggered magnetic field. We give examples—both in the integrable and the nonintegrable
cases—where the Loschmidt echo does not show nonanalyticities although the quench leads across
an equilibrium phase transition, and examples where nonanalyticities appear for quenches within
the same phase. For a quench to the free fermion point, we analytically show that the Fisher zeros
sensitively depend on the initial state and can lie exactly on the real axis already for finite system
size. Furthermore, we use bosonization to analyze our numerical results for quenches within the
Luttinger liquid phase.
PACS numbers: 05.70.Ln,64.70.Tg,75.10.Pq
I. INTRODUCTION
The time evolution of a quantum system is governed
by a unitary operator U(t). As a consequence, the evo-
lution of a quantum state in time, |Ψ(t)〉 = U(t)|Ψ0〉,
where |Ψ0〉 is the initial state, can be reversed |Ψ0〉 =
U†(t)|Ψ(t)〉. The question how stable such a time rever-
sal is with respect to small perturbations is of fundamen-
tal importance to understand decoherence, which leads
to the emergence of classical behavior and sets limits for
quantum computation.1,2 For a many-body system, one
might expect on general grounds an inherent instability
related to the dynamical complexity of the problem and
quantum chaos.3–5
A measure of the stability of time reversal is the
Loschmidt echo defined by6
L(t) = |〈Ψ0|eiH(g1)te−iH(g0)t|Ψ0〉|2. (I.1)
Here, H(g) is a time-independent Hamiltonian which is a
function of a microscopic parameter g whose value is as-
sumed to change from g0 during the forward time evolu-
tion to g1 during the backward time evolution. L(t) thus
is nothing but the fidelity between the state time-evolved
with H(g0) and the state time-evolved with H(g1).7 An
advantage of the Loschmidt echo in comparison to many
other quantum information measures is that it is acces-
sible experimentally, for example, by nuclear magnetic
resonance.8,9
In this paper, we are interested in the recent idea to
use the Loschmidt echo to study and classify quenches
in closed quantum systems. We concentrate on the case
where |Ψ0〉 is the ground state of H(g1). In this case, the
Loschmidt echo reduces to
L(t) = |〈Ψ0|e−iHt|Ψ0〉|2, (I.2)
where we have set H ≡ H(g0). The Loschmidt echo can
be calculated exactly for bilinear Hamiltonians such as
the transverse Ising model.10,11 In Ref.11, it has been,
furthermore, pointed out that the Loschmidt amplitude
Z(z) has the form of a partition function with boundaries
fixed by the initial state,
Z(z) = 〈Ψ0|e−zH |Ψ0〉 , (I.3)
with z ∈ C. Here, a general complex parameter z allows
to investigate the analytic structure of Z(z) in the whole
complex plane.
The motivation for such an approach are studies of the
analytic properties of the thermodynamic grand canoni-
cal partition function Zth(β, µ) = Tr e−β(H−µN) for com-
plex fugacity z˜ = exp(βµ) (β is real) or of the canoni-
cal partition function Zth(β) = Tr e−βH for complex in-
verse temperature β, which have helped to understand
and classify phase transitions.12 For β and z˜ real, the
grand canonical partition function is a sum of positive
terms and thus strictly positive. Furthermore, Zth is a
sum of analytic terms and therefore an analytic function
for any finite system size. Phase transitions, signalled
by nonanalyticities in the corresponding thermodynamic
potential, can therefore only occur in the thermodynamic
limit. In this limit, zeros in the complex z˜ or complex β
plane will close in on the real axis at the transition point
so that the thermodynamic potential becomes nonana-
lytic.
The grand canonical partition function Zth(β, µ) is a
polynomial in the complex fugacity z˜ with roots which
appear in complex conjugated pairs. At the transition
temperature Tc = 1/βc these roots close in on the real
axis and the density of roots determines the order of the
phase transition. For the Ising model in a magnetic field
B, Lee and Yang showed that the Lee-Yang zeros z˜j of the
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2partition function for complex fugacity z˜ = exp(−2B/T )
lie on the unit circle, |z˜j | = 1.13,14 One of the corol-
laries of this circle theorem is that phase transitions at
a fixed temperature T can only occur at zero magnetic
field. A convenient way to determine the positions of the
Lee-Yang zeros in the complex plane is to use a transfer
matrix formulation. In this framework, the occurrence of
zeros in the partition function is equivalent to a matching
condition for the modulus of the two largest eigenvalues
of the transfer matrix, |Λ0(z˜)| = |Λ1(z˜)|.15,16
In 1965, Fisher suggested to study alternatively the
zeros of the canonical partition function in the com-
plex inverse temperature plane.17 He showed that for the
two-dimensional Ising model without magnetic field, the
Fisher zeros also lie on a unit circle. Later, it was however
realized that this is the exception rather than the rule and
that no statement equivalent to the Yang-Lee circle the-
orem can be made.18 In general, the Fisher zeros can, in
addition to forming smooth curves, also densely occupy
entire regions of the complex plane. The fundamental
difference to the Lee-Yang study of zeros in the complex
fugacity plane is that the canonical partition function is
not a simple polynomial in the complex parameter β.
Many of these arguments can be transferred straight-
forwardly to a study of the boundary partition function,
Eq. (I.3). The Fisher zeros zj will again determine the
points where the potential
f(z) = − lim
N→∞
1
N
lnZ(z) (I.4)
shows nonanalyticities. If such zeros close in on the imag-
inary axis, zj → itj , nonanalyticities will also occur in the
real time evolution of the quantum system and might be
understood as indicating a dynamical phase transition.11
However, it is important to note that Z(it), contrary to
Zth, is not a strictly positive function so that Z(it) = 0
is possible even for a finite system. An interpretation
as a dynamical phase transition has been supported by
analytic results for the one-dimensional transverse Ising
model showing that the Fisher zeros form lines in the
complex plane which cross the imaginary axis z = it
only if the quench leads across the equilibrium quantum
critical point.11 Similarly, numerical calculations for one-
dimensional generalized Ising models19 seem to suggest
that the return rate
l(t) = f(it) + f(−it) = − lim
N→∞
1
N
lnL(t) (I.5)
has nonanalyticities only for quenches across a quantum
critical point. As in the two-dimensional Ising case stud-
ied by Fisher one might, however, wonder how general
these results are given that the boundary partition func-
tion Z(z) is not a simple polynomial in z.
Even for integrable models that cannot be mapped
onto free fermions such as the transverse Ising model, it
might be still possible to investigate the Loschmidt echo
analytically in certain cases by considering the transfer
matrix for the boundary partition function Z(z). In-
deed, it has been recently shown that an analytic result
for the Loschmidt echo at imaginary times can be ob-
tained for specific quenches in the XXZ model by apply-
ing the Bethe ansatz to the boundary transfer matrix.20
However, an analytic continuation has so far only been
possible for small times. Furthermore, such an approach
seems to be restricted to initial states which are products
of local two-site states.
Another recent approach is based on rewriting the
Loschmidt echo as a trace over a density matrix.21 For a
finite system, we can write down a spectral representa-
tion of the Loschmidt amplitude
Z(z) =
∑
n
|〈Ψ0|n〉|2e−zEn = Tr{ρdiage−zH} , (I.6)
where {|n〉} are the eigenstates of H, En the correspond-
ing eigenenergies, and the diagonal ensemble is defined
as
ρdiag =
∑
n
|〈Ψ0|n〉|2|n〉〈n| . (I.7)
From the spectral representation (I.6) one can easily ob-
tain the long-time average of the Loschmidt echo for finite
systems
L ≡ lim
s→∞
1
s
∫ s
0
L(t) dt =
∑
n
|〈Ψ0|n〉|4 . (I.8)
Note that this is not simply the fidelity between the
initial state and the ground state of the final Hamilto-
nian, but rather involves a sum over all eigenstates of
the final Hamiltonian. In Ref.21, the diagonal ensemble
in (I.6) was replaced by the generalized Gibbs ensem-
ble ρGGE which is a function of all the local conserva-
tion laws.22 For a nonintegrable system the generalized
Gibbs ensemble reduces to the canonical or grand canon-
ical ensemble.23 While it was shown in Ref.21 that the
Loschmidt echo for the transverse Ising model remains
the same up to a factor 2 if this replacement is used,
such a relation will not hold in general. The ’Loschmidt
echo’ with ρdiag → ρGGE is a different quantity which we
will not consider here.
Our paper is organized as follows: In Sec. II we de-
scribe the similarities and differences between the ther-
mal partition function and the Loschmidt amplitude on
the level of transfer matrices. Based on this representa-
tion we formulate a numerical algorithm which allows to
calculate Z(z) directly in the thermodynamic limit. Fur-
thermore, we have access to the spectrum of the transfer
matrix and show that nonanalyticities in l(t) are a conse-
quence of a crossing of the leading with the next leading
eigenvalue. In Sec. III we give the Hamiltonian of the
one-dimensional XXZ model in a uniform and staggered
field which is the model we consider in the rest of the pa-
per. This model is integrable if the staggered field is zero
and nonintegrable otherwise. We recapitulate the phase
diagram that includes first and second orders, as well as
Berezinksy-Kosterlitz-Thouless transitions. For specific
3quenches to the free fermion point, the Fisher zeros and
the Loschmidt echo can be calculated analytically. We
use the analytic solution in these cases to discuss the
structure of the Fisher zeros and its dependence on the
initial state. Furthermore, we use bosonization to ob-
tain analytical results for quenches within the Luttinger
liquid phase and discuss the applicability of this approxi-
mation by comparing with numerical data. The results of
both analytical approaches are presented in Sec. IV. In all
other cases we rely solely on numerical calculations using
the transfer matrix approach introduced in Sec. II. We
present, in particular, a comparison between quenches
across different quantum critical lines in the XXZ model
in Sec. V and give examples for nonanalytic behavior in
l(t) for quenches which stay in the same phase. The gen-
eral conclusions which can be drawn from our analysis
are discussed in the final section.
II. THE TRANSFER MATRIX APPROACH
We will first briefly revisit the transfer matrix approach
to calculate the thermodynamics of one-dimensional
quantum systems discussing, in particular, the crossing
of eigenvalues in the spectrum of the transfer matrix. In
a second step, we will extend this approach to the bound-
ary partition function Z(z).
A. The finite temperature formalism
A one-dimensional quantum model at finite temper-
atures can be mapped onto a two-dimensional classical
model with the second dimension being given by the in-
verse temperature β (imaginary time). In practice, such
a mapping is achieved by a Trotter-Suzuki decomposition
of the partition function24–26
Zth = Tr e−βH = lim
M→∞
Tr
(
e−δβH
)M
(II.1)
with β = δβ · M fixed. The infinitesimal evolution in
imaginary time can now be treated as a classical object
and for a Hamiltonian with nearest-neighbor interactions,
H =
∑
j hj,j+1, the partition function becomes
Zth = lim
M→∞
TrL
τ1,21,2 τ2,32,3 · · · τM−1,M1,2 τM,12,3︸ ︷︷ ︸
Tth

L/2
, (II.2)
where L is the system size and we have assumed peri-
odic boundary conditions in the spatial direction (trace
“TrL”). In the imaginary time direction we have M time
slices and also periodic boundary conditions. The geom-
etry of the classical system is therefore that of a torus as
shown in Fig. 1(a).
The quantum transfer matrix Tth is two columns wide
and evolves along the spatial direction. It consists of
Boltzmann weights
FIG. 1: (Color online) (a) Torus geometry obtained af-
ter mapping a one-dimensional quantum system at finite
temperatures with periodic boundary conditions to a two-
dimensional classical model. (b) Cylinder geometry required
to calculate the Loschmidt amplitude. The upper and lower
ends of the cylinder are fixed by the initial state |Ψ0〉.
τk,li,j = [exp(−δβhi,j)]lk (II.3)
with k, l ∈ {1, · · · ,M} indices labeling the sites of the
two-dimensional model in imaginary time direction, and
i, j ∈ {1, · · · , L} indices labeling the sites in the spatial
direction. We can now calculate the trace in the left
and right eigenbasis {〈φLn |} and {|φRn 〉} of the (M ×M)
transfer matrix Tth and find
Zth = lim
M→∞
[
Λ
L/2
0
M−1∑
n=0
(
Λn
Λ0
)L/2]
, (II.4)
where |Λ0| ≥ |Λ1| ≥ · · · ≥ |ΛM−1| are the eigenvalues
of Tth ordered in magnitude and we have assumed that
L is even. For the following discussion, it is crucial to
note that the eigenvalues Λi(β) will always be continuous
functions of inverse temperature β if we follow their evo-
lution without reordering them according to their modu-
lus at every imaginary time step. For any finite system
size L the partition function Zth, as defined in (II.4), will
therefore be an analytic function. However, in the ther-
modynamic limit, L → ∞, the partition function will
be completely determined by the largest eigenvalue Λ0
giving rise to a free energy
fth = − lim
L→∞
T
L
lnZth = −T
2
ln Λ0 . (II.5)
Since eigenvalues can cross, this opens up the possibility
for nonanalyticities. To understand the physical meaning
of such crossings in the spectrum of the transfer matrix,
one has to consider two-point correlation functions be-
tween two operators A and B given at distances r ≥ 2
by
〈A1Br+1〉 = Tr{A1Br+1e−βH}/Zth (II.6)
= Tr{Tth(A1)T [r/2]−1th Tth(Br+1)TL/2−[r/2]−1th }/TrTL/2th
L→∞→ 〈φL0 |Tth(A1)T [r/2]−1th Tth(Br+1)|φR0 〉/Λ[r/2]+10
=
∑
n
〈φL0 |Tth(A1)|φRn 〉〈φLn |Tth(Br+1)|φR0 〉
Λ0Λn
(
Λn
Λ0
)[r/2]
,
where [r/2] denotes the largest integer smaller than r/2.
Tth(A) and Tth(B) are transfer matrices as defined in
4(II.2) with the operator A or B inserted at the appropri-
ate position. The correlation function therefore has the
asymptotic expansion
〈A1Br+1〉 = 〈φ
L
0 |Tth(A1)|φR0 〉〈φL0 |Tth(Br+1)|φR0 〉
Λ20
+
∑
n≥1
Mneiknre−r/ξn , (II.7)
with matrix elements
Mn =
〈φL0 |Tth(A1)|φRn 〉〈φLn |Tth(Br+1)|φR0 〉
Λ0Λn
, (II.8)
wave vectors
kn =
1
2
arg
(
Λn
Λ0
)
+ lpi (l = 0 or l = 1) , (II.9)
and correlation lengths
ξ−1n =
1
2
ln
∣∣∣∣Λ0Λn
∣∣∣∣ . (II.10)
A crossing of a next-leading eigenvalue Λn with the lead-
ing eigenvalue Λ0 thus implies a diverging correlation
length ξn. For one-dimensional quantum systems there
are no finite temperature phase transitions so that this
will never happen and a gap between the leading and
next-leading eigenvalue will persist for any finite tem-
perature. A divergence of correlation lengths will only
occur in the limit T → 0 when approaching a quan-
tum critical point or line. However, crossovers in the
spectrum between eigenvalues Λi and Λj with i, j > 0
are possible and lead to nonanalyticities in the corre-
lation lengths. Such nonanalyticities have been ana-
lyzed in detail using the quantum matrix approach and
Bethe ansatz for the integrable XXZ model27 and by nu-
merical density-matrix renormalization group methods
for transfer matrices (TMRG)28–30 for the nonintegrable
t−J chain,31,32 spin-orbital models,33–35 and an extended
Hubbard model.36
B. The Loschmidt echo
The finite temperature formalism described above can
be straightforwardly generalized to a calculation of the
Loschmidt amplitude Z(z) defined in Eq. (I.3). There
are only two modifications: (1) Instead of performing
a Trotter-Suzuki decomposition for the imaginary time
evolution operator e−βH we now have to do such a de-
composition for the evolution operator e−zH with an ar-
bitrary complex number z. (2) The geometry is different.
Instead of a torus we now have to consider a cylinder with
the boundaries in the z-direction fixed by the initial state
|Ψ0〉 as shown in Fig. 1(b).
In complete analogy to Eq. (II.2) we obtain
Z(z) = lim
M→∞
TrL T
L/2
, (II.11)
where the trace is taken along the spatial direction due to
the assumed periodic boundary conditions. The quantum
transfer matrix T now has boundary degrees of freedom
fixed by the initial configuration |Ψ0〉,
T = τ˜1,21,2 τ
2,3
2,3 · · · τM−1,M1,2 τ˜M,M+12,3 , (II.12)
with weights τk,li,j as given in Eq. (II.3) with δβ → δz.
The first and last weight τ˜ are, however, modified with
matrixelements
τ˜1,21,2 = 〈s11s12| exp(−δzh1,2)|s21s22〉 , (II.13)
where the degrees of freedom s11 and s12 are fixed by the
initial state |Ψ0〉. τ˜M,M+12,3 is defined analogously.
For the boundary partition function Z(z) the formula
(II.4) thus applies as well with the eigenvalues Λi of the
thermal transfer matrix Tth replaced by the eigenvalues
Λi of the boundary transfer matrix T . If we order these
eigenvalues again by magnitude, |Λ0| ≥ |Λ1| ≥ · · · ≥
|ΛM−1|, then the return rate f(z) defined in Eq. (I.4) is
given in the thermodynamic limit by
f(z) = −1
2
lim
M→∞
ln Λ0 . (II.14)
However, there is now no longer necessarily a gap be-
tween the largest and next-leading eigenvalues. Cross-
ings are possible which can make Λ0(z) and thus f(z) a
nonanalytic function. In order to find the lines where the
Fisher zeros accumulate in the thermodynamic limit we
therefore have to find the z0 values for which
|Λ0(z0)| = |Λk(z0)| and |Λ0(z0 ± δ)| 6= |Λk(z0 ± δ)|
(II.15)
with |δ|  1. In this case, we have two regions where
either Λ0 or Λk dominate with the matching condition
(II.15) leading to a nonanalyticity in f(z). Note that
in both regions the largest eigenvalue can be degenerate.
Only a true crossing—not a degeneracy—leads to non-
analytic behavior. Alternatively, we can understand the
crossing of two eigenvalues as a divergence of a correla-
tion length
ξ
−1
k =
1
2
ln
∣∣∣∣Λ0Λk
∣∣∣∣ . (II.16)
In this sense, the crossing is indeed indicating a dynam-
ical phase transition. Finally, we want to explicitly give
the formula for the return amplitude in the thermody-
namic limit,
l(t) = f(it) + f(−it) = −1
2
ln |Λ0|2. (II.17)
In the next section we describe a numerical algorithm
to calculate the boundary transfer matrix T . Using
Eqs. (II.15) and (II.17) we can then determine numer-
ically the Fisher zeros and the return amplitude for
any translationally invariant one-dimensional model with
short-range interactions directly in the thermodynamic
limit.
5C. The numerical implementation
For the numerical simulations, we use the light cone
renormalization group (LCRG) algorithm introduced in
Ref.37. Working in the thermodynamic limit, we have
direct access to the transfer matrix T , from which we
can calculate the largest eigenvalues Λn using an iter-
ative Lanczos eigensolver. The LCRG algorithm was
originally introduced to calculate expectation values of
observables O following a quantum quench, 〈O(t)〉 =
〈Ψ0|eiHtOe−iHt|Ψ0〉. In this case the corresponding two-
dimensional classical model has the form of a light cone
with Boltzmann weights of the forward and backward
time evolution canceling outside of the light cone which
has the operator O at its center. No such structure ex-
ists for the Loschmidt amplitude where only the evolu-
tion operator forward in time is present. The transfer
matrix in the LCRG algorithm, which evolves along the
horizon of the light cone, can nevertheless still be used
to construct a two-dimensional lattice which is infinite
in the spatial direction and the relation (II.14) remains
valid. Alternatively, one can use an infinite time evolv-
ing block decimation (iTEBD) algorithm38 to construct
the transfer matrix T . This method has been used to
calculate l(t) in the thermodynamic limit for generalized
Ising models in Ref.19. However, in this work only the
real-time evolution has been considered while we will use
a general complex parameter z in the evolution operator
which gives us, in addition, also access to the Fisher zeros
in the complex plane.
The ground state of the initial Hamiltonian is obtained
in our algorithm by applying an imaginary time evo-
lution e−βH to an arbitrary state. For gapped initial
Hamiltonians, we have e−βH = |Ψ0〉〈Ψ0| + O(e−β∆),
with ∆ = E1 − E0 the energy gap. In this case the
convergence is fast once imaginary times β  1/∆ are
reached. For an initial state in a gapless phase, this pro-
jection method is much more problematic and can be the
source of significant numerical errors.39 In the integrable
case, we will check the convergence by comparing with
the exact ground-state energy.40 The projection onto the
ground state is followed by the standard time evolution
with U(z) = e−zH , where z = R+ it is a complex param-
eter. All simulations are carried out using an adaptive
block dimension of up to χ = 768 states such that the dis-
carded weight at each step remains smaller than 10−15.
We can, in addition, get an upper bound on the possi-
ble simulation time tmax by calculating the entanglement
entropy Sent. For a block dimension χ, the maximal en-
tanglement entropy which can be represented is given by
Smaxent = lnχ. Since Sent(t) = ct with a constant c, we can
easily determine tmax by the condition ctmax = Smaxent and
we make sure that in our simulations t is always much
smaller than tmax.
To show that it is indeed possible to determine the
lines of Fisher zeros using the condition (II.15) and the
LCRG algorithm, we consider the one-dimensional trans-
verse Ising model
-2 -1 0 1
R
0
5
10
it
FIG. 2: Lines of Fisher zeros in the complex plane, z = R+it,
for a quench g = 0.4 → 1.3 in the transverse Ising model
(II.18). The exact results11 (lines) are compared with nu-
merical scans through the complex plane using the LCRG
algorithm (circles).
H = −1
2
∑
i
σzi σ
z
i+1 +
g
2
∑
i
σxi (II.18)
where an analytical solution can be obtained.10,11 In
Fig. 2, the analytical result taken from Ref.11 is com-
pared with numerical data obtained by the LCRG algo-
rithm for a quench across the quantum phase transition
at g = 1, showing excellent agreement.
III. THE MODEL
In order to exemplarily investigate the Fisher zeros, the
nonanalyticities in the Loschmidt echo, and their relation
to equilibrium quantum phase transitions, we consider
quenches in a spin-1/2 XXZ model given by
H = J
∑
j
{
1
2
[S+j S
−
j+1 + S
+
j+1S
−
j ] + ∆S
z
j S
z
j+1
}
+
∑
j
(
h+ (−1)jhst
)
Szj . (III.1)
Here J is the exchange coupling constant, ∆ parametrizes
the exchange anisotropy, h is a uniform, and hst is a stag-
gered magnetic field. We will concentrate on investigat-
ing the model for the following two cases: (I) hst = 0. In
this case, the model is integrable by Bethe ansatz. The
phase diagram, shown schematically in Fig. 3(a), consists
of a ferromagnetic (FM), a Luttinger liquid (LL), and an
antiferromagnetic (AFM) phase.40 The phase transitions
are of first, second, and Berezinsky-Kosterlitz-Thouless
(BKT) type as indicated in Fig. 3(a). (II) h = 0 and
hst 6= 0. In this case, the model is not integrable. Again,
we have FM, LL, and AFM phases, separated by first-
6-1 1
h
1
FM
LL
AFM
1st order
2nd order
BKT
hst
-1
FM
LL
AFM
BKT1st order
2nd order
(a) (b)
FIG. 3: Schematic phase diagrams for the Hamiltonian (III.1)
for (a) the integrable case hst = 0, and (b) the nonintegrable
case with staggered field but h = 0. The phase diagrams
consist of gapped ferromagnetic (FM) and antiferromagnetic
(AFM) phases as well as a gapless Luttinger liquid (LL) phase.
In (a), the transition at ∆ = 1 and h = 0 is of Berezinsky-
Kosterlitz-Thouless (BKT) type, while in (b), the whole line
between AFM and LL phase is a BKT transition.
order, second-order, and BKT transitions as indicated in
the schematic phase diagram in Fig. 3(b).41,42
It is clear right from the start that the Loschmidt echo
is trivial for certain quenches across those phase transi-
tions. First, this is always the case for quenches start-
ing in the FM phase because the ferromagnetic state
is always an eigenstate of the Hamiltonian (III.1). No
matter what parameters we choose for the final Hamil-
tonian, we will always obtain |Z(z)| ≡ 1. Further-
more, |Z(z)| is also always equal to one if we only
quench the uniform magnetic field, hini → hfin, be-
cause [H,
∑
j S
z
j ] = 0. There is thus no direct corre-
spondence between the zero temperature phase transi-
tions and nonanalyticities in the Loschmidt echo in gen-
eral. In Sec. V we will even show that nonanalytici-
ties in the Loschmidt echo can occur for this model for
quenches which do not cross any of the transition lines.
In the following, we will denote the quench from a given
set of initial to some final microscopic parameters by
(∆ini, hini, hst,ini)→ (∆fin, hfin, hst,fin) and set J = 1.
IV. ANALYTICAL RESULTS FOR BILINEAR
HAMILTONIANS
Before numerically investigating the model (III.1), first
we want to discuss cases where we can exactly calculate
Z(z) or where we might be able to approximate the exact
time evolution by that of a bilinear Hamiltonian obtained
by bosonization.
A. Free fermion case
For ∆ = 0, we can map the Hamiltonian (III.1) to a
free fermion Hamiltonian using the Jordan-Wigner trans-
formation
S+j = (−1)jc†jeipiφj , S− = (−1)jcje−ipiφj , Szj = nj − 1/2
(IV.1)
with nj = c
†
jcj = S
+
j S
−
j , φj =
∑j−1
l=1 nl, where cj (c
†
j) are
annihilation (creation) operators of spinless fermions at
site j. In the following we assume that the spin chain has
an even number of lattice sites N and periodic boundary
conditions. Equation (IV.1) then leads to the following
fermionic Hamiltonian
H0 = −J
2
N−1∑
j=1
(c†jcj+1 + h.c.)− eipiM (c†Nc1 + h.c.)

+
N∑
j=1
[h+ (−1)jhst](nj − 1/2) (IV.2)
where M =
∑N
j=1 nj is the total particle number. Note
that the boundary conditions for the fermions are only
periodic ifM is odd. Otherwise there is a phase shift.43 In
order to diagonalizeH0 we can define a Fourier transform
as
cj =
1√
N
N∑
n=1
e−ij(kn+a) (IV.3)
where kn = 2pin/N , a = pi/N for M even, and a = 0 for
M odd, leading to
H0 =
N∑
n=1
(εkn − h)c†knckn − hst
N∑
n=1
c†knckn+N/2
=
N/2∑
n=1
[(εkn − h)c†knckn − (εkn + h)d
†
kn
dkn ]
− hst
N/2∑
n=1
[c†kndkn + d
†
kn
ckn ] (IV.4)
with εkn = −J cos(kn + a) . In the second and third
lines, we have introduced new operators dkn by folding
the band back into a reduced Brillouin zone. This bilinear
Hamiltonian can now easily be diagonalized by a rotation
H0 =
N/2∑
n=1
[(√
ε2kn + h
2
st − h
)
α†knαkn (IV.5)
−
(√
ε2kn + h
2
st + h
)
β†knβkn
]
.
Note that the rotation needed to diagonalize the Hamilto-
nian is a function of the microscopic parameters J, h, hst.
Now we can consider various quenches in the free
fermion model (IV.5) by changing these parameters. We
start with a particularly simple case where the initial
state |Ψ0〉 is the ground state of H0 with J = h = 0
and hst 6= 0. This is nothing but a Néel state that we
can express as |Ψ0〉 =
∏
n β
†
kn
|0〉 using the operators de-
fined in (IV.5). As the final Hamiltonian we take the
Hamiltonian in (IV.4) for h = hst = 0, which is already
diagonal. In this case the relation between the old and
new operators is particularly simple:
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FIG. 4: (Color online) The return rate l(t), Eq. (IV.8), for a
system with N = 120 sites. l(t) diverges at times tc given by
Eq. (IV.9).
ckn =
1√
2
(αkn + βkn), dkn =
1√
2
(αkn − βkn). (IV.6)
The time evolution of the initial state is now trivially
given by
e−zH |Ψ0〉 = 1√
2
N/2∏
n=1
[(
e−zεkn c†kn − ezεknd
†
kn
)]
|0〉
(IV.7)
and the Loschmidt amplitude becomes Z(z) =∏
n cosh(zεkn). For the return rate this yields
l(t) = − 1
N
N/2∑
n=1
ln cos2(tεkn) (IV.8)
N→∞→ − 1
2pi
∫ pi/2
−pi/2
dk ln cos2(tεk).
Here we want to emphasize again an important difference
to the thermal partition function. While Zth(z) can never
have zeros on the real axis, the Loschmidt amplitude Z(z)
can become zero for z = it. This simply means that the
time evolved state has become orthogonal to the initial
state. From (IV.8), we see that this indeed happens for
the considered quench and finite system size N at times
tc =
pi
2εkn
(2m+ 1), m ∈ Z, n = 0, · · · , N − 1. (IV.9)
At these times, the return rate l(t) diverges, see Fig. 4.
In the thermodynamic limit, however, only cusps in the
return rate l(t) remain. The integral in (IV.8) is domi-
nated by contributions from the band edge, k ≈ 0, and
cusps occur if cos(t cos(k = 0)) = 0, i.e., at times
tc =
pi
2
(2m+ 1) (IV.10)
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FIG. 5: (Color online) The return rate l(t) in the thermody-
namic limit, Eq. (IV.8) (dashed line), the two contributions
contributions in Eq. (IV.13) shown separately (dashed and
dotted lines), and the minimum of these two contributions
(solid line).
as shown in Fig. 5 (dashed line).
The location of the Fisher zeros depends, however, very
sensitively on the initial state. For the Néel state chosen
above the zeros all lie on the real time axis. This changes
completely if we consider the symmetric combination of
the two possible Néel states, i.e.,
|Ψ0〉 = 1√
2
(∏
n
β†kn +
∏
n
α†kn
)
|0〉 . (IV.11)
In this case the Loschmidt amplitude becomes
Z(z) =
∏
n
cosh(zεkn) +
∏
n
sinh(zεkn) . (IV.12)
In the thermodynamic limit, always one of the two con-
tributions dominate depending on the parameter z. The
return rate is, in particular, given by
l(t) = − 1
2pi
min
{∫ pi/2
−pi/2
dk ln cos2(tεk) , (IV.13)
∫ pi/2
−pi/2
dk ln sin2(tεk)
}
and is shown in Fig. 5 (solid line). Fisher zeros in the
complex plane occur if the two contributions in (IV.13),
taken as function of the complex parameter z = R + it,
are of equal magnitude and are therefore determined by
0 =
∫ pi/2
0
dk ln | tanh(zεk)|2 . (IV.14)
A plot of the Fisher zeros for this quench, obtained by
numerically solving (IV.14), is shown in Fig. 6. The sep-
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FIG. 6: Lines of Fisher zeros obtained by Eq. (IV.14) for
the quench from the symmetric Néel state (IV.11) to the
free fermion point (solid lines), and Fisher zeros at times tc,
Eq. (IV.10), for the quench from the polarized state (sym-
bols).
arate Fisher zeros at real times tc given by Eq. (IV.10)
for the quench from the Néel state thus turn into closed
lines in the complex plane if we instead quench from the
superposition of Néel states, Eq. (IV.11).
B. Bosonization in the Luttinger liquid phase
A one-dimensional quantum system with gapless exci-
tations can be described at low energies as a Luttinger
liquid44
Hb = vF
∑
q>0
q
{(
1 +
g4
2pivF
)[
b†RqbRq + b
†
LqbLq
]
+
g2
2pivF
[
b†Rqb
†
Lq + bLqbRq
]}
. (IV.15)
Here vF is the Fermi velocity, and the bosonic opera-
tors bR/L,q describe the right/left moving collective ex-
citations with momentum q. g2,4 are forward scattering
amplitudes.
We set g¯i = gi/(2pivF ) and consider a quench where
the scattering amplitudes are changed from values g¯i,1 to
g¯i,2 in a quench. For both sets of parameters the Hamil-
tonian (IV.15) is bilinear and can be diagonalized by a
Bogoliubov transform:
α
R/L
iq = uibR/L,q + vib
†
L/R,q (IV.16)
with parameters
v2i =
1
2
 1 + g¯4,i√
(1 + g¯4,i)2 − g¯22,i
+ 1
 = (1 +Ki)2
4Ki
,
(IV.17)
u2i = v
2
i − 1, and i = 1, 2. In Eq. (IV.17) we have also
introduced the Luttinger parameters Ki.
The two new operator sets αR/L1q and α
R/L
2q are then
again related by a Bogoliubov transform,
αL†1q = (v1u2 − u1v2)αR2q + (u1u2 − v1v2)αL†2q
αR1q = (u1v2 − v1u2︸ ︷︷ ︸
v′
)αL†2q + (u1u2 − v1v2︸ ︷︷ ︸
u′
)αR2q .
(IV.18)
Now it is straightforward to calculate the Loschmidt am-
plitude
Z(z) = α1〈0|e−zH2 |0〉α1/α1〈0|0〉α1 (IV.19)
= α2〈0|T †e−zH2T |0〉α2/α2〈0|T †T |0〉α2
with
T = exp
{
v′
c′
∑
q
αR†2q α
L†
2q
}
(IV.20)
where |0〉α1 is the ground state before the quench and H2
the Hamiltonian after the quench given by
H2 = v
∑
q>0
q(αR†2q α
R
2q + α
L†
2q α
L
2q) (IV.21)
with a renormalized velocity v = vF
√
(1 + g¯4,2)2 − g¯22,2.
For the Loschmidt amplitude this leads to
Z(z) =
∏
q>0
1−K2
1−K2e−2zvq
with K =
K1 −K2
K1 +K2
. (IV.22)
We see that for a quench within the Luttinger model,
Z(z) does not have any zeros in the complex plane.
For the XXZ model (III.1) with hst = 0, integrabil-
ity makes it possible to determine the Luttinger param-
eter K and the velocity v exactly as a function of the
anisotropy ∆:
v =
pi
2
√
1−∆2
arccos ∆
, K =
pi
2(pi − arccos ∆) . (IV.23)
We can thus try to compare the return rate45–47
lBos(t,Λ) = − 1
2pi
∫ Λ
0
ln

(
1−K2
)2
1 +K
4 − 2K2 cos(2tvq)

(IV.24)
with numerical data for quenches within the critical
phase. However, it is important to stress that sudden
quenches are in general not low-energy problems and we
therefore cannot expect Luttinger liquid theory to work.
Only for small quenches, where a small amount of energy
is put into the system, might (IV.24) yield a reasonable
description. This problem is evident in Eq. (IV.24) where
9we have to use some cutoff scheme to make the integral
convergent at short wavelengths. The result (IV.24) is
thus nonuniversal and depends on the properties of the
microscopic model on the scale of the lattice constant.
Here, we have simply introduced a hard cutoff Λ, which
we will use as a fitting parameter when comparing with
the numerical data in the next section.
V. NUMERICAL RESULTS
We now investigate the model (III.1) using the LCRG
algorithm described in Sec. II C.
A. Integrable case
We will first concentrate on quenches where the Hamil-
tonian in the time evolution operator U(t) is given by the
integrable XXZ model, Eq. (III.1) with hst = 0. For a
chain of length N this model has N -many local conserved
charges, i.e., conserved charges which can be written as
a sum over a density operator with finite support.48,49 In
addition, it has been recently shown that in the critical
regime, −1 < ∆ < 1, a set of quasilocal conserved charges
exist.50,51 These local and quasilocal conservation laws
do affect the thermalization of a quantum system at long
times after a quantum quench and have to be included
in the statistical ensemble.23,52,53 In the XXZ model, the
thermal current is, for example, one of the local con-
served charges. If we prepare the system in an initial
state |Ψ0〉 with a finite thermal current then this current
will remain nonzero for all times in the time evolved state
|Ψ(t)〉 while it would decay in a generic quantum system.
From this example it is obvious that the Loschmidt am-
plitude, 〈Ψ0|Ψ(t)〉, can behave very differently depending
on whether or not the Hamiltonian in the time evolution
operator is integrable. It therefore makes sense to con-
sider the integrable and nonintegrable cases separately.
1. Quenches within the critical phase
We start by considering small quenches in the Lut-
tinger liquid phase which can be compared with the pre-
diction by bosonization. To obtain the ground state, we
use the projection method described in Sec. II C. The rel-
ative error, ∆erel = |(e0 − eBA)/eBA|, in the numerically
obtained ground-state energy e0 in comparison to the ex-
act one, eBA, known from the Bethe ansatz40 is given in
Table I.
In the long-time limit bosonization predicts that the
return rate l(t) = f(it) + f(−it) saturates at47
lim
t→∞ l(t) = −
Λ
pi
ln
(
1−K2
)
. (V.1)
By demanding that this agrees with the numerically
found saturation value, we “fix” the cutoff Λ. The val-
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∆ = 0.2 −> ∆ = 0.3
∆ = 0 −> ∆ = 0.1
∆ = 0.4 −> ∆ = 0.25
∆ = 0.9 −> ∆ = 0.7
FIG. 7: (Color online) Comparison between LCRG data (solid
lines) and the bosonization result, lBos(t,Λ) (dashed lines),
with fit parameters Λ and a velocity shift v0 as given in table
I.
∆ini ∆erel ∆fin Λ v0
0 2.5 · 10−3 0.1 1.235 0.0
0.2 1.2 · 10−3 0.3 1.3 -0.15
0.4 1.3 · 10−3 0.25 1.305 -0.15
0.9 8.6 · 10−3 0.7 0.89 0.22
TABLE I: The fit parameters Λ and v0 used in the compar-
ison of the numerical data for the return rate l(t) and the
bosonization result (IV.24), see Fig. 7.
ues that we find from this condition are also given in
Table I. In addition, we allow for a shift in the oscilla-
tion frequency by replacing v → v + v0 in Eq. (IV.24)
with v0 used as an additional fitting parameter. Such
a shift can be expected due to irrelevant operators that
have not been taken into account in the Luttinger model.
The results of such fits are shown in Fig. 7 and the fit
parameter v0 is given in Table I. Note that the Luttinger
parameters K1 and K2 as well as the velocity v of the
collective excitations in the final Hamiltonian are fixed
by Eq. (IV.23).
While such fits are in reasonable agreement with the
numerical data, we want to stress that the predictive
power of the bosonization result is limited. In particular,
the frequency of the oscillations in l(t) depends on the
long wavelength cutoff Λ. Furthermore, the numerical
data seem to show that the oscillations are much stronger
damped than predicted at this level by bosonization with
the damping becoming more pronounced the larger the
interaction ∆ is.
2. Quenches across the first-order transition
The XXZ model with h = hst = 0 has a first-order
transition between the Luttinger liquid and the ferro-
magnetic phase at ∆ = −1. For a quench starting in the
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FIG. 8: (Color online) Return rate l(t) for a quench from
the Luttinger liquid phase, ∆ = −0.8, into the ferromagnetic
phase, ∆ = −2.0.
FM phase, we have |Z(z)| = 1 because the FM state is
an eigenstate of the XXZ Hamiltonian for all interaction
strengths ∆. This is a trivial example showing that a
phase transition does not necessarily imply the existence
of Fisher zeros or nonanalyticities in the return rate.
Nontrivial results are, on the other hand, obtained for
quenches from the LL into the FM phase. Numerically,
the calculations for such quenches are again demanding
because the projection method described in Sec. II C to
obtain the ground state converges rather slowly in a gap-
less phase. In Fig. 8 we show l(t) for such a quench where
we have obtained ∆erel = 4 × 10−4 for the ground-state
energy of the initial state. Two cusps in l(t) are clearly
visible in this case indicating a dynamical phase transi-
tion as defined by the divergence of ξk, see Eq. (II.16).
3. Quenches across the BKT transition
At ∆ = 1, the XXZ model in zero field shows a BKT
transition between the LL and the AFM phase driven
by a marginal Umklapp scattering term. The excitation
gap on the AFM site is opening up exponentially slowly,
∆E ∼ exp[−1/(∆− 1)], and derivatives of the energy do
not show any singularities at finite order. If cusps in the
return rate are indeed related to quantum phase tran-
sitions one might therefore wonder if they will also be
present for such an infinite order transition. In Figs. 9
and 10, we present an example for a quench from the
AFM into the LL phase. As an initial state, we can either
take the ground state where the Szj → −Szj symmetry is
broken (polarized state) or a state where this symmetry
is preserved (symmetric state) while the U(1) symme-
try (rotations in the x-y plane) always remains intact.
In both cases, the leading and next-leading eigenvalues
cross, leading to cusps in the return rate. The positions
and the form of the cusps is, however, very different de-
pending on whether we choose the polarized or the sym-
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FIG. 9: (Color online) Return rate l(t) and next-leading eigen-
values, −(ln |Λn|2)/2, for a quench from the AFM to the LL
phase. Here ∆ini = 6, with the initial state being polarized,
and ∆fin = −0.6.
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FIG. 10: (Color online) Same quench as shown in Fig. 9 but
with a symmetric initial state. The eigenvalues shown are
twofold degenerate.
metric initial state. A similar dependence on the symme-
try of the initial ground state has also been observed pre-
viously for generalized Ising models19 and in the quench
to the free fermion point discussed in Sec. IVA.
In addition to the return rate, we can also numerically
obtain the Fisher zeros for a quench from the AFM into
the LL phase. An example is shown in Fig. 11 where the
initial state is a symmetric state. The lines of Fisher zeros
now look much more complicated than for the quench in
the transverse Ising case shown in Fig. 2. They form lines
which seem to close for R < 0. Furthermore, we find a
number of “bifurcation points” where a line of zeros splits
into two or where two lines join. In the considered case,
the lines of Fisher zeros cross the R = 0 axis at times tc
where the return rate shows nonanalyticities.
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FIG. 11: (Color online) Fisher zeros for a quench from the
AFM into the LL phase with ∆ini = 6 and ∆fin = 0.8. The
lines of Fisher zeros cut the R = 0 axis leading to nonan-
alyticities in the return rate l(t). Lines are a guide to the
eye.
4. Quenches in the AFM phase
Next, we consider quenches within the AFM phase.
Because no phase transition line is crossed in this case,
one might expect that the return rate is analytic. We will
show, however, that this expectation is wrong in general.
Our first example is presented in Fig. 12 where we show
the return rate as well as next-leading eigenvalues of the
transfer matrix for a quench where the initial state is ei-
ther polarized are symmetric. In both cases, we clearly
observe nonanalyticities in l(t). While the return rate
itself barely changes, the spectrum of the transfer matrix
is different for the two initial states. The crossings be-
tween the leading and next-leading eigenvalue are clearly
resolved numerically, in particular at later times, mak-
ing this an obvious counterexample in the integrable case
with regard to the hypothesis that cusps in l(t) are always
related to equilibrium quantum critical points.
Second, we show in Fig. 13 the lines of Fisher zeros for
a different quench in the AFM phase. The structure of
the Fisher zeros is again fairly complicated. Of particular
interest is the line of Fisher zeros which approaches the
R = 0 axis at the longest simulation times. Here we
finally cannot resolve whether or not this line will cut
the R = 0 axis at long times. What we do observe,
however, is that the time where l(t) shows the first cusp
increases with decreasing ∆ini while keeping ∆fin fixed.
This suggests that nonanalyticities are a generic feature
for quenches within the AFM phase and that it is merely
the limited simulation time which allows us to resolve
cusps for the quench shown in Fig. 12, while we cannot
resolve them for the case shown in Fig. 13.
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FIG. 12: (Color online) (a) Quench from the polarized initial
state with ∆ini = 20000 and ∆fin = 1.2 which are both in the
AFM phase. Contrary to what might have been expected,
l(t) shows cusps. (b) Same as in (a) for the symmetric initial
state. All eigenvalues are twofold degenerate. The inset shows
the regime where the first crossings of the leading and a next-
leading eigenvalue occur.
-2 -1.5 -1 -0.5 0
R
-8
-6
-4
-2
0
2
4
6
8
i t
FIG. 13: (Color online) Fisher zeros for a quench within the
AFM phase with ∆ini = 6 (symmetric) and ∆fin = 1.1. The
Fisher zeros might cut the R = 0 axis at longer times. Lines
are a guide to the eye.
5. Quenches across the BKT transition driven by a
staggered field
Finally, we want to consider quenches where the initial
state is the ground state of the nonintegrable Hamilto-
nian (III.1) with hst 6= 0, while the time evolution is still
integrable. For the quench shown in Fig. 14, we have
chosen the parameters such that the critical line between
the AFM and the LL phase is crossed, see the phase dia-
gram in Fig. 3(b). As might be expected, the result looks
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FIG. 14: (Color online) Return rate l(t) and next-leading
eigenvalues, −(ln |Λn|2)/2, for a quench across the BKT tran-
sition from the AFM to the LL phase. Here ∆ini = ∆fin =
−0.8, hst,ini = 1.0, and hst,fin = 0.0.
qualitatively similar to the quench from the AFM to the
LL phase shown in Fig. 9 without the staggered field but
with the initial state being polarized.
B. Nonintegrable case
Now we turn to quenches where the time-evolving
Hamiltonian is given by (III.1) with hst 6= 0. In this case
the model is nonintegrable and the total magnetization
and the Hamiltonian itself are the only local conserved
charges. Subsystems of an infinite XXZ chain with stag-
gered field are therefore expected to thermalize at long
times after the quench.
1. Quenches across the second-order transition driven by
the staggered field
For ∆ > −1/√2, there is a second-order phase tran-
sition when changing the sign of the staggered field, see
Fig. 3(b). The leading eigenvalues for a quench across
this transition are shown exemplarily in Fig. 15 for a
weakly interacting system. Nonanalyticities in l(t) are
present, however, the regions where crossings between the
leading and the next-leading eigenvalue occur are very
narrow in time so that it might be possible to find pa-
rameters where the second-order transition is crossed in
the quench but l(t) stays analytic.
By quenching the field instead from hst,ini = 0.7 to
hst,fin = −0.7, we indeed no longer find any cusps in the
numerically accessible time range, see Fig. 16. Obviously,
we cannot rule out that nonanalyticities will show up
at longer times. What we can say, however, is that
apart from the counterexamples where a quantum phase
transition is crossed but l(t) = 0 discussed before—i.e.,
quenches from the FM phase or quenches where only h is
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FIG. 15: (Color online) Return rate l(t) (solid line) and next-
leading eigenvalues, −(ln |Λn|2)/2, for a quench across the
second order transition between the AFM phases with ∆ini =
∆fin = 0.1, hst,ini = 0.5 and hst,fin = −0.5.
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FIG. 16: (Color online) Return rate l(t) (solid line) and next-
leading eigenvalues, −(ln |Λn|2)/2, for a quench across the
second order transition between the AFM phases with ∆ini =
∆fin = 0.1, hst,ini = 0.7 and hst,fin = −0.7.
changed—we also find quenches across equilibrium tran-
sitions leading to nontrivial dynamics but with l(t) being
analytic at least for very long times.
2. Quenches across the BKT transition driven by a
staggered field
It is also possible to cross a BKT transition line by
changing the staggered field. In Fig. 17, the return rate
for such a quench is shown where we start with the same
Luttinger liquid ground state as in Fig. 8 and quench
into the AFM phase. Cusps in l(t) are clearly visible.
Here, the numerically accessible time range is again quite
limited because of the slowly converging projection onto
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FIG. 17: (Color online) Return rate l(t) for a quench across
the BKT transition from the LL to the AFM phase. Here,
∆ini = ∆fin = −0.8, hinist = 0.0, and hfinst = 1.0.
the gapless ground state.
3. Quenches within the AFM phase
For the integrable model we discussed in Sec. VA4 ex-
amples for quenches which do not cross an equilibrium
phase transition but still show nonanalyticities in the re-
turn rate. Here we want to provide numerical evidence
that such counterexamples also exist in the nonintegrable
model. Our starting point are the two quenches in the
integrable model from the AFM phase into the Luttinger
liquid phase across the BKT point at ∆ = 1 shown in
Figs. 9 and 10. If we keep the same values for ∆ini and
∆fin and add a very small staggered field, we might ex-
pect that the return rate l(t) will look very similar to
the quench in Fig. 9 where we have used a polarized ini-
tial state. The quench puts a large amount of energy into
the system and small changes to the low-energy spectrum
will hardly matter. On the other hand, any arbitrarily
small staggered field introduces a cosine term into the
low-energy effective theory (IV.15) which is relevant for
∆ > −1/√2. Quenches where both ∆ini and ∆fin are
larger than −1/√2 therefore do not cross an equilibrium
phase transition anymore. If nonanalyticities in l(t) are
always related to phase transitions, this would suggest
that they do not occur for these kind of quenches.
From the numerical data in Fig. 18 it is obvious that
the first reasoning is correct. Adding a small staggered
field indeed hardly changes the return rate and Figs. 9
and 18 do indeed look very similar. In addition, we can
calculate the lines of Fisher zeros, which are shown in
Fig. 19. The line closest to the t = 0 axis (the diagram
is t → −t symmetric) closely approaches the R = 0 axis
but does not cross. At the time t ≈ 1.36 where it does
get closest to the R = 0 axis, the return rate, shown
in Fig. 18, has a sharp peak but remains analytic. The
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FIG. 18: (Color online) Return rate l(t) and next-leading
eigenvalues, −(ln |Λn|2)/2, for a quench within the AFM
phase. Here ∆ini = 6, ∆fin = −0.6 while the staggered field
is kept constant, hinist = hfinst = 0.05. Note that l(t) shows
nonanalyticities although no phase transition is crossed. The
inset shows the regime where the first crossing occurs.
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FIG. 19: (Color online) Fisher zeros for the same quench as
in Fig. 18. The Fisher zeros cut the R = 0 axis leading to the
nonanalyticities in l(t) shown in Fig. 18. Lines are a guide to
the eye.
lines of Fisher zeros at larger times then do cross and the
times where this happens are consistent with the non-
analyticities observed in l(t) in Fig. 18. The considered
case is therefore an example for a quench within the same
phase of a generic quantum model where, nevertheless,
the Fisher zeros do cross the R = 0 axis.
VI. CONCLUSIONS
The generalized Loschmidt amplitude Z(z) =
〈Ψ0|Ψ(z)〉 describes the overlap between an initial state
|Ψ0〉 and the evolved state |Ψ(z)〉 = e−zH |Ψ0〉 where z
is a complex number. For z = it, this corresponds to
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real-time evolution, which is the experimentally acces-
sible case. Similar to studies of the canonical partition
function Zth(z) = Tr e−zH it is, however, interesting to
study Z(z) in the whole complex plane in order to un-
derstand the analytic structure. The so-called Fisher ze-
ros of the partition function in the complex plane are
important, because points where they approach the real
axis in the thermodynamic limit determine the temper-
ature where the corresponding thermodynamic potential
becomes nonanalytic, indicating a phase transition. It
therefore seems to be an excellent idea to carry this ap-
proach over to the Loschmidt echo and ask if dynamical
phase transitions can be defined accordingly.11
For a d-dimensional quantum system, we can represent
both Zth and Z(z) as a lattice path integral of a d + 1-
dimensional classical model. The only difference is that
the boundary conditions along the z direction are peri-
odic for Zth while they are fixed by the initial state for
Z(z). For the classical system a transfer matrix can be
defined in both cases that evolves along the spatial di-
rection. The free energy f(z) or the return rate, respec-
tively, are then in the thermodynamic limit fully deter-
mined by the eigenvalue Λ0 of the transfer matrix with
largest modulus. Since eigenvalues can cross, nonana-
lyticities in these quantities are possible. In both cases
the Fisher zeros are simply determined by the condition
|Λ0| = |Λn| where Λn is the next-leading eigenvalue with
largest modulus, which is not degenerate with Λ0 except
at the crossing point.
We have described in this work a numerical algorithm
to calculate the spectrum of the transfer matrix for Z(z)
in the one-dimensional case. By comparing with exact
results for the transverse Ising model, we have shown
that this algorithm can be used to precisely determine
the Fisher zeros in the complex plane. We have then
concentrated on the spin-1/2 XXZ model with a stag-
gered magnetic field which we used to switch between
integrable and nonintegrable dynamics. For a quench
from a Néel state to the XX point (free fermions) we
have analytically shown that the Fisher zeros sensitively
depend on the initial state. While for a polarized Néel
state as initial state, |Ψ0〉 = | ↑↓↑↓ · · · 〉, the Fisher ze-
ros are just single points that lie on the z = it axis,
the Fisher zeros become closed, cigar-shaped lines in
the complex plane if we use instead the symmetric state
|Ψ0〉 = (| ↑↓↑↓ · · · 〉 + | ↓↑↓↑ · · · 〉)/
√
2. In addition,
we used bosonization for quenches within the Luttinger
liquid phase. The obtained result for the return rate
l(t), however, has to be considered with care. A sudden
quench generally leads to particle-hole type excitations
whose energies are only limited by the bandwidth of the
microscopic model so that the dynamics is no longer dom-
inated by low-energy excitations near the Fermi points.
Only for very small quenches might the bosonization ap-
proach be justified. However, the bosonization result for
l(t) does even in this case depend on the ultraviolet cutoff
which we had to use as a fitting parameter in our com-
parison with the numerical results. Allowing also for a
small frequency shift, we did find reasonable agreement
with the numerical data.
In the rest of the paper, we discussed numerical data
for the Fisher zeros and return rates for various quenches
in the XXZ with and without staggered field in cases
where analytical results are not available. The main ques-
tion we were trying to address is if nonanalyticities in the
return rate following a sudden quench are always related
to an equilibrium phase transition. For the XXZ model
in the integrable and nonintegrable case, we pointed out
two trivial counterexamples. (1) For any quench starting
in the ferromagnetic phase, we have l(t) = 0 because the
ferromagnetic state is an eigenstate of the XXZ Hamilto-
nian for all parameters. (2) Any quench where only the
uniform field h is changed leads to l(t) = 0 because the
total magnetization always commutes with the Hamilto-
nian. In both cases, a crossing of an equilibrium phase
transition in the quench does not leave any trace in l(t).
We also found indications that quenches in the staggered
field across the second order transition between AFM
phases might not lead to cusps in l(t) for certain param-
eters or at least not in the numerically accessible time
range.
Even more important, we also found examples where
no phase transition is crossed but l(t) nevertheless does
show nonanalytic behavior. In the integrable XXZ
model, such counterexamples are found for quenches
within the antiferromagnetic phase from large values of
anisotropy ∆ to ∆ & 1. In the nonintegrable model with
staggered field, we did find such counterexamples again
for quenches within the antiferromagnetic phase where
the staggered field is kept constant and both the initial
and the final values of anisotropy are larger than −1/√2.
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