Cytotoxic T cells recognize specific peptides bound to major histocompatibility complex (MHC) 
Introduction
T-cell mediated immune responses are triggered through peptide recognition by T lymphocytes. Among T lymphocytes, cytotoxic T-cells recognize specific peptides bound to major histocompatibility complex (MHC) class I molecule to provoke cytotoxic immune response. Cytotoxic immune response involves the eradication of virus-infected cells. It is generally accepted that the stronger the binding is between a peptide and an MHC allele, the stronger immune * To whom correspondence should be addressed. response T lymphocytes evoke. Therefore, prediction of MHC-binding properties is very useful for the design of efficient peptide vaccines that elicit strong immune response against foreign antigens [1, 8, 11] . Moreover, accurate prediction for binding peptides can substantially reduce the cost of synthesizing and testing candidate binders because only about one percent of potential binders actually bind to MHC molecule [6, 13] .
Methods of predicting MHC-peptide binding are divided into two groups: sequence-based and structurebased methods. The latter predicts peptide binding based on the fitness of a peptide to the groove of MHC molecule [13] . Limited to MHC molecules with known structures, the sequence-based approach can exploit growing body of information on peptide binders [18, 19] . The former includes profile-based prediction such as SYFPEITHI and HLA-BIND.
Several machine learning methods have been applied to the prediction problem at hand, such as an ANN (artificial neural network), a HMM (hidden Markov model) and a SVM (support vector machine). Honeyman, et al. [8, 17] used ANN-based methods and showed prediction accuracy of roughly 80% sensitivity and 80% specificity. Mamitsuka [6] used a single HMM for modeling MHC-peptide interactions for multiple alleles of HLA-A2, and showed similar accuracy as ANN. A SVM (Pierre, et al.) showed great performance of the specificity of 90% [13] . These machine learning algorithms have been considered in general to show better performance than the profilebased methods because the former uses information for both binders and non-binders [6, 13, 18] while the latter only binders. Although some available prediction programs for particular MHC alleles have reasonable accuracy, there is no guarantee that all models produce good quality predictions [18] .
In this article, we introduce a new method to generate rules to predict peptides bound to MHC class I. Our approach involves neural network training using available data sets, knowledge extraction from the Generating Rules for Predicting MHC Class I Binding Peptide using ANN and Knowledge-based GA Yeon-Jin Cho, Hyeoncheol Kim and Heung-bum OH trained neural network and rule exploration by genetic evolution using the neural network knowledge. We extended our previous intermediate research [20] by adding much more datasets for experiments, using several more machine learning algorithms for performance comparison, and validating our results with well-known motifs in HLA factsBook. The performance of our method is compared with various computational methods including Sequence logo, DT (Decision Tree), NN (Neural Network), SVM and GA, which have frequently been used as data classifiers in Machine Learning [2, 12] .
Data set and methods

Data Set Preparation
We used the same datasets that were originally used by the experiments done by Pierre, et al. [13] in order to make the performance comparison easy. They used 6 MHC alleles of SYFPEITHI database and 32 MHC alleles of MHCPEP database (The dataset were kindly made available by the authors through personal communication).
SYFPEITHI is a database comprising more than 4500 peptide sequences known to bind class I and class II MHC molecules. It is a high quality database based on only published data containing sequences of natural ligands to T-cell epitopes [4] . MHCPEP database contains over 13000 peptide sequences known to bind MHC molecules compiled from published and directly submitted experimental data [16] . MHCPEP contains more data, while the data in SYFPEITHI is generally believed to be more accurate.
As was done in Pierre's research [13] , duplicated data were removed and the number of binder data was maintained to be more than 20 at all time. Protein, randomly extracted from ENSEMBL database, was cut in a fixed size and all the sequences, defined in MHCpeptide database, were removed from it, in order to get non-binders. 20 binders and 40 non-binders are used, maintaining the binder to non-binder ratio to 1:2.
For neural network training, each region value that is one of 20 amino acids is converted into 20 binary digits. For example, an amino acid Alanine (A) is represented by a string of 20 bits (1000000000000000 0000) [8] . Thus, each MHC-peptide sequence is encoded into 180 bits (9-mer peptide * 20) or 200 bits (10-mer peptide * 20). Class is encoded into either 1 (i.e., binder) or 0 (i.e., non-binder).
Methods for rule extraction 2.2.1 Sequence Logo and Decision Tree
Amino acid conservation in multiple sequence alignments is visualized using sequence logo. Sequence logo represents relative frequency and information in each point of protein and basic ranks. It is useful for short ranks, such as protein motif [3] .
In Figure 1 , the sum of row heights represents the amount of information that ranks possess and the font size shows occurrence frequency. However, in case that the given rank does not reflect the entire information, the accurate prediction of the position becomes infeasible and it is not suitable for the judgment of molecular peculiarity.
Figure1. The sequence logos of MHC-peptides
Decision tree is one of the best-known classification techniques in symbolic machine learning. It uses a heuristic method to select the attribute that separates the samples most effectively into each class using an entropy-based measure, information gain [7] . We used Quinlan's C5.0 algorithm and generated the following: "if L@P2 (HLA-A*0201), then MHC-binder".
Feed-forward Neural Network and Rule Extraction
Honeyman, et al. [8] used feed-forward neural networks for prediction of candidate T-cell epitopes. They showed that one advantage of machine learning algorithms is higher specificity compared to profile methods. However, they used a neural network just for the prediction of MHC-peptide binding. In this paper, we extract If-Then rules from the neural networks and then compare the generated rules to the well-known rule base such as the HLA factsBook. Our experiments include followings:
− Training of a feed-forward neural network with known MHC class I binding peptide data. − Extraction of If-Then rules from the trained neural network. − Performance comparison of the extracted rules with well-known motifs HLA factsBook.
We used de-compositional approach for the rule extraction from a trained neural network which involves the following phases:
1. Intermediate rules are extracted at the level of individual units within the network. There have been many studies for efficient extraction of valid and general rules from a trained neural network. In this paper, we used the OAS (Ordered-Attribute Search) algorithm to extract if-then rules from the neural network [5] .
Rule Exploration using a Genetic Evolution Method
One of the research areas where genetic algorithm (GA) becomes increasingly popular is the data interpretation and prediction in molecular biology. Genetic algorithm has been used to interpret Nuclear Magnetic Resonance (NMR) data that explains DNA structures. Researches to utilize Genetic algorithm for the prediction assignments such as the protein structure prediction are in progress [9, 21] .
GA consists of a fitness function that evaluates the fitness of the environment, a chromosome that shows the potential solutions and genetic operators that exchange information among chromosomes while forming a new generation. The best solution can be found by improving chromosomes gradually.
A Classifier rule can be found with GA by representing a chromosome with 20 amino acid symbols and a '*' (don't care) symbol. A more fitted chromosome represents a rule with a higher sensitivity (or accuracy) value.
However, in general GA rule performance is not stable because it depends on initial population which is usually randomly selected. Therefore, a new method based on many theories, which can be applied to GA procedures, and knowledge from experience is required.
To overcome the limitations of simple genetic algorithm, we used a Knowledge-Based Genetic Algorithm to solve the problem. Traditional GA depends on the experience of the designer when setting up the initial population because it lacks regular methods for the character allocation and the coding. And it is likely to overlook some of the knowledge and the idea that are potentially useful because every computation progresses randomly. Consequently the techniques that utilize many feasible theories and knowledge are being suggested in order to improve the performance of GA.
KBGA (Knowledge-Based Genetic Algorithms) for classification that initializes the population using the knowledge trained in NN is suggested in this research. It is to investigate the best-fitted value efficiently by obtaining superior characteristic of a gene. The decision of how to place the numeric values and the letters in a chromosome is made based on knowledge. A chromosome in the initial population set can be expressed as a string of 20 amino acid and '*' (don't care) symbols. Therefore the size of rule space is as large as 21 9 (or 21 10 ). The GA-based model searches for the best fitted set of chromosomes (i.e., rules) among as 21 9 (or 21 10 ) candidates. We want to find rules that are both maximally general and high accuracy. Therefore we define our fitness function with the terms of sensitivity (or accuracy) and rule generalization as follows:
where TP (or FP) is the number of true positive (or false positive) instances matched by the chromosome rule and d is the number of *s (i.e., don't care symbols) in the chromosome.
The population is sorted by the fitness and is selected as the parent generation for the next generation using roulette-wheel sampling. The offspring are reproduced by 1-point crossover and 0.01 % mutation.
Experimental results and discussion
Our experiment includes the following steps: (1) rule extraction from a decision tree and a trained neural network; (2) rule generation by GA-based model using neural network rules for an initial population; (3) comparison of the rules from decision trees, neural networks, KBGA and well-known motifs in HLA factsBook. A rule is in the form of "IF condition, THEN class" where class is either of MHC-binder or non-binder. Performance of a rule is evaluated by its sensitivity (SE, true positive rate) defined as follows:
Sensitivity = TP / (FP + TP)
A feed-forward neural network was configured with 180 (or 200) input nodes, 4 hidden nodes and 1 output node. The neural network was trained and tested by 3-fold cross-validation (the number of binder data was maintained to be more than 20 at all time) [13] . We tried different number of hidden nodes and found that 4 hidden nodes produced the best results. Then we extracted if-then rules from the trained neural network using OAS algorithm, and compared them with the data reported in HLA facts book.
We extracted best rules from a trained neural network and then enhanced the extracted rules by genetic evolution, which are shown in Table 1 . Rules of "R@P9", "K@P9", "[V@P2/F@P3] ∧ R@P9", "L@P2 ∧ K@P9" were generated from HLAGenerating Rules for Predicting MHC Class I Binding Peptide using ANN and Knowledge-based GA Yeon-Jin Cho, Hyeoncheol Kim and Heung-bum OH A*3301 that has never been reported to HLA-facts before. The rules outperformed the known HLA facts. Coverage was reasonably high with very high accuracy. Next, GA-based model was used with domain knowledge incorporated initially. Domain knowledge was obtained by extracting rules from neural networks.
Finally, we compare the rule performances between decision tree, neural network and knowledge-based genetic algorithm. Results extracted from 6 alleles of SYFPEITHI DB and 32 alleles of MHCPEP DB are shown at appendix ( Table 2 ). The table shows only 4 digit alleles from the total alleles. Table 2 lists the rules with Sensitivity greater than 70%. Some of the rules are shaded indicating the rules identified only with the given algorithm.
Conclusion
We extracted rules for predicting peptides binding to MHC class I using decision tree (DT), neural networks (NN) and knowledge based genetic algorithm (KBGA). IF-THEN rules were extracted using the information of 6 HLA alleles from SYFPEITHI database and 32 alleles from MHCPEP database. When compared all the rules extracted in this study and together with previously reported in the literature [14] , it was found that the KBGA generates more rules than others. For example, new rules which have never been reported to date were generated by the KBGA, such as "V@P9" for HLA-A*0204 and "G@P1" for HLA-B*2706 and "R@P9", "K@P9", "[V@P2/F@P3] ∧ R@P9", "L@P2 ∧ K@P9" for HLA-A*3301. Prediction rules generated by our system allow users to understand easily MHC binding peptides. Thus it is also thought that grouping and clustering of HLA alleles may be possible according to binding rules, which may be called a kind of rule mining.
To our knowledge, this work is the first using KGBA to predict the MHC-peptide binding. Our KBGA method incorporates knowledge extracted from ANN into the process of genetic algorithm. This study revealed that the KBGA can improve the performance of the GA as the KBGA was the best performer followed by ANN and then DT. This finding indicates that KBGA would be useful approach for the analysis of bio-data. *V******R 9 0 100.00 DT_Rule V@P2 ^ R@P9 *V******R* 9 0 100.00 ANN_Rule V@P2 ^ R@P9 *V******R 9 0 100.00 KBGA_Rule V@P2 *V******* 14 6 70.00 K@P9 ********K 19 8 70.37 R@P9 ********R 22 9 70.97 V@P2 ^ R@P9 *V******R 9 0 100.00
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