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EQUALITY CASES IN VITERBO’S CONJECTURE AND
ISOPERIMETRIC BILLIARD INEQUALITIES
ALEXEY BALITSKIY
Abstract. We apply the billiard technique to deduce some results on Viterbo’s con-
jectured inequality between the volume of a convex body and its symplectic capacity.
We show that the product of a permutohedron and a simplex (properly related to each
other) delivers equality in Viterbo’s conjecture. Using this result as well as previously
known equality cases, we prove some special cases of Viterbo’s conjecture and interpret
them as isoperimetric-like inequalities for billiard trajectories.
1. Introduction
Claude Viterbo [16] conjectured an isoperimetric inequality for any (normalized) sym-
plectic capacity and the volume of a convex body X ⊂ R2n:
(1.1) vol(X) ≥ c(X)
n
n!
.
The minimum is supposed to be attained (perhaps, not uniquely) on the symplectic images
of the Euclidean ball. This inequality is proven up to a constant factor to the power of n
in [4]. We investigate the case when c is the Hofer–Zehnder symplectic capacity cHZ .
The computation of symplectic capacities is considered difficult, so we restrict to the
case of convex bodies that are Lagrangian products of a component in V = Rn with
q-coordinates and a component in V ∗ = Rn with p-coordinates. For such bodies there
is a simple geometric interpretation, established in [5], of the Hofer–Zehnder capacity.
Namely,
cHZ(K × T ) = ξT (K),
where ξT (K) denotes the length of the shortest closed billiard trajectory in a convex body
K ⊂ V with geometry of lengths determined by another convex body T ⊂ V ∗ by the
formula
‖q‖T = max
p∈T
〈p, q〉, q ∈ V.
Here we assume that T contains the origin in the interior, but we do not assume that T is
symmetric, so our “norm” function ‖ · ‖T is not symmetric in general. The shortest closed
billiard trajectory will be understood in the sense of K. Bezdek and D. Bezdek [7] as the
closed polygonal line of minimal ‖·‖T -length not fitting into a translate of the interior of K.
In Section 2 we introduce this billiard technique in detail. If we take K to be symmetric
with respect to the origin, and if we set T = K◦ = {p ∈ V ∗ : 〈q, p〉 ≤ 1 ∀q ∈ K} to be
the polar body of K, then inequality (1.1) becomes
(1.2) vol(K ×K◦) ≥ cHZ(K ×K
◦)n
n!
,
which is equivalent (as proven in [3]) to the longstanding Mahler’s conjecture in convex
geometry. This is one of the reasons why inequality (1.1) might be considered difficult
and interesting.
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Our first result concerns certain convex bodies for which the equality in (1.1) holds
and for which we do not know whether they are symplectic balls or not. One known
(since [3]) family of such examples consists of bodies X = H ×H◦, where H is a Hanner
(or Hanner–Hansen–Lima) polytope. The Hanner bodies are famous for being minimizers
in Mahler’s conjectured inequality: they deliver equality in (1.2). We introduce another
family of examples. In Section 4, we prove that
vol(Pn ×4◦n) =
cHZ(Pn ×4◦n)n
n!
.
Here 4n denotes a regular n-dimensional simplex centered at the origin; 4◦n is its polar
simplex; Pn denotes a certain n-dimensional permutohedron, which can be thought of as
the Minkowski sum of all the edges of 4n. For example, permutohedron P2 is a regular
hexagon; permutohedron P3 is a truncated regular octahedron whose hexagonal facets are
regular hexagons (Figure 1). We discuss multiple definitions of permutohedron, and their
relevant properties, in Section 3.
Figure 1. Permutohedron P3 is a properly truncated octahedron
1
The rest of results in this paper are some very special cases of Viterbo’s conjecture. In
Section 5, we prove that Viterbo’s conjecture (for cHZ) holds for the bodies of the form
K × (a simplex 4n) or K × (a parallelotope n), where K ⊂ Rn is any convex body, and
the products are Lagrangian:
vol(K ×4n) ≥ cHZ(K ×4n)
n
n!
,
vol(K ×n) ≥ cHZ(K ×n)
n
n!
.
The latter can be interpreted as a sharp isoperimetric-like inequality for billiard trajecto-
ries in the `1-norm:
ξn(K) ≤ (2nn! vol(K))1/n .
It seems that in other norms (corresponding to a fixed T , possibly non-symmetric) there
are no known sharp inequalities bounding ξT (K) in terms of volK. For example, in the
Euclidean case (T = Bn is the unit Euclidean n-ball) the inequality
ξBn(K) ≤ cn vol(K)1/n
holds for any convex body K ⊂ Rn, possibly non-symmetric. This inequality follows from
the results of [4] with factor cn = c
√
n, for some absolute constant c. But the optimal
1The figure by w:en:User:Cyp@wikimedia, distributed under CC BY-SA 3.0 license.
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value of cn, as well as the corresponding “critical” body K, seems to be unknown even
for n = 2.
Acknowledgments. The author thanks Roman Karasev for his constant attention to
this work. The author also thanks Felix Schlenk for his helpful comments.
2. Billiards in a Minkowski norm
Billiard dynamics in Minkowski (more generally, in Finsler) geometry corresponds phys-
ically to the propagation of light in a homogeneous anisotropic (respectively, in an inhomo-
geneous anisotropic) medium, with reflections in the boundary according to the Huygens
principle (see [10]). We explain the relevant definitions in this section, modifying them
for the non-smooth non-symmetric case.
We work in a pair of n-dimensional real vector space V = Rn and V ∗ = Rn with a
canonical perfect pairing 〈·, ·〉. If we identify V with V ∗ by sending a basis of V to the
dual basis of V ∗, the pairing 〈·, ·〉 becomes an inner product in V . The Euclidean norm
|v| = √〈v, v〉 will be denoted throughout the paper by the single bars. The double bars
will denote a Minkowski norm (or a gauge function), as introduced below.
A convex body K ⊂ V = Rn is a compact convex set with non-empty interior. The
polar body to a body K ⊂ V is defined as K◦ = {p ∈ V ∗ : 〈q, p〉 ≤ 1 ∀q ∈ K}.
Let V be endowed with the “norm” with unit ball T ◦ = {q ∈ V : 〈q, p〉 ≤ 1 ∀p ∈ T}. We
follow the notation of [1] and denote this norm by ‖ · ‖T . By definition, ‖q‖T = max
p∈T
〈p, q〉,
where 〈·, ·〉 : V ∗ × V → R is the canonical bilinear form of the duality between V and
V ∗. Here we assume that T contains the origin but is not necessarily centrally symmetric.
Therefore, our norms might not be symmetric; in general, ‖q‖T 6= ‖ − q‖T . (Sometimes,
such “norms” are called gauges.)
The momentum p ∈ ∂T ⊂ V ∗ of the trajectory fragment q → q′ is defined as a linear
functional reaching its maximum at q′ − q. If T is not strictly convex, then there is an
ambiguity in the definition of p.
The cone NK(q) of outer normals is defined as
NK(q) = {n ∈ V ∗ : 〈n, q′ − q〉 ≤ 0 ∀q′ ∈ K}.
The generalized reflection law is the following relation:
(2.1) p′ − p ∈ −NK(q),
where p and p′ stand for the momenta of the billiard trajectory before and after the
reflection at the point q.
Definition 2.1. A closed polygonal line q0 → q1 → . . . → qm = q0, with qi ∈ ∂K,
qi 6= qi+1, will be called a (generalized) closed billiard trajectory in the configuration
K × T if one can choose momenta pi ∈ ∂T for qi → qi+1, 0 ≤ i < m, so that the
generalized reflection law (2.1) holds for each bounce qi.
By a classical billiard trajectory we mean a trajectory that meets only smooth points
of ∂K and smooth points of ∂T . Additionally, in what follows we do not allow a classical
trajectory to pass the same path multiple times.
We set
Pm(K) = {(q1, . . . , qm) : {q1, . . . , qm} doesn’t fit into (intK + t) with t ∈ V } =
= {(q1, . . . , qm) : {q1, . . . , qm} doesn’t fit into (αK + t) with α ∈ (0, 1), t ∈ V }
and
ξT (K) = min
Q∈QT (K)
`T (Q),
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where Q = (q1, . . . , qm), m ≥ 2, ranges over the setQT (K) of all closed generalized billiard
trajectories in K with geometry defined by T . (Here we denote the length `T (q1, . . . , qm) =∑m
i=1 ‖qi+1 − qi‖T .)
It might not be clear if the minimum in the definition of ξT (K) is attained, but it is
true, and we can say even more:
Theorem 2.2. For any convex bodies K ⊂ V , T ⊂ V ∗ (T is smooth) containing the
origins of V and V ∗ in their interiors, the following holds:
ξT (K) = min
m≥2
min
Q∈Pm(K)
`T (Q) = min
2≤m≤n+1
min
Q∈Pm(K)
`T (Q).
Remark 2.3. Theorem 2.2 was proved in [7] in the Euclidean case (when T is the Euclidean
ball). In [1] it was generalized for the case of smooth bodies K, T . We obtain the
formulation above by approximating non-smooth bodies by smooth ones in the Hausdorff
metric and passing to the limit.
3. Permutohedron properties
In this section, we recollect briefly several equivalent definitions of a (regular) permu-
tohedron. We also explain some of its properties that we will need later.
The classical definition is the following one:
Definition 3.1. The n-dimensional permutohedron is the convex hull of points
(σ(1), σ(2), . . . , σ(n+ 1)) ∈ Rn+1,
over all permutations σ : {1, 2, . . . , n+ 1} → {1, 2, . . . , n+ 1}.
For the proof of Theorem 4.1, the following definition will be a convenient one (it can
be found in [17, Lecture 7.3]):
Definition 3.2. Consider the regular simplex 4n = conv{v0, . . . , vn} ⊂ Rn centered
at the origin and normalized so that its edges are all of unit (Euclidean) length. The
permutohedron Pn ⊂ Rn is defined as the Minkowski sum of the simplex edges:
Pn =
∑
0≤i<j≤n
[vi, vj].
For the proof of Theorem 5.1, the following definition will be of use (it can be found
in [8, Chapter 21]):
Definition 3.3. The permutohedron P˜n is defined as the Vorono˘ı cell of the lattice
A∗n =
{
(x0, . . . , xn) ∈ Zn+1 :
∑
i
xi = 0, x0 ≡ . . . ≡ xn (mod n+ 1)
}
,
lying in {(x0, . . . , xn) ∈ Rn+1 :
∑
i
xi = 0} ∼= Rn.
Remark 3.4. Observe that the lattice A∗n is generated by the vectors
a1 = (−1, n,−1, . . . ,−1︸ ︷︷ ︸
n+1
)t, . . . , an = (−1,−1,−1, . . . , n)t.
This lattice also contains the vector
a0 = (n,−1,−1, . . . ,−1︸ ︷︷ ︸
n+1
)t = −a1 − . . .− an.
Those vectors a0, a1, . . . , an are the only vectors of the shortest nonzero length in A
∗
n, as
one can check manually.
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All these definitions give the same result up to similarity. The width of Pn equals
n〈v0 − v1, en〉 =
√
(n2 + n)/2, and the width of P˜n equals |a0| =
√
n2 + n (the fact that
those lengths are indeed widths will be justified below, in part (3) of Fact 3.7). Comparing
the widths, we see that P˜n is
√
2 times larger than Pn.
Fact 3.5. In the notation of Definition 3.2,
volPn =
(n+ 1)n−1/2
2n/2
.
Proof. We have:
2n/2 volPn = vol P˜n = detA
∗
n = det Γ(a1, . . . , an)
1/2 =
∣∣∣∣∣∣∣∣∣∣∣
n2 + n −n− 1 −n− 1 ...
−n− 1 n2 + n −n− 1 ...
−n− 1 −n− 1 n2 + n ...
· · · · · · · · · . . .
∣∣∣∣∣∣∣∣∣∣∣
1/2
.
The latter n × n Gram matrix has an eigenvector h = (1, . . . , 1)t corresponding to the
eigenvalue n+ 1 without multiplicities. All the other eigenvectors, orthogonal to h, have
the same (n − 1)-fold eigenvalue (n + 1)2, as it is easy to check by hand. Therefore,
det Γ(a1, . . . , an) = (n+ 1)
2n−1, and the result follows. 
Now let us discuss the well-known combinatorial structure of permutohedron. The
following fact is essentially a reformulation of [13, Proposition 2.6], where it is formulated
in terms of Definition 3.1 and we translate it into the language of Definition 3.3.
Fact 3.6. Let P˜n be the Vorono˘ı cell of A
∗
n around the origin, as in Definition 3.3. Fix
numbers yi =
n
2
− i, 0 ≤ i ≤ n.
(1) The d-dimensional faces of P˜n are in one-to-one correspondence with the ordered
partitions of {0, 1, . . . , n} into n + 1 − d disjoint subsets. Given a decomposition
{0, 1, . . . , n} = B0 ∪B1 ∪ . . .∪Bn−d, the corresponding d-face of P˜n consists of all
points (x0, . . . , xn) ∈ Rn+1 satisfying for all I ⊆ {0, 1, . . . , n}∑
i∈I
xi ≤
|I|−1∑
j=0
yj,
and such that the equality is attained (at least) for I = B0, I = B0 ∪ B1, . . .,
I = B0 ∪B1 ∪ . . . ∪Bn−d.
(2) In particular, the vertices of P˜n are in one-to-one correspondence with the ordered
partitions into singletons. Having such a partition B0 ∪ B1 ∪ . . . ∪ Bn, associate
to it the permutation pi of {0, 1, . . . , n} given by pi(i) = j if i ∈ Bj. Given a
permutation pi : {0, 1, . . . , n} → {0, 1, . . . , n}, let us write vpi for the corresponding
vertex. Then vpi has coordinates (ypi(0), ypi(1), . . . , ypi(n)).
(3) The face corresponding to a partition B contains the face corresponding to a par-
tition B′ if and only if B′ is a refinement of B.
We give more details regarding the facets of P˜n.
Fact 3.7. Let P˜n be the Vorono˘ı cell of A
∗
n around the origin, as in Definition 3.3.
(1) The facets of P˜n are in one-to-one correspondence with the ordered pairs of sets
(S, {0, 1, . . . , n} \ S), for ∅ 6= S ( {0, 1, . . . , n}. Let us write FS for the facet
corresponding to (S, {0, 1, . . . , n} \ S).
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(2) For any S, an outward pointing normal for FS can be chosen from the lattice A
∗
n.
Explicitly, we can take
aS =
∑
i∈S
ai.
as an outer normal to FS. The distance from the origin to FS equals
1
2
|aS|.
(3) The closest to the origin facets are characterized as follows: they are congruent to
an (n−1)-dimensional permutohedron, and the corresponding set S is of cardinality
|S| = 1 or |S| = n. The width of P˜n is |a0|.
(4) Let vpi be a vertex of P˜n lying in a facet FS (so that pi(S) = {0, . . . , |S|−1}). Then
vpi − aS is another vertex of P˜n, and its corresponding permutation pi′ is obtained
from pi by the left cyclic |S|-shift of values (so that pi(S) = {n− |S| + 1, . . . , n}).
That is, pi′(i) = pi(i)− |S| (mod n+ 1).
Proof. (1) Follows from Fact 3.6, part (1).
(2) It follows from the definition of the Vorono˘ı tessellation that for any facet FS of P˜n,
there is an adjacent Vorono˘ı cell touching P˜n by FS. The vector from the origin
to the center of this cell is orthogonal to FS and is cut by FS into equal halves.
This vector belongs to the lattice and can be taken as an outer normal for FS.
We want to show that it coincides with aS =
∑
i∈S
ai. On one hand, immediately
from Fact 3.6 we get that all the vectors ai − aj where either i, j ∈ S or i, j /∈ S,
are parallel to FS. Among those ai − aj, there are (n − 1) linearly independent
vectors, so they span the tangent hyperplane for FS. Also they are all orthogonal
to
∑
i∈S ai (by a direct computation, using 〈ai, aj〉 = −n − 1 + (n + 1)2δij). On
the other hand, the vector aS =
∑
i∈S
ai is primitive in the sense that aS 6= rλ for
r > 1, λ ∈ A∗n. The result now follows.
(3) The distance from the origin to a facet FS equals
1
2
|aS|. So the statement fol-
lows now from Remark 3.4: the shortest nonzero vectors of A∗n are precisely
a0, a1, . . . , an.
(4) Let vpi ∈ FS. The coordinates of vpi are (ypi(0), ypi(1), . . . , ypi(n)). Then the i-th
coordinate (0 ≤ i ≤ n) of vpi − aS is
(vpi − aS)i =
{
ypi(i) − n+ |S| − 1, i ∈ S,
ypi(i) + |S|, i /∈ S.
These are precisely the coordinates of vpi′ , where pi
′(i) = pi(i)− |S| (mod n+ 1).

Now we use this combinatorial description in order to establish a lemma that we will
need in Section 5.
Consider the vectors u0, . . . , un such that |u0| = . . . = |un| = 1 and the directions of
the ui are equiangular, that is, the endpoints of u0, . . . , un form a regular simplex in Rn.
Consider the lattice Λ generated by the vectors u1, . . . , un. Since u0 = −
n∑
i=1
ui, we have
u0 ∈ Λ. Let P be the Vorono˘ı cell of Λ around the origin. Observe that Λ is just a scaled
copy of A∗n, so comparing |u0| = 1 with |a0| =
√
n2 + n we obtain that P is congruent to
1√
n2+n
P˜n. We keep all the notation (like vpi, FS) of Facts 3.6, 3.7 in the context of P .
Consider the tiling T of Rn that is dual to the Vorono˘ı tessellation of Rn with respect
to Λ. It is also known as the Delaunay tiling (see, e.g., [9, Chapter 32]). Let us recall its
construction. The vertices of T are precisely the elements of Λ. Vertices λ0, λ1, . . . , λd ∈ Λ,
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0 ≤ d ≤ n, form a d-face of T if the Vorono˘ı cells centered at the λi have a common (n−d)-
face. It turns out that T is in fact a triangulation (i.e., the corresponding polyhedral
complex is simplicial). This might not be clear a priori, so we prove it as a part of the
following lemma.
Lemma 3.8. Every full-dimensional cell of T is a simplex. Every simplex σ of T has the
following property: There exist a closed oriented polygonal line Qσ such that
• Qσ traverses along edges of σ and visits every vertex of σ once; in particular,
convQσ = σ;
• the segments of Qσ have unit length and the set of their directions coincides with
{v0, . . . , vn}.
Proof. Let σ be a full-dimensional cell of T corresponding to a vertex v of the permuto-
hedral tessellation. First, we want to prove that v is adjacent to n + 1 permutohedra.
Let P ′ and P ′′ be two of them sharing a common facet F , and let λ′, λ′′ ∈ Λ be their
centers. Note that v−λ′ is a vertex of P , the Vorono˘ı cell around the origin. We indexed
the vertices of P by permutations in Fact 3.6. Let pi′ be the relevant permutation. Sim-
ilarly we introduce pi′′. How are pi′ and pi′′ related? Firstly, they are different, because
vpi′ = v − λ′ 6= v − λ′′ = vpi′′ . Secondly, if F − λ′ = FS′ , then λ′′ − λ′ is the outer nor-
mal for the face FS′ of P constructed in the proof of Fact 3.7, part (2). We know that
vpi′ − (λ′′ − λ′) = vpi′′ , and using Fact 3.7, part (4), we conclude that pi′′ is obtained from
pi′ by a multiple left cyclic shift of values. Therefore, all the permutohedra adjacent to v
correspond to different cyclic shifts of a single permutation of {0, 1, . . . , n}. Hence, there
are n+ 1 of them, and σ is a simplex.
Now we construct Qσ, for a simplex σ of the Delaunay triangulation T . Let v be the
vertex of the permutohedral tessellation corresponding to σ. Let λ ∈ Λ be a vertex of σ.
We would like to show that among the edges of σ incident to λ, there are precisely two of
length 1, and one of them is pointed along a vector ui while the other is pointed against a
vector uj, for some i 6= j. Let pi be the permutation of {0, 1, . . . , n} corresponding to the
vertex v − λ of P . Recall from Fact 3.7, part (3), that there are exactly two facets of P
containing vpi and congruent to a (n−1)-dimensional permutohedron. They correspond to
the pairs ({pi(0)}, {pi(1), . . . , pi(n)}) and ({pi(0), . . . , pi(n− 1)}, {pi(n)}). These two facets
correspond to the shortest edges of σ pointed along, say, vi and −vj. From Fact 3.7, part
(4), we get that the vertices vpi − ui and vpi + uj of P correspond to the left and right
cyclic shifts of pi. Let us mark all those (oriented along the u0, . . . , un) edges of σ that we
found, over all vertices λ of σ. They form a family of oriented cycles passing through each
vertex λ ∈ σ once. We claim that this family is in fact a single cycle. To see that, we keep
track of the permutations pi corresponding to the current vertex of σ. As we move along
a cycle from the family, these permutations shift cyclically, as described above. Thus, the
cycle consists of (n+ 1) segments, and we found Qσ as desired. The lemma is proven. 
4. Equality cases in Viterbo’s conjecture
Consider the regular simplex 4n = conv{v0, . . . , vn} ⊂ Rn centered at the origin and
normalized so that its edges are all of unit (Euclidean) length. Choose an orthonormal
base (e1, . . . , en) with en pointing to v0. Consider also the permutohedron Pn ⊂ Rn, as in
Definition 3.2:
Pn =
∑
0≤i<j≤n
[vi, vj].
The main result of this section if the following
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Theorem 4.1. In the configuration Pn × 4◦n the shortest generalized billiard trajectory
has length ξ4◦n(Pn) = (n + 1)
2. Moreover, X = Pn × 4◦n delivers equality in Viterbo’s
conjecture (where Pn and 4◦n lie in Lagrangian subspaces).
This theorem can be viewed as the extension of the first part of the following proposition,
proved in [6]:
Proposition 4.2. (1) In the configuration P2 × 4◦2 the shortest generalized billiard
trajectory has length
ξ4◦2(P2) = 9.
Hence, X = P2 ×4◦2 delivers equality in Viterbo’s conjecture.
(2) Any classical billiard trajectory in the configuration
P2 ×4◦2
bounces 4 times and has length 9.
(3) Arbitrarily close to any point
(q, p) ∈ ∂(P2 ×4◦2)
there passes a certain classical billiard trajectory of minimal length.
Another statement of the same spirit, proved in [6] is the following
Proposition 4.3. (1) In a Hanner polytope H ⊂ Rn with geometry specified by its
polar H◦, the shortest generalized billiard trajectory has length ξH◦(H) = 4, and
X = H × H◦ delivers equality in Viterbo’s conjecture (the latter fact has been
known since [3]).
(2) Any classical billiard trajectory in a Hanner polytope H ⊂ Rn with geometry spec-
ified by its polar H◦ is 2n-bouncing and has length 4.
(3) Moreover, in an arbitrarily small neighborhood of any point (q, p) ∈ ∂(H × H◦),
there passes a classical billiard (in the configuration H×H◦) trajectory of minimal
length.
F. Schlenk has established that the interior of the Lagrangian product of a crosspolytope
and a cube (its polar) is “almost” a symplectic ball in the following sense: the product
symplectically embeds into the ball of arbitrarily close volume, and vice versa. The four-
dimensional case can be found in [15, Lemma 3.1.8] or [12, §4]; the 2n-dimensional case
follows the same lines (see also [15, Lemma 5.3.1], where the same technique is exploited
for a simplex instead of a crosspolytope). A reasonable question is if the Lagrangian
product of a crosspolytope and a cube (or more generally, H×H◦ for an arbitrary Hanner
polytope) is a symplectic ball. However, it is not clear for me that the affirmative answer
to this question would reprove the implications of Proposition 4.3. It would have reproved
them if the boundary of the product had been smooth (in this case we would have applied
the results of [2]).
Let us also note that Theorem 4.1 would immediately follow from the affirmative answer
to the following
Question 4.4. Is Pn ×4◦n a symplectic ball? More precisely, is the interior of Pn ×4◦n a
symplectic image of a Euclidean ball of the same volume?
We do not know the answer already in the case n = 2.
To prove Theorem 4.1, we will directly compute ξ4◦n(Pn) = cHZ(Pn × 4◦n) and then
check the equality:
vol(Pn ×4◦n) =
cHZ(Pn ×4◦n)n
n!
.
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The volume vol4n =
√
n+1
2n/2n!
can be easily computed, the Mahler volume product vol4n ·
vol4◦n = (n+1)
n+1
(n!)2
is well known, so we conclude that vol4◦n = 2
n/2(n+1)n+1/2
n!
. The volume
volPn =
(n+1)n−1/2
2n/2
was already computed (Fact 3.5). So it suffices to compute the right-
hand side.
Proposition 4.5. In the above notation,
cHZ(Pn ×4◦n) = (n+ 1)2.
For the proof, we use the characterization of Bezdek and Bezdek of shortest generalized
billiard trajectories in Pn, when lengths are measured using the norm with unit body 4n.
Consider first the following 2-periodic trajectory: take the centers m1,m2 of two op-
posite facets of Pn that are congruent to Pn−1. Then the generalized billiard trajec-
tory m1 → m2 → m1 is a 2-fold bypass of the width of Pn. Clearly, it cannot fit into
intPn. The 4n-length of this trajectory is (n + 1)2, so we have an estimate from above:
cHZ(Pn ×4◦n) ≤ (n+ 1)2.
To prove the estimate from below, we consider an arbitrary closed polygonal line that
cannot fit into intPn and show that its 4n-length cannot be less than (n+ 1)2.
First, we replace each segment [q, q′] of this line with a certain polygonal line of same
4n-length but with edges directed along v0, . . . , vn. This can be done as follows. Consider
the convex cone
Cj = pos{{v0, . . . , vn} \ {vj}}
in which the vector q′ − q lies. Such Cj exists since
n⋃
i=0
Ci = R2n. Then, decompose
q′− q = ∑
0≤k≤n, k 6=j
αkvk with αk ≥ 0. Now the polygonal line with edges congruent to αivi
suits our purpose well. Its 4n-length equals the 4n-length of q′ − q in the given norm
because the norm function is linear on Cj.
Now, we have the closed polygonal line with at most n + 1 directions used. Let its
segments be congruent to α1vj1 , . . . , αmvjm . The total 4n-length of the segments of this
polygonal line along the direction vi is proportional to
∑
jk=i
αk. Note that
∑
i
vi = 0 is the
only linear dependence among the directions, so the relation
m∑
k=1
αkvjk = 0 is a multiple
of
∑
i
vi = 0. Thus, the total 4n-length of the segments of this polygonal line along each
direction vi does not depend on i. Assume the contrary to the statement that we are to
prove: suppose that this length along each direction vi is less than n + 1. We need to
show that such a line fits into a smaller homothet of Pn, this will be a contradiction. We
formulate it as a lemma.
Lemma 4.6. Suppose a closed polygonal line consists of segments directed only along
v0, . . . , vn. Suppose also that the total 4n-length of all segments that are directed along vi
equals n+ 1, for each i = 0, 1, . . . , n. Then this line can be covered by a translate of Pn.
Proof. We proceed by induction on n. The base case n = 1 is clear.
To begin, we note that the top “horizontal” (meaning orthogonal to en, which is sup-
posed to be pointed “upwards”) facet F of Pn is congruent to a copy of Pn−1 placed
horizontally in Rn. Explicitly,
F = nv0 +
∑
1≤i<j≤n
[vi, vj].
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Now let Q = q0 → q1 → . . . → qm−1 → qm = q0 be a polygonal line satisfying the
assumptions of the lemma, and let q0 be the highest (having the largest coordinate along
en) vertex of Q. Let us introduce a parametrization q : [0, n + 1] → Q, so that the
point q(t) runs along Q with the constant velocity (n + 1). Without loss of generality,
q(0) = q(n+ 1) = q0.
Consider the following transformation of Q. We contract it using the transform
1
n+1
0
... 0 0
0 1
n+1
... 0 0
· · · · · · . . . · · · · · ·
0 0
... 1
n+1
0
0 0
... 0 1

and obtain the line Q˜ with the corresponding parametrization q˜(·). Also, denote by v˜i
the image of vi under this transform. Note that (n+ 1)v˜i = vi − v0.
Now we consider the Minkowski sum
R = F + Q˜ =
⋃
t∈[0,n+1]
(F + q˜(t))
and claim that Q can be covered by R (see Figure 2). We will find s ∈ Rn such that
q(t) ∈ F +s+ q˜(t) for all t. We determine the vertical component 〈s, en〉 = −n+12 |v0| from
the relation q(t) ∈ F + s + q˜(t). So we need to adjust the horizontal component of s in
order to satisfy q(t) ∈ F + s+ q˜(t).
Let H = Rn−1×{0} be the horizontal subspace of Rn. Let pi : Rn → H the orthogonal
projection. EndowH with the norm given by the unit body4n−1 = conv{pi(v1), . . . , pi(vn)}.
Identify Pn−1 with pi (F ) =
∑
1≤i<j≤n
[pi(vi), pi(vj)] ⊂ H. Consider the polygonal line
q(t) − q˜(t), for t ∈ [0, n + 1]. When q(t) traverses along vi, 1 ≤ i ≤ n, q(t) − q˜(t)
traverses along pi(vi). Whenever q(t) traverses along v0, q(t)− q˜(t) stays fixed. The over-
all time during which q(t) traverses along v0 is 1 (out of n+ 1). Let us reparametrize the
polygonal line q(t) − q˜(t) by skipping all the time intervals during which it stays fixed.
This way we will get a polygonal line q′(t), for t ∈ [0, n]. We make a few observations:
• q′(t) ∈ H for all t ∈ [0, n];
• if we measure distances in H using the 4n−1-norm, then q′(t) travels with the
constant velocity n;
• q′(t) travels only along the distinguished directions pi(v1), . . . , pi(vn).
Therefore, we can apply the inductive assumption: there exists s′ ∈ H such that q′(t) ∈
Pn−1 + s′ for all t ∈ [0, n]. Consequently, q(t)− q˜(t) ∈ Pn−1 + s′ for all t ∈ [0, n+ 1].
Finally, we set s = s′ − n+1
2
v0 ∈ Rn. Then we have
q(t) ∈ Pn−1 + s′ + q˜(t) = F − n+ 1
2
v0 + s
′ + q˜(t) = F + s+ q˜(t),
so Q ⊂ R + s.
The next step is to cover the set R by Pn (see Figure 3). To do this, we consider
the coordinates (q˜1(t), . . . , q˜n(t)) of the point q˜(t) in the basis v˜1, . . . , v˜n. Shift Q˜ (and
R = Q˜+ F accordingly) so that, for any i,
min
t∈[0,n+1]
q˜i(t) = 0.
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Figure 2. Q covered by R
We claim that R ⊂ Pn after such a shift. Indeed, any point of R can be represented as
f + q˜(t) = f +
n∑
i=1
q˜i(t)v˜i,
for some t ∈ [0, n + 1] and f ∈ F . From the assumptions of the lemma, it follows
that q˜i(t) ∈ [0, n + 1]. Hence, the point
n∑
i=1
q˜i(t)v˜i belongs to the Minkowski sum of the
non-horizontal segments
n∑
i=1
[0, (n+ 1)v˜i] =
n∑
i=1
([v0, vi]− v0).
Hence,
f +
n∑
i=1
q˜i(t)v˜i ∈ F +
n∑
i=1
([v0, vi]− v0) =
∑
1≤i<j≤n
[vi, vj] +
n∑
i=1
[v0, vi] = Pn,
as required. 
Remark 4.7. As a referee pointed out, an example of a two-bouncing trajectory in the
configuration Pn × 4◦n estimates from above the cylindrical capacity ccyl(Pn × 4◦n) by
(n+ 1)2 (see [3, Remark 4.2]). So we have
(n+ 1)2 ≤ cHZ(Pn ×4◦n) ≤ ccyl(Pn ×4◦n) ≤ (n+ 1)2,
and all the capacities between cHZ and ccyl coincide on the Lagrangian product Pn×4◦n.
Consequently, the equality in (1.1) holds for X = Pn ×4◦n and any symplectic capacity
greater than the Hofer–Zehnder capacity.
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Figure 3. R covered by Pn
5. Special cases of Viterbo’s conjecture
Viterbo’s conjecture is proven [11] for ellipsoids, polydiscs and convex Reinhardt do-
mains. However, even for X ⊂ R4 Viterbo’s conjecture remains widely open. Here we
prove the following special cases of the conjecture.
Theorem 5.1. Let K ⊂ V = Rn be a convex body. Let 4n ⊂ V ∗ be a simplex. Then
vol(K ×4n) ≥ cHZ(K ×4n)
n
n!
,
where K and 4n lie in Lagrangian subspaces.
Theorem 5.2. Let K ⊂ V = Rn be a convex body. Let n ⊂ V ∗ be a parallelotope. Then
vol(K ×n) ≥ cHZ(K ×n)
n
n!
,
where K and n lie in Lagrangian subspaces.
The latter can be interpreted as a sharp isoperimetric-like inequality for billiard trajec-
tories in the `1-norm, with equality attained on the crosspolytope K = ◦n:
ξn(K) ≤ 2 (n! vol(K))1/n .
Similarly, the former is a sharp isoperimetric-like inequality for billiard trajectories in the
non-symmetric ‖ · ‖4n-norm, with equality attained on certain permutohedra.
For the proof of Theorem 5.1 we will need a simple topological lemma.
Lemma 5.3. Let T be a triangulation of Rn with the diameters of simplices uniformly
bounded from above. Let Λ be the vertex set of T . Assume that every simplex of T can be
covered by a translate of a convex body K ⊂ Rn. Then any translate of K meets Λ.
Proof. Let d ∈ R be an upper bound for the diameters of the cells of T . Suppose there
is a translate K + t of K avoiding Λ. We define a continuous vector field ν : Rn → Rn
as follows. For every vertex λ ∈ Λ, set v(λ) equal to any unit vector pointing away from
K + t. More precisely, take any hyperplane H 3 λ avoiding K + t, and set ν(λ) to be the
normal vector of H pointing to the halfspace missing K + t (see Figure 4, illustrating the
two-dimensional case). Then extend ν affinely to the entire Rn.
Now take a ball B centered at any point of K + t. We take it large enough, say, of
radius 100(d + diamK). Then ν|ν| |∂B : ∂B → Sn−1 has degree 1, hence there is x ∈ intB
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Figure 4. Construction of vector field ν
such that v(x) = 0. If x lies in a simplex σ of T with vertices v0, . . . , vn, then there are
non-negative multipliers α0, . . . , αn, not all zeros, such that
∑
i
αiν(vi) = 0. Informally,
this means that K+t is “blocked” inside the “cage” σ with the “cage bars” vi. Let us show
rigorously that in this situation σ cannot be covered by a translate of K. We know that
K + t does not cover the vertices of σ. The choice of ν(vi) implies that 〈u− vi, ν(vi)〉 < 0
for any u ∈ K + t. Assume that there is a translate K + t+ s covering σ. Multiplying s
by
∑
i
αiν(vi), we get
n∑
i=0
αi〈s, ν(vi)〉 = 0.
It follows that 〈s, ν(vi)〉 ≤ 0 for some i. Then we obtain a contradiction as follows:
0 = 〈vi − vi, ν(vi)〉 = 〈(vi − s)︸ ︷︷ ︸
∈K+t
−vi, ν(vi)〉+ 〈s, ν(vi)〉 < 0.

Proof of Theorem 5.1. The inequality in question is invariant under the following family
of transformations: if V is acted on by an affine transform A, then V ∗ is acted on by
(A∗)−1. Any simplex is affinely equivalent to a regular one, so we can assume that 4◦n =
conv{u0, . . . , un} is a regular simplex centered at the origin, with |u0| = . . . = |un| = 1.
Further, we scale K so that cHZ(K ×4n) becomes equal to (n+ 1).
Consider the lattice Λ generated by the vectors u0, . . . , un; recall that Λ is just a scaled
copy of A∗n, and its Vorono˘ı cell P (centered at the origin) is congruent to
1√
n2+n
P˜n. We
will prove that volK ≥ volP . This will suffice:
vol(K ×4n) ≥ vol(P ×4n) = cHZ(P ×4n)
n
n!
=
(n+ 1)n
n!
=
cHZ(K ×4n)n
n!
.
Here we used the results of Section 4. Note that in our scale, P equals 1
n+1
-times the
Minkowski sum of the edges of 4◦n, hence cHZ(P × 4n) = n + 1 and vol(P × 4n) =
cHZ(P×4n)n
n!
.
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Now we are proving the estimate volK ≥ volP . We will do it by showing that⋃
λ∈Λ
(λ+K) = Rn.
This will imply that volK is not less than the volume of the fundamental domain of Λ,
i.e., volP .
Consider the Delaunay triangulation T of Rn with respect to Λ. For each simplex
σ of T , we invoke Lemma 3.8 to find the polygonal line Qσ of length n + 1. Since
cHZ(K × 4n) = n + 1, such Qσ can be covered by a translate of K (by Theorem 2.2).
Therefore, any simplex of T can be covered by a translate of K.
Assume that
⋃
λ∈Λ
(λ+K) 6= Rn, that is, there exists x ∈ Rn such that (x+ Λ)∩K = ∅.
So we found a translate K−x of K that avoids Λ, while every simplex of T can be covered
by a translate of K. This contradicts Lemma 5.3. 
Theorem 5.2 will be proved inductively using the following lemma.
Lemma 5.4. Let L ⊂ Rn−1 be a convex body. Suppose we established the inequality
vol(M × L) ≥ cHZ(M × L)
n−1
(n− 1)!
for all convex bodies M ⊂ Rn−1. Then for any convex body K ⊂ Rn the following holds:
vol(K × (L× [−1, 1])) ≥ cHZ(K × (L× [−1, 1]))
n
n!
.
(As usual, the relevant products are assumed to be Lagrangian.)
Proof. Without loss of generality assume that L contains the origin in its interior. Denote
by H the hyperplane in Rn where L sits. Note that
(L× [−1, 1])◦ = conv(L◦ × {0} ∪ {(0, . . . , 0︸ ︷︷ ︸
n−1
)} × [−1, 1]).
Sometimes this body is called the free sum or the `1-sum of L
◦ and [−1, 1].
Scale K so that cHZ(K ×L× [−1, 1]) = ξL×[−1,1](K) = 4. This implies that any closed
polygonal line of ‖ · ‖L×[−1,1]-length 4 fits into K. In particular, any such polygonal line
that is parallel to H fits into piH(K), the orthogonal projection of K onto H. Thus,
cHZ(piH(K)× L) ≥ 4. By the assumption,
vol(piH(K)× L) ≥ cHZ(piH(K)× L)
n−1
(n− 1)! ≥
4n−1
(n− 1)! .
Now we apply the following inequality (proven by Rogers and Shephard [14] in greater
generality):
voln(K) ≥ 1
n
voln−1(piH(K)) ·max
x∈Rn
vol1((x+H
⊥) ∩K).
Since ξL×[−1,1](K) = 4, K contains a segment orthogonal to H of ‖ · ‖L×[−1,1]-length 2,
and we conclude that max
x∈Rn
vol1((x + H
⊥) ∩K) ≥ 2. Finally, we combine all inequalities
above:
vol(K × L× [−1, 1]) ≥ 2
n
vol(piH(K)) vol(L× [−1, 1]) = 4
n
vol(piH(K)× L) ≥
≥ 4
n
· 4
n−1
(n− 1)! =
cHZ(K × L× [−1, 1])n
n!
.

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Proof of Theorem 5.2. The inequality in question is invariant under the transforms of the
form A × (A∗)−1, for A affine, so we assume that n = [−1, 1]n is a hypercube centered
at the origin. Now the claim follows from 5.4 by induction. The base case
vol([a, b]× [−1, 1]) ≥ cHZ([a, b]× [−1, 1])
is trivial.

Remark 5.5. Starting from 5.1 as the induction base, we see that the same induction
proves the cHZ-version of Viterbo’s conjecture for a Lagrangian product of any convex
body K ⊂ Rk+m with a simplex in Rk and a parallelotope in Rm:
vol(K ×4k ×m) ≥ cHZ(K ×4k ×m)
k+m
(k +m)!
.
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