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a b s t r a c t
In this paper, we present a finite difference scheme for the solution of an initial-boundary
value problem of the Schrödinger–Boussinesq equation. The scheme is fully implicit and
conserves two invariable quantities of the system. We investigate the existence of the
solution for the scheme, give computational process for the numerical solution and prove
convergence of iteration method by which a nonlinear algebra system for unknown V n+1
is solved. On the basis of a priori estimates for a numerical solution, the uniqueness,
convergence and stability for the difference solution is discussed. Numerical experiments
verify the accuracy of our method.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Schrödinger–Boussinesq (SBq) equation
iut + uxx − uv = 0, (1.1)
vtt − vxx − f (v)xx + αvxxxx = |u|2xx, (1.2)
where α is a constant, f (p) is a sufficiently smooth real function with f (0) = 0, u(x, t) represents the complex Schrödinger
field and v(x, t) represents the real Boussinesq field which has been raised in the laser and plasma physics (see references
in [1]). In [1,2], the author studies the existence and uniqueness of the global solution of the initial-boundary value problem
or the periodic initial value problem for the system. The existence of the periodic solution, the attractors and its regularity
for the damped SBq equation are considered in [3,4], respectively. The finite dimensional global attractor for the dissipative
SBq equation is investigated in [5]. However, so far we do not discovered any numerical result for the SBq equation. But
when f = 0 and α = 0, the SBq equation degenerates into the Zakharov equation:
iut + uxx − uv = 0,
vtt − vxx = |u|2xx.
There have beenmany numerical results for the Zakharov equation,which can be used for reference (see [6–10]). In addition,
for some similar coupled equations we have given the finite difference method, such as the Klein–Gordon–Schrödinger
equations [11] and the Klein–Gordon–Zakharov equations [12], which can also be used for reference. In this paper, our
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purpose is to investigate the finite difference solution for the initial-boundary value problem of (1.1) and (1.2) with the
following data.
u|t=0 = u0(x), v|t=0 = v0(x), vt |t=0 = v1(x), (1.3)
u(0, t) = u(L, t) = 0, v(0, t) = v(L, t) = 0, vxx(0, t) = vxx(L, t) = 0, (1.4)
where u0(x), v0(x) and v1(x) are given smooth functions.
It is easy to prove that problem (1.1)–(1.4) possesses the following two conservative laws:
‖u‖L2 = ‖u0‖L2 , (1.5)
E(t) ≡ ‖ux‖2L2 +
1
2
‖φx‖2L2 +
1
2
‖v‖2L2 +
α
2
‖vx‖2L2 + (v, |u|2)+
∫ L
0
F(v)dx = E(0), (1.6)
where the function φ(x, t) satisfies vt = φxx, F(v) =
 v
0 f (p)dp. Under the assumption
(A) :

(i) u0(x), v0(x), φ0(x) ∈ H10 ,
(ii) α > 0, F(v) ≥ 0, f ∈ C2,
where φ0(x) = φ(x, 0). It follows from Sobolev’s inequality that (see [1])
‖u‖L∞ ≤ C, ‖v‖L∞ ≤ C, ‖φ‖L∞ ≤ C, ‖ux‖L∞ ≤ C, ‖vx‖L∞ ≤ C . (1.7)
In the present paper, we construct a conservative difference scheme that simulates verywell two conservation quantities
(1.5) and (1.6) of the SBq equation, give computational process for the difference scheme and prove that the iterationmethod
in the process is convergent in Section 2. In Section 3, wemake some a priori estimates for the difference solution to analyze
its convergence. As main results of this paper, in Section 4, the existence of the difference solution is given and convergence,
stability and uniqueness analysis is made in Section 5. Some numerical results are presented in Section 6.
2. Numerical method
As usual, let Unj ∼ u(xj, tn), unj ≡ u(xj, tn), xj = jh, tn = nτ , 0 ≤ j ≤ J, n = 0, 1, 2, . . ., where h and τ are the space and
temporal step sizes, respectively. And, we used the following notations in the paper
Un+1/2j =
1
2
(Unj + Un+1j ), (Unj )x =
Unj+1 − Unj
h
, (Unj )x =
Unj − Unj−1
h
,
(Unj )t =
Un+1j − Unj
τ
, (Unj )t =
Unj − Un−1j
τ
, (Un, V n) = h
J−
j=0
Unj V
n
j ,
‖Un‖2 = (Un,Un), ‖Un‖pp = h
J−
j=0
|Unj |p, ‖Un‖∞ = sup
1≤j≤J
|Unj |.
For convenience, let C denote a general positive constant, which may have different values in different places.
2.1. Finite difference scheme
Now, we consider the finite difference simulation for Eqs. (1.1)–(1.4) as follows:
i(Unj )t + (Un+1/2j )xx = Un+1/2j V n+1/2j , j = 1, 2, . . . , J − 1, n = 0, 1, 2, . . . , (2.1)
(V nj )tt −
1
2
(V n+1j + V n−1j )xx +
α
2
(V n+1j + V n−1j )xxxx −

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j

xx
= (|Unj |2)xx,
j = 1, 2, . . . , J − 1, n = 1, 2, . . . , (2.2)
U0j = u0(jh), V 0j = v0(jh),
V 1j − V−1j
2τ
= v1(jh), j = 0, 1, . . . , J (2.3)
Un0 = UnJ = 0, V n0 = V nJ = 0, (V n0 )xx = (V nJ )xx = 0, n = 1, 2, . . . . (2.4)
Taking n = 0 in (2.2) and connecting with the last equation of (2.3), we can eliminate {V−1j , j = 1, 2, . . . , J − 1} and obtain
a nonlinear system about {V 1j , j = 1, 2, . . . , J − 1}.
2
τ 2
(V 1j − v0(jh)− τv1(jh))− (V 1j − τv1(jh))xx + α(V 1j − τv1(jh))xxxx
−

F(V 1j )− F(V 1j − 2τv1(jh))
2τv1(jh)

xx
= (|u0(jh)|2)xx, j = 1, 2, . . . , J − 1. (2.5)
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In the last formula of (2.4), let V n−1 = V nJ+1 = 0. Then, this implies that V n1 = V nJ−1 = 0.
2.2. Conservative laws
From the scheme (2.1)–(2.5) it follows that the discrete analogues of conservative laws (1.5) and (1.6) are obtained.
Theorem 2.1. Under assumption (A), the scheme (2.1)–(2.5) possesses the following invariants:
‖Un‖ = C, (2.6)
En ≡ ‖Un+1x ‖2 +
1
2
‖Φn+1/2x ‖2 +
1
4
(‖V n‖2 + ‖V n+1‖2)+ α
4
(‖V nx ‖2 + ‖V n+1x ‖2)
+ 1
2
h
J−
j=1
[F(V nj )+ F(V n+1j )] +
1
2
h
J−
j=1
(V nj + V n+1j )|Un+1j |2 = Const, (2.7)
whereΦnj satisfies (Φ
n+1/2
j )xx = (V nj )t .
Proof. Multiplying (2.1) by h(Un+1j +Unj ), summing over j and taking the imaginary part, we obtain (2.6) easily. Computing
the inner product of (2.1) with Unt and taking the real part, we have
‖Un+1x ‖2 − ‖Unx ‖2 + h
J−1
j=1
V n+1/2j (|Un+1j |2 − |Unj |2) = 0. (2.8)
Multiplying (2.2) by h(Φn+1/2j + Φn−1/2j ) and summing over j, we obtain
I + II + III + IV = V . (2.9)
Each term of (2.9) is computed as follows:
I = h
J−1
j=1
(V nj )tt(Φ
n+1/2
j + Φn−1/2j ) = h
J−1
j=1
(Φ
n+1/2
j )txx(Φ
n+1/2
j + Φn−1/2j )
= −1
τ
(‖Φn+1/2x ‖2 − ‖Φn−1/2x ‖2), (2.10)
II = −1
2
h
J−1
j=1
(V n+1j + V n−1j )xx(Φn+1/2j + Φn−1/2j )
= − 1
2τ
(‖V n+1‖2 − ‖V n−1‖2), (2.11)
III = 1
2
h
J−1
j=1
(V n+1j + V n−1j )xxxx(Φn+1/2j + Φn−1/2j )
= −1
2
h
J−1
j=1
(V n+1j + V n−1j )x(V nj + V n−1j )xt
= − 1
2τ
(‖V n+1x ‖2 − ‖V n−1x ‖2), (2.12)
IV = −h
J−1
j=1

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j

xx
(Φ
n+1/2
j + Φn−1/2j )
= − h
τ
J−1
j=1
[F(V n+1j )− F(V n−1j )], (2.13)
V = h
J−1
j=1
|Unj |2xx(Φn+1/2j + Φn−1/2j ) =
h
τ
J−1
j=1
|Unj |2(V n+1j − V n−1j ). (2.14)
Thus, substituting (2.10)–(2.14) into (2.9), we have
‖Φn+1/2x ‖2 − ‖Φn−1/2x ‖2 +
1
2
(‖V n+1‖2 − ‖V n−1‖2)+ α
2
(‖V n+1x ‖2 − ‖V n−1x ‖2)
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+ h
J−1
j=1
[F(V n+1j )− F(V n−1j )] + h
J−1
j=1
|Unj |2(V n+1j − V n−1j ) = 0. (2.15)
It follows from (2.8) and (2.15) that
2(‖Un+1x ‖2 − ‖Unx ‖2)+ (‖Φn+1/2x ‖2 − ‖Φn−1/2x ‖2)+
1
2
(‖V n+1‖2 − ‖V n−1‖2)+ α
2
(‖Un+1x ‖2 − ‖Un−1x ‖2)
+ h
J−1
j=1
[F(V n+1j )− F(V n−1j )] + h
J−1
j=1
[|Un+1j |2(V n+1j + V nj )− |Unj |2(V nj + V n−1j )] = 0.
This implies
En = E0 = Const, n = 1, 2, . . . . 
2.3. Computational method
The system of difference equations (2.1), (2.3) and (2.4) is a linear systemwhen V n+1/2j is given. The system can bewritten
as
ajUn+1j−1 + bn+1j Un+1j + cjUn+1j+1 = dnj , j = 1, 2, . . . , J − 1, n = 0, 1, . . . , (2.16)
Un+10 = Un+1J = 0, n = 0, 1, . . . , (2.17)
where
aj = cj = r, bn+1j = 2(i− r)− τV n+1/2j ,
dnj = −r(Unj−1 + Unj+1)+ 2(i+ r)Unj + τUnj V n+1/2j .
Here, r = τ
h2
, λ = τh . The system of difference equations (2.2)–(2.5) is a nonlinear system, which can been solved by means
of the iteration method. The iterative formula is
eˆn+1j V
n+1(s+1)
j−2 + aˆn+1j V n+1(s+1)j−1 + bˆn+1j V n+1(s+1)j + cˆn+1j V n+1(s+1)j+1 + gˆn+1j V n+1(s+1)j+2 = dˆn+1(s)j ,
j = 2, 3, . . . , J − 2, n = 0, 1, . . . , (2.18)
V n+1(s+1)0 = V n+1(s+1)1 = V n+1(s+1)J−1 = V n+1(s+1)J = 0, n = 0, 1, . . . , (2.19)
where
aˆn+1j = cˆn+1j = −
λ2
2
− 2αr2, eˆn+1j = gˆn+1j =
α
2
r2, bˆn+1j = 1+ λ2 + 3αr2,
dˆn+1(s)j = τ 2

F(V n+1(s)j )− F(V n−1j )
V n+1(s)j − V n−1j

xx
+ τ 2(|Unj |2)xx +
λ2
2
(V n−1j−1 + V n−1j+1 )− (1+ λ2)V n−1j
+ 2V nj −
α
2
r2(V n−1j+2 − 4V n−1j+1 + 6V n−1j − 4V n−1j−1 + V n−1j−2 ),
aˆ1j = cˆ1j = −λ2 − 4αr2, eˆ1j = gˆ1j = αr2, bˆ1j = 2+ 2λ2 + 6αr2,
dˆ1(s)j =
τ
2

F(V 1(s)j )− F(V 1(s)j − 2τv1(jh))
v1(jh)

xx
+ τ 2(|u0(jh)|2)xx,
− τ 3(v1(jh))xx + ατ 3(v1(jh))xxxx + 2v0(jh)+ 2τv1(jh),
s is the iteration number. The computational process for the difference scheme (2.1)–(2.5) is as follows:
Step 1. Taking n = 0 and using iteration method, we can get V 1 from (2.18) and (2.19);
Step 2. Substituting V 1 into (2.16), we can get U1 from (2.16) and (2.17);
Step 3. Substituting V 1 and U1 into (2.18), we can get U2 from (2.18) and (2.19) by means of the iteration method; · · · · · · .
The process is denoted as U0, V 0(given) ⇒ V 1 ⇒ U1 ⇒ V 2 ⇒ U2 ⇒ · · ·, where Un ≡ {Unj | j = 1, 2, . . . , J − 1} and
V n ≡ {V nj | j = 2, 3, . . . , J − 2}.
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2.4. Convergence of the iteration method (2.18) and (2.19)
In this subsection, we consider the convergence of the iterative method (2.18) and (2.19). Therefore, we introduce the
following lemma.
Lemma 2.1 ([13]). Suppose g(x) ∈ C2[d1, d2] and a1, a2, b1, b2 ∈ [d1, d2]. Then there are θ ∈ (−1, 1) and η ∈ [d1, d2] such
that
g(a2)− g(a1)
a2 − a1 −
g(b2)− g(b1)
b2 − b1 = g
′

1− θ
2
a1 + 1+ θ2 a2

− g ′

1− θ
2
b1 + 1+ θ2 b2

= g ′′(η)
[
1− θ
2
(a1 − b1)+ 1+ θ2 (a2 − b2)
]
.
Theorem 2.2. Suppose that condition (A) is satisfied. Let the initial value of iteration V n+1(0)j = V nj . Then the iteration
method (2.18), (2.19) is convergent.
Proof. Let εn+1(s)j = V n+1j − V n+1(s)j . From (2.18) and (2.19) and (2.2)–(2.5), it follows that
ε
n+1(s+1)
j −
τ 2
2
(ε
n+1(s+1)
j )xx +
τ 2α
2
(ε
n+1(s+1)
j )xxxx = Hˆn+1(s)j , j = 2, 3, . . . , J − 2, n = 0, 1, . . . , (2.20)
ε
n+1(s+1)
0 = εn+1(s+1)1 = εn+1(s+1)J−1 = εn+1(s+1)J = 0, n = 0, 1, . . . , (2.21)
where
Hˆn+1(s)j = τ 2

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j

xx
− τ 2

F(V n+1(s)j )− F(V n−1j )
V n+1(s)j − V n−1j

xx
,
Hˆ1(s)j =
τ
2

F(V 1j )− F(V 1j − 2τv1(jh))
v1(jh)

xx
− τ
2

F(V 1(s)j )− F(V 1(s)j − 2τv1(jh))
v1(jh)

xx
.
Multiplying (2.20) by hεn+1(s+1)j and summing over j, we obtain
‖εn+1(s+1)‖2 + τ
2
2
‖εn+1(s+1)x ‖2 +
τ 2α
2
‖εn+1(s+1)xx ‖2 = h
J−1
j=1
Hˆn+1(s)j ε
n+1(s+1)
j . (2.22)
Using Lemma 2.1 and Young’s inequality ab ≤ 1p (ϵa)p + 1q ( bϵ )q (where 1p + 1q = 1, ϵ is an arbitrary positive constant), we
get
h
J−1
j=1
Hˆn+1(s)j ε
n+1(s+1)
j = τ 2h
J−1
j=1

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j
− F(V
n+1(s)
j )− F(V n−1j )
V n+1(s)j − V n−1j

(ε
n+1(s+1)
j )xx
≤ τ 2‖f ′‖L∞h
J−
j=1
|εn+1(s)j ||(εn+1(s+1)j )xx|
≤ τ
2
2
(α‖εn+1(s+1)xx ‖2 +
1
α
‖f ′‖2L∞ · ‖εn+1(s)‖2). (2.23)
Substituting (2.23) into (2.22), we get
‖εn+1(s+1)‖2 + τ
2
2
‖εn+1(s+1)x ‖2 ≤
τ 2
2α
‖f ′‖2L∞ · ‖εn+1(s)‖2. (2.24)
Choosing τ such that
τ 2
2α
‖f ′‖2L∞ < δ < 1,
we get
‖εn+1(s+1)‖2 ≤ δ‖εn+1(s)‖2. (2.25)
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This implies convergence of the iteration method. It is apparent that the proof is made when n > 0. However, when n = 0,
the proof is all similar.
In addition, by directly computing, we can see that the coefficient matrix of the linear system (2.16) and (2.17) is strictly
diagonally dominant and when r < 1√
2α
, system (2.18) and (2.19) is also strictly diagonally dominant. Therefore, the two
systems exist all unique solutions. 
3. The existence of the difference solutions
Now we want to prove the existence of the solutions for the finite difference scheme (2.1)–(2.5). For the purpose, we
introduce the following lemma.
Lemma 3.1 ([14]). If the nonlinear system of equations
w = Tλ(w) (3.1)
defined on a finite dimensional Euclidean space Rm satisfies the following conditions:
(1) The functions of Tλ(w) are continuous for anyw ∈ Rm and 0 ≤ λ ≤ 1.
(2) As λ = 0, there is a fixed point w0 ∈ Rm, such that Tλ(w0) = w0 for anyw ∈ Rm.
(3) All possible solutions of system (3.1) are uniformly bounded with respect to the parameter 0 ≤ λ ≤ 1.
Then, system (3.1) has at least one solution w ∈ Rm for any 0 ≤ λ ≤ 1 and hence for λ = 1, i.e., the nonlinear system of
equations
w = T1(w) (3.2)
has at least one solutionw ∈ Rm.
Denote p = (p1, . . . , pJ−1), q = (q2, . . . , qJ−2), and w = (p, q), then w is a 2(J − 2)-dimensional vector or a point of
2(J − 2)-dimensional Euclidean space R2(J−2). Now we use Lemma 3.1 to prove the existence of the solutions for the finite
difference scheme (2.1)–(2.5). For this purpose, we construct a mapping Tλ: R2(J−2) → R2(J−2) of the 2(J − 2)-dimensional
Euclidean space into itself, with a parameter 0 ≤ λ ≤ 1.
pj = Unj + iλ
τ
2
(pj + Unj )xx − iλ
τ
4
(pj + Unj )(qj + V nj ), j = 1, 2, . . . , J − 1, n = 0, 1, 2, . . . , (3.3)
qj = 2V nj − V n−1j + λ
τ 2
2
(qj + V n−1j )xx − λ
ατ 2
2
(qj + V n−1j )xxxx
+ λτ 2

F(qj)− F(V n−1j )
qj − V n−1j

xx
+ λτ 2(|Unj |2)xx, j = 2, 3, . . . , J − 2, n = 1, 2, . . . , (3.4)
2
τ 2
(qj − v0(jh)− τv1(jh))− λ(qj − τv1(jh))xx + λα(qj − τv1(jh))xxxx
− λ

F(qj)− F(qj − 2τv1(jh))
2τv1(jh)

xx
= λ(|u0(jh)|2)xx, j = 2, 3, . . . , J − 2, (3.5)
where Unj (j = 1, 2, . . . , J − 1), V nj and vn−1j (j = 2, 3, . . . , J − 2) are given and p0 = pJ = q0 = q1 = qJ−1 = qJ = 0. This is
a continuous mapping for any 0 ≤ λ ≤ 1. When λ = 0, for anyw ∈ R2(J−2), the image of the mapping T0 : R2(J−2) → R2(J−2)
is a fixed point T0(w) = (Un1 , . . . ,UnJ−1, 2V n2 − V n−12 , . . . , 2V nJ−2 − V n−1J−2 ).
Nowwe prove that all possible solutions of the systemw = Tλ(w) are uniformly bounded with respect to the parameter
0 ≤ λ ≤ 1. Computing the scalar product of the p+ Un with (3.3) and taking the real part, we obtain
‖p‖2 = ‖Un‖2. (3.6)
Multiplying (3.4) by h(qj − V n−1j ) and summing over j, we obtain
1
τ 2
‖q− V n‖2 − ‖V n−1t ‖2 +
λ
2
(‖qx‖2 − ‖V n−1x ‖2)+
λα
2
(‖qxx‖2 − ‖V n−1xx ‖2)
= λh
J−1
j=1

F(qj)− F(V n−1j )
qj − V n−1j

xx
(qj − V n−1j )+ λh
J−1
j=1
(|Unj |2)xx(qj − V n−1j ). (3.7)
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For the last two terms of (3.7), from Young’s inequality we have the following estimates:
λh
J−1
j=1

F(qj)− F(V n−1j )
qj − V n−1j

xx
(qj − V n−1j ) = −λh
J−1
j=1
F(qj)− F(V n−1j )
qj − V n−1j
(qj − V n−1j )xx
= −λh
J−1
j=1
f (ξj)(qj − V n−1j )xx
≤ λα
2
‖qxx‖2 + λC(‖V n−1xx ‖2 + ‖f ‖2), (3.8)
where ξj is a value between qj and V n−1j .
λh
J−1
j=1
(|Unj |2)xx(qj − V n−1j ) = −λh
J−1
j=1
(|Unj |2)x(qj − V n−1j )x
= −λh
J−1
j=1
[(Unj )x(Unj+1)+ Unj (Unj )x](qj − V n−1j )x
≤ λ
2
‖qx‖2 + λC(‖Unx ‖44 + ‖Un‖44 + ‖V n−1x ‖2). (3.9)
Substituting (3.8) and (3.9) into (3.7), we have that
1
τ 2
‖q− V n‖2 ≤ ‖V n−1t ‖2 +
λ
2
‖V n−1x ‖2 +
λα
2
‖V n−1xx ‖2
+ λC(‖Unx ‖44 + ‖Un‖44 + ‖V n−1x ‖2 + ‖V n−1xx ‖2 + ‖f ‖2).
This implies
‖q‖2 ≤ ‖V n‖2 + τ 2C(‖V n−1t ‖2 + ‖Unx ‖44 + ‖Un‖44 + ‖V n−1x ‖2 + ‖V n−1xx ‖2 + ‖f ‖2). (3.10)
Multiplying (3.5) by h(qj + v0(jh)+ τv1(jh)) and summing over j, we obtain
1
τ 2
(‖q‖2 − ‖v0 + τv1‖2)+ λ(‖qx‖2 − τ 2‖v1x‖2)+ λα(‖qxx‖2 − τ 2‖v1xx‖2)
= −λh
J−1
j=1
(qj)x(v0(jh))x + λτh
J−1
j=1
(v1(jh))x(v0(jh))x
− λα

h
J−1
j=1
(qj)xx(v0(jh))xx + τh
J−1
j=1
(v1(jh))xx(v0(jh))xx

+ h
J−1
j=1

F(qj)− F(qj − 2τv1(jh))
2τv1(jh)

xx
(qj + v0(jh)+ τv1(jh))
+ λh
J−1
j=1
(|u0(jh)|2)xx(qj + v0(jh)+ τv1(jh)). (3.11)
For each term on the right-hand side of (3.10), using Young’ inequality and the same technique as (3.8) and (3.9), we obtain
1
τ 2
(‖q‖2 − ‖v0 + τv1‖2)+ λ(‖qx‖2 − τ 2‖v1x‖2)+ λα(‖qxx‖2 − τ 2‖v1xx‖2)
≤ λ(‖qx‖2 + α‖qxx‖2)+ λC(‖v0x‖2 + ‖v1x‖2 + ‖v0xx‖2 + ‖v1xx‖2 + ‖u0‖44 + ‖u0x‖44 + ‖f ‖2). (3.12)
This implies
‖q‖2 ≤ ‖v0 + τv1‖2 + τ 2C(‖v0x‖2 + ‖v1x‖2 + ‖v0xx‖2 + ‖v1xx‖2 + ‖u0‖44 + ‖u0x‖44 + ‖f ‖2). (3.13)
Thus, it follows from (3.6) and (3.10) or (3.6) and (3.13) that
‖w‖2 = ‖p‖2 + ‖q‖2 ≤ C .
This implies that the mapping Tλ(w) is uniformly bounded with respect to the parameter 0 ≤ λ ≤ 1. By the above
argumentation, we have the conclusion.
Theorem 3.1. The solution of difference scheme (2.1)–(2.5) exists.
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4. Some a priori estimates
In this section, we are going to estimate numerical solutions Un and V n. For this purpose, we first introduce the following
lemmas.
Lemma 4.1 ([14] Sobolev’s Inequality). For any discrete function uh = {uj, j = 0, 1, . . . , J} on finite internal [0, l], and for any
given ε > 0, there exists a positive constant C, depending only on ε and n, such that
‖δkuh‖p ≤ ε‖δnuh‖2 + C‖uh‖2,
where 2 ≤ p ≤ ∞, 0 ≤ k < n, where δkuh denotes kth difference quotient of the discrete function uh.
Lemma 4.2 ([14]). Suppose that the discrete functionw(n) satisfies the recurrence formula
wn − wn−1 ≤ Aτwn + Bτwn−1 + Cnτ ,
where A, B and Cn (n = 1, . . . ,N) are nonnegative constants. Then
max
1≤n≤N
|wn| ≤

w0 + τ
N−
k=1
Ck

e2(A+B)T ,
where τ is small, such that (A+ B)τ ≤ N−12N (N > 1).
Lemma 4.3 ([14]). For any discrete function uh = {uj, j = 0, 1, . . . , J} on the finite interval [0, l] satisfying the homogeneous
discrete boundary condition uk = uJ−k = 0 for k = 0, 1, . . . ,M − 1, there is
‖δkuh‖ ≤ K1lM−k‖δMuh‖
for k = 0, 1, . . . ,M − 1, where K1 is a constant independent of l and the discrete function uh.
Now, we can estimate numerical solutions Un and V n.
Lemma 4.4. Under assumption (A) the following estimates hold:
‖Unx ‖ ≤ C, ‖V n‖ ≤ C, ‖V nx ‖ ≤ C, ‖Φn−1/2x ‖ ≤ C,
‖Un‖∞ ≤ C, ‖V n‖∞ ≤ C . (4.1)
Proof. Using Young’s inequality, we obtain
h
−
|Unj |2(V nj + V n−1j ) ≤
1
4
(‖V n‖2 + ‖V n−1‖2)+ 2‖Un‖44. (4.2)
From Sobolev’s inequality and (2.6) it follows that
‖Un‖44 ≤ ‖Un‖2∞‖Un‖2 ≤ ϵ‖Unx ‖2 + C . (4.3)
Taking ε = 12 and substituting (4.2) and (4.3) into (2.7), we obtain
‖Unx ‖2 + ‖Φn−1/2x ‖2 +
1
4
(‖V n‖2 + ‖V n−1‖2)+ α
2
(‖V nx ‖2 + ‖V n−1x ‖2) ≤ C . (4.4)
This implies
‖Unx ‖ ≤ C, ‖V n‖ ≤ C, ‖V nx ‖ ≤ C, ‖Φn−1/2x ‖ ≤ C .
From Sobolev’s inequality it follows that
‖Un‖∞ ≤ C, ‖V n‖∞ ≤ C . 
Lemma 4.5. Under assumption (A) the following estimates hold:
‖Unt ‖ ≤ C, ‖Unxx‖ ≤ C, ‖V nt ‖ ≤ C, ‖V nxx‖ ≤ C . (4.5)
Proof. Taking a forward difference quotient of (2.1) for t , we have
i(Unj )tt + (Un+1/2j )xxt = (Un+1/2j V n+1/2j )t . (4.6)
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Multiplying (3.6) by (U
n+1/2
j )t , summing over j and taking the imaginary part, we obtain
1
2τ
(‖Un+1t ‖2 − ‖Unt ‖2) = Im h
J−1
j=1
(Un+1/2j V
n+1/2
j )t(U
n+1/2
j )t
≤ C(‖Unt ‖2 + ‖Un+1t ‖2 + ‖V nt ‖2 + ‖V n+1t ‖2). (4.7)
We have used the results of Lemma 4.4 in (4.7). Taking a second order center difference quotient of (2.1) for x, we have
i(Unj )txx + (Un+1/2j )xxxx = (Un+1/2j V n+1/2j )xx. (4.8)
Multiplying (4.8) by (U
n
j )t , summing over j and taking the real part, we obtain
1
2τ
(‖Un+1xx ‖2 − ‖Unxx‖2) = Re h
J−1
j=1
(Un+1/2j V
n+1/2
j )xx(U
n
j )t
= h
J−1
j=1
[(Un+1/2j )xxV n+1/2j+1 + 2(Un+1/2j )x(V n+1/2j )x + Un+1/2j (V n+1/2j )xx](Unj )t
≤ C(‖Un+1xx ‖2 + ‖Unxx‖2 + ‖V n+1xx ‖2 + ‖V nxx‖2 + ‖Unt ‖2)
+ C(‖V n+1x ‖∞ + ‖V nx ‖∞)(‖Un+1x ‖ + ‖Unx ‖)‖Unt ‖
≤ C(‖Un+1xx ‖2 + ‖Unxx‖2 + ‖V n+1xx ‖2 + ‖V nxx‖2 + ‖Unt ‖2 + 1). (4.9)
Computing the inner product of (2.2) with V nt + V n−1t , we have
1
2τ
(2‖V nt ‖2 − 2‖V n−1t ‖2 + ‖V n+1x ‖2 − ‖V n−1x ‖2 + α‖V n+1xx ‖2 − α‖V n−1xx ‖2)
= h
J−1
j=1
(|Unj |2)xx(V nj + V n−1j )t + h
J−1
j=1

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j

xx
(V nj + V n−1j )t . (4.10)
Now we estimate the right-hand side of (4.10) as follows.
P1 = h
J−1
j=1
(|Unj |2)xx(V nj + V n−1j )t
= h
J−1
j=1
[(Unj )xxUnj+1 + 2(Unj−1)x(Unj )x + Unj−1(Unj )xx](V nj + V n−1j )t
≤ C(‖Unxx‖2 + ‖V n−1t ‖2 + ‖V nt ‖2 + 1). (4.11)
P2 = h
J−1
j=1

F(V n+1j )− F(V n−1j )
V n+1j − V n−1j

xx
(V nj + V n−1j )t = h
J−1
j=1
[f (αnj )]xx(V nj + V n−1j )t
= h
J−1
j=1
[f ′(βnj )(αnj )x]x(V nj + V n−1j )t
= h
J−1
j=1
[f ′′(γ nj )(βnj )x(αnj+1)x + f ′(βnj )(αnj )xx](V nj + V n−1j )t ,
where αnj is a value between V
n+1
j and V
n−1
j , β
n
j is a value between α
n
j and α
n
j+1, and γ
n
j is a value between β
n
j and β
n
j−1. We
might as well take αnj = V n−1j + θ0(V n+1j − V n−1j ) and βnj = αnj + θ1(αnj+1 − αnj ), where |θi| < 1, i = 0, 1. Then,
|(αnj )x| ≤ 2(|(V n−1j )x| + |(V n+1j )x|), |(αnj )xx| ≤ 2(|(V n−1j )xx| + |(V n+1j )xx|),
|(βnj )x| ≤ 2(|(αnj )x| + |(αnj−1)x|) ≤ 4(|(V n−1j−1 )x| + |(V n+1j−1 )x| + |(V n−1j )x| + |(V n+1j )x|).
Thus, by using the same method as (4.10), we obtain
P2 ≤ C(‖V n−1xx ‖2 + ‖V n+1xx ‖2 + ‖V nt ‖2 + ‖V n−1t ‖2 + 1). (4.12)
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Substituting (4.11) and (4.12) into (4.10), we obtain
1
2τ
(2‖V nt ‖2 − 2‖V n−1t ‖2 + ‖V n+1x ‖2 − ‖V n−1x ‖2 + α‖V n+1xx ‖2 − α‖V n−1xx ‖2)
≤ C(‖Unxx‖2 + ‖V n+1xx ‖2 + ‖V n−1xx ‖2 + ‖V nt ‖2 + ‖V n−1t ‖2 + 1). (4.13)
From (4.7), (4.9) and (4.13) it follows that
1
2τ
(‖Un+1t ‖2 − ‖Unt ‖2 + ‖Un+1xx ‖2 − ‖Unxx‖2 + 2‖V nt ‖2 − 2‖V n−1t ‖2
+‖V n+1x ‖2 − ‖V n−1x ‖2 + α‖V n+1xx ‖2 − α‖V n−1xx ‖2)
≤ C(‖Unxx‖2 + ‖Un+1xx ‖2 + ‖Un+1t ‖2 + ‖Unt ‖2
+‖V n+1t ‖2 + ‖V nt ‖2 + ‖V n−1t ‖2 + ‖V n+1xx ‖2 + ‖V nxx‖2 + ‖V n−1xx ‖2 + 1). (4.14)
Let
Q n = 1
2
(‖Un+1t ‖2 + ‖Unt ‖2 + ‖Un+1xx ‖2 + ‖Un+1xx ‖2 + 2‖V nt ‖2 + ‖V n+1x ‖2 + ‖V nx ‖2 + α‖V n+1xx ‖2 + α‖V nxx‖2).
Then, (4.14) implies
Q n = Q n−1 + Cτ + τC(Q n + Q n−1).
From Lemma 4.2 the lemma is proved.
By means of Sobolev’s inequality we have the following corollary. 
Corollary 4.1. Under the conditions of Lemma 4.5, the following estimates hold.
‖Unx ‖∞ ≤ C, ‖V nx ‖∞ ≤ C . (4.15)
5. Convergence analysis
The purpose of this section is to analyze the convergence and stability of the difference scheme (2.1)–(2.4), which are
included in the following theorems. Finally, the uniqueness of the difference solution is given as a corollary of stability
theorem.
Lemma 5.1. Assume u(x, t) ∈ C4,3, v(x, t) ∈ C6,4 for the solution of problem (1.1)–(1.4). Then under assumption (A) the
difference scheme (2.1)–(2.5) possesses truncation errors of order O(h2 + τ 2).
Proof. Displacing Unj , V
n
j of the difference scheme (2.1), (2.2) and (2.5) by u
n
j and v
n
j , we have
rnj = i(unj )t + (un+1/2j )xx − un+1/2j vn+1/2j , j = 1, 2, . . . , J − 1, n = 1, 2, . . . ,N (5.1)
σ nj = (vnj )tt −
1
2
(vn+1j + vn−1j )xx +
α
2
(vn−1j + vn+1j )xxxx
−

F(vn+1j )− F(vn−1j )
vn+1j − vn−1j

xx
− (|unj |2)xx, j = 1, 2, . . . , J − 1, n = 2, 3, . . . ,N (5.2)
σ 1j =
2
τ 2
(v1j − v0(jh)− τv1(jh))− (v1j − τv1(jh))xx + α(v1j − τv1(jh))xxxx
−

F(v1j )− F(v1j − 2τv1(jh))
2τv1(jh)

xx
= (|u0(jh)|2)xx, j = 1, 2, . . . , J − 1, (5.3)
where rnj and σ
n
j are truncation errors. By Taylor’s expansion and complicated computation, it is easy to prove that
|rnj | + |σ nj | ≤ C(h2 + τ 2), 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N. (5.4)
For example, by complex computing we have
rnj =
[
iτ 2
24
uttt + h
2
12
uxxxx − τ
2
8
(uxxtt + uvtt + vutt)+ · · ·
]
x=xj,t=tn+1/2
. (5.5)
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Define the errors by
enj = unj − Unj , ηnj = vnj − V nj . (5.6)
Then, from (5.1), (5.2), (2.1) and (2.2) it follows that
rnj = i(enj )t + (en+1/2j )xx − (un+1/2j vn+1/2j − Un+1/2j V n+1/2j )
= i(enj )t + (en+1/2j )xx − (en+1/2j vn+1/2j + Un+1/2j ηn+1/2j ), (5.7)
σ nj = (ηnj )tt −
1
2
(ηn+1j + ηn−1j )xx +
α
2
(ηn−1j + ηn+1j )xxxx
−

F(vn+1j )− F(vn−1j )
vn+1j − vn−1j
− F(V
n+1
j )− F(V n−1j )
V n+1j − V n−1j

xx
− (|unj |2 − |Unj |2)xx.  (5.8)
Lemma 5.2. Suppose that the solution of problem (1.1)–(1.4) satisfies u(x, t) ∈ C5,4, v(x, t) ∈ C6,4. Then we have the following
estimate:
Re(rn, ent ) ≤ C(h2 + τ 2)+ C(‖en‖2 + ‖en+1‖2 + ‖enx‖2 + ‖en+1x ‖2 + ‖ηn‖2 + ‖ηn+1‖2). (5.9)
Proof. From (5.7) it follows that
(enj )t = −irnj + i(en+1/2j )xx − i(en+1/2j vn+1/2j + Un+1/2j ηn+1/2j ).
Thus
Re(rn, ent ) ≤ C(‖rn‖2 + ‖rnx ‖2 + ‖enx‖2 + ‖en+1x ‖2 + ‖en‖2 + ‖en+1‖2 + ‖ηn‖2 + ‖ηn+1‖2).
From (5.5) and the conditions of the lemma it follows that ‖rnx ‖2 ≤ O(h2 + τ 2)2. This implies that (5.9) is right. 
Theorem 5.1. Suppose that the conditions of Lemma 5.2 is satisfied. Then the solution of the finite difference scheme (2.1)–
(2.5) converges to the solution of problem (1.1)–(1.4) with order O(h2 + τ 2) in l∞ norm.
Proof. Computing the inner product of (5.1) with en+1/2 and taking the imaginary part, we obtain
Im(rn, en+1/2) = 1
2τ
(‖en+1‖2 − ‖en‖2)− Im h
J−1
j=1
Un+1/2j η
n+1/2
j e
n+1/2
j . (5.10)
Since
Im(rn, en+1/2) ≤ 1
2
(‖en+1‖2 + ‖en‖2)+ C(h2 + τ 2)2,
Im h
J−1
j=1
Un+1/2j η
n+1/2
j e
n+1/2
j ≤ C(‖en+1‖2 + ‖en‖2 + ‖ηn+1‖2 + ‖ηn‖2).
From (5.10) it follows that
‖en+1‖2 − ‖en‖2 ≤ τC(‖en+1‖2 + ‖en‖2 + ‖ηn+1‖2 + ‖ηn‖2)+ τC(h2 + τ 2)2. (5.11)
Computing the inner product of (5.7) with ent and taking the real part, we obtain
Re(rn, ent ) = −
1
2τ
(‖en+1x ‖2 − ‖enx‖2)−
1
2τ
h
J−1
j=1
V n+1/2j (|en+1j |2 − |enj |2)−
1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j (e
n+1
j − enj )
≡ − 1
2τ
(‖en+1x ‖2 − ‖enx‖2)− VI− VII. (5.12)
Let
(ηnj )t = (ζ n+1/2j )xx.
We compute the last two terms of (5.12) as follows:
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VI = 1
2τ
Re h
J−1
j=1
[V n+1/2j |en+1j |2 − V n−1/2j |enj |2] −
1
4τ
Re h
J−1
j=1
[(V n+1j − V n−1j )|enj |2]
= 1
2τ
Re h
J−1
j=1
[V n+1/2j |en+1j |2 − V n−1/2j |enj |2] −
1
4
Re h
J−1
j=1
(V nj + V n−1j )t |enj |2. (5.13)
VII = 1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j (e
n+1
j − enj )
= 1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j −
1
τ
Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j − Re h
J−1
j=1
enj [ηn+1/2j (un−1/2j )t + un−1/2j (ηn−1/2j )t ]
= 1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j −
1
τ
Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j
− Re h
J−1
j=1
enj
[
η
n+1/2
j (u
n−1/2
j )t +
1
2
un−1/2j (ζ
n+1/2
j + ζ n−1/2j )xx
]
. (5.14)
Then, substituting (5.13) and (5.14) into (5.12), we obtain
1
2τ
(‖en+1x ‖2 − ‖enx‖2)+
1
2τ
Re h
J−1
j=1
[V n+1/2j |en+1j |2 − V n−1/2j |enj |2]
+ 1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j −
1
τ
Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j
= −Re(rn, ent )+
1
4
Re h
J−1
j=1
(V nj + V n−1j )t |enj |2
+ Re h
J−1
j=1
enj
[
η
n+1/2
j (u
n−1/2
j )t +
1
2
un−1/2j (ζ
n+1/2
j + ζ n−1/2j )xx
]
. (5.15)
Now we estimate each term on the right-hand side of (5.15) as follows:
Re h
J−1
j=1
(V nj + V n−1j )t |enj |2 ≤ (‖V nt ‖ + ‖V n−1t ‖) · ‖en‖24 ≤ C(‖enx‖2 + ‖en‖2), (5.16)
Re h
J−1
j=1
enj η
n+1/2
j (u
n−1/2
j )t ≤ C(‖unt ‖ + ‖un−1t ‖) · ‖enηn+1/2‖
≤ C(‖en‖24 + ‖ηn‖24 + ‖ηn+1‖24)
≤ C(‖en‖2 + ‖enx‖2 + ‖ηn‖2 + ‖ηnx‖2 + ‖ηn+1‖2 + ‖ηn+1x ‖2), (5.17)
Re h
J−1
j=1
enj u
n
j (ζ
n+1/2
j + ζ n−1/2j )xx = −Re h
J−1
j=1
[(enj )xunj+1 + enj (unj )x](ζ n+1/2j + ζ n−1/2j )x
≤ C‖un‖L∞(‖enx‖2 + ‖ζ n−1/2x ‖2 + ‖ζ n+1/2x ‖2)
+ C‖unx‖L∞(‖en‖2 + ‖ζ n−1/2x ‖2 + ‖ζ n+1/2x ‖2)
≤ C(‖en‖2 + ‖enx‖2 + ‖ζ n−1/2x ‖2 + ‖ζ n+1/2x ‖2). (5.18)
Substituting (5.9) and (5.16)–(5.18) into (5.15), we have
1
2τ
(‖en+1x ‖2 − ‖enx‖2)+
1
2τ
Re h
J−1
j=1
[V n+1/2j |en+1j |2 − V n−1/2j |enj |2]
+ 1
τ
Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j −
1
τ
Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j
≤ C(‖en‖2 + ‖en+1‖2 + ‖enx‖2 + ‖ηn‖2 + ‖ηnx‖2 + ‖ηn+1‖2 + ‖ζ n−1/2x ‖2 + ‖ζ n+1/2x ‖2)+ O(h2 + τ 2)2. (5.19)
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This implies
‖en+1x ‖2 + Re h
J−1
j=1
V n+1/2j |en+1j |2 + 2Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j
≤ ‖enx‖2 + Re h
J−1
j=1
V n−1/2j |enj |2 + 2Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j
+ Cτ(‖en‖2 + ‖en+1‖2 + ‖enx‖2 + ‖ζ n−1/2x ‖2 + ‖ζ n+1/2x ‖2 + ‖ηn‖2 + ‖ηnx‖2 + ‖ηn+1‖2)+ τO(h2 + τ 2)2. (5.20)
Computing the inner product of (5.8) with ζ n+1/2 + ζ n−1/2, we have
(σ n, ζ n+1/2 + ζ n−1/2) = −1
τ
(‖ζ n+1/2x ‖2 − ‖ζ n−1/2x ‖2)−
1
2τ
(‖ηn+1‖2 − ‖ηn−1‖2)
− α
2τ
(‖ηn+1x ‖2 − ‖ηn−1x ‖2)+ (Gn1, ζ nx + ζ n−1x )− (Gn2, ζ n+1/2x + ζ n−1/2x ), (5.21)
where
Gn1 =

F(vn+1j )− F(vn−1j )
vn+1j − vn−1j
− F(V
n+1
j )− F(V n−1j )
V n+1j − V n−1j

x
,
Gn2 = (|unj |2 − |Unj |2)x.
Now, we estimate the left-hand side and last two terms on the right-hand side of (5.21). Since, from Lemma 2.1 it follows
that
Gn1 =
[
f ′(ξ nj )

1− θ
2
ηn−1j +
1+ θ
2
ηn+1j
]
x
= f ′′(ϑnj )(ξ nj )x

1− θ
2
ηn−1j +
1+ θ
2
ηn+1j

+ f ′(ξ nj )
[
1− θ
2
(ηn−1j )x +
1+ θ
2
(ηn+1j )x
]
,
where ξ nj , ϑ
n
j ∈ [−M,M], (ξ nj )x ∈ [−M ′,M ′],
M = max

max
t
‖v‖L∞ ,maxn ‖V
n‖∞

, M ′ = max

max
t
∂v∂x

L∞
,max
n
‖V nx ‖∞

.
Then,
(Gn1, ζ
n+1/2
x + ζ n−1/2x ) ≤ C(‖ηn−1‖2 + ‖ηn+1‖2 + ‖ηn−1x ‖2 + ‖ηn+1x ‖2 + ‖ζ n+1/2x ‖2 + ‖ζ n−1/2x ‖2). (5.22)
In addition, we have estimates:
(Gn2, ζ
n+1/2
x + ζ n−1/2x ) = h
J−1
j=1
[(enj )xunj+1 + enj (unj )x + (enj )xUnj+1 + enj (Unj )x](ζ n+1/2j + ζ n−1/2j )x
≤ C(‖en‖2 + ‖enx‖2 + ‖ζ n+1/2x ‖2 + ‖ζ n−1/2x ‖2), (5.23)
(σ n, ζ n+1/2 + ζ n−1/2) ≤ ‖ζ n+1/2‖2 + ‖ζ n−1/2‖2 + C(h2 + τ 2)2. (5.24)
Substituting (5.22)–(5.24) into (5.21) and using Lemma 4.3 we obtain
1
τ
(‖ζ n+1/2x ‖2 − ‖ζ n−1/2x ‖2)+
1
2τ
(‖ηn+1‖2 − ‖ηn−1‖2)+ α
2τ
(‖ηn+1x ‖2 − ‖ηn−1x ‖2)
≤ C(h2 + τ 2)2 + C(‖en‖2 + ‖enx‖2 + ‖ζ n+1/2x ‖2 + ‖ζ n−1/2x ‖2 + ‖ηn−1‖2 + ‖ηn+1‖2 + ‖ηn−1x ‖2 + ‖ηn+1x ‖2). (5.25)
Multiplying (5.11) by a positive constant β (to be chosen below), and combining (5.25) and (5.20) we obtain
Bn+1 + Re h
J−1
j=1
V n+1/2j |en+1j |2 + 2Re h
J−1
j=1
η
n+1/2
j u
n+1/2
j e
n+1
j
≤ Bn + Cτ(Bn+1 + Bn)+ Re h
J−1
j=1
V n−1/2j |enj |2 + 2Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j + τO(h2 + τ 2)2, (5.26)
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where
Bn = β‖en‖2 + ‖enx‖2 + ‖ζ n−1/2x ‖2 +
1
2
(‖ηn−1‖2 + ‖ηn‖2)+ α
2
(‖ηn−1x ‖2 + ‖ηnx‖2).
From Gronwall’s inequality it follows that
Bn + Re h
J−1
j
V n−1/2j |enj |2 + 2Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j
≤ C

B1 + Re h
J−1
j=1
V 1/2j |e1j |2 + 2Re h
J−1
j=1
η
1/2
j u
1/2
j e
1
j + O(h2 + τ 2)2

≤ O(h2 + τ 2)2. (5.27)
Since
Re h
J−1
j=1
V n−1/2j |enj |2 ≤
1
2
(‖V n‖∞ + ‖V n−1‖∞)‖en‖2.
In addition, from Young’s inequality it follows that
2Re h
J−1
j=1
η
n−1/2
j u
n−1/2
j e
n
j ≤
1
2
(‖un‖L∞ + ‖un−1‖L∞)
J−1
j=1
(|ηnj | + |ηn−1j |)|enj |
≤ 1
4
(‖ηn‖2 + ‖ηn−1‖2)+ 1
2
(‖un‖L∞ + ‖un−1‖L∞)‖en‖2.
Then from (5.27) it follows that
Bn − 1
4
(‖ηn‖2 + ‖ηn−1‖2)− 1
2
(‖un‖L∞ + ‖un−1‖L∞ + ‖V n‖∞ + ‖V n−1‖∞)‖en‖2 ≤ O(h2 + τ 2)2.
This implies[
β − 1
2
(‖un‖L∞ + ‖un−1‖L∞ + ‖V n‖∞ + ‖V n−1‖∞)
]
‖en‖2
+‖enx‖2 + ‖ζ n−1/2x ‖2 +
1
4
(‖ηn−1‖2 + ‖ηn‖2)+ α
2
(‖ηn−1x ‖2 + ‖ηnx‖2) ≤ O(h2 + τ 2)2.
Thus, choosing β > 12 (‖un‖L∞ + ‖un−1‖L∞ + ‖V n‖∞ + ‖V n−1‖∞), we obtain
‖en‖ ≤ O(h2 + τ 2), ‖enx‖ ≤ O(h2 + τ 2), ‖ηn‖ ≤ O(h2 + τ 2), ‖ηnx‖ ≤ O(h2 + τ 2).
From Sobolev’s inequality it follows that
‖en‖∞ ≤ O(h2 + τ 2), ‖ηn‖∞ ≤ O(h2 + τ 2). 
Theorem 5.2. Suppose that the conditions of Lemma 5.2 is satisfied. Then the solution of the finite difference scheme (2.1)–(2.5) is
stable.
Proof. Let U˜nj and V˜
n
j are another solutions of the difference scheme (5.1) and (5.2) such that the initial value
U˜0j = u0(xj)+ ε0(xj), V˜ 0j = u0(xj)+ δ0(xj),
where ε0(xj) and δ0(xj) are tiny disturbances of the initial value, we define the errors by
e˜nj = U˜nj − Unj , η˜nj = V˜ nj − V nj . (5.28)
Then, the errors satisfy that
i(e˜nj )t + (e˜n+1/2j )xx − (U˜n+1/2j V˜ n+1/2j − Un+1/2j V n+1/2j )
= i(e˜nj )t + (e˜n+1/2j )xx − (e˜n+1/2j V˜ n+1/2j + Un+1/2j η˜n+1/2j ) = 0, (5.29)
(η˜nj )tt −
1
2
(η˜n+1j + η˜n−1j )xx +
α
2
(η˜n−1j + η˜n+1j )xxxx
−

F(V˜ n+1j )− F(V˜ n−1j )
V˜ n+1j − V˜ n−1j
− F(V
n+1
j )− F(V n−1j )
V n+1j − V n−1j

xx
− (|U˜nj |2 − |Unj |2)xx = 0. (5.30)
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By a similar process with the proof of Theorem 5.1, it is easy to verify the theorem. 
When (U˜nj , V˜
n
j ) satisfies the same initial-boundary value conditions as (U
n
j , V
n
j ), we can obtain the following corollary.
Corollary 5.1. Suppose that the conditions of Lemma 5.2 is satisfied. Then the solution of the finite difference scheme (2.1)–(2.5) is
unique.
Proof. When n > 0, the conclusion is apparent. Using the same denotation as above when n = 0, we have
2
τ 2
η1j − (η1j )xx + α(η1j )xxxx −

F(V˜ 1j )− F(V˜ 1j − 2τv1(jh))
2τv1(jh)
− F(V
1
j )− F(V 1j − 2τv1(jh))
2τv1(jh)

xx
= 0,
j = 1, 2, . . . , J − 1. (5.31)
Let 1
τ
η1j = (ζ 1j )xx. Computing the inner product of (5.31) with ζ 1 and using Lemma 2.1, we have
1
τ
(2‖ζ 1x ‖2 + ‖η1‖2 + α‖η1x‖2) = h
J−1
j=1
(f ′(ξj)η1j )x(ζ
1
j )x. (5.32)
Using the same method as (5.22) for the right-hand side of (5.32), we can obtain
1
τ
(2‖ζ 1x ‖2 + ‖η1‖2 + α‖η1x‖2) ≤ C(‖η1‖2 + ‖η1x‖2 + ‖ζ 1x ‖2).
This implies that
(2− Cτ)‖ζ 1x ‖2 + (1− Cτ)‖η1‖ + (α − Cτ)‖η1x‖ ≤ 0.
Taking τ so small that 1− Cτ > 0 and α − Cτ > 0, we see that
‖ζ 1x ‖2 = 0, ‖η1‖2 = 0, ‖η1x‖ = 0.
This completes the proof. 
6. Numerical experiments
In this section, we investigate the accuracy and the efficiency of the method described in the previous section. We take
f (v) = −v2, α = 1 in (1.2) and choose an appropriately long interval [−15, 15] for the computations such that the zero
boundary conditions do not introduce a significant error relative to the whole space problem. We consider the following
initial condition:
u(x, 0) = u0(x) = + 910
√
2 sech2

3
√
5
10
x

exp

i
√
10
10
x

,
v(x, 0) = v0(x) = − 910
√
2 sech2

3
√
5
10
x

,
vt(x, 0) = v1(x) = −2725 sech
2

3
√
5
10
x

tanh

3
√
5
10
x

.
The forms of the exact solutions are available as [15,16],
u(x, t) = + 9
10
√
2 sech2

3
√
5
10

x− 2
√
10
10
t

exp

i
√
10
10
x+ 1
2
t

,
v(x, t) = − 9
10
√
2 sech2

3
√
5
10

x− 2
√
10
10
t

,
vt(x, t) = −2725 sech
2

3
√
5
10

x− 2
√
10
10
t

tanh

3
√
5
10

x− 2
√
10
10
t

,
which will be used in our computation for comparison.
The iteration in (2.18) continues until the condition
max
j
|V n+1(s+1)j − V n+1(s)j | < 10−5
is reached.
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Table 1
Comparison of numerical solutions with exact solutions for the modulation
of U at t = 0.1 with h = 1/4 and τ = 1/32.
x |U| Exact Error
−10 6.5883e−6 6.8247e−6 2.3640e−7
−5 5.2004e−3 5.5778e−3 3.7740e−4
0 1.2728 1.2692 3.6000e−3
5 6.2004e−3 6.8923e−3 6.9190e−4
10 7.5883e−6 8.4374e−6 8.4910e−7
Table 2
Comparison of numerical solutions with exact solutions
for V at t = 0.1 with h = 1/4 and τ = 1/32.
x V Exact Error
−10 −6.6972e−6 −6.8247e−6 1.2750e−7
−5 −5.4785e−3 −5.5778e−3 9.9300e−5
0 −1.2352 −1.2692 3.4000e−2
5 −6.7891e−3 −6.8923e−3 1.2750e−4
10 −8.3039e−6 −8.4374e−6 1.3350e−7
Fig. 1. The conserved quantity curves from t = 0 to t = 1.5.
The numerical simulation for two conservation laws (1.5) and (1.6) will be examined in our numerical experiments,
which can be computed by the discrete formulation (2.6) and (2.7). We denote I represents the first conserved quantity
In = I(tn) = ‖Un‖.
Tables 1 and 2 display the numerical solutions for the modulation of U and V at the five points: x = −10,−5, 0, 5, 10.
We compare themwith the exact solutions for h = 1/4 and τ = 1/32 at t = 0.1. The error column shows that the maximal
error appears at the center point and the values are 3.6000e−3 and 3.4000e−2 for |U| and V , respectively. Fig. 1 shows the
conserved quantity curves between t = 0 and t = 1.5. It can be seen that the two conserved quantities are well preserved
with the development of time. The evolution of the numerical solution and exact solution are displayed in Fig. 2. These
results show that our method is feasible.
7. Conclusion
In this paper, the finite differencemethod is applied to the Schrödinger–Boussinesq equation. The conservative difference
scheme is presented. The relative properties for the scheme are expounded. In the numerical experiments, the conserved
quantity curves are plotted. The comparisons between the numerical solution and the exact solution are conducted to show
the efficiency of the scheme.
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a
b
Fig. 2. The evolution of the numerical solution (∗) and exact solution (—) of |U| (a) and V (b) with h = 1/4 and τ = 1/32 at t = 1.
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