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ABSTRACT 
A real matrix A is nearly sign-nonsingnlar if every term in the expansion of det A 
but one has the same sign. We show such matrices can be put into a normal form in 
which all diagonal entries are negative, all other nonzero entries are positive, and the 
directed graph of the matrix is intercyclic. With the help of recent results of Metzlar, 
McCuaig, and Thomassen on intercyclic digraphs, we are able to separate the nearly 
sign-nonsingular matrices into five classes and to characterize each of these classes. 
We also obtain two results showing where real matrices having intercyclic digraphs 
can or cannot be signed in such a way as to belong both to the class of sign-nonsingn- 
lar matrices and the class of nearly sign-nonsingular matrices. 
*The work of this author was supported in part by the Off& of Naval Research grant 
N00014-91-J-1145. 
LINEAR ALGEBRA AND ITS APPLICATIONS 22@229-248 (1995) 
0 Elsevier Science Inc., 1995 0024-3795/95/$9.50 
655 Avenue of the Americas, New York, NY 10010 SSDI 0024-3795(94)00152-4 
230 G. M. LADY, T. J. LUNDY, AND J. MAYBEE 
1. INTRODUCTION 
We are concerned with real n x n matrices for n B 2. When n = 2 and 
all entries of A are nonzero, there are exactly two possibilities for the signs of 
the terms in the expansion of det A: either both terms have the same sign of 
the two terms have opposite signs. The first case is an instance of a 
sign-nonsingular matrix (A E SNS), and the second case is an instance of a 
nearly sign-nonsingular matrix (A E NSNS). If we normalize our 2 X 2 
matrix so that the diagonal entries are negative, then for A E SNS we have 
either of the sign patterns 
[I -‘I or [; I]. 
and for A E NSNS either of the sign patterns 
[I I] or [; ‘I. 
Notice, however, that when we apply the signature matrix 
to A, we map 
[I I] into I; Z] 
via S, AS,. Therefore we may accept 
[; ‘I 
as the sign pattern for the 2 x 2 matrix A E NSNS. 
All matrices of interest to us are qualitatively nonsingular, i.e., they have 
at least one nonzero term in the expansion of the determinant. Notice that 
any such matrix A can be normalized so that ai, < 0 for i = 1,2,. . . , n. This 
is achieved by transforming a nonzero term in the expansion of det A to the 
principal diagonal and multiplying columns by - 1 where required. Hence, if 
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A is qualitatively nonsingular, there exists a permautation matrix P and a 
signature matrix S such that B = APS satisfies bii < 0 for i = 1,2,. . . , n. 
Although sign-nonsingular matrices can be defined in a variety of ways, 
our point of departure is the fact that the real matrix A E SNS if and only if 
every nonzero term in the expansion of det A has the same sign, We deal 
henceforth with n x n matrices, n 2 3, having at least two nonzero terms in 
the expansion of det A. We define such a matrix A to be in the class NSNS if 
every nonzero term but one in the expansion of det A has the same sign. 
In order to investigate the structure of matrices A E NSNS we require 
the following concepts. If A is an n X n real matrix, the sign pattern of A is 
defined to be the matrix sgn A = [Gij] where 6,j = sgnaij. (Recall that 
sgn x = 1 if x > 0, - 1 if r < 0, 0 if x = 0). If A and B are real matrices, 
they have the same sign pattern if either CZ,~~,~ > 0 or both are zero for all i 
and j. 
The directed graph (digraph) of A, D(A), is defined by D( A) = (N, E) 
where N = {l, 2, . . . , n} and the arc (i, j) E E if and only if aij z 0 for 
i # j. Thus D(A) is loop-free, finite, and simple (at most one arc from i to 
j). We will also have use for the signed directed graph of A, S(A), defined 
by S(A) = (D(A); a), where (T: E + {+, -} with a(i,j> = sign aij. If E, 
is any subset of the arcs of D(A), th en sign E, is the product of the signs of 
the arcs of E,, which is also the product of the signs of the corresponding 
entries of A. 
In all of our work we will deal exclusively with irreducible matrices; hence 
D( A) is strongly connected (strong). For a strongly connected digraph D we 
will find it necessary to condiser three methods of producing new digraphs 
having one more vertex than D: 
(i) A strong vertex splitting of vertex x of D produces a new digraph D’ 
having vertices x and x’, where x’ is a new vertex and where each arc ( y, x) 
of D is also an arc of D’, the new arc (x, x’) belongs to D’, and each are 
(x, y) of D becomes the arc (x’, y) of D’. All other vertices and arcs of D 
remain unchanged. 
It is clear that a strong vertex splitting preserves the strong connectivity of D, 
i.e., D’ is strong. It is also clear that D’ has one more vertex and one more 
arc than D. 
(ii) A weak vertex splitting of vertex x of D produces a new digraph D’ 
in the same way that a strong vertex splitting does, except that we do not 
adjoin the arc (x, x’). 
It is clear that a weak vertex splitting of D produces D’ which is not strong. 
We will use the notation x- and x+ . m a weak vertex splitting in place of x 
and x’. Obviously, D’ has one more vertex than D and no additional arcs. 
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(iii> An arc splitting of the arc (x, y) of D produces a new digraph D’ 
having an additional vertex z and in which the arc (x, y) of D is replaced by 
the pair of arcs (x, x) and (z, y) in D. 
Clearly D’ is also strong. Moreover, D’ has one more vertex and one more 
arc than D has. 
We will call a digraph D, a subdivision of D if it is obtained from D by 
a finite sequence of the splittings (i) and (iii). 
For a loop-free digraph D the indegree of any vertex x is the number of 
vertices y such that ( y, r> E E, and the out&gree is the number of vertices 
y such that (x, y) E E. We use the notation 8, to denote the minimum 
indegree of the vertices of D, and S& to denote the minimum outdegree of 
the vertices of D. Obviously, D can be strong only if both of these numbers 
are positive. 
If D is a digraph D ; (N, E), then we define the underlying graph 
G(D) to be G(D) = (N, E) where [i,j] E E if and only if either (i,j) E E 
or (j, i) E E (or both). Th us G has the same vertex set as D, and it is 
loop-free, simple, and finite. One may think of G(D) as being obtained from 
D by erasing all of the arrows on the arcs of D after removing one (but not 
both) of (i, j> and (j, ‘1 a w h enever both belong to E. The digraph D is called 
weakly connected if G(D) is a connected graph. A diagraph D is called 
planar if G(D) is planar. 
If the set I = {il, i,, . . . , iJ of vertices of D consists of distinct elements 
ofNandeachofthearcs(ik,ik+l)EEfork=1,2,...,q-1,wecallthe 
ordered set p = (i,, i,, . . . , iq) a path of D and the corresponding product 
ai,i, . . - ai?_, i a path of A. We will use the notation p(i -+j) to denote a 
path in D ’ Prom vertex i to vertex j, and A[ p(i -+ j>] to denote the 
corresponding path in A. Two paths p,(i +j> and p,(i + j> are internaly 
disjoint if they have only the vertices i and j in common. Also, two paths p 
and q are called disjoint if they have no common vertices. 
The ordered set (il, i,, . . . , i,, 
is a path and the arc (i4, 
il> is called a cycle of D if (il, i,, . . . , i,) 
il> E E. If c is a cycle of D, we denote by A[c] the 
corresponding cycle of A consisting of the products of the entries of A 
corresponding to the arcs of c. Two cycles are disjoint if they have no 
common vertices. 
2. THE BASIC PROPERTIES OF A E NSNS 
We are now considering n X n matrices with D(A) strongly connected 
and a,, < 0 for i = 1,. . . , n. Such a matrix A E NSNS if it has one nonzero 
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term in the expansion of det A having a different sign from the remaining 
nonzero terms. Calling this term the maverick term, we may assume without 
loss of generality that it consists of the product llr= 1 a,, and hence has sign 
(- 1)“. All other nonzero terms in the expansion of det A must therefore 
have sign (- l>“- I. 
In order to characterize the irreducible members of the set NSNS we 
require the following graph-theoretic concept. A directed graph (or graph) is 
called inter-cyclic if it has no pair of disjoint cycles. Intercyclic graphs and 
digraphs have been intensively studied (see [2-8, 101). 
Here is the basic result about irreducible matrices in the set NSNS. 
THEOREM 1. The irreducible matrix A belongs to the set NSNS if and 
only if there exists a permutation matrix P and a signature matrix S such that 
B = APS satisfies: 
(a) bji < 0 for i = 1,2,. . . , n, 
(b) every cycle of S(B) is positive, and 
(c) D(B) is inter-cyclic. 
Proof. Since we are concerned only with matrices having two or more 
nonzero terms in the expansion of det A, as pointed out above, we may find 
P and S such that bij < 0 for i = 1,2,. . . , n, and we thus have a term with 
sign ( - I)” in the expansion of det B. There exists at least one cycle in S(B), 
since there are at least two terms in the expansion of det B. Suppose c is a 
negative cycle of S(B). Then the product of A[c] with diagonal entries of B 
is also a term in the expansion of det B. If c has length p, this term has sign 
(_l)P+y_l)n-P = (_,y+2 = (- l)“, which is the same as the sign of the 
maverick term, a contradiction. Thus every cycle of S(B) must be positive. 
Next suppose D(B) has disjoint cycles ci and cs of lengths p, and p, 
respectively, p, + p, < n. Let Vi and Vs be the vertex sets of the cycles ci 
and c2, respectively, so that V, n V, = 4. Consider the following four terms 
in the expansion of det B: 
t, = fi bii, t2 =B[c,] II bii, t, = B[cz] n bii, 
i=l iQSV, iOV, 
and 
t4 = B[cllB[c21 Il bii. 
iZ(V,UV,) 
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These terms have signs as follows: 
sgnt3 = (-ly2+l(_l)~--P2 = (_,)..l, 
sgnt4 = (-l)P’+y _1)P2+1( _q”-Pl-Pz = (+)“+2. 
Thus there are two terms with positive signs and two with negative signs, 
again a contradiction. Hence D(B) must be intercyclic. This proves the “only 
if’ part of the theorem. 
The converse is easy, because if bii < 0 for i = 1,2, . . . , n, then (b) and 
(c) imply that every nonzero term in the expansion of det B other than the 
products of diagonal entries has the form B[c]~, z v bii where c is a positive 
cycle of length p and having vertex set V. But such a term has sign 
(_l)P+l(_l)n-P = (_1)n+‘, so every such term has a different sign from 
that of the maverick term. This property is clearly preserved under the 
transformation to A = BSPT, so that A E NSNS. ??
Now it is well known that if a matrix M has all positive cycles, then there 
is a signature matrix S, such that the matrix S, MS,, has the property that all 
nonzero entries not on the principal diagonal are positive (see [l]>. 
We will assume henceforth that, if A E NSNS, it is normalized so that 
(a’) a,, < 0, i = 1,2,. . . , n, 
(b’) a.. > 0 for all i # j, and ‘J ’ 
(c’) D(A) is intercyclic. 
Therefore the problem of determining the structure of matrices in the set 
NSNS is now reduced to understanding the implications for such matrices of 
the purely graph-theoretic condition cc’). 
Before we undertake a study of this condition, let us observe some 
interesting facts. First, given A E NSNS, there exists a number p0 > 0 such 
that if p > p,,, the matrix A + pZ is a nonnegative matrix. Therefore the 
Perron-Frobenius theorem may be applied to the matrices in NSNS. On the 
other hand, if A E NSNS, consider the matrix -A = A_. For A _ we have 
positive diagonal entries and nonpositive off-diagonal entries. Thus A_ is a 
Z-matrix. If A_ is also diagonally dominant, then it is an M-matrix, and so 
AI’ is a nonnegative matrix, and the Perron-Forbenius theory also applies to 
it. Of course, in this case A-’ itself w-ill be a nonpositive matirx. The study of 
inverses of NSNS matrices is obviously an interesting problem, but we will 
not address it here. 
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3. CLASSIFICATION OF NSNS MATRICES. 
To begin our study of the meaning of condition (c’), we first require 
another graph-theoretic concept. Let D be a strong digraph. A minimual 
critical set for D is a subset C, of N of smallest car-dir&y such that the 
subdigraph of D induced by N \C, is acyclic. In matrix terms this means the 
following. Let C, = {ii, . . . , i,.}, and set C;‘ = N\C,. Then the principal 
submatrix of A in rows and columns Ch, i.e., A[CG] has the property that 
D( A[C,“]) is acyclic. 
A minimal critical set for D is often also called a minimal feedback vertex 
set. It is an NP-complete problem in general to find a minimal critical set for 
a digraph D (see [91). 
The remarkable connection between minimal critical sets and itercyclic 
digraphs is given by the following very deep result of McCuaig [IO]. 
THEOREM A. Let the digraph D be strong and intercyclic on n > 3 
vertices. Then a minimal critical vertex set for D has at most three vertices. 
McCuaig has completely characterized the intercyclic digraphs in [lo]. 
Sections 3, 4, 5, and 6 are devoted to explaining his charcterization and the 
interpretations of his results as they apply to NSNS matrices. 
One of the major consequences of his work is the proof that intercyclic 
digraphs can be recognized in polynomial time. Hence the results we derive 
imply that NSNS matrices can be recognized in polynomial time. 
To take advantage of Theorem A we state the following result, the proof 
of which may be safely omitted. 
THEOREM 2. Let A be an n X n matrix, and suppose D(A) has a 
minimal critical set consisting of r vertices. Then there exists a permutation 
matrix P such that the matrix C = PAPT has all of its nonzero entries aii 
where i <j in the last r columns, i.e., aij = 0 for 1 < i <j < n - r. 
From this point on we are dealing with matrices A satisfying (a’), (b’), (c’) 
and such that D(A) is strong. We have by Theorem A that a minimal critical 
vertex set for D(A) contains either one, two, or three vertices. Therefore by 
Theorem 2 we can classify the matrices in NSNS according to whether there 
exists a permutation matrix Q such that QAQT has all of its nonzero entries 
above the principal diagonal in (i’) the last column, (ii’) the last two columns, 
or (iii’) the last three columns. We will refer to these three cases as the 
one-spike case, the two-spike case, and the three-spike case, respectively. 
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Let A and B be two matrices. We say that A is contained in B if for all i 
and j, A satisfies aij = 0, if bij = 0 and sign aij = sign bij or 0 if bij z 0. 
The containment is proper if for at least one pair (i, j> one has aii = 0 and 
bij # 0. Let Ai, i = 1,2,3, be the matrix Ai = [afk], where ujj < 0 for 
j = 1,2,. . . , n, ajk > 0 for k <j, ajk = 0 for 1 <j < /C < n - i, and ai”k > 0 
for k = n and j < k if i = 1, for k E {n, n - 1) and j < k if i = 2, and for 
k E {n, n - 1, n - 2) and j < k for i = 3. 
We can then state that every one-spike matrix in NSNS is contained in 
A,, every two-spike matrix in NSNS is contained in A,, and every three-spike 
matrix in NSNS is contained in A,. In view of Theorem 2, we consider A to 
be a two-spike matrix if and only if D(A) has a minimal critical set with two 
vertices, and a three-spike matrix if and only if DC A) has a minimal critical 
set with three vertices. 
Although these statements give us a first glimpse of the structure of the 
elements of the set NSNS, they fall far short of providing a precise form for 
A. We must take a clsoer look at each of the above classes in order to see 
when condition (cl) is in fact satisfied. 
4. THE ONE-SPIKE ELEMENTS OF NSNS 
To understand the one-spike case let us examine the matrix A, intro- 
duced in Section 3. Since every entry aij for I < i <j Q n - 1 is zero and 
all of the remaining entries of A, are nonzero, then every cycle of D( A,) 
contains vertex n, and hence A, is itself intercyclic. It follows that every 
irreducible matrix satisfying aii < 0, i = 1,2,. . . , n, contained in A, belongs 
to the family of one-spike matrices in NSNS. 
Now, since D(A) is strong, we must have 6: > 0 and 6, > 0. On the 
other hand, the outdegree of vertex I is one and the indegree of vertex n - 1 
is one; hence in fact S& = A -+ 6, = 1 for all one-spike matrices. 
5. THE TWO-SPIKE ELEMENTS OF NSNS. 
The analysis of the two-spike case requires some further graph-theoretic 
concepts. First we observe that Thomassen [7] proved that, if D is a strong 
intercyclic digraph, then 8; < 2 and 6, < 2. We will call D proper if 
6; = 8; = 2. If either is less than two, D is called improper. Thus, in 
particular, every one-spike matrix in NSNS has an improper digraph. It seems 
natural to say that the matrix A is a proper element of NSNS if D(A) is 
proper and otherwise A is improper. 
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Following Metzlar, let us call D a P(x+, y+; x-, y -) digraph if it satisfies 
the following conditions: 
(1) D is weakly connected and acyclic with xc and y+ source vertices 
(indegree zero) and x - and y - sink vertices (outdegree zero); 
(2) both x+ and y+ have outdegree at least two, both x- and y - have 
indegree at least two, and every other vertex of D has indegree and 
outdegree at least two; 
(3) D does not contain disjoint paths p(x+ -+ X-) and q( y + + y ). 
THEOREM 3. The irreducible matrix A satisfying a,, < 0 for i = 1, . . . , n 
and aij 2 0 otherwise is a proper two-spike element of NSNS if and only if 
the weak splitting of vertices n and n - 1 of D( A) produces a P(n +, (n - 
l)+; 6, (n - I)-) digraph. 
Proof. Suppose first that A is a proper two-spike element of NSNS. 
Then A is an irreducible matrix contained in A,, so the weak splitting of 
vertices n and n - 1 produces a weakly connected acyclic digraph D’. 
Moreover, n + and (n - I)+ are source vertices of D’, and n- and (n - l)- 
are sink vertices. The fact that A is proper implies at once the truth of (2). 
To show that (3) must be true, suppose, for contradiction, that disjoint paths 
p(n’+ n-) and q((n - I>‘+ (n - l)-) exist in D’. But this implies that 
D contains disjoint cycles c, containing vertex n and c, _ , containing vertex 
n - 1, contradicting the fact that D(A) is intercyclic. 
For the converse suppose A is irreducible and the weak splitting of 
vertices n and n - 1 of D(A) produces a P(n’,(n - l)+; n-,(n - l)-) 
digraph. For a P(n+,(n - l)+; n-,(n - l)-) digraph let vertex 1 be the 
unique interior vertex such that (1, n-> and (1, (n - l)-) are arcs. Delete the 
set of vertices (1, n-, (n - 1)-l, and label the sink vertices of the remaining 
digraph with the next few integers. Continue in this Gashion until all interior 
vertices have been labeled. Then vertex n - 2 is the unique vertex such that 
(?I+, n - 2) and ((n - l)+, n - 2) are arcs. It follows that we must have 
ajj = 0 for 1 < i <j < n - 2. Since P is weakly connected and acyclic, D is 
not only strong, but every cycle contains either vertex n or vertex n - 1 or 
both. Moreover, condition (2) implies that 6; > 2 and 8, > 2. Thus to 
complete the proof we only need to show that D is intercyclic. Suppose, 
again for contradiction, that there exist disjoint cycles c1 and c 2 in D. But 
then one of these cycles contains vertex n and not vertex n - 1, and the 
other contains vertex n - 1 and not vertex n. Hence there exist disjoint 
paths p(n++ 6) and q((n - 1) ++ (n - l)-) in P(n+,(n - l)+; n-, (n 
- 1)-j, contradicting (3). Hence D is intercyclic and so 8; = 2 = 8,. It 
follows that A is a proper element of NSNS. ??
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To see how Theorem 3 provides insight into the structure of A, let us 
adjoin to the digraph P(n’, (n - 1)‘; 6, (n - l)-) each of the arcs (n+, (n 
- l)+), (6, (n - l)-), (n+, (n - l)-) if it is not already pr_esent and ((n - 
l)+, _n-) if it is not already present. Call the new digraph P(n, n - l), and 
let G(n, n - 1) be the underlying graph of P. The following basic result is 
due to Metzlar and can be found in [6] or [lo]. 
THEOREM B. Let D(A) be a strongly connected digraph. The weak 
splitting of vertices n and n - 1 of D(f’> produces a P(n+, (n - 1)‘; n-, (n 
l)-) digraph only if the graph G(n, n - 1) is planar and the edges 
ti+, (n - l)+l, [(n - l)+, n-1, [n-, (n - 1)-l, and [(n - l)+, n-1 are the 
boundary of the exterior region. 
EXAMPLE 1. Notice first that P(n+, (n - l)+; 6, (n - l)-) must con- 
tain at least five vertices. Thus the simplest example is as shown in Figure 1 
with corresponding matrix - + + 
[ I + - +. + + - 
EXAMPLE 2. If there are two internal vertices, we have the digraph 
shown in Figure 2 with matrix 
- 0 + + 
+ - 0 + 
0 + - + 
+ + + - 
We can use Theorem B and classical results on pjanarity of graphs to 
deduce the maximum number of edges that the graph G(n, n - 1) can have. 
FIG. 1. For n = 3, P(3+, 2+; 3-, 2-1, and &3,2). 
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FIG. 2. For n = 4, P(4+, 3+; 4-, 3-j and $4,3). 
First recall that a maximal planar graph is one to which no edge m_ar be 
added without losing planarity. Notice, for example, that the graphs G(3,2> 
and G(4,3) of Figures 1 and 2, respectively, are not quite maximal, because 
we could adjoin (for example) the edge [3+, 3-I to the first one and the edge 
[4+,4-l to the second and have in each case a maximal planar graph. It 
follows from Euler’s formula that if G is a maximal planar graph with p 
vertices and Q edges, then every face of G is a triangle and 4 = 3p - 6 (see 
[ll, p. 1041). Now the exterior face of G(n, n - l)_is always bounded by a 
4-cycle. Hence the maximum number of edges G(n, n - 1) can have is 
3(n + 2) r 7 = 3n - 1. On the other hand, G(n, n - 1) is the underlying 
graph of P(n, n - 1) which is obtained from P(n+, (n - 1)‘; n-, (n - 11-j 
by adjoining at least two arcs which are never present in the latter digraph. It 
follows that P(n+,(n - l)+; n-,(n - l)-) can have at most 3n - 3 arcs. 
Finally, the arcs of D(A) are in one-to-one correspondence with the arcs of 
P(n+, (n - 1)‘; n-, (n - 1)-j. We therefore have the following result. 
THEOREM 4. Let A be an irreducible, proper, two-spike element of 
NSNS. Then A has at most 4n - 3 nonzero entries, n of which are on the 
principal diagonal of A. 
An example of an improper two-spike matrix is 0 + + 
A,= 1 + ’ 1. 
[- 1 - + 0 + - 
The digraphs D( A,,) and the acyclic diagraph obtained by weak splitting of 
vertices 3 and 4 are shown in Figure 3. 
Notice that this digraph has underlying graph $4,3), which is maximal 
except for an edge [3+,3-l or [4+,4-l (but not both). Therefore, if we 
attempt to adjoin any arc to D( A,) [or to P(4+, 3+; 4-, 3-j], the resulting 
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FIG. 3. An improper element of NSNS. 
digraph is not intercyclic. Yet it is obvious that A, is a two-spike irreducible 
element of NSNS. 
Another fact to be noted in the two-spike case is the following. Suppose 
there is a path from tr + to i [respectively, from (n - 1)’ to i] in the digraph 
D’ obtained from the weak splitting of vertices in n and n - 1. Then if 
(i, n-> [respectively, (i, (n - l)->I is not an arc of D’, we must have a,, = 0 
[respectively, a,, n _ i = 01. This enables us to read off from the digraph D’ 
which entries of the last two columns of A are zero. 
6. THE THREE-SPIKE ELEMENTS OF NSNS 
There are three classes of proper matrices in this case. This fact follows 
from a fundamental result of McCuaig [lo, Theorem 3.11. Again, as in the 
two-spike case, we define A to be a proper three-spike matrix in NSNS if 
8; = 86 = 2 and D(A) is intercyclic and has no critical vertex set with fewer 
than three elements. 
The first class is defined by the digraph D, illustrated in Figure 4 with 
the matrix A, shown next to the digraph. We will leave it to the reader to 
verify that A, is a three-spike element of NSNS. It can also be verified that if 
- 0 0 0 + + 
+-ooo+ 





FIG. 4. The digraph D, and corresponding matrix A,. 
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any arc is adjoined to D,, the resulting digraph will not be intercyclic. Notice 
also that A, has 15 nonzero positive entries. 
The matrix A, is the unique three-spike element of NSNS with D(A) 
having only seven vertices. All additional elements have D(A) with at least 
eight vertices. 
We turn now to another class of three-spike matrices. In order to put the 
matrices in this class into a standard form, we introduce the digraph DK 
shown in Figure 5 together with the digraph P(n - 1, n - 2; 4,5> having 
n - 4 vertices. 
Here the digraphs D, and P(n - 1,n - 2; 4,5> have no common arcs 
and share only the set of vertices {4,5, n - 2, 72 - 1). We will assume that 
the remaining vertices of D(A) are labeled as follows. Vertex 6 is the unique 
vertex such that (6,4) and (6,5) are arcs of D. Deleting the set of vertices 
{4,5,6) from P(n - 1, n - 2; 4,5), we label the sink vertices of the resulting 
digraph with the next few integers. Continuing in this manner, we label all 
interior vertices of P(n - 1, 12 - 2; 4,5). Note that the vertex n - 3 must be 
the unique vertex such that the arcs (n - 1,ri - 3) and (n - 2, n - 3) 
belong to D(A). 
Since P(n - 1, rz - 2; 4,5> satisfies condition (2) it must contain at least 
five vertices. Therefore every element A of this set of three-spike matrices is 
such that D(A) has at least nine vertices. We also permit D(A) to have the 
optional arc (5,4) and either one of the optional arcs (n - 1, n - 2) or 
(n - 2, n - l), but not both. With the two optional arcs possible, an element 
of this class, which we call the class K (following McCuaig), will have at most 
3(n - 4) - 7 + 12 = 3n - 7 arcs on account of the planarity of P(n - 1, n 
- 2; 4,5). Therefore an element A of this class K has at most 4n - 7 
nonzero entries. 
It is straightforward to verify that a matrix A in the class K is proper, and 
easy to check both that D(A) is intercyclic and that the three vertices 




4 1 n-2 
n 
FIG. 5. The digraph D,. 
where 0,s is a 3 X (n - 6) zero matrix, A,, is an (n - 6) X 3 zero matrix 
except for a positive entry in the second row and third column, and A,, is an 
(n - 6) X 3 zero matrix except for the first row having positive entries in 
columns 1 and 3 and the second row having a positive entry in column 2. The 
- - other matrices have the following form: 
matrix 
i 
0 0 0 - + 0 
A,, = 0 0 0 , A,, = $ - 0 . 
0 0 + 
1 
i 1 -I- 0 - 
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unique. We have chosen it only so we can give a standard form to the 
elements of the class K. The standard form for A in K may be written as 
Here we have put _ over entries to indicate optional entries. Also, in A,, only 
one of the optional entries can be present. 
The (n - 6) X (n - 6) matrix A, is lower triangular, with negative 
diagonal entries and nonnegative entries below with the entry in row 2 and 
column 1 optional. The 3 X (n - 6) matrix A,, has last row all zero and at 
least two positive entries in each row. The precise form of the matrices A, 
and A,, clearly depends upon the structure of the digraph P(n - 1, n - 
2; 4,5). 
It is easy to construct an improper three-spike element of NSNS with 
matrix also having the form (* ). We use the acyclic digraph on six vertices 
shown in Figure 3, replacing 4+ by 8, 8+ by 9, 2 by 7, 1 by 6, 3- by 4, and 
4- by 5. We then obtain for A,, the 4 X 4 matrix and for A,, the 3 X 4 
- 0 0 0 
+ - 0 0 
+ + - 0 
0 + + - 
1 A 0 + 0 &= + + + 1 ) 
0 0 0 0 
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where we have put in the optional entry a%. One may verify that the set 
of five cycles {(1,9,6,4,1), (2,8,6,5,2), (1,9,7,5,2, l), (1,10,3,2,1>, (3,9, 
6,4,3)} contains no optional arcs of D(A) and requires the set of vertices 
{S, 9,lO) to break all of them (the set {1,2,3} also works), and no subset of 
two vertices will work. That D(A) is intercyclic follows by construction. On 
the other hand, vertex 7 has indegree 1, so that A is improper. Notice, 
however, that the submatrix obtained from A by deleting row and column 7 
is a proper member of NSNS because it belongs to the class K. 
The final class of proper three-spike matrices requires us to extend the 
ideas introduced in the two-spike case. Here again we follow Metzlar. 
We call D a P(x,, x2, xg; yi, yz) digraph if it satisfies the following 
conditions: 
(I’) D is weakly connected and acyclic with xi, x2, x3 source vertices and 
yi and yz sink vertices; 
(2’) vertices xi, x2, and xg have outdegree at least 2, vertices yi and yz 
have indegree at least 2, and all other vertices of D have indegree and 
outdegree at least 2; 
(3’) D does not contain disjoint paths p(xi + yj) and q(xk + yl> where 
k < i and 1 <j. 
We also call D a P(x,, xg; yr, yZ, y3) digraph if the analogous conditions 
(I”), (2”), and (3”) are satisfied. 
We will say that the digraph D belongs to the class H if it contains five 
vertices vl, v2, vs, v4, vs and arc-disjoint subdigraphs H,, H,, and H, satisfy- 
ing the following conditions: 
(a) Vl,..., vs are the only vertices in D belonging to more than one of 
H,, H,, and H,. 
(P> H, is a P(v4,v3,01;u5,u2) digraph, H, is a P(u,,v5;u3,v,,v,) 
diagraph, and H, is a P(u,, u2; u3, u,) digraph. 
(y) H is the union of H,, H,, H,. 
We say that the matrix A is in the class H if D(A) belongs to H with 
U 5= n, u4 = n - 1, and vs = n - 2. This choice of vertices forming a mini- 
mal critical vertex set for A is not unique. We use it only in order to obtain a 
standard form for a matrix A E H. 
Now observe that H, and H, must each have at least two additional 
vertices and H, must have at least one additional vertex in order to meet the 
conditions imposed upon them. Hence any A in the class H is of order 
n > 10. In order to specify the structure of A we must present an algorithm 
for labeling the remaining vertices of D(A). 
Step 1. We start with H,. There exists a unique interior vertex in H, 
with outneighbors n and n - 2. Label this vertex 1. Delete the set of vertices 
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{l, n - 2, n) from H,. Now label any sink vertices with the next few integers. 
Continue in this fashion, removing already labeled vertices and labeling sink 
vertices, until all interior vertices of H, have been labeled. If there are n, 
such vertices, label vertex oa with n1 + 1. 
Step 2. To the unique vertex in H, with outneighbors n - 1 and 
n, + 1, assign the label n, + 2. Delete the set of vertices {n, + 1, n, + 2, n 
- l} for H,, and label the sink vertices next. Continue deleting already 
labeled vertices and labeling sink vertices until all interior vertices of H, 
have been labeled. If there are n2 such vertices, label vertex or with 
nr + n2 - 2. 
Step 3. Suppose H, has n3 interior vertices. To the unique vertex of H, 
with inneighbors n and n - 1, assign the label a1 + n2 + n3 + 2. Delete 
the set of vertices {n, n - 1, nE1 + n2 + n3 + 2}, and label the new source 
vertices with labels decreasing from n, + ng + n3 + 2. Continue deleting 
already labeled vertices and labeling new source vertices until all interior 
vertices of H, have been labeled. We will then have all vertices in H 
labeled. 
It is clear that each vertex k < n - 2 in D(A) has been labeled in such a 
way that its set of outneighbors is contained in the set (1,2,. . . , k - 1, n - 
2, n - 1, n} and its set of inneighbors in the set {k + 1, . , . , n}. Thus the 
matrix of A is contained in the matrix A,. Obviously the conditions satisfied 
by the digraphs H,, H,, and H, imply that 8; = 2 = S, and that D is 
strong. Thus A is a proper element of the set NSNS if we let a,, < 0 for 
i = l,..., n and aij > 0 otherwise. 
We present here an example illustrating how A is specified by the 
digraphs H,, H,, and H, and the labeling described. The digraphs and their 
labeling are shown in Figure 6. 



















































































































FIG. 6. The digraphs H,, H,, H, and their labeling for an example with n = 12. 
We can find the maximum number of nonzero entries of a matrix A in 
the class H, because the planarity theorem of Metzlar (Theorem B in Section 
5) extends in the obvious way to the digraphs H, and H,. Thus, for example, 
the graphs G, and G, associated with H, and H, must be planar, as is 
illustrated in Figure 7 for the digraphs of Figure 6. 
To make the graphs G, and G, associated with digraphs H, and H, 
maximal planar, at least five edges must be added in each case to the 
underlying graphs of H, and H,. Now H, has nr + 5 vertices and H, has 
n3 + 5 vertices, so the corresponding maximal planar graphs have 3(n, + 5) 
- 6 and 3(n, + 5) - 6 vertices, respectively. But five edges are also added 
in each case, so the number of arcs for the maximal case in H, is 3n, + 4 
and in H, is 3n, + 4. For the case of H, only four edges are added for 
maximality, so we have 3(n, + 4) - 6 - 4 = 3n, + 2 arcs for H, in the 
maximal case. Hence we have a total of 3(n, + n2 + ns> + 10 = 3(n - 5) + 
10 = 3n - 5 arcs in D(A), so A itself has at most 4n - 5 nonzero entries if 
it belongs to the class H. 
FIG. 7. The graphs G, and G, associated with H, and H, in Figure 6. 
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7. SNS MATRICES VERSUS NSNS MATRICES 
Let us consider the one-spike elements of the class of NSNS matrices. It 
is easy to see that, if we reverse the sign of the off-diagonal entries in column 
n, the resulting matrix is in the class SNS. We state this formally. 
THEOREM 5. Let A be an irreducible matrix contained in the matrix A, 
and satisfying the condition that aij = 0 if and only if 1 Q i <j Q n - 1. 
Then A is an SNS matrix ifuji < 0 for i = 1,2,. . . , n, ai, < 0 ifi < n, and 
aij Z 0 and if aij > 0 if i > j. Also, A is an NSNS matrix if aii < 0 for 
i = 1,2 ,a.., nandaij>Ofori#j. 
The truth of this theorem raises the following interesting question. 
Suppose A has the zero-nonzero pattern of a proper element of NSNS. We 
then know that, if we choose a,, < 0 for i = 1,2,. . . , n and ajj > 0 other- 
wise if aij # 0, the resulting matrix belongs to NSNS. Can we also assign 
signs to the entries A in such a way that A belongs to SNS? The answer to 
this question is contained in our next result. 
Let cg be the complete digraph on three vertices [see Figure 8(b) below]. 
This digraph is called a three double cycle. Any subdividion of cs is called a 
weak three double cycle. Seymour and Thomassen proved in [121 that if 
A E SNS then D(A) cannot contain a weak three double cycle. 
THEOREM 6. Let A be such that D(A) satisfies 8; = 86 = 2 and is 
intercyclic. Then D(A) contains a weak three double cycle. 
Proof. In [13] Thomasson proved that a digraph D contains a vertex 
meeting all cycles of D if and only if D contains no subdivision of any of the 
five digraphs of Figure 8. 
Since D is proper and has either two or three critical vertices, D does not 
contain a vertex meeting all cycles. Hence D must contain a subdivision of 
one of the digraphs of Figure 8. Additionally, as D is intercyclic, it does not 
contain a subdivision of the digraph in Figure 8(a). But Figure 8(b) is a three 
double cycle and Figure 8(c), (d), and (e) are obtained from Figure 8(b) by 
the strong splitting of one, two, and all three vertices, respectively. Thus 
every subdivision of the digraphs of Figure 8(b), (c), (d), or (e) is a weak 
three double cycle. ??
Theorem 6 shows that the answer to our question is strongly no, i.e., no 
proper element of NSNS can be reassigned signs in such a way that the 
resulting matrix belongs to SNS. 
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FIG. 8. Digraphs having no vertex meeting all cycles. 
8. ON IMPROPER ELEMENTS OF NSNS 
Let D be a strong digraph, and suppose a minimal critical set of D 
contains k vertices and either 6; or 6, is less than two. Let (x, y) be an arc 
of D such that either the outdegree of x is 1 or the indegree of y is 1 (or 
both are 1). Then a contraction on D produces a new digraph D’ by the 
following rules: x and y are replaced by a single vertex w; each arc ( z, X) in 
D becomes the arc ( z, w) in D’; each arc ( y, z) becomes the arc (w, z) in 
D’; the arc (x, y) is deleted, and all other arcs of D belong to D’. It is easy to 
see that if D’ is obtained from D by a contraction and a minimal critical set 
for D contains k vertices, then a minimal critical vertex set for D’ also 
contains k vertices. We continue to make contractions of D until we reach 
either a directed graph D, with a& = 80, = 2 or a D, consisting of a single 
vertex. The order of the contractions is immaterial; we will reach the same 
D, in any event. 
The method we have just outlined enables one to identify where an 
improper element of NSNS belongs, and it can be programmed on a 
computer, so that one may start with a matrix which is an improper element 
of NSNS and determine whether it is a one-, two-, or three-spike element of 
NSNS. 
We point out that an improper digraph which contracts to a single vertex 
is the digraph of a one-spike matrix. If D contracts to a digraph D’ which is a 
proper intercyclic digraph, then D must be the digraph of either a two-spike 
or of a three-spike matrix. 
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