In a computer-aided pronunciation training (CAPT) 
Introduction
CAPT system uses speech technologies to help language learners in pronunciation training. The availability of corrective feedback is very effective in reducing pronunciation errors [1] . Our goal is to provide corrective feedback with emphasis to highlight important speech segments that should draw the attention of the learner in an English CAPT system. Emphasis is an important feature of prosody [2, 3] , which is expressed by different acoustic variations at word, syllable and phone layers. At word layer, the acoustic features relating to emphasis are affected by emphasized words and their locations in the utterance. Chen [4] found that f0s and energy after emphasized word decrease in English. Post-pitch suppression exists for double focus in English statements [5] . Barbosa's work showed that the nearer the word is to emphasized word, the longer is the duration [6] . At syllable layer, the acoustic features of emphasis are affected by stressed syllables in a word. Jong [7] found that, from neutral to emphatic speech, the duration variations of stressed syllables of emphasized words are bigger than those of other syllables. At phone layer, the acoustic features relating to emphasis are affected by the pronunciation mechanism of phones. Acoustic variations may reveal different patterns for different phones. Costa [8] analyzed the pitch and durations of vowels and consonants from emphatic speech, in comparison with neutral speech, and found that the durations of high vowels were shorter than for low vowels, and the pitch values were higher. Hence, hierarchical information is important for the modeling and generation of emphasis.
In converting neutral speech to expressive one, several methods were proposed. In [9] , the conversion of f0 feature was realized at sentence, prosodic word and syllable layers using the Gaussian mixture models and classification and regression trees. [10] modeled f0 contour with discrete cosine transform coefficients at syllable layer and considered temporal correlations between syllables at phrase layer. In these methods, to convert prosody features, the same model parameters were used for all the units belonging to the same layer. This does not match the fact that the prosody features of a unit will affect the features of its neighbors and such impact tends to decrease for far neighbors [6] .
Our previous work [11] classified phones into 6 categories based on their relative location in relation with the nearest emphasized word and its stressed syllables. Rule based perturbation model was proposed with a set of fixed values used to modify prosody features of neutral speech to generate emphatic speech.
This paper attempts to analyze the acoustic features of emphasis at word, syllable and phone layers, and proposes a hierarchical perturbation model to generate emphasis from neutral speech by taking into account different acoustic variations at different layers. This work extends our previous work in two aspects. 1) To model hierarchical characteristics of emphasis, a two-pass decision tree is constructed which models acoustic variations between emphatic and neutral speeches at not only word and syllable layer but also phone layer. The main tree is first constructed by considering emphasis-related questions at word and syllable layer. For each leaf of the main tree, a sub tree is further constructed by considering emphasis-related questions at phone layer. Emphasis is expressed by different acoustic feature variations at different layers. Different acoustic features are considered for distance calculation when constructing the decision trees.
2) Instead of using fixed values for acoustic feature modification, a set of SVMs are built for all the leaves of both the main tree and sub tress. These SVMs are used to predict the acoustic variations for the leaves of the main tree at word and syllable layer, and the leaves of the sub trees at phone layer.
Corpus
To generate corrective feedback with exaggerated emphasis that highlights important speech segments to draw learner's attention, a set of text prompts are carefully designed and contrastive speech utterances are recorded for the analysis and modeling of emphasis.
Design of text prompts
The text prompts (350 in all) are carefully designed by considering the factors affecting the expression of emphasis at word, syllable and phone layers. For word layer, one or more emphasized words are contained in each text prompt, with each emphasized words located at different positions in the sentences. For syllable layer, the words are monosyllabic and polysyllabic, with the primary stressed syllables at different places. For phone layer, the phones with all kinds of pronunciation mechanisms are covered by the text prompts. The contexts of the phones are also covered as many as possible.
Two example text prompts are shown as follows (with focus words in boldface and underlined):
"Fighting thirst is the first thing to be done in this country." and "I have met Peterson on one occasion."
Contrastive speech recordings
Two contrastive utterances are recorded for each text prompt -one with neutral intonation throughout the utterance and the other with expressive intonation to emphasize emphasized words in the sentence. A female speaker with a high level of English proficiency is invited to record in a studio. We have 700 recorded utterances, saved in the wav format as sound files (16 bit mono, sampled at 16 kHz). The corpus is annotated by FestVox [12] using the text transcription of prompts. The pitch contours and the phone, syllable and word boundaries are then derived from the annotation result. From the 350 text prompts, 20 prompts (and 40 related utterances) are randomly selected as the test set for experimentation, all the other prompts (and related utterances) are used as the training set.
Acoustic analysis of emphasis

Extraction of acoustic features
Acoustic features associated with prosody include fundamental frequency (f0), intensity and speaking rate. The following acoustic features are extracted to capture the acoustic correlations of emphasis:
• maximum f0 (Max, in Hz), • f0 range (R, in Hz), • minimum f0 (Min, in Hz), • mean f0 (Mean, in Hz), • absolute value of f0 slope (S, in Hz/ms), • mean of RMS energy (E, in dB), and • duration per phone (D, in ms).
Measurements are taken from the contrastive speech recordings of each prompt. We compute the ratio (in %) between the measurements of the corresponding emphasized and neutral units, and ratio variances.
Acoustic analysis of emphasis at word and syllable layer
Following the scheme in our previous work [11] , we classify the syllables into 6 classes at word and syllable layer, based on the location of the syllable in relation with the nearest focus word and its stressed syllables:
• S-E: primary Stressed syllable of a Emphasized word;
• B-S-E: syllable Before primary Stressed syllable of a Emphasized word; • A-S-E: syllable After primary Stressed syllable of a Emphasized word; • N-B: syllable in Neutral word Before a focus word;
• N-A: syllable in Neutral word After a focus word;
• O-R: All Other Remaining syllables. Table 1 shows the feature variations from neutral speech to emphatic speech at word and syllable layer. It indicates that the feature variations of emphasized words are significantly higher than those of nonemphasized words, while the features of the stressed syllables of emphasized words change the most. Generally the nearer to the stressed syllables, the higher the feature changes are. In addition, clear lengthening of pause durations are observed between emphasized words and non-emphasized words.
Acoustic analysis of emphasis at phone layer
To analyze the feature variations of different phones, we further group English phones into 9 types according to their pronunciation mechanism: Table 2 shows the duration (D) and mean f0 (Mean) variations of phones from neutral speech to emphatic speech. As the phones in the syllables with class "O-R" (all other remaining syllables) are far from emphasized words, their features are little affected by emphasized words. The acoustic variations of the phones for all other classes are computed against the variations of the phones with class "O-R". For the emphasized words (S-E, B-S-E, A-S-E), it shows that the duration variations of long vowel, diphthong and plosive are bigger than average, while the duration variations of fricative and glide are smaller than average. The variations of mean f0 are much smaller than those of duration. For the emphasized words (S-E, B-S-E, A-S-E), it shows that in S-E the mean f0 variations of vowels are higher than average; while in A-S-E, the mean f0 variations of vowels are all lower than average, and the mean f0s of the syllables of A-S-E in table 1 increase. This indicates that the increase of the f0s of A-S-E is mainly due to the consonants.
S-E B-S-E A-S-E N-B N-A O-R
Hierarchical perturbation model to generate emphasis
Feature selection for different layers
We observe that the variances of acoustic feature R and S are approximately 100 times of other features in table 1. Regardless of the two features, the feature Max changes the most at the emphasized words. Addition, Max and Min are the features for a certain length of speech segment, they will be unstable at phone layer. Hence, we choose Max and Min to control the f0 range at word and syllable layer. The mean f0 (Mean) of different phone types have some special pattern, e.g., the f0 increase of A-S-E is mainly due to the consonants phones. And the durations of syllables could be estimated by the durations of phones.
Two-pass decision tree for feature clustering
A two-pass decision tree is constructed which models acoustic variations between emphatic and neutral speeches not only at word and syllable layer but also at phone layer.
To construct the two-pass decision tree, a set of emphasis-related questions are designed according to the hierarchical characteristics for generating emphasis, as shown in Table 3 . The main decision tree is first constructed by considering the emphasis-related questions at word and syllable layer. The emphasisrelated questions related to phone layer are then used to expand the leaves of the main tree which leads to a set of sub trees. Each sub tree corresponds to one leaf of the main tree.
Emphasis is expressed by the variation of different acoustic features at different layers. Hence, different acoustic features are considered for calculating the distances when constructing the main tree and sub trees. For the main tree, the maximum f0 (Max), minimum f0 (Min) and energy (E) are used for distance calculation. While for the sub trees, the mean f0 (Mean) and duration (D) are used for distance calculation. 
SVM for feature prediction
The nu-SVR model
We use the nu-SVR [14] model as the regression model to predict the acoustic variations for each leaf of the main tree and sub trees.
Let (Y i , X i , i=1,2,…,l) be a set of data, where X i is the input and y i is the output. The regression function is: 
where
The X i which is not zero is the support vector. K is the kernel function. The problem could be solved by maximize (2) , where the constraint condition is (3).
( ) ( 
The optimal α i * , α i , i=1,2,…,l can be calculated by maximizing (2) . And (1) is used for data prediction.
In this paper, for training the SVMs for the leaves of the main decision tree, Max, Min and E of neutral speech are used as the input, while the variations of the three features from neutral speech to emphatic speech are used as the output. For training the SVMs for the leaves of the sub trees, Mean and D of neutral speeches are used as the input, while the variations of the two features from neutral to emphatic speech are used as the output. The SVMs are then trained using the following cross validation and gradient descent algorithm.
Optimization of initial parameters for SVMs
In this paper, Gaussian Radial Basis Function is used as the kernel function of SVM, as formula (4).
Cross validation method and gradient descent algorithm are used to determine the best initial values for the parameters the cost (C) in formula and constant nu (μ) in formula (3) and the σ in formula (4) for improving the performance of the SVMs.
The cross validation method partitions the data into N folds. Of the N folds, 1 fold of the data is used as the validation data for testing the model, the other N-1 folds are used as the training data. The cross validation process will repeat N times, with each of the N folds used exactly once as the validation data. This technique can make full use of all training data when training data is limited. In this paper, N is set to 10 and mean squared error (MSE) is used as the evaluation function which should be minimized while optimizing the initial parameters (C, μ, σ) for SVMs.
There are 5 steps for initial parameter optimizing using the gradient descent algorithm based on MSE: (1) Initialize the parameter (C, μ, σ) and the update step (ΔC, Δμ, Δσ). Let I be the total number of iterations and F be the number of continuous iterations where MSE is not improved. Set I to 1, and F to 0. (2) Calculate the MSE of SVM based on the current parameter (C, μ, σ), denoted as MSE(C, μ, σ). Fig.1 shows the diagram of the proposed hierarchical perturbation model with a two-pass decision tree and a set of SVMs. Firstly, the questions at word and syllable layer are used to construct the main tree, and maximum f0 (Max), minimum f0 (Min) and energy (E) are used for distance calculation. The data in each leaf node of the main tree are used to train a SVM for predicting the variation ratios of Max, Min and E from neutral speech to emphatic speech. Secondly, the questions at phone layer are used to expand the leaves of the main tree, while the mean f0 (Mean) and duration (D) are used for distance calculation. This second pass constructs a set of sub trees. The data in each leaf node of the sub tree are used to train a SVM for predicting the variation ratios of Mean and D from neutral speech to emphatic speech. Fig. 1 The diagram of the two-pass decision tree and SVMs
Hierarchical perturbation model to for emphasis generation
Realization of perturbation model
The perturbation is realized by STRAIGHT, which is developed by Kawahara et al [13] . To generate emphasis, the variation ratios of the acoustic features are predicted by the two-pass decision tree and SVMs. The energy of the input neutral speech is first modified according to the predicted variation ratios for each syllable. Thereafter STRAIGHT is used to extract f0s. And then f0s and duration are modified at word, syllable and phone layer according to the perturbation model. And finally STRAIGHT is used to generate the emphatic speech.
Experiments and discussion
Experiment on model prediction accuracy
Mean squared errors (MSE) are used to evaluate the prediction accuracy of the models. Three models are compared in the experiment.
• S1: SVM models are trained directly with all features as training instances and the ratios of the features from neutral speech to emphatic speech as the target labels.
• S2: The data is firstly clustered by the two-pass decision tree detailed in section 4.2 and one SVM is trained for each leaf of the tree without initial parameter optimization.
• S3: The data is firstly clustered by the two-pass decision tree and one SVM is trained for each leaf of the tree using the optimizing method detailed in section 4.3. Table 4 shows the MSE of the three models in the testing set. The MSE of S2 is 5.4% lower than that of S1 and the MSE of S3 is 9.5% lower than that of S1. This indicates that clustering the data with two-pass decision tree before SVM modeling can increase the accuracy. The cross validation and gradient descent algorithm for initial parameter optimization of SVMs further improves the accuracy. 
Subjective experiments
To evaluate the performance of the proposed hierarchical perturbation model, two subjective perceptual experiments were conducted by comparing the following three systems:
• A1: Natural speech recordings with expressive intonation to highlight emphasized words in the sentence; • A2: The system using non-hierarchical model to generate emphatic speech based on the rules of our previous work [11] from neutral speech recording; • A3: The system using the proposed hierarchical perturbation model to generate emphatic speech from neutral speech recording. •
Experiment on emphasis intensity
This experiment was conducted to evaluate if the methods can properly generate emphatic speech. 10 natural recorded emphatic speech files were directly selected from A1. The corresponding 10 neutral speech recordings were provided to A2 and A3 to generate emphatic speech files respectively. Each recorded or generated speech file contains one or more emphatic words. The speech files together with corresponding text prompts with emphasis annotation were provided to the subjects. After listening, the subjects were asked to give the order of the 3 speech files according to the perceived intensity of the emphatic words. Equality is permitted if it is difficult to distinguish the intensity of the emphatic words between two or three speech files.
15 subjects participated in the experiment, and results are shown in Fig. 2 . "A1>=A3" represents that the emphasis intensity of 64% speech files from A1 is considered to be higher than or equal to that of the speech files from A3, while the emphasis intensity of 36% speech files from A3 is higher than that from A1. This indicates the emphasis intensity of the speech files generated by our hierarchical perturbation model is comparable to the natural speech recordings. It should be noted that most emphatic words whose emphasis intensity from A3 is considered to be better than that of A1 are at the end of speech utterance. This is due to the pitch declination in natural speech, which causes the decrease of the emphasis intensity at the end of speech utterance. Furthermore, the emphasis intensity of 72% samples from A3 are equal to A2, while 23% are higher, indicating the proposed hierarchical model is better than non-hierarchical model for generating emphasis. Fig. 2 The result of the experiment of the emphasis intensity
Experiment on naturalness
This experiment was conducted to evaluate if the methods can generate speech with proper naturalness. Another 10 natural recording emphatic speech files were directly selected from A1. The corresponding 10 neutral speech recordings were provided to A2 and A3 to generate emphatic speech files respectively. The speech files together with corresponding text prompts with emphasis annotation were provided to the subjects, and asked them to give the order of the 3 speech files according to the naturalness of the speeches. Again, equality is permitted if it is difficult to distinguish the naturalness between the two or three sentences. The ordering results were converted to a score representing the naturalness according to the following criterion:
. where x, y, z can be any one of the system A1, A2 or A2, and S(.) is the naturalness score.
The same 15 subjects participated in the experiment of naturalness. The average naturalness score for each system is calculated and shown in Table 5 . The naturalness of the generated speeches from A3 is higher than that of A2. This is because more acoustic features are modeled in the hierarchical emphasis model, making the prosody of the speeches generated by the hierarchical model more close to the natural speech. 
Conclusion and future work
This paper presents a hierarchical perturbation model to generate emphasis from neutral speech. The model generates emphasis by hierarchically modifying the acoustic features of the input neutral speech at word, syllable and phone layers using a two-pass decision tree and a set of SVMs. To construct the decision tree, a set of emphasis-related questions are designed according to the hierarchical characteristics for generating emphasis. The questions related to word and syllable layer are used to construct the main tree. The questions related to phone layer are then used to expand the leaves of the main tree which leads to a set of sub trees. Each sub tree corresponds to one leaf of the main tree. A set of SVMs are then built for all the leaves of both the main tree and sub trees. For the main tree, SVMs are used to predict variations of maximum f0 (Max), minimum f0 (Min) and energy (E) from neutral to emphatic speech at word and syllable layer. For the sub trees, SVMs are used to predict variations of mean f0 (Mean) and duration (D) at phone layer. Cross validation and gradient descent algorithm are used to estimate the parameters of SVMs. Experiments show that the proposed hierarchical perturbation model can generate emphasis speech with high emphasis quality and naturalness. Future work will incorporate this hierarchical model into a CAPT platform to provide corrective feedback to the user by synthesizing emphasis for important speech segments.
