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M. DAVIO, J.-P. DESCHAMPS and A. THAYSE, Digital Systems and Algorithm Implementation, 
A Wiley-Interscience Publication (Wiley, Chichester - New York - Brisbane - Toronto - Singapore, 
1983) 505 pp. 
List of symbols. Introduction. Chapter I: Digital systems. Input signals, output signals. Explicit des- 
cription of the input-output behaviour. Algorithms. Elementary components. Summary. Chapter 2: 
Algebraic structures. Introduction. Lattices and Boolean algebras. Logic functions and their represen- 
tation. Optimization problems. Complexity of logic functions. Chapter 3: Universal combinatorial 
components. Introduction. Multiplexers. Demultiplexers. Synthesis of logic functions with multi- 
plexers or with demultiplexers. Read only memories. Programmable logic arrays. Chapter 4: Special 
purpose combinatoria/ components. Introduction. Addition and subtraction. Amplitude comparison. 
Arithmetic logic units. Radix conversion. Permutation networks. Chapter 5: iterations and finite 
automata. Iterative computation schemes. Moore and Mealy automata. Implementation principles. 
Optimization problems. Chapter 6: Sequential networks. Introduction. Memorization and synchroni- 
zation flip-flops. Synthesis of synchronous sequential circuits. Chapter 7: Synchronous equential 
components. Registers and memories. Shift registers. Counters. Frequency dividers. Sequence genera- 
tors. Conclusions. Chapter 8: Implementation of computation schemes. Labelling of the precedence 
graph. Computation width and information flow width. Implementation of computation schemes by 
synchronous sequential networks. Example: study of a sorting algorithm. Example: binary to BCD 
conversion. Comparison between the combinatorial and the sequential implementations. Throughout 
increase: concurrent and pipeline networks. Chapter 9: Multiplication and division. Introduction. 
Multiplication of positive integers. Multiplication of signed integers. Division. Conclusion. Chapter 
10: Control unit and processing unit. Introductory example: exponentiation in a finite field. Basic 
model. Boundary between the control and processing units. Chapter II: Sequentialization: impact on 
the processing unit. Basic principles. Impact of the sequentialization principle on the connection net- 
work. The processing unit of a sequentialized system. Trade-offs and optimization problems. Chapter 
12: Sequentiulization. Impact on the control unit. Introduction. Program transformation. Sequential 
examination of the condition variables, conditional programs. VLSI, Materialization of the control 
automaton. Chapter 13: Optimization problems in the control unit. Introduction. The algabra of 
P-functions. Chapter 14: Specialpurpose control units. Introduction. Incremental programs. Program 
implementation. Subroutines. Pipeline. Chapter IS: Microprocessors. Introduction. Example of two 
instruction level system. Second example: a von Neumann machine. Generalities about microproces- 
sors. References. Index. 
Christoph M. HOFFMANN, Group-Theoretic Algorithms and Graph Isomorphism, Lecture Notes in 
Computer Science 136, edited by G. Goos and J. Hartmanis (Springer-Verlag, Berlin - Heidelberg - New 
York, 1982) 311 pp. 
Preface. Chapter 1: Introduction. Graph Isomorphism. Computational Complexity. Group-Theoretic 
Algorithms. Background. Notes and References. Chapter 2: Basic Concepts. Review of Elementary 
Group Theory. Graph Isomorphism and Graph Automorphisms. Computationally Useful Group Des- 
criptions. Accessible Subgroups. Notes and References. Chapter 3: Labelfed Graph Automorphisms, 
Cone Graphs andp-Groups. The Labelled Graph Automorphism Problem. Cone Graphs and Regular 
Cone Graphs. p-Groups and Cone Graphs. Notes and References. Chapter 4: Zsomorphism of Tri- 
valent Graphs and of Cone Graphs of Degree Two. The Basic Approach. An Algorithm for Deter- 
mining the Automorphism of Trivalent Graphs. Setwise Stabilizers in p-Groups (Method 2). An 
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(O(n4) Isomorphism Test for Trivalent Graphs. Notes and References. Chapter 5: Graphs of Fixed 
Valence and Cone Graphs of Fixed Degree. The Basic Algorithm. Properties of the Automorphism 
Group. Setwise Stabilizers in the Class l-b. Remarks. Notes and References. Chapler 6: Group- 
Theoretic Problems. Some Combinatorial Problems as Group-Theoretic Problems. Group-Theoretic 
Problems of Intermediate Difficulty. A Problem with a Short Verifiable Solution. Subproblems in P. 
Normal Closure, Commutator Subgroups, Solvability, and Nilpotence. Open Problems. Notes and 
References. Biobliography. Indices: Problem Index. Algorithm Index. Definition Index. Lemma 
Index. Proposition Index. Theorem Index. Corollary Index. 
J.P.C. BLANC, Application of the Theory of Boundary Value Problems in the Analysis of a Queueing 
Model with Paired Services, Mathematical Centre Tracts 153 (Mathematisch Centrum, Amsterdam, 
1982) 244 pp. 
Preface. General introduction. Chapter I: Boundary value problems, a summary. Introduction. Sets 
and functions. The Holder condition. Integrals of the Cauchy type. The Hilbert problem. The 
Riemann-Hilbert problem. Conformal mapping. Chapfer 2: A queueing model with two types of 
customers andpaired services: the queues at departure instants. Introduction, &he model. Definitions. 
Formulation of the mathematical problem. Analysis of the kernel. Analysis of the functional equation. 
The contour L(r) and its interior. Formulation as Riemann-Hilbert problems. Formulation as a 
Hilbert problem. Conditions for ergodicity, the stationary distribution. Chapter 3: The confinuous 
time queueingprocess. Introduction. Definitions. Formulation of the mathematical problem. Reduc- 
tion to a single functional equation. Analysis of the functional equation and its kernel. The contour 
,4(e) and its interior. Formulation as a Hilbert problem. Virtual waiting time and other queueing quan- 
tities. Description of the process for t -+ 0~. Stationary distributions. Conclusions. Chapter 4: Exten- 
sions and numerical examples. Introduction. Joint distribution of queue lengths and departure 
instants; the busy period. Generalization of the model: other types of Hilbert problems. Numerical 
examples. References. Subject index. List of symbols. 
Roy BILLINTON and Ronald N. ALLEN, Refiabifity Evaluation of Engineering Systems: Concepts and 
Techniques (Plenum Publishing Corporation, New York - London; Plenum Press: a division of Plenum 
Publishing Corporation, New York - London, 1983) x+ 349 pp. 
Preface. Chapter I: Introduction. Chapter2: Basicprobability theory. Probability concepts. Permuta- 
tions and combinations. Practical engineering concepts. Venn diagrams. Rules for combining prob- 
abilities. Probability distributions. Conclusions. Problems. Chapter 3: Application of the binomial 
distribution. Binomial distribution concepts. Properties of the binomial distribution. Engineering 
applications. Conclusions. Problems. Chapter 4: Network modelling and evaluation of simple sys- 
tems. Network modelling concepts. Series systems. Parallel systems. Series-parallel systems. Partially 
redundant systems. Standby redundant systems. Conclusions. Problems. Chapter 5: Network model- 
ling and evaluation of complex systems. Modelling and evaluation concepts. Conditional probability 
approach. Cut set method. Application and comparison of previous techniques. Tie set method. Con- 
nection matrix techniques. Event trees. Fault trees. Multi-failure modes. Conclusions. Problems. 
Chapter 6: Probability distributions in reliabihty evaluation. Distribution concepts. Terminology of 
distributions. General reliability functions. Evaluation of the reliability functions. Shape of reliability 
functions. The Poisson distribution. The normal distribution. The exponential distribution. The 
Weibull distribution. The gamma distribution. The Rayleigh distribution. The lognormal distribution. 
The rectangular (or uniform) distribution. Summary of reliability functions. Conclusions. Problems. 
Chapter 7: System reliability evaluation using probability distributions. Introduction. Series systems. 
Parallel systems. Partially redundant systems. Mean time to failure. Standby systems. Wearout and 
component reliability. Maintenance and component reliability. Conclusions. Problems. Chapter 8. 
Discrete Markov chains. Introduction. General modelling concepts. Stochastic transitional probability 
matrix. Time dependent probability evaluation. Limiting state probability evaluation. Absorbing 
states. Application of discrete Markov techniques. Conclusions. Problems. Chapter 9: Continuous 
