This paper proposes a non-recurrent training algorithm, resilient propagation, for the Simultaneous Recurrent Neural network operating in relaxation-mode for computing high quality solutions of static optimization problems. Implementation details related to adaptation of the recurrent neural network weights through the non-recurrent training algorithm, resilient backpropagation, are formulated through an algebraic approach. Performance of the proposed neuro-optimizer on a well-known static combinatorial optimization problem, the Traveling Salesman problem, is evaluated on the basis of computational complexity measures and, subsequently, compared to performance of the Simultaneous Recurrent Neural network trained with the standard backpropagation, and recurrent backpropagation for the same static optimization problem. Simulation results indicate that the Simultaneous Recurrent Neural network trained with the resilient backpropagation algorithm is able to locate superior quality solutions through comparable amount of computational effort for the Traveling Salesman problem.
Introduction
The Simultaneous Recurrent Neural network (SRN) has been recently proposed as a superior algorithm among the family of neural optimizers to address large-scale static optimization problems particularly ones from the domain of combinatorial optimization [Serpen et. al., 2001; Werbos and Pang, 1996] . The SRN is a trainable algorithm when configured in relaxation mode to function as a static optimizer. The property of trainability for the SRN appears to provide significantly superior capability to more efficiently focus in the promising regions of the overall search space of a given problem, and hence, leading to dramatic performance improvements with respect to solution quality measures compared to other neural algorithms including those in the family of Hopfield networks [Hopfield and Tank, 1985] and its derivatives, such as the Boltzmann Machine, Mean Field Annealing network, and others [Cichocki and Unbehauen, 1993] .
Earlier studies using the SRN, trained with the recurrent backpropagation algorithm, to solve large-scale static optimization problems such as the Traveling Salesman Problem have confirmed the performance of the SRN to be notable in comparison with the Hopfield network and its stochastic derivatives [Patwardhan, 1999; Serpen et. al., 2001] . Ability of the SRN to compute solutions for instances of large-scale static optimization problems for which Hopfield family neural algorithms fail to locate solutions strongly motivates consideration of a multitude of approaches for training. In an earlier study, standard backpropagation training algorithm was adapted for the SRN dynamics. An extensive computational complexity study to assess the promise of training the SRN with the standard backpropagation (BP) was performed using the TSP problem [Serpen and Xu, 2001 ]. This study demonstrated that it is feasible to train the SRN with the BP and that quality of solutions computed through this approach was higher compared to quality of what the SRN trained with RBP was able to compute. However, the computational cost incurred through the BP training was substantially higher as well, particularly for large-scale instances of the problem, than the cost incurred due to the RBP training. Therefore, a computationally efficient version of the BP training algorithm, the resilient propagation (RPROP), is poised to offer high quality solutions at a comparably lower computational cost, which forms the thrust for the research work presented in this paper.
This paper proposes to train the Simultaneous Recurrent Neural network using the resilient propagation algorithm for combinatorial optimization to achieve higher quality solutions at a similar computational cost compared to the SRN trained with the recurrent backpropagation.
Simultaneous Recurrent Neural Network
A Simultaneous Recurrent Neural network (SRN) is an artificial neural network [Werbos et al., 1997] with the graphical representation illustrated in Figure 1 . The feed-forward network ( ) ⋅ f will also induce a weight matrix W, which represents the interconnection topology of the network. The network, starting from an initial state as indicated by initial value of the output vector, will iterate until the output vector z stabilizes and converges to a stable point given that one exists. In other terms, an SRN is a feed-forward network with feedback from outputs of the network to its inputs. An SRN exhibits complex temporal behavior: it follows a trajectory in the output space to relax to a fixed point. One relaxation of the network consists of one or more iterations of output computation and propagation along the feed-forward and feedback paths until the outputs converge to stable values.
A mathematical characterization of the computation performed by an SRN is given by
where z is the external output, x is the external input, W is the network weight matrix, t is the time, ξ z and ξ x are the time delays associated with propagation of outputs through the feedback and forward paths, and of inputs through the forward path, respectively. Assuming presence of one or more stable equilibrium points in the output space of the network dynamics, following a relaxation cycle of the network dynamics, convergence to a fixed-point for sufficiently large t will occur. Once the network dynamics converge to a fixed point, the delayed value of outputs will be the same as the current value of outputs:
( ) ( ) therefore, value of outputs following convergence can be conveniently represented by z(∞).
Upon convergence to a fixed-point, the form of equation modeling the network computation
The network is provided with external inputs and initial outputs, which are typically assumed randomly in the absence of a priori information. The output delayed through the feedback and forward paths along with the external inputs delayed through the forward path are utilized to compute the new output. The network dynamics is allowed to relax until it reaches a stable equilibrium point assuming one exists. External inputs are applied throughout the complete relaxation cycle. When a stable equilibrium point is reached, the outputs stop changing appreciably. It is important to distinguish the propagation delay associated with the feedback path of the SRN from the sampling delay existing in the feedback paths of Time Delay Neural Networks (TDNN): the assumption is that the signal propagation delay in the feedback path of an SRN is typically much smaller than the sampling delays found in TDNNs.
The SRN can function in two distinct modes: as a continuous mapper when the external inputs x are varying with respect to time, and as an associative memory when the external inputs x are constant over time. The SRN operates as a relaxation-type recurrent network while in associative memory mode, which is typically leveraged to address static optimization.
Once the SRN network converges to a fixed point (assuming associative memory mode of operation), the recurrent inputs are constant over time. This observation reduces the SRN to a feedforward topology subject to special constraints on its inputs. In this case, in addition to the external input x, the feedback is considered to be constant over time once the network has converged to a fixed point. Specifically, the recurrent network is considered as a feedforward network subject to the constraint that
is the relaxed value of the output of the network with the topology given in Figure 2 . The significance of this observation relating to the simplification of the SRN dynamics is that it allows weight training algorithms based on standard (non-recurrent) backpropagation (BP) to be employed rather than the computationally expensive recurrent backpropagation, which requires the setup and relaxation of an adjoint network with significant computational cost [Werbos, 1988 , Almeida, 1987 , Pineda, 1987 .
A minimal topology for the SRN that can address static combinatorial optimization problems is achieved by assuming a three-layer continuous-dynamics perceptron network for the feedforward mapping in Figure 1 with one hidden layer and no external input. As depicted in Figure 3 (a), the SRN has three layers whereby the nodes in input layer simply distribute the incoming signals through weighted connections to nodes in the hidden layer without any form of processing. The computational structure in Figure 3 
where j y is the output of j-th node in hidden layer, J is the node count in hidden layer, kj u is the forward weight from j-th node in hidden layer to k-th node in output layer, N×N is the dimensions of the output array, and f is a continuous, differentiable function typically a sigmoid.
Similarly, for a node j y in the hidden layer, the dynamics is defined by
where k z is the output of k-th node in output layer, J is the node count in hidden layer, jk v is the backward weight from k-th node in output layer to j-th node hidden layer, N×N is the dimensions of the output array, and f is a continuous and differentiable function, typically a sigmoid.
Traveling Salesman Problem and SRN Topology
The Traveling Salesman Problem (TSP) was chosen for the performance assessment of the SRN because it belongs to the class of NP-hard optimization problems and previous neuro-optimizers failed to compute high quality solutions within acceptable computational cost bounds [Serpen et al., 2001] . For a solution of the TSP to be valid, it is required that each city be visited once and exactly once, with the goal of minimizing the total distance traveled. In the application of the SRN to solve the TSP, the set of potential solutions for an N-city TSP is represented by an N×N [ ]
represent the weight vectors of the k-th node in the output layer, where k= 1,2,…,K with K=N×N, and the j-th node in the hidden layer, respectively. The distance between cities is represented by an N×N symmetric matrix of real numbers randomly specified in the interval [0.0, 1.0] using a uniform probability distribution at the outset of the simulation.
Each entry of the cost matrix represents the distance between two cities identified by the row and column indices of that entry. There is no external input to the SRN; consequently, the SRN has a two-layer topology typically with a small number of hidden nodes. 
where g col , g row , g bin , and g dis are positive real weight parameters, d im is the distance between city i and city m, and N is the number of cities. The first and second double summations enforce the constraint that each column and row has exactly one node active in the solution, respectively.
The third double summation encourages node outputs to approach limiting values of 0.0 or 1.0 rather than a value in between. The last summation term seeks to minimize the total travel distance for a solution. Details on formulation of this error function is presented in the Appendix.
RPROP Algorithm for SRN Training
Resilient propagation (RPROP) is an efficient learning scheme that directly adjusts the weights of the network based on local gradient information [Riedmiller and Braun, 1993] . Consider the SRN upon convergence to a fixed point as in Figure 3 (a). The weight update rule for the RPROP training algorithm is given by [Riedmiller and Braun, 1993; Cichocki and Unbehauen, 1993] . Note that when the error partial changes sign in two consecutive steps suggesting that the previous update value was too large and consequently the minimum was missed, the corresponding weight is updated in a direction to return the weight value close to its value prior to the previous update. In other words, the previous weight update value is subtracted from the corresponding weight following a possible scaling through the parameter σ. The learning rate is adapted through the following procedure: If a sign change occurs indicating that the local minimum was missed, the update value is decreased.
Else no sign change occurs indicating that gradient descent is in progress, the update value for the weight is increased.
2. Check derivative of the error function with respect to each adaptable weight:
If "positive" indicating that the error is increasing, subtract the update value from the weight value.
Else "negative" indicating that the error is decreasing, add the update value to the weight value.
3. Repeat steps 1 and 2 until convergence.
The RPROP algorithm requires partial derivative of error function with respect to each and every adaptable weight in the network to be computed in accordance with Equation 6. The partial derivative of error function with respect to the weight kj u between the j-th hidden layer node and k-th output layer node with j=1,2,…,J and k=1,2,…,N×N, derivation of which is detailed and given by Equation A-12 of Appendix, is as follows: (7) where
term is readily computable given the node dynamics in the output layer as specified in Equation 2.
Partial derivative of error function with respect to the weights belonging to the hidden layer nodes is defined as [Zurada, 1992] ( ) ( )
where k=1,2,…,N×N and j=1,2,…,J. Note that
where f ′ is the derivative of activation function f, and y j is the output of the j-th node in the hidden layer. The term
is the derivative of the error function with respect to the k-th node output in the output layer and is given by Equation A-13 in the Appendix: 
Simulation Study
The simulation study was formulated to investigate the feasibility of training the SRN configured as a static optimizer with the resilient propagation training algorithm. The study aimed to assess the computational cost and, accordingly, to perform a computational cost comparison among the SRNs trained with resilient propagation, standard backpropagation, and recurrent backpropagation training algorithms. In order to facilitate a fair comparison among the three training algorithms, the simulation software and the computing platform utilized complied with the following requirements. The simulation code was written in C/C++ to run in UNIX operating system environment. The same "template" C/C++ based code, which was the basis for standard backpropagation as well as the recurrent backpropagation implementations, was utilized to derive the resilient propagation implementation of the training algorithm for the SRN. The computing platform utilized for simulations was a Sun Sparc™ workstation with two 300 MHz CPUs and 1.2 GB main memory, which was also employed to run the code for the other two training algorithms [Serpen et al., 2001; Serpen and Xu, 2001] 
Setup and Initialization for TSP
A number of parameters need to be set and initial values determined in order for the SRN to be properly configured to solve the TSP. There is no external input to the SRN; thus, the SRN has a two-layer topology: one hidden layer and one output layer.
Specification of the number of nodes in the hidden layer is highly critical since there are significant consequences in terms of the SRN to be able to simply "locate" a solution, the computational complexity of the SRN algorithm itself, and total computational cost incurred for finding a locally optimal solution as measured by the number of iterations needed. A preliminary empirical study demonstrated that the node count in the hidden layer had a drastic effect on the number of iterations needed for the SRN to converge a solution. When experimenting with the number of hidden layer nodes to employ, it was determined that increasing the number of hidden nodes tended to considerably decrease the time for the SRN network to find a solution. On the other hand, simply doubling the number of hidden layer nodes, the number of weights from the hidden layer to output layer and from the output layer to hidden layer also double, which doubles the memory requirements. This in turn increases the number of calculations required for each iteration leading to a potentially significant performance degradation. The choice of eight hidden layer nodes was determined as a reasonable compromise on the computing platform utilized while keeping the memory and computational requirements within practical bounds.
The network node outputs were randomly initialized using a uniform probability distribution.
The initial values of outputs of all the nodes in both layers were set to values in the range 0.0 to 1.0. The weights were randomly initialized to a value in the interval [-0.2, 0.2] with a uniform probability distribution as well. The same activation function was used for all the nodes in the network where the slope or steepness was determined as 1.0 and the limits were 0.0 and 1.0 for a unipolar specification. Nodes were considered as "active" or "inactive" for threshold values of 0.8 and 0.2, respectively.
An N×N matrix represents the distances between N cities. The row index represents the starting city and the column index represents the destination city; hence, each entry of the matrix is the distance between the two cities represented by the indices of that entry. The distance matrix is symmetric and each entry is randomly set to a value between 0.0 and 1.0 using a uniform probability distribution. According to this distance matrix, the expected normalized distance (obtained by dividing the total path length by the number of cities) for a randomly chosen path is 0.5.
The error function that maps the TSP to the SRN topology has a number of parameters that are employed to reflect the significance of each individual constraint. Initial values of these constraint weighting coefficients need to specified to facilitate the simulation study. Since currently no theoretical bounds on the values of these coefficients are known to exist, the only option is to resort to empirical means.
It was empirically determined that the precise values of these parameters had little effect on the performance of the SRN network. However, the same empirical analysis showed that the ratio between these parameter values was very important. Excessive emphasis placed on the row and column error terms by specifying much larger values for constraint weight parameters associated with these two constraints will lead to a solution quickly, but the tour length is highly likely to be away from the optimal value. A small tour length may be achieved by emphasizing the distance term through a relatively larger value for its constraint weight parameter, which would be at the expense of mostly converging to mostly invalid solutions: either the row or column or both constraints are violated. Monitoring each individual error term demonstrated that values of the normalized row and column error terms were noticeably larger than the value of the distance error term during the initial phases of training. In order to keep the row and column error terms from dominating the total error, the distance weight parameter value was initialized to be approximately three times larger than value of other constraint weight parameters.
Values of the constraint weight parameters in Table 1 provided a good starting point for the SRN trained using recurrent backpropagation as reported in an earlier study [Serpen, et. al., 2001] . Therefore, the weight parameters were initialized to the values shown in Table 1 for the SRN trained using the resilient propagation training algorithm as well. Furthermore, the need to change values of these parameters during the course of training also emerged as a result of a preliminary empirical analysis. More specifically, constraint weight parameters needed to be increased following a set schedule, which turned out to be critical for the SRN to locate a solution, which concurs with the findings of previous studies [Serpen, et. al., 2001, Serpen and Xu, 2001] . In order to encourage the SRN algorithm to locate higher quality solutions, the increment value of the constraint weight parameter for the distance constraint was specified as large as possible compared to values for the remaining parameters while ensuring that the network converges to valid solutions. Incrementing the parameters every five iterations appeared to provide a reasonable choice for quick convergence towards a solution: an earlier study notes the difficulty in convergence to a solution if these parameters are updated more frequently [Serpen et al., 2001] . Hence, weight parameters were incremented after every fifth iteration according to the values given in In order to make an accurate comparison among resilient propagation, standard backpropagation, and recurrent backpropagation algorithms, assessments are made as to the quality of solutions, the number of iterations, and the computational cost measured by the computation time. The quality of the solution is measured by computing the normalized average distance (NAD) between any two cities in the solution path the SRN locates, which is defined by
where d im is the distance between city i and city m and N is the number of cities. The computing time is determined by using the UNIX operating system utility timex, which returns the processor time expended to complete a process.
Stopping criterion for the training of the network is another critical issue. One standard approach is to stop training as soon as a valid solution is found. For a gradient descent-based search algorithm, this solution is guaranteed to be at least locally optimal. This criterion, which was employed for training the SRN with standard backpropagation and recurrent backpropagation to address static combinatorial optimization problems [Patwardhan, 1999; Serpen et. al., 2001 ], was employed for simulations implemented using the resilient propagation training algorithm as well in order to establish compatibility for performance comparison purposes. It is worthwhile to note that training beyond this point is likely to result in higher quality solutions while noting inherent limitations associated with a gradient search algorithm like the resilient propagation.
Another important consideration is the convergence criterion, which determines the conclusion of a relaxation for the SRN dynamics. This determination is facilitated by deciding when to declare that the SRN dynamics have converged to a stable equilibrium point using the inequality given by:
for all z k with k = 1,2,…,K, where z k is the k-th node of the output layer, K is the number of nodes in the output layer, and
. Practical implementation of this condition can be realized through the following inequality:
which establishes a sufficiently small upper bound for convergence to a fixed point for large values of K, which is the number of nodes in the output layer.
The learning rate is an important factor that affects the ability of the RPROP algorithm to locate a solution. If the learning rate is too large, oscillation may occur as the network is approaching a solution. On the other extreme, if the learning rate is too small, the network will take longer to reach a solution due to the slow learning speed. To evaluate the effect of learning rate, different values for both the positive and negative learning rates were tested using a problem size of 100 cities. The values tested for the positive learning rate were 1.2, 1.3, 1.5, 1.7, 1.9, 2.0, 2.2, and 2.4. The values tested for the negative learning rate included 0.4, 0.5, and 0.6. Values of parameters min η , max η , and σ were specified as 0.000001, 1.0, and 1.0, respectively. First simulation study for comparative performance assessment was implemented for problem sizes of 10, 30, 50, 70, and 100 cities. A total of 10 simulations were run for each problem size in order to ensure the accuracy of the measured values. The normalized average distance, number of iterations, and CPU time expended were recorded for each simulation run. For each problem size, the results from all 10 simulations run using the resilient propagation (RPROP) training algorithm are given, as well as the average value, which is then compared against the best result in terms of each measure calculated (normalized average distance, number of iterations, and CPU time expended) for each case from the simulations run using standard backpropagation (BP) and recurrent backpropagation (RBP) [Serpen and Xu, 2001] . Table 3 shows the results for a problem size of 10 cities. Although the quality of solutions located by the RPROP is better than that for a randomly chosen path, it is not as good as those found with either of BP or RBP. Also of interest is the drastic difference between the numbers of iterations required to find a solution, which implies training with the BP requires considerably more calculations than training with the RPROP. Note that due to incomparability of recurrent backpropagation algorithm on the basis of number of iterations with other two training algorithms, the corresponding slot in Table 3 and similar other tables is left blank. The results for the problem size of 50 cities are given in Table 5 . The RPROP performs markedly better in terms of locating higher quality solutions compared to other two training algorithms while also requiring much less CPU time. Table 6 . Simulation Results for the 70-City TSP. It is further relevant to note the trends of the curves in Figures 8 and 9 . All three training algorithms generate curves with slightly negative slope, which is more pronounced in the case of RPROP, as the problem size is increased, which is a very important property of the SRN to address large-scale static optimization problems. The BP training time curve appears to follow an exponential growth trend while the RPROP demonstrates modest growth as the problem size is increased. 
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Simulation Results for City Counts in the Range 200 to 500
Performance of the RPROP algorithm was also tested on 200, 300, 400, and 500 city counts for the TSP. Results are presented in Table 8 , where the values reported for the RPROP are average of 10 trial runs. The BP algorithm was not attempted for these problem sizes due to its prohibitively high computation cost as reported in [Serpen and Xu, 2001] . Table 8 also depicts performance results for the RBP algorithm for the same TSP city counts. Solutions were reached following a search duration of typically on the order of hours for these problems sizes: i.e., for problem sizes of 300 and 500 cities, CPU times were 2 hours 26 minutes 19 seconds and 21 hours 48 minutes 44 seconds, respectively. The quality of solutions computed by the RPROP algorithm is significantly superior than those of computed by the RBP algorithm although the CPU times are relatively close to each other. In conclusion, the RPROP training algorithm proved to be more scalable in terms of its ability to locate higher quality solutions than either of standard backpropagation or recurrent backpropagation as the problem size grew. 
Quality of Solutions Computed by SRN
Quality of solutions computed by the SRN can be precisely assessed through comparison with the optimal value of the solution in terms of minimum tour length. The type of TSP problem addressed in this study has the following properties: it has random distance matrix, placement of cities is non-Euclidean, and inter-city distances are symmetric. A recent report on the state-ofthe-art for heuristics-based approaches on the TSP [Johnson and McGeoch, 2002 ] discusses a number of instances of the TSP where the distance matrix entries are generated using random integers independently drawn from a uniform distribution in the range [1, 1000000] .
Furthermore, the distance matrix was symmetric and city placement obeyed a non-Euclidean geometry and therefore, these instances are comparable to the cases presented in our study.
Johnson et al., reported four instances of the 1000-city, two instances of the 3,162-city, and one instance of the 10000-city TSPs. The normalized inter-city distance for optimal solutions as well as the Held-Karp lower bounds Karp, 1970 & 1971] were computed by the Concorde package [Applegate et al., 1998 ] and are presented in Table 9 as reported in [DIMACS, 2002] . Results for optimal value computations for various city sizes in Table 9 indicate that it is reasonable to conclude the optimal tour length is approximately slightly more than 2,000,000.
Noting that different bounds for the uniform interval were employed in our study, optimal value of the tour length maps to approximately 2.0. This value of the optimal tour length suggests that the normalized inter-city distance for the 100 city problem is approximately 0.02 (normalized inter-city distance in optimal tour length = optimal tour length / number of cities) for the case where intercity distances are drawn from the interval [0.0,1.0].
The SRN computed solutions with a normalized inter-city distance of approximately 0.15 for the 100-city TSP instance, which is still subject to improvement considering the optimal value of 0.02. There is significant potential for improvement though, since the search algorithm implemented by the SRN is based on gradient descent, which is a greedy heuristic bound to be trapped by local minima and hence lacks the computational features to be able to locate high quality solutions. Enhancement of the SRN search algorithm with a stochastic mechanism would provide the needed leverage in order to improve its ability to compute much higher quality solutions.
The SRN appears to further demonstrate an intrinsic feature to scale, in a limited capacity, with increases in the TSP instance size. As can be noted from the Figure 8 , the solution quality curve tends to lower values as the TSP instance size increases. Along the same lines, results in Table 8 also suggest that the quality of solution improves, albeit slightly, as the TSP instance size increases: the SRN computed a tour with normalized intercity distance value of 0.11 for the 500-city TSP.
The real computational promise of neural optimization paradigms lies in the context where realtime computing requirements could only be satisfied by massively parallel hardware realizations of the search algorithm and computing time would need to be independent of the size of the problem. The neural algorithms, if implemented in hardware, facilitates trading the time complexity with the space (hardware) complexity leading to constant computing times for any size of a given optimization problem. Otherwise, existing state-of-the-art algorithms employing heuristics clearly dominate in terms of their ability to compute near-optimal solutions for the TSP for up to 1,000,000-city TSP instances [Johnson and McGeoch, 1997] .
Effect of Extended Training on Solution Quality
As noted earlier, it was conjectured that training the SRN beyond the point at which a locally optimal solution is found could lead to improved solution quality. In order to empirically test this conjecture, quality of solutions computed by the SRN network for the 100-city TSP instance as a function of number of iterations was studied. Simulation results are presented in Figure 9 . Figure 9 imply that the solution quality tends to increase as the SRN network is trained well beyond the point where the initial locally optimal solution is located.
However, the degree of improvement might not be significant given the cost incurred due to additional computations needed. It is conceivable that a stochastic search mechanism might be a better choice and offer more distinct improvement in solution quality at a comparable computational cost.
Conclusions
Effectiveness of training a Simultaneous Recurrent Neural network with the resilient propagation algorithm was compared against training the same network with standard backpropagation as well as recurrent backpropagation algorithm to explore the feasibility and the promise of greater computational efficiency while maintaining or possibly improving the quality of solutions produced. The performance comparison was implemented through application of the SRN to solve a static NP-hard combinatorial optimization problem, the Traveling Salesman problem.
Although the resilient propagation was initially considered for its promise to reduce the computational cost associated with searching for a solution of a large-scale static optimization problem, simulation study showed that resilient propagation offers much higher quality solutions at a similar computational cost when compared with the RBP. This finding is noteworthy due to the fact that improving quality of solutions would typically lead towards stochastic versions of the recurrent backpropagation training algorithm at a significantly greater computational cost.
Error Function and its Partial Derivatives
In order to train the Simultaneous Recurrent Neural network (SRN) for the Traveling Salesman problem (TSP), it is necessary to define a measure of the error for the output nodes. The error function needs to ensure valid solutions, as well as a minimum tour length. Certain constraints need to be in place to ensure a valid solution. Given the problem representation presented in Figure 4 , each row and column in the N×N array must have exactly one node active: the output value of an active node should be close to 1.0, while the output value of each inactive node in the N×N array must approach the limiting value of 0.0.
The Traveling Salesman problem dictates that each city must be visited once, and only once.
Thus, when the network converges to a solution, there should be exactly one node active in each row and each column. This constraint can be implemented using inhibition between the nodes in a given row and column. The error term for the column constraint is defined by is the stable value of the mj-th output node upon convergence to a fixed point, and g col is a positive real weight parameter. When each column of the output matrix has exactly one active node, this error term will be zero. The first summation over the indexing variable i is included because the error function needs to be defined for each node in the output layer.
Similarly, the error term for the row constraint is given by where i and j are the indices for rows and columns, respectively, n is the index for columns, and g row is a positive real weight parameter. This parameter will have a value of zero when each row of the output matrix has exactly one active node. Again, the second summation over the indexing variable j is included because the error function needs to be defined for every node in the output layer.
An error term is also introduced that encourages the node outputs to tend to limiting values of 0.0 The partial derivative vanishes except for the weight from l-th node in the hidden layer to the kth node in the output layer, where l = (q -1)N + r. Therefore, the first partial derivative term inside the parenthesis will always be zero, leading to the following simplified form: 
