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Seeking a basis for the null space of a rectangular and possibly rank deficient and ill condi-
tioned matrix A we combine scaled randomized augmentation with aggregation to reduce our
task to computations with well conditioned matrices of full rank. Our algorithms avoid piv-
oting and orthogonalization and preserve matrix structure and sparseness. In the case of ill
conditioned inputs we perform a small part of our computations with high accuracy by applying
iterative refinement, but overall we still dramatically accelerate the customary algorithms for
rank deficient or ill conditioned linear systems with general and Toeplitz matrices, according to
both our formal estimates and experiments. Our study can be of independent technical interest,
e.g., we extend the Smoothed Analysis of conditioning of random matrices in [42] to precon-
ditioning by means of randomized augmentation and link augmentation and aggregation. Our
progress has been extended to various other fundamental matrix computations.
Key words: Linear systems of equations, Randomized augmentation, Conditioning of random
matrices, Toeplitz matrices
1 Introduction
1.1 Background: computations of vectors and bases in the null space
Solution of a homogeneous linear system of equations Ay = 0 is a fundamental problem of matrix
computations and is closely linked to some other central subjects of that field (see our Sections 5.4
and 7, [33, Sections 7.2 and 11.1], and [38]).
The solution vectors y are said to be the null vectors of the matrix A. They form the null space
N (A) = {y : Ay = 0}. If its basis is given by the columns of a matrix B, then we call B a null
matrix basis (nmb) for a matrix A. Hereafter we refer to such a basis as a nmb(A).
∗Supported by NSF Grant CCF-1116736 and PSC CUNY Awards 61406–0039 and 62230–0040. Some results of
this paper have been presented at the Fifth International Computer Science Symposium in Russia (CSR 2010) in
Kazan’ [34] and at the 16th Conference of the International Linear Algebra Society (ILAS) in Pisa, Italy, both in
June 2010.
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The customary algorithms compute null vectors and nmbs of a matrix by employing its LU or
QR factorization with pivoting or its SVD. These computations are quite costly, particularly the
computation of the SVD, but even “pivoting usually degrades the performance” [19, page 119].
1.2 Our contribution
For m × n matrices A of full rank m, the solution can be readily reduced to the inversion of the
m × m leading block; with probability one we ensure its nonsingularity by means of randomized
premultiplication. Furthermore with a probability near one this does not blow up the condition
number of A, as we prove in Section 3.
The approach, however, does not work where rank A < m, and it fails numerically where the
input matrix is ill conditioned. To fix the problem we apply scaled randomized augmentation of
the input matrix and aggregation. Our algorithms handle rank deficient and ill conditioned m × n
matrices for any pair of m and n, and we extend our null space computations to the solution of
nonsingular but ill conditioned linear systems of equations. We probabilistically reduce our tasks to
computations with well conditioned matrices of full rank, use neither pivoting nor orthogonalization,
and preserves matrix structure and sparseness.
We perform a small part of our computations with high accuracy by applying iterative refinement.
According to both our formal estimates and experimental computations (see the formal estimates
in Section 8 and the observed CPU time in Table 9.1), overall we still accelerate the customary
algorithms by order of magnitude and nearly reach optimality in the cases of general and Toeplitz
ill conditioned inputs.
Part of our formal study can be of independent technical interest, e.g., our extension of the
Smoothed Analysis of conditioning of random matrices in [42] to preconditioning by means of ran-
domized augmentation, our combination of augmentation and aggregation, and our linking of the
solution of homogeneous and nonhomogeneous linear systems of equations.
We refer the reader to the papers [30]–[38] on various further extensions and applications of
our randomized preprocessing to fundamental matrix and polynomial computations. In particular
augmentation is closely linked to additive preprocessing in [30, Section 12] and [33, Section 4] but
can a little better preserve matrix structure and sparseness.
1.3 Organization of the paper
In the next section we first recall some definitions and basic facts and then estimate the ranks
and condition numbers of random matrices and randomized matrix products. In Section 3 we cover
randomized post-multiplication and in Sections 4–6 randomized augmentation. In Section 7 we solve
a nonhomogeneous linear system of equations. In Section 8 we estimate the computational cost of
our randomized algorithms. In Section 9 we present the results of our numerical tests, which are the
contribution of the second author of this paper. We conclude the paper in Section 10.
Acknowledgement. We thank Marc Van Barel’s for pointing us his Toeplitz solver in [44].
2 Definitions and basic facts
2.1 General matrices, nmbs and annihilators
We use and extend the customary definitions of matrix computations (cf. [19] and [41]).
R and C are the fields of real and complex numbers, respectively.
Flop is an arithmetic operation with such numbers.
AT and AH denote the transpose and the Hermitian transpose of an m×n matrix A, respectively.
AH = AT for a real matrix A.
A matrix A is Hermitian if A = AH . A matrix A = BHB is Hermitian positive definite if B is a
nonsingular matrix.
(B1 | . . . | Bk) = (Bj)kj=1 is a 1 × k block matrix with blocks B1, . . . , Bk.
diag(B1, . . . , Bk) = diag(Bj)kj=1 is a k×k block diagonal matrix with diagonal blocks B1, . . . , Bk.
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In denotes the identity matrix (ei)ni=1 = (e1, . . . , en).
Ok,l denotes the k × l matrix filled with zeros.
Ok,1 and 0k denote the vector of a dimension k filled with zeros.
We drop the subscripts and write I, O, and 0 where the size of a matrix or a vector is not
important or is defined by context.
A matrix U is unitary or orthonormal if UHU = I.
A matrix has full row (resp. column) rank if its rows (resp. columns) are linearly independent.
R(A) denotes the range of the matrix A, that is the linear space generated by its columns, N (A)
its null space {v : Av = 0}, rank A = dimR(A) its rank, and nulA = dimN (A) its nullity. v is its
null vector if Av = 0.
Fact 2.1. The set S of m×n matrices of rank ρ is an algebraic variety of dimension (m + n− ρ)ρ.






. Then the (m− ρ)× (n− ρ) Schur complement M11 −M10M−100 M01 must
vanish, which imposes (m − ρ)(n − ρ) algebraic equations on the entries of M . Similar argument
can be applied where any ρ × ρ submatrix of the matrix M is nonsingular. Therefore dimS =
mn − (m − ρ)(n − ρ) = (m + n − ρ)ρ.
A matrix H is a complete annihilator of a matrix A if R(H) = N (A). Such an annihilator is a
null matrix basis if it has full column rank. We use the abbreviations nmb, ca, nmb(A), and ca(A).
Given a ca(A), we can compute a nmb(A) by applying its LUP or QR factorization or the following
simple fact.
Fact 2.2. [33]. Suppose H is a ca(A). Then
(a) H is a nmb(A) if and only if nulH = 0 and
(b) HY is a nmb(A) if X is a ca(H) and if (X, Y ) is a nonsingular matrix.
2.2 SVD, inverses, norms, condition number, and numerical nullity





A TA = In, ΣA = diag(Σ̂A, Om−ρ,n−ρ), and Σ̂A = diag(σj)
ρ
j=1.
Here σj = σj(A) = σj(AH) is the jth largest singular value of a matrix A for j = 1, . . . , ρ.
The Courant–Fischer minimax theorem [19, Theorem 8.1.2] implies that σj is the distance from
the matrix A to a nearest matrix of rank j − 1 for all j, and so we write σj = 0 for j > ρ. The same
theorem also implies
Fact 2.3. If A0 is a p × q submatrix of a matrix A, then σj(A) ≥ σj(A0) for all j.
Σ+A = diag((Σ̂A)
−1, On−ρ,m−ρ) and A+ = TAΣ+AS
H
A are the Moore–Penrose pseudo-inverses of
the matrices ΣA and A, respectively.
A matrix X = A(I) is a left (resp. right) inverse of a matrix A if XA = I (resp. AX = I). There
exists such an inverse, in particular given by A+, if and only if a matrix A has full rank. A(I) is
unique and is given by A+ = A−1 if and only if A is a nonsingular matrix.
σ1(A) = ||A|| = ||AH || is the 2-norm of a matrix A = (ai,j)m,ni,j=1.
||A||F =
√∑m,n
i,j=1 |ai,j|2 is its Frobenius norm.
We have ||A||/√mn ≤ maxm,ni,j=1|ai,j| ≤ ||A||, ||A|| ≤ ||A||F ≤
√
n||A||.
Hereafter the concepts “large”, “small”, ”nearby”, “approximate”, “ill conditioned” and “well
conditioned” as well as our notation ≈, , and  are quantified in the context of the computational
task and computer environment.
We say that a matrix A is mildly normalized if its norm ||A|| is neither large nor small.
We write a  b and b  a if the ratio b/a is large and write a ≈ b if the ratio is close to one or
if b = 0 and |a| is small. For two matrices A and B we write A ≈ B if ||A− B||  ||A||.
κ(A) = σ1(A)/σρ(A) = ||A|| ||A+|| is the condition number of a matrix A of a rank ρ. Such a
matrix is ill conditioned if σ1(A)  σρ(A) and is well conditioned otherwise. See [7], [19, Sections
3
2.3.2, 2.3.3, 3.5.4, 12.5], [21, Chapter 15], and [41, Section 5.3] on effective estimation of norms and
condition numbers.
If σq(A) > σq+1(A), r̄ = m−q and r = n−q, then we write SA,r̄ = SA(Oq,r̄ | Ir̄)T , SA,r̄ = R(SA,r̄),
TA,r = TA(Oq,r | Ir)T , and TA,r = R(TA,r).
An m× n matrix Ã has numerical rank q, numerical nullity r = n − q and left numerical nullity
m − q if it has exactly q singular values that are not small relative to its norm. By setting to zero
all but the q largest singular values of such a matrix Ã we obtain a well conditioned matrix A that
lies nearby and has rank q. Conversely adding a random matrix of a small norm to an m × n well
conditioned matrix A of rank q = l − r (for 0 < r < l = min{m, n}) is likely to produce an ill
conditioned matrix Ã that has full rank l and numerical rank q (cf. Corollary 2.2). The linear space
TÃ,r approximates the null space of the matrix A; likewise the linear space SÃ,r̄ approximates the
null space of the matrix AT .
Remark 2.1. By virtue of Fact 2.1 the m × n matrices having a numerical rank ρ lie near an
algebraic variety of dimension (m + n − ρ)ρ, which is monotone increasing as ρ increases.
Hereafter a matrix B is said to be an approximate nmb or an approximate ca of a matrix A if
B ≈ nmb(A) or B ≈ ca(A), respectively. We employ an approximate nmb in the following simple
theorem to approximate the matrix Ã by a matrix of a smaller rank.
Theorem 2.1. (See [33, Section 7.2]). Suppose an n × n matrix Ã has positive numerical nullity
r and suppose B is an n × r matrix such that the r × r matrix BHB is nonsingular and ||ÃB|| 
||Ã|| ||B||. Then the matrix Ã(I − B(BHB)−1BH) (equal to the matrix Ã(I − BBH) where B is a
unitary matrix) closely approximates the matrix Ã and has rank n − r.
Remark 2.2. Unlike the nullity and the rank, numerical nullity and numerical rank are not well
defined for a large class of ill conditioned matrices, in particular for all matrices A having nested
clusters of small singular values but also for the matrix class exemplified by for a 1000×1000 matrix
A with singular values σj(A) = 101000−j, j = 1, 2, . . . , 1000.
2.3 Structured matrices
J = Jn = (e1, . . . , en) = (ji,k)n−1i,k=0 is the n × n reflection matrix, ji,k = 1 if i + k = n − 1, ji,k = 0
unless i + k = n − 1; J2 = I.
An m × n Toeplitz matrix T = (ti−j)m−1,n−1i=0,j=0 (resp. Hankel matrix H = (hi+j)m−1,n−1i=0,j=0 ) is
defined by its m + n − 1 entries, e.g., by its first row and first (resp. last) column. TJ and JT are
Hankel matrices for a Toeplitz matrix T , whereas HJ and JH are Toeplitz matrices for a Hankel
matrix H .
Z(v) denotes the lower triangular Toeplitz matrix defined by its first column vector v = Z(v)e1.
Z(v) = (Z(v))T denotes its transpose.
The Gohberg–Semencul formula of [18] expresses the inverse of a nonsingular n × n Toeplitz
matrix T via its first column T−1e1 and its last column T−1en provided eT1 T−1e1 = 0. The latter
provision has been relaxed in [20], [17] and [43]. The following theorem of [18] (cf. [3, Theorem
7]) expresses the inverse T−1 via two columns (the first v and the last w) of the inverse of an
(n + 1) × (n + 1) Toeplitz matrix with the n × n leading principal (that is northwestern) block T .
Theorem 2.2. Suppose K = (ti,j)ni,j=0 is a nonsingular (n + 1) × (n + 1) Toeplitz matrix, write
T = (ti,j)n−1i,j=0, v̂ = (vi)
n
i=0 = K
−1e1, v = (vi)n−1i=0 , v




w = (wi)n−1i=0 , and w
′ = (wi)ni=1, and assume that v0 = 0. Then the matrix T = (ti,j)n−1i,j=0 is
nonsingular and v0T−1 = Z(v)ZT (Jw′) − Z(w)ZT (Jv′).
Remark 2.3. For any fixed positive integer q we can embed a nonsingular n × n Toeplitz matrix
T into an (n + q) × (n + q) Toeplitz matrix Kq that has the n × n leading principal block T . Then
we can recursively apply Theorem 2.2 to express the inverse T−1 via the two column vectors K−1q e1
and K−1q en+q.
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A more general class of structured matrices having small displacement ranks d extends the classes
of Toeplitz and Hankel matrices, for which d ≤ 2. Such an m × n matrix can be represented by
(m + n)d parameters and can be multiplied and inverted fast provided its displacement rank d is
small [4], [17], [22], [23], [28].
2.4 Random sampling and random matrices
|∆| is the cardinality of a set ∆.
Definition 2.1. Random sampling of elements from a set ∆ is their selection from this set at random
and independently of each other. Random sampling is Gaussian or uniform if it is done under the
Gaussian or uniform probability distribution on the set ∆, respectively. A matrix is random if its
entries have been randomly sampled from a fixed set ∆. Such a matrix is Gaussian or uniform
random if the random sampling is Gaussian or uniform, respectively.
Recall that the total degree of a multivariate monomial is the sum of its degrees in all its variables.
The total degree of a polynomial is the maximal total degree of its monomials.
Lemma 2.1. [9], [40], [49]. For a set ∆ of cardinality |∆| (in a fixed ring or field, e.g., in C) let a
polynomial in m variables have a total degree d, and let it not vanish identically on this set. Then
the polynomial vanishes in at most d|∆|m−1 points.
Lemma 2.1 implies that a fixed nonvanishing polynomial vanishes with probablity zero or con-
verging to zero if the values of its variables are sampled under any reasonable (e.g. Gaussian or
uniform) probability distribution on the set ∆ whose cardinality is infinite or converges to infinity.
Under the uniform probability distribution the probability that the polynomial vanishes is readily
estimated even where ∆ is a fixed finite set.
Corollary 2.1. Under the assumptions of Lemma 2.1 let the values of the variables of the polynomial
be randomly and uniformly sampled from the set ∆. Then the polynomial vanishes with a probability
of at most d|∆| .
Corollary 2.2. Let A be an m× n matrix with random entries uniformly sampled from a finite set
∆ of cardinality |∆|. Let l = min{m, n} and let M be any fixed m × n matrix. Then any k × k
submatrix of the matrix A + M for k ≤ l is singular with a probability at most k/|∆|.
Proof. The determinant of a k × k matrix is a polynomial of total degree k in the entries and does
not vanish for generic matrices M . It remains to apply Corollary 2.1.
Definition 2.2. A matrix (resp. vector) is a Gaussian random matrix (resp. vector) with a mean
µ and a variance σ2 if it is filled with independent Gaussian random variables, all having the same
mean µ and variance σ2. Gaussian random matrix or vector is standard if µ = 0 and σ2 = 1.
Definition 2.3. FX(y) = Probability{X ≤ y} for a real random variable X is the cumulative
distribution function (CDF) of X evaluated at y. FA(y) = Fσl(A)(y) for an m× n matrix A and an
integer l = min{m, n}.
2.5 The extreme singular values of randomized matrix products
A standard Gaussian random matrix A (cf. Definition 2.3) is well conditioned with a high probability
[8], [11], [13], [5]. Furthermore adding such a matrix is likely to turn a mildly normalized matrix
M into a well conditioned matrix. We specify the respective estimates in Theorem 2.4, taken from
[42], cited in our Section 8, and applied in the proof of Theorem 2.5 from [36]. We extensively use
the latter theorem. It shows that a square or rectangular Gaussian random multiplier is unlikely
to increase the smallest positive singular value of a matrix dramatically, even though the product
UV T of two rectangular unitary matrices U and V can vanish.
Theorem 2.3. (See [10, Theorem II.7]). Suppose A ∈ Rn×n is a Gaussian random matrix with




Theorem 2.4. (See [42, Theorem 3.3].) Suppose A ∈ Rm×n is a Gaussian random matrix in-
dependent of the matrix M and having mean zero and a variance σ2, M ∈ Rm×n, W = A + M ,
l = min{m, n}, and y ≥ 0. Then FW (y) ≤ 2.35 y
√
l/σ.
Corollary 2.3. (See [42, Theorem 3.1]). Under the assumptions of Theorem 2.4, let ||M || ≤ √l.
Then Fκ(W)(y) ≥ 1− (14.1 + 4.7
√
(2 ln y)/n)n/(yσ) for all y ≥ 1.
This bound has been improved by a factor
√
log n in [47] and in the case where M = O by a
factor y|m−n|
√
ln y in [13] and [5].
Theorem 2.5. [35]. Suppose G ∈ Rr(G)×m, H ∈ Rn×r(H), rank(G) = r(G), rank(H) = r(H),
y ≥ 0, M ∈ Rm×n, W ∈ Gm×nµ,σ , A = M + W . Write l(G) = min{r(G), n}, l(H) = min{m, r(H)},
c(r) = 2.35 for r > 1 and c(1) =
√
2
π . Then we have
(a) FGA(y) ≤ yc(r(G))
√
l(G)/(σr(G)(G)σ) and
(b) FAH(y) ≤ yc(r(H))
√
l(H)/(σr(H)(H)σ).
Remark 2.4. The results of this section can be extended to the case of matrices with complex entries
and Toeplitz matrices (see [8], [11], [13], [5] and [35, Sections 3.3 and 3.5]).
3 Nmbs of a matrix of full row rank via post-multiplication
In this section we compute a nmb of an m × n matrix A that has full rank m. In the next section
we still assume that m ≤ n but relax the assumption about the full rank. For m > n, we can
apply the alternative techniques from our Sections 5 and 6 or from [33], or we can shift our study
to the case m ≤ n based on the equations N (A) = N (AHA) or N (A) = ∩hi=1N (Bi) where A =∑h
i=1(O | Bi | O)T , Bi are ki × n matrices for i = 1, . . . , h. [19, Theorem 12.4.1] enables us to
simplify the computation of a nmb(A) from nmbs of the h matrices (O | Bi | O)T for i = 1, . . . , h.
Clearly a nonsingular matrix has empty null space. If m < n and if A = (Aw | Ae) is an





. The following algorithm extends this recipe to m × n matrices A of full
rank m, although it does not apply for m < n, fails if rank A < m, and is prone to numerical
problems if the matrix A is ill conditioned.
Algorithm 3.1. A nmb via post-multiplication.
Input: Three positive integers ρ, m, and n, an m×n matrix A of a rank m, and a random number
generator.
Output: FAILURE or a matrix B = nmb(A).
Computations:
1. Generate a nonsingular n × n matrix W = (S | T ) where S ∈ Cn×m.
2. Compute the m × m matrix AS.




, a nmb(A). This computation fails
only if the matrix AS is singular. In this case output FAILURE.
Correctness of the algorithm is readily verified by inspection.
Here are some relevant choices of the matrix S.
Theorem 3.1. [19]. Let an m× n matrix A have full rank m and write S = AH. Then the matrix
AS is nonsingular and κ(AS) = (κ(A))2.
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Theorem 3.2. Assume that m ≤ n, an m × n matrix A has full rank, and S is an n × m Toeplitz
(resp. general) matrix with m + n − 1 (resp. mn) random entries uniformly sampled from a finite
set ∆ ∈ C of cardinality |∆|. Then the matrix AS is nonsingular (in which case the matrix S has
full rank m) with a probability at least 1 − m/|∆|.
Proof. det(AS) is a polynomial of a degree at most m in the entries of the matrix S. The polynomial
does not vanish identically in these entries because the matrix A has full rank. Now the theorem
follows from Corollary 2.1.
The theorem implies that Algorithm 3.1 is unlikely to fail. In its numerical implementation we
would output FAILURE if the matrix AS is ill conditioned.
Next we probabilistically estimate the value σm(AS) from below for properly scaled random
Gaussian matrix S.
Theorem 3.3. Assume that an m × n matrix A has full rank (so that m ≤ n), the m × m matrix
AS is nonsingular, and S ∈ Rn×m is a Gaussian random matrix with a mean µ and a variance σ2.
Then FAS(y) ≤ cy√m/(σm(A)σ).
Proof. The theorem follows from part (a) of Theorem 2.5 for M = Om,n, G replaced by A, W =
M + W by S, m by n, and rG and l by m.
Corollary 3.1. Under the assumptions of Theorem 3.3 the matrix AS is singular with probability
zero. Furthermore κ(AS) is expected to have order at most κ(A)
√
m unless |µ|  σ.
Remark 3.1. For |µ|  σ the matrix S is likely to lie near a rank-one matrix.
Remark 3.2. Our estimates for ranks and condition numbers in this and the next three sections
can be readily extended from the respective matrices to all their leading blocks (see Section 6.3).
4 Scaled randomized western augmentation
We append q scaled random columns on the left of a matrix A ∈ Cm×n such that 0 < rank A ≤ m ≤
n, m − rank A ≤ q < m and prove that the resulting matrix (B | A) has full rank with probability
one or near one. Furthermore if B is a Gaussian random matrix with mean µ where |µ| has at most





In this case we can effectively compute a nmb by means of aggregation combined with Algorithm
3.1 (cf. Remark 4.2).
4.1 Cas and nmbs via randomized western augmentation: an algorithm
Algorithm 4.1. A ca via randomized western augmentation.
Input: Three positive integers m, n, and q and a matrix A ∈ Cm×n such that n ≥ m and q ≥
m − rank A, a random number generator, and a randomized Subroutine CA (e.g., Algorithm
3.1) that either computes a ca of its k × l input matrix for k ≤ l or outputs FAILURE. (We
assume that the subroutine definitely outputs FAILURE if its input matrix is rank deficient,
but only with a low probability otherwise).
Output: FAILURE or the nullity r = nul A and ca(A).
Computations:
1. Western augmentation: Generate a random m×q matrix B and apply the Subroutine CA
to the matrix (B | A). If the subroutine fails, conclude that the matrix (B | A) is probably
rank deficient and output FAILURE.
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ca(B | A) where Z0 ∈ Cq×p, Z1 ∈ Cn×p, and q ≤ p ≤ q + r. Compute and output
r = nul Z0.
3. Then apply Algorithm 4.1 to the matrix Z0 to compute a p × r matrix X = ca(Z0).
4. Disaggregation: Compute and output the n × r matrix Y = Z1X = ca(A).
Correctness proof. By the definition of the matrices Z and X, we have BZ0 + AZ1 = O and











for some vector x̂ because Z = ca (B | A). Consequently Z1x̂ = ŷ.
Remark 4.1. Having a ca(A) available, we can obtain a nmb(A), e.g., based on Fact 2.2.
Remark 4.2. Algorithm 4.1 is an aggregation process that first aggregates an input matrix A into
the matrix Z0 of a smaller size, then reapplies itself to this matrix to compute the matrix X = ca(Z0),
and finally disaggregates this output to produce the solution Y = Z1X = ca(A) (cf. [25], [30]). We
employ aggregation processes also in Sections 5 and 6.
4.2 Regularization and preconditioning by means of randomized western
augmentation
Theorem 4.1. Assume that A ∈ Cm×n, m ≤ n and s = m − rankA. Then (a) the matrices
C = (B | A) in Algorithm 4.1 are rank deficient for q < s, whereas (b) for q ≥ s the matrices B and
(B | A) are rank deficient with a probability at most s|∆| provided that the entries of the matrix B are
randomly and uniformly sampled from a finite set ∆ ∈ C of cardinality |∆| and that the Subroutine
CA fails with probability zero if its input matrix has full rank.
Proof. rank(B | A) ≤ rankB + rank A ≤ q + rank A = q + m − s. This implies part (a). If
q ≥ m− rank A and the entries of the matrix B are indeterminates, then clearly the matrices B and
(B | A) have full rank, and with no loss of generality we can assume that the m × m western block
of the matrix (B | A) is nonsingular. Now part (b) of the theorem follows from Corollary 2.1.
Our western augmentation is also likely to decrease the condition number of a matrix A of rank
ρ to the level of σ1(A)σm−q (A) provided that s ≤ q < m and B is a Gaussian random matrix with mean
zero and a variance of order ||A||2. This is implied by the following two theorems.
Theorem 4.2. Suppose the matrix C = (B | A) in Algorithm 4.1 has been scaled so that ||C|| ≤ 1.
Let rank C = m, rank B = q, and rank A ≥ m − q > 0. Let A = SAΣATHA be a full SVD of the
matrix A and write
SHA C diag(Iq , TA) = (B̄ | ΣA). (4.1)







the resulting nonsingular m × m matrix where Σ̂A is the (m − q) × (m − q) leading principlal
(northwestern) submatrix of the matrix ΣA; it is nonsingular because rank ΣA = rank A ≥ m−q > 0.









. Deduce that ||M−1|| ≤
||Σ̂−1A ||+ ||B̄−11 ||+ ||Σ̂−1A || ||B̄−11 || ||B̄0||. Substitute ||Σ̂−1A || = 1σm−q (Σ̂A) =
1
σm−q (A)
, ||B̄−11 || = 1σq(B̄1) ,







and multiply both sides by ||C||.
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Corollary 4.1. Under the assumptions of Theorem 4.2 suppose ||B|| = ||A|| and write κq(A) =
σ1(A)/σm−q(A) and κq(B) =
||B̄0||
σq(B̄1)
. Then κ(C) ≤ √2(κq(A) + κq(B) + κq(A)κq(B)).






, and so ||B|| = ||B̄|| ≥ ||B̄0||. Substitute these relationships into Theorem 4.2.
Next assume that B ∈ Rm×q is Gaussian random matrix and estimate the value σq(B̄1).
Theorem 4.3. Under the assumptions of Theorem 4.2 suppose B ∈ Rm×q is a Gaussian random
matrix with a mean µ and a variance σ2. Then FB̄1(y) ≤ cy
√
q/σ.
Proof. Apply part (a) of Theorem 2.5 for M = Om,q , G = (O | Iq)SHA , W = M + W = B,
rG = l = q ≤ m, GW = B̄1, and σrG(G) = 1.





the condition number κ(C) provided that σ has order ||A|| and |µ| has at most order ||A|| in Theorem
4.3 (without such restrictions we could have expected to have C ≈ (O | A) or C ≈ (B | O) for some
pairs of |µ| and σ).
Corollary 4.2. Under the assumptions of Theorem 4.3 the matrix C = (B | A) is rank deficient
with probability zero.
Proof. Theorem 4.3 implies that the matrix B1 is singular with probability zero. Therefore the
corollary follows from equations (4.1) and (4.2).
4.3 Further remarks
Remark 4.3. Our correctness proof for Algorithm 4.1 applies to any integer q ≥ s = m − rank A.
The following observations can guide us in choosing the integer parameter q.
1. By virtue of Theorem 4.1 rank(B | A) < m if q < s, but we expect to have rank(B | A) = m
if B is a random m × q matrix and if q ≥ s.
2. If the matrix A has numerical rank ρ̄, then for q < m− ρ̄ the matrix C is ill conditioned but is
expected to be well conditioned provided q ≥ m− ρ̄, σ has order ||A|| and |µ| has at most order
||A|| in Theorem 4.3. These observations suggest the choice of q = m− ρ̄ and can be the basis
for the search of numerical rank. The search is simplified as the ratio σρ(A)σρ+1(A) increases. We
can apply the power transforms A =⇒ B = (AAT )hA for positive integers h. They increase
the ratios of the consecutive singular values of A because σj(B) = (σj(A))2h+1.
3. One could extend Algorithm 4.1 to computing approximate cas and numerical nullity instead
of cas and nullity. Instead of the Subroutine CA employ a randomized Subroutine APPROXI-
MATE CA (e.g., numerical version of Algorithm 5.1 or 3.1) that either computes an approxi-
mate ca of an input matrix or outputs FAILURE, definitely so if the matrix is rank deficient
or ill conditioned, but only with a low probability otherwise.
Remark 4.4. If the matrix A is ill conditioned, then in numerical implementation of Algorithm 4.1
one must compute a ca(B | A) with high accuracy [30, Section 7]; by applying iterative refinement
one would still decrease the overall computational cost wherever q  min{m, n} provided the matrix
(B | A) is well conditioned (see our Section 8 as well as [30, Sections 8 and 9] and [36]).
Remark 4.5. Assume that Algorithm 4.1 produces a matrix (B | A) at its stage of western aug-
mentation and that Algorithm 3.1 has been applied as the Subroutine CA. Then we can save some
flops in Algorithm 4.1 by choosing W = diag(Iq, T ) where either T = AH or T is a random n × m
matrix scaled so that ||T || ≈ 1. One can readily modify Theorems 3.1–3.3 to cover this case.
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5 Randomized northern augmentation
Our next randomized nmb algorithm involves computation of a left inverse, rather than just the
inverse as in Algorithm 3.1, but removes the restrictions of that algorithm on the input: now we
compute a nmb allowing rank deficient and ill conditioned m × n matrices for any pair of positive
integers m and n. Furthermore the algorithm can be readily extended to computing an approximate
nmb; this extension is applied to matrix factorization in Section 7.2.
We first append new scaled Gaussian random rows at the top of an m × n matrix A of rank





is expected to have full column rank (cf. Theorem 5.1). Then
the algorithm computes the first r = n − ρ columns of the left inverse C(I) and outputs them as a
nmb(A). The matrix C is expected to have condition number of order κ(A), and so our randomized
algorithm is expected to create no new numerical problems.
We refer the reader to Section 5.4 on our treatment of ill conditioned inputs.
5.1 A randomized nmb algorithm
Algorithm 5.1. A nmb via randomized northern augmentation.
Input: Three positive integers ρ, m, and n, an m× n matrix A of a rank ρ, and a random number
generator.
Output: FAILURE or a matrix B = nmb(A).
Computations:
1. Write r = n − ρ. Output that nmb(A) is empty if r = 0. Otherwise generate a r × n
random matrix V .





is column rank deficient.



























V Y , and so
N (A) = R(Y ) ⊆ R(B). (5.1)
It follows that R(B) = N (A) because dim(R(B)) = rank B = r = dim(N (A)).
5.2 Impact on rank and conditioning
Our next theorem and Corollary 5.2 show that our randomized augmentation is likely to fix the
input degeneracy, and so Algorithm 5.1 is unlikely to fail.
Theorem 5.1. Suppose in Algorithm 5.1 we generate the matrices U and V by uniformly sampling
their entries from a set ∆ ∈ C of a cardinality |∆|. Then the matrix C has full column rank n with
a probability at least 1 − r/|∆|.






det Cn,n is a polynomial of a degree at most r in the entries of the matrix V and does not vanish
identically in these entries because the matrix Aρ,n has full rank. In virtue of Corollary 2.1 detCn,n
vanishes with a probability at most r/|∆| in the case of random matrix V .
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In the rest of this subsection we prove that the condition number κ(C) tends to be of order
σ1(A)
σρ(A)
= κ(A) where V is Gaussian random matrix with a mean µ and a variance σ2 such that σ
has order ||A||, whereas |µ| has at most order ||A||, e.g., where the matrix A is mildly normalized,
whereas V is standard Gaussian random matrix.





, rank C = n, rank A = n − r, and
rank V = r. Let A = SAΣATHA be full SVD of the matrix A (where ΣA = diag(Σ̂A, O) and Σ̂A is a
ρ × ρ diagonal matrix of the singular values). Write















Proof. ||M−1|| ≤ ||Σ̂−1A || + ||V −11 || + ||Σ̂−1A || ||V −11 || ||V0|| because M−1 =
(
O Σ̂−1A
V −11 −V −11 V0Σ̂−1A
)
.





Corollary 5.1. Under the assumptions of Theorem 5.2 suppose the matrices A and V have been
scaled so that ||A|| = ||V || and write κ = κ(A) and κ1 = ||V ||σr(V1) . Then κ(C) ≤
√
2(κ + κ1 + κκ1).
Proof. We have ||C|| ≤ √||A||2 + ||V ||2 = √2||A|| = √2||V || because ||A|| = ||V ||. Moreover
||V0|| ≤ ||V TA|| = ||V || for (V0 | V1) = V TA. Substitute these bounds into Theorem 5.2.
Next we estimate σr(V1) from below provided V is Gaussian random matrix.
Theorem 5.3. Under the assumptions of Theorem 5.2 suppose V ∈ Rr×n is a Gaussian random










rH = r, V1 = WH , and σrH (H) = 1.
Corollary 5.1 and Theorem 5.3 together imply a randomized upper bound of order κ(A)
√
r on the
condition number κ(C) provided that we have chosen σ of order ||A|| and |µ| at most of order ||A|| in
Theorem 5.3 (otherwise for some pairs of µ and σ we could have expected to have CT ≈ (O | AT )T ,
CT ≈ (V T | O)T ), or the matrix V lying close to a rank-one matrix).
Corollary 5.2. Under the assumptions of Theorem 5.3 the matrix C is column rank deficient with
probability zero.
Proof. Theorem 5.3 implies that the matrix V1 is singular with probability zero. Therefore the
corollary follows from equation (5.2).
Corollary 5.3. Under the assumptions of Theorem 5.3 the condition number κ(C) is expected to
have order κ(A) provided σ has order ||A||, whereas |µ| has at most order ||A||.
5.3 The choice of the augmentation size via binary search or aggregation
In Algorithm 5.1 we assume that rank A is a part of the input. Otherwise we can compute it





, and ρ = n − r = rank A and based on the
following properties.
(a) k ≥ r if the matrix C has full rank.
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(b) If k ≥ r, then the matrix C has full rank with probability one.
(c) Suppose the matrix C has full rank. Then k = r if AB = O.
Here is an alternative to employing property (c).
Algorithm 5.2. Assume matrices A of size m × n and V of size k × n. Suppose the matrix





has full rank n.






If AB(k) = O, then output B(k), being a nmb(A).
Otherwise compute the matrices
X = ca(AB(k)), (5.3)
ca(A) = B(k)X and then a nmb(A), e.g., based on Fact 2.2.
One can restrict this algorithm to computing just the nullity nul A = nulB(k) and then obtain a
nmb(A) by applying Algorithm 5.1.
Theorem 5.4. The matrix B(k)X computed in Algorithm 5.2 is a ca(A).
Proof. Equation (5.3) implies that AB(k)X = O, that is, N (A) ⊇ R(B(k)X). Let us prove that
N (A) ⊆ R(B(k)X), that is, y = B(k)Xw for some vector w as soon as Ay = 0. (5.1) holds for
B = B(k) since rank C = n. This implies that y = B(k)z for some vector z. It remains to prove
that z = Xw for some vector w. This equation follows because Ay = AB(k)z = 0 and because
X = ca(AB(k)) by assumption.
Search for a ca(AB(k)) is simpler than for a ca(A) because the input size decreases from m × n
to m × k. This is another example of an aggregation process (cf. Section 4): we first aggregate an
input matrix A into the matrix AB(k) of a smaller size, then compute a ca for such a matrix defined
by (5.3), and finally disaggregate this ca into B(k)X, which is a ca for the matrix A.
5.4 Computing approximate nmbs
In numerical implementation of Algorithm 5.1, the input set consists of three integers m, n, and ρ,
an m × n matrix A that has a numerical rank ρ, and a random number generator that generates a
Gaussian random matrix V with mean zero and a variance of order ||A||2, e.g., a standard Gaussain
random matrix V where the matrix A is mildly normalized. Then we can compute an approximate
nmb of A by modifying Stages 2 and 3 of the algorithm as follows:
2. Output FAILURE if the matrix C is rank deficient or ill conditioned.






Hereafter we refer to this algorithm as Algorithm 5.3.


























, and therefore ||B̃ − B|| ≤ ||C̃(I) − C(I)||.
Set C(I) = C+, C̃(I) = C̃+ and obtain ||B̃−B|| ≤ ||C̃+−C+|| ≤ 2||C̃−C||F max{||C+||2, ||C̃+||2}
(see [19, Section 5.5.5]) and consequently κ(C) ≈ κ(C̃). Furthermore these two condition numbers
are likely to have order κ(Ã) = σ1(Ã)
σρ(Ã)
≈ κ(A) = σ1(A)
σρ(A)
provided V is a Gaussian random matrix with
mean zero and a variance of order ||A||2 (cf. Section 5.2). In this case our bound on the relative
error norm ||B̃−B||||B̃|| depends on the condition number κ(A).
By extending our recipes from the previous subsection we can extend Algorithm 5.3 to the case
where the input matrix A has an unknown positive numerical nullity.
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6 Randomized northwestern augmentation
Given two positive integers m and n and a matrix A ∈ Cm×n, one can compute a ca(A) by applying
Algorithm 4.1 where Algorithm 5.1 replaces the Subroutine CA. In this section we specify the





, analyze it by combining the analysis
in Sections 4 and 5, and supply some additional comments. In Section 7.3 we apply northwestern
augmentation to precondition a nonsingular nonhomogeneous linear system of equations.
6.1 Cas and nmbs via randomized northwestern augmentation: an algo-
rithm
Algorithm 6.1. A ca via randomized northwestern augmentation.
Input: Three positive integers m, n, and ρ, a matrix A ∈ Cm×n of rank ρ, and a random number
generator.
Output: FAILURE or a ca(A).
Initialization: Fix two nonnegative integers q ≥ n − ρ and r ≥ n + q − m.
Computations:
1. (Northwestern augmentation.) Generate three random matrices V in Cr×n, B in Cm×q,





∈ C(m+r)×(n+q) is column rank deficient,
output FAILURE.
2. (Aggregation.) Otherwise compute the matrices






and AY . IF AY = O, output Y = ca(A).
3. Otherwise apply Algorithm 6.1 to the matrix AY to compute a q× s matrix Z = ca(AY ).
4. (Disaggregation.) If the matrix Z has rank q, then compute and output the n × r matrix
Y Z = ca(A). Otherwise output FAILURE.
We can unify Stages 3–5 because Y = I and Z is a ca(A) if AY = O.
Our remarks about Algorithms 5.1 and 4.1 can be readily extended to Algorithm 6.1.
6.2 Analysis of randomized northwestern augmentation
Let us verify correctness of Algorithm 6.1 by combining our analysis of northern and western aug-
mentation.
Theorem 6.1. (a) Assume six positive integers m, n, q, r, s, and ρ such that ρ ≤ min{m, n}
and s = min{m + r, n + q, ρ + q + r}, and five matrices A ∈ Cm×n of rank ρ, V in Cr×n, B





∈ C(m+r)×(n+q). Then we have rank K ≤ s.
(b) Suppose under the assumptions of part (a) that either the entries of the matrices B, V , and
W have been randomly and uniformly sampled from a set ∆ ∈ C of cardinality |∆| or the
entries of the matrices V and W have been randomly and uniformly sampled from such a set
and B = V . Furthermore let m ≤ min{n, ρ + q}. Then the matrix (B | A) has full rank m
with a probability at least 1− q|∆| . If in addition r ≥ n + q − m, then rank K = n + q = s with
a probability at least 1 − q+r|∆| .
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Proof. Part (a) of the theorem can be immediately verified. Part (b) is proved similarly to Theorems
5.1 and 4.1, based on Corollary 2.1.
Theorem 6.2. Under the assumptions of part (a) of Theorem 6.1, suppose that
n + q ≤ m + r, q ≤ r, K(I)K = In+q and W (I)W = Iq (6.2)
for some matrices K(I) and W (I). Then






Furthermore if rank B ≤ nulA, then
R(Y ) = N (A). (6.4)







Wx + V y
Bx
)
















. This proves claim (6.3), which
implies claim (6.4) if rank B ≤ nulA because rank Y ≤ rank B.
Theorem 6.3. Under the assumptions of part (a) of Theorem 6.1, suppose equations (6.2) hold and






(a) Y Z is a ca(A) if Z is a ca(AY ), in particular if AY = O and Z = I, and furthermore
(b) Z is a ca(AY ) if Y Z is a ca(A) and if the matrix Y has full column rank q.
Proof. (a) Clearly A(Y Z) = (AY )Z = O if Z is a ca(AY ). Conversely let Au = 0. Then u = Y v
for some vector v in virtue of (6.3). Therefore AY v = 0. It follows that v = Zz for some vector z
because Z is a ca(AY ). Consequently u = Y v = Y Zz.
(b) Surely (AY )Z = A(Y Z) = O if Y Z is a ca(A). Conversely let AY u = A(Y u) = 0. Then
Y u = Y Zv for some vector v because Y Z is a ca(A). Therefore u = Zv since rank Y = q.
Finally note that Corollaries 4.1 and 5.1 and Theorems 4.3 and 5.3 together imply a randomized
upper bound of order √rq ||A||
σm−q (A)
on the condition number κ(K) provided that σ has been chosen
of order ||A|| and |µ| at most of order ||A||| in Theorems 4.3 and 5.3.
6.3 Strong regularization and strong preconditioning
Our results on the regularization and preconditioning power of northern, western, and northwestern
augmentations and post-multiplication of the input matrix can be immediately extended to all its
k × k leading principal (that is northwestern) submatrices for k = 1, 2, . . . ; in particular wherever
we deduce that the output matrix is expected to have full rank or to be well conditioned, its leading
principal submatrices have the same property. Indeed for every fixed k we can pre-multiply the
matrix K by diag(Im+r−k , Ok,k) and post-multiply the product by diag(In+q−k, Ok,k).
We refer the reader to [35] on some algorithmic applications of these properties.
6.4 Saving random parameters, a pitfall and a remedy
By using structured, e.g., Toeplitz augmentations we can save random parameters (see [36, Sections






Hermitian positive definite matrix; in this case κ(K) ≥ κ(A) because of the Interlacing Property of
the eigenvalues of Hermitian matrices [19, Theorem 8.1.7]. In contrast scaled randomized Hermitian
additive preprocessing A =⇒ C = A + V V H is expected to work as preconditioning for an ill
conditioned matrix A having small numericall nullity [48].
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7 Solving a nonhomogeneous linear system of equations
In the previous sections we reduced a homogeneous linear system Ay = 0 to nonhomogeneous ones,
with matrices AS, C, or K. Conversely, we can reduce the solution of a nonsingular linear system
Ay = b to computing a null vector of either the matrix (−ηb | A) for a nonzero scalar η or the
matrix (In − bbHbHb)A. The former approach seems to be more effective; we analyze it in Section 7.1.
In Sections 7.2 and 7.3 we extend our earlier study to precondition a linear system Ay = b provided
a matrix A has a positive numerical nullity: we employ the computation of an approximate nmb(A)
in Section 7.2 and randomized scaled northwestern augmentation in Section 7.3.
7.1 Solution with an auxiliary matrix defined by western augmentation





of the matrix C = (−ηb | A) for a nonzero scalar η contains the vector
y as a subvector. To compute the null vector we can apply the algorithms in the previous sections.
One can scale the matrix A to ensure that ||A|| = 1 and can select the scalar η such that
||ηb|| = ||A||. So we assume that ||b|| = ||A|| = 1 and then show that the map A → C = (−ηb | A)
is expected to precondition the matrix A on the average pair of A and b provided the matrix A has
numerical nullity one.
Theorem 7.1. Suppose C = (−b | A), ||A|| = ||b|| = 1, A = SAΣATHA is a full SVD of an
n × n matrix A, SHA SA = SASHA = THA TA = TATHA = In, ΣA = diag(σi)ni=1, σi = σi(A) for all i,
f = (fi)ni=1 = −SHA b, fn = 0, and γ(f ) = maxn−1i=1 |fi|. Then σn(C) ≥ |fn|σn−1−(1+|fn|)σn1+|fn| .
Proof. Write Σ = ΣA and (f | Σ) = SHA C diag(1, TA), so that ||f || = ||b|| = 1 and σn(C) = σn(f | Σ).
Let G be the n × n matrix obtained by deleting the last column of the matrix (f | Σ). The
matrix G is nonsingular for fn = 0, and we deduce from the Courant–Fischer minimax theorem that
σn(f | Σ) ≥ σn(G) − σn. Therefore
σn(C) ≥ σn(G) − σn. (7.1)
It remains to estimate the values σn(G) = 1||G−1|| from below or ||G−1|| from above. Write
gi = σi−1 and f̂i = fi−1 for i = 2, . . . , n; g1 = fn , f̂1 = 0, and f̂ = (f̂i)ni=1 (7.2)
and cyclically shift the rows of the matrix G down to arrive at the matrix Ĝ = diag(gi)ni=1 + f̂ e
T
1 .
Clearly ||Ĝ−1|| = ||G−1||.
We have Ĝ = diag(gi)ni=1(In +(
f̂i
gi
)ni=1e1). Combine this equation and equations (7.2) and deduce
that







)ni=1 = diag(0, diag(
1
σi













||G−1|| = ||Ĝ−1|| ≤ || diag( 1
σi





















Consequently σn(G) ≥ |fn|σn−11+|fn| and σn(C) ≥
|fn|σn−1
1+|fn| − σn =
|fn|σn−1−(1+|fn|)σn
1+|fn| .





Proof. Recall that κ(C) = ||C||σn(C) and ||C|| ≤
√||A||+ ||b|| = √2. Substitute these relationships
into Theorem 7.1.
Suppose the value |fn| is small. Then under the assumptions of the corollary, κ(C) has at
most the order σ1/σn−1 (compared to κ(A) = σ1/σn) and therefore C is a well conditioned matrix
provided the input matrix A has numerical nullity one. Note that on the average |fn| = 1√n on
the unit sphere ||f || = 1. Corollary 7.1 would turn into Theorem 4.2 for q = 1 if b were a scaled
Gaussian random vector.
We still need to perform some stages of our solution algorithm with a high precision, but we
decrease the overall computational cost by confining the high precision computations to iterative
refinement of a null vector of the well conditioned matrix C, which makes up about 1/n fraction
of the solution time of the system Ay = b by means of standard algorithms such as Gaussian
elimination (cf. Section 8). At that stage we can apply fast advanced algorithms for accurate sums
and products [30], [36].
7.2 Solution with auxiliary matrices defined by approximate nmbs
Suppose a nonsingular matrix A ∈ Rn×n with ||A|| ≈ 1 has small positive numerical nullity r and
suppose approximate nmbs M1 and N1 in Rn×r of the matrices AH and A, respectively, are available,
possibly computed by means of a numerical version of an algorithm in the previous sections.
Then we can generate two standard Gaussian random matrices S and T in Rn×(n−r) and compute






Fij = MHi ANj for i, j ∈ {0, 1} and F00 ∈ R(n−r)×(n−r).
The value σn−r(F00) is likely to have order σn−r(A) in virtue of Theorem 2.5, and then the
block F00 in the 2× 2 block matrix F is nonsingular and well conditioned because the matrix A has
numerical nullity r by assumption. Furthermore this block is expected to be dominant because the
matrices AHM1, AN1, and consequently their blocks F01 ∈ Cn×r, F10 ∈ Cr×n, and F11 ∈ Cr×r have
the norms of order at most σn−r+1(A)  σn−r(A). The O(n2r) flops involved in the computation
of the (2n − r)r entries of these blocks (versus order n3 flops used overall) must be performed in
extended precision to counter the expected cancellation of the leading digits of their entries.
The map A =⇒ F and the block Gaussian elimination reduce the computation of the inverse
A−1 and the solution of a linear system Ay = b to the similar operations with the matrices F00 and
G = F11 − F10F−100 F01 ∈ Cn×r of smaller sizes, expected to be nonsingular and better conditioned.
The tests of this technique in [36] have confirmed its strong preconditioning power.
7.3 Solution with preconditioning via northwestern augmentation






for Gaussian random matrices W ∈ Cr×r , V , and B with mean zero
and a variance of order ||A||2. Then according to Section 6.2, the matrix K and its block W are
expected to be nonsingular and well conditioned. Our algorithms employ the following theorem.





where A, W and K are nonsingular matrices of sizes n×n, r×r,
and (n + r) × (n + r), respectively, for 0 < r < n. Write R = I + V BW−1 and S = A − BW−1V ;
S is the Schur complement of the block W in the matrix K. Then
(a) S−1 is the n × n trailing principal (that is southeastern) block of the matrix K−1 and
(b) A−1 = S−1 − S−1BW−1R−1V S−1.
Part (a) is well known and is readily verified. Part (b) follows from the Sherman–Morrison–-
Woodbury formula [19, page 50] applied to the matrix A = S + BW−1V .
The theorem implies that y = A−1b = (S−1 −S−1BW−1R−1V S−1)b for R = I + V BW−1 and











. This reduces the solution of the linear system Ay = b essentially to the inversion of
the matrices W and R and the computation of the products S−1b and S−1B. Furthermore the
matrix equation K−1K = In+r implies that ZW + S−1B = On,r and consequently ZW = −S−1B.





instead of the product −S−1B.
By scaling the matrices B, V and W we can ensure that R ≈ I.
If the matrices R, W and K are well conditioned, as can be expected, then we can decrease the
overall cost of computing the solution (see Section 8).
If the matrix A is given with its displacement generator of a small length d, we are motivated to
choose scaled random matrices W , B, and V with consistent structure, representing them as well
as the matrix K with displacement generators of length in O(d). By employing this structure we
can accelerate our computations with these matrices (cf. [28]). In the special case of a Toeplitz
matrix A we can choose augmentation that produces a Toeplitz matrix K, and then we can ex-
ploit this structure based either on Theorem 7.2 or alternatively on Theorem 2.2 and Remark 2.3.
Such a randomized structured augmentation techniques is still likely to achieve regularization and
preconditioning [35, Section 3.3].
8 Computational cost estimates
Assume that we seek the solution y with output precision pout to a nonsingular linear system Ay = b
of n equations whose matrix A has numerical nullity one. Gaussian elimination uses 23 +O(n
2) flops
in high precision p+ ≈ pout+log2 κ(A). By applying the algorithms of the previous section we reduce
our task to the solution of a nonsingular and well conditioned linear system Fx = c of n or n + 1
equations. We still need to solve it with the high precision p+ but can apply iterative refinement in
a fixed lower precision p (e.g., in the standard IEEE single or double precision) such that
2 log2 κ(F ) ≤ p  p+ ≈ pout + log2 κ(A). (8.1)
These bounds can be satisfied because the matrix F is well conditioned but A is ill conditioned.
Here is a flowchart of our computations.
Flowchart 8.1. Solution of a linear system with iterative refeinement.
Computations:
1. Fix a precision p satisfying (8.1).
2. Apply O(n3) flops of Gaussian elimination in the low precision p to compute an approx-
imate inverse X ≈ F−1 and an initial approximate solution Xc to the linear system
Fx = c (cf. [30], [36]).
3. Iteratively refine this solution. Every loop of iterative refinement amounts essentially to
multiplying each of the matrices F and X ≈ F−1 by a vector (which takes 4n2 + O(n)
flops in the precision p) and contributes about b = p− log2 κ(F ) correct bits per an output
entry; we can assume that b ≥ p/2 under (8.1) (cf. [19], [21], [30], [41]).
Now let µ(l) denote the time-complexity of a flop performed in a precision l. In terms of the
number of bitwise operations involved, µ(l) ranges between orders (l log l) log log l and l2, depending
on the magnitude of l and computer environement [2], [14]. Our computations in the flowchart
involve
bf = O(n2(n + p+/b)µ(p))
bitwise operations versus order of bg = n3µ(p+) in Gaussian elimimnation. Clearly
bf/bg = O((1 + p+/(nb))µ(p)/µ(p+)); (8.2)
the ratio bf/bg is small under the bounds p+ = o(nb) and (8.1).
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If the matrix A has numerical nullity r > 1, then the algorithm in Section 7.2 reduces the original
linear system Ay = b to 2r well conditioned linear systems, each of n − r equations, and the cost
estimates increase by a factor r versus the case of r = 1. The estimates are still quite favorable to
Flowchart 8.1 versus Gaussian elimimnation as long as the ratio r/n is small, which is an important
and quite general case in view of Remark 2.1. The cost of performing the algorithm of Section 7.3
is estimated similarly, and we still yield the ratio (8.2) within a factor r.
In the case of nonsingular n× n input matrices A having Toeplitz or Toeplitz-like structure and
having a displacement rank d and numerical nullity one, the customary GKO type algorithms use
order dn2 flops to solve a linear system Ay = b or Fx = c [16], [27], [29], [39], whereas one can
multiply the matrices F by a vector by using O(dn logn) flops. This leads to bound (8.2) up to a
factor logn. For matrices A having numerical nullity r we increase the cost estimate by a factor
min{r, d} (rather than r) because the inverse A−1 is expressed via the solution of 2d linear systems
with the matrices A and AT .
Let us compare our estimates with an information lower bound. We must process n2 input entries
(or 2dn input parameters in case of Toeplitz-like inputs defined by displacement generators of length
d [17], [28]) by using the precision of about p+ bits to obtain the output with the precision pout. b
bitwise operations involve at most 2b input bits, and so we arrive at the information lower bounds
of 0.5n2p+ bitwise operations or dnp+ in the case of Toeplitz-like inputs. In both cases of general
and Toeplitz-like inputs our algorithms reach these bounds within polylogarithmic factors in n and
p+ if we assume (8.1) and µ(l) of order (l log l) log log l.
Remark 8.1. In lieu of iterative refinement one can employ other iterations such as the CG (Con-
jugate Gradient) and GMRES algorithms (cf. [1], [15], [19, Sections 10.2–10.4]). Like iterative
refinement, they perform O(MA) flops per iteration loop, but unlike iterative refinement, they use no
approximate inverse and thus save flops required for its computation. This is a significant advantage
in the case of a sparse unstructured linear system as well as a multilevel Toeplitz or Hankel linear
system [12], [26]. Decreasing the condition number of an input matrix is more critical (and thus
preconditioning is more important) for the convergence of such algorithms versus iterative refine-
ment, however. In particular similarly to iterative refinement, every nonsymmetric CG iteration
loop amounts essentially to multiplication of an input matrix M and its transpose MT by two pairs




2 [19, Theorem 10.2.6]
or equivalently ensures 1/κ(M) new correct bits per an output value; thus the algorithm requires
stronger bounds on κ(M) to guarantee convergence in the presence of rounding errors.
9 Numerical tests
In a series of numerical experiments performed in the Graduate Center of the City University of
New York, we tested our algorithms for computing nmbs and null vectors of general and Toeplitz
matrices. We conducted the tests on a Dell server with a dual core 1.86 GHz Xeon processor
and 2G memory running Windows Server 2003 R2. The test Fortran code was compiled with the
GNU gfortran compiler within the Cygwin environment. Random numbers were generated with the
random number intrinsic Fortran function assuming the uniform probability distribution over the
range {x : 0 ≤ x < 1}. To shift to the range {y : b ≤ y ≤ a + b} for fixed real a and b, we
applied the linear transform x → y = ax + b. CPU time was measured with the mclock function.
We computed QR factorizations and SVDs by applying the LAPACK procedures DGEQRF and
DGESVD, respectively.
9.1 Computations with Toeplitz matrices
a) Generation of singular Toeplitz matrices
To generate an n × n singular Toeplitz matrix, we first sampled 2n − 2 random entries ai,j for
j = 1, i = 1, . . . , n − 1 and for i = 1, j = 2, . . . , n in the range [−1, 1), then defined the (n − 1)2
18
entries ai+1,j+1 = ai,j for i, j = 1, . . . , n−1, and finally set an,1 = 0. We arrived at an n×n Toeplitz




i,j=0, and changed the
(1, n)th entry of the matrix A0 into an,1 = −1/yn,1. As we expected in virtue of Lemma 2.1, we
always had yn,1 detA0 = 0 in our tests. Had we had yn,1 = 0, we could have regenerated the matrix
A0, whereas had it been singular, we would have output it and stopped computations.
The resulting matrix A = (ai,j)ni,j=1 had nullity one. Indeed it was a rank-one A-modification of
a nonsingular matrix A0, whereas Ay = 0 for y = A−10 e1 because A0y = e1, A = A0 − 1yn,1 e1eTn ,
and eTny = yn,1.
b) Augmentation of singular Toeplitz matrices and
the computation of their null vectors
We embedded our n × n singular Toeplitz matrix A = (ai,j)ni,j=1 into an (n + 1) × (n + 1)





for w = a0,0, b = (ai,0)ni=1, and v = (a0,j)
n
j=1. We
defined the entries ai,0 and a0,j for i, j = 0, 1, . . . , n − 1 by applying the equations ai,j = ai+1,j+1
and sampled the two entries an,0 and a0,n at random in the range [−1, 1). For such a matrix K






. This amounted to solving a nonsingular Toeplitz linear systems of equations with
the matrix K. For that task we applied the code in [44], based on the algorithms in [24], [45], [46].
For comparison we also obtained the null vectors of the same matrices A based on computing their
QR factorizations and SVDs. We have a little decreased the CPU time by using QR rather than
QRP factorization. The latter one, that is QR factorization with pivoting (performed by LAPACK
procedures DGEQPF and DGEQP3) is recommended for dealing with ill conditioned inputs [19,
Section 5.5], but we avoided them in our tests.
c) Output data in the tests with Toeplitz matrices
We use the abbreviations “n.-w.a.”, “QR”, and “SVD” as our pointers to the northwestern
augmentation (based on Algorithm 6.1), QR factorization, and SVD, respectively. Table 9.1 covers
our computation of null vectors for Toeplitz matrices. It shows the CPU time of this computation
for each of the three methods as well as the ratios of these data for the QR-based and SVD-based
solutions versus northwestern augmentation. The ratios are displayed in the last two columns of the
table. The CPU time is measured in terms of the CPU cycles. One can convert them into seconds
by dividing them by a constant CLOCKS PER SEC, which is 1000 on our platform.
In all our tests the computed approximate null vectors y had relative residual norms ||Ay||||A|| ||y|| of
order 10−17.
All data are average over 100 tests for each input size 2k from 256 to 8192. The table entries are
marked by a hyphen ”-” where the tests required too long runtime and were not completed.
Table 9.1: CPU time for computing a null vector of a Toeplitz matrix (in cycles)
dimension n.-w.a. QR SVD QR/n.-w.a. SVD/n.-w.a
256 3.8 18.4 317.8 4.8 83.6
512 8.0 148.0 5242.1 18.5 655.3
1024 16.1 1534.2 87371.2 97.0 5522.6
2048 33.6 11750.3 − 357.7 −
4096 79.5 − − − −
8192 169.5 − − − −
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9.2 Computations with unstructured matrices
a) Generation of input matrices
We first fixed pairs of n and k for n = 64, 128 and k = 7. Then for every pair (n, k) we generated
m = 100 instances of matrices A, B, V0, and V1 and vectors b as follows.
The matrices A have been generated as the error-free products SΣTH where S and T were
n×n random orthonormal matrices (generated with double precision) and Σ = diag(σj)nj=1, σn−j =
10j−17 for j = 1, . . . , k, and σn−j = 1/(n − j) for j = k + 1, . . . , n− 1 (cf. [21, Section 28.3]).
B was random n × k matrix with ||B|| = ||A||.
V was k × (n + k) matrix V = (V0 | V1) where and V0 was the k × k identity matrix Ik and
V1 = BT .
For every choice of these matrices we performed preconditioning tests and the solution tests as
follows.
b) Preconditioning tests








Table 9.2 displays the average (mean), minimum, maximum, and standard deviation for the m
ratios for n = 64 and n = 128.
Table 9.2: ratios κ(A)κ(M)
matrix size min max mean std
64 × 64 3.29× 109 1.65× 1013 2.49× 1012 2.60× 1012
128× 128 8.27× 108 2.56× 1012 5.51× 1011 6.44× 1011
c) The solution tests
We solved nonsingular linear systems Ay = b where A was the matrix generated above, b was
a random vector, and we scaled them to have ||b|| = ||A|| = 1. We first computed the null vector
z of the matrix (−b, A), then scaled it to obtain the vector (1, y)H , and finally output the solution
vector y.
Tables 9.3 and 9.4 display the average (mean), minimum, maximum, and standard deviation for
the relative residual norms ||Ay−b||||y|| in our tests for n = 64 and n = 128, respectively. For each input
instance we computed the solution in two ways, that is by performing two iterations of the extended
iterative refinement and with no such iteratiion.
Table 9.3: relative residual norms in the solution tests with 64 × 64 inputs
refinement min max mean std
2 iterations 7.89× 10−48 8.26× 10−44 1.40× 10−45 8.47× 10−45
no iteration 1.43× 10−31 7.30× 10−28 1.69× 10−29 9.12× 10−29
20
Table 9.4: relative residual norms in the solution tests with 128× 128 inputs
refinement min max mean std
2 iterations 1.31× 10−46 1.37× 10−43 4.11× 10−45 1.67× 10−44
no iteration 8.57× 10−31 1.92× 10−27 5.12× 10−29 2.55× 10−28
10 Conclusion
The computation of a basis for the null space of a rectangular m× n matrix A having full row rank
m is immediately reduced to inverting its m × m nonsingular submatrix. We prove that random
premultipliers make the m × m leading block nonsingular with probability one and are unlikely to
blow up the condition number of A; thus the algorithm is expected to be numerically safe in the
case of a well conditioned matrix A of full row rank m.
To extend the algorithm to a rank deficient and ill conditioned matrix A of any size, we combine
scaled randomized western, northern and northwestern augmentations with aggregation. We obtain
a desired basis for the null space by performing all our computations with well conditioned matrices
of full rank. We also extend our algorithms to preconditioning a nonsingular but ill conditioned
linear system of equations.
We avoid the drawbacks of pivoting and orthogonalization required in the customary algorithms,
which we significantly accelerate, according to both our formal study and experiments, in the case
of both general and Toeplitz inputs.
Some parts of our analysis, in particular our estimates for the condition numbers of randomly
updated matrices and link between augmentation and aggregation can be of independent technical
interest.
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