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SUP NORMS OF CAUCHY DATA OF EIGENFUNCTIONS
ON MANIFOLDS WITH CONCAVE BOUNDARY
CHRISTOPHER D. SOGGE AND STEVE ZELDITCH
Abstract. We prove that the Cauchy data of Dirichlet or Neumann
∆- eigenfunctions of Riemannian manifolds with concave (diffractive)
boundary can only achieve maximal sup norm bounds if there exists a
self-focal point on the boundary, i.e. a point at which a positive mea-
sure of geodesics leaving the point return to the point. In the case of
real analytic Riemannian manifolds with real analytic boundary, maxi-
mal sup norm bounds on boundary traces of eigenfunctions can only be
achieved if there exists a point on the boundary at which all geodesics
loop back. As an application, the Dirichlet or Neumann eigenfunctions
of Riemannian manifolds with concave boundary and non-positive cur-
vature never have eigenfunctions whose boundary traces achieve max-
imal sup norm bounds. The key new ingredient is the Melrose-Taylor
diffractive parametrix and Melrose’s analysis of the Weyl law.
1. Introduction
Let (X, g) be a compact Riemannian manifold of dimension n, and let
M = X\O be the exterior of a finite disjoint union of open convex sub-
domains (‘obstacles’). Thus, (M,g) is a Riemannian manifold with geodesi-
cally concave boundary ∂M . We consider the eigenvalue problem,{ −∆ϕλ = λ2ϕλ,
Bϕλ = 0 on ∂M
,
where B is the boundary operator, either Bϕ = ϕ|∂M in the Dirichlet case
or Bϕ = ∂νϕ|∂M in the Neumann case. We denote by {ϕj} an orthonormal
basis of eigenfunctions, 〈ϕj , ϕk〉 = δjk, with λ1 < λ2 ≤ · · · counted with
multiplicity. The inner product is defined by 〈f, g〉 = ∫M f g¯dA where dA is
the area form of g.
This article is concerned with sup norm bounds on the Cauchy data
(ϕj |∂M , λ−1j ∂νϕj |∂M )
of Dirichlet (resp. Neumann) eigenfunctions along the boundary. The non-
trivial component of the Cauchy data of eigenfunctions satisfying boundary
conditions is often called the ‘boundary trace’. We denote by rqu the re-
striction of u ∈ C(M¯) to ∂M at the point q ∈ ∂M , and we denote by γBq
Research partially supported by NSF grants DMS-1361476, resp. DMS-1206527 and
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the boundary trace with boundary conditions B. Thus,
γBq =


rq, Neumann case
rq∂νq , Dirichlet case
(1.1)
We also denote by
ϕbj(q) = γ
B
q ϕj (1.2)
the non-trivial boundary trace of an eigenfunction satisfying the boundary
condition B (either Dirichlet or Neumann). 1
The goal of this article, as in [SZ02, STZ11, SZ], is first to prove universal
sup norm bounds on boundary traces of eigenfunctions (Corollary 1.2) and
more significantly to characterize the Riemannian manifolds with concave
boundary where the sup norm bounds are achieved. When the universal
bounds are achieved, we say that (M,g, ∂M) has maximal eigenfunction
growth along the boundary. The sup norm problem on Cauchy data makes
sense for any Riemannian manifold with boundary, but we restrict to the
case of concave boundaries in this article. Our main result, Theorem 1.4,
states that maximal sup norm bounds are never achieved on Riemannian
manifolds with concave boundary and without boundary self-focal points.
In particular, this applies to non-positively curved Riemannian manifolds
with concave boundary. Further motivation to study non-positively curved
manifolds with concave boundary is that the sup norm results are needed in
[JZ] to count nodal domains on non-positively curved surfaces with concave
boundary.
1.1. Statement of results. Before stating the results, we recall what is
known about global sup norm bounds when ∂M = ∅ and also in the interior
of M when ∂M 6= ∅. The ‘universal’ sup norm bound
||ϕj ||L∞ ≤ Cg λ
n−1
2
j (1.3)
on n-dimensional Riemannian manifolds without boundary was extended
to manifolds with boundary in [Gr, Sm, Sog02] But this bound is rarely
achieved, and in the articles [SZ02, STZ11, SZ] there are successively stronger
constraints on Riemannian manifolds without boundary for which the bound
(1.3) is achieved. We refer to such Riemannian manifolds ‘(M,g) as having
maximum eigenfunction growth’, and express the condition as
||ϕj ||L∞ = Ω(λ
n−1
2
j ), (1.4)
where Ω is the negation of “little oh”, i.e. the Ω-symbol indicates that there
exists some subsequence of eigenfunctions ϕj with λj → ∞ such that the
standard bound is achieved. In the boundary-less case of [SZ02], it is proved
1 It is often natural to define the normal derivative as the semi-classical derivative
λ−1∂νq and to define the boundary trace in the Dirichlet case by λ
−1rq∂νq as in (1.2)or
Theorem 6 of [HHHZ]. In this article we do not use the semi-classical normal derivative
because it would complicate the formula for the boundary trace of the wave group.
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that a necessary condition for maximal growth (1.4) is that there exists a
‘self-focal point’ or ‘partial blow down point’ p. We will define the terms
below. The result was improved in [STZ11] and further improved in [SZ],
but we will only be concerned with the original condition in this article.
1.1.1. Universal sup norm bounds on manifolds with concave boundary. The
first result of this article gives universal sup norm bounds on Cauchy data
parallel to those of [Gr, Sm, Sog02] in the interior. Recalling (1.2), we denote
by
Πb[0,λ](q, q
′) =
∑
j:λj≤λ
ϕbj(q)ϕ
b
j(q
′) (1.5)
the boundary trace of the spectral projection for
√−∆ for the interval [0, λ].
Proposition 1.1. For any C∞ Riemannian manifold (M,g) of dimension
n with C∞ concave boundary ∂M ,
Πb[0,λ](q, q) =


Cnλ
n+2 + λ2RbD(λ, q), Dirichlet
Cnλ
n +RbN (λ, q), Neumann.
with
RbB(λ, q) = O(λ
n−1) uniformly in q.
Complete expansions for smoothed Cauchy data Weyl sums are given in
Proposition 6.1. The result was stated but not proved in [Z4]. Universal
sup norm bounds on boundary traces of eigenfunctions are obtained from
the jump in the remainder:
Corollary 1.2. Under the assumptions above,∑
j:λj=λ
|ϕbj(q)|2 = RbB(λ, q) −RbB(λ− 0, q) = O(λn−1), (1.6)
in the Neumann case and similarly with an extra factor of λ2 in the Dirichlet
case. The remainder is uniform in q. Hence, in the Neumann case,
sup
q∈∂M
|ϕbj(q)| ≤ Cλ
n−1
2 ,
and similarly in the Dirichlet with the right side replaced by λ
n+1
2 .
1.2. Manifolds with concave boundary and no self-focal boundary
points never achieve maximal sup norm bounds. Our main result is
an improvement of the sup-norm estimate of Corollary 1.2 in the case of
manifolds of concave boundary and no self-focal points.
We denote by Φt the billiard flow (or broken geodesic flow) of (M,g, ∂M).
We also denote the broken exponential map by expx ξ = πΦ
1(x, ξ). We refer
to [Ho¨r90] (Chapter XXIV) or [MT] for background on these notions.
Given any x ∈ M¯ , we denote by Lx the set of loop directions at x,
Lx = {ξ ∈ S∗xM : ∃T : expx Tξ = x}. (1.7)
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Definition 1.3. We say that x is a self-focal point if |Lx| > 0 where | · |x
denotes the surface measure on S∗xM determined by the Euclidean metric
gx on T
∗
xM induced by g.
.
The main result of [SZ02] is that if (M,g) is C∞, ∂M = ∅, and has
maximal sup-norm growth in the sense of (1.4), then it must possess at
least one point p for which |Lp| > 0, i.e. a self-focal point. The main result
of this article proves the same result for Cauchy data of manifolds with
concave boundary.
Theorem 1.4. Let (M,g) be a Riemannian manifold of dimension n with
geodesically concave boundary. Suppose that there exist no self-focal points
q ∈ ∂M . Then, in the Neumann case,
sup
q∈∂M
|ϕbj(q)| = o(λ
n−1
2 ),
and similarly in the Dirichlet with the right side replaced by λ
n+1
2 .
The proof of Theorem 1.4 is given in §7, following the strategy in [SZ02].
The main step in the proof is the upper bound on smoothed pointwise Weyl
sums in Lemma 7.1, together with a compactness argument explained at the
beginning of Section 7.
Thus, the Cauchy data can only achieve maximal sup norm bounds if there
exists a self-focal point on the boundary. Examples are given in Sections
1.5 and 8. Concavity of the boundary is assumed in order to calculate the
singularity at t = 0 of the Cauchy data of the wave group, and to rule out
the possibility of a sequence of eigenfunctions with strongly enhanced sup
norms at the boundary due to diffractive effects. That is, we need to rule out
enhanced values of eigenfunctions in microlocal ε-neighborhood around the
tangent directions to ∂M . For the interior of convex domains, whispering
gallery modes do concentrate around the boundary and peak there. Even
so, whispering gallery modes do not saturate sup norm estimates. For the
exterior of convex domains, which is the setting of this article, there do not
even exist analogues of whispering gallery modes. But to prove that no
sequence of eigenfunctions has strongly enhanced mass due to grazing rays,
we rely here on the Melrose-Taylor parametrices for the wave group.
We refer to the universal bounds as ‘convexity bounds’, and improvements
in the case of special geometries as ‘sub-convexity bounds’. Our goal is to
characterize geometries of (M,g, ∂M) for which sub-convexity holds. To
state our main result we now introduce the relevant geometric features. It
appears plausible that Theorem 1.4 is valid for all Riemannian manifolds
with smooth boundary, and possibly for manifolds with corners such as
the Bunimovich stadium or a hyperbolic billiard. But such generalizations
would require a different proof which does not make use of a parametrix
construction for the wave group of a manifold with boundary. In future work,
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we plan to use the scaling method Seeley and Melrose [M84] (in his proof
of Ivrii’s two term Weyl law [I80])) in place of a parametrix construction to
estimate sup norms of Cauchy data. However the diffractive case is more
concrete and is of independent interest in illustrating the application of
the Melrose-Taylor parametrix, and Melrose’s technique for obtaining the
remainder estimate in Weyl’s law.
1.2.1. Manifolds with concave boundary and no self-focal points. Theorem
1.4 is based on the estimate in Lemma 7.1 on smooth sums of the Cauchy
data |ϕbj(q)|2. Although not necessary for the proof of Theorem 1.4, it is
natural to ask if the pointwise Weyl law for Cauchy data in Proposition 1.1
can be improved under the same no-focal point assumption. The next result
is a refinement of Proposition 1.1 with the additional assumption that the
set of loops at each q ∈ ∂M has (n− 1)-dimensional measure zero.
Proposition 1.5. Assume (M,g) is of dimension n with C∞ concave bound-
ary ∂M , and assume that the set of billiard loops at q ∈ ∂M has measure
zero in B∗q∂M . Then there exist continuous functions QD(q), resp. QN (q)
such that
Πb[0,λ](q, q) =


Cnλ
n+2 +QD(q)λ
n+1 +RbD(λ, q), Dirichlet
Cnλ
n +QN (q)λ
n−1 +RbN (λ, q), Neumann.
so that, given ε > 0, there exists a ball B ⊂ ∂M centered at q and Λ < ∞
so that for λ ≥ Λ, 

|RD(λ, q)| ≤ ελn+1, q ∈ B,
|RN (λ, q)| ≤ ελn−1, q ∈ B,
(1.8)
where RD, RN are defined in Proposition 1.1 .
The remainder estimate implies that RD(λ, q) = o(λ
n+1), resp. RN (λ, q) =
o(λn−1). This gives another proof of:
Corollary 1.6. If (M,g) is a compact Riemannian manifold with concave
boundary and with no self-focal points, then∑
j:λj=λ
|ϕbj(q)|2 = o(λn−1), (1.9)
in the Neumann case and similarly with an extra factor of λ2 in the Dirichlet
case.
The functions QD(q) and QN (q) are conjectured to be given by
QD(q) = CD,nH(q), QN (q) = CN,qH(q), (1.10)
whereH(q) is the mean curvature of the boundary at q and where CD,n, CN,n
are dimensional constants whose sign depends on the boundary condition.
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In the Dirichlet case, the coefficients were conjectured by Ozawa [O, p. 304]
with no assumption on the boundary. Miyazaki [Mi] proved the formula for
the interior of a Euclidean ball. A calculation of the first two coefficients at
the physics level of rigor is given in (4.3) of [BSS] in dimension two. Under
the non-focal assumption above, the coefficients are the same as those of the
small t expansion of the Cauchy data of the heat kernel and are known to
be local geometric invariants. By an invariance theory argument, it should
be possible to show that the coefficient must be a universal multiple of the
mean curvature. But we are unaware of a reference where this has been
proved. We refer to Lemma 6.4 for further results of this kind and further
discussion.
When the non-focal assumption is dropped, the middle term Q(q)λn−1
may become more complicated, analogous to the interior pointwise asymp-
totics studied by Safarov [SV, Chapter 1.8]. In this case, it can depend on λ,
hence be Q(λ, q)λn−1 where Q(λ, q) is bounded but not necessarily contin-
uous in λ; it may have jumps. See [SV, Proposition 1.8.16] for an example.
It does not appear that the analogous results have been proved for Cauchy
data.
This result may be compared to Melrose’s Weyl law with remainder for
(M,g) with ∂M concave and with zero measure of periodic billiard trajec-
tories [M]:
N(λ) = #{j : λj ≤ λ} = (2π)−ncnVol(M) λn + cn,BVol(∂M)λn−1 + o(λn−1).
Here, cn,B is a coefficient depending on the type (Dirichlet or Neumann)
boundary conditions. It is positive for Neumann boundary conditions and
negative for Dirichlet boundary conditions. There is also an additional as-
sumption in [M] that we discuss in Section 7.8 below. Melrose used Airy
type glancing parametrices constructed in [M75, M78, Tay1]. Ivrii proved
this result for general manifolds with boundary [I80].
1.3. Sketch of the proofs. The proofs of Proposition 1.1 and Proposition
1.5 rely on three results on boundary traces, some of which are valid without
the concavity assumption. The first (and simplest) result consists of upper
bounds on the wave front set of the boundary trace of the wave kernel (§2,
(2.5) and (2.6).) The second is the study of the singularity at t = 0 of the
Cauchy data of the wave group. This uses microlocal parametrices for the
wave group and at this time they are only available when ∂M 6= ∅ in the
case of concave boundary. The third result considers long time singularities
of the Cauchy data Weyl sums due to loops at points on the boundary.
1.3.1. Singularity at t = 0 of Cauchy data of the wave group. The main
novelty in the proof of Theorem 1.4 (relative to [SZ02] involve the diffraction
effects of a concave boundary. A key step is to determine the singularity at
t = 0 of
Sq(t) : = E
b
B(t, q, q) =
∑
j cos tλj
∣∣∣ϕbj(q)∣∣∣2 , q ∈ ∂M. (1.11)
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For the proof of Proposition 6.2 one constructs a similar distribution with
the cutoff Cauchy data. The singularities of EbB(t, q, q) are due to geodesic
loops at q, and so there is an isolated singularity at t = 0 for any type of
boundary. We prove that near t = 0, Sq(t) is a classical co-normal (or, La-
grangian) distribution, i.e. that the cutoff Fourier transform Ft→λρˆ(t)Sq(t)
is a classical symbol when ρˆ(t) ∈ C∞0 (−ε, ε).
Proposition 1.7. The diagonal boundary trace of the Neumann wave ker-
nel, EbN (t, q, q) or Dirichlet wave kernel E
b
D(t, q, q) has a classical co-normal
singularity at t = 0. In the Neumann case the leading singularity is of order
t−n (as in the boundaryless case) while in the Dirichlet case, it is of order
t−(n+2) (due to the two normal derivatives).
The main difficulty is to prove that when ∂M is concave, the singularity at
t = 0 of the glancing part of EbB(t, q, q) is normal, i.e. (tDt)
kEbB(t, q, q) has
the same order of singularity for all k.2 The glancing parametrix consists
of a number of terms in (3.5). In the following, we denote them by wG.
We refer to Section 3 for definitions and background. The normality of the
singularity is standard for the hyperbolic part of the wave kernel, so the
main point is to prove the following Lemma:
Lemma 1.8. On the diagonal of ∂M × ∂M , the glancing part wG of the
parametrix has a normal singularity at t = 0, i.e.
wG(t, q, q) =
∫
eitθe(t, θ, q)dθ, (1.12)
where e(t, θ, q) is a classical symbol in θ of order n− 1 when q ∈ ∂M .
Moreover, if the microlocal cutoff to the glancing set has support in the
ε-neighborhood of the glancing set, then
e(t, θ, q) = cε(q) θ
n−1 mod Sn−2,where cε(q) = O(ε) as ε→ 0.
The last statement says that as ε→ 0, the contribution of grazing rays to
the singularity at t = 0 decays to zero, so that, dually there is no enhanced
mass of eigenfunctions in grazing directions (as stated in Proposition 6.2).
The proof of Lemma 1.8 is given in Section 4.
It seems ‘intuitive’ that the singularity at t = 0 should be of a very simple
type, viz. a co-normal one. However, ‘the geometric theory of diffraction’
does not provide much intuition about the singularity [LK59]. One may
imagine that the singularity at t = 0 has only an infinitesimal period of
time to reflect the ‘creeping’ nature of the waves and existence of diffractive
rays. But diffractive rays do have a serious technical impact; as is shown in
Section 4, the diagonal of the glancing part of the wave group makes a non-
zero contribution involving Airy functions when restricted to the boundary.
The proof of Lemma 1.8 and Proposition 1.7 uses the massive machinery
of the Melrose-Taylor diffractive parametrix. The parametrix does simplify
considerably when restricted to the boundary, but the Airy factors remain.
2We follow the terminology of [I80] in referring to such a singularity as ‘normal’.
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It may be helpful to explain in advance what we use from [M] and how
it relates to Melrose’s proof of the small o(λn−1) remainder estimate for the
Weyl law. The proof of Lemma 1.8 and Proposition 1.7 uses the parametrix
for the wave group in the case of concave boundary [M, M75, MT, Tay1,
Tay2]. We adapt Melrose’s proof of the Weyl law for manifolds with concave
boundary to obtain the pointwise Weyl laws. In fact, they are simpler than
the integrated Weyl laws of [M]. The key calculation in Lemma 1.8 (see
also Lemma 4.1) is based on a modification of Melrose’s ingenious proof of
normality of the singularity at t = 0 in the interior case. Thus, a good deal of
the content of Sections 3 and 4 consists in reviewing the relevant results and
constructions of [M]. Indeed, our original idea was that it should be simple
to extract from [M] the remainder estimates we need in the asymptotics
of Πb[0,λ](q, q). In practice, the extraction requires a substantial amount of
material from [M] and implicitly from the background article [M75, Tay1]
that we have to review in this article.
1.4. Examples of non-positively curved surfaces with concave bound-
ary. A special but important case of manifolds with concave boundary are
those of non-positive curvature, obtained by removing some disjoint convex
‘obstacles’ from a non-postively curved manifold X. Thus,
M = X\
r⋃
j=1
Oj , (1.13)
where Oj are embedded non-intersecting geodesically convex domains (or
‘obstacles’) Oj. In the case where X is a flat torus or a square, such a
billiard is often called a Lorentz-Sinai dispersing billiard. We refer to [CM]
(see also [JZ]) for background and references to the literature. Billiards on
(M,g) of the form (1.13) never have self-focal points. Self-focal points q
are necessarily self-conjugate, i.e. there exists a broken Jacobi field along
a geodesic billiard loop at q vanishing at both endpoints. But as shown in
[JZ], non-positively curved dispersive billiards do not have conjugate points.
Theorem 1.4 applies to these examples.
1.5. Polar caps on spheres. A family of simple examples of Riemannian
manifolds with concave boundary is given by certain complements of polar
caps on standard spheres Sn. Let Snr := S
n\Br(p) be the complement of a
‘polar cap’ of radius r. For r < π/2, Snr is a concave domain in S
n. When
r = pi2 , S
n
r becomes an upper hemisphere with totally geodesic (hence weakly
concave) boundary.
The hemisphere Sn+ gives an example of a billiard with self-focal points
at the boundary. Every geodesic leaving a point q ∈ ∂Sn+ returns to ∂Sn+ at
the point −q at time π , then reflects from the boundary and returns to q at
time 2π. The reflected geodesic is the mirror image of the second half of the
corresponding great circle on Sn. If (S2, g) is a convex surface of revolution
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for which x→ −x is an isometry, then the same is true for each hemisphere
bounded by the equator.
For the hemisphere, the Cauchy data of eigenfunctions saturate the re-
mainder bounds and sup norm of Corollary 1.2. We prove this in Section 8
but sketch the idea here in the case of Neumann eigenfunctions. The Neu-
mann eigenfunctions of the upper hemisphere are restrictions of even eigen-
functions of Sn under the map xn → −xn, while the Dirichlet eigenfunctions
are restrictions of the odd ones. The extremal Neumann eigenfunctions are
restrictions of zonal spherical harmonics with pole on the boundary; zonal
means rotationally invariant for the axis through the pole (and its anti-
pode). When r < pi2 , so that the boundary is strictly concave, the sup norm
bounds on boundary traces are not achieved. When r > pi2 the boundary is
convex, and again the sup norm bounds on Cauchy data of eigenfunctions
are not achieved. All types of extremal behavior (i.e. for all Lp norms) occur
for the hemisphere.
Dirichlet or Neumann eigenfunctions on complements of polar caps can
be constructed using separation of variables. The radial factors are given
by Legendre functions that may be singular at the poles. An example of an
eigenfunction is the Green’s function G(λ, x, q) with pole q at the north pole
of Snr with respect to a choice of maximal abelian subgroup of SO(n + 1).
The Green’s function satisfies (∆ + λ2)G(λ, x, q) = 0 in Snr since the δq
lies outside the domain. It is rotationally invariant and therefore satisfies
the Dirichlet boundary condition if λ is chosen to that G(λ, r, q) = 0 and
satisfies Neumann boundary conditions if ∂rG(λ, r, q) = 0. However, it is
never an extremal eigenfunction.
1.6. A question. The example of polar caps suggests that a necessary con-
dition that the bounds of Corollary 1.2 are saturated is that ∂M is totally
geodesic. In other words, we ask if the sup norm bounds are ever achieved
if the boundary is strictly concave. Note that concavity of the boundary
implies non-existence of self-focal points on the boundary if the curvature is
≤ 0.
1.7. Acknowledgements. We thank Richard Melrose for comments on the
article. We also thank S. Ariturk and the three referees for helpful correc-
tions of notational ambiguities and typos as well as for discussions of [M].
In particular we thank J. Galkowski for guiding us through the analysis of
orders of amplitudes and symbols (see [Gal] for the analysis in a closely
related problem).
2. Wave front set bounds on Cauchy data of the wave group
The sup norm bounds of Proposition 1.1 and Theorem 1.4 are derived
from an analysis of the singularities of the boundary trace of the wave kernel
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along the diagonal,
EbB(t, q, q) =
∞∑
j=1
cos(tλj)|ϕbj(q)|2. (2.1)
In this section we calculate the wave front set of the boundary restric-
tion (Cauchy data) of the wave group with Dirichlet or Neumann boundary
conditions. The results were also stated and used in [JZ] and [Z4].
2.1. Wave front set of the wave group. We denote by
EB(t) = cos
(
t
√
−∆B
)
, resp. SB(t) =
sin
(
t
√−∆B
)
√−∆B
(2.2)
the even (resp. odd) wave operators (M,g) with boundary conditions B.
The wave group EB(t) is the solution operator of the mixed problem

(
∂2
∂t2
−∆)EB(t, x, y) = 0,
EB(0, x, y) = δx(y),
∂
∂tEB(0, x, y) = 0, x, y ∈M ;
BEB(t, x, y) = 0, x ∈ ∂M
The wave front sets of EB(t, x, y) and SB(t, x, y) are determined by the
propagation of singularities theorem of [MSj] for the mixed Cauchy Dirich-
let (or Cauchy Neumann) problem for the wave equation. We recall from
[Ho¨r90] (Vol. III, Theorem 23.1.4 and Vol. IV, Proposition 29.3.2) that
WF (EB(t, x, y)) ⊂
⋃
±
Λ±, (2.3)
where Λ± = {(t, τ, x, ξ, y, η) : (x, ξ) = Φt(y, η), τ = ±|η|y} ⊂ T ∗(R × Ω ×
Ω) is the graph of the generalized (broken) geodesic flow, i.e. the billiard
flow Φt. The same is true for WF (SB). As mentioned above, the broken
geodesics in the setting of (1.13) are simply the geodesics of the ambient
negatively curved surface, with the equal angle reflections at the boundary;
tangential rays simply continue without change at the impact.
2.2. Restriction of wave kernels to the boundary. The first tool in the
proof of Theorem 1.4 is the analysis of the restriction of the Schwartz kernel
EB(t, x, y) of cos t
√−∆B to R × ∂M × ∂M and further to R × ∆∂M×∂M ,
where ∆∂M×∂M is the diagonal of ∂M × ∂M . We denote by dq the surface
measure on the boundary ∂M , and by ru = u|∂M the trace operator. We
denote by EbB(t, q
′, q) ∈ D′(R× ∂M × ∂M) the following boundary traces of
the Schwartz kernel EB(t, x, y) defined in (2.2):
EbB(t, q
′, q) =


rq′rq∂νq′∂νqED(t, q
′, q), Dirichlet
rq′rq EN (t, q
′, q), Neumann
(2.4)
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The subscripts q′, q refer to the variable involved in the differentiating or
restricting.
2.3. Wave front set of the restricted wave kernel. The first and sim-
plest piece of information is the wave front set of (2.1). It follows from (2.3),
and from standard results on pullbacks of wave front sets under maps, that
the wave front set of EbB(t, q, q
′) consists of co-directions of broken trajecto-
ries which begin and end on ∂M . That is,
WF (EbB(t, q, q
′)) ⊂ {(t, τ, q, η, q′, η′) ∈ T ∗R×B∗∂M ×B∗∂M :
[Φt(q, ξ(q, η))]T = (q′, η′), τ = |ξ|}.
(2.5)
Here, the superscript T denotes the tangential projection to B∗∂M . We
refer to Section 2 of [HZ12] for an extensive discussion. It follows from (2.5)
that
WF (EbB(t, q, q
′)) ⊂ {(t, τ, q, η, q, η′) ∈ T ∗R×B∗q∂M ×B∗q∂M :
[Φt(q, ξ(q, η))]T = (q, η′), τ = |ξ(q, η)|}.
(2.6)
Thus, for t 6= 0, the singularities of the boundary trace EbB(t, q, q) at q ∈ ∂M
to broken bicharacteristic loops based at q in M . When t = 0 all inward
pointing co-directions belong to the wave front set.
Remark 2.1. One of the principal features of the boundary trace EbB(t, q, q)
along the diagonal is that the singularity at t = 0 becomes uniformly isolated
from other singularities, while the interior kernel EB(t, x, x) has singularities
at t = 2d(x) arbitrarily close to t = 0. Here, d(x) is the distance from x to
∂M .
3. Parametrices for the wave group on manifolds with
concave boundary
To prove Proposition 1.1 and Theorem 1.4, we need more than wave
front set bounds on the Cauchy data of Dirichlet or Neumann wave kernels
EB(t, q, q
′) along the boundary. We will also need to have explicit control
over the singularity of EB(t, q, q) at t = 0 and q ∈ ∂M , and approximate
control over certain microlocalizations ah(q,Dq)EB(t, q, q
′)|q=q′ . To obtain
such control, we use the Melrose-Taylor parametrix for EB(t, x, y) for wave
kernels on manifolds with concave boundary [MT, M, Tay1, Tay2]. We only
need the parametrix along ∂M×∂M , and this is a substantial simplification.
We follow [M] closely in our analysis of the parametrix and the singularity
at t = 0.
3.1. Kirchhoff formula. In this section we review the classical Kirchhoff
formula for the fundamental solution of the wave equation. It is implicitly
used in [M] and there in Section 3.2. The main point is that it illustrates
the crucial role of the Neumann operator in the construction of the Dirichlet
or Neumann wave kernel. Background on Kirchhoff’s formula in varying
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degrees of generality can be found in [Sob] (Lecture 14), Taylor’s notes
[Tay3] (section 2), Theorem 4.1.2 of [Fr], [F] (page 10). The Kirchhoff
formulae show that that the parametrix construction for the wave kernel
can be reduced to that for the (Dirichlet-to-) Neumann operator N and its
inverse. This clarifies the relation between the parametrix constructions for
Dirichlet vs. Neumann boundary conditions. It is implicitly used in Section
2 of [M] and we digress to explain to give some of the relevant background.
We assume as above that (M,g) ⊂ (X, g) where (X, g) is a compact C∞
Riemannian manifold without boundary. We denote the Schwartz kernel
of cos t
√−∆X by EX(t, x, y). The Kirchhoff formula is a layer potential
formula for the solution of a certain mixed Cauchy and boundary problem
for the wave equation u = ( ∂
2
∂t2 −∆g)u = 0 on X × R,

u = 0, on M× R
u = g (Dirichlet) or ∂νu = h (Neumann) on ∂M ×R
u = 0, t ≤ 0
(3.1)
where ∂ν is the outer inner unit normal to M . The Kirchhoff formula is
the Green’s formula,
u(t, x) =
∫ t
0
∫
∂M
(∂νyG(s, t, x, y))u(s, y) −G(s, t, x, y)∂νyu(s, y)dS(y)ds,
where G is the forward fundamental solution of  on X,
G(t, s, x, y) = H(t− s)sin(t− s)
√−∆X√−∆X
.
Here, H(t) = 1t≥0 is the Heaviside step function. The complication is that
the formula involves both u and ∂νu on ∂M , but only half the data is pre-
scribed by the equation and the other half requires the use of the (Dirichlet-
to-) Neumann operator N .3 We recall that, given the data u|∂M×R,
∂νyu(s, y) = N (u|∂M×R).
We now apply the Kirchhoff formula to obtain expressions for the Dirich-
let, resp. Neumann, wave kernels of (M,g). They have the form
EB(t, x, y) = EX(t, x, y) + CB(t, x, y)
where EX is the ‘free’ wave kernel of (X, g) and CB is the compensating
kernel, designed so that the sum satisfies the boundary condition. Thus,

CB(t, x, y) = 0,
C = −EX Dirichlet or ∂νC = −∂νEX Neumann on ∂M × R
CB = 0, t ≤ 0.
3We follow the terminology in [M] of calling N the Neumann operator.
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Lemma 3.1. In the Neumann case,
EN (t, x, y) = EX(t, x, y) +
∫ t
0
∫
∂M (∂νyG(s, t, x, q
′))N−1∂νyEX(s, q′, y)
−G(s, t, x, q′)∂νyEX(s, q′, y))dS(q′)ds.
In the Dirichlet case,
ED(t, x, y) = EX(t, x, y) +
∫ t
0
∫
∂M (∂νyG(s, t, x, q
′))EX(s, q′, y)
−G(s, t, x, q′)NEX(s, q′, y)dS(q′))ds.
As the Lemma shows, the main difference between the Neumann and
Dirichlet cases is that one needs to construct N−1 in the Neumann case and
N in the Dirichlet case. See [Tay2] (section X.5), [F] or pages 262- 263 of
[M] for more on this representation and on the Neumann operator and its
inverse. Since there is a parametrix for G(s, t, x, y) the main problem is to
construct a parametrix for N . We do not review more of the theory but
head straight for Melrose’s analysis of the parametrix in the case of concave
boundary.
3.2. Microlocal decomposition. As on the bottom of page 261 of [M],
we introduce Fermi normal (geodesic) coordinates z = (x, y) near ∂M , where
x is the normal variable, giving a defining function of ∂M and y gives coor-
dinates on ∂M . Then ∆ = ∂
2
∂x2
+Q(x, y, ∂y), where the symbol q(x, y, η) is
the induced Riemannian norm on the level sets of x.
We recall (see [M, MT, Ho¨r90, F]) that there exist two regions of T ∗R\{0}×
T ∗∂M :
• the hyperbolic region(s) H± where τ2 > q(0, y, η),
• the elliptic region E where τ2 < q(0, y, η),
• which are separated by the glancing hypersurfaces G± where τ2 =
q(0, y, η), ±τ > 0.
As discussed on [M, page 265], a solution to the initial-boundary value
problem 

w = 0,
∂νw|∂M = 0,
w(0, z) = w0(z), ∂tw(0, z) = 0,
can be obtained by first solving the initial value problem and then adding
compensating term so that the boundary condition is satisfied. We described
this method in Section 3.1.
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A solution to the initial value problem can be decomposed as
u = u±T + uG (3.2)
(transversal plus glancing terms) where uG = uG(t, x, y) has the form
uG =
∫
eiΦ(x,t,y,s,τ,η)−iΦ(x
′,0,y′,r,τ,η)cG(x, t, y, s, r, τ, η)dτdηdrds, (3.3)
where the phase has the form,
Φ(x, t, y, s, τ, η) = α(x, t, y, τ, η) + s|η|1/3β(x, y, τ, η) + 1
3
s3|η|, (3.4)
and where cG is a first order classical symbol suppored in |s|, |r| ≤ ε, |τ2 −
|η|2| ≤ ετ2 for some ε > 0. The transversal term u±T is a standard Fourier
integral operator.
It is shown in [M, p. 266-267] that the Dirichlet or Neumann cosine wave
kernel w(t, q, q′) can be constructed in this way as a sum of terms
w = w1 + w
+
2 + w
−
2
with 

w1 = (uG)c + w1,G + w
+
1,H + w
−
1,H + w1,E
w±2 = (uH)c + w
±
2,G + w
±,+
2,H +w
±,−
2,H + w
±
2,E.
(3.5)
Here uc is the cutoff of the kernel H(t)u(x, t, y;x
′, y′) to x < 0 where x is
the normal coordinate to ∂M . The hyperbolic and elliptic terms (with sub-
scripts H, E) are of a standard kind (although the elliptic term is a Fourier
integral operator with complex phase). In generalizing the arguments of
[SZ02, SZ] to the boundary case, these terms do not require any essential
modification and we therefore suppress them in the exposition.
As mentioned above, the main difference between the Dirichlet and Neu-
mann cases is that one needs to construct the Neumann operator N as a
Fourier-Airy integral operator in the Dirichlet case and its inverse N−1 in
the Neumann case.
In the following we need some notation pertaining to the Airy function
Ai(s). Following [MT] we set
A±(s) = Ai(e±
2pii
3 s). (3.6)
See Section 9 for its properties.
3.3. Glancing terms. The novel feature of the concave boundary case is
the analysis of the glancing terms w1,G, w
±
2,G. In [M, (3.1)], a parametrix for
the glancing part is given in the form, with z = (x, y), z′′ = (x′′, y′′) ∈M ,
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w1,G(t, z, z
′′) =
∫ ∫∞
0 e
iα(x,t,y,τ ′,η′)−it′(τ ′−τ)µ+isβ′
0
|η′| 13+i s3
3
|η′|
e−iα(x
′′,0,y′′,τ,η′)−irβ′′|η′| 13−i r3
3
|η′| aA′±(β)+bA±(β)
A±(β0)
dt′dsdrdτdτ ′dη′.
(3.7)
Here, the half-line integral
∫∞
0 refers to dt
′ and A± is defined in (3.6). Note
that there are two w1,G corresponding to the choice of ± but as in [M] we
suppress this in the notation since the two cases are similar. In Section 3.4
we simplify the integral and restrict it to the boundary.
The s, r variable arose in [M, (2.16)-(2.17)] in the phase (3.4) defined near
τ = ±|η|. Here, x = 0 defines ∂M and the rest of the notation is defined as
follows:
(1) The ‘phases’ α, β are real C∞ functions, homogeneous of degree 1
resp. 23 in (τ, η). Moreover, α(x, t, y, τ, η) is linear in t, invariant
under (t, τ) → (−t,−τ) and det(∂t,y∂τ,ηα(0, t, y, τ, η) 6= 0 on τ2 =
|η|2 ([M] (2.8), (2.10)). Hence
−α(0, t′, y′, τ ′, η′) + α(0, t′, y′, τ, η)
= 〈y′ + t′g, η − η′〉+ t′(τ − τ ′)µ
(3.8)
where g, µ are C∞ and homogeneous of degree zero with µτ > 0 and
〈·, ·〉 is the inner product.
(2) β(x, y, τ, η) is independent of t and along the boundary is given by
β0 := β(0, y, τ, η) = (τ
2 − |η|2)|η|− 43 , (3.9)
see ([M, (2.9) and above (3.2)]. Note that β is homogeneous of degree
2/3, and that β0 > 0 in the hyperbolic set.
4
When evaluating β, β0 at primed coordinates, we abbreviate the
value of β by priming it as follows:
β′0 = (τ
2 − |η′|2)|η′|− 43 , β′′ = β(x′′, 0, y′′, τ, η′). (3.10)
(3) Φ(0, t, y, s, τ, η) = α(0, t, y, τ, η)+s|η| 13β(0, y, τ, η)+13s3|η|. [M, (2.16)].
(4) a, b are not classical symbols but are supported near s = r = 0, τ2 =
|η|2 and have the following form [M, (2.14)].
a˜G ∼
∑
j≥0 aj+1(x, t, y, t
′, y′, τ, η)Φ−1,j± (β(0, τ, η))
+a0(x, t, y, t
′, y′, τ, η)
(3.11)
4The factor |η|−
4
3 is missing in [M, (2.9)] but corrected in [M, (3.2)].
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(with different coefficients for a resp. b) where aj , bj are classical
symbols and Φ−1± (z) =
A±(z)
A′±(z)
, and with Φ−1,j± (z) =
dj
dzj
Φ±(z). See
Section 3.5 for a discussion of the orders of the terms.
(5) Recalling (3.2), uG is given in [M, (2.17)] and uc is obtained by
cutting off u′ := H(t)u(x, t, y;x′, y′) in x ≤ 0.
The corresponding term(s) for w±2 have a similar form with Φ replaced
by ϕ±(0, z′, ζ) = z′ · ζ ([M, (2.1)]). The cutoff term (uG)c is also handled in
the same way. Hence we focus on w1,G.
3.4. Simplification of (3.7). Following [M, p. 268-269] and starting
from (3.7) ([M, (3.1)]), one simplifies the integral by using statonary phase
to eliminate the (t′, τ) integral (changing the order of the amplitude by −1)
to get the forms w1,G = w
(1)
1,G + w
(2)
1,G of [M, (3.2)-(3.3)-(3.4)].
After restriction of w1,G (3.7) to points (q, q
′′) ∈ ∂M × ∂M , we have
w1,G(t, q, q
′′) =
∫ ∫∞
0 e
iα(0,t,q,τ ′,η′)−it′(τ ′−τ)µ+isβ′0|η′|
1
3+i s
3
3
|η′|
e−iα(0,0,q
′′,τ,η′)−irβ′′|η′| 13−i r3
3
|η′| aA′±(β0)+bA±(β0)
A±(β0)
dsdt′dτdrdτ ′dη′.
(3.12)
As above, the dt′ integral is only over R+. Following [M, p. 268-269] and
starting from (3.7) ([M, (3.1)]), one simplifies the integral by using statonary
phase to eliminate the (t′, τ) integral (changing the order of the amplitude
by −1).
In fact, we are only interested in the diagonal of the kernel, which is given
by 5
w
(1)
1,G(t, q, q) =
∫
τ ′(s−r)≤0 e
iα(0,t,q,τ ′,η′)−iα(0,0,q,τ ′,η′)+isβ0|η′|
1
3+is3 |η
′|
3
−irβ0|η′|1/3−ir3|η′|/3
aA±(β0)+bA′±(β0)
A±(β0)
dsdr dτ ′dη′.
(3.13)
3.5. Homogeneities of amplitudes and symbols. In this section, we
review the orders of the various amplitudes appearing in the glancing term
(3.7) or the simplified form on the boundary (3.13). For the background
on Airy functions and Airy quotients we refer to the Appendix (Section 9),
which is essentially from [MT] Appendix A.3. We denote symbols of order
m in some Hormander symbol space Smρ,δ simply as belonging to S
m.
5There is a typo in the second i in [M, (3.3)] in is3, ir2 should be ir3 and irβ¯ should
be −irβ¯|η′|1/3.
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In calculating orders of amplitudes we use only two facts: (i) the symbolic
properties of Airy quotients Φ± in Section 9; and (ii) the fact that the glanc-
ing parametrices w1,G, w
±
2,G are (for fixed t) Fourier-Airy integral operators
of order 0, since they are parts of cos t
√−∆ in which one microlocalizes to
an ε neighborhood of the glancing set. The microsupport of the parametrix
includes a sector of hyperbolic points and so the amplitudes must have the
same order as in the hyperbolic terms of the parametrix.
Remark 3.2. The orders of the amplitudes stated at the end of this section
refer to (3.7) or equivalently to [M, (3.1)]. But the order analysis in [M]
pertains to [M, (2.22)]. So we track the change in orders from [M, (2.22)] to
[M, (3.1)] in this section.
Below, in the proof of Lemma 4.1, further modifications are made to sim-
plify (3.7) or [M, (3.1)]. The new amplitudes are still denoted by a, b (as in
[M]) but their orders change in the modifications. The orders of the ampli-
tudes of (3.7) are stated here so that one can keep track of how the orders
change in the course of the modifications.
We also warn that the roles of the coefficients a, b in [M] get reversed in
the course of the proof. 6 We will always use a for the coefficient of A±(β)A±(β0)
and b for the coefficient of
A′±(β)
A±(β0)
.
For the representation [M, (3.1)] it is said on [M, p. 268], that the ampli-
tude has the form,
As±(β, β0) = a
A±(β)
A±(β0)
+ b
A′±(β)
A±(β0)
. (3.14)
It is explained in [M, (2.14)] that the coefficients a, b have the form (3.11).
More precisely, one has symbol expansions, 7

a˜G ∼
∑
j≥0 aj+1Φ
−1,j
± (β0(τ, η)) + a0,
b˜G ∼
∑
j≥0 bj+1Φ
−1,j
± (β0(τ, η)) + b0,
(3.15)
Here, Φ−1± (z) =
A±(z)
A′±(z)
and Φ−1,j is the jth derivative. As reviewed in Section
9, Φ−1(β0) ∈ S− 13 ,Φ−1,j(β0) ∈ S− 13−j . Indeed, the Airy quotients Φ± (9.1)
are classical symbols of order 12 ,
Φ±(ζ) ∼
∑
j≥0
a±j ζ
1
2
− 3j
2 , Re ζ →∞,
6 a is the coefficient of the primed term in [M, (2.22)] for w1,G and [M, (2.26)] for w
±
2,G.
Warning: the roles of a˜G and b˜G were switched in[M, (2.22)]. In [M, (2.14)], a˜G, b˜G have
roles consistent with Remark 3.2. The roles are reversed below [M, (3.1)].
7The orders of the amplitudes are apparently stated incorrectly in [M, (2.13)-(2.14)]
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and Φ±(β) ∈ S
1
3
1
3
,0
, since β is homogenous of order 23 . For purposes of this
article, only the boundary restriction is relevant and then (3.14) becomes
As±(β0, β0) = a
A±(β0)
A±(β0)
+ b
A′±(β0)
A±(β0)
= a+ b
A′±(β0)
A±(β0)
, (3.16)
where a, b are classical symbols. In the final form (4.6), after various mod-
ifications, a ∈ S1, b ∈ S2/3 and both terms have order 1. However, in this
section we are discussing the representations (3.7) and (3.13).
Lemma 3.3. In the representation (3.13),
aA′±(β)+bA±(β0)
A±(β)
and (3.16) are
symbols of order 1. Hence a has order 1 and b has order 23 .
Proof. Granted that a, b have symbol expansions of the form (3.15) and that
w1,G is a Fourier-Airy operator of order 0 we can read off the orders from
the integral representations (3.13) (see [M, (3.1)-(3.2)-(3.3)]).
The full amplitude is As(β, β0) of (3.7) before the boundary restriction is
with respect to dt′dτ ′dη′dτdsdr. After the dt′dτ integral it is with respect
to drdsdτ ′dη′. As in the hyperbolic term the amplitude must have order 1
to obtain an oscillatory integral representation for a Fourier-Airy integral
operator of order 0. (In the more familiar expressions with only the phase
variables dτ ′dη′ of T ∗qM the amplitude would have order zero. The order 1
compensates for the additional drds integral).

Remark 3.4. In [M, (2.14)] it is said that aj , bj are classical symbols of
orders −13 − j3 ,−23 − j3 , respectively. The corresponding a˜G, b˜G refer to the
oscillatory integral representation [M, (2.13)] for vG [M, (2.5),(2.13)] with
phase variables dt′dτdy′dy. This is used to construct the glancing parametrix
w1,G [M, (2.22)], which has an amplitude of the form (3.14) with a = bG, b =
aG times another classical symbol dG of order 2. In this expression, aG has
order -4/3 and bG has order −1 and have expansions of type (3.15) (see
below [M, (2.24)]. There are other terms w±2,H of a similar form given in
[M, (2.26)]. In the next expression [M, (3.1)] for w1,G, the factor dG is
absorbed into the coefficients a, b.
This finishes our review on the basic objects and notations in [M].
3.6. Comparison of [M] to other articles on diffraction. Since the
notation α, β for the phases does not seem to appear in any other article
on diffraction problems, we pause to relate the notation to that appearing
in [Fr76, FM77, M75, Tay2]. In [M75], the phases (α, β) of [M] are denoted
by (ϕ, ζ). They are described rather explicitly in Proposition 6.3 of [M75].
The same coupled eikonal equations for the two phases had been analysed
earlier by D. Ludwig [L67]. The phase β of [M] is modeled after the phase
of the Friedlander model [Fr76, FM77]. In those articles, the coordinates
are denoted (x, yn, y
′) corresponding to (x, t, y) in [M]. Let (ξ, ηn, η′) denote
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the symplectic dual coordinates, so that ηn corresponds to τ and η
′ to η in
[M]. Then the phase ζ0 in [FM77, (2.2)] corresponding to β0 in [M] is (cf.
[Fr, (3.5)])
ζ0(η) = η
−4/3
n (|η′|2 − η2n).
As in (3.9) it is independent of yn(= t) and y
′. The full phase of the
Friedlander model corresponding to β(x, y, τ, η) in [M] is
ζ(x, ηn, η
′) = η−4/3n (|η′|2 − (1 + x)η2n).
Of course, the phase β is much more complicated for x > 0 but is related to
ζ by the canonical transformation to Friedlander normal form [M76], which
is implicitly used in [M].
The angular phase α corresponds to the phase θ = t|ξ| + ψ(x, ξ, η) of
[Tay2]. In the case of the exterior of the unit ball in Rn, θ is closely related
to the usual polar coordinates (see [L67]).
The mixed Cauchy-boundary problem for the wave group (3.1) is rarely
studied explicitly in the literature on diffractive parametrices. To our knowl-
edge, the first direct treatment of parametrices for the propagator exp it
√−∆
for the exterior of a convex obstacle (in Rn) is given by Farris in [F]. The
foundational articles [M75, Tay1] do not directly address the propagator (nor
the related solution operators cos t
√−∆ or sin t
√−∆√−∆ .) Farris used the tech-
niques of [Tay1] to analyze the propagator, but only for Dirichlet boundary
conditions. Neumann boundary conditions are more difficult because one
has to invert the Dirichlet to Neumann operator N . As far as we know,
Melrose’s article [M] is the first to write down explicit expressions for the
diffractive parametrices for the mixed problem with Neumann boundary
conditions. It does not seem to refer to any prior works with details on
the parametrix construction in this case. The monograph [MT] of Melrose-
Taylor discussed the parametrix construction using the work of Farris for
Dirichlet boundary conditions and has a chapter on how to modify it for Neu-
mann boundary conditions; the details on the latter are left to the reader.
We have not found subsequent articles which give an independent analysis
of the parametrix constructions. J. Galkowski has recently studied a related
diffractive parametrix problem and has corrected some of the statements in
[M] on orders of amplitudes [Gal].
4. Singularity at t = 0 of the Cauchy data of the glancing
parametrix: Proof of Lemma 1.8
We now begin the proof of Proposition 1.7 and the dual (and more precise)
statements in Propositions 1.1 and (6.2). As mentioned above, there is
a minimal ‘loop of length’ ℓ of geodesic billiard loops in M which begin
and end on ∂M . For |t| < ℓ the only singularity of Sq(t) occurs at t =
0. We use the microlocal decomposition (3.5) into hyperbolic, elliptic and
glancing sets. The normality of the singularity at t = 0 is standard for
the elliptic and hyperbolic terms, so we only discuss the glancing terms
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(uG)c, w1,G, w
±
2,G. Away from the glancing (tangential) directions, E
b
B(t, q, q)
is a Fourier integral kernel whose symbol is computed in [HZ12]. In this
section, we consider the contribution of the glancing part of the wave group
to the singularity at t = 0 and prove Lemma 1.8.
We follow the proof of the Weyl law for concave boundary in [M], but take
boundary trace along the diagonal instead of integrating EN (t, x, x) over the
domain. The proof is a relatively small modification of the proof of the Weyl
law in [M], and we only explain the modifications and not the entire proof.
In fact, the proof of the result for the restriction to the boundary is simpler.
However, we go into detail on orders of amplitudes and on the final step
using almost analytic extensions to prove symbolic properties because they
are omitted in [M] and are not always correctly stated.
4.1. Proof of Lemma 1.8 for Neumann boundary conditions. We
first consider the Neumann case, which is more difficult than the Dirichlet
case because it is necessary to invert the Neumann operator N .
The key point is the following special case of Lemma 1.8 where wG = wG,1.
It is the most important term of the glancing parametrix. In Section 4.2 we
take into account the other glancing terms. Together with standard facts
on the hyperbolic and elliptic terms, it implies Proposition 1.7.
Lemma 4.1. On the diagonal of ∂M × ∂M ,
w1,G(t, q, q) =
∫
eitθe(t, θ, q)dθ, (4.1)
where e(t, θ, q) is a classical symbol in θ of order n− 1 when q ∈ ∂M .
Moreover, the contribution of this glancing term to the first two terms of
the expansions of Proposition 6.1 are of order O(ε) as ε→ 0.
We recall that a classical symbol of order γ is a polyhomogeneous function
possessing an expansion,
e(t, q, θ) ∼
M∑
j=0
ej(t, q)|θ|γ−j+RM (t, q, θ), (Dmθ RM (t, q, θ) ≤ C(t, x)|θ|γ−M−m).
To prove Lemma 4.1, we use the analysis of e(t) from [M, (3.5)] but do not
integrate in z. We first analyze the difficult term w1,G.
We use the simplified expressions (3.13) (see [M, (3.2)-(3.3)-(3.4)]) for
the boundary values of w1,G and briefly recall their derivation. It suffices
for our purposes to restrict the kernels to ∂M ×∂M and this simplifies their
form considerably.
At the boundary x′′ = 0, β = β0 (= β¯ in [M, p. 268-69]) and (cf. (3.16))
aA±(β0) + bA′±(β0)
A±(β0)
= a+ b
A′±
A±
(β0). (4.2)
Here, a, b are not classical symbols but have the form [M, (2.14)]. The
amplitudes a, b may be taken to be supported in |s|, |r| ≤ ε, |τ2−|η|2| ≤ ετ2.
We also recall from Section 3.3 (see (3.8)) that α is linear in t.
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The next step is to change variables8 in (3.13) to
λ = β0|θ|−2/3, S = s|η′|1/3|θ|−1/3, R = r|η′|1/3|θ|−1/3.
Here,
θ = ∂tα, so that α(0, t, q, τ
′ , η′)− α(0, 0, q, τ ′, η′) = tθ, (4.3)
explaining the eitθ factor in (1.12). We write out the change of variables
since there are several typographical errors above [M, (3.5)] and because a
factor of θn−1 was omitted. 9 Namely, the change of variables implicitly
involves introduction of polar coordinates in Rτ ′ × Rη′ . The polar variable
is θ. On the unit sphere Sn−1, λ is a well-defined coordinate and we fill it
out to get local coordinates (λ, ω′). The coordinates (λ, ω′) depend only on
(τ ′, η′) and we denote the Jacobian by
dτ ′dη′ = |θ|n−1J1(λ, ω′)dθdλdω′.
The change of variables is given by
(r, s, τ ′, η′) ∈ Rr×Rs×T ∗(Rt′)×T ∗q (∂M)→ (R,S, θ, λ, ω′) ∈ RR,S×R+×Sn−1.
The level sets of λ are those of β0, so that β0 = 0 defines the glancing
directions. The full Jacobian is
drdsdτ ′dη′ = |θ|n−1J(λ, ω′)dθdλdω′,
where J is homogeneous of degree 0.
From (4.3) and from

|θ|Sλ = sβ0|η′|1/3, |θ|S3/3 = s3|η′|/3,
|θ|Rλ = rβ0|η′|1/3, |θ|R3/3 = r3|η′|/3.
we find that the phase changes to the following:
α(0, t, q, τ ′, η′)− α(0, 0, q, τ ′, η′) + sβ0|η′| 13 + s3 |η
′|
3 − rβ0|η′|1/3 − r3|η′|/3
= tθ +
(
Sλ+ S3/3−Rλ−R3/3) |θ|.
(4.4)
The phase and Airy quotients are independent of the ω′ variables and we
integrate out in Jdω′. The change of variables and integration have changed
the amplitudes a, b in (4.2) but for simplicity of notation we still denote them
by a, b. The integral is now over dRdSdθdλ.
This gives (1.12) where e(t, q, θ) is the analogue of [M, (3.6)],
e(t, q, θ) = |θ|n−1 ∫ ∫θ(S−R)≤0 ∫R ei(Sλ+S3/3−Rλ−R3/3)|θ|
As±(λ|θ|2/3, λ|θ|2/3)dRdSdλ,
(4.5)
8 |η′|−1/3 should be |η′|1/3 and |θ|1/3 should be |θ|−1/3 in the change of variables in
[M, (3.5)].
9Also, s should be S and the domain of integration should be θ(S −R(1 + xγ)) ≤ 0 in
[M, (3.6)].
22 CHRISTOPHER D. SOGGE AND STEVE ZELDITCH
where (cf. 3.16)
As± = (a+ b
A′±
A±
(β0)) ∈ S1 (b ∈ S2/3, a ∈ S1), (4.6)
and the sign of λ is that of β0. The Airy amplitude is a symbol of order
1
3
of the form,
As±(λ|θ|2/3, λ|θ|2/3) ∼
∞∑
j=0
cj(λ, 0)|θ| 13−j, |λθ2/3| ≥ 1. (4.7)
As mentioned above, in the change of variables and in the integration over
ω′, the coefficients a, b of (4.2) have been changed. We continue to denote
the new amplitudes by a, b. We refer to Section 9 for further details. 10
This is the essential starting point for the proof of Lemma 4.1. The goal is
to show that e(t, q, θ) is a classical symbol in θ of order n−1, or equivalently
that the integral defines a symbol of order 0. Here, θ ∈ R and there are two
sides accordingly as θ > 0, θ < 0. We do not have a dxdy integral as in
[M, (3.6)] because we fix x = 0 and y = q ∈ ∂M . The amplitudes a, b are
supported in a region where both S,R are of order O(ε) where ε is the angle
to the tangent plane. See [M, (3.9)] in which the amplitude is denoted by a.
To prove that e(t, q, θ) is a symbol of order n−1 in θ, we change variables
to U = S − R,V = S + R. Then the constraint θ(S − R) ≤ 0 becomes
θU ≤ 0, and
e(t, q, θ) ∼ |θ|n−1 ∫
R
∫
R
∫
Uθ≤0 e
i(Uλ+UQ2(U,V )))|θ|
a(U, V, λ, θ)dλdUdV,
(4.8)
where a(U, V, λ, θ) is a symbol of order 1 in θ with compact support in
(λ,U, V ) near (0, 0, 0). Writing the phase as (S−R)λ+ 13(S−R)(S2+SR+
R2), and changing variables, the new phase is
Ψ(λ,U, V ) = λU + UQ2(U, V ),
where
Q2(U, V ) = U
2 + 3V 2.
Following Melrose [M]we take advantage of the constraint Uθ ≤ 0 to make
an almost analytic extension of the dλ integral to the upper (lower) half
plane λ+ iσ, σ ≥ 0 accordingly as θ < 0 (θ > 0). Applying the Gauss-Green
theorem,11 e(t, q, θ) (4.8) is given by,
|θ|(n−1)
∫
C+
∫
R
∫
R
eiθ(U(λ+iσ)+i/3UQ2(U,V ))∂λ+iσA˜((λ+ iσ)|θ|
2
3 )dλdσdUdV,
(4.9)
10We warn that the factor θn−1 was not put in explicitly in [M] and the book-keeping
of the change in order of a, b was lacking. Also, by comparision with (3.16) the roles of
a, b are interchanged.
11See Remark 4.2 for more details
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where A˜s is the analytic extension of As (4.7). A key point of the almost
analytic extension is that ∂λ+iσA˜((λ+ iσ)|θ| 23 ) vanishes to infinite order at
σ = 0. This will enable us to integrate by parts below in dU . Moreover, the
Airy quotients have uniform asymptotic expansions in the half plane when
multiplied by functions vanishing to all orders at σ = 0. Thus the Airy
symbol is classical in the half-plane. As in (3.9) of [M], one concludes that
e(t, q, θ) = |θ|(n−1)
∫
σθ≤0
∫
θU≤0
ei|θ|(U(λ+iσ)+
1
3
UQ2(U,V ))adσdλdUdV, (4.10)
where (by Lemma 3.3) a is a classical symbol of order 1 in θ which is com-
pactly supported near U = V = λ+ iσ = 0 and vanishes to infinite order at
σ = 0. We now use (4.10) as a new starting point to prove Lemma 4.1.
4.1.1. Proof of Lemma 4.1.
Proof. We integrate (4.10) by parts in the dU integral using the fact that
∂
∂U
(U(λ+ iσ +Q2(U, V ))) = λ+ iσ + dU (UQ2(U, V ))
has no zeros if σ 6= 0. We form the integration by parts operator
LU = θ
−1 1
λ+ iσ + dUU(Q2(U, V ))
∂
∂U
,
which we may use on {σ 6= 0}. When σ = 0, and when the terms λ +
dU [UQ2(U, V )] = 0 one picks up powers of σ
−1 on each partial integration
but they are cancelled by the infinite order vanishing of the amplitude at
σ = 0. Hence, we can integrate by parts any number M of times on the full
domain σ ≥ 0. That is, we use that | σM
(iσ+γ)M
| ≤ 1 where γ = λ+ dU (UQ2).
Each partial integration picks up a boundary term at U = 0. At U = 0, the
integral ceases to be oscillatory since the whole phase has a factor of U and
vanishes when U = 0 and the boundary term equals
e0(t, q, θ) = |θ|n−2
∫
σθ≤0
∫
R
a(λ+ iσ, 0, V )
λ+ iσ + (Q2(0, V ))
dσdλdV, (4.11)
Since a has order 1, e0 is a symbol of order n − 1. Due to the almost-
analyticity of a, the amplitude vanishes to infinite order on σ = 0, so the
integral converges absolutely.
Each additional partial integration introduces a factor of θ−1 and gives
a boundary term and an interior term. After M repeated integrations by
parts one ends up with a series of boundary terms of decreasing order in
θ and an interior remainder term of order |θ|−M . The leading boundary
term (4.11) has a classical expansion from that of the amplitude a((λ +
σ, 0, V ), and each lower order term has a similar expansion. The remainder
after M partial integrations is |θ|−M times the symbol expansion of the
corresponding amplitude, (Lt)Ma((λ + σ,U, V ). The order of e is that of
the leading boundary term e0 and thus is (n − 1). Moreover, since the dV
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integral is over [0, ε] it follows that e(t, θ, q) ≤ Cε|θ|n−1. This completes the
proof of Lemma 4.1 for the w1,G terms.

Remark 4.2. The formula (4.9), or more explicitly,∫
C+
∫
R
∫
R
eiθ(U(λ+iσ)+i/3UQ2(U,V ))∂λ+iσA˜((λ+ iσ)|θ| 23 )dλdσdUdV
=
∫
∂C+
∫
R
∫
R
eiθ(U(λ+iσ)+i/3UQ2(U,V ))A˜((λ+ iσ)|θ| 23 )dλdUdV,
follows from the Gauss-Green formula (valid for any C1 domain D and C1
function f), ∫
∂D
f(z)dz = −2i
∫ ∫
D
∂f
∂z¯
(z)dL(z),
and from the fact that the phase eiθ(U(λ+iσ)+i/3UQ2(U,V )) is analytic in λ.
The usual stationary phase method does not apply since the phase is de-
generate and the dU integral is over a half-line; the expansion comes from
the boundary terms at U = 0.
4.2. Completion of the proof of Lemma 1.8. In Lemma 4.1, we proved
that in the Neumann case, the singularity of w1,G(t) at t = 0 is classical. To
complete the proof of Propositions 1.7 in the Neumann case, we must do the
same for the term w
(2)
1,G(t, q, q) of w1,G (see [M, (3.4)]) as well as the terms
w±2,G ([M, (2.26)] (uG)c [M, 2.21]. They are handled in a way very similar
to w1,G(t) and we only sketch the changes in the proof.
In the second term w
(2)
1,G(t, q, q) of w1,G there is no drds integral. Inte-
grating out dr and restricting to the boundary produces
w
(2)
1,G(t, q, q) =
∫
eiα(0,t,q,τ
′,η′)−iα(0,0,q,τ ′,η′)As(β0, β0) dτ ′dη′. (4.12)
This gives an integral of the form,∫
R
As±(λ|θ|2/3, λ|θ|2/3)a(λ)dλ
and we obtain a classical expansion using the classical expansion ofAs±(λ|θ|2/3, λ|θ|2/3).
The terms w±2,G have the same form as w1,G and the normality of the
singularity at t = 0 is proved in the same way.
The term uc is obtained from uG (3.3) ([M, (2.17)]) by multiplying by
H(t) and cutting off in x < 0. As explained on page 270 of [M], the integral
of (uG)c over z = z
′ is classical. We now verify that the boundary trace ubG
on the diagonal of the boundary is classical. It is given by
ubG(t, q, q) =
∫
eiΦ(0,t,q,s,τ,η)−iΦ(0,0,q,r,τ,η)cG(0, t, q, s, r, τ, η)dτdηdrds.
(4.13)
As above, Φ(0, t, y, s, τ, η) = α(0, t, y, τ, η)+s|η| 13β(0, y, τ, η)+ 13s3|η| and cG
is a first order classical symbol supported in |s|, |r| ≤ ε, |τ2 − |η|2| ≤ ετ2 for
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some ε > 0. This form is similar to that of w1,G but does not have the Airy
amplitude. The proof of the normality of the singularity at t = 0 of w1,G in
Section 4 applies to it as well.
4.3. Dirichlet boundary conditions. From the point of view of glancing
parametrix constructions, the Dirichlet case is simpler than the Neumann
case because it is not necessary to invert the Neumann operator N in [M,
2.5]. But N itself is a Fourier-Airy integral operator of the same kind as
in [M, p. 263]. See also [Tay2, Ch. X.5] and [F] for background on the
Neumann operator. The parametrices have the same form and so we do not
repeat the details of the parametrix construction or of Propositions 1.8 and
Proposition 4.1. We only discuss the change in Cauchy data due to the two
normal derivatives.
In the notation of [M], we now take ∂x∂x′′ and set x = x
′′ = 0. This
changes the amplitude in several ways, all obvious from the facts that the
phase and amplitude are symbols. From the phase, differentiation brings
down a factor of
(I) ∂xα(x, t, y, τ
′, η′)x=0, ∂x′′α(x′′, 0, y, τ, η′)|x′′=0.
Each derivative raises the order by 1 and the leading order term is given by
two uses of the derivative on the phase, raising the order by 2.
If the derivative is placed instead on the amplitude, we first have the term
(II) ∂x′′β(x
′′, 0, y′′, τ, η′)(−ir|η′|1/3)|x′′=0
Finally we also have
(III) ∂x∂x′′
aA±(β) + bA′±(β)
A±(β0)
|x=x′′=0.
Thus, in the Dirichlet case, we have
∂x∂x′′w1,G(t, q, q
′′)
=
∫ ∫∞
0 e
iα(0,t,q,τ ′,η′)−it′(τ ′−τ)µ+isβ′0|η′|
1
3+i s
3
3
|η′|e−iα(0,0,q
′′,τ,η′)−irβ′′|η′| 13−i r3
3
|η′|dt′dsdrdτdτ ′dη′
×
[
∂xα(x, t, y, τ
′, η′) + ∂x′′α(x′′, 0, y, τ, η′) + ∂x′′β(x′′, 0, y′′, τ, η′)(−ir|η′|1/3))aA
′
±(β0)+bA±(β0)
A±(β0)
]
+×
[
∂x∂x′′
aA′±(β0)+bA±(β0)
A±(β0)
]
.
The new amplitude has the same essential properties as that of the Neumann
case since, as mentioned above, the phases and amplitudes are symbols.
Thus, as explained in [M], the argument of the Neumann case extends to
the Dirichlet case with no essential change.
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5. Completion of the proof of Proposition 1.7
Proposition 1.7 asserts that the boundary trace EbN (t, q, q) of the Neu-
mann wave kernel has a classical co-normal singularity at t = 0. In the
Dirichlet trace we take the normal derivative in each variable before re-
stricting to the diagonal of the boundary. In this section we complete the
proof of Proposition 1.7. We briefly discuss the additional terms that were
not handled in Section 4. We also discuss the modifications when we apply
a boundary pseudo-differential operator as in Proposition 6.2.
5.1. Elliptic and Hyperbolic terms. In this section, we briefly discuss
the elliptic and hyperbolic terms,

w1,EH = w
+
1,H + w
−
1,H + w1,E
w±2,EH = w
±,+
2,H + w
±,−
2,H + w
±
2,E
(5.1)
of (3.5). For simplicity of notation we denote any of the terms by eEH(t).
Parallel to Lemma 1.8 and Lemma 4.1 we assert the following:
Lemma 5.1. On the diagonal of ∂M × ∂M , the non-glancing part wEH of
the parametrix has a normal singularity at t = 0, i.e.
wEH(t, q, q) =
∫
eitθeEH(t, θ, q)dθ, (5.2)
where eEH(t, θ, q) is a classical symbol in θ of order n− 1 when q ∈ ∂M .
We do not give a proof of this statement because it is already known.
Parametrices for the wave group on a manifold with boundary cut off from
the glancing directions are given in [Ch2]. Away from the glancing (tan-
gential) directions, EbB(t, q, q) is a Fourier integral kernel whose symbol is
computed in [HZ12]. It is further discussed in [HZ12, HHHZ] (see also
[SmS95]).
5.1.1. Pseudo-differential cutoffs to the non-glancing region. In the first part
of Proposition 1.1, we apply a boundary (semi-classical) pseudo-differential
operator Oph(a) under the integral sign in both variables for the parametri-
ces for the wave kernel and their boundary traces. When the symbol vanishes
near the glancing direction, there is a standard Fourier integral parametrix
and one may apply the pseudo-differential operator Oph(a) to the oscilla-
tory integral. By the “fundamental asymptotic expansion Lemma” of as
[Tay2] (Section VIII §7), application of Oph(a) changes the amplitude to
another amplitude with the same symbolic properties. Thus, in the elliptic
or hyperbolic regions, where the oscillatory integral satisfies the assump-
tions (2.3)-(2.4) of Taylor (loc.cit.), the oscillatory integrals are standard
ones. Indeed, such cutoffs essentially lead back to the statements of Section
5.1.
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5.2. Pseudo-differential cutoffs to the non-glancing region. For the
glancing term of Proposition 6.2 we need to apply Oph(a) on the left side
and right side to wG(t, q, q
′) in (3.12) for q = (0, y), q′′ = (0, y′′) ∈ ∂M , and
then set q = q′. For future reference, we state the generalization of Lemma
1.8 for this modification as follows:
Lemma 5.2. On the diagonal of ∂M × ∂M ,
Oph(a)wG(t, q, q
′)|q′=q =
∫
eitθea(t, θ, q)dθ, (5.3)
where ea(t, θ, q) is a classical symbol in θ of order n− 1 when q ∈ ∂M .
Proof. We are applying semi-classical pseudo-differential operators on a man-
ifold without boundary to an oscillatory integral
w1,G(t, (0, y), (0, y
′′)) =
∫ ∫∞
0 e
i(α(0,t,y,τ ′,η′)−α(0,0,y′′,τ,η′))−it′(τ ′−τ)µ
eisβ
′
0
|η′| 13+i s3
3
|η′|e−irβ
′′|η′| 13−i r3
3
|η′| aA′±(β0)+bA±(β0)
A±(β0)
dt′dsdrdτdτ ′dη′.
(5.4)
where β′0 = β(0, q, τ, η
′) and β′′ = β(0, q′′, τ, η′) are defined in (3.10)The
terms of the phase α(0, t, y, τ ′, η′)− α(0, 0, y′′, τ, η′) and t′(τ − τ)µ are clas-
sical. Taking into account Property (2) of the list in Section 3.3, β0 is
independent of q ∈ ∂M , and has the form β(0, q, τ, η) = (τ2 − |η|2)|η|−4/3,
Hence Oph(a) in either q or q
′ is the application of a pseudodifferential
operator with a Fourier-Airy integral operator with a classical phase but
with an Airy amplitude, which is a non-classical symbol. The fundamental
asymptotic expansion lemma is essentially the stationary phase method, and
it applies to this composition in the (q, q′) variables. Thus, after application
of Oph(a) on either side we obtain a new Fourier Airy integral operator on
∂M with the same phase but a new amplitude, with the same properties
as those of w1,G and of the same order. The composition of Airy operators
and the symbol expansion is discussed in detail in [M78]. The rest of the
argument proceeds as in the proof of Proposition 1.1.

6. Proof of the pointwise Cauchy data Weyl laws of
Propositions 1.1 and 6.2
In this section, we complete the proofs of Proposition 1.8 and Proposition
4.1. They follow from a standard cosine Tauberian argument and Propo-
sition 1.7 once it is converted into dual statements about convolutions of
spectral measures with special test functions. In addition, we need to jus-
tify the statement that the contribution of the glancing terms to the first
two terms of the expansions of Proposition 6.2 are of order O(ε) as ε→ 0
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6.1. Proof of Proposition 1.1. Following the standard route of Fourier
Tauberian theorems, we first observe that
Sq(t) = Fλ→t dλΠb[0,λ](q, q), (6.1)
where Sq is defined in (6.2) and Π
b
[0,λ](q, q) is defined in (1.5). To determine
the co-normal expansion of the singularity in Proposition 1.7 at t = 0, we
study the dual problem
Sq(λ, ρ) = ρ ∗ dλΠb[0,λ](q, q) =
∫
R
ρˆ(t) Sq(t)e
itλdt (6.2)
where ρ ∈ S(R) (Schwartz space) with ρˆ ≥ 0, ρˆ ∈ C∞c (R) even, satisfying∫
R
ρdx = 1 and with supp ρˆ contained in a sufficiently small neighborhood
[−ε, ε] of t = 0 so that t = 0 is the only singularity of EbB(t, q, q) in supp ρˆ.
Thus,
Sq(λ, ρ) =
π
2
∑
j
(ρ(λ− λj) + ρ(λ+ λj))|ϕbj(q)|2. (6.3)
To prove Proposition 1.7 and Proposition 1.1 it suffices to prove
Lemma 6.1. Let (M,g) be a compact Riemannian manifold with concave
boundary. If supp ρˆ is sufficiently close to t = 0, then Sq(λ, ρ) is a semi-
classical Lagrangian distribution whose asymptotic expansion in in the Neu-
mann, resp. the Dirichlet, case has the form,
Sq(λ, ρ) =


Cnλ
n−1 +QN (q)λn−2 +O(λn−3), Neumann,
Cnλ
n+1 +QD(q)λ
n +O(λn−1), Dirichlet
(6.4)
where Cn =
ωn
(2pi)n , C
′
n is a constant depending only on the dimension and
QD,N(q) is a local geometric invariant of ∂M , equal to a dimensional con-
stant times the mean curvature in the case of Dirichlet boundary conditions.
12
Above, ωn is the volume of the unit ball in R
n and QD, QN are defined in
(1.10). The extra power in the Dirichlet case is due to the normal derivatives,
since we chose not to use semi-classical normal derivatives in (1.1).
Proof. (Sketch)
There are two independent aspects of the Proposition. The first is to
prove that Sq(λ, ρ) has a complete asymptotic expansion when ρˆ has support
sufficiently close to t = 0. By Fourier transform methods, this is equivalent
to normality of the singularity of EbB(t, q, q) at t = 0 of Proposition 1.7. If we
use the microlocal decompositions (3.5), then Sq(t) and Sq(λ, ρ) break up
into corresponding terms Sq,G(λ, ρ), Sq,EH(λ, ρ) corresponding to e(t, θ, q)
12It is almost certainly given by a dimensional constant times the mean curvature in
the case of Neumann boundary conditions by the same invariance theory argument as in
[O79].
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(1.12) and eEH(t, θ, q) of Lemma 5.1. Comparing (1.12) and 6.2, we see
that
Sq,G(λ, ρ) =
∫
R
∫
R
ρˆ(t)eitλeitθe(t, θ, q)dθdt, (6.5)
and similarly for Sq,EH with eEH(t, θ, q) replacing e(t, θ, q). Changing vari-
ables θ → λθ produces a semi-classical oscillatory integral with phase t(1+θ).
The phase is non-degenerate with only one critical point at θ = −1, t = 0,
and by stationary phase, one has complete asymptotic expansions

Sq,G(λ, ρ) ≃ ρˆ(0) e(0,−λ, q) + · · ·
Sq,EH(λ, ρ) ≃ ρˆ(0) eEH(0,−λ, q) + · · · ,
(6.6)
where we omit the lower order terms arising from the Hessian operator
expansion of stationary phase for brevity. In particular, Sq,G, Sq,EH are
symbols of order n− 1 in λ. In the case of Sq,G, all terms are of order ε as
in the proof of Lemma 4.1, and so is the stationary phase remainder, since
they are all given as integrals in dV over [0, ε].
The second aspect of Lemma 6.4 is the calculation of the coefficients,
which is not actually needed for the proof of Theorem 1.4. Hence, we only
provide some references. The calculation of QD is essentially due to S.
Ozawa [O79, Theorem 1, Proposition 3], who used the Hadamard variational
method to calculate the coefficients in the small t expansion of the Cauchy
data of the heat kernel. See also [Mi] for special cases and corrections. The
coefficients above can be calculated by subordination of the wave kernel to
the heat kernel, once it is proved that Sq(λ, ρ) admits an expansion. A
formal calculation of the first two coefficients is also given in (4.3) of [BSS]
in dimension two.

To complete the proof of Proposition 1.1, we apply a standard cosine
Tauberian theorem 10.2 of [I80] (see Section 10, or [Ho¨r90, Lemma 17.5.6]),
where we let and T = 1. 13
Πb[0,λ](q, q) = ρ ∗Πb[0,λ](q, q) +O(λn−1). (6.7)
There is one integration in λ by comparison with (6.2), raising the orders
by 1.
6.2. Pointwise Weyl laws for cutoff Cauchy data. To prove Propo-
sition 1.5 we need the following generalized pointwise Weyl law for Cauchy
data of eigenfunctions in Section 7. We denote by Oph(a) a semi-classical
pseudo-differential operator on ∂M . We refer to [Zwo12, HZ04, TZ13,
HHHZ] for background.
Proposition 6.2. Let (M,g) be a compact Riemannian manifold with con-
cave boundary. There is a constant C depending only on (M,g) so that if
13ρ is denoted βˆ in Theorem 10.2.
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Oph(a) is a semi-classical zero order pseudodifferential operator on ∂M with
principal symbol a0(q, η) vanishing in an ε-neighborhood of the glancing set,
then for q ∈ ∂M , in the Neumann case,∑
λj∈[0,λ]
|Oph(a)ϕbj(q)|2 = λn
∫
B∗q∂M
|a0(q, ξ)|2(1− |ξ|2)− 12 dξ +Oa,ε(λn−1).
(6.8)
In the Dirichlet case,∑
λj∈[0,λ]
|Oph(a)ϕbj(q)|2 = Cλn+2
∫
B∗q ∂M
|a0(q, ξ)|2(1− |ξ|2) 12 dξ +Oa,ε(λn+1).
(6.9)
On the other hand, if the principal symbol is supported in an ε-neighborhood
of the glancing set, then in the Neumann case,∑
λj∈[0,λ]
|Oph(a)ϕbj(q)|2 = O(ε λn). (6.10)
In the Dirichlet case,∑
λj∈[0,λ]
|Oph(a)ϕbj(q)|2 = O(ε λn+2). (6.11)
Proof. The proof is very similar to that of Proposition 1.1. It only differs in
that we apply a pseudo-differential operator on the boundary first. Propo-
sition 6.2 is again proved using a cosine Tauberian theorem applied to the
Weyl sums,
Na(λ, q) :=
∑
λj∈[0,λ]
|Oph(a)ϕbj(q)|2. (6.12)
We then study the convolution,
Sa(λ, ρ) = ρ ∗ dλNa(λ, q) =
∫
R
ρˆ(t) Sa(t, q, q)e
itλdt (6.13)
where
Sa(t, q, q) :=
∑
j
|Oph(a)ϕbj(q)|2 cos tλj = Fλ→t dλNa(λ, q), (6.14)
and where ρ ∈ S(R) is as before. Thus,
Sa(λ, ρ) =
π
2
∑
j
(ρ(λ− λj) + ρ(λ+ λj))|Oph(a)ϕbj(q)|2. (6.15)
Lemma 6.3. (i) If Oph(a) is microsupported in the complement of an ε-
neighborhood of the glancing set, then
SUP NORMS OF CAUCHY DATA 31
Sa(λ, ρ) =


λn−1
∫
B∗q∂M
|a0(q, ξ)|2(1− |ξ|2)− 12 dξ +Oa,ε(λn−2). Neumann,
Cλn+1
∫
B∗q ∂M
|a0(q, ξ)|2(1− |ξ|2) 12 dξ +Oa,ε(λn). Dirichlet
(6.16)
(ii) If Oph(a) is microsupported in an ε-neighborhood of the glancing set,
then
Sa(λ, ρ) =


O(ελn−1) Neumann,
O(ε λn+1). Dirichlet
(6.17)
Proof. (Sketch) The existence of the expansions follows from the normality
of the singularity of Sa(t), which is proved in Lemma 5.2 in Section 5.2. As
in Lemma 6.1, the expansions are easily derived from those of ea in Lemma
5.3 and the corresponding symbol for the elliptic or hyperbolic regions. The
calculations of the principal coefficients in the non-glancing region are from
[HZ04, HZ12, HHHZ].
In the glancing region, ea is essentially the same as e(t, θ, q) (1.12), as
discussed in Section 5.2, and (6.6) remains valid. As in that setting, we use
the microlocal decompositions (3.5) to express Sa(t) and Sa(λ, ρ) as a sum
of terms Sa,G(λρ), Sa,EH(λ, ρ) as in Lemma 5.1, and find that
Sa,G(λ, ρ) =
∫
R
∫
R
ρˆ(t)eitλeitθe(t, θ, q)dθdt,
and similarly for Sq,EH with eEH(t, θ, q) replacing e(t, θ, q). Changing vari-
ables θ → λθ produces a semi-classical oscillatory integral with phase t(1+θ).
The phase is non-degenerate with only one critical point at θ = −1, t = 0,
and by stationary phase, one has complete asymptotic expansions

Sa,G(λ, ρ) ≃ ρˆ(0) e(0,−λ, q) + · · ·
Sa,EH(λ, ρ) ≃ ρˆ(0) eEH(0,−λ, q) + · · · ,
(6.18)
where we omit the lower order terms arising from the Hessian operator
expansion of stationary phase for brevity. In particular, Sq,G, Sq,EH are
symbols of order n− 1 in λ. In the case of Sq,G, all terms are of order ε as
in the proof of Lemma 4.1, and so is the stationary phase remainder, since
they are all given as integrals in dV over [0, ε].

We again apply the cosine Tauberian theorem (10.2) with ρ = βˆ and
T = 1 to complete the proof.
Another way to check the O(ε) is as follows: In the notation of (6.8),
where η ∈ B∗q∂M is the projection of a unit covector ξ ∈ T ∗qM to Tq∂M
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making an angle of ≤ ε. The sector corresponds to
√
1− |η|2 ≤ ε in B∗qM
or to
√
τ2 − |η|2 ≤ ετ2 in the homogeneous model. Hence, using polar
coordinates |ξ| = r in B∗qM , the integral is bounded by
∫ 1√
1−ε2(1−r)−
1
2 dr =
O(ε) in the Neumann case and by
∫ 1√
1−ε2(1 − r)
1
2 dr in the Dirichlet case.
It follows that the terms obtained as boundary values in the integration by
parts are also of order ε.

7. Sup norm bounds for Cauchy data: Proof of Theorem 1.4
We now complete the proof of Theorem 1.4, following the outline of that
in [SZ02]. The theorem follows from Proposition 1.5, but in fact it suffices
to prove a somewhat weaker statement, Lemma 7.1 below. After proving
this Lemma and Theorem 1.4 we prove the stronger asymptotic result of
Proposition 1.5.
We define the boundary billiard loop-length function on the unit co-ball
bundle B∗∂M by
L∗(q, η) =


inf{t > 0 : Φt(q, ξ) = q, if q is a loop point},
∞, if no such t exists.
(7.1)
where ξ ∈ S∗qM is the unit co-vector projecting to η ∈ B∗q∂M and where
Φt is the billiard flow on T ∗M . L∗ is homogeneous of degree zero, so it is
natural to consider the restriction of L∗ to unit covectors to M along ∂M .
Note that L∗ is a lower semicontinuous function, or equivalently that the
function 1/L∗(q, η), which is defined to be zero when L∗(x, ξ) = +∞, is an
upper semicontinuous function.
We introduce a cutoff ρˆ ∈ C∞0 (R), which as above is a positive even
function such that ρˆ is identically 1 near 0, has support in [−1, 1] and is
decreasing on R+. We also define ρT by ρˆT (t) = ρˆ(
t
T ), so that supp ρˆT ⊂
(−T, T ). To prove Theorem 1.4 it suffices to prove
Lemma 7.1. If |Lq| = 0, then for all ε > 0 there exists a neighborhood
N (q, ε) ⊂ ∂M and a time T0(ε) so that for T ≥ T0(ε),
∞∑
j=0
ρ
(
T (λ− λj)
)|ϕbj(q′)|2 ≤ ελn−1, if q′ ∈ N (q, ε), and λ ≥ Λ. (7.2)
Before proving Lemma 7.1, we show that it implies Theorem 1.4.
Indeed, we observe that for fixed q ∈ ∂M and any ε > 0, one can find a
neighborhoodNε(q) of q and an Λε(q) so that when λ ≥ Λε(q) and y ∈ Nε(q)
we have |R(λ, y)| ≤ ελn−1. This implies that |ϕbj(y)| ≤ ελ(n−1)/2j if y ∈ Nε(q)
and λ ≥ Λε(q). Since M is compact and since the open sets {Nε(q)} form
open cover of M , we may choose a finite subcover and extract the largest
Λε(q). For this Λε, Lemma 7.1 gives
|ϕbj(q)| ≤ ελ(n−1)/2j , λj ≥ Λε. (7.3)
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Since Λε depends only on ε, it follows that supq∈∂M |ϕbj(q)| = o(λ(n−1)/2j ),
as stated in Theorem 1.4.
7.1. Proof of Lemma 7.1.
Proof. We consider the smoothed restricted Weyl sum (6.4)
Sq(λ, ρT ) := ρT ∗ dλΠ[0,λ](q, q) = 1T
∫
R
EbB(t, q, q)ρˆ(
t
T )e
−itλdt
=
∑
j(ρ(T (λ− λj)) + ρ(T (λ+ λj))|ϕbj(q)|2.
(7.4)
As in [SZ02], the ρ(T (λ+ λj)) term contributes O(λ−M ) for all M > 0 and
therefore may be neglected. To prove Lemma 7.1 it suffices to show that for
any T ,
|Sq′(λ, ρT )| ≤ ελn−1 +OT (λn−2), q′ ∈ N (q, ε). (7.5)
If |Lq| = 0, then
LTq =
{
ξ ∈ S∗q,inM : Φt(q, ξ) ∈ S∗qM for some t ∈ [−T, T ]\{0}
}
is closed and of measure zero. For a given T > 0, we can therefore construct
a pseudodifferential cutoff
χT (q,D) : L
2(∂M)→ L2(∂M)
with the property that χT is microsupported in the set where L
∗(q, η) >> T
and 1 − χT has small support. Thus, given ε0 > 0, we can find a χT ∈
C∞(B∗∂M) so that
0 ≤ χT ≤ 1,
∫
B∗q∂M
(1− χT ) dσ < ε0, LTx ∩ suppχT = ∅. (7.6)
In fact, we may construct χT (q, η) ∈ C∞0 (B∗∂M) so that∫
B∗q ∂M
(1− χT )(q, η)dσ(η) ≤ 1/T 2, (7.7)
and
|L∗(q, η)| ≥ T, on supp χT .
We also denote by χT (q,D) = Op~(χT ) its quantization as a semi-classical
pseudo-differential operator on ∂M with the sequence of Planck constants
~j = λ
−1
j . That is, χT (q,D) is a semi-classical pseudo-differential opera-
tor with symbol χT (q, η) (see e.g. [Zwo12] for background on semi-classical
pseudo-differential operators, and [CTZ12, TZ13, TZ09, HHHZ] for back-
ground in the context of this article.)
We then use a semi-classical microlocal cutoff χεh(x,D) on ∂M to a conic
ε neighborhood of the glancing set to decompose
Πb[0,λ](q, q) = Π
≤ε,b
[0,λ] +Π
≥ε,b
[0,λ]
into a glamcing term Π≤ε,b
0,λ]
= χεh(x,D)Π
b
[0,λ](q, q
′)|q=q′ microlocalized to
an angle ≤ ε around the glancing set and the complementary hyperbolic
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term Π≥ε,b[0,λ] using (I − χεh(x,D)). We further decompose Π≥ε,b[0,λ] by using a
microlocal cutoff to a neighborhood of the union of loops of length ≤ T
cut out; (iii) the complementary hyperbolic term mirolocalized to loops of
length ≤ T :
Π≥ε,b[0,λ] (q, q) = [(χT (q,D) + (I − χT (q,D)) ◦Π≥ε,b[0,λ]◦
◦(χT (q,D) + (I − χT (q,D))](q, q).
(7.8)
There are two types (I, II) of terms among the four in (7.8). The first
type I (of which there are three terms) has at least one factor of χT (on
either side of Πb[0,λ]). The second type (of which there is just one term) has
the form
(I − χT (q,D))) ◦Πb[0,λ] ◦ (I − χT (q,D)))](q, q). (7.9)
The first type of term can be dealt with entirely by wave front set consid-
erations. The second is more complicated but can be dealt with by Lemma
4.1.
We break up the analysis into one for short times and one for the rest.
We fix an even function
β ∈ C∞0 (R) which equals one on [−2δ, 2δ].
The analysis for small times [−δ, δ] involves the short time parametrix and
pointwise Weyl laws discussed in §6 and §6.2 while for times |t| ≥ δ it is not
necessary to construct a parametrix.
7.2. Glancing terms.
Lemma 7.2. Let χ be the pseudo-differential operator cutting off to ε neigh-
borhood of the glancing set. Then∑
ρ(λ− P )|χej(q)|2 ≤ Cελn−1.
Proof. The statement follows from Lemmas 6.1 or 6.3. The left hand side
equals ∫∫
ρˆ(t)e−itθe(t, q, θ)eitλdtdθ,
which is (6.5) (up to a sign), and by Lemma 4.1 and (4.11),
e(0, λ, q) = O(ελn−1) +Oε(λn−2).

7.3. Terms of both type I and II for |t| ≤ δ. Here we do not gain from
using the cutoff χT since δ is less than the minimal loop length and the only
singularity is at t = 0. We must use the analysis of the singularity at t = 0
in §6 and §6.2.
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Sublemma 7.3. For T ≥ 1,∣∣∣∣ 12πT
∫
β(t)ρ(t/T )EbB(t, q, q) e
−itλ dt
∣∣∣∣ ≤ CT−1λn−1.
Proof. For T ≥ 1,∣∣∣∣ 12πT
∫
β(t)ρ(t/T ) eitτ dt
∣∣∣∣ ≤ CNT−1(1 + |τ |)−N , N = 1, 2, 3, . . . .
Hence,∣∣∣∣ 12πT
∫
β(t)ρ(t/T )EbB(t, q, q) e
−itλ dt
∣∣∣∣
≤ CT−1
∞∑
j=0
(1 + |λ− λj |)−n−1(ϕbj(q))2 = O(T−1λn−1).
Here, we used that∑∞
j=0(1 + |λ− λj |)−n−1(ϕbj(q))2 =
∫
(1 + (λ− µ)−n−1dµΠb[0,µ](q, q)
=
∫
(1 + (λ− µ)−n−1dµ(µn +R(µ, q))
= n
∫
(1 + (λ− µ)−n−1µn−1+
+ (n− 1) ∫ (1 + (λ− µ)−n−2|R(µ, q)|dµ
≤ 2n ∫ (1 + (λ− µ)−n−2µn−1dµ = O(λn−1).
In the last line we used the remainder estimate in the pointwise Weyl law
in Proposition 1.1. 
7.4. Terms of type I for |t| ≥ δ. In this section we prove,
Sublemma 7.4.
1
2πT
∫ (
1− β(t))ρ(t/T ) (χT (q,D) ◦ EbB)(t, q, q) e−itλ dt = OT (1). (7.10)
Proof. The estimate follows immediately from the fact that
EbB(t)χT (q,D)
∗(q, q), χT (q,D) ◦EbB(t, q, q) ∈ C∞(0, T ). (7.11)
To see this, let d∂M denote the Riemannian distance along ∂M , and let
T (j)(q) be the length of the interior billiard trajectory corresponding corre-
sponding to the billiard orbit starting at q and ending at βj(q). By assump-
tion,
min
η∈suppχ d∂M (q, β
k(q, η))) > 0, if
k∑
j=0
T(j)(q, η)) < T
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and so there must be a neighborhood N of q in ∂M so that if q′ ∈ N then
{βj(q′, η), 0 < j ≤ k s.th.
k∑
j=0
T (j)(q′, η)) < T} /∈ N , if η ∈ suppχ.
Therefore by (2.5)-(2.6),(
χT (q,D) ◦ EbB
)
(t, q, q) ∈ C∞({δ ≤ |t| ≤ T} ×M). (7.12)
Taking the Fourier transform of the smooth function (7.11) completes the
proof.

Remark 7.5. Alternatively, the Lemma follows from wave front considera-
tions (i.e., (2.6)) and the fact that L∗(q, η) >> T on the support of χT (q, η).
7.5. Terms of type II for δ ≤ |t| ≤ T .
Sublemma 7.6. With the above notation,∣∣∣∣ 12πT
∫ (
1− β(t))ρ(t/T )EbB(t, q, q) e−itλ dt
∣∣∣∣ ≤ CT√ε0 λn−1 +OT (λn−2).
(7.13)
Proof. In view of SubLemma 7.4 we may insert (I −χT (q,D)) to the left of
EbB(t, q, q
′).
We define
mT,β(τ) =
1
2πT
∫ (
1− β(t)) ρ(t/T ) eitτ dt.
The left side of Sublemma 7.6 equals∣∣∣ ∞∑
j=0
mT,β(λ− λj) ((I − χT (q,D))ϕbj)(q)ϕbj(q)
∣∣∣.
Since mT,β ∈ S(R), we can use the Cauchy-Schwarz inequality to see that
for every N = 1, 2, 3, . . . this is dominated by a constant depending on T , β
and N times( ∞∑
j=0
(1+ |λ−λj |)−N |(I−χT (q,D))ϕbj(q)|2
) 1
2
( ∞∑
j=0
(1+ |λ−λj |)−N |ϕbj(q)|2
) 1
2 .
The statement then follows from (7.7), (7.10), and in particular from the
pointwise cutoff local Weyl laws of Proposition 6.2 (see (6.8)) for the non-
glancing part.

7.6. Completion of the proof of Lemma 7.1 and Theorem 1.4.
Lemma 7.1 follows from Lemma 7.2, from (7.4), Sublemma 7.3, and from
Sublemma 7.6. As explained at the start of the proof, Lemma 7.1 implies
Theorem 1.4.
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7.7. Tauberian theorem and conclusion of the proof of Proposition
1.5. To prove Proposition 1.5 we apply the Tauberian theorem 10.2 to the
three terms, one the glancing part and two from the hyperbolic part; there
should be four terms from the hyperbolic part, but as above we neglect the
‘off-diagonal’ ones since they are smaller. We give the details because the
purpose now is to get good remainder estimates. As above, let β ∈ C∞0 (R),
β = 1 for |t| ≤ 2δ, β = 0 for |t| ≥ 1 and βT (t) = β(t/T ). Let

eI(λ) = Π
≤ε,b
[0,λ] (q, q) =
∑
j:λj≤λ |χej(q)|2
eII(λ) = (χT (q,D)Π
≥ε,b
[0,λ] (χT (q,D)(q, q),
eIII(λ) = ((I − χT (q,D)))Π≥ε,b[0,λ] (I − χT (q,D))(q, q).
All three terms depend on (ε, T ). We use the previous notation ε0, resp. ε
for the cutoff angles to the loopset of length ≤ T , resp. the glancing set.
For each of the three spectral functions e(λ), there exist asymptotic ex-
pansions of ρ ∗ de(λ) of the form∫ ∞
0
ρT (λ− µ)de(µ) = a0λd−1 + a1(d− 1)λd−2 + o(λd−2).
For the hyperbolic terms eII , eIII , the expansions are essentially standard
pointwise asymptotics in [I80, HZ12, HHHZ], since the wave group is a stan-
dard Fourier integral operator in the hyperbolic region. The new expansion
of this article (following [M]) is for the glancing term eI , given in Lem-
mas 6.1, 6.3 and 7.2. By the Tauberian theorem 10.2, a non-decreasing
function satisfying |e(λ)| ≤ λd. Each satisfies
|e(λ) − a0λd − a1λd−1| ≤ Ca0
T
λd−1 + o(λd−1).
where the estimates of a0T are as follows

ρ ∗ deI(λ) : a0 ≤ Cε, Lemmas 6.1, 6.3 and 7.2
ρT ∗ eII(λ) : a0 ≤ CT√ε0 SubLemma 7.6
ρT ∗ εIII(λ) :≤ CT−1, SubLemma 7.3.
These esimates immediately imply Propositions 1.1 and 1.5.

7.8. A remark. We make a remark on assumption [M, (1.3)].
Melrose assumes in [M, (1.3)] that for t 6= 0 the generalized broken geo-
desic flow Φt fixes no points of S∗∂M , i.e. tangential directions to ∂M . That
is, he assumes there are no geodesic loops starting in a tangential direction
to the boundary which return tangentially. He notes that it is a generic
property of manifolds with concave boundary. But examples exist, such
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as complements of polar caps on spheres, since there exist closed geodesics
which touch the boundary tangentially.
This assumption is only used in [M, Section 4] to eliminate possible singu-
larities of the wave trace e(t) = Tr cos t
√−∆ due to closed geodesics which
intersect the boundary tangentially. The assumption eliminates the need
to analyze the form of the wave trace singularities due to such diffractive
geodesics.
The assumption is not necessary in this article, because we do not need
to calculate the coefficients of the singularities at glancing loops. We only
use the glancing part of the parametrix to prove normality at t = 0 of the
singularity and to obtain upper bounds. In Theorem 1.4 we cut out all
closed loops, including any that might touch the boundary tangentially at
beginning and end.
8. Saturating example: Hemisphere of Sn
We now construct examples on the Hemisphere Sn+ of the unit sphere
in Rn+1 which saturate the Cauchy data sup norm bounds. Let σ(x) =
(x′, xn)→ (x′,−xn) denote the isometric involution of Sn through the equa-
tor. to get even/odd eigenfunctions.
Let ZqN denote the (L
2 normalized) zonal spherical harmonic on Sn of
degree N with pole at q ∈ ∂Sn+. Up to L2 normalization ZqN = ΠN (·, q),
where ΠN : L
2(Sn) → HN is the orthogonal projection to the spherical
harmonics of degree N. To obtain a Neumann / Dirichlet eigenfunction we
average it relative to σ to get
ΦqN :=


1
2(Z
q
N (x
′, xn) + Z
q
N (x
′,−xn)), Neumann
1
2(Z
q
N (x
′, xn)− ZqN (x′,−xn)), Dirichlet
To see that ΦNq extremizes the sup norm in the Neumann case, it suffices
to observe that its value at q is the same as that of ZqN . Indeed, up to
L2 normalization, ΦNq equals
1
2(ΠN (x, q) + ΠN (σ(x), q)) in the Neumann
case. The latter is well-known to saturate the sup-norm bound (see [SZ] for
background).
The Dirichlet case is more complicated since the normal derivative of ΦqN
vanishes at q. Indeed, the normal derivative is the same as its ∂xn-derivative
at the equator ∂Sn+ and vanishes at q since Z
q
N has a critical point at q.
However, we can see that ∂νΦ
q
N (q
′) asymptotically saturates the sup-norm
bound for certain q′ ∈ ∂Sn+ at a distance 1N from q.
As noted above, ΦqN (x
′, xn) is the L2 normalized orthogonal projection
ΠN(x, q). As is well-known, the latter is a certain Legendre polynomial
PnN (〈x, q〉) of the inner product 〈x, q〉 in the ambient Rn+1. We have 〈q, q′〉 =
cos r(q, q′) where r(q, q′) is the distance in Sn. Specifically, PnN (t) is given
by the Rodrigues’ formula and solves the Legendre equation,
(1− t2)P ′′N + (1− n)tP ′N +N(N + n− 2)PN = 0.
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Here, t = cos r and the pole corresponds to t = 1. As the picture below
illustrates when the dimension n = 2, PN (x) takes its maximum at t = 1
and takes its maximal slope within 1N of t = 1. The technical complication is
that one must multiply the slope of the Legendre function by the derivative
of its argument 〈x, q〉.
Along ∂Sn+, ∂νyΦ
q
N (y) = ∂xnΦ
q
N(y
′, 0). Since Φq is a radial function in
r(q, ·), ∂xnΦqN (y′, 0) = ∂rPN (cos r) along ∂Sn+. Since ∂∂rf(cos r) = f ′(cos r) sin r =
f ′(t)
√
1− t2,
2∂νqΦ
q
N (x) = ∂xn [P
n
N (〈q, x〉 − PnN (〈q, σ(x)〉]
= P ′N (〈q, x〉)∂xn〈q, x〉 − P ′N (〈q, σ(x)〉)∂xn 〈q, σ(x)〉
= 2P ′N (〈q, (x′, 0)〉∂xn〈q, (x′, xn)〉 = 2P ′N (t)
√
1− t2.
Thus, we need to show that P ′N (t)
√
1− t2 times the L2 normalizing constant
of PN saturates the sup norm bound N
1+n−1
2 at a point tN close to 1. The
normalizing constant is given by:
||PnN ||2L2 =
ωn−1
ωn−2
1
m(n,N)
wherem(n,N) is the dimension of the space of spherical harmonics of degree
N in dimension n ≃ Nn−1, and ωm is the surface volume of Sm.
To prove the saturation bound, we use classical identities for Legendre
functions. One has the recursion relation,
Pn+2N−1(t) =
(n− 1)/2
(−N)(N + n− 2)
d
dt
PnN (t) ⇐⇒
d
dt
PnN (t) =
(−N)(N + n− 2)
(n− 1)/2 P
n+2
N−1(t).
Note that ZqN =
PnN
||PnN || = Cn
√
m(n,N)PnN . All told,
∂νΦ
q
N (q
′, 0) = Cn
√
m(n,N) ddtP
n
N (t)
√
1− t2
= C ′n
√
m(n,N) (−N)(N+n−2)(n−1)/2 P
n+2
N−1(t)
√
1− t2
= C ′n
√
m(n,N)√
m(n+2,N−1)
(−N)(N+n−2)
(n−1)/2 Z
n+2
N−1(cos r) sin r.
Note that
√
m(n,N)√
m(n+2,N−1) ≃ N
−1 and (−N)(N+n−2)(n−1)/2 ≃ N2 so this is≥ NZn+2N−1(cos r) sin r.
It is well-known that ||ZnN ||∞ ≃ N
n−1
2 , and so
||Zn+2N−1||∞ ≃ N
n+1
2 ≃ N ||ZnN ||∞.
But we need to deal with the factor of sin r.
We now choose q′ = qN so that
• (i) CN ≤ r(q, qN ) ≤ 1CN ,
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• (ii) Pn+2N−1(tN ) ≥ CN
n+1
2 .
The first condition (i) implies that sin r(q, qN ) ≥ CN and so
∂νΦ
q
N (qN , 0) ≥ C ′nPn+2N−1(tN ), tN = cos r(q, qN ) ≃ 1− (
C
N
)2.
To complete the proof, we show that there exists C > 0 so that also (ii)
holds. Indeed, there is a uniform lower bound for Pn+2N−1 of order N
n+1
2 on
any interval of length C
N2
around t = 1 and therefore on any interval of the
form [1 − C
N2
, 1 − ε
N2
] where C > ε. On such an interval both (i) and (ii)
hold, implying the desired result,
|∂νΦqN (qN , 0)| ≃ NN
n−1
2 .
9. Appendix on Airy functions
Here we recall the basic definitions and facts regarding Airy functions,
referring to [MT] for background.
Ai(z) =
1
2πi
∫
L
ev
3/3−zvdv,
where L is any contour that beings at a point at infinity in the sector −π/2 ≤
arg(v) ≤ −π/6 and ends at infinity in the sector π/6 ≤ arg(v) ≤ π/2. In
the region | arg z| ≤ (1 − δ)π in C − {R−} write v = z 12 + it 12 on the upper
half of L and v = z
1
2 − it 12 in the lower half. Then
Ai(z) = Ψ(z)e−
2
3
z3/2
with
Ψ(z) ∼ z−1/4
∞∑
j=0
ajz
−3j/2, a0 =
1
4
π−3/2.
Set
A±(s) = Ai(e±
2pii
3 s).
Let
Φ±(z) =
A′±(z)
A±(z)
. (9.1)
One has
A′±(z)Ai(z) −Ai′(z)A±(z) = c±
hence
Φ± − Φi(z) = c±[A±(z)Ai(z)]−1.
The Airy quotients satisfy the nonlinear ODE
Φ′(z) = z − Φ(z)2, Φ = Φi(z), or Φ±(z).
Also
Φ±(z) = ω∓2Φi(ω∓2(z)).
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The poles of Φ+ lie on e
−ipi/3[−s0,∞] in the fourth quadrant (s0 < 0). The
poles of Φ−(z) lie on eipi/3[−s0,∞] in the first quadrant. Outside any conic
neighborhood of these rays,
Φ±(z) ∼ z 12
∞∑
j=0
b±j z
−3j/2, |z| → ∞.
One has
Φ+(z) = Φ−(z¯), b±0 = 1.
It follows that the Airy quotient Φ± is a classical symbol of order 12 .
|DjA
′±
A±
(ζ)| ≤ Cj(1 + |ζ|)
1
2
−j,
and
A′±
A±
(ζ) ∼
∑
j≥0
a±j ζ
1
2
− 3j
2 , Re ζ →∞.
As stated in Section 3.5, if we substitute β0 for ζ then Φ±(β0) ∈ S
1
3
1
3
,0
.
Note that the asymptotic expansions for aG, bG in Section 3.5 involve
Φ−1± =
A±
A′±
, and its composition with β0 has order −13 .
10. Appendix on Tauberian theorems
A model Fourier Tauberian theorem from [Ho¨r90, Lemma 17.5.6] is the
following:
Lemma 10.1. Suppose that µ is a non-decreasing temperate function sat-
isfying µ(0) = 0 and that ν is a function of locally bounded variation such
that ν(0) = 0. Suppose that ϕ ∈ S(R) is a fixed positive function satisfying∫
ϕ(λ)dλ = 1 and ϕˆ(t) = 0, t /∈ [−1, 1]. If ϕa(τ) = a−1ϕ( τa ), 0 < σ ≤ σ0,
assume that for λ ∈ R
|dν(τ)| ≤M0(|τ |+ a0)n−1dτ, (10.1)
and that
|((dµ − dν) ∗ ϕa)(τ)| ≤M1(a1 + |τ |)κ, (10.2)
for some a0, a1 ≥ a and κ ∈ [0, n − 1]. Then
|µ(λ)− ν(λ)| ≤ Cm
(
M0a(1 + |λ|)n−1 +M1(a+ |λ|)(a1 + |λ|)κ
)
(10.3)
where Cm is a uniform constant.
It implies the following version stated in Ivrii [I80].
Theorem 10.2. Let β ∈ C∞0 (R), β = 1 for |t| ≤ 12 , β = 0 for |t| ≥ 1 and
βT (t) = β(t/T ). Let e(λ) be a non-decreasing function satisfying |e(λ)| ≤ λd.
Then if ∫ ∞
0
βˆT (λ− µ)de(µ) = a0λd−1 + a1(d− 1)λd−2 + o(λd−2),
42 CHRISTOPHER D. SOGGE AND STEVE ZELDITCH
then
|e(λ) − a0λd − a1λd−1| ≤ Ca0
T
λd−1 + o(λd−1),
where C depends only on the dimension d and on β.
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