We present a framework for program analysis of languages with procedures which is general enough to allow for a comparison of various approaches to interprocedural analysis. Our framework is based on a small-step operational semantics and subsumes both frameworks for imperative and for logic languages. We consider reachability analysis, that is, the problem of approximating the sets of program states reaching program points. We use our framework in order to clarify the impact of several independent design decisions on the precision of the analysis. Thus, we compare intraprocedural forward accumulation with intraprocedural backward accumulation. Furthermore, we consider both relational and functional approaches. While for relational analysis the accumulation strategy makes no di erence in precision, we prove for functional analysis that forward accumulation may lose precision against backward accumulation. Concerning the relative precision of relational analyses and corresponding functional analyses, we exhibit scenarios where functional analysis does not lose precision. Finally, we explain why even an enhancement of functional analysis through disjunctive completion of the underlying abstract domain may sometimes lose precision against relational analysis.
Introduction
Static analysis aims at computing statements about the runtime behavior of a program without actually executing the program. Program analysis can be used to guarantee validity of semantic preconditions for optimizing program transformations. Since this type of analysis is to be included into real application systems, namely compilers or program development environments, it should be both fully automatic and su ciently e cient. No user is willing to wait for hours (or even for minutes) to receive the answer to her query or get her program compiled. In general, however, the answer for every non-trivial question about programs is uncomputable. Therefore, the \art" of program analysis consists in nding acceptable compromises: providing suciently \precise" answers in a reasonable amount of time. This paper studies some design choices together with their impacts on precision in the area of analysis of imperative procedural languages as well as logic languages like Prolog.
The main analysis question we are interested in asks for the set of values reaching certain program points when the program is executed. Such an analysis is also called reachability analysis. Since the programming languages we are interested in provide the concept of procedures, it turns out to be useful as an auxiliary question to ask for the e ects of procedures. Let us call this type of analysis e ect analysis. Determining the e ects of procedures can be based on an abstraction of the denotational semantics of the program as in 13, 32, 41, 8, 9] . Execution of programs, however, and reachability of program points with states are essentially operational notions. As an illustration, consider the following (admittedly contrived) program: s p(a); s p(b) p(X)
The set of ( nite) SLD evaluation trees for s is empty, since evaluation of s never terminates. Nonetheless during this non-terminating computation, predicate p is iteratively called with input substitution fX 7 ! ag. A meaningful reachability analysis therefore is obliged to report this fact (or its abstractions). It is exactly for this kind of situation where a small-step operational semantics has been favored 11, 46] . The small-step operational semantics of recursion is most naturally modeled by pushdown automata (PDAs). Related concepts have successfully been used for imperative languages 49, 33, 2, 4] as well as for Prolog 39, 16, 17] .
In order to derive an analysis engine, this framework proceeds in three stages. In the rst stage, the concrete operational semantics is simulated by an abstract operational semantics 46]. Ideally, while preserving the control structure, we would only \abstract" data and the operations on data. Then, our analyzer simply needs to execute this abstract version of the program. Abstraction of data, however, introduces loss of information implying that evaluation of conditions may no longer allow us to determine precisely the branches taken at runtime. A safe choice at hand therefore is to abstract conditional branching by non-determinism. The somewhat surprising consequence is that, despite the apparent di erences in the concrete semantics, the abstract operational semantics of deterministic procedural languages like C and the non-deterministic procedural language Prolog are (conceptually) identical.
This rst derivation step of the framework has transformed analysis problems for the concrete semantics into corresponding analysis problems for the abstract operational semantics. In the second stage, a system of (in-)equations is selected which (more or less precisely) characterizes the property to be analyzed. In the last stage, a standard solver is applied to compute a (least) solution of the system of (in-)equations.
Such solvers have systematically been studied in 6, 20, 8, 22, 23] . Therefore, we concentrate here on the second stage, that is, the design decisions for an analysis once the abstract operational semantics of a program is xed. The main contributions of our paper are:
By giving a uni ed framework applicable to imperative as well as logic languages we hope to bridge the gap between two communities that usually do not know much from each other; By basing our framework on a small-step operational semantics, we both derive and prove correct not only e ect analysis but also reachability analysis { a topic which has been often treated quite carelessly; Besides presenting known analyses we also succeed in deriving completely new ones.
The main motivation, however, for our uni ed framework is to enable us to elegantly compare di erent approaches w.r.t. their relative precisions. Thus,
We compare two approaches to reachability analysis: both start from a system of inequations for e ect analysis; while the rst one extends the system of inequations by adding further variables and inequations, the second one leaves the system unchanged and applies local xpoint computation instead; We clarify the impact of the design decision of using \backward accumulation" instead of usual \forward accumulation"; We derive scenarios where computing with sets (\relational analysis") gains nothing over computing with individual abstract values (\functional analysis"); and We explain why enhancing a functional analysis by applying disjunctive completion to the abstract domain as suggested in 24] may still lose precision against relational analysis.
The overall structure of our paper is as follows. Section 2 introduces interprocedural control-ow graphs which are used as a meta-language for program analysis. As an example, Section 3 presents a translation of (a pure subset of) Prolog into this meta-language. Section 4 introduces our notion of pushdown automata and shows how they can be used as a formal model for the operational semantics. Section 5 introduces the notion of \simulation" between PDAs. Sections 7 and 8 consider systems of inequations for e ect analysis.
Section 7 systematically derives systems of inequations with forward accumulation, whereas Section 8 systematically derives systems of inequations with backward accumulation. In particular, we prove that relational analysis (either with forward accumulation or backward accumulation) is \optimal" in the sense that the respective analysis problems are precisely solved. Section 9 is devoted to reachability analysis. We present two ideas: rst, reachability through application of local solvers, and second, reachability through extension of systems of inequations for e ect analysis. We determine that, in general, reachability analysis based on local solvers is more precise than reachability based on extensions of systems of inequations for functional e ect analysis. Section 10 compares the systems of inequations with forward accumulation and those using backward accumulation w.r.t. precision. In Section 11 we study scenarios where relational analysis essentially computes no more information than functional analysis. To this end we critically review a scenario already suggested for imperative languages, as well as present new scenarios where coincidence can be proved. One of these scenarios turns out to be especially well-tailored for the analysis of Prolog programs. Finally, the comparison of relational analysis with functional analysis, enhanced with disjunctive completion is included in Section 12.
This work has been presented as a tutorial at ETAPS'98. A condensed version of Sections 2-10 is presented in 48]; a short abstract of Section 12 occurs as 47].
2 The Meta-Language
In this paper, we consider programming languages where programs can be separated into a speci cation of control-ow and a speci cation of data-ow. Control-ow de nes a set of program points together with those sequences of program points which are (formally) possible program executions. In the presence of procedures, control-ow is most conveniently described through interprocedural control-ow graphs (interprocedural CFGs). Given a speci cation of control-ow, data-ow indicates what kind of operations are executed during program execution when passing from one program point to another. Here, such a speci cation is called behavior.
Formally, an interprocedural control-ow graph consists of a nite set Proc of procedures together with a collection G p ; p 2 Proc, of disjoint intraprocedural control-ow graphs. We assume that there is one special procedure main with which program execution starts. The intraprocedural control-ow graph G p of a procedure p consists of the following components:
A set N p of program points;
A special entry point s p 2 N p ; for simplicity, we denote s p by p itself; where p is a predicate, and consists of a sequence of goals. A goal in either is a literal like q(X i 1 ; : : : ; X im ) (with predicate q and pairwise distinct variables X i j ) from Lit or a basic goal from Builtin like X i = t or true. Thus, 2 (Lit Builtin) .
In order to extract control-and data-ow from such programs, we view each predicate p as a procedure whose procedure body is given by the clauses for p. Thus as presented in the introduction. In order to meet our syntactical restrictions, we renamed the main procedure s as main and made the uni cations X = a and X = b explicit. The corresponding (interprocedural) control-ow graph is given in Figure 1 . There, we also attached the corresponding goals of edges as labels. This is convenient since, according to our generic semantics of Prolog, the behavioral functions for edges can directly be generated from these labels. Also, we listed the formal parameters of procedures inside the entry nodes. We should have added the sets of local variables to the corresponding declaration edges as well. The latter, however, has been omitted for better readability of the diagrams. Similar decorations of control-ow graphs with pieces of source code are useful for imperative languages as well. 2
In order to reduce the number of arguments, we will write in the following the rst arguments to behavioral functions (that is, arguments of Return or Edge) as subscripts. In the latter case, u corresponds to the program point in the currently active procedure, whereas each d j ; e j ] represents the stacked frame for a call whose evaluation has been started but not yet completed.
Limitations and Extensions
Our approach to the construction of a small-step operational semantics is no longer applicable if more complicated forms of control-ow must be considered. Therefore, it fails for back-tracking in the presence of side e ects on some global state, for instance through arbitrary assert and retract (see 9] or 38] for a generalization in this direction). It also fails in the presence of multiple threads which communicate through channels or shared variables. 
Questions about Program Behavior
The most general questions to be asked about program behavior refer to properties of execution paths. A well-known analysis of that type for imperative programs is to determine whether along every execution path reaching a program point the value of a certain expression has been computed and still is available. Here, however, we only consider analyses referring to properties of program states at program points. More speci cally, we are interested in the following two questions: 6 From PDAs to Algorithms
The PDA for the abstract operational semantics may be directly used to determine (approximate) answers to our analysis problems. A major di culty therein is that, in presence of recursive procedures, the number of reachable con gurations is in nite { even when the set of abstract states is nite. Hence, a naive implementation based on direct execution of PDAs may never terminate. In order to obtain a safe result after a nite number of steps, the PDA must be equipped with a detection method of (possible) non-termination together with some widening strategy for this case.
Another systematic way of avoiding non-termination consists of approximating the in nitely many con gurations of the PDA by nitely many more abstract ones beforehand. This is the basic idea of the call-string approach of Sharir and In this presentation we will not follow these two approaches. Instead we systematically explore the design space of algorithms that avoid both kinds of further abstraction steps. The key idea is to attach to every procedure p a transformer on states denoting the e ect of p on the state when p is called.
Note that this approach has been pioneered by Sharir and Pnueli as well 49].
Our main technique for computing these transformers consists of nding (and later-on solving) suitable systems of inequations. An alternative and (essentially) equivalent approach relies on equations. We prefer inequations here, since they directly emerge from the graphical representation of programs as interprocedural CFGs and liberate us from ugly considerations about degen- of inequations has at least one solution, namely, the trivial one, mapping every variable to >. Here we are interested in as small solutions as possible: the smaller a value, the higher is the precision. Each system C of inequations considered in this paper has a unique least solution which is denoted by C] ].
A typical inequation could state that the transformer f subsumes the composition of the transformers g 1 and g 2 . This fact can be denoted as:
(1)
Equivalently, we can express this fact by the following set of inequations:
The rst representation is well-suited in case where the transformers f; g 1 and g 2 can be succinctly represented as a whole and operations on these like composition can be computed e ciently. Indeed, this is quite frequently the case for imperative languages. (3) is that not all variables y f;d of a transformer f necessarily contribute to the questions the analysis is going to answer. Therefore, the least solution of the possibly huge system of inequations need to be only partially computed. This idea is exploited by local solvers 6,22,23] (see Section 9).
Instead of using the somewhat clumsy representation (3) which is good for implementation but shifts everything one level down into the indices, we prefer to stick to the more readable representation (2) and keep in mind that in fact each transformer application represents a variable. Analogously, we will also feel free to avoid for other index sets I the construction of sets of variables like fy i j i 2 Ig and use I directly as a set of variables.
Let us begin with an (auxiliary) e ect analysis. There are two independent design choices for systems of inequations:
(1) whether to compute e ect information for all program points (\backward accumulation") or whether to compute the e ects of procedures only and to use same-level reachability for accumulating these intraprocedurally (\forward accumulation"); We start with the more conventional approach of forward accumulation.
Forward Accumulation
The basic idea of forward accumulation is that computing the e ect of procedures is reduced to solving another analysis problem, namely, same-level 
Functional Analysis
As for forward accumulation, let us now study the impact of widenings. 
We start with this second approach.
Variable Dependences
Let us introduce the following proviso:
(R) For every procedure p and and every program point v 2 N p , there is a path in G p from v to a return point of p.
Proviso (R) states that intraprocedural CFGs are \well-formed" in the sense that all syntactical dead ends have been removed.
Let C denote a system of inequations with a (not necessarily least) solution
. Assume furthermore that we are given a set X of \interesting" variables.
We consider the set dep(X; ) of variables on which the values of for x 2 X Example 8 Consider the trivial program whose interprocedural control-ow graph is shown in Figure 2 . The exit point 1 of procedure main has no ingo- Theorems 7 and 9 suggest that reachability analysis be implemented in two phases. First, an e ect analysis is performed whose result is used in a second phase to determine the set dep(fmain d 0 g; ) and then reachability. Such a post-processing phase is described, for instance, by Le Charlier and Van Hentenryck 8].
In fact, this second phase can be avoided. In 49], Sharir and Pnueli suggest a reachability analysis based on computing the least solution of their system of (in-)equations for e ect analysis on demand. The appealing idea is that the task of determining a safe approximation of the set of variables on which the interesting variables depend can be delegated to the exploration of the variable space through local solving 21]. Starting from a set X of interesting variables, local solvers try to compute a partial solution which is de ned only for a (hopefully) small superset of dep(X; ). Thus, we can safely replace the latter set with the entire domain of . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . are basic goals. The corresponding control-ow graph is shown in Figure 3 . 
For system F b the following approximations are computed: A proof of Theorems 13 and 15 is included in Appendix A. By Theorem 15, precision may be only lost when analyzing programs with complex intraprocedural control-ow graphs. These are typical for imperative programs and \real" Prolog programs which may contain complex goals as in Example 14.
No precision is lost at normalized Prolog programs as introduced in Section 3, since these introduce simple intraprocedural control-ow graphs only.
Coincidence Theorems for Functional Analysis
In the previous section, we investigated the impact of the accumulation strategy on precision. In this section we compare relational analysis with functional analysis. Practical comparisons of these two approaches w.r.t. precision and efciency for Prolog are presented by Hentenryck et al. 27] and Fecht 21] . While the rst one experiments with small programs and very complicated domains, the latter one analyzes quite large programs (for instance, the source code of the Aquarius Prolog compiler) but with less complicated domains (essentially POS and various domains for sharing).
Here, we are interested in scenarios where provably no precision is lost, that is, \v" in Theorems 4, 6 and 10 can be replaced by equality (\coincidence"). The corresponding interprocedural CFG is shown in Figure 4 . Assume that we want to perform interprocedural copy-constant propagation for this program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 of our example as well, but they do not claim to do so either. Instead of referring to interprocedural execution paths of the operational semantics, they solely rely on \interprocedurally valid control-ow paths". Then they introduce extra control-ow edges such that (at least formally) interprocedural reachability is guaranteed whenever the call graph is connected 44].
Our approach allows us to re ne the known scenario for coincidence as well as to derive completely new coincidence theorems. Hence, we are able to deduce the rst coincidence result for a functional analysis of logic programs, namely, of groundness analysis based on abstract domain POS 5,10]. Here, we only report our coincidence results for functional analysis with forward accumulation. The same scenarios, however, guarantee coincidence for functional analysis with backward accumulation as well. A strict and nitely distributive function being continuous also preserves arbitrary least upper bounds, and therefore is even completely distributive.
We start by exhibiting a master scenario which will be su cient for proving coincidence. Later-on we will give more concrete instances of this very general scheme. Our master scenario consists of the following properties: procedure. These transformers should be completely distributive. Moreover, they should be obtained in a \distributive way" meaning that the operators used for their construction are \well-behaving". In particular, this results in the restrictions on Comb e , H e , and Exit r as expressed in (3) and (4).
Observe that our Master Scenario does not demand Entry e or Exit r to be elements of F; and indeed, in our Scenarios II and III this will rarely be the case. We obtain our Master Coincidence Theorem for functional analysis:
Theorem 17 Assume the Master Scenario is satis ed. Then for all p 2 Proc, u 2 N p and d 2 D,
For a proof see Appendix B. Theorem 17 is not easily applicable since property (4) of the Master Scenario relies on a quite complicated interplay between Entry e , Exit r and Comb e . Therefore, we derive more concrete scenarios. ? is available, it may also be used to mark certain (abstract) transitions as not viable { without sacri cing the totality of behavioral functions.
Summarizing, let us assume that we are given a complete lattice D together with behavioral functions which are continuous and but only nitely distributive as in 37, 36] . Then (on malicious programs) coincidence between the results of relational analysis and functional analysis may fail. In order to avoid this failure we suggest to enhance the analysis by lifting D to D ? and replacing all behavioral functions f with f ? . The resulting PDA will satisfy the conditions of Scenario I { implying that relational analysis will be as precise as functional analysis.
Distributivity of the unary behavioral functions is a common phenomenon in the analysis of imperative programs. Also, many important interprocedural analyses rely on Comb-functions which essentially are least upper bounds of two unary nitely distributive functions 29, 30, 36] and are therefore themselves nitely distributive. Surprisingly, the situation for logic languages looks quite di erent. In fact, we do not know of any non-trivial analysis of logic programs where Scenario I can be applied.
As an important example, consider groundness analysis based on abstract domain POS 5, 10] . In this case, the unary behavioral functions Entry e , Exit r and Trans e are all completely distributive. The binary functions Comb e (corresponding to extG), however, are essentially given by \u", the greatest lower bound operator. Operator \u" is strict in each argument { but usually fails to satisfy property (3) Recall that renaming functions with these two properties have already been introduced in Section 3 for Prolog. There, the function In e is given by the restriction to the variables in the current goal. Renaming functions, however, are also useful for imperative languages to conveniently model the passing of arguments into formal parameters. 
Then In e = RestrG g restricts to the variables X j 1 ; : : : ; X j k occurring in g, whereas Exit r , r an exit point of p, restricts to the variables X 1 ; : : : ; X k .
The abstract instantiation operator \ " for POS equals \^", the logical AND which (for POS) coincides with the greatest lower bound. Indeed, the e ect of the uni cation X = t onto an abstract substitution is a^ where a X$Ŷ 2V Y (V the set of variables occurring in t) The only di erences to the systems R f and R f (d 0 ) are that the singleton sets in lines (2) and (5) 
Theorem 21 is the formal justi cation why we safely may apply output subsumption to gain e ciency without sacri cing precision.
Let us now discuss the suggestion by Fil e and Ranzato to enhance the precision of interprocedural analysis by replacing the set D of abstract values with the disjunctive completion of D 24] . Their observation is that functional analysis may lose precision by taking least upper bounds of sets of elements. This loss in precision can be avoided if the analysis no longer computes with individual elements but with (lower) sets. While relational analysis cannot take advantage of this enhancement (computing with elements simply is replaced with computing with singleton sets of elements), functional analysis may gain precision. Here, we argue that functional analysis enhanced with disjunctive completion is at most as precise as relational analysis { but may still sometimes lose precision. The reason is that a loss in precision for functional analysis may not only occur at least upper bounds but also when combining return values with states before the call.
Given the behavioral functions for D, the corresponding behavioral functions for P(D) are constructed as follows. The new unary behavioral functions f P : P(D) ! P(D) are obtained from the corresponding unary functions f : D ! D by f P X = ff x j x 2 Xg#. Accordingly, the new binary functions g P : P(D) P(D) ! P(D) are obtained from the corresponding old functions g by g P (X 1 ; X 2 ) = fg (x 1 ; x 2 ) j x 1 2 X 1 ; x 2 2 X 2 g#. Let The corresponding interprocedural control-ow graph is shown in Figure 5 . Assume that we want to compute pair-sharing information with the pairsharing domain PS 
Conclusion
We have presented a general framework for program analysis based on a smallstep operational semantics. In order to describe procedures operationally, we relied on pushdown automata. We explored several extreme points in the design space of systems of inequations derivable from (abstract) PDAs. We also explained how algorithms for reachability analysis can be derived from systems of inequations for e ect analysis.
Then we applied our general framework to exhibit the impact of design choices onto precision. In particular, we compared forward accumulation with backward accumulation. Surprisingly, while the accumulation strategy had no e ect on precision for relational systems of inequations, a degradation of precision could be observed in the functional case. We also investigated the relative precision of relational versus functional systems of inequations. We exhibited scenarios where no precision is lost. Finally, we critically reviewed the general technique of disjunctive completion in the context of interprocedural analysis and compared it with relational analysis.
The present paper clearly focused onto the conceptual similarities of imperative and logic languages which allowed us to design a common framework for program analyses. Thus, at least in principle, the same algorithms are applicable in both areas. On the contrary, we feel that there are clear pragmatic di erences. Algorithms which have been found e cient for the analysis of Prolog need not yield the best results also for imperative languages and vice versa. A detailed comparison of the two language classes in this respect remains for future work. (1) For every program point u, some f 2 F exists such that (j) hu; xi = f x; (2) For every procedure p with set R of exit points, functions f r 2 F, r 2 R exist such that hui.
