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Abstract: In this paper, we elaborate on aspects of the recently introduced BMS bootstrap
programme. We consider two-dimensional (2d) field theories with BMS3 symmetry and ex-
tensively use highest weight representations to uncover the BMS version of crossing symmetry
in 4-point functions that are constrained by symmetry. The BMS bootstrap equation is for-
mulated and then analytic expressions for BMS blocks are constructed by looking at the limit
of large central charges. These results are also applicable to 2d Galilean Conformal Field
Theories through the isomorphism between the BMS3 and 2d Galilean Conformal Algebras.
We recover our previously obtained results in the non-relativistic limit of the corresponding
ones in 2d relativistic CFTs. This provides a comprehensive check of our previous analysis.
We also explore the chiral limit of BMS3 where the BMS algebra reduces to a single copy
of the Virasoro algebra and show that our analysis is consistent with earlier work in this
direction.
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1 Introduction
The modern way of understanding relativistic quantum field theories (QFTs) is through
renormalization group flows away from conformal field theories (CFTs). In the parameter
space of all QFTs, CFTs arise as fixed points with enhanced scale and conformal symmetry.
The very ambitions programme of understanding all QFTs thus is intimately related to the
classification of all consistent CFTs. Conformal bootstrap [1, 2] has emerged as the leading
tool in this endeavour.
Any conformal field theory is determined by what has now come to be known as “CFT
data”, viz. the spectrum of primary operators in the theory, the structure constants that
are the constants of the three-point functions of primary operators not fixed by conformal
invariance and the central charge of the theory (in case of 2d CFTs). But any random set
of data does not constitute a consistent theory. The theory has to obey associativity of the
operator algebra. Conformal bootstrap uses conformal symmetry and the consistency of the
operator product expansion (OPE) to constrain possible CFTs.
The use of the conformal bootstrap programme was initially limited to two dimensional
conformal field theories [3]. Here one has the additional power of infinite dimensional sym-
metries of the two copies of the underlying Virasoro algebra.
[Ln,Lm] = (n−m)Ln+m + c
12
δn+m,0(n
3 − n) (1.1a)
[L¯n, L¯m] = (n−m)L¯n+m + c¯
12
δn+m,0(n
3 − n) (1.1b)
[Ln, L¯m] = 0 (1.1c)
The bootstrap equation in 2d CFTs help us solve some CFTs explicitly. The analytical handle
that the Virasoro symmetry provides helps put in powerful constraints on the mathematical
consistency of theories in 2d. For values of the central charges between 0 and 1, there is a
discrete number of CFTs with finite number of primary fields and these are called the minimal
models. The bootstrap equations leads to a complete solution of the 2d minimal series.
Following the seminal work of Rattazzi, Rychkov, Tonni and Vichi in 2008 [4], who
build on earlier work by Dolan and Osborn [5, 6], there has been a great flurry of activity
in applying conformal bootstrap techniques to spacetime dimensions higher than two. The
method of conformal bootstrap has emerged as a very effective tool in calculating things like
the critical exponents of Ising model or the O(N) model in 3 dimensions. We refer the reader
to the excellent reviews [7, 8] for a more detailed account of the excitement in this emerging
field. See also [9] for a very well written overview.
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Our present goal is to generalise the ideas and methods of the conformal bootstrap
programme to theories with symmetries other than conformal invariance. In this present
work, which is a continuation and elaboration of an earlier shorter piece of work [10], we will
concentrate on 2d field theories which are invariant under the following symmetry algebra:
[Ln, Lm] = (n−m)Ln+m + cLδn+m,0(n3 − n) (1.2a)
[Ln,Mm] = (n−m)Mn+m + cMδn+m,0(n3 − n) (1.2b)
[Mn,Mm] = 0 (1.2c)
This algebra arises as a contraction of two copies of the Virasoro algebra (1.1) and is called
the 2d Galilean Conformal Algebra (GCA) [11, 12]. The algebra also arises as asymptotic
symmetries of 3d flat spacetimes and is called the 3d Bondi-Metzner-Sachs (BMS) algebra
[13–15]. This isomorphism was first noticed in [16] and goes under the name of the BMS/GCA
correspondence.
We will find that we will be able to construct, in a spirit very similar to that of CFTs,
a BMS version of an OPE and then by considering four point functions, we will define the
notion of BMS blocks and a BMS crossing equation. This will then lead us to the BMS
bootstrap equation. In the limit of large central charge, we will find closed form expressions
for these BMS blocks that form the basis for the solution of the bootstrap equation. We
will then go on to recover all our answers as contractions of appropriate quantities in a 2d
relativistic CFT. This forms a comprehensive check of our results obtained in the intrinsic
method, some of which were first reported in [10].
To the best of our knowledge, this constitutes the first successful attempt at the con-
struction and concrete steps towards the solution of a bootstrap equation in a theory that is
not a relativistic conformal field theory.
Our motivations for addressing field theories with the symmetry algebra (1.2) are man-
ifold. This algebra has recently surfaced in various contexts, viz. as symmetries of putative
dual field theories to 3d flat space, as conformal symmetries in non-relativistic systems and
also as the residual symmetry algebra on the worldsheet of the tensionless closed bosonic
string [17, 18]. Below we address the first two of these applications.
1.1 Holography for flat spacetimes
The notion of asymptotic symmetries is a very important concept in the study of gravitational
theories, and especially in the context of holographic theories. For a fixed set of boundary
conditions, the Asymptotic Symmetry Group (ASG) is the group of allowed diffeomorphisms
modded out by the trivial ones (trivial diffeomorphisms are ones that lead to vanishing canon-
ical charges). In a quantum theory of gravity, the states of the theory form representations
of the ASG. The ASG also dictates the symmetries of the putative holographically dual field
theory.
Infinite dimensional ASGs turn out to be very effective in understanding aspects of the
dual field theory. The most studied example of this is the ASG of AdS3, which turns out to
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be two copies of the infinite dimensional Virasoro algebra. This leads to the conclusion that
the dual field theory is a 2d CFT. The canonical analysis by Brown and Henneaux [19] can
actually be looked upon as the birth of the AdS/CFT correspondence [20].
Interestingly, infinite dimensional ASGs have been known to exist in the context of
Minkowski spacetimes long before the discovery of Brown and Henneaux. Bondi, van der
Burg, Metzner [13] and independently Sachs [14] studied the asymptotic structure of Minkowski
spacetime in 4 dimensions at its null boundary and found to their surprise that the symmetries
were not dictated by the Poincare group, but an infinite dimensional group which included
over and above the Poincare generators, translations of the null direction that depended on
the angles of the sphere at infinity. These were called supertranslations and in spite of many
efforts to do away with them, it was found that the algebra could not be truncated to just
the Poincare algebra. The asymptotic symmetry algebra takes the form
[Ln, Lm] = (n−m)Lm+n, [L¯n, L¯m] = (n−m)L¯n+m (1.3a)
[Lm,Mr,s] =
(
m+ 1
2
− r
)
Mm+r,s , [L¯m,Mr,s] =
(
m+ 1
2
− s
)
Mr,m+s (1.3b)
[Mr,s,Mt,u] = 0 (1.3c)
Here n,m range from −1 to +1 while the other variables can take all integral values. The
generators Mr,s are the super-translation generators, the translations that depend on the
angles of the sphere at infinity.
Later, inspired by possible links to holography, Barnich and Troessaert [21] proposed an
extension of the ASG of 4d Minkowski space to include what they called super-rotations.
Superrotations are group of all the conformal generators of the sphere at infinity and this
extension is essentially the same as the extension of the 2d conformal algebra to include
all the generators of the Virasoro algebra from the globally well-defined ones L0,±1. In the
above algebra, this means that n,m now take all integral values. This extended ASG of
4d flatspace is now what is commonly known as the Bondi-Metzner-Sachs (BMS) group.
Recently, following Strominger and collaborators [22], a beautiful story has emerged linking
BMS symmetries to soft theorems [23] and memory effects [26–28]. We refer the reader to
[29] for a detailed discussion of these aspects.
In the present paper, we are interested in the ASG of 3d Minkowski spacetimes. At null
infinity, the ASG is given by the BMS3 algebra [15], which, as we have mentioned above,
takes the form (1.2). For Einstein gravity, the central terms are cL = 0, cM =
1
4G . When one
considers modifications to Einstein gravity with a gravitational Chern-Simons term, a theory
that goes under the name of Topological Massive Gravity, the ASG remains the same but
central terms change and cL and cM are now both non-zero. Putative duals to theories with
3d gravity with asymptotically flat boundary conditions would thus be given by (1.2) with
two non-zero central terms. A review of some progress in flat holography in general and in 3d
in particular can be found in [30, 31]. An incomplete list of interesting directions that have
been explored in this context are [44] – [49].
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Our principle goal in this paper is the following. We would like to attempt to constrain
2d field theories with BMS3 symmetry and hence chart out a parameter space for all possible
putatively dual theories to asymptotically Minkowskian spacetimes in 3d.
1.2 Non-relativistic Conformal Symmetries
We live in a world where the everyday things are governed principally by non-relativistic
physics. Galilean invariant theories thus are a very good approximation for many real life
applications. Thus it is vitally important to understand Galilean field theories. In analogy
with relativistic QFTs, it is thus interesting to answer whether all Galilean QFTs can be
understood as renormalization group flows away from fixed points governed by the analogue
of conformal symmetry. Galilean Conformal Field Theories (GCFT), i.e. field theories with
GCA as their symmetry algebra, arise as contractions from relativistic CFTs [11]. It is thus
very natural to expect that these non-relativistic fixed points in the parameter space of all
Galilean QFTs will be governed by the GCA.
Through the intriguing link of the BMS/GCA correspondence [16], our programme thus
is very useful when we consider applications to non-relativistic QFTs in 2d. This analysis,
carried out to its conclusion, would thus help classify all 2d GCFTs and hence lead to an
understanding of all 2d Galilean QFTs.
It is interesting here to comment on possible extensions to higher dimensions. It has
been claimed in [11] that the GCA is infinite dimensional in all spacetime dimensions. This
follows from the observation that the finite contracted algebra can be written in a suggestive
form and given an infinite lift in any dimensions. The rather astounding claim is that the
non-relativistic limit of a CFT leads to a theory which has an infinite dimensional symmetry.
The infinite-dimensional GCA in any arbitrary spacetime dimensions is given by
[Ln, Lm] = (n−m)Ln+m, [M in,M jm] = 0, (1.4a)
[Ln,M
i
m] = (n−m)M in+m. (1.4b)
Interestingly, it has been shown that field theories like Maxwell’s theory and Yang-Mills
theory, which are classically conformally invariant in D = 4, have non-relativistic versions
that exhibit this infinite dimensional symmetry in the Galilean regime [34, 35] 1. Some recent
investigations reveal that this classical symmetry enhancement is rather generic and happens
in many cases where there are relativistic conformal symmetries to begin with. If there are
field theories which also exhibit this infinite dimensional symmetry quantum mechanically,
then these systems would be extremely interesting. They could be looked upon as closed
sub-sectors in relativistic CFTs that perhaps have the promise to becoming integrable.
In the context of the bootstrap in these higher dimensional theories, it is very possible that
our methods here would generalise in a rather simple way to any dimensions. The additional
power of infinite symmetries would help in the restriction of the higher dimensional theories.
1The reader is referred to [36] for a slightly different take on infinite symmetries in non-relativistic electro-
dynamics. Here the authors claim to have a bigger infinity of symmetries that include the GCA and in all
dimensions, not only D = 4.
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1.3 Outline of the paper
The rest of the paper is organised as follows.
In Sec. 2, we give a short summary of the conformal bootstrap programme, specifically
focussing on 2d CFTs. This forms a basis for the analysis we will perform for the 2d field
theories with BMS symmetry.
In Sec. 3, we look at the 2d field theories with BMS3 symmetries in an intrinsic way. This
means that we formulate the analogues of the conformal bootstrap analysis by relying solely
on the symmetry structure of the field theory. Some of the results in this section have been
reported earlier in [10]. Here we provide a detailed analysis of those results as well as some
more new results which were promised but not presented in [10].
In Sec. 4, we first discuss the two different limits, viz. the non-relativistic and the ultra-
relativistic, of the two copies of the Virasoro algebra to BMS3. We then concentrate on the
non-relativistic limit and recover many of the results of Sec. 3 in terms of this limit of the
relativistic CFT answers. This serves as a comprehensive check of our results and also stresses
the importance of the existence of this limit.
In Sec. 5, we look at a specific subsector of the BMS3 algebra, where the symmetry
algebra has previously been shown to reduce to the Virasoro sub-algebra [12]. We observe
that with the specific restrictions on the operator weights and central charges, the bootstrap
analysis is consistent with this earlier claim.
We conclude in Sec. 6 with a summary of the paper, some discussions and a list of future
directions.
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2 The Conformal bootstrap
In this section, we revisit some aspects of the conformal bootstrap, which we will specifically
need for our analysis in the BMS bootstrap. We will confine ourselves to 2d CFTs, which
are governed by two copies of the Virasoro algebra (1.1). More details can be found in the
original BPZ paper [3] or in some standard CFT text books [37, 38].
We will be work exclusively on the plane and hence the form of the generators of the 2d
Virasoro algebra will be given by
Ln = zn−1∂z, L¯n = z¯n−1∂z¯ (2.1)
We define a unique vacuum state in the theory |0〉. One defines a state-operator correspon-
dence in the 2d CFT:
φ(0, 0)|0〉 = |φ〉 (2.2)
The states in a CFT are labelled by their weights under L0 and L¯0:
L0|h, h¯〉 = h|h, h¯〉, L¯0|h, h¯〉 = h¯|h, h¯〉 (2.3)
One defines a notion of primary fields as the ones which are annihilated by all positively
labelled generators:
Ln|h, h¯〉p = L¯n|h, h¯〉p = 0 (2.4)
The representations of the Virasoro algebra, called Verma modules, are built by acting on
primary fields by raising operators L−n, L¯−n. A general state in a CFT is given by:
φ{
−→
k ,
−→¯
k }
p (z, z¯) = (L−1)k1 ...(L−l)kl(L¯−1)k¯1 ...(L¯−j)k¯jφp(z, z¯) ≡
(
L−→
k
L¯−→¯
k
φp
)
(z, z¯). (2.5)
2.1 Operator product expansion
The two and three point functions of primary states are fixed up to constants by invariance
under the global part of the algebra L0,±1, L¯0,±1. The two-point function is given by:
〈φ1(z1, z¯1)φ2(z2, z¯2)〉 = C12
(z1 − z2)2h(z¯1 − z¯2)2h¯
, (2.6)
The three point function of primary fields is given by:
〈φ1(z1, z¯1)φ2(z2, z¯2)φ3(z3, z¯3)〉 = C123
z−h12312 z
−h231
23 z
−h312
13 z¯
−h¯123
12 z¯
−h¯231
23 z¯
−h¯312
13
(2.7)
where hijk = −(hi + hj − hk). The operator product expansion (OPE) of two primary
operators is given by
φ1(z, z¯)φ2(0, 0) =
∑
p,{−→k ,−→¯k }
C
p{−→k ,−→¯k }
12 z
hp−h1−h2+K z¯h¯p−h¯1−h¯2+K¯ φ{
−→
k ,
−→¯
k }
p (0, 0), (2.8)
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where K =
∑
i iki, K¯ =
∑
j jk¯j . Using the OPE to find the three-point function it can be
seen that C
p{0,0}
12 ≡ Cp12 = Cp12. The coefficient Cp{
−→
k ,
−→¯
k }
12 decouple as
C
p{−→k ,−→¯k }
12 = Cp12Bp{
−→
k }
12 B¯p{
−→¯
k }
12 . (2.9)
The coefficients B can be obtained by demanding that both sides of the OPE transform the
same way under the action of Lm and L¯n. These coefficients for level one and level two are
shown in Table (1).
Bp{1}12 = 12 B¯
p{1¯}
12 =
1
2
Bp{1,1}12 =
c−12h−4hp+chp+8h2p
4(c−10hp+2chp+16h2p) B¯
p{1¯,1¯}
12 =
c¯−12h¯−4h¯p+c¯h¯p+8h¯2p
4(c¯−10h¯p+2ch¯p+16h¯2p)
Bp{2}12 =
2h−hp+4hhp+h2p
c−10hp+2chp+16h2p B¯
p{2¯}
12 =
2h¯−h¯p+4h¯h¯p+h¯2p
c¯−10h¯p+2c¯h¯p+16h¯2p
Table 1. Coefficients of OPE at level 1 and level 2.
2.2 Conformal blocks and crossing symmetry
Invariance under global conformal symmetry is not enough to fix the four-point functions of
primary fields. Global invariance can help fix the form of these correlators up to a function
of the conformally invariant cross ratios given below. The four-point function has the form
〈
4∏
i=1
φi(zi, z¯i)〉 =
∏
1≤i<j≤4
z
∑4
k=1 hijk/3
ij z¯
∑4
k=1 h¯ijk/3
ij FCFT (z, z¯), (2.10)
where FCFT (z, z¯) is an arbitrary coefficients of the cross-ratios z and z¯
z =
(z1 − z2)(z3 − z4)
(z1 − z3)(z2 − z4) , z¯ =
(z¯1 − z¯2)(z¯3 − z¯4)
(z¯1 − z¯3)(z¯2 − z¯4) . (2.11)
We can always do a global conformal transformation such that
{(zi, z¯i)} → {(∞,∞), (1, 1), (z, z¯), (0, 0)}. (2.12)
So we define
lim
z1,z¯1→∞
z2h11 z¯
2h¯1
1 〈φ1(z1, z¯1)φ2(1, 1)φ3(z, z¯)φ4(0, 0)〉 = G2134(z, z¯), (2.13)
where
G2134(z, z¯) = 〈h1, h¯1|φ2(1, 1)φ3(z, z¯)|h4, h¯4〉. (2.14)
Using the OPE on φ3 and φ4 inside the correlator, the function G2134(z, z¯) can be written in
terms of three-point functions of primaries and their descendants. Specifically, we have
G2134(z, z¯) =
∑
p
Cp34C
p
12A1234(p|z, z¯). (2.15)
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The blocks A2134(p|z, z¯) factorizes into a holomorphic and an anti-holomorphic parts
A2134(p|z, z¯) = F1234 (p|z)F¯2134 (p|z¯), (2.16)
where
F2134 (p|z, z¯) = zhp−h3−h4
∑
{k}
Bp{k}34 zK
〈h1|φ2(1)L−k1 ...L−kN |hp〉
〈h1|φ2(1)|hp〉 . (2.17)
Inside the correlator we can move the operators around which does not matter except for
fermions which would introduce a sign. So apart from G2134(z, z¯) we may also define
lim
z1,z¯1→∞
z2h11 z¯
2h¯1
1 〈φ1(z1, z¯1)φ4(1, 1)φ3(z, z¯)φ2(0, 0)〉 = G4132(z, z¯) = 〈h1, h¯1|φ4(1, 1)φ3(z, z¯)|h2, h¯2〉.
(2.18)
It can be seen from their definition that
G2134(z, z¯) = G4132(1− z, 1− z¯). (2.19)
If we expand both sides in term of the conformal blocks we have the bootstrap equation∑
p
Cp34C
p
21A2134(p|z, z¯) =
∑
q
Cq41C
q
32A4132(p|1− z, 1− z¯). (2.20)
2.3 Global Conformal blocks
The large central charge limit of the Virasoro algebra simplifies a lot of the analysis in 2d CFTs
and has been recently pursued actively starting from [39]. There are particular simplifications
for the conformal blocks. The global conformal block is the large central charge limit of the
Virasoro block [40, 41]. This is given by
g2134(p|z, z¯) = zhp−h3−h4
∑
k
Bp{k}34 zk
〈h1|φ2(1)Lk−1|hp〉
〈h1|φ2(1)|hp〉
×z¯h¯p−h¯3−h¯4
∑
k¯
B¯p{k¯}34 z¯k¯
〈h¯1|φ2(1)L¯k¯−1|h¯p〉
〈h¯1|φ2(1)|h¯p〉
. (2.21)
The closed form expression of this can be obtained by using the constraint that both sides of
the OPE (2.8) transform the same way under the quadratic Casimirs [5, 6]
C = L20 −
1
2
(L1L−1 + L−1L1), C¯ = L¯20 −
1
2
(L¯1L¯−1 + L¯−1L¯1), (2.22)
of the global subgroup generated by {L0,±1, L¯0,±1}. For simplicity, take all the external
operators to be identical and to be a scalar with dimension ∆φ. We may write the global
block as
g∆φ(p|z, z¯) = z−∆φ z¯−∆φKhp,h¯p(z, z¯). (2.23)
The constraint that both sides of the OPE transform the same way under the two quadratic
Casimirs gives two differential equations for Khp,h¯p(z, z¯)[
z2(1− z)∂2z − z2∂z
]Khp,h¯p(z, z¯) = hp(hp + 1)Khp,h¯p(z, z¯),
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[
z¯2(1− z¯)∂2z¯ − z¯2∂z¯
]Khp,h¯p(z, z¯) = h¯p(h¯p + 1)Khp,h¯p(z, z¯). (2.24)
Assuming K holomorphically factorizes
Khp,h¯p(z, z¯) = Khp(z)K¯h¯p(z¯), (2.25)
the solution are given in terms of gauss hypergeometric function
Khp(z) = αz−hp 2F1 (−hp,−hp;−2hp; z) + γzhp+1 2F1 (hp + 1, hp + 1; 2hp + 2; z) (2.26)
and similarly for the anti-holomorphic sector. We expand around z = 0 and match to the
boundary conditions βp,0φφ = 1, β
p,1
φφ =
1
2 ,
Khp(z) = αz−hp
(
1− hp
2
z +O(z2)
)
+ γzhp+1
(
1 +
hp + 1
2
z +O(z2)
)
. (2.27)
The final result for the global block is [5, 6]
g∆φ(p|z, z¯) = zhp−2hφ z¯h¯p−2h¯φ 2F1 (hp, hp; 2hp; z) 2F1
(
h¯p, h¯p; 2h¯p; z¯
)
. (2.28)
More generally,
g2134(p|z, z¯) = zhp−h1−h2 z¯h¯p−h¯1−h¯2 2F1(hp +h12, hp +h34; 2hp; z) 2F1(h¯p + h¯12, h¯p + h¯34; 2h¯p; z¯),
(2.29)
where hij = hi − hj , h¯ij = h¯i − h¯j .
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3 Bootstrapping BMS symmetries: intrinsic analysis
In this section, we will construct the bootstrap programme for field theories with BMS sym-
metries through an intrinsic method. This just means that we will be inspired by the methods
of 2d CFTs that we outlined in the previous section, but there will be many crucial differences,
as the symmetry algebra (1.2) is fundamentally different from two copies of the Virasoro alge-
bra (1.1). In the subsequent section we will provide a limiting analysis where we consider the
contraction of (1.1) to (1.2) and we will recover some of the answers of this section through
the limit. Some of the central results of this section have already appeared in [10]. In this
paper, and particularly in this section, we provide a much more detailed exposition of the
basic analysis presented earlier. There are a number of new mathematical details and results
that are presented here.
3.1 Highest weight representations
We consider 2d field theories that are invariant under the BMS3 algebra. We will call the
directions of the field theory (u, v). We will be interested in representation of the algebra
(1.2) given by
Ln = −un+1∂u − (n+ 1)unv∂v, Mn = un+1∂v (3.1)
This will be called the “plane” representation of the BMS3 algebra.
The states of the BMS invariant 2d field theory are by their weights under L0. Since M0
and L0 commute, the states get an additional label under M0 as well.
L0|∆, ξ〉 = ∆|∆, ξ〉, M0|∆, ξ〉 = ξ|∆, ξ〉 (3.2)
Like in usual 2d CFTs, we will build the representation theory by first defining BMS primary
operators. We do this by demanding that the spectrum (defined with respect to ∆) be
bounded from below. Then the BMS primary operators |∆, ξ〉p are the ones for which
Ln|∆, ξ〉p = Mn|∆, ξ〉p = 0 ∀n > 0. (3.3)
We will assume a state-operator correspondence in the case of BMS field theories as well.
While this is not strictly necessary for our analysis, it would be good to have the freedom
to talk about operators and states interchangeably. The BMS modules, very much like the
Verma modules in the case of the Virasoro algebra, are built by acting creation operators on
the BMS primary states.
3.2 Operator product expansion
The main objects of physical interest in field theory are the correlation functions. If we
know all the correlation functions, we may say that we have completely solved the theory.
In finding the form of these functions, symmetries play an important role. It is interesting
to know which part of the correlation functions is fixed by symmeties alone and what other
parts depend on the dynamics of the theory. In particular, for BMS-invariant theories, the
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co-ordinate dependence of the two-point and three-point functions are completely fixed simply
by invariance under the global subgroup of the BMS group i.e., co-ordinate transformation
generated by L0,±1,M0,±1. The two-point function is given by [12, 42]
〈φ1(u1, v1)φ2(u2, v2)〉 = δ12 u−∆12 e
2ξ1v12
u12 δ∆1∆2δξ1ξ2 (3.4)
The normalisation of the 2-point function has been fixed to δ12. The three-point function is
given by
〈φ1(u1, v1)φ2(u2, v2)φ3(u3, v3)〉 = C123 u∆12312 u∆23123 u∆31213 e−ξ123
v12
u12 e
−ξ231 v23u23 e−ξ312
v13
u13 . (3.5)
Here ∆ijk = −(∆i + ∆j −∆k) and ξijk is defined similarly. C123 is an arbitrary parameter
called the structure constant. It is not fixed by symmetry but depends on the dynamics (or
the details) of the field theory under consideration. So, if these constants are given to us, we
can completely determine the three-point function by symmetry consideration alone.
We can also consider higher correlation functions and see how much of their form are
fixed by symmetry alone and what other dynamical inputs are needed to fixed the rest. Now,
all information about the correlation functions are contained in the operator product algebra,
which gives the operator product expansion (OPE) of two primary fields as summation over
the primaries and towers of their descendants. So, in order to know how the correlation
functions are constrained by symmetries, it is enough to study constraints on the OPE.
Indeed, considering these symmetries, we make the following ansatz for the OPE of two
primary fields with weights (∆1, ξ1) and (∆2, ξ2)
φ1(u1, v1)φ2(u2, v2) =∑
p,{−→k ,−→q }
u
−∆1−∆2+∆p
12 e
(ξ1+ξ2−ξp) v12u12
(
K+Q∑
α=0
C
p{−→k ,−→q },α
12 u
K+Q−α
12 v
α
12
)
φ{
−→
k ,−→q }
p (u2, v2).
(3.6)
Our notation is that for vectors
−→
k = (k1, k2, ...kr) and
−→q = (q1, q2, ...qs), descendant fields
φ
{−→k ,−→q }
p (u2, v2) are given by
φ{
−→
k ,−→q }
p (u, v) =
(
(L−1)k1 ...(L−l)kl(M−1)q1 ...(M−j)qjφp
)
(u, v)
≡
(
L−→
k
M−→q φp
)
(u, v), (3.7)
where K =
∑
l lkl, Q =
∑
j jqj . So, φ
{−→k ,−→q }
p (u, v) is a descendant field at level K + Q. For
ease of calculation we can take the point (u2, v2) in (3.6) to be the origin, giving us
φ1(u, v)φ2(0, 0) =
∑
p,{−→k ,−→q }
u−∆1−∆2+∆p e(ξ1+ξ2−ξp)
v
u
(
K+Q∑
α=0
C
p{−→k ,−→q },α
12 u
K+Q−αvα
)
φ{
−→
k ,−→q }
p (0, 0)
≡ LHS (3.8)
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Here the form of the factor u−∆1−∆2+∆p e(ξ1+ξ2−ξp)
v
u is fixed by the requirement that the
OPE gives the correct two-point function and the factor
∑K+Q
α=0 C
p{−→k ,−→q },α
12 u
K+Q−αvα is to
ensure that both sides of the OPE transform the same way under the action of L0. To verify
this second requirement, let us act both sides of (3.8) on the the vacuum |0, 0〉 and then see
the action of L0 on the resulting state. On the LHS we have,
L0φ1(u, v)φ2(0, 0)|0, 0〉 = ([L0, φ1(u, v)] + φ1(u, v)L0)φ2(0, 0)|0, 0〉
= (u∂u + v∂v + ∆1 + ∆2)φ1(u, v)φ2(0, 0)|0, 0〉. (3.9)
So, if the OPE is correct, the RHS of equation (3.8) must also transform as above
L0(RHS) = (u∂u + v∂v + ∆1 + ∆2)RHS (3.10)
If we use the commutator L0L−→kM−→q = L−→kM−→q L0 + (K+Q)L−→kM−→q on the LHS of the above
equation we have
L0(RHS) =∑
p,{−→k ,−→q }
u−∆1−∆2+∆p e(ξ1+ξ2−ξp)
v
u
(
K+Q∑
α=0
C
p{−→k ,−→q },α
12 u
K+Q−αvα
)
(∆p +K +Q)L−→kM−→q |∆p, ξp〉.
(3.11)
It can also be easily checked that
(u∂u + v∂v + ∆1 + ∆2)RHS =∑
p,{−→k ,−→q }
u−∆1−∆2+∆p e(ξ1+ξ2−ξp)
v
u
(
K+Q∑
α=0
C
p{−→k ,−→q },α
12 u
K+Q−αvα
)
(∆p +K +Q)L−→kM−→q |∆p, ξp〉.
(3.12)
Thus, equation (3.10) is satisfied, which means that both sides of OPE transform the same
way under the action of L0. Furthermore, using the OPE inside the three-point functions and
comparing the coefficients with (3.5) it can be seen that
C
p{0,0},0
12 ≡ Cp12 = Cp12. (3.13)
Therefore, we will rewrite C
p{−→k ,−→q },α
12 as
C
p{−→k ,−→q },α
12 = C
p
12β
p{−→k ,−→q },α
12 , (3.14)
where, by convention,
β
p{0,0},0
12 = 1. (3.15)
The coefficients β
p{−→k ,−→q },α
12 can be calculated by demanding that both sides of (3.8) trans-
form the same way under the other generators Lm and Mn. Thus, the form of the OPE is
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completely constrained by symmetries to depend only on external inputs, such as the struc-
ture constants, the spectrum of primary operators appearing in the OPE, and the central
charge. In other words, if these dynamical inputs are given to us, we can use symmetries
to calculate all the correlation functions in a BMS-invariant field theory. These dynamical
inputs can be used to classify and completely specify a given BMS-invariant field theory.
However, any random sets of these dynamical inputs need not constitute a consistent field
theory; they must satisfy a constrain equation given by the BMS bootstrap equation, which
arises as a condition for the associativity of the operator product algebra.
3.3 Recursion relations
Now let us try to find recursion relations for evaluating the coefficients β
p{−→k ,−→q },α
12 . For the
sake of simplicity we will consider the case ∆1 = ∆2 = ∆, ξ1 = ξ2 = ξ. Applying both sides
of equation (3.8) to the vacuum we have
φ1(u, v)|∆, ξ〉 =
∑
p
u−2∆+∆p e(2ξ−ξp)
v
u
∑
N≥α
Cp12u
N−αvα|N,α〉p, (3.16)
where the state
|N,α〉p =
∑
{−→k ,−→q },
K+Q=N,α≤N
β
p{−→k ,−→q },α
12 L−→kM−→q |∆p, ξp〉, (3.17)
is a descendant state at level N in the BMS module,
L0|N,α〉p = (∆p +N)|N,α〉p. (3.18)
We now act with the generators Ln>0 on both sides of sides of equation (3.8) and demand
that they should transform in the same way. On the LHS, we have
Lnφ1(u, v)|∆, ξ〉 = [Ln, φ1(u, v)]|∆, ξ〉
= [un+1∂u + (n+ 1)u
nv∂v + (n+ 1)(∆u
n − nξun−1v)]φ1(u, v)|∆, ξ〉. (3.19)
Substituting the RHS of (3.8) in the above equation, we have∑
p
C12p u
−2∆+∆p e(2ξ−ξp)
v
uLn
∑
N,α
uN−αvα|N, i〉p
=
∑
p
C12p u
−2∆+∆p e(2ξ−ξp)
v
u∑
N,α
uN−α+nvα (N + nα−∆ + n∆ + ∆p) |N,α〉p
+uN−α−1vα+1
(
nξ − n2ξ − nξp
) |N,α〉p. (3.20)
If we equate the coefficients of u−2∆+∆p e(2ξ−ξp)
v
uuK+n−αvα on both sides, we get the recursion
relation
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Ln|N + n, α〉p = (N + nα−∆ + n∆ + ∆p) |N,α〉p
+
(
nξ − n2ξ − nξp
) |N,α− 1〉p. (3.21)
Similarly, demanding that both sides of the OPE transform the same way under M0 and
Mn>0 we get two more recursion relation
M0|N,α〉p = ξp|N,α, 〉p − (α+ 1)|N,α+ 1〉p, (3.22)
Mn|N + n, α〉p = ((n− 1)ξ + ξp) |N,α〉p − (α+ 1)|N,α+ 1〉p. (3.23)
These three recursion relations can be used to find all the coefficients β
p{−→k ,−→q },α
12 . We have
shown this calculation for level 1 and level 2 in the next section.
3.4 Finding the coefficients
At level zero we have
|N = 0, α = 0〉p = βp{0,0},012 |∆p, ξp〉 = |∆p, ξp〉. (3.24)
Level 1
The states in level 1 are given by
|1, α〉p = βp{1,0},α12 L−1|∆p, ξp〉+ βp{0,1},α12 M−1|∆p, ξp〉, α = 0, 1. (3.25)
First let us note that
M0|1, α〉p = ξpβp{1,0},α12 L−1|∆p, ξp〉+
(
β
p{1,0},α
12 + ξpβ
p{0,1},α
12
)
M−1|∆p, ξp〉, (3.26)
M1|1, α〉p = 2ξpβp{1,0},α12 |∆p, ξp〉, (3.27)
L1|1, α〉p = 2
(
∆pβ
p{1,0},α
12 + ξpβ
p{0,1},α
12
)
|∆p, ξp〉. (3.28)
β
p{1,0},0
12 =
1
2 β
p{0,1},0
12 = 0
β
p{1,0},1
12 = 0 β
p{0,1},1
12 = −12
Table 2. Coefficients of OPE at level 1.
Then using the recursion relation (3.22), we have
M0|1, 1〉p = ξp|1, 1〉p =⇒ βp{1,0},112 M−1|∆p, ξp〉 = 0, (3.29)
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M0|1, 0〉p = ξp|1, 0〉p − |1, 1〉p =⇒
(
β
p{1,0},0
12 + β
p{0,1},1
12
)
M−1|∆p, ξp〉 = 0, (3.30)
giving us
β
p{1,0},1
12 = 0, β
p{1,0},0
12 = −βp{0,1},112 . (3.31)
Now, using the recursion relation (3.23) with N = 0, n = 1, α = 0, we have
M1|1, 0〉p = ξp|∆p, ξp〉 =⇒ ξp
(
2β
p{1,0},0
12 − 1
)
|∆p, ξp〉 = 0, (3.32)
giving us the coefficients
β
p{1,0},0
12 =
1
2
, β
p{0,1},1
12 = −
1
2
. (3.33)
With N = 0, n = 1, α = 0, (3.21) gives the recursion relation
L1|1, 0〉p = ∆p|∆p, ξp〉 =⇒ 2βp{0,1},012 ξp|∆p, ξp〉 = 0, (3.34)
giving us
β
p{0,1},0
12 = 0. (3.35)
The various coefficients are collected above in Table (2). We can see that these match with
the coefficients in (A.7) of [12].
Level 2
The details of the relevant calculations at level 2 are presented in Appendix A. We collect all
these coefficients in Table (3).
β
p{2,0},0
12 =
1
8 β
p{(0,1),0},0
12 =
4ξ+ξp
8(3cM+2ξp)
β
p{1,1},0
12 = − 12ξ−6cM−ξp16ξp(3cM+2ξp)
β
p{0,2},0
12 =
−36c2M (1+∆p)+24cM (3ξ+∆p(3ξ−2ξp)+(1−3∆)ξp)+ξp(−60ξ+∆p(96ξ−4ξp)+5ξp−48∆ξp+18cL(4ξ+ξp))
64ξ2p(3cM+2ξp)
2
β
p{0,(0,1)},0
12 =
36ξ−24ξcL−18cM+24∆cM−16ξ∆p+6cM∆p−3ξp+16∆ξp−6cLξp
16(3cM+2ξp)
2
β
p{2,0},1
12 = 0 β
p{(0,1),0},1
12 = 0 β
p{1,1},1
12 = −14
β
p{0,2},1
12 =
12ξ−6cM−ξp
16ξp(3cM+2ξp)
β
p{0,(0,1)},1
12 = − 4ξ+ξp4(3cM+2ξp)
β
p{2,0},2
12 = 0 β
p{(0,1),0},2
12 = 0 β
p{1,1},2
12 = 0
β
p{0,2},2
12 = 0 β
p{0,(0,1)},2
12 =
1
8
Table 3. Coefficients of OPE at level 2.
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3.5 BMS blocks, crossing symmetry and bootstrap
We have seen that BMS-invariant theories are completely specified by the structure constants,
the spectrum of primary fields, and the central charge. However any given sets of these inputs
need not always constitute a consistent theory; they have to satisfy an infinite set of equations
analogous to the conformal case which we will call the BMS bootstrap equation. This equation
comes from self consistency of the OPE, namely that it has to be associative when applying
inside the correlator. More precisely, if we use the OPE inside the correlator, the resulting
correlator should not depend on which two neighbouring primary operators we applied the
OPE. We will study this requirement by considering the four-point function, which for a
BMS-invariant theory has the structure
〈
4∏
i=1
φi(ui, vi)〉 =
∏
1≤i<j≤4
u
∑4
k=1 ∆ijk/3
ij e
− vij
uij
∑4
k=1 ξijk/3FBMS(u, v)
≡ P ({∆i, ξi, uij , vij})FBMS(u, v) (3.36)
where the BMS analogues of the cross ratio u and v given by
u =
u12u34
u13u24
,
v
u
=
v12
u12
+
v34
u34
− v13
u13
− v24
u24
(3.37)
are invariant under the global coordinate transformation generated by L0,±1,M0,±1. We can
conveniently do a global coordinate transformation such that
{(ui, vi)} → {(∞, 0), (1, 0), (u, v), (0, 0)}, (3.38)
where i = 1, ..., 4. Correspondingly, we define
lim
u1→∞,v1→0
u2∆11 exp
(
−2ξ1v1
u1
)
〈φ1(u1, v1)φ2(1, 0)φ3(u, v)φ4(0, 0)〉 ≡ G2134(u, v), (3.39)
which in terms of the in and out states is given by
G2134(u, v) = 〈∆1, ξ1|φ2(1, 0)φ3(u, v)|∆4, ξ4〉. (3.40)
It can be easily seen that
f(u, v)FBMS(u, v) = G
21
34(u, v), (3.41)
where
f(u, v) = (1− u) 13 (∆231+∆234)u 13 (∆341+∆342)e v3(1−u) (ξ231+ξ234)e− v3u (ξ341+ξ342) (3.42)
So, the four-point function can be expressed in terms of G2134(u, v) as
〈
4∏
i=1
φi(ui, vi)〉 = P ({∆i, ξi, uij , vij})f(u, v)−1G2134(u, v). (3.43)
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Now, we may also define
G4132(u, v) = 〈∆1, ξ1|φ4(1, 0)φ3(u, v)|∆2, ξ2〉, (3.44)
and it can be easily seen that these functions Gklij (u, v) are related by crossing symmetry
G2134(u, v) = G
41
32(1− u,−v). (3.45)
It is important to emphasise here that the crossing equation that we have obtained above is
not the same as the usual conformal crossing equation (2.19).
If we use the OPE between the fields φ3 and φ4 in G
21
34(u, v) we can see that the function
can be expressed in terms of the three-point functions of primary fields and their descendants.
More precisely, using the OPE, it can be decomposed as
G2134(u, v) =
∑
p
Cp34C
p
12A
21
34(p|u, v), (3.46)
where the four-point conformal block A2134(p|u, v) is the sum of all contributions coming from
the primary field φp and its descendants and is given by
2
A2134(p|u, v) = (Cp12)−1u−∆3−∆4+∆p e(ξ3+ξ4−ξp)
v
u
∑
N≥α
uN−αvα〈∆1, ξ1|φ2(1, 0)|N,α〉p
= u−∆3−∆4+∆p e(ξ3+ξ4−ξp)
v
u
×
∑
{−→k ,−→q }
(
K+Q∑
α=0
β
p{−→k ,−→q },α
34 u
K+Q−αvα
)
〈∆1, ξ1|φ2(1, 0)L−→kM−→q |∆p, ξp〉
〈∆1, ξ1|φ2(1, 0)|∆p, ξp〉
(3.47)
As we have already seen, the coefficients β
p{−→k ,−→q },α
34 can be calculated recursively using BMS
symmetry. Thus, the closed form expression of the BMS blocks are completely determined
by symmetry and the only dynamical inputs needed to find the four point functions are the
structure constants and the spectrum of primary operators appearing in the OPE.
For the function G4132(u, v) we may use the OPE on φ2 and φ3 giving us the expansion
G4132(u, v) =
∑
p
Cp23C
p
14A
41
32(p|u, v), (3.48)
where the blocks A4132(u, v) are given by
A4132(p|u, v) = u−∆3−∆2+∆p e(ξ3+ξ2−ξp)
v
u
×
∑
{−→k ,−→q }
(
K+Q∑
α=0
β
p{−→k ,−→q },α
32 u
K+Q−αvα
)
〈∆1, ξ1|φ4(1, 0)L−→kM−→q |∆p, ξp〉
〈∆1, ξ1|φ4(1, 0)|∆p, ξp〉 .
(3.49)
2It should be noted that we can only apply the OPE between neighbouring primary fields, so it is understood
that the point (u, v) lies between the origin and a circle of radius 1.
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Now, (3.45) must be satisfied, even if we expand both sides using OPE in terms of the BMS
blocks, giving us the BMS bootstrap equation∑
p
Cp34C
p
12A
21
34(p|u, v) =
∑
q
Cq32C
q
41A
41
32(q|1− u,−v). (3.50)
This is one of the main initial results of our analysis.
Knowing the BMS blocks, the above equation put a constrain on the structure constants
and weights of primary operators in a consistent field theory with BMS symmetry. We can
try to solve the bootstrap equation to find all such possible consistent field theories. The only
problem is that we do not have a closed form expression of the blocks even though they are
fixed by symmetry alone. However, we can find the leading term in a 1cL,M expansion of the
blocks. Using this expansion on both sides of (3.50), the equation has to be satisfied order
by order. The leading order give us the constraint∑
p
Cp34C
p
12g
21
34(p|u, v) =
∑
q
Cq32C
q
41g
41
32(q|1− u,−v), (3.51)
where gklij (p|u, v) are the large central charge limit of the blocks Aklij (p|u, v)
gklij (p|u, v) = limcL,M→∞A
kl
ij (p|u, v). (3.52)
We will find gklij (p|u, v) in the next section.
3.6 Differential equations for global blocks from quadratic Casimirs
For even dimensional CFTs with d ≥ 4, the closed form expression of the four point conformal
blocks was obtained for scalar operators by Dolan and Osborn in [5, 6]. For 2d CFTs, their
method gives the global conformal blocks, which is the large central charge limit of the full
Virasoro conformal blocks, as we have mentioned in the previous section. In this section we
will employ this method to obtain the global blocks for BMS algebra, assuming that such a
limit will act in a similar manner.
If we take the asymptotic limit cL, cM → ∞ in the OPE (3.8), (3.6), the leading terms
are given by the descendant fields generated by L−1 and M−1. This can be explicitly seen by
looking at the coefficients β in the limit cL, cM →∞. For levels 1 and 2, this can be verified
by the results obtained in previous sections and outlined in Table (2) and Table (3). More
precisely, we have
φ3(u, v)φ4(0, 0)|0, 0〉 =∑
p,{k,q}
u−∆1−∆2+∆p e(ξ3+ξ4−ξp)
v
uCp34
(
N=k+q∑
α=0
β
p{k,q},α
34 u
k+q−αvα
)
(L−1)k(M−1)q|∆p, ξp〉,
+O
(
1
cL
,
1
cM
)
+ . . . , (3.53)
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So the function G2134(u, v) has an expansion of the form
〈∆1, ξ1|φ2(1, 0)φ3(u, v)|∆4, ξ4〉 =
∑
p
Cp12C
p
34 g
21
34(p|u, v) +O
(
1
cL
,
1
cM
)
+ ..., (3.54)
where the global block g2134(p|u, v), which is the large central charge limit of G2134(u, v), is given
by
g2134(p|u, v) = u−∆3−∆4+∆p e(ξ3+ξ4−ξp)
v
u
×
∑
{k,q}
(
N=k+q∑
α=0
β
p{k,q},α
34 u
N−αvα
)
〈∆1, ξ1|φ2(1, 0)(L−1)k(M−1)q|∆p, ξp〉
〈∆1, ξ1|φ2(1, 0)|∆p, ξp〉 .
(3.55)
More generally, we have
φ3(u3, v3)φ4(u4, v4)|0, 0〉 =∑
p,{k,q}
u
−∆1−∆2+∆p
34 e
(ξ3+ξ4−ξp) v34u34Cp34
(
N=k+q∑
α=0
β
p{k,q},α
34 u
k+q−αvα
)
(L−1)k(M−1)qφ4(u4, v4)|0, 0〉,
+O
(
1
cL
,
1
cM
)
+ ..., (3.56)
with the four-point function given by the 1/cL,M expansion
〈
4∏
i=1
φi(ui, vi)〉 =
∑
p
Cp12C
p
34 g˜
21
34(p|u, v) +O
(
1
cL
,
1
cM
)
+ ..., (3.57)
where
g˜2134(p|u, v) = P ({∆i, ξi, uij , vij})f(u, v)−1g2134(p|u, v). (3.58)
It is possible to find the blocks g2134(p|u, v) by demanding that both sides of the OPE
transform the same way under the action of the quadratic Casimirs belonging to the global
algebra generated by {L−1, L0, L1,M−1,M0,M1}. These Casimirs are given by
C1 = M20 −M−1M1 (3.59)
C2 = 2L0M0 − 1
2
(L−1M1 + L1M−1 +M1L−1 +M−1L1). (3.60)
It can be seen that the states (L−1)k(M−1)qφ4(u4, v4)|0, 0〉 are eigenstates of C1 and C2 since
the Casimirs commute with L−1, M−1,
C1,2(L−1)k(M−1)qφ4(u4, v4)|0, 0〉 ≡ λp1,2(L−1)k(M−1)qφ4(u4, v4)|0, 0〉
, (3.61)
where the eigenvalues are given by
λp1 = ξ
2
p , λ
p
2 = (2∆pξp − 2ξp). (3.62)
Consequently, we have
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C1,2φ3(u3, v3)φ4(u4, v4)|0, 0〉 =∑
p,{k,q}
λp1,2 u
−∆1−∆2+∆p
34 e
(ξ3+ξ4−ξp) v34u34Cp34
(
N=k+q∑
α=0
β
p{k,q},α
34 u
k+q−αvα
)
(L−1)k(M−1)qφ4(u4, v4)|0, 0〉
+O
(
1
cL
,
1
cM
)
+ .... (3.63)
After taking the inner product on both sides with 〈φ1(u1, v1)φ2(u2, v2)|, we have
〈φ1(u1, v1)φ2(u2, v2)C1,2φ3(u3, v3)φ4(u4, v4)〉 =
∑
p
λp1,2C
p
12C
p
34 g˜
21
34(p|u, v) +O
(
1
cL
,
1
cM
)
+ ....
(3.64)
On the LHS of the above equation, C1,2 act as differential operators D1,2. More precisely,
these differential operators are given by
C1φ3(y3)φ4(y4)|0〉
= (M20 −M−1M1)φ3(y3)φ4(y4)|0〉
= [(−u3∂v3 + ξ3 − u4∂v4 + ξ4)(−u3∂v3 + ξ3 − u4∂v4 + ξ4)
−(−∂v3 − ∂v4)(−u23∂v3 + 2ξ3u3 − u24∂v4 + 2ξ4u4)]φ3(y3)φ4(y4)|0〉
= [2ξ3(u3 − u4)∂v4 − 2ξ4(u3 − u4)∂v3 + (ξ3 + ξ4)2 − (u3 − u4)2∂v3∂v4 ](φ3(y3)φ4(y4))|0〉
≡ D1(φ3(y3)φ4(y4))|0〉, (3.65)
C2φ3(y3)φ4(y4)|0〉
= [2L0M0 − 1
2
(L−1M1 + L1M−1 +M1L−1 +M−1L1)]φ3(y3)φ4(y4)|0〉
= [2(∆3 + ∆4 − 1)(ξ3 + ξ4) + (−2u3ξ3 + 2u4ξ3)∂u4 + (2u3ξ4 − 2u4ξ4)∂u3
+(−2u3∆4 + 2u4∆4 + 2v3ξ4 − 2v4ξ4)∂v3 + (2u3∆3 − 2u4∆3 − 2v3ξ3 + 2v4ξ3)∂v4
+(u23 − 2u3u4 + u24)∂v4∂u3 + (u23 − 2u3u4 + u24)∂v3∂u4
+(2u3v3 − 2u4v3 − 2u3v4 + 2u4v4)∂v3∂v4 ]φ3(y3)φ4(y4)|0〉
≡ D2(φ3(y3)φ4(y4))|0〉. (3.66)
Pulling the differential operator outside the four-point function, we have
D1,2〈φ1(u1, v1)φ2(u2, v2)φ3(u3, v3)φ4(u4, v4)〉 =
∑
p
λp1,2C
p
12C
p
34 g˜
21
34(p|u, v)+O
(
1
cL
,
1
cM
)
+ ....
(3.67)
We then expand the LHS using (3.57). This gives
D1,2
∑
p
Cp12C
p
34 g˜
21
34(p|u, v) +O
(
1
cL
,
1
cM
)
+ ... =
∑
p
λp1,2C
p
12C
p
34 g˜
21
34(p|u, v) +O
(
1
cL
,
1
cM
)
+ ....
(3.68)
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This equation has to be satisfied order by order. The leading order give us a differential
equation for g˜2134(p|u, v)
D1,2
∑
p
Cp12C
p
34 g˜
21
34(p|u, v) =
∑
p
λp1,2C
p
12C
p
34 g˜
21
34(p|u, v) (3.69)
We can decouple this to get differential equations for each block g˜2134(p|u, v),
DC1,2 g˜2134(p|u, v) = λp1,2 g˜2134(p|u, v). (3.70)
Using (3.58) we have
D1,2
(
P ({∆i, ξi, uij , vij})f(u, v)−1g2134(p|u, v)
)
= λp1,2 P ({∆i, ξi, uij , vij})f(u, v)−1g2134(p|u, v).
(3.71)
Let us first look at the differential equation associated with C1, which is given by
D1
 ∏
1≤i<j≤4
e
− vij
uij
( 1
3
∑4
k=1 ξk−ξi−ξj) f(u, v)−1g2134(p|u, v)

= ξ2p
∏
1≤i<j≤4
e
− vij
uij
( 1
3
∑4
k=1 ξk−ξi−ξj) f(u, v)−1g2134(p|u, v). (3.72)
For simplicity let us consider the case where ∆i=1,2,3,4 = ∆, ξi=1,2,3,4 = ξ. Then the above
equation reduces to
D1
 ∏
1≤i<j≤4
e
vij
uij
2ξ
3 (1− u) 2∆3 u 2∆3 e
2ξv
3(1−u) e−
2ξv
3u g∆,ξ(p|u, v)

= ξ2p
∏
1≤i<j≤4
e
vij
uij
2ξ
3 (1− u) 2∆3 u 2∆3 e
2ξv
3(1−u) e−
2ξv
3u g∆,ξ(p|u, v)), (3.73)
where we have used the notation g∆,ξ(p|u, v) for the blocks g2134(p|u, v) in this special case and
D1 is also taken with ξi=1,2,3,4 = ξ. If we combine the functions of u and v into
gˆ∆,ξ(p|u, v) = (1− u)
2∆
3 u
2∆
3 e
2ξv
3(1−u) e−
2ξv
3u g∆,ξ(p|u, v), (3.74)
then we have
D1
 ∏
1≤i<j≤4
e
vij
uij
2ξ
3 G∆,ξ(p|u, v)
 = ξ2p ∏
1≤i<j≤4
e
vij
uij
2ξ
3 gˆ∆,ξ(p|u, v), (3.75)
which explicitly is given by[
4ξ2 − ξ2p +
4
3
ξ2(u−131 + u
−1
32 + u
−1
34 )u43 −
4
3
ξ2(u−141 + u
−1
42 + u
−1
43 )u43
−4
9
ξ2(u−131 + u
−1
32 + u
−1
34 )(u
−1
41 + u
−1
42 + u
−1
43 )u
2
34 +
(
2ξu43 +
2
3
ξu34u43(u
−1
41 + u
−1
42 + u
−1
43 )
)
∂v3
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+(
−2ξu43 + 2
3
ξ(u−131 + u
−1
32 + u
−1
34 )(u34u43
)
∂v4 − u234∂v3∂v4
]
gˆ∆,ξ(p|u, v) = 0, (3.76)
where uij = ui − uj . Under the global conformal transformation (3.38), the above equation
reduces to[
4(u− 2)2ξ2 + 9(u− 1)ξ2p − 12u(2− 3u+ u2)ξ∂v + 9(u− 1)2u2∂2v
]
gˆ∆,ξ(p|u, v) = 0.(3.77)
In terms of the global blocks g∆,ξ(p|u, v), the above equation is given by
[(4(u− 1)ξ2 + ξ2p)− 4ξu(u− 1)∂v + u2(u− 1)∂2v ]g∆,ξ(p|u, v) = 0. (3.78)
The differential equation gets simpler if we introduce a function
k(p|u, v) = u2∆e− 2ξvu g∆,ξ(p|u, v). (3.79)
Plugging this back into the above equation, we have the simplified version:[
∂2v +
ξ2p
u2(u− 1)
]
h(p|u, v) = 0. (3.80)
Now let us look at the differential equation associated with C2. For simplicity we again only
consider the case where ∆i=1,2,3,4 = ∆, ξi=1,2,3,4 = ξ. We have,
D2
 ∏
1≤i<j≤4
u
− 2∆
3
ij e
vij
uij
2ξ
3 gˆ∆p,ξp(u, v))
 = (2∆pξp − 2ξp) ∏
1≤i<j≤4
u
− 2∆
3
ij e
vij
uij
2ξ
3 gˆ∆,ξ(p|u, v).
(3.81)
Under the global conformal transformation (3.38), the above differential equation reduces to
[(2ξ(−6 + 8∆− 2u3∆− 2u(−6 + 8∆ + vξ) + u2(−6 + 10∆ + vξ))
−9(−1 + u)2(−1 + ∆p)ξp)− 12(−2 + u)(−1 + u)2uξ∂u
+3(−1 + u)2(u2(6 + 4∆) + 8vξ − 8u(∆ + vξ))∂v + 18(−1 + u)3u2∂v∂u
+9(−1 + u)2u(−2 + 3u)v∂2v ] gˆ∆,ξ(p|u, v) = 0. (3.82)
In terms of the global blocks g∆,ξ(p|u, v) = (1− u)− 2∆3 u− 2∆3 e−
2ξv
3(1−u) e
2ξv
3u gˆ∆,ξ(p|u, v), we have
[2(2ξ(−1 + 2∆− 2u∆ + vξ)− (−1 + ∆p)ξp) + 2(u2(1 + 2∆) + 2vξ − 2u(∆ + 2vξ))∂v
+u(−2 + 3u)v∂2v − 4(−1 + u)uξ∂u + 2(−1 + u)u2∂v∂u]g∆,ξ(p|u, v) = 0. (3.83)
In terms of the function k(p|u, v), the differential equation again gets simpler[
u2∂v − (1− 3
2
u)uv∂2v + (u− 1)u2∂u∂v
]
k(p|u, v) = (∆p − 1)ξp k(p|u, v). (3.84)
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3.7 Solution of the BMS Global block
In this subsection, we find the explicit solution for the differential equation for the global
BMS block. The general solutions of the above differential equation (3.80) are given by
k1(p|u, v) = A∆p,ξp(u)e
ξp
u
√
1−uv, k2(p|u, v) = B∆p,ξp(u)e−
ξp
t
√
1−uv. (3.85)
Substituting (3.85) in the second differential equation (3.84) we have
A∆p,ξp(u)(−2(1 +
√
1− u) + (2 +√1− u)u− 2(−1 + u)∆p)
+2(1− u)3/2udA∆p,ξp(u)
du
= 0, (3.86)
B∆p,ξp(u)(2− 2
√
1− u+ (−2 +√1− u)u+ 2(−1 + u)∆p)
+2(1− u)3/2udB∆p,ξp(u)
du
= 0. (3.87)
The solutions of the above differential equations are given by
A∆p,ξp(u) = KA
u∆p(1−√1− u)2−2∆p√
1− u , B∆p,ξp(u) = KB
u∆p(1 +
√
1− u)2−2∆p√
1− u , (3.88)
where KA and KB are constant of integration. So the most general solution of h(p|u, v) is
given by
k(p|u, v) = KA u
∆p(1−√1− u)2−2∆p√
1− u e
ξp
u
√
1−uv+KB
u∆p(1 +
√
1− u)2−2∆p√
1− u e
− ξp
u
√
1−uv. (3.89)
Note again that the blocks are defined only for u2 + v2 < 1. So we don’t have to consider the
case u > 1, where the above equation becomes oscillatory.
Now, we need boundary conditions to find the constant of integration. Looking at (3.55),
we can see that k(p|u, v) is given by
k(p|u, v) = u∆p e−ξp vu
×
∑
{k,q}
(
N=k+q∑
α=0
β
p{k,q},α
34 u
N−αvα
)
〈∆, ξ|φ(1, 0)(L−1)k(M−1)q|∆p, ξp〉
〈∆, ξ|φ(1, 0)|∆p, ξp〉 .
(3.90)
Let us show a few of the terms in the summation. We know that β
p{0,0},0
12 = 1, β
p{1,0},0
12 =
1
2 ,
β
p{0,1},0
12 = −12 and
〈∆, ξ|φ(1, 0)L−1|∆p, ξp〉
〈∆, ξ|φ(1, 0)|∆p, ξp〉 = ∆p,
〈∆, ξ|φ(1, 0)M−1|∆p, ξp〉
〈∆, ξ|φ(1, 0)|∆p, ξp〉 = ξp. (3.91)
So, we have
k(p|u, v) = u∆p e−ξp vu
(
1 +
∆p
2
u− ξp
2
v + ...
)
. (3.92)
– 24 –
Expanding our solution (3.89) and comparing with the above equation we can find the values
KA and KB. For |u| < 1, the expansion of our solution is given by
k(p|u, v) = KAu∆pe−
ξpv
u 22−2∆pu−2∆p
(
2−2+2∆pu22−1+2∆pξpuv + 2−1+2∆pξ2pv
2
)
+KB u
∆pe−
ξpv
u 22−2∆p
(
1− 1
2
ξpv +
1
2
∆pu+ ...
)
. (3.93)
Comparing this with (3.92), we have
KA = 0, KB = 2
2∆p−2. (3.94)
So, we have
g∆,ξ(p|u, v) = 22∆p−2 (1− u)−1/2 exp
( −ξpv
u
√
1− u + 2ξ
v
u
)
u∆p−2∆(1 +
√
1− u)2−2∆p ,
where |u| < 1. (3.95)
This is the explicit form of the global BMS blocks in the limit of large central charges and is
one of the main results of our initial analysis.
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4 BMS Bootstrap: the limiting analysis
In this section, we will consider the limit of the 2d conformal algebra that leads to the BMS3
algebra, or equivalently, the 2d GCA. There are two distinct limits that do this; one can
be looked upon as a non-relativistic limit and the other as an ultra-relativistic limit. We
shall first discuss them and then focus on the non-relativistic limit. We shall then proceed to
reproduce some of the answers obtained in the previous section in the light of this limit.
4.1 Two contractions of 2d conformal algebra
There are two distinct contractions of two copies of the relativistic Virasoro algebra that lead
to the 2d GCA. At an algebraic level these are given by
Ln = Ln + L¯n, Mn = 
(Ln − L¯n) ⇒ Non-Relativistic Limit. (4.1)
and
Ln = Ln + L¯−n, Mn = 
(Ln + L¯−n) ⇒ Ultra-Relativistic Limit. (4.2)
To see why these contractions are so named, it is instructive to look at the generators of the
Virasoro algebra on the cylinder and follow the contraction. The conformal generators on the
cylinder are
Ln = einω∂ω, L¯n = einω¯∂ω¯, ω, ω¯ = τ ± σ. (4.3)
Now in the non-relativistic limit, the co-ordinates on the cylinder scale as (σ, τ) → (σ, τ).
It is now clear that if you take (4.1), in this limit this combination gives well-behaved vector
fields
Ln = e
inτ (∂τ + inτ∂σ), Mn = e
inτ∂σ. (4.4)
These close to form the algebra (1.2). The ultra-relativistic limit is when we scale the co-
ordinates on the cylinder as (σ, τ) → (σ, τ). It is easy to check that using (4.2), one now
gets well defined vector fields
Ln = e
inσ(∂σ + inτ∂τ ), Mn = e
inσ∂τ . (4.5)
It is gratifying to see that (4.4) and (4.5) are related by a swap of σ ↔ τ , as one would expect.
In a combined notation, we can write
Ln = e
inU (∂U + inτ∂V ), Mn = e
inU∂V (4.6)
where U is the un-contracted direction and V is the contracted direction in the field theory. We
are interested in the “plane” representations. The mapping between the two representations
is given by
u = eiU , v = iV eiU . (4.7)
This connects us to the notation of the previous section. In particular (4.6) goes to (3.1)
under the map (4.7).
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Highest weight representations and limits: Throughout the previous section on the
intrinsic analysis of the construction of the bootstrap equation and the solution of the BMS
block in the limit of large central charges, we have worked in the highest weight representation,
as was done in the case of the relativistic CFT analysis mentioned previously. We will now
attempt to understand some aspects of this through the limit. We seem to have two distinct
limits (4.1), (4.2) and hence two distinct ways of achieving this.
This is, however, not true. Let us consider the ultra-relativistic limit (4.2). We clearly
see that there is a mixture of positive and negative modes of the Virasoro algebra in this
limit. The Virasoro highest weight condition (2.4) thus does not reduce to the BMS highest
weight condition (3.3). The Virasoro highest weight condition leads to a distinct class of
representations called induced representations [50–52].
The non-relativistic limit (4.1) is conducive to reproducing our earlier results, as in this
case there is no mixing of positive and negative modes and the Virasoro highest weight
representations do go over the the BMS highest weight representations. We will thus be
focusing on the non-relativistic limit in an attempt to reconstruct the answers previously
obtained from the intrinsic analysis.
4.2 Reproducing coefficients of OPE
We will start by attempting to recover the coefficients of the BMS OPE that we obtained in
the previous section through the non-relativistic limit.
For simplicity take h1 = h2 = h, h¯1 = h¯2 = h¯. Acting (2.8) on the vacuum, the RHS is
given by ∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 z
hp−2h+K z¯h¯p−2h¯+K¯L−→
k
L¯−→¯
k
|hp, h¯p〉. (4.8)
In terms of the space time co-ordinates z = t + x, z¯ = t − x. We will consider the non-
relativistic contraction
t→ t, x→ x. (4.9)
The reason for doing so, and not considering the ultra-relativistic contraction (t→ t, x→ x),
has already been stated above. We note again that in our notation in the previous section v
is the co-ordinate which is contracted. In this case (4.8) is given by∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 (t+ x)
hp−2h+K (t− x)h¯p−2h¯+K¯ L−→
k
L¯−→¯
k
|hp, h¯p〉
=
∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 t
hp−2h+K+h¯p−2h¯+K¯
(
1 + 
x
t
)hp−2h+K (
1− x
t
)h¯p−2h¯+K¯ L−→
k
L¯−→¯
k
|hp, h¯p〉
=
∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 t
hp+h¯p−2(h+h¯)+K+K¯ exp
(
log
(
(1 + 
x
t
)hp−2h (1− x
t
)h¯p−2h¯
))
×
(
1 + 
x
t
)K (
1− x
t
)K¯ L−→
k
L¯−→¯
k
|hp, h¯p〉
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=
∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 t
hp+h¯p−2(h+h¯)+K+K¯ exp
((
hp − h¯p − 2(h− h¯)
) (

x
t
+O(2)
))
×
(
1 + 
x
t
)K (
1− x
t
)K¯ L−→
k
L¯−→¯
k
|hp, h¯p〉. (4.10)
Taking the non-relativistic limit → 0, we have
∆ = lim
→0
(h+ h¯), ξ = lim
→0
(h¯− h), Ln = 1
2
(Ln − 1

Mn), L¯n = 1
2
(Ln +
1

Mn). (4.11)
Putting these in equation (4.10), we get∑
p,{−→k ,−→¯k }
Cp12 Bp{
−→
k }
12 B¯p{
−→¯
k }
12 t
∆−2∆ptK+K¯ exp
(
2ξ − ξp +O(2)
)
(
1 + 
x
t
)K (
1− x
t
)K¯ 1
2
(
L− 1

M
)
−→
k
1
2
(
L+
1

M
)
−→¯
k
|∆p, ξp〉. (4.12)
Level 1
If we look at only the level one states in (4.12) without the common factor Cp12 t
∆−2∆p exp (2ξ − ξp),
we have
t
(
Bp{1}12
(
1 + 
x
t
) 1
2
(
L−1 − 1

M−1
)
+ Bp{1¯}12
(
1− x
t
) 1
2
(
L−1 +
1

M−1
))
|∆p, ξp〉
=
(
t
2
(
Bp{1}12 + Bp{1¯}12
)
L−1 − x
2
(
Bp{1}12 + Bp{1¯}12
)
M−1 +O
(
2
)) |∆p, ξp〉. (4.13)
Using the known coefficients of CFT Bp{1}12 = Bp{1¯}12 = 12 , we can see that
β
p{1,0},0
12 =
1
2
, β
p{0,1},1
12 = −
1
2
, β
p{1,0},1
12 = β
p{0,1},0
12 = 0. (4.14)
These match with the coefficients in Table (2).
Level 2
The details of the level 2 calculations are presented in Appendix B. We see that the coefficients
again match up with the answers previously obtained in the intrinsic method.
4.3 Differential equation for blocks from the limiting case
Having demonstrated that the coefficients of the BMS OPE can be recovered from a limit
of the OPE for the Virasoro algebra, we now go on to demonstrate that some other key
features of our intrinsic analysis can also be reproduced in this limit. In this subsection,
we concentrate on deriving the differential equations for the global BMS blocks from the
corresponding equations for the global CFT blocks.
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Under the contraction (4.9) and the definition in (B.1), the differential equations in (2.24)
transforms to [
(t+ x)2(1− (t+ x))1
4
(∂t +
1

∂x)
2 − (t+ x)2 1
2
(∂t +
1

∂x)
−1
2
(∆p − ξp

)(
1
2
(∆p − ξp

) + 1)
]
K∆p,ξp(t, x) = 0, (4.15)
[
(t− x)2(1− (t− x))1
4
(∂t − 1

∂x)
2 − (t− x)2 1
2
(∂t − 1

∂x)
−1
2
(∆p +
ξp

)(
1
2
(∆p +
ξp

) + 1)
]
K∆p,ξp(t, x) = 0. (4.16)
Taking the limit → 0, the only remaining part in both differential equations is[
∂2x +
ξ2p
t2(t− 1)
]
K∆p,ξp(t, x) = 0. (4.17)
We can also subtract one differential equation from the other and then take the limit which
gives rise to the differential equation[
t2∂x − (1− 3
2
t)tx∂2x + (t− 1)t2∂t∂x
]
K∆p,ξp(t, x) = (∆p − 1)ξp K∆p,ξp(t, x). (4.18)
These are same as (3.80) and (3.84).
4.4 The limit of the Virasoro global block
In this sub-section we will analyse the non-relativistic limit of the global CFT blocks (2.29)
g2134(p|z, z¯) = zhp−h1−h2 z¯h¯p−h¯1−h¯2 2F1(hp +h12, hp +h34; 2hp; z) 2F1(h¯p + h¯12, h¯p + h¯34; 2h¯p; z¯),
and check if it matches with the global BMS blocks (3.95) calculated from the intrinsic
analysis. In order to take the non-relativistic limit of the global block, we make use of the
integral representation of the hypergeometric function
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dwwb−1(1− w)c−b−1(1− zw)−a (4.19)
which is valid for |z| < 1 with arg(z) < pi. The beta function also has an integral representa-
tion
Γ(b)Γ(c− b)
Γ(c)
=
∫ 1
0
yb−1(1− y)c−b−1dy. (4.20)
So we have
2F1(a, b; c; z) =
∫ 1
0 w
b−1(1− w)c−b−1(1− zw)−adw∫ 1
0 y
b−1(1− y)c−b−1dy
. (4.21)
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We consider first the anti-holomorphic sector and make the substitutions h¯ = ∆2 +
ξ
2 and
z¯ = t− x
2F1
(
∆p + ∆12
2
+
ξp + ξ12
2
,
∆p + ∆34
2
+
ξp + ξ34
2
; ∆p +
ξp

; t− x
)
=
∫ 1
0 w
∆p+∆34
2
+
ξp+ξ34
2
−1(1− w)∆p−∆342 + ξp−ξ342 −1 (1− (t− x))−
∆p+∆12
2
− ξp+ξ12
2 dw∫ 1
0 y
∆p+∆34
2
+
ξp+ξ34
2
−1(1− y)∆p−∆342 + ξp−ξ342 −1dy
≡ I¯(∆p, ξp,∆12,∆34, ξ12, ξ34)
B¯(∆p, ξp,∆34, ξ34)
. (4.22)
Arranging the integrand in I¯ as an exponential of a power series in , we have
I¯(∆p, ξp,∆12,∆34, ξ12, ξ34)
=
∫ 1
0
exp
((
∆p + ∆34
2
+
ξp + ξ34
2
− 1
)
logw +
(
∆p −∆34
2
+
ξp − ξ34
2
− 1
)
log(1− w)
−
(
∆p + ∆12
2
+
ξp + ξ12
2
)
log(1− (t− x)w)
)
dw
≡
∫ 1
0
dwf¯(w)e
1

S¯(w)+O(), (4.23)
where
f¯(w) = w
∆p+∆34
2
−1(1− w)∆p−∆342 −1(1− tw)−∆p+∆122 e 12
wx(ξ12+ξp)
−1+tw ,
S¯(w) =
1
2
((ξp + ξ34) logw + (ξp − ξ34) log(1− w)− (ξp + ξ12) log(1− tw)) . (4.24)
The critical points of the function S¯(w) are given by
∂wS¯(w) = 0, (4.25)
and are located at
w± =
tξ12 − tξ34 − 2ξp ±
√
(−tξ12 + tξ34 + 2ξp) 2 − 4 (−ξ34 − ξp) (tξ12 − tξp)
2 (tξ12 − tξp) . (4.26)
In particular, the critical point w− lies on the real axis in the domain of integration. Then,
in the limit → 0 limit, we can use the saddle point approximation to calculate the integral
I¯(∆p, ξp,∆12,∆34, ξ12, ξ34)
→0−→
√
2pi
−S¯′′(w−)e
1

S¯(w−)
(
f¯(w−) +O()
)
=
2
√
pie
w−x(ξ12+ξp)
−2+2tw− (1− w−)−1+
−∆34+∆p−ξ34+ξp
2 w−
−2+∆34+∆p+ξ34+ξp
2 (1− tw−)−
∆12+∆p+ξ12+ξp
2√
− t2(ξ12+ξp)
(−1+tw−)2 +
−ξ34+ξp
(−1+w−)2 +
ξ34+ξp
w−2
.
(4.27)
Now, let us do the saddle point analysis for the beta function
B¯(∆p, ξp,∆34, ξ34) =
∫ 1
0
y
∆p+∆34
2
−1(1− y)∆p−∆342 −1e 12 ((ξp+ξ34) log y+(ξp+ξ34) log(1−y))dy
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≡
∫ 1
0
p¯(y)e
1

q¯(y)dy, (4.28)
where
p¯(y) = y
∆p+∆34
2
−1(1− y)∆p−∆342 −1, q¯(y) = 1
2
((ξp + ξ34) log y + (ξp + ξ34) log(1− y)) . (4.29)
The critical point for q¯(y) is at y− =
ξ34+ξp
2ξp
. Then we have
B¯(∆p, ξp,∆34, ξ34)
→0−→
√
2pi
−q¯′′(y−)e
1

q¯(w−)p¯(y−)
=
2
√
pi (1− y−)−
2+∆34−∆p+ξ34−ξp
2 y
−2+(∆34+∆p)+ξ34+ξp
2−√
(1−2y−)ξ34+(1+2(−1+y−)y−)ξp
(−1+y−)2y2−
. (4.30)
All the arguments above also follows through for the holomorphic sector where we make the
substitution h = ∆2 − ξ2 and z = t+ x
2F1
(
∆p + ∆12
2
− ξp + ξ12
2
,
∆p + ∆34
2
− ξp + ξ34
2
; ∆p − ξp

; t+ x
)
=
∫ 1
0 f(w)e
1

S(w)+O()dw∫ 1
0 p(w)e
1

q(w)dy
≡ I(∆p, ξp,∆12,∆34, ξ12, ξ34)
B(∆p, ξp,∆34, ξ34)
, (4.31)
with
f(w) = w
∆p+∆34
2
−1(1− w)∆p−∆342 −1(1− tw)−∆p+∆122 e 12
wx(ξ12+ξp)
−1+tw ,
S(w) =
1
2
(−(ξp + ξ34) logw − (ξp − ξ34) log(1− w) + (ξp + ξ12) log(1− tw)) ,
p(y) = y
∆p+∆34
2
−1(1− y)∆p−∆342 −1,
q(y) =
1
2
(−(ξp + ξ34) log y − (ξp + ξ34) log(1− y)) . (4.32)
It can be easily seen that for the integrand in I(∆p, ξp,∆12,∆34, ξ12, ξ34), the dominant saddle
occurs at the same value w−. Then the saddle point approximation give us
I(∆p, ξp,∆12,∆34, ξ12, ξ34)
=
2
√
pie
w−x(ξ12+ξp)
−2+2tw− (1− w−)−1+
−∆34+∆p+ξ34−ξp
2 w−−
2−∆34−∆p+ξ34+ξp
2 (1− tw−)
−∆12−∆p+ξ12+ξp
2√
− ξ34+ξp
w−2 +
ξ34−ξp
(−1+w−)2 +
t2(ξ12+ξp)
(−1+tw−)2
.
(4.33)
Similarly for the integrand in B(∆p,∆34, ξ34), the saddle point is same as in the anti-
holomorphic sector i.e., y−. Doing the saddle point approximation, we have
B(∆p,∆34, ξ34) =
2i
√
pi (1− y−)−
2+∆34−∆p−ξ34+ξp
2 (−1 + y−) y1−
2−∆34−∆p+ξ34+ξp
2−√
(1− 2y−) ξ34 +
(
1− 2y− + 2y2−
)
ξp
.
(4.34)
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Now, combining the holomorphic and the anti-holomorphic pieces, we have
I(∆p, ξp,∆12,∆34, ξ12, ξ34)I¯(∆p, ξp,∆12,∆34, ξ12, ξ34)
B(∆p,∆34, ξ34)B¯(∆p,∆34, ξ34)
= i
4e
w−x(ξ12+ξp)
−1+tw− pi(1− w−)−2−∆34+∆pw−−2+∆34+∆p(1− tw−)−∆12−∆p(
ξ34
w−2 +
ξp
w−2 −
t2(ξ12+ξp)
(−1+tw−)2 +
−ξ34+ξp
(−1+w−)2
)2
×
4pi (1− y−)−2−∆34+∆py−2+∆34+∆p−√
−((1−2y−)ξ34+(1−2y−+2y
2
−)ξp)2
(−1+y−)4y4−

−1
. (4.35)
We are interested in the case where all the external operators are identical i.e., ∆ij = 0, ξij =
0. Putting the value of w− and y− and taking ∆ij = 0, ξij = 0 in the above equation, we
have
I(∆p, ξp)I¯(∆p, ξp)
B(∆p, ξp)B¯(∆p, ξp)
= 22∆p−2 (1− t)−1/2 exp
( −ξpx
t
√
1− t + ξp
x
t
)
(1 +
√
1− t)2−2∆p . (4.36)
Combining this with the factor
zhp−2hz¯h¯p−2h¯ →0−→ t∆p−2∆e−ξp xt +2ξ xt , (4.37)
we finally have the global BMS blocks
g∆,ξ(p|t, x) = 22∆p−2 (1− t)−1/2 exp
( −ξpx
t
√
1− t + 2ξ
x
t
)
t∆p−2∆(1 +
√
1− t)2−2∆p .
(4.38)
This matches exactly with global BMS blocks (3.95) obtained using intrinsic analysis and
gives us a very non-trivial and comprehensive check of our intrinsic analysis.
– 32 –
5 The Chiral Limit
In this section, we will explore what is called the Chiral limit of the BMS3 algebra. When
one is looking at the BMS3 algebra (1.2) with cM = 0 and furthermore, restricting to a sector
where ξ = 0, i.e. a sector where all the M0 eigenvalues of the states considered are vanishing,
through an analysis of null vectors in the algebra [12], it can be shown there is a truncation
of the BMS3 down to its Virasoro sub-algebra.
5.1 A Holographic Interlude: Flatspace Chiral Gravity
In the context of holography, the phenomenon of truncation of the symmetry algebra in the
field theory has been used to construct what is called Flatspace Chiral Gravity [43]. Topo-
logically Massive Gravity (TMG) is a theory of gravity in 3 dimensions, which, in addition
to the usual Einstein Hilbert term, has a gravitational Chern-Simons term.
STMG = SEH +
1
µ
SGCS =
∫
d3x
√−g
[
R+ 2Λ +
1
µ
ελµνΓρλσ
(
∂µΓ
σ
ρν +
2
3
ΓσµτΓ
τ
νρ
)]
. (5.1)
Here Λ is the cosmological constant. When one analyses the asymptotic structure of TMG
with asymptotically Minkowskian boundary conditions (Λ = 0), the ASG turns out to be the
BMS3 algebra, now with both central charges turned on. They take values:
ctmgL =
1
4µG
, ctmgM =
1
4G
. (5.2)
Now if we look at a limit where G→∞, µ→ 0 with µG = 196k held fixed, the central charges
take the value:
cL = 24k, cM = 0. (5.3)
In this limit, the gravitational C-S term in the TMG action (5.1) becomes important and
the Einstein-Hilbert term is scaled away. This theory is called Chern-Simons Gravity. With
asymptotically Minkowskian boundary conditions, this theory has an asymptotic algebra
which is just a single copy of a Virasoro algebra with central charge c = 24k. This theory
has been named Flatspace Chiral Gravity (FCG). It can be checked through a gravitational
analysis that for FCG, all the Mn charges vanish identically [43].
5.2 Chiral limit and the BMS bootstrap
In this subsection, we wish to see how our earlier analysis of the BMS bootstrap ties in with
the chiral limit described above. To this end, we attempt to construct the coefficients of the
BMS OPE where we have vanishing ξ weights and cM = 0.
For this special limit, cM = 0, ξ = 0, ξp = 0, the recursion relations given by equation
(3.21), (3.23), (3.22) reduce to
Ln|N + n, α〉p = (N + nα−∆ + n∆ + ∆p) |N,α〉p (5.4)
Mn|N + n, α〉p = −(α+ 1)|N,α+ 1〉p (5.5)
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M0|N,α〉p = −(α+ 1)|N,α+ 1〉p. (5.6)
Using the above equations, let us try to find the coefficients of the OPE upto level two
descendants. For level zero we trivially have
|N = 0, α = 0〉 = βp{0,0},012 |∆p, 0〉 = |∆p, 0〉. (5.7)
Level 1: States at level 1 are given by
|1, α〉p = βp{1,0},α12 L−1|∆p, 0〉+ βp{0,1},α12 M−1|∆p, 0〉, α = 0, 1. (5.8)
Let us note that for ξp = 0
M0|1, α〉p = βp{1,0},α12 M−1|∆p, ξp〉, (5.9)
M1|1, α〉p = 0, (5.10)
L1|1, α〉p = 2∆pβp{1,0},α12 |∆p, ξp〉. (5.11)
Using (5.4) we have
L1|1, 0〉p = ∆p|0, 0〉p =⇒ 2∆pβp{1,0},012 |∆p, 0〉 = ∆p|∆p, 0〉
=⇒ βp{1,0},012 =
1
2
. (5.12)
Using the recursion relation (5.6), we have
M0|1, 1〉p = 0 =⇒ βp{1,0},112 M−1|∆p, 0〉 = 0 =⇒ βp{1,0},112 = 0. (5.13)
We see that these are exactly the coefficients that we had for a single Virasoro algebra in the
first level as was seen in the table (1) in Sec 2. 3
Level 2: We can continue this analysis to any arbitrary level. At level 2 we have
|2, α,∆p, 0〉 = βp{1,1},α12 L−1M−1|∆p, 0〉+ βp{2,0},α12 L−1L−1|∆p, 0〉+ βp{(0,1),0},α12 L−2|∆p, 0〉
+β
p{0,2},α
12 M−1M−1|∆p, 0〉+ βp{0,(0,1)},α12 M−2|∆p, 0〉, α = 0, 1, 2. (5.14)
We will focus on determining β
p{2,0},α
12 and β
p{(0,1),0},α
12 . The detailed analysis is presented in
an appendix. Here we mention the answers:
β
p{2,0},0
12 =
cL − 12∆− 4∆p + cL∆p + 8∆2p
4(cL − 10∆p + 2cL∆p + 16∆2p)
(5.15)
β
p{(0,1),0},0
12 =
2∆−∆p + 4∆∆p + ∆2p
cL − 10∆p + 2cL∆p + 16∆2p
. (5.16)
These again are the answers we would have expected from a single Virasoro algebra with
central charge cL. This provides a cross-check of the chiral truncation of the BMS3 algebra.
3β
p{0,1},0
12 remains undetermined in this limit and this is to be expected. We also find that one can determine
β
p{0,1},1
12 = −1/2. But this is a coefficient coming out of a null state M−1|∆p, 0〉 and has to be neglected.
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6 Concluding Remarks
6.1 A summary of our results
In this paper, we have built on our initial analysis of the BMS bootstrap in [10]. We have
provided a lot of detailed calculations that was missing in [10] and also presented a significant
amount of new material, the most significant of which is a comprehensive check of all the
main results of the intrinsic analysis by a systematic limiting procedure.
We have first shown, that one could look at the highest weight representations of the
BMS3 algebra and, in a manner similar to closely following the conformal bootstrap approach,
set up the bootstrap equations in BMS invariant 2d field theories. For this, the central idea
was the construction of the BMS operator product expansion, which then allowed us to make
statements about the correlation functions of the theory. We made an ansatz for the BMS
OPE and showed that this was indeed a consistent choice to make. The OPE could be, e.g.,
used to check the form of the two and three point functions that were earlier determined from
symmetry.
We then went on to construct recursion relations between primary states under the action
of the various modes of the BMS algebra. These recursion relations then allowed us to fix the
undetermined coefficients in the OPE completely. We showed the results up to the second
level and in principle, this is an analysis that could be continued to any arbitrary order. Using
the OPE, we then considered BMS four-point functions and constructed a notion of crossing
symmetry for these field theories, which turned out to be different from the usual conformal
crossing equations.
After this, we constructed the BMS blocks and using crossing symmetry, formulated
the BMS bootstrap equation. These equations, when solved, will lead to all possible BMS-
invariant field theories in two dimensions. The equations are obviously very difficult to solve.
As an important step towards the solution of these equations, we looked at the large central
charge limit of the BMS blocks. In this limit, the BMS blocks reduced to what we called the
global blocks which were the ones containing descendants of only L−1 and M−1. We then
used the Casimirs of BMS to construct two second order differential equations for the global
blocks, which we could solve explicitly. As emphasised above, this is a rather important step
in the programme of classifying all BMS invariant field theories with the help of the BMS
bootstrap.
Here there is point that we should emphasise. We said that we are interested in BMS
invariant field theories as they form putative duals of Minkowski spacetimes. When we
consider Einstein gravity in the bulk, we have already state in the beginning that cL = 0.
Does this mean that our analysis for global blocks would not be valid for Einstein gravity?
The answer, interesting, is that it would be. For this, let us look back at Table (3). We
see that the coefficients that correspond to the “higher” descendants (L−nM−m|∆, ξ〉p for
n,m ≥ 2) of the BMS primaries are actually suppressed by cM alone. This can be checked
for higher levels as well. So the global block actually requires only cM → ∞. Hence, this
limit works for the theories putatively dual to Einstein gravity.
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We went on to recover some of our answers, especially the coefficients of the BMS OPE
through the non-relativistic limit of the Virasoro algebra. The fact that the answers obtained
in the intrinsic and in the limiting method matched was a check of the correctness of both
methods. At the end, we looked at a special case where the central charge cM = 0 and also
all ξ = 0. This is a limit where the BMS3 algebra is known to reduce to a single copy of the
Virasoro algebra. We found that the coefficients of the BMS OPE also reduce to that of a
regular chiral CFT in this case.
6.2 Future directions
There are several directions that are being currently pursued and others we hope to work on
in the near future. Below we present a list of these.
Super-BMS bootstrap: It is natural to try and generalise our analysis to symmetry alge-
bras with supersymmetry. There exist supersymmetric versions of BMS3 or equivalently, the
GCA2. In particular, it is of interest to consider what we call the homogeneous and inhomo-
geneous Super Galilean Conformal Algebras (SGCAs) [53]. The homogeneous SGCA is given
by
[Ln, Lm] = (n−m)Ln+m + cL
12
(n3 − n)δn+m,0
[Ln,Mm] = (n−m)Mn+m + cM
12
(n3 − n)δn+m,0 (6.1)
[Ln, Q
α
r ] =
(n
2
− r
)
Qαn+r, {Qαr , Qβs } = δαβ
[
Mr+s +
cM
6
(
r2 − 1
4
)
δr+s,0
]
.
In the above, we have only written the non-zero commutation relations. The above algebra can
be obtained by a contraction of the 2D N = (1, 1) superconformal algebra where the fermionic
generators are scaled in a similar fashion. This algebra (stripped of the α, β indices) has also
been obtained as the asymptotic symmetries of 3D N = 1 supergravity [54, 55]. Another
version of the Super GCA is the inhomogeneous one:
[Ln, Lm] = (n−m)Ln+m + cL
12
(n3 − n)δn+m,0,
[Ln,Mm] = (n−m)Mn+m + cM
12
(n3 − n)δn+m,0, (6.2)
[Ln, Gr] =
(n
2
− r
)
Gn+r, [Ln, Hr] =
(n
2
− r
)
Hn+r, [Mn, Gr] =
(n
2
− r
)
Hn+r,
{Gr, Gs} = 2Lr+s + cL
3
(
r2 − 1
4
)
δr+s,0, {Gr, Hs} = 2Mr+s + cM
3
(
r2 − 1
4
)
δr+s,0.
Here again the zero commutators are suppressed. This inhomogeneous SGCA can be obtained
from the 2D N = (1, 1) superconformal algebra by a different contraction, a contraction which
the fermionic generators are scaled in very different ways [53]. In the context of supergravity,
this leads to a an exotic twisted SUGRA theory [56].
We are at present attempting to construct the bootstrap programme for both these
algebras. One of the crucial steps, as in the bosonic case, is the construction of the OPE
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for the supersymmetric algebra. It is expected that the analysis would generalise to the
supersymmetric case in a natural way.
BMS Liouville theory: Liouville theory is a very important example of a 2d CFT that admits a
semi-classical limit. This semi-classical limit also connects Liouville theory with AdS3 gravity
and SL(2, R) Chern-Simons theory [57–59]. The three point function for general momenta in
Liouville theory has been computed and goes under the name of the DOZZ formula [60, 61].
Closed form expression for the structure constants are thus known and it has been explicitly
verified that the theory satisfies the conformal bootstrap equation [61, 62]. A lot of the
progress on Virasoro blocks in general 2d CFTs hinges on the success of computations in
Liouville theory. In the recent emergence of techniques of 2d CFTs for large central charge
following [39], Liouville theory has played a central role.
In [46], a contracted version of Liouville theory has been proposed by taking a systematic
limit of the parent theory. The Poisson algebra of the conserved charges of this theory turns
out to be the BMS algebra (1.2). There are actually two versions of this limiting theory, one
with a vanishing cM and one with cM non-zero. It is expected that the semi-classical version
of the theory with cM 6= 0 would be important for understanding the dual of Einstein gravity
in 3d flat spacetimes.
We wish to understand the structure of this theory in detail so that we can compute the
equivalent of the DOZZ formula for the three point functions and hence find an explicit exam-
ple where the BMS bootstrap equations are satisfied. For our explorations of flat holography,
this is a vital step. We wish to address questions about BMS blocks and also generalise the
recent large c CFT techniques to the BMS case. The BMS Liouville theory would provide us
valuable insight into these problems.
Higher dimensions: A very natural direction of generalisation of our analysis is to explore a
higher dimensional version of our bootstrap analysis. We have made some remarks about this
in the introduction. Let us briefly elaborate on some aspects and some possible difficulties.
First thing to mention here is that the BMS algebra and the GCA are not isomorphic in
higher dimensions, as can be readily seen by looking at equations (1.3) and (1.4). So higher
dimensional generalisations of the bootstrap would be different for the two cases.
The structure of BMS algebras in different dimensions is very different. This should
be obvious by looking at the 4d case (1.3) and the 3d case (1.2), which we have addressed
in this paper. The systematics of the bootstrap procedure, which depends crucially on the
structure of the algebra, would thus be very different and our methods in this paper would
not generalise in any natural way for the cases of field theories in 3 and higher dimensions
with BMS symmetry. There are indications [30] that 3d field theories with BMS4 symmetry
actually reduce to 2d CFTs4. So, it is possible that the usual 2d Virasoro bootstrap would be
applicable for these field theories. We don’t have any concrete suggestions for field theories
with BMS symmetries in even higher dimensions (D > 4).
4See also [63, 64].
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The case for GCFTs and the Galilean Conformal Bootstrap in higher dimension is much
more encouraging from the point of view of our present analysis. The structure of Galilean
conformal symmetry remains very similar as we go up in dimensions. This is evident from
(1.2) and (1.4)5. It is hence expected that constructions similar to what we have attempted
in this paper would also work for higher dimensional GCFTs. There would be interesting
departures as well. There is no central charge in the [Ln,M
i
m] commutator and hence the
semi-classical limit should work differently.
The very interesting thing in this analysis would be the fact that unlike conformal boot-
strap in dimensions higher 2, the Galilean conformal bootstrap would benefit from the infinite
dimensional symmetry algebra in all dimensions. This would means we would have much more
analytical control over our analysis, as compared to the bootstrap programme in the higher
dimensional CFT, which has been driven primary with numerical methods. We should be in
a very good position to classify non-relativistic quantum field theories by the virtue of this
analysis.
Mellin space: Recently, it has been shown that one can combine Polykov’s original idea about
the bootstrap exploiting manifest crossing symmetry with the Mellin representations of CFT
amplitudes to get a much better analytical handle on the conformal bootstrap programme for
higher dimensions [65, 66]. It is very tempting to attempt a similar algorithm for the BMS
bootstrap. Here we would need modifications of the Mellin space amplitudes, for which the
systematic limit from CFT should be very useful.
There are indeed many other interesting directions to pursue over and above the ones just
mentioned. To conclude, we believe the BMS programme that we have initiated in [10] and
elaborated on in this paper is a programme which would be very useful in many diverse fields.
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Appendices
A Level 2 coefficients: Detailed calculations in intrinsic method
In this appendix, we provide further detailed calculations of the analysis outline in Sec 3.4
for finding the coefficients of the OPE for the BMS3 algebra. Below are the details for the
level 2 calculations.
At level 2 we have
|2, α〉p = βp{1,1},α12 L−1M−1|∆p, ξp〉+ βp{2,0},α12 L−1L−1|∆p, ξp〉+ βp{(0,1),0},α12 L−2|∆p, ξp〉
+β
p{0,2},α
12 M−1M−1|∆p, ξp〉+ βp{0,(0,1)},α12 M−2|∆p, ξp〉, α = 0, 1, 2. (A.1)
Let us note again that
M0|2, α〉p =
(
ξpβ
p{1,1},α
12 + 2β
p{2,0},α
12
)
L−1M−1|∆p, ξp〉+ ξpβp{2,0},α12 L−1L−1|∆p, ξp〉
+ξpβ
p{(0,1),0},α
12 L−2|∆p, ξp〉+
(
β
p{1,1},α
12 + ξpβ
p{0,2},α
12
)
M−1M−1|∆p, ξp〉
+
(
2β
p{(0,1),0},α
12 + ξpβ
p{0,(0,1)},α
12
)
M−2|∆p, ξp〉, (A.2)
M1|2, α〉p =
(
2ξpβ
p{1,1},α
12 + 2β
p{2,0},α
12 + 3β
p{(0,1),0},α
12
)
M−1|∆p, ξp〉
+4ξpβ
p{2,0},α
12 L−1|∆p, ξp〉, (A.3)
M2|2, α〉p =
(
6ξpβ
p{2,0},α
12 +
(
4ξp +
cM
2
)
β
p{(0,1),0},α
12
)
|∆p, ξp〉, (A.4)
L1|2, α〉p =
(
2(∆p + 1)β
p{1,1},α
12 + 4ξpβ
p{0,2},α
12 + 3β
p{0,(0,1)},α
12
)
M−1|∆p, ξp〉
+
(
2ξpβ
p{1,1},α
12 + 2(2∆p + 1)β
p{2,0},α
12 + 3β
p{(0,1),0},α
12
)
L−1|∆p, ξp〉, (A.5)
L2|2, α〉p =
(
6ξpβ
p{1,1},α
12 + 6∆pβ
p{2,0},α
12 +
(
4∆p +
cL
2
)
β
p{(0,1),0},α
12
+
(
4ξp +
cM
2
)
β
p{0,(0,1)},α
12
)
|∆p, ξp〉. (A.6)
Using the recursion relation (3.22) on the state |2, 2〉p, we get
M0|2, 2〉p = ξp|2, 2〉p
=⇒
(
2β
p{2,0},2
12 L−1M−1 + β
p{1,1},2
12 M−1M−1 + 2β
p{(0,1),0},2
12 M−2
)
|∆p, ξp〉 = 0,
=⇒ βp{1,1},212 = βp{2,0},212 = βp{(0,1),0},212 = 0. (A.7)
Using the above result and (3.21) with N = 0, n = 2, α = 2, we have
L2|2, 2〉p = 0⇒
(
4ξp +
cM
2
)
β
p{0,(0,1)},2
12 |∆p, ξp〉 = 0⇒ βp{0,(0,1)},212 = 0. (A.8)
Using (3.21) with N = 1, n = 1, α = 2, we have
L1|2, 2〉p = −ξp|1, 1〉p
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=⇒ 4ξpβp{0,2},212 M−1|∆p, ξp〉 =
ξp
2
M−1|∆p, ξp〉
=⇒ βp{0,2},212 =
1
8
. (A.9)
Next, we use (3.22) on the state |2, 1〉p, giving us
M0|2, 1〉p = ξp |2, 1〉p − 2|2, 2〉p
=⇒
(
2β
p{2,0},1
12 L−1M−1 + β
p{1,1},1
12 M−1M−1 + 2β
p{(0,1),0},1
12 M−2
)
|∆p, ξp〉
= −2βp{0,2},212 M−1M−1|∆p, ξp〉
=⇒ βp{1,1},112 = −2βp{0,2},212 = −
1
4
, β
p{2,0},1
12 = 0, β
p{(0,1),0},1
12 = 0. (A.10)
Now, we use (3.21) with N = 0, n = 2, α = 1
L2|2, 1〉p = (−2ξ − 2ξp) |0, 0〉p
=⇒
(
−1
4
6ξp + β
p{0,(0,1)},1
12
(
4ξp +
cM
2
))
|∆p, ξp〉 = (−2ξ − 2ξp)|∆p, ξp〉
=⇒ βp{0,(0,1)},112 = −
2ξ + 12ξp
(4ξp + 6cM )
= − 4ξ + ξp
4 (3cM + 2ξp)
. (A.11)
Using the recursion relation (3.21) with N = 1, n = 1, α = 1, we have
L1|2, 1〉p = (2 + ∆p)|1, 1〉p − ξp|1, 0〉p
=⇒
(
−ξp
2
L−1 +
(
−(1 + ∆p)
2
+ 4ξpβ
p{0,2},1
12 + 3β
p{0,(0,1)},1
12
)
M−1
)
|∆p, ξp〉
=
(
−(2 + ∆p)
2
M−1 − ξp
2
L−1
)
|∆p, ξp〉
=⇒ βp{0,2},112 = −
1
8ξp
− 3
4ξp
β
p{0,(0,1)},1
12 =
12ξ − 6cM − ξp
16ξp (3cM + 2ξp)
. (A.12)
Now, we use (3.22) on the state |2, 0〉p, giving us
M0|2, 0〉p = ξp |2, 0〉p − |2, 1〉p
=⇒
(
β
p{2,0},0
12 2L−1M−1 + β
p{1,1},0
12 M−1M−1 + 2β
p{(0,1),0},0
12 M−2
)
|∆p, ξp〉
= −
(
β
p{1,1},1
12 L−1M−1 + β
p{0,2},1
12 M−1M−1 + β
p{0,(0,1)},1
12 M−2
)
|∆p, ξp〉
=⇒ βp{1,1},012 = −βp{0,2},112 = −
12ξ − 6cM − ξp
16ξp (3cM + 2ξp)
, β
p{2,0},0
12 = −
β
p{1,1},1
12
2
=
1
8
,
β
p{(0,1),0},0
12 = −
β
p{0,(0,1)},1
12
2
=
4ξ + ξp
8 (3cM + 2ξp)
. (A.13)
Next, we use (3.21) with n = 2, N = 0, α = 0
L2|2, 0〉p = (∆ + ∆p)|0, 0〉p
=⇒
(
6β
p{1,1},0
12 ξp + 6β
p{2,0},0
12 ∆p + β
p{(0,1),0},0
12
(
4∆p +
cL
2
)
+ β
p{0,(0,1)},0
12
(
4ξp +
cM
2
))
|∆p, ξp〉
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= (∆ + ∆p)|∆p, ξp〉
=⇒ βp{0,(0,1)},012 =
∆ + ∆p − 6βp{1,1},012 ξp − 6βp{2,0},012 ∆p − βp{(0,1),0},012 (4∆p + 6cL)
(4ξp + 6cM )
=
36ξ − 24ξcL − 18cM + 24∆cM − 16ξ∆p + 6cM∆p − 3ξp + 16∆ξp − 6cLξp
16 (3cM + 2ξp)
2 .
(A.14)
Furthermore (3.21) with n = 1, N = 1, α = 0 give us the recursion relation
L1|2, 0〉p = (1 + ∆p)|1, 0〉p
=⇒
(
2(∆p + 1)β
p{1,1},0
12 + 4ξpβ
p{0,2},0
12 + 3β
p{0,(0,1)},0
12
)
M−1|∆p, ξp〉
+
(
2ξpβ
p{1,1},0
12 + 2(2∆p + 1)β
p{2,0},0
12 + 3β
p{(0,1),0},0
12
)
L−1|∆p, ξp〉
=
(1 + ∆p)
2
L−1|∆p, ξp〉 (A.15)
Equating coefficient of M−1|∆p, ξp〉 in the above equation, we get
β
p{0,2},0
12 = −
1
4ξp
(
2β
p{1,1},0
12 (∆p + 1) + 3β
p{0,(0,1)},0
12
)
=
1
64ξ2p (3cM + 2ξp)
2
(−36c2M (1 + ∆p) + 24cM (3ξ + ∆p (3ξ − 2ξp) + (1− 3∆)ξp)
+ξp (−60ξ + ∆p (96ξ − 4ξp) + 5ξp − 48∆ξp + 18cL (4ξ + ξp))) . (A.16)
The coefficients are collected in Table 2 in Sec 3.4.
It is clear from the analysis above that, given the recursion relations, we can solve for
the βs for any level. Computational power required obviously increases substantially as we
attempt to go higher, but there is no theoretical difficulty in obtaining these coefficients.
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B Level 2 coefficients: Detailed calculations in limiting method
Using the relation
c =
1
6
(
cL − cM

)
, c¯ =
1
6
(
cL +
cM

)
, h =
1
2
(
∆− ξ

)
, h¯ =
1
2
(
∆ +
ξ

)
, (B.1)
the coefficients of the level two descendant fields given in Table (1) are
Bp{1,1}12 =
c− 12h− 4hp + chp + 8h2p
4(c− 10hp + 2chp + 16h2p)
=
1
8
+ β+ λ2 +O(3), (B.2)
Bp{2}12 =
2h− hp + 4hhp + h2p
c− 10hp + 2chp + 16h2p
= η + Γ+O(2), (B.3)
B¯p{1¯,1¯}12 =
c¯− 12h¯− 4h¯p + c¯h¯p + 8h¯2p
4(c¯− 10h¯p + 2cc¯h¯+ 16h¯2p)
=
1
8
− β+ λ2 +O(3), (B.4)
B¯p{2¯}12 =
2h¯− h¯p + 4h¯h¯p + h¯2p
c− 10h¯p + 2ch¯p + 16h¯2p
= η − Γ+O(2), (B.5)
where
β =
12ξ − 6cM − ξp
16ξp (3cM + 2ξp)
= β
p{0,2},1
12 , (B.6)
λ =
1
32ξ2p (3cM + 2ξp)
2
(−36c2M (1 + ∆p) + 24cM (3ξ + ∆p (3ξ − 2ξp) + (1− 3∆)ξp)
+ξp (−60ξ + ∆p (96ξ − 4ξp) + 5ξp − 48∆ξp + 18cL (4ξ + ξp)))
= 2β
p{0,2},0
12 , (B.7)
η =
(4ξ + ξp)
8 (3cM + 2ξp)
= −β
p{0,(0,1)},1
12
2
, (B.8)
Γ =
(−36ξ + 24ξcL + 18cM − 24∆cM + 16ξ∆p − 6cM∆p + 3ξp − 16∆ξp + 6cLξp)
16 (3cM + 2ξp) 2
= −βp{0,(0,1)},012 . (B.9)
Now collecting all the level two states in the expansion (4.12), modulo the common factor
Cp12t
∆−2∆p exp (2ξ − ξp)), we get(
Bp{2}12 t2
(
1 + 
x
t
)2 L−2 + Bp{1,1}12 t2 (1 + xt )2 L−1L−1
+Bp{1}12 B¯p{1¯}12 t2
(
1 + 
x
t
)(
1− x
t
)
L−1L¯−1
+B¯p{2¯}12 t2(1− 
x
t
)2L¯−2 + B¯p{1¯,1¯}12 t2(1− 
x
t
)2L¯−1L¯−1
)
|∆p, ξp〉
=
(
Bp{2}12 t2(1 + 
x
t
)2
1
2
(L−2 − 1

M−2) + Bp{1,1}12 t2(1 + 
x
t
)2
1
2
(L−1 − 1

M−1)
1
2
(L−1 − 1

M−1)
+Bp{1}12 B¯p{1¯}12 t2(1 + 
x
t
)(1− x
t
)
1
2
(L−1 − 1

M−1)
1
2
(L−1 +
1

M−1)
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+B¯p{2¯}12 t2(1− 
x
t
)2
1
2
(L−2 +
1

M−2) + B¯p{1¯,1¯}12 t2(1− 
x
t
)2
1
2
(L−1
+
1

M−1)
1
2
(L−1 +
1

M−1)
)
|∆p, ξp〉. (B.10)
Then the non-relativistic limit of the coefficient of x2 in the above state is given by
|2, 2〉p = lim
−→0
(
Bp{2}12
2
(2L−2 − M−2) + B
p{1,1}
12
4
(2L−1L−1 − 2L−1M−1 +M−1M−1)
−B
p{1}
12 B¯p{1¯}12
4
(2L−1L−1 −M−1M−1)− B¯
p{2¯}
12
2
(2L−2 + M−2)
+
B¯p{1¯,1¯}12
4
(2L−1L−1 + 2L−1M−1 +M−1M−1)
)
|∆p, ξp〉
=
1
8
M−1M−1|∆p, ξp〉 = βp{0,2},212 M−1M−1|∆p, ξp〉. (B.11)
Similarly, the coefficients of xy in (B.10) gives the state
|2, 1〉p = lim
→0
(
Bp{2}12 (L−2 −M−2) +
Bp{1,1}12
2
(L−1L−1 − 2L−1M−1 + 1

M−1M−1)
−B¯p{2¯}12 (L−2 +M−2)−
B¯p{1¯,1¯}12
2
(L−1L−1 + 2L−1M−1 +
1

M−1M−1)
)
|∆p, ξp〉
=
(
−1
4
L−1M−1 − 2ηM−2 + βM−1M−1
)
|∆p, ξp〉
=
(
β
p{1,1},1
12 L−1M−1 + β
p{0,(0,1)},1
12 M−2 + β
p{0,2},1
12 M−1M−1
)
|∆p, ξp〉. (B.12)
Lastly, the non-relativistic limit of the coefficients of t2 gives us the state
|2, 0〉p = lim
→0
(
Bp{2}12
2
(L−2 − 1

M−2) +
Bp{1,1}12
4
(L−1L−1 − 2

L−1M−1 +
1
2
M−1M−1)
+
Bp{1}12 B¯p{1¯}12
4
(L−1L−1 − 1
2
M−1M−1) +
B¯p{2¯}12
2
(L−2 +
1

M−2)
+
B¯p{1¯,1¯}12
4
(L−1L−1 +
2

L−1M−1 +
1
2
M−1M−1)
)
|∆p, ξp〉
=
(
ηL−2 − ΓM−2 + 1
8
L−1L−1 − βL−1M−1 + λ
2
M−1M−1
)
|∆p, ξp〉
=
(
β
p{(0,1),0},0
12 L−2 + β
p{0,(0,1)},0
12 M−2 + β
p{2,0},0
12 L−1L−1 + β
p{1,1},0
12 L−1M−1
+β
p{0,2},0
12 M−1M−1
)
|∆p, ξp〉. (B.13)
All of these states match with our calculations in the previous section.
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C Level 2 analysis of coefficients in the Chiral limit
|2, α,∆p, 0〉 = βp{1,1},α12 L−1M−1|∆p, 0〉+ βp{2,0},α12 L−1L−1|∆p, 0〉+ βp{(0,1),0},α12 L−2|∆p, 0〉
+β
p{0,2},α
12 M−1M−1|∆p, 0〉+ βp{0,(0,1)},α12 M−2|∆p, 0〉, α = 0, 1, 2. (C.1)
Note that for ξp = 0, cM = 0.
M0|2, α〉p = 2βp{2,0},α12 L−1M−1|∆p, 0〉+ βp{1,1},α12 M−1M−1|∆p, 0〉
+2β
p{(0,1),0},α
12 M−2|∆p, 0〉, (C.2)
M1|2, α〉p = (2βp{2,0},α12 + 3βp{(0,1),0},α12 )M−1|∆p, 0〉 (C.3)
M2|2, α〉p = 0, (C.4)
L1|2, α〉p = (2(∆p + 1)βp{1,1},α12 + 3βp{0,(0,1)},α12 )M−1|∆p, 0〉
+(2(2∆p + 1)β
p{2,0},α
12 + 3β
p{(0,1),0},α
12 )L−1|∆p, 0〉, (C.5)
L2|2, α〉p =
(
6∆pβ
p{2,0},α
12 +
(
4∆p +
cL
2
)
β
p{(0,1),0},α
12
)
|∆p, 0〉. (C.6)
Using the recursion relation (5.6), we have
M0|2, 2〉p = 0
=⇒ 2βp{2,0},α12 L−1M−1|∆p, 0〉+ βp{1,1},α12 M−1M−1|∆p, 0〉 = 0
=⇒ βp{1,1},212 = βp{2,0},212 = βp{(0,1),0},212 = 0. (C.7)
Now using (5.4) we have
L1|2, 2〉p = 0 =⇒ βp{0,(0,1)},212 = 0. (C.8)
We also have
M0|2, 1〉p = −2|2, 2〉p
=⇒
(
2β
p{2,0},1
12 L−1M−1 + β
p{1,1},1
12 M−1M−1 + 2β
p{(0,1),0},α
12 M−2
)
|∆p, 0〉
= −2βp{0,2},212 M−1M−1|∆p, 〉,
=⇒ βp{1,1},112 = −2βp{0,2},212 , βp{2,0},112 = 0, βp{(0,1),0},112 = 0, (C.9)
L1|2, 1〉p = (4 + ∆p)|1, 1〉p
=⇒ 2(1 + ∆p)βp{1,1},112 + 3βp{0,(0,1)},112 =
1
2
(4 + ∆p). (C.10)
Furthermore
M0|2, 0〉p = −|2, 1〉p
=⇒
(
β
p{1,1},0
12 M−1M−1 + β
p{2,0},0
12 2L−1M−1 + 2β
p{(0,1),0},0
12 M−2
)
|∆p, 0〉
= −
(
β
p{1,1},1
12 L−1M−1 + β
p{0,2},1
12 M−1M−1 + β
p{0,(0,1)},1
12 M−2
)
|∆p, 0〉
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=⇒ βp{1,1},012 = −βp{0,2},112 , 2βp{2,0},012 = −βp{1,1},112 , 2βp{(0,1),0},012 = −βp{0,(0,1)},112 .
(C.11)
Using (5.4) we have
L1|2, 0〉p = (1 + ∆p)|1, 0〉p
=⇒
(
(2(∆p + 1)β
p{1,1},0
12 + 3β
p{0,(0,1)},0
12 )M−1 +
(
2(2∆p + 1)β
p{2,0},0
12
+3β
p{(0,1),0},0
12 )L−1
))
|∆p, 0〉 = (1 + ∆p)
2
L−1|∆p, 0〉 (C.12)
which gives
2(1 + 2∆p)β
p{2,0},0
12 + 3β
p{(0,1),0},0
12 =
1
2
(1 + ∆p), (C.13)
2(1 + ∆p)β
p{1,1},0
12 + 3β
p{0,(0,1)},0
12 = 0. (C.14)
We also have
L2|2, 0〉p = (∆ + ∆p)|0, 0〉p
=⇒
(
6∆pβ
p{2,0},0
12 + β
p{(0,1),0},0
12
(
4∆p +
1
2
cL
))
|∆p, 0〉 = (∆ + ∆p)|∆p, 0〉
=⇒ 6∆pβp{2,0},012 + βp{(0,1),0},012
(
4∆p +
1
2
cL
)
= (∆ + ∆p). (C.15)
Solving (C.13) and (C.15) we have
β
p{2,0},0
12 =
cL − 12∆− 4∆p + cL∆p + 8∆2p
4(cL − 10∆p + 2cL∆p + 16∆2p)
(C.16)
β
p{(0,1),0},0
12 =
2∆−∆p + 4∆∆p + ∆2p
cL − 10∆p + 2cL∆p + 16∆2p
. (C.17)
We also have
β
p{1,1},1
12 = −
1
2
β
p{2,0},0
12 = −
1
2
cL − 12∆− 4∆p + cL∆p + 8∆2p
4(cL − 10∆p + 2cL∆p + 16∆2p)
, (C.18)
β
p{0,(0,1)},1
12 = −
1
2
β
p{(0,1),0},0
12 = −
1
2
2∆−∆p + 4∆∆p + ∆2p
cL − 10∆p + 2cL∆p + 16∆2p
, (C.19)
β
p{0,2},2
12 = −
1
2
β
p{1,1},1
12 =
1
4
cL − 12∆− 4∆p + cL∆p + 8∆2p
4(cL − 10∆p + 2cL∆p + 16∆2p)
, (C.20)
and the coefficients β
p{0,2},1
12 , β
p{1,1},0
12 , β
p{0,2},0
12 , β
p{0,(0,1)},0
12 are undetermined. All the coeffi-
cients other than β
p{2,0},0
12 and β
p{(0,1),0},0
12 are coefficients arising from null states and their
descendants. In the chiral truncation of the BMS algebra, all of these should just be ignored.
It is true that in an ideal situation, we should have found that either these were zero or
undetermined in the limit. We don’t understand this aspect of our results completely.
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