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A Fluctuation Theorem (FT), both Classical and Quantum, describes the large-deviations in
the approach to equilibrium of an isolated quasi-integrable system. Two characteristics make it
unusual: i) it concerns the internal dynamics of an isolated system without external drive, and ii)
unlike the usual FT, the system size, or the time, need not be small for the relation to be relevant,
provided the system is close to integrability. As an example, in the Fermi-Pasta-Ulam chain, the
relation gives information on the ratio of probability of death to resurrection of solitons. For a
coarse-grained system the FT describes how the system ‘skis’ down the (minus) entropy landscape:
always descending but generically not along a gradient line.
∗ tomergf@gmail.com
2Introduction. — Quasi-integrable systems— those whose Hamiltonian slightly differs from an integrable
one— are widespread in Nature, ranging from planetary systems, to weakly nonlinear waves, to some quan-
tum chains. When the systems are macroscopic they often involve coherent stable structures like solitons [1].
A small breaking of integrability leads to slow dynamics toward equilibrium [2]. The fluctuations and the
nature of irreversibility along this slow route is the subject of this letter. The discussion is very similar for
Classical and Quantum systems.
The trajectories of a classical integrable system with N degrees of freedom correspond to a laminar flow
along N -dimensional torus, defined by N integrals of motion {Jr(x)}Nr=1. According to the Kolmogorov-
Arnold-Moser (KAM) theorem, as the integrability-breaking interactions are switched on, some tori remain
unbroken, or change exponentially in time according to Nekhoroshev theorem. However, these intermediate
regimes are expected to exist for a range of coupling parameters that is vanishingly small – and is often
irrelevant – for macroscopic systems, which thus perform unimpeded diffusion towards equilibrium. A
description of weakly conserved quantities is given for, e.g., energy cascade in weakly coupled wave modes
(weak turbulence) [1, 3], or slow relaxation in a gas with long-range interactions [4].
A generic and somewhat surprising feature is that the Lyapunov time, measuring the separation of nearby
trajectories, is in such systems often much shorter than the characteristic diffusion time of the quasi-constants
of motion. Such is the case of the Solar System [5] (Lyapunov time of 5 Myrs ≪ 5 Gyrs for the stability
time) and the Fermi-Pasta-Ulam-(Tsingou) (FPU) nonlinear chain [2, 6, 7] (Lyapunov time of 106 compared
to thermalization time of 1010 for a chain of size N=1024). A simple way to rationalize this is to consider
the solvable problem of an integrable system perturbed by weak stochastic noise [8]: chaos develops first
tangent to the action (invariant) variables, allowing the system to have ergodic motion primarily within a
torus, and diffusion at a longer scale; there is furthermore no KAM regime for any amplitude of the (white)
noise.
We consider here systems with any number of quasi-conserved quantities, J1, ..., Jp, corresponding to any
model with a finite number of constants of motion which is weakly perturbed. In addition, the systems may
have strictly conserved quantities, such as the total energy or linear momentum, imposed by the symmetries
of the complete perturbed Hamiltonian. We indicate these by Jc1 , ..., J
c
n and assume that they are independent
– no function of them vanishes identically – and that no function of the nonconserved J1, ..., Jp is strictly
conserved [9]. We shall only distinguish these two sets when necessary, otherwise we drop the superscript.
The statistics of a system with many conserved quantities may in some cases be described by a Generalized
Gibbs Ensemble (GGE),
ρGGE(x) = e
−Q(x)/Z ; Z =
∫
dxe−Q(x), (1)
where we define
Q(x) =
∑
βrJr(x) (2)
and {βr} are Lagrange multipliers. In the case when the Jr are not true constants, the βr would be
slowly time-dependent [10, 11]. The GGE construction can be understood as a form of maximal entropy
principle [12], or, as a consequence of equivalence of ensembles (to be discussed below) in analogy to the
Gibbs measure; see Ref. [13]. Recently, the GGE distribution has proved useful in describing quantum
integrable systems [14] (and references therein), and analogous classical ones [15], where a direct access to
the βr is granted by the response and correlation function [16].
Fluctuation theorems refer to a group of relations concerning a system which evolves under non-equilibrium
conditions [17–25]. Mainly, one considers a system driven away from an equilibrium state by an external
noise or non-conservative forces, and studies the heat/entropy exchange or work extraction. Here, we study a
generalized exchange fluctuation theorem (GXFT) for quasi-integrable systems. We consider a system which
starts at a GGE state and study the fluctuations in the quasi-conserved quantities, ∆Jr, as induced by the
weak breaking of conservation. In particular, we define the quantity u ≡ ∑βr∆Jr(x), and prove that it
obeys the following relation
ln
P (u)
P (−u) = u. (3)
FT for this quantity in strictly (quantum) integrable systems, where work is performed by an external
3FIG. 1. The simplest GGE set-up, coinciding with the fluctuation theorem of Jarzynski and Wo´jcik [28]. Two isolated
equilibrated systems are coupled at time t = 0 (blue line) for some time interval, allowing a heat transfer between
them.
agent, have been considered recently in Refs. [26, 27]. Here the situation is different, we are interested in
the endogenous entropy production due to integrability breaking.
Before we prove Eq. (3) let us first discuss a simple example discussed by Jarzynski and Wo´jcik [28], in
fact the simplest case of a GGE system. We consider two isolated systems at temperatures T1 and T2, as
depicted in Fig. 1. The initial statistics of the combined system can be written as a GGE, ρ ∝ e−β1E1−β2E2 ,
where E1,2 are the energy of each subsystem, or equivalently as ρ ∝ e−β+E+−β−E− with β± = β1 ± β2,
E± = (E1 ± E2)/2. Now, at t = 0 we couple the two systems and examine the fluctuations in the heat
exchange ∆E2 = −∆E1 over a given time. Since E+ is conserved we get u = β−∆E−. According to Eq. (3),
we must have P (β−∆E−)/P (−β−∆E−) = P (∆E−)/P (−∆E−) = exp(β−∆E−). This is exactly the result
obtained in Ref. [28]. The generalized exchange fluctuation theorem, Eq. (3), that we address in the current
letter may be viewed as a situation in which a quasi-integrable system behaves as a set of weakly coupled
subsystems, each of which stands for a conserved quantity of the integrable system. The coupling is intrinsic,
being the interaction induced by the integrability breaking. In the simple example of Fig. 1 the parameter
that decides whether fluctuations and flow reversals may or may not be observable is the thinness of the
channel, rather than the size of the system: this, in our general setting, will be translated into the magnitude
of the breaking of conservation.
Fluctuation Theorem. —We now prove the generalized exchange fluctuation theorem given in Eq. (3).
Classical:
Let us denote the phase-space variables by x = (q,p), and consider a Hamiltonian H = H0 +Hp, where
H0 has conserved quantities {Jr}, and Hp ≪ H0 is a perturbation. We assume the initial probability
distribution is of the GGE form (Eq. (1)).
Then, the system evolves from x to xt with H for some time t, and we measure the probability of the
quantity u(t) =
∑
r βr(Jr(x
t) − Jr(x)). Note that the βr are the same for initial and final states. The
proof is given under the conditions of (a) time-reversibility of the dynamics, and (b) the functions Jr(x) are
invariant under (q,p)→ (q,−p). We use the additional following notations: the operation (q,p)→ (q,−p)
is designated by x → x˜, and T (x′, t;x) denotes the probability of finding the system at state x′ at time t
given that it was at state x at time t = 0.
The quantity in question can be written explicitly as
P (u) =
∫
dxdx′δ
(∑
r
βr(Jr(x
′)− Jr(x))− u
)
T (x′, t;x)e−Q(x)/Z. (4)
Exchanging the integration variables (x↔ x′) and using the delta function to re-express Q(x′)→ Q(x)+u,
4this becomes:
P (u) = eu
∫
dxdx′δ
(∑
r
βr(Jr(x
′)− Jr(x)) + u
)
T (x, t;x′)e−Q(x)/Z. (5)
Time reversibility allows us to preform the transform T (x′, t;x) → T (x˜, t; x˜′), which, together with the
assumed invariance J(x) = J(x˜) gives the desired result P (u(t) = u) = euP (u(t) = −u).
Quantum:
We now consider a system where the Hamiltonian almost commutes with a series of operators Jˆr. Consider
the following experiment [29]:
• Diagonalize the operator Qˆ =∑βrJˆr, such that Qˆ|q〉 = q|q〉
• Choose an eigenvector |q〉 with probability e−q, and evolve it with the complete Hamiltonian for time t
• Add the amplitudes
∣∣∣〈q′|e−i t~H |q〉∣∣∣2 to the histogram of probabilities of u = (q′ − q), and repeat.
We are in fact calculating
P (q′ − q = u) =
∫
dqdq′δ (q′ − q − u)
∣∣∣〈q′|e−i t~H |q〉∣∣∣2 e−q/Z. (6)
Exchanging as above (q ↔ q′), using the delta function, and the requirement of time-reversal, H = H∗ and
|q〉 = |q〉∗, we easily obtain the fluctuation relation (3).
Coarse-grained constants, the hydrodynamic limit:
The Fluctuation Theorem implies no assumption but as it stands is of little use, for the following reason: it
requires a GGE initial condition even for large deviations, something that does not follow from any obvious
physical process, and if it does, may hardly be expected to be preserved by the dynamics. Here is where an
argument of equivalence of ensembles becomes necessary: we wish to argue that an initial condition may be
considered as if it were GGE, with some βr. As is well known in these cases, ensemble equivalence may be
expected to hold for ‘coarse grained’ constants. One further assumes that these describe correctly the physical
situation— a hydrodynamic limit, the applicability of which does not only depend on the system but also on
its initial conditions. (The issue of equivalence of ensembles in the case of other fluctuation theorems has been
discussed previously, e.g., Refs. [30–32]). Formally, we may work as follows: putting β1 =, ...,= βm ≡ β˜1,
then βm+1 =, ...,= β2m = β˜2, etc, we have that Q = β˜1(J1 + ...+ Jm) + β˜2(Jm+1 + ...+ J2m) + .... In other
words, considering a situation with βr grouped into sets of m automatically yields a coarse-graining on the
constants Jr, which enter as sums of m terms. The FT clearly works for such an initial condition, as this is
only one particular situation. For large m we may expect to get equivalence of ensembles, the question that
remains is whether this grouping we made accurately reflects the original problem, i.e. if a coarse-grained
description is faithful. Note however that we are dealing with large deviations rather than simple averages,
so the kind of equivalence of ensembles we need is very demanding.
Let us consider a more general distribution ρ(x) ∝ e−Nf(Jcg(x)), with f = O(1) and the Jcg(x) coarse-
grained variables over blocks of size m = αN (α small but O(1)) and normalized by m to be of O(1).
The dependence of the distribution f on Jcg reflects the assumption of hydrodynamic limit; it is justified
by the fact mentioned above that a classical quasi-integrable system typically visits the approximate torus
ergodically in a time much shorter than the diffusion time.
Then, one may try to see whether Eq. (3) is valid with the specific choice for the values of {βr}
βr =
∂Ns(Jcg)
∂Jr
∣∣∣∣
J∗
, (7)
where we define the entropy Ns(Jcg) ≡ ln ∫ δ(Jcg(x) − J)dx and J∗ is a saddle point of Nf(Jcg) −
Ns(Jcg), in analogy with standard thermodynamics. We now discuss the limitations of this statement, a
5full mathematical derivation is given in the Supplemental Material.
Looking at the derivation following Eqs. (4)-(5) it is clear that a fluctuation theorem of the form
lnP (N∆f = u) − lnP (N∆f = −u) = u can be readily proved. In itself it is not very useful, as we
don’t have a direct access to f . The usual FT theorem, for βr defined by (7) would follow if we could
identify N∆f ≈ ∑βr∆Jcgr . Such an approximation depends both on the model and on the time-interval
considered. If we assume a large deviation principle for the transition probability for Jcg → Jcg′, we find
that u is dominated by certain values of Jcg′∗ − Jcg∗ . We have then to assume that these values are bounded
to be small, but still very large with respect to their fluctuations of order 1/
√
N . Note that this still leaves
room for large deviations, because the Jcg are intensive quantities. See Supplemental Material.
FPU
An example. —We now demonstrate our result by treating a specific quasi-integrable system: the Fermi-
Pasta-Ulam-(Tsingou) (FPU) chain [33]. This is a 1D non-linear chain whose Hamiltonian reads
HFPU = 1
2
N∑
n=1
p2n +
N∑
n=0
VFPU(qn+1 − qn), (8)
where VFPU(r) = r
2/2 + Ar3/3 + Br4/4, and we take a fixed-ends boundary conditions q0 = qN+1 = 0.
The dynamics depends on the size of the chain N , the energy density ǫ = E/N , and the parameter B; The
parameter A can be rescaled by the energy ǫ, and thus is set to A = 1 hereafter [2]. The FPU potential
can be written as a small perturbation of the Toda potential, VToda(r) = V0(e
λr − 1 − λr). For the values
V0 = (2A)
−2 and λ = 2A one finds HFPU = HToda +Hp, with Hp ∼ (2A2/3 − B)ǫ/4 + (A3/3)ǫ3/2/5. The
Toda chain is integrable [34, 35], and a set of conserved quantities {Jr} can be derived, having the properties
that: i) They are exact constants of the Toda Lattice, (ii) for weak coupling they are very close to the
Fourier modes, except of a small fraction, which may be associated with soliton numbers. See Supplemental
Material.
The fact that the Toda dynamics serves as an underlying integrable model for the FPU chain has been
established in the three main aspects: (1) the presence of solitons in FPU dynamics [36], (2) at short
timescales, although being chaotic, the FPU dynamics completely explores a Toda tori [2, 37], (3) starting
form a concentrated ensemble the FPU dynamics drifts between quasi-stable states, each of which can be
characterized by Toda tori and a corresponding GGE ensemble [7].
Fig. 2 demonstrates the GXFT for a system of size N = 15, with the parameters A = 1, B = 2/3. The
initial GGE ensemble is generated with a Monte-Carlo sampling. The values of {βr} are chosen to follow a
step function profile, β1≤r≤6 = βa and β7≤r≤15 = βb, with βb ≫ 1 such that only the lower part of the set is
excited and 〈ǫ〉 ≈ 0.01. In Fig.2a the probability distribution of u is shown for different times. At long times,
negative values of the u are rare, indicating a net drift of the conserved quantities as the system approaches
toward equipartition. For comparison, we present the distribution of u in the case of the Toda dynamics.
Here, any departure from a delta function is only due to a random numerical error. Fig.2b demonstrates the
validity of Eq. (3).
Skiing down the free-energy landscape: evolution of βr
The FT stresses the fact that a coarse-grained system always goes down an (minus)-entropy landscape,
but not necessarily as a gradient, just as a ski descent.
Let us distinguish as above the conserved Jc1 , ..., J
c
n, and non-conserved J1, ..., Jp quantities. The inverse
temperatures for the two groups are βc1, ...β
c
n and β1, ..., βp, respectively. Then it is easy to see that in the
course of evolution the Lagrange multipliers βc1, ...β
c
n will tend to finite values (they impose a constraint for
the truly conserved quantities), while β1, ..., βp all go to zero, because as t→∞ they are no longer imposing
any constraint. For instance, returning to the simple set-up in Fig. 1, we know that at long times T1 = T2,
which implies β+ → 2/T1 = 2/T2 and β− → 0.
Furthermore, the Fluctuation Theorem immediately implies in the usual way that, for u = βr∆Jr:
〈u〉 =
∫ +∞
−∞
P (u) u du =
∫ +∞
0
P (u)
[
1− e−u] u du ≥ 0 (9)
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FIG. 2. Illustration of the generalized exchange fluctuation theorem for a FPU chain, with N = 15. (a) colored:
probability distribution of u =
∑
r
βr(Jr(x
t) − Jr(x)) at different times when the system evolves with the FPU
Hamiltonian. black: the distribution when the system evolves with the Toda Hamiltonian, corresponding solely to
random numerical error. (b) verification of the fluctuation theorem (Eq. (3)). The time units are set by the frequency
of the longest Fourier mode of a linear chain with the same size.
This is a form of the Second Principle, since for a small change δJr we have that
δS(J) = Σr
∂S
∂Jr
δJr = ΣrβrδJr, (10)
with S(J) = Ns(J) being the entropy.
Finally, we reflect the ideas discussed above in the slow thermalization of a large size FPU chain with
low energy. This example will be discussed in detail in a future publication [7]. In the modern version of
the original FPU numerical experiment one starts with an initial ensemble in which only the lowest Fourier
modes are excited and studies its dynamics [2]. Figure 3 shows the time evolution of the profile 〈Jk〉 for a
system with N = 511 and ǫ = 10−3. The time to fill the Toda tori in such system is of order 103, shorter
than the typical time for changes in Jk induced by the breaking of integrability. The hydrodynamic limit,
which is evident in the self-averaging profiles, suggests that at any time along the dynamics [38], the system
can be described by a coarse-grained GGE. Indeed, we have verified that this system admits microcanonical
ensemble averages with m = 23 coarse-grained quantities [7]. Moreover, we see from inset of figure 3 that
after some time, the vast majority of the out of equilibrium (linear) variation of quasi-constants of motion
is in the lower modes, that we know correspond to the soliton modes (see Supplemental Material). Thus,
the evolution of the βr (and ∆Q) at late times describes the gradual death of the excessive solitons, and
the Fluctuation Theorem describes the ratio of death and resurrection of those. Here we may note the
remark made in the abstract: we could have a macroscopic system with only a few solitons, and the desired
fluctuations scale with the number of solitons and not with the size, so they may be observable.
Acknowledgments. — We thank Abhishek Dhar, Leticia Cugliandolo and Jacopo de Nardis for fruitful
discussions. TG and JK are supported by the Simons Foundation Grant No. 454943.
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FIG. 3. The profile of the Toda constants under FPU dynamics for a system with N = 511, ǫ = 10−3, A = 1, and
B = 2. The curves are averaged over 102 initial conditions in which only the lowest 0.1 of the Fourier modes are
excited. The cyan, magenta, and yellow curves correspond to times 103 ,104, and 105 respectively. The profiles of
〈Jk〉 are normalized by the profile obtained in equipartition between all the Fourier modes of a linear chain with the
same energy. By the time 2× 107 the profile fluctuates around 1. Inset: same in linear scale, the dotted black lines
represent coarse-graining.
SUPPLEMENTAL MATERIAL
Other distributions
Let us assume that the system starts from a distribution ρ of coarse-grained variables as above, with m
(the coarsening scale) a small but finite fraction of N , and that may written as ρ(x) ∝ e−Nf(J) (f a smooth
function). For simplicity, we shall drop here the superscript cg, but we must understand coarse graining
implied everywhere. The J are now N/m sums of m of the original constants, normalized by m. We wish
to discuss under what conditions the FT, which was shown for f(x) = Q(x) may be extended to this more
general case, i.e. ensembles f and canonical are equivalent. The quantity we need to analyze is
P (u) =
∫
dxdx′δ
(∑
βr(Jr(x
′)− Jr(x))− u
)
T (x′, t;x)e−Nf(J(x)), (11)
where βr =
∂Ns(J)
∂Jr
∣∣∣
J∗
, Ns(J) ≡ ln ∫ dx′′δ(J(x′′)− J), and J∗ is a saddle point of Nf(J)−Ns(J).
As a first step, we move toward a canonical representation of the above quantity by multiplying Eq. (11) by∫
dJdJ ′δ(J(x′)−J ′)δ(J(x)−J)eNs(J)/eNs(J) = 1. Preforming now the integral over x, and x′, recognizing
that the transition probability in terms of the J is
T (J ′, t;J) ≡ ∫ dxdx′T (x′, t;x)δ(J(x′)− J ′)δ(J(x) − J)/eNs(J), we find
P (u) =
∫
dJdJ ′δ
(∑
βr(J
′
r − Jr)− u
)
T (J ′, t;J)e−Nf(J)+Ns(J). (12)
Next, we wish to calculate the above integral with a saddle point approximation. We assume that
T (J ′, t;J) = eNtg((J
′−J)/t) behaves as a large deviation function. This assumption is plausible, as we
consider the large N limit for which at a given time t there is an entropic pressure preferring a specific value
of J ′ − J . After Fourier transforming the delta-function, Eq. (12) can be written as
P (u) =
∫
dλdJdJ ′eNI(J ,J
′,λ;βr,u,t), (13)
8with
I(J ,J ′, λ;βr, u, t) = i
(∑
βr(J
′
r − Jr)− u
)
λ/N + tg((J ′ − J)/t)− f(J) + s(J) = O(1). (14)
The saddle point equations then read ∑
βr(J
′
r − Jr) = u, (15)
−iλβr/N + t∂g((J
′ − J)/t)
∂Jr
+
∂s(J)
∂Jr
=
∂f(J)
∂Jr
, (16)
iλβr/N +
t∂g((J ′ − J)/t)
∂J ′r
= 0. (17)
Thus, the integral in Eq. (12) can be approximated as
lnP (u) = NI(J∗,J ′∗, λ∗;βr, u, t) +O(N1/2), (18)
where the subscript ∗ indicate the solution of the saddle point equations. In particular, the solution for J∗
satisfies ∂f(J)∂Jr
∣∣∣
J∗
= ∂s(J)∂Jr
∣∣∣
J∗
= βr/N .
Now, let us calculate the probability in the reverse situation, P (−u). We make use of the expression in
Eq. (12) with switching between the dummy variables J and J ′, merely for the sake of convenience
P (−u) =
∫
dJdJ ′δ
(∑
βr(Jr − J ′r) + u
)
T (J , t;J ′)e−Nf(J
′)+Ns(J ′). (19)
Since the dynamics has time-reversal invariance, the ratio between the probability of moving from J to J ′
and the probability of the reversal dynamics is completely determined by the volume of each initial state,
i.e., T (J , t;J ′)/T (J ′, t;J) = eNs(J
′)/eNs(J
′). Inserting this relation into Eq. (19) and switching signs within
the delta-function we get
P (−u) =
∫
dJdJ ′δ
(∑
βr(J
′
r − Jr)− u
)
T (J ′, t;J)e−Nf(J
′)+Ns(J),
which can be written as
P (−u) =
∫
dλdJdJ ′eNI(J ,J
′,λ;βr,u,t)−N(f(J
′)−f(J)), (20)
Before preforming a saddle-point approximation for the integral in Eq. (20), we write the Taylor expansion
f(J ′)− f(J) =
∑
s
∂f
∂Js
(J ′s − Js) +
1
2
∑
s,m
∂2f
∂Js∂Jm
(J ′s − Js)(J ′m − Jm),
and assume that J ′r − Jr = O(a) with a < 1 a small quantity. The saddle-point equations then read∑
βr(J
′
r − Jr) = u (21)
−iλβr/N + t∂g((J
′ − J)/t)
∂Jr
+
∂s(J)
∂Jr
= O(a2) (22)
iλβr/N +
t∂g((J ′ − J)/t)
∂J ′r
=
∂f(J)
∂Jr
+
∑
s
∂2f
∂Js∂Jr
(J ′s − Js) +O(a2). (23)
Eqs. (15)–(17) are of the form ∇I = 0, whereas Eqs. (21)–(23) stand for ∇I = O(a). Thus, the solutions to
the former and the latter are identical up to order a, but give corrections up to order a2 to the evaluation
of I. In addition, the solution yields f(J ′)− f(J) = u/N +O(a2).
9To sum up, we get
ln(P (u))− ln(P (−u)) = u+O(a2), (24)
hence, the theorem holds for changes in the approximate constants that are fractionally small, but still
correspond to a large deviation.
Toda-chain conserved quantities
Below we define a set of quantities, {Jr}, which are conserved in time under the Toda Hamiltonian, with
the potential
VToda(r) = (2A)
−2(e2Ar − 1− 2Ar). (25)
The Toda action variables were introduced by Ferguson et. al. [39], however, their calculation is intractable.
Our choice of the constants of motion is based upon the definition of the exact action variables, capturing
their main characteristics. We consider only the case of odd N , the case of even N can be readily deduced.
Following the analysis of Ref. [39], we first give a detailed rigorous procedure for the calculation of the
quantities and then indicate their essential properties.
• Defining a periodic chain: We extend the fixed-ends system of N particles into an antisymmetric
periodic one with N ′ = 2(N + 1) particles:{
q′i = qi, p
′
i = pi, i = 1, . . . , N + 1,
q′N+1+i = −qN+1−i, p′N+1+i = −pN+1−i, i = 1, . . . , N + 1. (26)
This antisymmetric construction is conserved by the dynamics and implies that the N ′ conserved
quantities of the extended chain are degenerated to N quantities for the fixed-ends one.
• Constructing a Lax matrix: We define a symmetric matrix L+ of size N ′ ×N ′,
L+ =


b1 a1 aN ′
a1 b2 a2
. . .
. . .
. . .
. . .
. . .
. . .
aN ′−2 bN ′−1 aN ′−1
aN ′ aN ′−1 bN ′


,
where the unoccupied entries are zero and
an =
1
2
eA(q
′
n−q
′
n−1), bn = Ap
′
n−1. (28)
The Hamilton equations for the Toda chain are equivalent to the Lax equation
L˙+ = B+L+ −L+B+ = [B+,L+], (29)
with an antisymmetric matrix B+, which implies that the eigenvalues of L+ do not vary in time under
the Toda dynamics [34, 35]. This underlay the integrability of the Toda Hamiltonian. Note that in
particular we have
N ′∑
n=1
(λ+n )
2 = (2A)2HToda + (N + 1), (30)
where λ+n are the eigenvalues of L
+.
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FIG. 4. The characteristic polynomial of the matrix L+. The eigenvalues of L+ and L− are defined by PL+ (λ
+) = 0,
and 2N
′
PL(λ
−) = −4. The eigenvalues are coming in pairs which are degenerate at zero energy. When the lowest
Fourier modes are excited (in the above example only k = 1 is excited) the degeneracy at the right part of the plot
vanishes.
• The characteristic polynomial of L+: The action variables of the Toda chain can be defined
through the characteristic polynomial of the Lax matrix L+, depicted in Fig. 4. The polynomial,
PL+(λ) , is symmetric about the y axis as a result of the antisymmetric extension to a periodic chain
(q,p → q′,p′). When the chain is at rest, i.e., an = 1/2 and bn = 0, the extrema of PL+(λ) are
degenerate in pairs, laying on the x-axis and the line y = −4 · 2−N ′ . The former correspond to the
eigenvalues of L+, the latter are given by the eigenvalues of another matrix L− [40]
L−ij =
{
L+ij , (i, j) 6= (1, N), (N, 1)
−L+ij , (i, j) = (1, N), (N, 1)
.
At finite energy, ǫ > 0, the degeneracy is broken, as shown in Fig. 2— the action variables of the Toda
chain are given by integration of a complex function within the corresponding gaps. For simplicity,
only the intervals of integration are taken as our choice for the Toda conserved quantities.
• Definition of {Jk}: We know summarize the rigorous procedure for calculating our Toda constants.
First, expand the system to a periodic one (q,p → q′,p′) and construct the matrices L+ and L−.
Then, calculate and sort the eigenvalues of both matrices in an increasing order. The symmetry of
the problem yields the following pattern −λ1,−λ2, · · · − λN ′−1, 0, 0, λN ′−1, . . . , λ2, λ1, where we recall
that N ′ = 2N +2. All these quantities are conserved by the Toda dynamics since the invariance of the
eigenvalues of L+ impose the invariance of PL+(λ). Finally, define
{Jk}Nk=1 = {λ2n − λ2n+1}n=Nn=1 . (31)
Let us now emphasize the reasoning of our choice of conserved quantities, indeed other choices have simpler
definitions, for instance, the eigenvalues of L+ or the trace of (L+)p with p = 1, . . . , N . The above definition
of {Jk} has several important properties [39]: (1) For small energy, the values of {Jk} are correlated with the
normal modes of a linear chain— exciting lower/higher Fourier k−modes corresponds to opening gaps (non-
degenerated pair of eigenvalues) on the right/left side of the characteristic polynomial. (2) gaps which involve
λn > 1 correspond to excitation of soliton-like waves. (3) The action variables of the Toda Hamiltonian are
given by integrals of the form
∫ λ2n
λ2n+1
G(PL+(λ))dλ, where G is a known function. Thus, the number of
degrees of freedom, i.e., non-vanishing action variables, correspond to the number of non-vanishing Jk.
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