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Hang Chen, Vahan Huroyan, and Stephen Kobourov
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Abstract. We study properties of labeled graphs, such as clustering co-
efficients, centrality measures, spectral radius, degree assortativity, and
the relationships and correlations between them. Specifically, we consider
twelve properties of interest in the graph theoretical and the graph min-
ing literature. Whereas for graphs on small number of vertices (4, 5, 6, 7)
we can exactly compute the average values and range for each property
of interest, this becomes infeasible for larger graphs. We experimentally
show that graphs generated by the Erdo˝s-Re´nyi graph generator with
p = 1/2 models well the underlying graph space of all labeled graphs
with fixed number of vertices, allowing us to study larger graphs and
analyze their properties and correlations between these properties. We
use linear and non-linear models to predict a given property based on the
others and find the most predictive subset. We also develop a model to
classify graphs obtained by different graph generators and again identify
the most predictive subset of properties. For both experiments the results
show that pairs and triples of properties have high predictive power.
Keywords: Graph Mining · Graph Properties · Erdo˝s-Re´nyi graphs
1 Introduction
Understanding the most descriptive graph properties and the relations between
them is important in theory as well as in applications such as graph mining.
Recent developments such as Graph Neural Networks (GNN) [45,54] and graph
anonymization [1] require careful analysis of various graph properties. GNNs
are a natural extension of the deep learning algorithms to the graph domain
where the input of the algorithm is a graph instead of a vector. In GNNs it is
important to have descriptive and characteristic properties associated with the
graph, its vertices, and its edges. Graph anonymization aims to provide privacy
protection when working with graph data. Graphs that arise in social media
contain sensitive information and publishing them and conducting research on
them might be problematic. Summarizing these graphs by their properties and
creating graphs with similar properties reduces these concerns.
A graph is a pair G = (V,E), where V is a set of vertices, and E is a set of
edges that connect pairs of vertices. The space of labeled graphs is very large
as already for n = 24 they exceed the number of atoms in the universe (1078).
With this in mind, we study random graphs generated by the Erdo˝s-Re´nyi model,
which models well the underlying space of graphs. Some natural questions that
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Fig. 1. Four graphs generated by the Erdo˝s-Re´nyi model with p = 1/2 and |V | = 100,
with the same 12 properties (up to 2 decimal places). In 1000 generated graphs, on
average there are 78 pairs, 15 triples and 3 quadruples with the same 12 properties.
Note that the graphs are not isomorphic to each other.
arise include: What range of values do graph properties take, and are some of
them correlated? Can we use a subset of properties to predict other properties?
What are the most important properties for such predictions? However, sum-
marizing a graph using a fixed number of properties can be misleading, as it
is possible to have multiple different graphs with exactly the same values for
each of the properties under consideration (even discounting isomorphic copies);
see Chen et al. [14,15]. Thus, it is important to consider properties that are
as descriptive as possible. With this in mind, we added more graph properties
to original list of Chen et al. and removed some that we have seen are high
correlated with the rest.
The main motivation behind learning the relationships between graph prop-
erties is to find connections between them and hopefully come up with models
to estimate some of the graph properties based on the others. Since some of the
properties can be computationally expensive to compute exactly, it makes sense
to approximate such properties based on other properties that can be efficiently
computed. We discuss two basic models for property prediction which can be
useful for larger graphs.
1.1 Related Work
There is a great deal of related work on graph mining, exploration of graph
properties and graph generators. Applications of graph mining range from bioin-
formatics and chemistry, to software engineering and social science. The efficient
calculation of the various graph properties is crucial in graph mining. These
properties range from basic, e.g., vertex count and edge count, to complex, e.g.,
clustering coefficients [26,31,38] and average path length [12,13,38]. These are
widely used in graph mining applications and each captures and represents some
important information about graphs. The node and edge connectivity may be
used to describe the resilience of graphs [11,33]. Another commonly used graph
property is the degree distribution. Many real-world graphs, including commu-
nication, citation, biological and social graphs follow a power-law shaped degree
distribution [6,12,42]. Other real-world graphs have been found to follow an ex-
ponential degree distribution [24,46,52]. Degree assortativity is of a particular
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interest in the study of social graphs and is calculated based on the Pearson
correlation between the vertex degrees of connected pairs [40].
Graph anonymization [1,47] is another motivation for studying graph prop-
erties. Examples of such algorithms include k-neighborhood anonymity, edge
randomization and cluster based generalization; see survey by Wu et al. [53].
Another example includes Ying et al. [55], where the goal is to preserve the
spectral information of the underlying graph.
Recently Chen et al. [14,15] consider different graph generators and the ques-
tion of whether graph generators can represent and cover the space of non-
isomorphic graphs. Experimental results show that no graph generator can model
the underlying space of non-isomorphic graphs well. However, as we show here,
if isomorphism is allowed, then the Erdo˝s-Re´nyi graph generator does model the
space of all labeled graphs well.
1.2 Our Contribution
First, we experimentally demonstrate that in terms of the graph properties con-
sidered in this work, the Erdo˝s-Re´nyi graph generator with p = 1/2 models well
the space of labeled graphs, see Figs. 9 and 10 of the appendix. We observe
that if one generates enough graphs for fixed number of vertices, there are many
graphs that have the same exact set of properties but are different. In Fig. 8
of the appendix we report the number of times one needs to generate graphs
to find a pair of different graphs with the same statistics, we report four such
graphs in Fig. 1. However, the graphs are not the same as they have different
degree distributions. Second, we study the relationship between the properties
of interest and observe clusters of correlated properties that carry similar infor-
mation. Different groups carry different information about the graphs. Third,
we consider the problem of predicting values of some graph properties based on
the others and study the importance of each property on this prediction task.
Fourth, we consider the problem of classifying graphs that originate from dif-
ferent graph generators, based on the properties of interest. We observe that a
handful of properties from different groups suffice for accurate classification.
2 Graph Properties
In this section we consider different graph properties of interest in graph mining,
bioinformatics, social science, and chemistry. The goal is to come up with a
collection of descriptive graph properties, so that each graph can be uniquely
(or almost uniquely) represented as a vector of its properties. Since different
fields use different graph properties, we include the ones that are frequently
used in practice, varying from simple graph measures such as density, diameter
and edge connectivity to more complex ones such as degree associativity and
centrality measures; see Table. 1.
Note that some of the graph properties discussed bellow are only defined for
connected graphs. With this in mind, we disregard the disconnected case in our
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Table 1. The set of graph properties considered in this paper. The first column includes
the name of the property. The second column shows the formula by which these proper-
ties can be computed for given graphs. The third column presents the time complexity
of calculating the property and the last column includes relevant references.
Name Formula time Reference
Global Clustering Coefficient GCC(G) = 3×|triangles||connected triples| in the graph O(|V |3) [12,26]
Average Square Clustering ASCC(G) = 1
n
∑n
i=1 c4(ui), ui ∈ V, n = |V | O(|V |4) [32]
c4(ui) =
∑kv
u=1
∑kv
w=u+1 qv(u,w)∑kv
u=1
∑kv
w=u+1[av(u,w)+qv(u,w)]
Average Path Length APL(G) = 1
n(n−1)
∑
u,v∈V d(u, v) O(|V |3) [13,31,12,38]
Degree Assortativity r(G) =
∑
xy xy(exy−axby)
σaσb
O(|V |+ |E|) [41,38]
Density den = 2|E||V |(|V |−1) O(1)
Diameter diam(G) = max{dist(v, w), v, w ∈ V } O(|V ||E|) [13,36,26,38]
Edge Connectivity
Ce: the minimum number of edges
to remove to disconnect the graph
O(|V ||E|) [20]
Closeness Centrality CC(v) =
n−1∑
u 6=v d(u,v)
O(|V ||E|) [50,39]
Betweenness Centrality CB(v) =
∑
s,t∈V
σ(s,t|v)
σ(s,t)
O(|V |2log(|V |)) [3,9,10,30,39]
Eigenvector Centrality Cei(v) =
∑
u∈V Av,uCei(u), A is adjacency matrix O(|V |3) [7,17,8,34,39]
Freeman’s Centralization Cx(G) =
∑
v∈V (Cx(n
∗)−Cx(v))
max
∑
v∈V (Cx(n∗)−Cx(v)) , x ∈ {D,B,C,E} O(|V |Cx) [21]
Effective Graph Resistance RG = |V |∑|V |−1k=1 1µk , O(|V |3) [31,19]
Spectral Radius ρ(G) = |λ1| O(|V |3) [31,4,22]
Table 2. The percentage of connected graphs from a set of 10, 000 generated by the
ER model with p = 1/2 and p = log(|V |)/|V | for increasing values of |V |.
5 6 7 8 9 10 11 12 13 14 15
p = 1/2 59.8% 71.3% 81.6% 89.1% 93.7% 96.4% 98.1% 98.9% 99.4% 99.7% 99.8%
p = log(|V |)/|V | 29.9% 30.6% 31.3% 32.0% 33.3% 33.8% 34.5% 35.4% 36.1% 36.4% 37.1%
analysis. It is known that for fixed p and increasing values of |V |, the Erdo˝s-Re´nyi
model almost surely produces connected graphs [39]. We experimentally confirm
this by generating 10, 000 graphs for |V | = 5, 6, . . . 15 and examine the percentage
of connected graphs; see Table. 2. While for p = 1/2 we get 99% connected graphs
for 13 or more vertices, that is not the case for p = log(|V |)/|V |.
The Global Clustering Coefficient (GCC) [12,26] measures the tendency of a
graph’s vertices to cluster together. It computes the ratio of closed vertex triplets
over all possible triplets. The Average Square Clustering Coefficient (ASCC) [32]
computes the ratio of closed vertex squares over all possible squares for each ver-
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tex. The Average Path Length (APL) [13,31,12,38] measures the average of all
shortest paths in the graph. The Degree Assortativity (r) measures whether
vertices with high degrees are connected to other vertices with high degrees or
not [41,38], taking values between −1 and 1. The graph Density (den) [20] is
the ratio between the number of edges of the graph and the maximum num-
ber of possible edges. The Diameter (diam) of a graph [13,36,26,38] measures
the greatest distance between any pair of vertices. Edge Connectivity (Ce) [20]
measures the minimum number of edges that need to be removed to disconnect
the graph. Edge connectivity captures the robustness of the graph, as in sparse
graphs, edge connectivity can vary whereas in dense graphs, the variation in
edge connectivity decreases.
Next, we discuss several centrality measures introduced by Newman [39]. We
consider three of them: closeness centrality, betweenness centrality and eigen-
vector centrality. All these are vertex-based measures but they can be inter-
preted as graph-based measures via centralization. We use Freeman central-
ization which measures unevenness [21,44], where high/low centralization values
represent high/low unevenness. The closeness centrality [50,39] for a vertex mea-
sures the inverse of the average distance from the vertex to all others. Thus, it
captures how close is the vertex to the center of the graph. Betweenness central-
ity [3,9,10,30,39] measures the influence of a vertex over the flow of information
between every pair of vertices, assuming information flows over shortest paths
between vertices. Eigenvector centrality [7,17,8,34,39] measures the influence of
a vertex in the graph. It is a natural extension of the degree centrality and high
eigenvector centrality means that a vertex is connected to many vertices with
high eigenvector centrality values.
The last two properties of interest are spectral radius [37] and effective resis-
tance [19]. The Spectral Radius (RG) of a graph is defined as the spectral radius
of the corresponding adjacency matrix, given by the largest absolute value of its
eigenvalues. The Effective Resistance (RG) of a graph is defined as the sum of
the effective resistances over all pairs of vertices, where the notion of resistance
can be calculated by Ohm’s law, when treating the graph as an electrical circuit.
Note that some of the properties above scale with the number of vertices
in the graph (e.g., diameter, edge connectivity, effective graph resistance and
spectral radius). For the sake of somewhat more uniform analysis, we normalize
these properties so that the values lie between 0 and 1. The only property that
we do not normalize is assortativity, which naturally lies between −1 and 1,
independent on the size of the graph.
3 Behavior of Graph Properties
Here we consider the behavior of the graph properties of interest for graphs
generated with the Erdo˝s-Re´nyi model. The goal is to see how these properties
change, with respect to the number of vertices in the graph. For some of the
properties asymptotic results are known and proved for various values of p;
see Table 3. However, we study these results numerically. For this purpose we
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Table 3. Known bounds for some of the properties Erdo˝s-Re´nyi graphs. The first row
shows the bounds for Erdo˝s-Re´nyi graphs with p = 1/2 and the second row shows
the bounds for Erdo˝s-Re´nyi graphs with p = log |V |/|V |. Note that the bounds of this
table are for the non-normalized properties. Later, in Figure 2 we show the normalized
versions of these bounds.
GCC APL r den diam RG ρ
p = 1/2 p [39] ln(|V |)
ln(|V |−1)p [39] 0 [40] p 2 [5] ≤ |V | − 1 + 2|V |−2 [19] (1 + o(1)max(
√
∆,np) [29]
p = log(|V |)/|V | p [39] ≈ ln(|V |)
ln(|V |−1)p [39] 0 [40] p ≈ log(|V |)log(|V |p) [16] ≈ |V |p [49] (1 + o(1)max(
√
∆,np) [29]
generate graphs based on Erdo˝s-Re´nyi model with |V | = 5, 10, . . . , 100 using
two standard values of p: p = 1/2 and p = log(|V |)/|V |. For each experiment we
generate 1000 graphs and compute the 12 properties. For the properties where
asymptotic bounds are known we show these bounds by a red curve; see Fig. 2.
We remark that our experimental results match with the theoretical bounds,
which is a good indication that the experimental results for properties without
theoretical bounds are plausible. Bellow we discuss some of our findings.
According to Fig. 2 some of the properties quickly converge to some values
for both Erdo˝s-Re´nyi with p = 1/2 and p = log |V |/|V |. For example see the
results for GCC, ASCC, APL, diameter, density, effective graph resistance. Oth-
ers converge faster for one of the two models and slower for the other one. For
example for Erdo˝s-Re´nyi with p = 1/2 the diameter is almost always 2, thus the
normalized version of the diameter converges to 0 very quickly (2/|V |), while for
Erdo˝s-Re´nyi with log |V |/|V | it is not clear whether diameter converges to 0 or
not. Another experimental observation is that edge connectivity for Erdo˝s-Re´nyi
with p = 1/2 converges slower than for Erdo˝s-Re´nyi with p = log(|V |)/|V |; see
the third subfigure of the fifth row of Fig. 2. This might be due to the fact
that graphs generated by Erdo˝s-Re´nyi with p = 1/2 are denser and density is
correlated with edge connectivity. Note that there are several graph properties
(e.g., the centrality measures) that do not have known bounds and is not clear
whether they converge.
4 Property Correlation and Prediction
In this section we explore the correlations between graph properties for the set of
all graphs (|V | ≤ 7) and then for graphs generated by Erdo˝s-Re´nyi model. Next,
we use linear and non-linear models to predict some graph properties based on
the others. At the end we apply some feature selection techniques to understand
which features are the most important ones for predicting the others.
4.1 Exploring correlations between properties
We aim to study the correlations between the 12 graph properties discussed in
Section 2. First, we compute the correlations between the properties for graphs
with |V | = 4, 5, 6, 7. This analysis is special since we actually have the set of
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Fig. 2. Behavior of graph properties for 1000 graphs generated according to Erdo˝s-
Re´nyi model. The first three rows include the results for Erdo˝s-Re´nyi with p = 1/2
and the bottom three rows include the results for the Erdo˝s-Re´nyi model with
p = log |V |/|V |. The number of vertices is in the range [5, 10, .., 100] and the results are
illustrated with violin plots. The first row shows the results for Global Clustering Co-
efficient, Average Square Clustering, Average Path Length and Degree Assortativity.
The second row includes Diameter, Density, Edge Connectivity and Closeness Central-
ity. The third row includes Betweenness Centrality, Eigenvector Centrality, Effective
Graph Resistance and Spectral Radius. The fourth, fifth and sixth rows show the same
data for p = log |V |/|V |.
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all labeled graphs for |V | ≤ 7. Thus, we can see whether the computed corre-
lations for a sample of graphs generated by the Erdo˝s-Re´nyi model match with
the correlations of the set of all graphs. For each |V | = 4, 5, 6, 7 we generate
1000 graphs according to Erdo˝s-Re´nyi model with p = 1/2 and between each
2 properties we compute the correlation between them. We also compute this
correlations for the set of all graphs with |V | = 4, 5, 6, 7. In Fig. 3 we report the
results. The blue circles correspond to the values for the set of all graphs and red
crosses correspond to the values for the sample generated by the Erdo˝s-Re´nyi
model p = 1/2. According to Fig. 3 the results match.
Fig. 3. Comparison between correlations of graph properties for the set of all graphs
(see the blue circles) and a sample of 1000 graphs generated by the Erdo˝s-Re´nyi model
with p = 1/2 (see the red crosses) for |V | = 4, 5, 6, 7. For each scatter plot, the x-axis
shows the value of |V | and the y-axis is the correlation, which ranges from −1 to 1.
A natural question to ask is, how big of a sample one should take to ob-
tain comparable correlation results with that of the set of all graphs for larger
values of |V |. It is impossible to find an exact answer to this question, since as
|V | grows the set of all graphs with |V | vertices grows too fast, exceeding the
number of atoms in the universe (1078) already for |V | = 24. We propose to
answer this question with the following stability test: For |V | = 100 we sample
100, 200, 400, 800 and 1600 graphs according to Erdo˝s-Re´nyi model and compute
the corresponding correlations between the properties. We repeat this experi-
ment 10 times and report the results in Fig. 7 of Appendix. The idea is that
once we start getting consistent results, that is the variation between the corre-
lations is small, we can assume that these are the correct correlations between
the properties for the total dataset. From Fig. 7, we can see the violin plot range
diminishes with larger sample size and the results for |S| = 1600 are consistent.
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Fig. 4. The left subfigure demonstrates the correlations between the graph properties
for all isomorphic graphs with |V | = 7. The right subfigure demonstrates the corre-
lations between the graph properties for 1000 graphs generated by the Erdo˝s-Re´nyi
model with p = 1/2.
We note that the correlation analysis might vary with |V |. Thus, we compare
the correlations between the properties for graphs with |V | = 7 and |V | = 100;
see Fig. 4. For |V | = 100, the weak correlations become weaker, while strong
correlations become stronger (e.g., the correlation between the four centrality
measures become very strong). It is also worth noting that two properties, edge
connectivity and the degree assortativity, are not correlated with the rest.
4.2 Linear and non-linear models for prediction
Studying the correlations helps to understand how these 12 properties are corre-
lated for a given sample, although it does not fully answer the questions of how
to use some of these properties to predict the rest. With this in mind, we propose
a simple experiment: for a given property, we run a basic linear regression model
to see whether we can predict it by the other 11 properties. For this experi-
ment we generate 31, 000 graphs by the Erdo˝s-Re´nyi model with p = 1/2 and
|V | = 100. We compute the 12 properties defined in Table 1. Next, we randomly
separate this dataset into training, dev and test datasets with 80%, 10%, 10%
of the data, respectively. We use the basic linear regression model for each pre-
dictor. We learn the parameters of the linear regression model on the training
dataset and compute the prediction accuracy error for the test dataset. As a
baseline we take the mean predictor, that is the mean values of the training set.
As a loss we use L1 error, which is the L1 distance between the predictor and the
true value; the results are shown in Table 4. As we can see the linear model for
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Table 4. Prediction results for the baseline mean estimator (the first row), the lin-
ear regression estimator (the second row) and the non-linear estimator, described in
Section 4.2. The columns correspond to 12 graph properties.
L1 loss GCC SCC APL r den diam Ce Cc Cb Cei RG ρ
mean .00590 .00092 .00017 .01129 .00564 0 .01735 .01723 .00046 .00488 .00578 .00562
linear .00099 .00003 .00000* .00771 .00002 0 .01046 .00035 .00013 .00075 .00006 .00004
non-linear .00093 .00002 .00000* .00241 .00000* 0 .01004 .00000* .00011 .00067 .00004 .00001
all of the properties significantly improves compared to the baseline predictor.
Comparing the linear predictor to the baseline mean predictor, ρ (from .00562
to .00004) and RG (from .00578 to .00006) improve the most.
However, the linear model has its limitations as there are likely some non-
linear connections between the properties. Thus, for the next experiment we
add some non-linear combinations of the properties. We use all the second order
combinations, the square roots and the logarithms of the properties. To avoid
complications we use the absolute values for the square roots
√|x| and we take
log(1 + |x|) for each of the property. After adding all these features we run
another linear regression for this dataset; the results are shown in Table 4. We
can see some significant improvements compared to the linear regression model.
Comparing the non-linear to the linear predictor, CC (from .00035 to 0) and r
(from .00771 to .00241) improve the most.
4.3 Feature selection
Fig. 5. The left figure presents the property importance matrix described in Section 4.3.
The right figure shows the absolute values of the correlation for all pairs of properties.
The analysis in Section 4.2 leads to the question: which properties are im-
portant for the prediction of other properties? We propose the following feature
Exploring the Space of Labeled Graphs 11
selection technique: For each property, we fix 2 other properties that we call
predictors and run a linear regression model on it. Next we pick another prop-
erty and add it to the set of predictors. We run a linear regression with these
3 predictors and if the improvement on the loss is at least 20% we declare this
property as an important predictor. We repeat this experiment for all possible
properties and predictors and record the results in a matrix (the property impor-
tance matrix). Each cell of the property importance matrix records the number
of times that the particular predictor has been important; see the left subfig-
ure of Fig. 5. For comparison, the right subfigure of Fig. 5 shows the matrix of
absolute values of correlations between properties. We can see that the two are
similar and thus our proposed technique seems to be a plausible alternative to
the correlation computation. Both figures show that density is a useful predictor
for GCC, SCC, effective graph resistance and spectral radius. This is useful as
density is easy to compute compared to other graph properties.
5 Classifying Between Graph Generators.
In this section we propose a model to classify between 8 different graph genera-
tors, using the 12 graph properties. In addition to the Erdo˝s-Re´nyi graph gener-
ator with p = 1/2 we also generate graphs based on the stochastic block model
with 2, 3, 4 and 5 blocks, geometric (GE), Watts-Strogatz (WS) and Barabasi-
Albert (BA) graph generators.
The stochastic block model [25] generalizes the Erdo˝s-Re´nyi model, produc-
ing graphs that contain communities (clusters). The parameters include the
number of vertices |V | = n, the number of communities l with a partition
C1, C2, . . . , Cl of {1, 2, . . . , n}, and a symmetric matrix P ∈ Rl×l that deter-
mines the probabilities for adding edges within and between communities. For
a pair of vertices u and v an edge is added with probability Pij , where u ∈ Ci
and v ∈ Cj .
The Watts-Strogatz [51] (WS) model can be used to generate graphs that
exhibit small-world properties (higher clustering coefficient and shorter average
path lengths). We utilize the variation suggested by Newman and Watts [43] to
ensure that the generated graphs are connected.
The geometric model (GE) [23], places nodes according to a Poisson point
process in some metric space (e.g., the unit square in 2D), and adds edges be-
tween pairs of nodes that are within a pre-specified distance threshold.
The Barabasi-Albert model (BA) [2] is a graph growth model where each
added vertex has a fixed number of edges |E|, and the probability of each edge
connecting to an existing vertex v is proportional to the degree of v.
We classify the graphs generated by the 8 models (Erdo˝s-Re´nyi with p = 1/2,
SBM with 2 blocks, SBM with 3 blocks, SBM with 4 blocks, SBM with 5 blocks,
GE, WS and BA), using the 12 graph properties. First, we generate 1000 graphs
with each of the generators and calculate the 12 properties for each of them. For
the classification, we consider the graph properties as features and the generators
as the labels. For the SBM we make sure that the blocks are of the same size
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and the symmetric matrix P is randomly generated, such that, inside cluster
probabilities (diagonal entries in P ) have expected values equal to 0.75. This
condition ensures that the graphs are denser within the clusters than between
the clusters. We randomly generate 20 P matrices for each of the SBM and use
each of these P matrices to generate 50 graphs. Thus, for each SBM we generate
1000 graphs. We generate 1000 graphs with each of the other graph generators
as well: ER with p = 1/2, GE, WS, BA. Thus, we have a total of 8000 graphs.
Since the generators have different density distributions and the range of
many graph properties depends on the density, we generate graphs that have
densities around 0.5 (to match with those generated by Erdo˝s-Re´nyi with p =
1/2). Thus we fix the density for all generators in the range den ∈ (0.47, 0.52).
We use the following four standard classification algorithms with their default
settings: random forest(RF), logistic regression(LR) [28], kernel support vector
machine (SVM) [27] and feed-forward neural network (NN) [48] with 2 hidden
layers trained on the features. We test the four classification algorithms, on the
generated dataset, which contains 8000 datapoints (graphs) with 12 features
(properties). To evaluate the effectiveness of these models and avoid overfitting
we use 10-fold cross validation by splitting the data between training set (80%
of the total data) and testing set (20% of the total data). The Random Forest
(RF) achieves 91.8% test accuracy, while the other three models have accuracy
around 78%. RF is also the most stable one over the 10 runs.
In Section 4 we discussed the correlations between the 12 graph properties.
What we would like to test now is the following: In the classification task de-
scribed above, can we achieve similar accuracy if instead of using all of the
12 graph properties we use only a few of them? As we have observed, graphs
generated by the Erdo˝s-Re´nyi model with p = 1/2 have four sets of correlated
properties. The first set is: CC, APL, den, RG and ρ, the second one is: CC , CB
and Cei, the third and fourth include only r and CE .
Our next experiment is designed to see which pairs and triples of the 12
graph properties can be most useful for the classification task. For this purpose
Table 5. Demonstration of the top 10 pairs (left table) and triples (right table) of
graph properties that achieve the best accuracy scores according to Random Forest.
Properties RF LR SVM NN
GCC, ρ 89.2% 55.5% 89.2% 77.3%
GCC, SCC 85.4% 55.4% 65.8% 67.4%
GCC, den 82.1% 53.7% 81.4% 72.3%
GCC, APL 81.8% 50.8% 61.6% 64.5%
GCC, RG 81.8% 55.0% 81.5% 79.7%
GCC, r 78.2% 72.7% 79.6% 81.3%
GCC, CC 77.0% 62.0% 74.0% 74.6%
GCC, Cei 75.5% 56.9% 76.0% 71.3%
GCC, Ce 73.5% 63.5% 76.8% 75.8%
GCC, CB 71.3% 51.0% 62.4% 69.6%
Properties RF LR SVM NN
GCC, SCC, ρ 92.8% 56.6% 72.4% 88.1%
GCC, SCC, APL 92.5% 54.3% 66.1% 62.4%
GCC, SCC, den 92.5% 56.7% 72.4% 76.3%
GCC, APL, ρ 92.0% 55.2% 70.6% 80.6%
GCC, SCC, RG 91.9% 57.4% 75.7% 73.5%
GCC, den, ρ 91.7% 54.1% 91.2% 82.2%
GCC, Ce, ρ 90.9% 63.9% 82.3% 82.0%
GCC, den, RG 90.5% 56.4% 85.6% 75.5%
GCC, r, ρ 90.4% 72.6% 79.9% 81.9%
GCC, Cei, ρ 90.3% 59.2% 76.3% 81.3%
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Fig. 6. Demonstration of the embedding of 8000 graphs generated by the 8 generators
discussed in Section 5 with 12 graph properties in 2D.
we form all possible pairs and all possible triples from the 12 properties and for
each of them run the four classification algorithms (RF, LR, SVM and NN). To
compute the accuracies, we again split the data of 8000 graphs between training
set (80% of the total dataset) and test set (20% of the total dataset), compute
the parameters of each model on training set and compute the achieved accu-
racies on test set. We repeat this procedure ten times and average the achieved
accuracies. The results are reported in Table 5. Note that some triples achieve a
slightly higher accuracy than all 12 properties, confirming the correlated prop-
erty groups. Also notable is that GCC appears in all pairs and triples. We believe
that this is due to the clusters present in 4 of the 8 graph classes.
Finally, we use MDS [18] and t-SNE [35] to visualize the 8000 graphs with
computed 12 properties in 2D; see Fig. 6. We observe that both embeddings
distinguish well between GE, WS and the rest in 2D, while the embeddings for
Erdo˝s-Re´nyi with 1/2 are mixed with the SBM with 2, 3, 4 and 5 blocks.
6 Conclusions and Future Work
Our results indicate that Erdo˝s-Re´nyi graphs can be used to study the properties
of the space of all labeled graphs. Determining the natural dimension of the
space of graphs (when treating each graph as a high dimensional vector based
on its properties) seems a challenging but useful research direction. Identifying
a set of properties that can be efficiently computed and can be used to predict
more expensive-to-compute properties would also be useful. Given the groups of
correlated properties in our list of 12, putting together a new list that captures
more and more diverse information about the graphs is a natural direction for
future work.
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Appendix
Fig. 7, demonstrates some stability tests for the Erdo˝s-Re´nyi model with p = 1/2
and p = log(|V |/|V |. The idea is to observe how big of a sample one should take
for various values of V to obtain correlations. We create samples of different
sizes and observe the variances between the correlation values. The smaller the
variances are the more stable the samples are.
Fig. 7. Stability of the correlations between the graph properties for Erdo˝s-Re´nyi
graphs with p = 1/2 and p = log(|V |/|V | for |V | = 100. For each model we
generate {100, 200, 400, 800, 1600} graphs and compute the correlations between the
graph properties. We repeat this 10 times and report the results as violin plots for
|S| = {100, 200, 400, 800, 1600} (where |S| is the size of the sample).
In Fig. 8 we report the of graphs that need to be generated to find 2 graphs
with the same properties up to 2 decimal places. For example, Fig. 1 reports 4
graphs that have the same graph properties up to 2 decimal places. We remark
that even though we are able to find such graphs, most of them have different
degree distributions and thus are different graphs. We also remark that as the
number of vertices increase one needs to generate less graphs to find different
graphs with the same statistics.
In Fig. 9 we observe the distribution of graph properties for all labeled graphs
with |V | in the range [4, 5, 6, 7] and plot the distribution of each property in violin
plots (see the blue violin plots of Fig. 9). Ideally, Erdo˝s-Re´nyi with p = 1/2
models well the space of all labeled graphs. Fig. 9 demonstrates the correctness
of this observation as the statistics for graphs generated by the Erdo˝s-Re´nyi
model with p = 1/2 matches well with the statistics of the set of all graphs (see
the similarities of the blue and orange violin plots of Fig. 9).
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Fig. 8. Number of graphs that need to be generated by the Erdo˝s-Re´nyi model with
p = 1/2 to find a pair of graphs which have the same exact set of 12 graph properties
up to 2 decimal places. We run this 10 times and report the results in boxplots.
In Fig. 10 we again observe the distribution of graph properties for all labeled
graphs with |V | in the range [4, 5, 6, 7] and plot the distribution of each property
in violin plots (see the blue violin plots of Fig. 10. However, this time we compare
it with 1000 graphs generated by the Erdo˝s-Re´nyi model with p = 1/3. We notice
that the mean values of the distributions are similar. However, the distributions
of the properties are significantly different and does not match with the one from
all labeled graphs.
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Fig. 9. Distribution of the 12 graph properties for the set of all labeled graphs (see the
blue violin plots of each subfigure) and 1000 graphs generated by Erdo˝s-Re´nyi model
with p = 1/2 with values of |V | in the range [4, 5, 6, 7] (see the orange violin plots
of each subfigure). The first row demonstrates the results for Global Clustering Co-
efficient, Average Square Clustering, Average Path Length and Degree Assortativity.
The second row demonstrates the results for Diameter, Density, Edge Connectivity and
Closeness Centrality. The third row demonstrates the results for Betweenness Central-
ity, Eigenvector Centrality, Effective Graph Resistance and Spectral Radius.
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Fig. 10. Distribution of the 12 graph properties for the set of all labeled graphs (see
the blue violin plots of each subfigure) and 1000 graphs generated by Erdo˝s-Re´nyi
model with p = 1/3 with values of |V | in the range [4, 5, 6, 7] (see the orange violin
plots of each subfigure). The first row demonstrates the results for Global Clustering
Coefficient, Average Square Clustering, Average Path Length and Degree Assortativ-
ity. The second row demonstrates the results for Diameter, Density, Edge Connectivity
and Closeness Centrality. The third row demonstrates the results for Betweenness Cen-
trality, Eigenvector Centrality, Effective Graph Resistance and Spectral Radius.
