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Abstract
Equip a finite-dimensional vector space V over a field F with a nondegenerate symmetric
bilinear, alternating bilinear, or hermitian form. Fix some subspace U of V. The concept of
a maximally orthogonal complementary subspace for U is presented and shown to be related
to the concept of a pseudo-orthogonal complementary subspace from an earlier paper. When
F = GF(q), the number of maximally orthogonal (pseudo-orthogonal) complements is com-
puted. Also, both types of complements are characterized as orthogonal complements with
respect to related forms. This is used to relate certain reflexive generalized inverses of linear
transformations to Moore–Penrose inverses. Techniques are presented for deriving the related
forms, which, together with standard techniques for computing Moore–Penrose inverses, can
be used to compute the desired generalized inverses. Lastly, vectors of V that occur in such
complementary subspaces of U are characterized. © 2000 Elsevier Science Inc. All rights
reserved.
AMS classification: 15A63; 15A33; 15A09
Keywords: Bilinear (sesquilinear) form; Orthogonal (symplectic, unitary) geometry; Totally isotropic
subspace; Pseudo-orthogonal complement; Maximally orthogonal complement; Generalized (Moore–
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1. Introduction
The situation can arise that a given subspace U of a finite-dimensional vector
space V, equipped with a nondegenerate bilinear or sesquilinear form, does not have
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an orthogonal complement. In such cases it seems natural to seek complementa-
ry subspaces for U that are “as orthogonal as possible”. There is no immediately
correct interpretation of this phrase, but a reasonable definition will be given and
shown to be equivalent to another reasonable interpretation (Theorem 1, parts 1 and
2). The terminology maximally orthogonal complements of U will be used to refer
to such subspaces. This notion is closely related to the notion of pseudo-orthogo-
nal complements as defined in [5]. In fact, it will be shown that two subspaces are
pseudo-orthogonal complements of each other if and only if each is a maximally
orthogonal complement of the other.
Methods will be discussed for computing pseudo-orthogonal complementary
subspaces in several situations, generalizing the constructions in [5]. After charac-
terizing such subspaces in terms of certain nonsingular linear transformations, the
problem of constructing related generalized inverses of linear transformations will
be reduced, via observations made by Wu and Dawson [6], to the construction of
Moore–Penrose inverses.
An n-dimensional vector space V over a field F will be fixed throughout. V will
be equipped with a bilinear or sesquilinear form h ; i. It will be supposed that this
form is nondegenerate, and that it is one of three types:
1: Symmetric bilinear (but not alternating).
2: Alternating bilinear.
3: Hermitian.
The three cases will be said to produce an orthogonal, symplectic, or unitary geo-
metry on V, respectively.
In the case of unitary geometry, it is implicit that F admits a nontrivial involutory
automorphism  7! N. Also, it will be convenient to assume that h ; i is linear in its
second argument and conjugate-linear in its first argument.
When char.F / = 2, the definition of orthogonal geometry used here is not standard
(cf. [1, Section 3.2]). Moreover, in this case, it will further be supposed that the col-
lection of all isotropic (i.e. self-orthogonal) vectors form a nondegenerate subspace.
By restricting the form, this subspace has a symplectic geometry since the restricted
form is alternating.
Also fixed throughout will be an arbitrary subspace U of V. Letting U? D
fv 2 V jhu; vi D 0 for all u 2 Ug, the radical of U, denoted rad.U/, is defined
to be U \ U?. Let m denote the dimension of U, and let r denote the dimension
of rad.U/. U is isotropic if each of its vectors is isotropic. U is totally isotropic
if U  U?. The set of all subspaces complementary to U in V will be denoted
C.U/.
When F = GF(q), the number of maximally orthogonal complements of U will
be shown to equal qr.n−r/, and the number of pseudo-orthogonal complements of
U will be shown to be equal to qr.n−3r=2Cγ =2/, where γ is taken to be −1; 0, 1 in
the orthogonal, unitary, symplectic cases, respectively. Vectors occurring in some
maximally orthogonal (pseudo-orthogonal) complement of U will be characterized
in Section 6, at least when F is a finite field.
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2. Constructing pseudo-orthogonal complements
From [5, Corollaries 2 and 3], generalized in a straightforward manner to cover
the symplectic and unitary cases as well, the subspace U of V admits a pseudo-
orthogonal complementary subspace U c. This means that V D U  U c, U contains
a maximal nondegenerate subspace orthogonal to U c, and U c contains a maximal
nondegenerate subspace orthogonal to U. Let
U0 D rad.U/ D U \ U?; U1 D U \ U c?;
U c0 D rad.U c/ D U c \ U c? and U c1 D U c \ U?:
Then U D U0  U1 and U c D U c0  U c1 . Here U1 is a maximal nondegenerate sub-
space of U orthogonal to U c, and U c1 is a maximal nondegenerate subspace of U c
orthogonal to U. Letting H D U0  U c0 , it can be seen that H  U1  U c1 is an or-
thogonal direct sum decomposition of V into nondegenerate subspaces. These facts
are established in [5, Proposition 3]. Note that U0; U1; U c0 and U c1 have dimensions
r;m − r; r and n − m − r , respectively.
The problem of actually constructing a pseudo-orthogonal complement will now
be considered. As in [5] this will hinge on constructing a totally isotropic subspace
that has the same dimension as the totally isotropic subspace rad(U), and which
together with rad(U) spans a nondegenerate subspace. In [5] this was referred to as a
“hyperbolic complement” of rad(U), but the author now favors the language hyper-
bolic partner instead. Once this has been managed, a pseudo-orthogonal complement
of U can be produced exactly as in [5, Theorem 3]. That is, given a hyperbolic partner
P of rad(U), the subspace
P  .P  U/?
is a pseudo-orthogonal complement of U.
When char(F) =D 2 and the geometry is orthogonal, the proof of Theorem 1 in [5]
describes how hyperbolic partners can be produced. It is then left here to describe
how analogous constructions are possible for the following three cases:
1: Unitary geometry.
2: Symplectic geometry.
3: Characteristic-two orthogonal geometry.
For unitary geometry, the approach is quite similar to that of noncharacteristic-
two orthogonal geometry, which depends on a choice of an orthogonal basis for V.
In fact, for simplicity and without loss of generality, assume that V D Fn, and that
the standard basis is orthogonal. Then rad(U) admits a unique basis whose matrix
M (each basis element being a row) is in reduced row-echelon form. Let ! be some
non-one element of F with ! N! D 1 (by say taking ! D = for any  2 F with
 =D  ). Then replacing each leading one in the matrix with ! produces a matrix N
whose row space is a hyperbolic partner of rad(U). Note that corresponding rows of
M and N span nondegenerate planes, and that these planes are pairwise orthogonal.
The reasoning here is the same as that of [5, Theorem 1], except that scaling by ! is
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used instead of negation. Actually, for char(F) =D 2, ! can be taken to be −1, making
the above procedure involutory.
Symplectic geometry requires a significant variation on the above theme. First, in
place of an orthogonal basis, one must decompose V as a sum of pairwise orthogonal
hyperbolic planes, and select a hyperbolic pair from each plane (cf. [1, Definition
3.8]). Here we may assume that V D Fn, n is even, and that the standard basis feigniD1
is such that the hyperbolic pairs can be taken to be fe2j−1; e2j g for j D 1; : : : ; n=2.
Thus he2j−1 ; e2j i D −he2j ; e2j−1i D 1 for j D 1; : : : ; n=2, and all other pairs of
standard basis vectors are orthogonal. Again the plan is to obtain a handy basis for
rad(U) by means of matrix manipulations. For ease of exposition, besides elementary
row operations, certain column permutations will also be used. This is not essential,
but simplifies the discussion. The following proposition provides a satisfactory basis
for rad(U).
Proposition 1. Assume that V D Fn; equipped with the above symplectic geometry.
There exists a permutation matrix P equal to a .possibly void/ product of transposi-
tion matrices; each transposing consecutive coordinates; an odd-indexed coordinate
followed by an even-indexed coordinate; and there exists a basis for rad.U/ whose
matrix M .basis elements being rows/ is such that the odd-numbered columns of MP
form a matrix in reduced row-echelon form; with no zero rows.
Proof. Beginning with the matrix for any basis of rad(U), it suffices to show that
using elementary row operations, and transpositions of the columns which, for some
j, interchange the 2j − 1 and 2j columns, the matrix can be put into a form such
that the odd-numbered columns form a reduced row-echelon matrix, with no
zero rows. If we allow for additional column permutations, namely those permu-
tations that permute the n=2 pairs of consecutive columns (an odd-numbered column
followed by an even-numbered column) among themselves, then it suffices to show
that the matrix can be reduced so that the first m odd-numbered columns form an
identity matrix. This is seen by reasoning analogous to that used in ordinary matrix
row reduction. The reduction is now shown to be possible via the following inductive
argument.
Suppose that the first k rows and first k odd-numbered columns have been put
into the proper form. That is, each of these k columns contains a single nonzero
entry, which is a 1, and for the 2j − 1 column, this 1 is located in the jth row (j D
1; : : : ; k). Now consider the k C 1 row. If some entry in this row, in a column with
index greater than 2k, is nonzero, then this entry can be moved via a column per-
mutation into the 2k C 1 column, and reduction can continue so as to put the first
k C 1 rows and first k C 1 odd-numbered columns into the proper form. Assume
then that this is not the case. Since some entry in the k C 1 row must be nonzero,
there exists i 6 k such that the entry in the k C 1 row and 2i column is nonzero.
But when the alternating bilinear form is applied to the ith row and the k C 1 row,
the result is seen to be nonzero, contradiction the fact that rad(U) is totally isotropic.
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Thus the assumption is false, and the reduction process can be continued until the
entire matrix has been put into the desired form. 
To see how to construct a hyperbolic partner for rad(U), assume that rad(U) has
a basis whose matrix M has the property that the odd-numbered columns form a
matrix M 0 in reduced row-echelon form (which is true by Proposition 1 if we are
allowed to first reorder the standard basis of V by simply interchanging the order of
certain hyperbolically paired elements). Now for each row in M, add 1 to the entry
that immediately follows the 1 that plays the role of a leading one in M 0. The row
space of the resulting matrix N can be seen to be totally isotropic, and a hyperbolic
partner for rad(U). As in the unitary case, corresponding rows of M and N span
pairwise-orthogonal nondegenerate planes.
This brings us to the final case, namely the case where the geometry is orthogonal,
and char(F) = 2. Here though we are assuming that the isotropic vectors of V form
a vector space with a symplectic geometry. Thus this case reduces to the previous
case. However, as a practical matter, one needs to find a basis for this subspace in
terms of hyperbolic pairs. Consider the situation when V D Fn, and the standard
basis is orthonormal. In order for the assumption concerning isotropic vectors to be
valid, it is necessary and sufficient that n be odd. (If n is even, then the vector whose
coordinates are all ones is isotropic and orthogonal to all other isotropic vectors.)
Now, assuming that n is odd, consider the following basis for V:
f .110000 : : :00000/; .101000 : : :00000/;
.111100 : : :00000/; .111010 : : :00000/;
: : : : : :
.111111 : : :11000/; .111111 : : :10100/;
.111111 : : :11110/; .111111 : : :11101/;
.111111 : : :11111/ g;
where all of the vectors, except the last one, are isotropic. This provides one possibil-
ity for a suitable basis for the subspace consisting of isotropic vectors. The method
given earlier for producing hyperbolic partners when the geometry is symplectic
can now be applied here. This construction can then be used to produce a pseudo-
orthogonal complement of U. A simpler method, based only on the standard basis
for Fn, is possible when merely a maximally orthogonal complement is sought. The
details of this are omitted.
3. Maximal orthogonality
In this section, the notion of a maximally orthogonal complementary subspace
will be introduced, characterized if several ways, and compared with the notion of a
pseudo-orthogonal complementary subspace. If W 2 C.U/, then dim.U? \ W/ 6
n − m − r since dim.U?/ D n − m, dim(rad.U// D r and U \ W D 0. Equality
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holds here if W is a pseudo-orthogonal complement of U, since then U? \ W is
a maximal nondegenerate subspace of W, dim(W/ D n − m, and dim(rad(W// D r .
As a generalization of a pseudo-orthogonal complement, consider the following.
Definition 1. W 2 C.U/ is a maximally orthogonal complement of U if dim.U? \
W/ D n − m − r:
Maximally orthogonal complements are not generally pseudo-orthogonal
complements. As a simple example, suppose that V = GF.5/2 equipped with an
orthogonal geometry via the ordinary dot product, and that U is the one-dimensional
subspace containing the vector (1, 2). Then U? D U , n D 2 and m D r D 1. Any
complement of U is maximally orthogonal, but only the one-dimensional subspace
containing (1, 3) is a pseudo-orthogonal complement.
Returning to the general situation, it will be convenient to fix once and for all some
pseudo-orthogonal complement U c of U. The notation U0; U1; U c0 ; U
c
1 introduced
at the beginning of Section 2 will be used extensively throughout the rest of this
paper, along with the following notation. For an arbitrary W 2 C.U/, observe that
the projection of W onto U c along U is a linear isomorphism, and so is invertible.
It follows easily that C.U/ is in one-to-one correspondence with the set of linear
transformation  V U c ! U . Specifically, given  , take
W D fv C  .v/ j v 2 U cg:
Now decompose  as follows. There are unique linear transformations
00 V U c0 ! U0; 01 V U c0 ! U1; 10 V U c1 ! U0; 11 V U c1 ! U1
such that 00 C 01 is  restricted to U c0 , and 10 C 11 is  restricted to U c1 . The map
11 will have special importance, particularly its rank. Therefore, define
 D rank.11/ .6 minfm − r; n − m − rg/:
Consider next the four nondegenerate bilinear (sesquilinear) forms
U0  U c0 ! F; U c0  U0 ! F; U1  U1 ! F; U c1  U c1 ! F;
each of these being a restriction of the form h ; i. Based on these forms, we obtain
an adjoint  ij for each ij (cf. [4, Section 13.7]). That is, we require that hij .u/; vi D
hu;  ij .v/i for all suitable u and v. It is straightforward to check that
 00 V U c0 ! U0;  01 V U1 ! U0;  10 V U c0 ! U c1 ;  11 V U1 ! U c1 :
The next two lemmas will be helpful in characterizing maximally orthogonal com-
plementary subspaces and obtaining results concerning these.
Lemma 1. For W 2 C.U/; the dimension of U? \ W is n − m − r − . Also;
U? \ W is a maximal nondegenerate subspace of U? if and only if  D 0. In this
case; U? \ W D f v1 C 10.v1/ j v1 2 U c1 g.
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Lemma 2. For W 2 C.U/; the dimension of U \ W? is m − r − . Also; U \ W?
is a maximal nondegenerate subspace of U if and only if  D 0. In this case; U \
W? D f u1 −  01.u1/ j u1 2 U1 g.
Proof of Lemma 1. Consider any vectors u 2 U and w 2 W . Write u D u0 C u1
with u0 2 U0 and u1 2 U1. Let w D v C  .v/ for (a uniquely determined) v 2 U c.
Write v D v0 C v1 with v0 2 U c0 and v1 2 U c1 . So
w D 00.v0/ C 10.v1/| {z }
2 U0
C v0|{z}
2 U c0
C 01.v0/ C 11.v1/| {z }
2 U1
C v1|{z}
2U c1
: (1)
Then
hu;wiDhu0; v0i C hu1; 01.v0/i C hu1; 11.v1/i
Dhu0; v0i C h 01.u1/; v0i C h 11.u1/; v1i: (2)
In order for w to be in U? \ W , Eq. (2) shows that it is first necessary that v0 D 0.
This is due to the nondegeneracy of the form when restricted to U0  U c0 . (Set u1 D 0
and vary u0.) Then, again by (2), it is also required that 11.v1/ D 0. But these two
conditions are also sufficient. Thus, dim.U? \ W/ = dim(ker.11// D dim.U c1 / −
 D n − m − r − .
To prove the second claim, observe that .U? \ W/ \ U0 D U? \ .U \ W/ D 0,
and by a dimension argument, U? D U0  .U? \ W/ if and only if  D 0. But
U? \ W is a maximal nondegenerate subspace of U? if and only if U? D U0 
.U? \ W/. Finally, assuming that  D 0, U? \ W D f v1 C 10.v1/ j v1 2 U c1 g,
because w 2 U? \ W must have the form given in (1), but with v0 D 0 and
11.v1/ D 0. 
Proof of Lemma 2. Suppose that u 2 U \ W?. By (2) observe that hu1; 11.v1/i D
h 11.u1/; v1i D 0 for all v1 2 U c1 . That is, u1 2 ker. 11/ D U1 \ .image.11//?.
Since image.11/ has dimension , and U1 is nondegenerate, it follows that U1\
(image .11//? has dimension m − r − . It is also clear from (2) that hu0 C  01.u1/;
v0i D 0 for all v0 2 U c0 . So u0 D − 01.u1/. The two requirements are also sufficient.
Therefore, U \ W? has dimension m − r − .
To prove the second claim, note that .U \ W?/ \ U0 D U \ .W? \ U?/ D U \
.W  U/? D U \ V ? D U \ 0 D 0, and use an argument very similar to the one
used in the proof of Lemma 1. Finally, assuming that  D 0, U \ W? D f u1 −
 01.u1/ j u1 2 U1 g, because, as we saw, for u 2 U \ W?, it is required that u0 D− 01.u1/, but now u1 can be an arbitrary element of U1. 
The following characterizations of maximally orthogonal complementary sub-
spaces are now immediate consequences of Lemmas 1 and 2.
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Theorem 1. Let W 2 C.U/. The following conditions are equivalentV
1: W is a maximally orthogonal complement of U; that is; dim.U? \ W/ D n −
m − rI
2: dim.U \ W?/ D m − rI
3: U? \ W is a maximal nondegenerate subspace of U?I
4: U \ W? is a maximal nondegenerate subspace of U.
Condition 4 in Theorem 1 explains the connection between the concept of a maxi-
mally orthogonal complement, and the concept of a pseudo-orthogonal complement
presented in [5]. In fact, the requirement for W 2 C.U/ to be pseudo-orthogonal to
U is simply that condition 4 hold, together with the requirement that U? \ W be a
maximal nondegenerate subspace of W, as is clear from [5, Proposition 3]. Thus, we
have the following corollary.
Corollary 1. W 2 C.U/ is a pseudo-orthogonal complement of U if and only if
W is a maximally orthogonal complement of U; and U is a maximally orthogonal
complement of W.
Maximally orthogonal complements decompose in a manner similar to pseudo-
orthogonal complements, as follows.
Corollary 2. If W is a maximally orthogonal complement of U; thenV
1: the subspace S D W \ .U \ W?  U? \ W/? is equal to the image of the in-
jective linear map idU c0 C 00 − 10 10 C 01 −  10 (defined on U c0 /;
2: W D S  U? \ W; and
3: the linear map w 7! v1 C  10.v0/ C 10.v1 C  10.v0// .notation as in .1/ is pro-
jection from W onto U? \ W along S.
(For a pseudo-orthogonal complement, the subspace S is totally isotropic, by [5,
Proposition 3].)
Proof. By Lemmas 1 and 2, w 2 W is orthogonal to U \ W?  U? \ W if and
only if hw ; u01 −  01.u01/ C v01 C 10.v01/ i D 0 for all u01 2 U1; v01 2 U c1 . Upon ex-
pressing w as in (1), and expanding, it is straightforward to check that a necessary
and sufficient condition for this is that v1 D − 10.v0/, from which the first claim
follows. The second claim follows from a dimension argument, using the fact that S
and U? \ W intersect trivially. For the third claim, note that w and its image differ
by an element of S, and that this image is in U? \ W , by Lemma 1. 
4. Changing forms and reflexive generalized inverses
Maximally orthogonal and pseudo-orthogonal complements can also be charac-
terized in terms of nonsingular linear transformations on V that “completely move”
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the radical of U, and yet fix as many vectors in V as possible. Such a transforma-
tion can be used to produce a new bilinear (sesquilinear) form based on the original
form that is, in a certain sense, close to the original form. With respect to this new
form, U is a nondegenerate subspace, and its orthogonal complement is a maximally
orthogonal (pseudo-orthogonal) complement with respect to the original form. An
accounting of these facts begins with the following known and rather immediate
lemma. (Here, for subspaces A and B, TA V BU denotes dim(A=B).)
Lemma 3. Let  V V ! V be a linear transformation. Define the subspace V0 D
f v 2 V j .v/ D v g. Then
1: TU V U \ .U/U 6 TV V V0U;
2: if U \ .U/ D 0; then dim.U/ 6 TV V V0U.
Proof. Clearly TU V U \ V0U D TU C V0 V V0U 6 TV V V0U. On the other hand, U \
V0  U \ .U/  U , so part 1 is clear. Part 2 is of course a special case of part 1.

Theorem 2. Let  V V ! V be a nonsingular linear transformation. Define the sub-
space V0 D f v 2 V j .v/ D v g. Assume that U \ .U?/ D 0; so that .U?/ is a
complement of U. Then
1: dim.rad.U// 6 TV V V0U;
2: if dim.rad.U// D TV V V0U; then .U?/ is a maximally orthogonal complement
of U; and
3: if moreover;  is an isometry or anti-isometry; then .U?/ is a pseudo-orthogonal
complement of U.
Conversely; given any maximally orthogonal .pseudo-orthogonal/complement W
of U; there exists a  as in condition 2 .condition 3/ such that W D .U?/. In fact;
when W is a pseudo-orthogonal complement;  can be chosen to be an involution as
well.
Proof. rad.U/ \ .rad.U// D U \ U? \ .U/ \ .U?/ D 0, so part 1 follows
from Lemma 3, using rad(U) in place of U. Now assume that equality holds in part 1.
r D dim(rad(U// D TV V V0U. Applying Lemma 3 again, using U? in place of U, we
obtain TU? V U? \ .U?/U 6 r , so dim.U? \ .U?// > n − m − r . On the other
hand, dim(U \ U?/ D r and U \ .U?/ D 0, yielding the reverse bound, name-
ly, dim.U? \ .U?// 6 n − m − r . Thus dim.U? \ .U?// D n − m − r , and so
U? \ .U?/ is a maximal nondegenerate subspace of U?. So by Theorem 1 (part
3), .U?/ is a maximally orthogonal complement of U. This proves part 2.
To prove part 3, assume that  is an isometry or anti-isometry. Then dim(rad(
.U?/// D r: It follows by a dimension argument that U? \ .U?/ is a maximal
nondegenerate subspace of .U?/, and so by Theorem 1 (part 4), U is a maximally
orthogonal complement of .U?/. Thus, by Corollary 1, U and .U?/ are pseudo-
orthogonal complements.
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The above characterizes maximally orthogonal (pseudo-orthogonal) comple-
ments, since given any such complement W of U, it is always possible to find a
suitable linear transformation  for which W D .U?/, as follows. For a pseudo-
orthogonal complement, it is easy to produce an involutory (anti-) isometry on
rad(U)  rad(W) that interchanges rad(U) and rad(W), while fixing pointwise
a nondegenerate r-subspace. This follows from the existence of a hyperbolical-
ly paired basis. (cf. [5, proof of Propositions 1 and 2].) Simply interchanging
the members of these pairs defines an (anti-)isometry on rad(U)  rad(W). This
isometry can then be extended to all of V so as to fix (rad(U)  rad(W//?
pointwise. Now, when W is merely a maximally orthogonal complement of U, a
linear transformation  can still be chosen so as to fix .U \ W?/  .U? \ W/
pointwise, while on some complement of this (of dimension 2r), it maps rad(U)
to a complement of U? \ W in W, and also fixes pointwise an r-subspace. 
A close inspection of each of the hyperbolic partner constructions in [5, Section
2] and Section 2 of this paper reveals how a  as in Theorem 2 can be constructed.
For example, in the case of unitary geometry, the row-reduced matrix whose rows
formed a basis for rad(U) was transformed into a matrix whose rows formed a basis
for a hyperbolic partner of rad(U) by simply multiplying certain coordinates by the
scalar !. This transformation applied to all of V produces a  as described in part
3 of Theorem 2. The transformation used for symplectic geometry is only slightly
more subtle (adding multiples of some coordinates to adjacent coordinates), and as
in the unitary case, produces a  that fixes all but r of the standard basis vectors of
V. This can then be used to produce a suitable  in the characteristic two-orthogonal
geometry case, by means of the change of basis detailed in Section 2.
It is worthwhile recasting Theorem 2 in terms of related bilinear (sesquilinear)
forms. A straightforward check shows that the condition U \ .U?/ D 0 means that
U is a nondegenerate subspace with respect to the form h ; −1 i. The condition
that dim(rad(U// D TV V V0U means that this form is not too far away from the orig-
inal form in the distance-regular graph whose vertices are the bilinear (sesquilinear)
forms on V (cf. [2, Section 9.5]).
This way of viewing the situation can be used to construct certain reflexive gen-
eralized inverses of linear transformations analogous to those in [5, Section 4], by
turning this problem into a problem of constructing Moore–Penrose inverses. Given a
linear transformation t1, the idea here is to produce a reflexive generalized inverse t2
whose kernel and image are pseudo-orthogonal complements of the image and kernel
of t1, respectively. Now Moore–Penrose inverses can be computed using well-known
methods, and their connection with these other generalized inverses is presented in
the following theorem.
Theorem 3. Given linear transformations t1 and t2 on V such that t1t2t1 D t1 and
t2t1t2 D t2; the following are equivalentV
1: t1t2 and t2t1 are normal linear transformationsI
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2: ker t1 and im t2 are pseudo-orthogonal complements; and so too are im t1 and
ker t2I
3: there exist .anti-/isometries 1 and 2 on V such that
.a/ im t2 D 1..ker t1/?/;
.b/ 1 fixes pointwise a subspace whose codimension equals dim.rad.ker t1//;
.c/ ker t2 D 2..im t1/?/; and
.d/ 2 fixes pointwise a subspace whose codimension equals dim(rad(im t1//.
Moreover; suppose that the above conditions hold; and let Vj be the vector space V
equipped with the form h ; −1j i instead of h ; i .j D 1; 2/. Regard t1 V V1 ! V2
and t2 V V2 ! V1. In this context; t1 and t2 are Moore–Penrose inverses of each
other.
Proof. Conditions 1 and 2 are equivalent by the same argument used to prove [5,
Theorem 4]. Conditions 2 and 3 are equivalent by Theorem 2. Now assume that these
conditions hold. By [6, Theorem 5], t1 V V1 ! V2 has a Moore–Penrose inverse,
since ker t1 and im t1 are nondegenerate subspaces. This is easily seen to be t2, since
him t2; 1.ker t1/i D 0 and hker t2; 2.im t1/i D 0. 
Theorem 3 hints at how to actually construct a generalized inverse t2 for a given
linear transformation t1 V V ! V that will satisfy the conditions in the theorem. This
is always possible using the following technique. First construct (anti-)isometries 1
and 2 so that ker t1 \ 1..ker t1/?/ D 0 and im t1 \ 2..im t1/?/ D 0, and so that
(b) and (d) in condition 3 of the theorem are satisfied. These can be constructed
as outlined in the paragraph following the proof of Theorem 2. Once this has been
done, all that remains is to construct the Moore–Penrose inverse t2 of the linear trans-
formation t1 V V1 ! V2. Extending the setup here a bit, notice that when dealing
with linear transformations between two different vector spaces, both the domain
and the codomain must be equipped with geometries, but these need not be of the
same type.
5. Counting maximally orthogonal complements and pseudo-orthogonal
complements
For the rest of this paper, it will be assumed that the field F is finite, say F =
GF(q). In this section, the focus is on counting the number of maximally orthogonal
and pseudo-orthogonal complements. Actually, it is possible to quickly count the
number of maximally orthogonal complements of U in V as follows.
Theorem 4. The number of maximally orthogonal complements of U in V is qr.n−r/:
Proof. A maximally orthogonal complement W has 11 identically zero. Further-
more, a W exists having any predefined associated maps 00, 01, 10, and is uniquely
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determined by these. There are qr2 choices for 00, qr.m−r/ choices for 01, and
qr.n−m−r/ choices for 10. The product of these equals qr.n−r/. 
Lemmas 1 and 2 provide a characterization of U? \ W and U \ W? in terms
of the decomposition V D U0  U1  U c0  U c1 and the associated linear transfor-
mations ij and  ij . W? and rad.W/ can be similarly characterized. When W is a
maximally orthogonal complement of U, these characterizations take on a simpler
form.
Lemma 4. Let W 2 C.U/. Then
1: W? D fu1 C v0 −  00.v0/ −  01.u1/ −  10.v0/ −  11.u1/ j u1 2 U1; v0 2 U c0 gI
2: rad.W/ D fv0 C v1 C 00.v0/ C 01.v0/ C 10.v1/ C 11.v1/j
v0 2 U c0 ; v1 2 U c1 with
00.v0/ C 10.v1/ C  00.v0/ C  0101.v0/ C  0111.v1/ D 0
and v1 C  10.v0/ C  1101.v0/ C  1111.v1/ D 0gI
3: if W is a maximally orthogonal complement of U; then
rad.W/ D fv0 −  10.v0/ C 00.v0/ C 01.v0/ − 10 10.v0/ j v0 2 U c0
with 00.v0/ − 10 10.v0/ C  00.v0/ C  0101.v0/ D 0g:
Proof. Let u0 2 U0; u1 2 U1; v0 2 U c0 ; v1 2 U c1 , so that v D u0 C u1 C v0 C v1 is
then a typical vector in V. Let v00 2 U c0 and v01 2 U c1 , so that w D v00 C v01 C 00.v00/ C
01.v00/ C 10.v01/ C 11.v01/ is a typical vector in W. Now,
hv;wiDhu0; v00i C hu1; 01.v00/ C 11.v01/i C hv0; 00.v00/ C 10.v01/i C hv1; v01i
Dhu0 C  00.v0/ C  01.u1/; v00i C hv1 C  10.v0/ C  11.u1/; v01i: (3)
Letting v00 and v01 vary, we see that v 2 W? if and only if
u0 C  00.v0/ C  01.u1/ D 0; (4)
v1 C  10.v0/ C  11.u1/ D 0: (5)
This proves the first claim.
To prove the second claim, we need to add the further assumption that v 2 W , so
that
u0 D 00.v0/ C 10.v1/; (6)
u1 D 01.v0/ C 11.v1/: (7)
Combining (4)–(7), and eliminating u0 and u1, we arrive at the following two
requirements:
00.v0/ C 10.v1/ C  00.v0/ C  0101.v0/ C  0111.v1/ D 0; (8)
v1 C  10.v0/ C  1101.v0/ C  1111.v1/ D 0: (9)
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This proves the second claim. The third claim follows easily by taking 11 to be the
zero map. 
Lemma 4 can now be used to identify pseudo-orthogonal complements of U in
terms of the linear maps ij , as follows.
Lemma 5. For a maximally orthogonal complement W of U; the following are
equivalentV
1: W is a pseudo-orthogonal complement of U;
2: dim.rad.W// D r;
3: 00 C  00 D 10 10 −  0101;
4: the linear map W ! U c1 ; w 7! v1 C  10.v0/ .notation as in .1//; preserves theform.
Proof. To see the equivalence of conditions 1 and 2, observe by Lemma 1 that
U? \ W is a nondegenerate subspace of W of dimension n − m − r which trivially
intersects rad.W/. Now W is a pseudo-orthogonal complement of U if and only if
W D rad.W/  .U? \ W/, that is, if and only if dim(rad.W// D r . Conditions 2
and 3 are equivalent by part 3 of Lemma 4, using also the fact that each vector
is uniquely determined by v0. The equivalence of conditions 3 and 4 is seen by a
straightforward comparison, expanding the form based on the notation used in Eq.
(1). Also, the equivalence of conditions 1 and 4 follows from Corollary 2 and the fact
that the subspace S there is totally isotropic if and only if W is a pseudo-orthogonal
complement of U. 
Given the maps 01 and 10, define a linear transformation  from U c0 to U0 by
 D 10 10 −  0101: (10)
Notice that  is self-adjoint. (This may seem strange, but the adjoint definition here
is based on two nondegenerate forms, one on U0  U c0 , and the other on U c0  U0.
Hence both  and   map U c0 to U0. ) By Theorem 1 and Lemma 5, if 00; 01 and
10 are selected such that
00 C  00 D  (11)
and 11 is taken to be identically zero, then the corresponding complement W of U
will be pseudo-orthogonal. These restrictions are also necessary of course.
Lemma 6. Given a self-adjoint linear transformation  V U c0 ! U0; there exists
a linear transformation 00 V U c0 ! U0 satisfying .11/; except possibly when q is
even and the geometry on V is orthogonal. In this case; it is further required that
hv0;  .v0/i D 0 for all v0 2 U c0 ; and this condition is also sufficient.
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Proof. Fix bases feig and ffig for U0 and U c0 , respectively, such that hei ; fj i D ij
for all i; j D 1; 2; : : : ; r . With respect to these bases, let C be the matrix correspond-
ing to the linear transformation  . If we similarly let the matrix X correspond to
the linear transformation 00, then finding a suitable 00 amounts to finding an r  r
matrix X satisfying
X C XT D C if the geometry is orthogonal, (12)
X − XT D C if the geometry is symplectic, or (13)
X C X D C if the geometry is unitary. (14)
First consider the unitary geometry case. Here C is hermitian. An upper-triangular
matrix X can be found which satisfies (14). To see that the diagonal entries can be
handled, recall that the trace map from GF(q) to GF(pq) is surjective.
Next consider the symplectic case. Here C is skew-symmetric, and in particular
has only zero diagonal entries. Again, it is clear that an upper-triangular solution X
to (13) exists.
Next consider the orthogonal geometry case, but with the restriction that q be odd.
In this case, X D 12C provides a solution to (12).
Finally, consider the case where q is even and the geometry is orthogonal. Here
it is straightforward to check that the diagonal entries of C must all be zero in order
to obtain a solution to (12), and that this is also sufficient. This property of C means
that  must satisfy hv0;  .v0/i D 0 for all v0 2 U c0 . 
We are now ready to count the number of pseudo-orthogonal complements of U
in V.
Theorem 5. The number of pseudo-orthogonal complements of U in V equals
qr.n−
3
2 rC 12 γ /;
where γ is taken to be −1; 0; 1 in the orthogonal; unitary; symplectic cases; respec-
tively.
Proof. First assume either that q is odd, or that the geometry of V is unitary or sym-
plectic. Consider the various pseudo-orthogonal complements W of U and associated
 . The number of choices for 01 and 10 is qr.n−2r/. With choices for 01 and 10
fixed, the number of choices for 00 is equal to the number of solutions X in Eqs.
(12) and (13) or (14), where C is the matrix given in the proof of Lemma 6 (based on
 as in (10)). Here a straightforward count reveals that for any suitable r  r matrix
C, the number of r  r matrices X equals qr.rCγ /=2. (When considering the diagonal
entries in the unitary case, we need to use the facts that the trace map from GF(q) to
GF(pq) is surjective, and is pq-to-1.) Multiplying this by qr.n−2r/, we obtain the
specified count for pseudo-orthogonal complements of U.
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Now assume that q is even and that the geometry on V is orthogonal. Fixing
dimensions k and l, consider the collection Mkl .q/ consisting of all k  l matri-
ces with coefficients from GF(q). Consider the mapping  VMkl .q/ ! GF.q/l
defined by mapping a matrix M to the diagonal of the matrix MTM . Now notice
that  is a q.k−1/l-to-1 mapping. To see this, simply note that if the ith column of M
has entries x1; x2; : : : ; xk , then the ith entry of .M/ equals x21 C x22 C    C x2k D
.x1 C x2 C    C xk/2. The map  7! 2 is an automorphism of the field on GF(q),
so it follows that  is indeed q.k−1/l-to-1.
It is thus possible to count the number of matrix pairs A 2M.n−m−r/r .q/ and
B 2M.m−r/r .q/ such that ATA and BTB have the same diagonal entries. This
count equals q T.n−m−r/rC.m−r/rU−r D qr.n−2r−1/. This is the number of pairs of maps
10 and 01, subject to the condition that hv0;  .v0/i D 0 for all v0 2 U c0 , as required
by Lemma 6. For any such  , the number of 00 satisfying (11) is qr.rC1/=2. The
number of allowable choices for  is thus qr.n−2r−1/  qr.rC1/=2 D qr.n− 32 r− 12 /. 
As we have seen, the orthogonal geometry case with q even imposes an extra
condition on the maps ij in order that W be a pseudo-orthogonal complement of
U. Specifically, Lemma 6 indicates that it is required that hv0;  .v0/i D 0 for all
v0 2 U c0 , where  is defined in (10). That is, it is required that
h01.v0/; 01.v0/i D h 10.v0/;  10.v0/i for all v0 2 U c0 : (15)
This condition can be seen to be related to the special restriction that was placed
on the form h ; i when the geometry is orthogonal and q is even. Recall that it is
required that the collection of all isotropic vectors form a nondegenerate subspace.
The connection is drawn as follows.
Lemma 7. Assume that q is even and that the geometry on V is orthogonal. Let  V
U c0 ! U1 and  V U c0 ! U c1 be linear transformations. .Thus  V U1 ! U0 and
 V U c1 ! U0:/ Set
X D f u1 C .u1/ j u1 2 U1 g and Y D f v1 C .v1/ j v1 2 U c1 g: (16)
Let Z D .X  Y /?. Then Z is nondegenerate; has dimension 2r; and U0 D U?0 \ Z.
Moreover; the isotropic vectors of Z form a nondegenerate subspace if and only if
h.v0/; .v0/i D h.v0/; .v0/i for all v0 2 U c0 ; (17)
which holds if and only if all vectors in Z are isotropic.
Proof. X and Y are nondegenerate and orthogonal to each other. It follows that
X  Y is nondegenerate, and so too is Z. Z can be seen to have dimension 2r and to
contain U0, and because of the dimensions involved, U0 D U?0 \ Z. Observe now
that
Z D f u0 C v0 C .v0/ C .v0/ j u0 2 U0; v0 2 U c0 g : (18)
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Since the characteristic of GF(q) is 2, it is easy to see that an element of Z, say
u0 C v0 C .v0/ C .v0/, is isotropic if and only if h.v0/; .v0/i D h.v0/; .v0/i.
If such an isotropic vector is orthogonal to all other such isotropic vectors, then
it must be an element of U0, since U0 D U?0 \ Z. It must therefore be orthogonal
to the subspace of all vectors v0 2 U c0 that satisfy h.v0/; .v0/i D h.v0/; .v0/i.
This condition also suffices. So in order that there be no nonzero isotropic vectors
in Z orthogonal to all other such vectors, it is both necessary and sufficient that
condition (17) holds. That is, all vectors in Z must be isotropic. 
Proposition 2. Assume that q is even and that the geometry on V is orthogonal.
Let  V U c0 ! U1 and  V U c0 ! U c1 be linear transformations. Define X and Y as
in .16/. Then there exists a pseudo-orthogonal complement W of U such that U \
W? D X and U? \ W D Y if and only if condition .17/ holds.
Proof. U D U0  X. Consider Z as in Lemma 7. If Z contains a totally isotropic
r-subspace W0 such that Z D U0  W0, then we can define a pseudo-orthogonal
complement W of U in V by taking W D W0  Y . It is straightforward to check that
this is so, and that in fact rad(W) = W0, W? \ U D X and W \ U? D Y . (From (16)
and Lemmas 1 and 2, it follows that  D 01 and  D  10.) Conversely, given a pseu-
do-orthogonal complement W 0 of U satisfying W 0? \ U D X and W 0 \ U? D Y , it
is seen that Z D U0  rad.W 0/. The existence of a suitable pseudo-orthogonal com-
plement of U thus depends entirely on the existence of a totally isotropic r-subspace
W0 of Z complementary to U0 in Z. For this it is necessary and sufficient that Z
contain only isotropic vectors, and so by Lemma 7, it is necessary and sufficient that
(17) holds. 
6. Vectors occurring in some maximally orthogonal (pseudo-orthogonal)
complement
In this section, we will characterize the vectors of V that occur in some maximally
orthogonal (pseudo-orthogonal) complement of U. Since the proofs presented here
make use of results from the last section, we will continue to assume that F is the
finite field GF(q).
Lemma 8. Assume that q is odd; or that the geometry on V is symplectic or unitary;
or that U is not totally isotropic. For a nonzero vector w 2 U?; the following are
equivalentV
1: w =2 U0I
2: w 2 W for some maximally orthogonal complement W of UI
3: w 2 W for some pseudo-orthogonal complement W of U.
Moreover; conditions 1 and 2 are equivalent without the stated restriction.
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Proof. It is immediate that condition 2 implies condition 1, and also immediate that
condition 3 implies condition 2. To see that condition 1 implies condition 2, in all
cases, let W1 be a maximal nondegenerate subspace of U? containing w, let W be a
complement of U containing W1, and rely on part 3 of Theorem 1.
It is left to prove that condition 1 implies condition 3 under the stated restrictions.
Let W1 be as above. So W1 has dimension n − m − r , and is also orthogonal to and
trivially intersects U1. So U1  W1 is nondegenerate. Let Z D .U1  W1/?, which is
then also nondegenerate, has dimension 2r , and contains U0. Assuming that q is odd,
or that the geometry is symplectic or unitary, Z contains a totally isotropic r-dimen-
sional subspace W0 that is also a complement of U0 in Z (reasoning again as in [5,
proof of Proposition 2]). Then W D W0  W1 is a pseudo-orthogonal complement
of U containing w.
The case where q is even and the geometry is orthogonal requires more care.
Specifically, it must be shown that W1 can be chosen so that Z contains only isotropic
vectors, as is clear from Lemma 7 and Proposition 2, and in which criteria are also
given. Writing w D u0 C v1 with u0 2 U0, v1 2 U c1 , and v1 =D 0, it is necessary and
sufficient to be able to produce linear transformations  and  (playing the roles of
01 and  10, respectively) such that u0 D .v1/, and also satisfying condition (17).
But, since we are assuming that U1 =D 0, after selecting a suitable , it is possible to
select a suitable  (using the fact that all scalars are squares). 
The next lemma covers the case omitted in Lemma 8. Here Siso denotes the sub-
space consisting of all of the isotropic vectors of a subspace S.
Lemma 9. Assume that q is even, that the geometry on V is orthogonal; and that U
is totally isotropic. For a nonzero vector w 2 U?; the following are equivalentV
1: either w 2 .Viso/? or w =2 ..U?/iso/?I
2: either w 2 U c1 or w =2 ..U c1 /iso/?I
3: w 2 W for some pseudo-orthogonal complement W of U.
Proof. To show that condition 1 implies condition 2, first note that if w 2 .Viso/?,
then w is orthogonal to U  U c0 , and so must be an element of U c1 D .U  U c0 /?.
Now .U?/iso D U  .U c1 /iso, so ..U?/iso/? D U? \ ..U c1 /iso/?. Therefore, condi-
tion 2 follows from condition 1.
To prove that conditions 2 and 3 are equivalent, we continue the analysis at the
end of the proof of Lemma 8, assuming instead though that U is totally isotropic.
This forces  to be the zero map, whence the image of  is required to be iso-
tropic (by (17)). Now, it is also necessary that .v1/ D u0, that is, hv1 ; .v/i D
hu0 ; vi for all v 2 U c0 . If u0 D 0 (i.e. w 2 U c1 ), then  can simply be taken to be
the zero map. Otherwise, there exists some v0 2 U c0 such that hu0 ; v0i D 1. It is
necessary to be able to produce some isotropic v00 2 U c1 such that hv1 ; v00i D 1, and
then set v00 D .v0/. To complete the definition of , it is then allowable to simply
let .v/ D 0 for all v with hu0 ; vi D 0. It is therefore necessary and sufficient that
172 M.Q. Rieck / Linear Algebra and its Applications 315 (2000) 155–173
such a v00 exist. But this is so if and only if v1 =2 ..U c1 /iso/?, which is so if and only
if w =2 ..U c1 /iso/?.
It remains to prove that condition 3 implies condition 1. This is established by
observing that if W is a pseudo-orthogonal complement of U with w 2 W , and
if W0 D rad(W), W1 D W \ U?, and H D U  W0, then the following are
true. Viso D .W1/iso  H . So .Viso/? D ..W1/iso/? \ H? D ..W1/iso/? \ W1 D
..W1/iso/? \ U? \ W1 D ..W1/iso  U/? \ W1 D ..U?/iso/? \ W1. So if w =2
.Viso/?, then w =2 ..U?/iso/?, since w 2 W1. 
The last theorem to be presented characterizes all of the vectors that are contained
in some maximally orthogonal complement of U, and likewise characterizes all of
the vectors that are contained in some pseudo-orthogonal complement of U.
Theorem 6.
1: The set of vectors in V that occur in some maximally orthogonal complement of
U is f0g [ V nU?0 [ U?nU0.
2: Let F0 D fhv; vi j v 2 U?g. Let V1 D fv 2 V nU?0 j hv; vi 2 F0g. Let V2 D U?nU0 unless q is even; the geometry of V is orthogonal; and U is totally isotropic.
In this exceptional case; let V2 D .Viso/?nf0g [ U?n..U?/iso/? instead. Then
the set of vectors in V that occur in some pseudo-orthogonal complement of U is
f0g [ V1 [ V2.
Proof. Let W be a maximally orthogonal complement of U, and let w 2 W . Recall
that w can be written in form (1) with 11.v1/ D 0. Assume that w =D 0. If v0 D 0,
then w 2 U0  U c1 D U?, and since v1 =D 0, w =2 U0, so w 2 U?nU0 in this case.
But, if v0 =D 0, then w =2 U0  U1  U c1 D U?0 . This establishes the “forward con-
tainment” for the set equality claimed in the first statement of the theorem.
To prove the “reverse containment”, select a vector w from V nU?0 . Then w D
u0 C u1 C v0 C v1 for some u0 2 U0; u1 2 U1; v0 2 U c0 ; v1 2 U c1 with v0 =D 0. It is
required that  V U c ! U can be chosen such that 11 is identically zero, 00.v0/ C
10.v1/ D u0, and 01.v0/ D u1. Since this is clearly possible, it is therefore possi-
ble to obtain a maximally orthogonal complement W of U containing w. Now, if
w0 2 U?nU0, then Lemma 8 guarantees that w0 is contained in a maximally orthog-
onal complement of U. This establishes the reverse containment, and proves the first
statement of the theorem.
Due to Lemmas 8 and 9, and the first statement of the theorem, to prove the second
statement, it remains to characterize the vectors in V nU?0 that are contained in some
pseudo-orthogonal complement of U. Since any pseudo-orthogonal complement of
U is isometric to U? (by Theorem 2), such a vector is necessarily in the set V1.
It remains then to show the converse. Fix w 2 V1. Then w D u0 C v0 C u1 C v1
with u0 2 U0; v0 2 U c0 ; u1 2 U1; v1 2 U c1 , and v0 =D 0. To produce a pseudo-orthog-
onal complement W of U containing w, it suffices to produce the associated maps
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00; 01; 10 in such a way that 00.v0/ C 10.v1/ D u0; 01.v0/ D u1, and (11) holds,
where  is given by (10).
To begin the construction, select some z 2 U c1 such that hw;wi D hv1 C z; v1 C
zi, which is possible due to the assumption that w 2 V1. (This selection is moti-
vated by the last condition in Lemma 5. z will equal  10.v0/ in the construction.)
The maps 00; 01 and 10 are now constructed as follows. Let feig and ffig be
hyperbolically paired bases for U0 and U c0 , with f1 D v0. Choose arbitrary bases
for U1 and U c1 as well. Now identify vectors in each of these subspaces with column
vectors whose entries are the coefficients with respect to the selected bases. Select 01
and 10 by requiring that 01.v0/ D u1;  10.v0/ D z; 01.fj / D 0, and  10.fj / D 0,
for j D 2; : : : ; r . The matrix for 10 10 −  0101 has hz; zi − hu1; u1i as its top-left
entry, with all other entries zero. To construct 00, let i D hu0 − 10.v1/; fii, for
i D 1; : : : ; r . Define  to be −1 in the symplectic case, and C1 in the other cases.
Except in the unitary case (where the meaning is clear), define j D j . Let the
matrix of 00 have .i/ as its first column, and for j D 2; : : : ; r , have −j as
the top entry in the jth column, and have zeros everywhere else. As a result of
this, 00.v0/ D P iei D u0 − 10.v1/, and the matrix for 00 C  00 has 1 C 1
as its top-left entry, and zeros elsewhere. The matrices for 10 10 −  0101 and 00 C
 00 are in fact equal, because 1 C 1 D hu0 − 10.v1/; v0i C hv0; u0 − 10.v1/i Dhu0; v0i C hv0; u0i − hv1; zi − hz; v1i D hu0; v0i C hv0; u0i − hw;wi C hv1; v1iC
hz; zi D hz; zi − hu1; u1i. This means that (11) is satisfied. 
Some special cases are worth noting. When U? is isotropic, V1 consists entirely
of isotropic vectors. This is so in particular when n − m − r D 0, i.e. when U? is
totally isotropic. In the case when n − m − r D 1 with q odd and the geometry or-
thogonal, F0 contains exactly half of the nonzero scalars (either the squares or the
nonsquares). In all other cases, V1 D V nU?0 . Finally, notice that Theorem 6 can be
used to decide which vectors can occur as part of the image of a generalized inverse
of a given linear transformation if the generalized inverse is required to be of the sort
considered in Theorem 3.
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