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Eutectic Sr2RuO4-Ru samples with µm-sized Ru-metal inclusions support inhomogeneous su-
perconductivity above the bulk transition of Sr2RuO4 in the so-called 3-Kelvin phase. In
Pb/Ru/Sr2RuO4 Josephson junctions as realized by Maeno et al., a Pb film is indirectly coupled
to the superconductor Sr2RuO4 mediated by the proximity-induced superconducting Ru-inclusions,
yielding an extended Josephson contact through the interface between Ru and Sr2RuO4. Moti-
vated by this experimental setup, we formulate a sine-Gordon model for the Josephson phase of the
interface, assuming a simple cylindrical shape for the Ru-inclusion hosting the proximity-induced
s-wave superconducting phase. Considering the Sr2RuO4 as a chiral p-wave superconductor, we
discuss two types of Josephson junctions, a frustrated one due to the nature of the order parameter
in Sr2RuO4, and an unfrustrated one for the topologically trivial 3-Kelvin phase. While the latter
situation displays standard junction behavior, the former yields an unusual limiting mechanism for
the critical current, based on a pinning-depinning transition of a spontaneously induced magnetic
flux driven by an externally applied current. We analyze different coupling limits and show that
different critical currents can arise for the two topologies. This concept fits well to recent exper-
imental data obtained for the above setup showing an anomalous temperature dependence of the
critical current at the transition temperature Tc of bulk Sr2RuO4.
PACS numbers: 74.25.Sv, 74.45.+c, 74.50.+r, 74.70.Pq
I. INTRODUCTION
Since its discovery nearly two decades ago the su-
perconducting transition metal oxide Sr2RuO4 has been
one of the most extensively investigated low-temperature
superconductors1–3. Numerous studies provide strong
evidence for unconventional pairing, with the chiral p-
wave state emerging as one of the most promising candi-
dates, a topological superconducting phase4. The results
of zero-field µSR experiment indicating a time-reversal
symmetry breaking superconducting phase are consistent
with this phase5 as well as the observation of a polar Kerr
effect6. The existence of chiral domains is suggested by
Josephson interference experiments7. One feature char-
acteristic for the chiral p-wave state is the presence of
topologically protected chiral edge states which carry a
spontaneous supercurrent. Experiments directly aiming
at the detection of magnetic fields due to the chiral edge
currents yield a negative result, casting some doubt on
the identification of the pairing symmetry8,9. On the
other hand, the presence of edge states has been firmly
reported by several groups10–12.
In addition, topology plays a role in the overall phase
coherence of the superconducting state, as has been
suggested recently in the context of eutectic Sr2RuO4-
Ru13. In such samples excess Ru segregates from the
bulk material to form µm-size Ru-metal inclusions in the
Sr2RuO4 matrix. In this environment superconductiv-
ity appears as an inhomogeneous phase, the so-called
‘3-Kelvin’ phase, already at an onset temperature of
∗ etters@itp.phys.ethz.ch
T ∗ ≈ 3 K which is twice as high as the bulk supercon-
ducting transition temperature Tc ≈ 1.5 K14. It has been
proposed that superconductivity nucleates at the inter-
faces between Ru and Sr2RuO4
15,16. Assuming that the
bulk superconducting phase has chiral p-wave symmetry,
one finds that the structure of the 3-K phase is different
and thus an additional transition beyond mere percola-
tion has to occur on the way to full coherence through-
out the system. This additional transition involves both
time reversal symmetry breaking and the change of over-
all topology. Several experiments give hints of such an
additional transition within the 3-K phase between T ∗
and Tc
17–19.
Another topological feature occurs in connection with
the Josephson effect. Assume that the Ru-inclusion it-
self is superconducting with conventional s-wave sym-
metry. What are the consequences? In recent experi-
ments, Maeno et al.20 have realized such a situation by
depositing Pb on top of a eutectic Sr2RuO4-Ru sample,
as shown in the inset of Fig. 1. In this way they created
a device which functions as a Pb/Ru/Sr2RuO4 Joseph-
son junction since, by proximity, the superconductivity of
Pb penetrates the Ru-inclusion while there is little pen-
etration of this superconductivity directly into Sr2RuO4
due to its electronic structure, i.e. the very weak dis-
persion along the c-axis2. Moreover, the Josephson cou-
pling between an s-wave state and the chiral p-wave state
along the c-axis is rather weak for symmetry reasons21.
In addition to the Josephson coupling between Pb and
Sr2RuO4, which does not exist through direct contact
alone, but is mediated by the Ru-inclusion, they also
observed an anomalous temperature dependence of the
Josephson critical current, as illustrated in Fig. 1. First,
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2a Josephson current already appears at a temperature
above Tc and below T
∗, indicating that most likely cou-
pling to the 3-K phase is observed here. The critical
current Ic increases with lowering temperature in this
regime. Second, Ic rather suddenly drops around Tc, but
then recovers quickly and increases further at lower tem-
peratures.
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FIG. 1. Sketch of the anomalous behavior of the critical cur-
rent based on the results by Maeno et al.20 and a schematic of
the Pb/Ru/Sr2RuO4 setup. Below the onset of the 3-Kelvin
phase at T ∗, the critical current first increases as expected
upon lowering the temperature, but suddenly drops around
the bulk critical temperature of Sr2RuO4, Tc, after which it
recovers and increases rapidly. This effect has been studied
in a Pb/Ru/Sr2RuO4 Josephson junction where an external
current is applied to the eutectic Sr2RuO4-Ru through a Pb
film and the voltage is measured across the junction.
While the anomalous behavior of the critical current
in this device is an interesting topic that we will discuss
in detail elsewhere, we would like to show that in the
temperature regime below Tc there is an unusual limit-
ing mechanism for the Josephson critical current at the
Ru-Sr2RuO4 interface. This originates from a pinning-
depinning transition of a spontaneous flux pattern on the
interface. The Josephson coupling between the inclusion
supporting s-wave superconductivity and the surround-
ing chiral p-wave bulk relies on the effect of spin-orbit
coupling in order to provide lowest order pair tunnel-
ing. It has been shown recently that the structure of
this coupling leads to a Josephson phase between the
two superconductors which is frustrated22. A magnetic
flux pattern emerges in order to release this frustration.
On the other hand, the state that nucleates at T ∗ has a
different structure and does not lead to frustration, but is
optimally coupled to the s-wave inclusion and is therefore
subject to the standard limiting of Josephson current.
In this article we will consider a single, cylindrical Ru-
inclusion inside the Sr2RuO4 bulk since this illustrates
the mechanism limiting the Josephson critical current
most clearly. We introduce our model in Sec. II, formulat-
ing the Josephson effect through a sine-Gordon equation
which allows us to discuss both the frustrated and unfrus-
trated situation within the same framework. In Sec. III
we present the different junction behaviors and compare
them. We start by reviewing the situations discussed be-
fore. We then demonstrate that in the frustrated case
a completely rotationally symmetric inclusion does not
support a supercurrent because the spontaneous mag-
netic flux is driven through the applied current, generat-
ing a voltage. An inhomogeneous junction on the other
hand, implemented by allowing the coupling strength to
vary along the interface, leads to pinning effects giving
rise to a finite Josephson current. In Sec. IV we con-
tinue with a detailed discussion of this pinning-depinning
mechanism and how it limits the critical current.
II. MODEL
We obtain a simple and illustrative model of the
Pb/Ru/Sr2RuO4 Josephson junction by considering a
single Ru-inclusion in the shape of a cylinder of height h
and radius R, surrounded by the Sr2RuO4 bulk, as illus-
trated in Fig. 2. The axis of the cylinder is parallel to the
c-axis of the tetragonal crystal of Sr2RuO4. This is also
the axis of chirality for the chiral p-wave state denoted
as
d(k) = ∆pzˆ(kˆx ± ikˆy) = zˆη · kˆ, (1)
where ∆p is the complex gap amplitude that generally de-
pends on space and temperature. The orientation of the
d-vector along the z-direction means equal-spin-pairing
in the basal plane of the tetragonal lattice. Note that this
state is two-fold degenerate and has two order parameter
components η = ηxxˆ+ ηyyˆ which in the bulk phase are
given by η = ∆p(1,±i).
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FIG. 2. Our model of the Pb/Ru/Sr2RuO4 Josephson junc-
tion. We consider a single Ru inclusion of cylindrical shape
with radius R and height h, surrounded y he Sr2RuO4 bulk.
The contact through the Pb film is approximated by an ex-
ternal current I applied along the z-axis at the top which is
equivalent to an external circular magnetic field H.
3We now consider the interface between the cylindrical
s-wave superconductor with order parameter ηs and the
bulk p-wave superconductor as an extended Josephson
junction. Focusing on the Josephson effect we assume
that the order parameters as such are rigid, but let the
Josephson phase between the two superconductors vary
along the interface. In the following we develop an effec-
tive model for this situation based on the free energy of
the junction
Fint = d
∫ 2pi
0
Rdθ
∫ h
0
dz fint(θ, z), (2)
with d the effective width, d = λRu + λbulk + d0, where
λRu,bulk are the London penetration depths of the two
materials and d0 is the actual width of the interface.
The free energy density takes into account that the even-
parity spin-singlet ηs and odd-parity spin-triplet order
parameter η have to be matched through spin-orbit cou-
pling. Thus, by symmetry, it has the following form
fint(θ, z) =
B2
8pi
− K
d
[η∗s (zˆ · (nˆ× η)) + c.c.] , (3)
with K a coupling constant and nˆ = rˆ the normal vector
of the interface in cylindrical coordinates21. The first
term contains the energy of the magnetic self-field B
confined within the range d and the second term is the
Josephson coupling energy.
To discuss the Josephson effect we first introduce the
two phases of interest in Sr2RuO4. The phase nucleating
at T ∗ corresponds to the single component of the p-wave
state parallel to the interface, as was shown previously in
Ref. 15. We call this the phase A (see Ref. 13) represented
by the order parameter
η(A) = ∆pzˆ × nˆ. (4)
At a lower temperature the component perpendicular to
the interface also nucleates but it does not couple to
the Ru-order parameter to lowest order, as follows from
Eq.(3), and we neglect it. We also ignore the spatial de-
pendence of the gap amplitude ∆p perpendicular to the
interface in this phase, using its value at the interface
only. The order parameter of the bulk phase of Sr2RuO4,
the phase B, is in cylindrical coordinates given by
η(B)(θ) = ηrrˆ + ηθθˆ = ∆p(1,±i)eiNθ, (5)
where N = ±1 is the winding number of the order pa-
rameter around the inclusion, relating to the two chi-
ralities. Finally, fixing the global phase of the p-wave
order parameter by choosing a proper gauge, we define
the Josephson phase φ(θ, z) through the order parameter
on the s-wave side,
ηs(R, θ, z) = |ηs|eiφ(θ,z), (6)
which is variable along the interface, while we keep |ηs|
constant as discussed above.
Using the standard procedure to derive the sine-
Gordon model for the phase of an extended Josephson
junction, we formulate for the free energy density
fsg(θ, z) =
2(2pi)3d2
Φ20
fint(θ, z) (7)
=
1
2
{(
∂φ
∂z
)2
+
(
∂φ
R∂θ
)2}
− 1
λ2J
cos[φ(θ, z)−Nθ]
with the Josephson penetration depth λJ defined as
λ2J =
Φ20
4(2pi)3dK|ηs||η| (8)
and with the winding number extended to both phases
N =
 0 phase A,±1 phase B. (9)
The local Josephson critical current density per area is
given by
Jc =
4pic
Φ0
K|ηs||η| = cΦ0
8pi2d
1
λ2J
. (10)
By variation with respect to the phase φ(θ, z) we obtain
the differential equation
∂2φ(θ, z)
R2∂θ2
+
∂2φ(θ, z)
∂z2
=
1
λ2J
sin[φ(θ, z)−Nθ]. (11)
The boundary conditions are determined by the exter-
nally applied current I, injected through the top of the
Ru-cylinder (I > 0). The cross-sectional current density
is given by
J = − I
piR2
zˆΘ(z − h)Θ(R− r), (12)
The current can also be translated into a circular mag-
netic field (see Fig. 2) on top of the cylinder
H = − 2I
cR
θˆ. (13)
The connection between magnetic field and phase on the
interface is given by the standard relation23
B(θ, z) =
Φ0
2pid
{nˆ×∇φ(θ, z)} , (14)
which defines the local magnetic flux density confined in
the range d at the interface. Combining this relation with
Eq. (13) we write the boundary conditions for the upper
(z = h) and lower (z = 0) boundary,
∂φ
∂z
∣∣∣∣
z=h
=
4pid
cΦ0R
I = γ, (15a)
∂φ
∂z
∣∣∣∣
z=0
= 0, (15b)
4where, for future convenience, we abbreviate the expres-
sion of the first condition by the parameter γ in the fol-
lowing. The second condition corresponds to a vanishing
current through the bottom of the cylinder, since we as-
sume that all current leaves the Ru-inclusion through the
interface (see below). The solution which we discuss in
the following could be extended by mirror symmetry at
the plane z = 0 to a cylinder of height 2h with a cur-
rent of the same magnitude entering the cylinder also
through the bottom at z = −h. Eventually, of course,
we also have periodic boundary conditions along θˆ, i.e.
φ(θ + 2pi, z) = φ(θ, z).
A comment is in order at this point. We assume that
the current enters through the top of the cylinder only,
as is anticipated from the experimental setup. We differ
from the experiment by keeping the s-wave order param-
eter in the cylinder independent of z, while in reality the
proximity effect from Pb through the top would yield a
rather strongly z-dependent part. Also, Pb itself does
not appear explicitly in our setup. However, these fea-
tures of the model are not important for the discussion of
the limiting of the Josephson effect through the interface
which we consider the weakest link for supercurrent flow
in the whole device.
III. RESULTS: DIFFERENT JUNCTION
BEHAVIORS
We will first discuss the situation of a system with com-
plete rotational symmetry around the cylinder axis, i.e.
a Josephson coupling which is constant over the whole
interface. This way we can easily explain the difference
between the phases A and B: the junction is unfrustrated
or frustrated, respectively, depending on the phase wind-
ing N . We then change the setup to allow an inhomoge-
neous Josephson coupling varying along the θ-direction.
We show that this is essential for stabilizing a finite su-
percurrent in phase B.
A. Phase A: Unfrustrated case
In phase A, there is no phase winding and N = 0 in the
Josephson coupling part of Eqs. (7) and (11). The junc-
tion is unfrustrated. Here, the standard discussion of an
extended junction applies as described e.g. by Barone and
Paterno`24. Although the nucleation of superconductivity
in the 3-Kelvin phase is inhomogeneous, i.e. restricted to
a layer at the interface of the thickness of roughly the
coherence length, we ignore this aspect here and assume
that both superconducting phases have bulk character,
for simplicity. The existence of a Josephson coupling as
detected in the experiment relies on the observation of
the usual anomaly in the current-voltage relation of the
junction, and indicates the existence of a superconduct-
ing condensate on both sides of the interface20. Restrict-
ing our analysis to the interface only is sufficient when
discussing the essential features of phase A.
With the vanishing phase winding N = 0, the phase
depends only on z, i.e. φ(θ, z) = φ(z), and it is constant
along θ with the periodic boundary conditions fulfilled
automatically. The current flows radially through the
interface, J = Jr(z)rˆ, yielding a circular magnetic field
B = Bθ(z)θˆ which equals H at z = h and penetrates
on the length scale of the Josephson penetration depth
λJ . Our cylindrical geometry can be translated into a
one-dimensional extended junction with two boundaries
at z = 0 and h. For this situation Owen and Scalapino
have discussed the behavior of the junction25.
Considering the case of a long cylinder, h  λJ , the
current is concentrated at the top of the cylinder with
a peak positioned roughly at the depth λJ , leading to a
ring-shaped current pattern as shown in Fig. 3 together
with the circular magnetic field. As formulated by Owen
and Scalapino, we are in the ‘0 to 1 vortex mode’ and
the current peak can be thought of as ‘half’ a current
vortex present. The Josephson current is limited by the
nucleation of a vortex at the top of the cylinder which
then moves down, driven by the Lorentz force, and yields
a voltage. Alternatively, the critical current corresponds
(through the boundary condition) to the effective lower
critical field H1 for the penetration of vortices into the
junction from the top23,
H1 =
2Ic
cR
=
8pi
c
λJJc ∝ J1/2c . (16)
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FIG. 3. Flux pattern and radial current density in the un-
frustrated case N = 0 at the critical current I = Ic. The
Josephson penetration depth is λJ = 0.5R and the height of
the cylinder is h = 3R. The height in terms of the Josephson
penetration depth is h = 6λJ . Both curves are normalized
with respect to their maximum. The magnetic flux is max-
imal at the top edge where the external current is injected
and it extends into the junction on the order of λJ , while the
current density peaks at this depth. These are the standard
results for an extended Josephson junction.
For short cylinders, h  λJ , the current flows nearly
uniformly and the critical current is simply,
Ic = 2piRhJc = Ic0. (17)
5B. Phase B: frustrated case
We now turn to phase B where the situation is very dif-
ferent. Here, the phase winding does not vanish, N = ±1,
and the junction is frustrated. What does this mean? It
is obvious that for the previous unfrustrated case we can
minimize the free energy fSG in Eq. (7) in both the gradi-
ent and the coupling part simultaneously at any point on
the interface by choosing the phase φ(θ, z) = 2pin. How-
ever, this is not the case anymore for phase B. Although
keeping the phase constant everywhere still optimizes the
gradient part, this yields a coupling part
− 1
λ2J
cos [φ∓ θ] (18)
varying between −λ−2J and +λ−2J along θ. On the other
hand, optimizing the coupling term by choosing φ(θ, z) =
±θ + 2pin would lead to the problem of a non-vanishing
gradient part
1
2
(
∂φ
R∂θ
)2
= ± 1
2R2
. (19)
This is a typical frustration situation, where the Joseph-
son coupling energy can only be optimized at the expense
of magnetic energy and vice versa.
1. Without external current
We first consider the situation where no external cur-
rent is applied, I = 0. The junction is then transla-
tionally invariant along the z-axis and we again have a
one-dimensional problem, now independent of the height
of the junction, where the phase depends only on θ and is
constant along z, φ(θ, z) = φ(θ). This case was discussed
before in Ref. 22.
Here, the minimization of the free energy including the
periodic boundary condition φ(θ+ 2pi) = φ(θ) is possible
analytically and the phase is given by
φ(θ, a) = pi − 2am
(
K(m)
pi
(θ − a),m
)
+ θ mod 2pi,
(20)
where am(x,m) is the Jacobi amplitude function and
K(m) the complete elliptic integral of the first kind. The
Jacobi parameter m ∈ [0, 1) is determined via
R
λJ
=
√
mK(m)
pi
. (21)
The parameter a ∈ [0, 2pi] denotes an undetermined shift
as illustrated in Fig. 4 where we show the phase for differ-
ent values of a. This degeneracy is because the junction
is rotationally symmetric and the phase can be shifted
along the identity by any angle without changing the en-
ergy. The magnetic field is finite, and also the current
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FIG. 4. Josephson phase in the frustrated case N = ±1
at zero applied current (analytical result). The Josephson
penetration depth is λJ = 0.5R and the chirality is positive
(N = +1). There is a rotational degeneracy and the phase can
be shifted along θ−pi (dashed) due to the complete rotational
symmetry of the junction by any angle without changing the
energy. We show multiple solutions for a = −2pi + pi/4n
(integer n) with the solution for a = pi in bold.
flowing through the interface,
B = Bz(θ, a)zˆ =
Φ0
2pid
∂φ
R∂θ
=
Φ0
2pidR
(
1− 2K(m)
m
dn
)
(22)
and
J = Jr(θ, a)rˆ =
c
4piR
∂Bz
∂θ
(23)
=
cΦ0
8pi2d
∂2φ
R2∂θ2
=
cΦ0
8pi2dR2
2mK(m)2
pi2
cn sn,
where cn, dn and sn are the Jacobi elliptic functions with
the same argument as the Jacobi amplitude function in
the phase above. Here the effect of the degeneracy a is a
simple shift around the cylinder. Note that this solution
does not resolve the spatial dependence within the range
d perpendicular to the interface where screening currents
run. Obviously, the total flux vanishes,∫ 2pi
0
Rdθ Bz(θ) =
Φ0
2pid
(φ(2pi)− φ(0)) = 0, (24)
and also no net current flows through the interface,∫ 2pi
0
Rdθ Jr(θ) =
c
4pi
(Bz(2pi)−Bz(0)) = 0, (25)
as is expected when no current is supplied from outside.
There is a current vortex centered at θ = a around a neg-
ative magnetic flux peak having a width of ∆θ ∝ λJ/R.
The stronger the Josephson coupling, and therefore the
smaller λJ , the larger and more concentrated this flux
peak becomes. In the extreme limit this would be a
flux line enclosing approximately one flux quantum −Φ0
which is compensated by a positive counter flux spread
6over the remaining part of the interface. In Fig. 5 we
show the magnetic flux and current pattern for the state
with positive chirality (N = +1) and a = pi.
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FIG. 5. Flux pattern and radial current density in the frus-
trated case N = ±1 at zero applied current (numerical result).
The Josephson penetration depth is λJ = 0.5R and the chi-
rality is positive (N = +1). There is a flux line and a current
vortex centered at a = pi. The total flux through the cylinder
and the net current through the interface are zero. The inset
shows the circular cross-section of the cylinder with the sign
of the flux and the position of the current vortex indicated.
2. With external current
We now examine the behavior of the junction if a non-
vanishing external current is applied, I > 0. To analyze
this situation we assume that λJ  R, h such that  =
R2/λ2J is small while h and R are comparable. We then
expand the phase obtained from solving the sine-Gordon
equation (11) in ,
φ(θ, z) = φ0 +
∞∑
k=1
kφk(θ, z), (26)
where φ0 is a constant, as we will show below, and the
remaining terms are small perturbations. The boundary
conditions are
∑
k
k
∂φk
∂z
∣∣∣∣∣
z
=
 γ z = h,0 z = 0. (27)
First, we consider the lowest order only. Inserting the
expansion into the differential equation, the coupling part
vanishes and we obtain
R2∇2φ0 = R2
(
1
R2
∂2φ0
∂θ2
+
∂2φ0
∂z2
)
= 0, (28)
which can only be solved by φ0 being a constant with the
boundary condition ∂zφ0|z=0,h = 0, since at this order
there is no Josephson contact and thus no current can
flow.
Next, we continue with the higher orders, i.e. k > 0.
By expansion in  we obtain differential equations of the
Poisson form
∇2φk(θ, z) = qk(θ, z). (29)
The source term qk(θ, z) does not depend on φk(θ, z),
nor on , but it does depend on the resulting φk′(θ, z)
from lower orders k′ < k (iterative approach). We also
obtain Neumann boundary conditions at the edges of the
cylinder
∂φk
∂z
∣∣∣∣
z
=
 ck z = h,0 z = 0, (30)
which combine, together with Eq. (27), to the condition
γ =
∞∑
k=0
kck. (31)
The periodic boundary conditions in θ still apply,
φk(θ + 2pi, z) = φk(θ, z). (32)
For a solution to exist, the compatibility condition for
the Neumann problem requires that
ck =
1
2piR
∫ 2pi
0
Rdθ
∫ h
0
dz qk(θ, z). (33)
Let us now consider the actual equations order by or-
der. We start with the first order in ,
R2∇2φ1 = sin(φ0 − θ), (34)
which is obviously only compatible with c1 = 0 since φ0
is a constant. The solution is then given by
φ1(θ, z) = − sin(φ0 − θ), (35)
where any integration constant can be absorbed in the
constant φ0 as part of the complete solution φ. Using
this solution in turn for the equation of next order in ,
we obtain,
R2∇2φ2 = φ1(θ, z) cos(φ0−θ) = − sin(φ0−θ) cos(φ0−θ)
(36)
which is again only compatible with c2 = 0. The solution
is now given by
φ2(θ, z) =
1
4
sin(φ0 − θ) cos(φ0 − θ). (37)
This solution can again be used to derive the next order
in a hierarchy of Poisson differential equations that are
all compatible with the Neumann boundary conditions
7only if ck = 0 for all orders k. Therefore, no solution
exists for a finite value of γ.
This result is supported by our numerical analysis
which also does not yield a stable solution. Rather, we
obtain solutions varying in time. Referring to the resis-
tively shunted junction model, this is due to a dissipative
contribution from a junction resistance RJ besides the
Josephson channel26. We take this effect into account by
an additional term in the sine-Gordon equation (11),
− τ ∂φ
∂t
+
∂2φ
R2∂θ2
+
∂2φ
∂z2
=
1
λ2J
sin(φ− θ), (38)
where
τ =
2d
cRhRJ
. (39)
Assuming that the externally applied current is small, we
approximate the solution in zeroth order in  as
φ0(θ, z, t) = −γ
h
t
τ
+
γ
2
z2 + φ˜0, (40)
where φ˜0 is a constant. The boundary condition for a
finite current is then already satisfied by φ0, and we ap-
proximate all the other φk with k ≥ 1 by ignoring the
z-dependence and using ck = 0. The (constant) voltage
is given by
V =
Φ0
2pi
∂φ
∂t
= −Φ0
2pi
γ
τh
= RJI, (41)
which corresponds to Ohmic behavior. The temporal de-
pendence of the higher order components φk is oscillatory
and ignored here by taking a time average. This rather
simple approximation of the extended model already in-
corporates the basic observation from the numerical so-
lution of the full problem that the flux pattern moves
around the cylinder, as the phase φ is essentially linear
in t. Thus, we conclude that there exists a solution of
the sine-Gordon equation for any finite current, but with
a time-dependent phase φ corresponding to a resistive
current flow.
Thus, the homogeneous frustrated junction does not
support any finite supercurrent, since the position of the
magnetic flux and current pattern induced by the frustra-
tion is not fixed. Rather it can be shifted by any angle
without changing the energy. Thus, any finite current
will drive the flux pattern by the Lorentz force. Dissipa-
tive dynamics then lead to a steady state situation with a
constant time-averaged voltage. This will obviously also
happen in the other limit, λJ  R, h.
C. Phase B: inhomogeneous junction
We now change the situation by removing the rota-
tional symmetry which is the underlying reason why the
frustrated junction does not support any supercurrent.
Maintaining the cylindrical geometry within our model,
this can be implemented by introducing an angular de-
pendent Josephson coupling J˜c(θ) by adding a modula-
tion
1
λ2J
−→ 1
λ2J
{1 +m(θ)} (42)
with the restrictions that m(θ) > −1, m(θ+2pi) = m(θ),
and ∫ 2pi
0
dθm(θ) = 0, (43)
whereby Jc of Eq. (10) shall be the angle-averaged cou-
pling constant. The differential equation now reads
R2∇2φ = {1 +m(θ)} sin(φ− θ), (44)
while the boundary conditions remain the same.
Again considering  small we use the expansion from
Eq. (26) to analyze the effect of the variable λJ . For φ0
we still obtain a constant while the equation for the first
order in  is now
R2∇2φ1 = ∂
2φ1
∂θ2
+R2
∂2φ1
∂z2
= {1 +m(θ)} sin(φ0 − θ).
(45)
The compatibility condition here leads to
c1 =
h
R2
m˜(φ0), (46)
where
m˜(φ0) =
∫ 2pi
0
dθ
2pi
m(θ) sin(φ0 − θ)
= (m1 sinφ0 −m2 cosφ0) (47)
with
mˆ = m1 + im2 =
∫ 2pi
0
dθ
2pi
m(θ)eiθ. (48)
We now find the complete solution
φ1(θ, z) = ϕ(θ, φ0) +
m˜(φ0)
2R2
z2 (49)
fulfilling the boundary conditions, and where ϕ(θ, φ0) is
the special solution of the differential equation
∂2ϕ
∂θ2
= {1 +m(θ)} sin(φ0 − θ)− m˜(φ0). (50)
It is obvious that we can satisfy the boundary condi-
tions for finite currents I 6= 0 as long as m˜(φ0) is not
zero. Neglecting higher orders, the compatibility condi-
tion now leads to
γ = 
∂φ1
∂z
∣∣∣∣
z=h
=
h
λ2J
m˜(φ0) (51)
8which corresponds to the current-phase relation
I(φ0) = 2piRhJcm˜(φ0) = Ic0m˜(φ0), (52)
where Ic0 is given by Eq. (17) as the integral of the critical
current density Jc over the interface. With |m˜(φ0)| < 1
for all φ0 this current I(φ0) is always smaller than Ic0
and its maximum, the renormalized critical current, is
given by
Ic = Ic0 max
φ0
m˜(φ0) = Ic0
√
m21 +m
2
2 = Ic0 |mˆ| < Ic0.
(53)
Strictly speaking we have to take into account the vari-
able Josephson coupling also in the unfrustrated case
used as a reference. However, in the limit λJ  R, h
the junction is ‘short’ in both directions and any effects
on length scales shorter than the Josephson penetration
depth are averaged out. The resulting current density
simply adjusts to the local critical current density like
Jr(z, θ) = Jr,0(z)(1 + m(θ)) with Jr,0 the result of the
homogeneous case. Thus, the critical current of the in-
homogeneous unfrustrated case is the same as for the
corresponding homogeneous case with the same average
Josephson coupling. This is confirmed both by numer-
ics and a similar analytical analysis as above. Also, it
is in accordance with previous results as summarized by
Barone and Paterno` in Sec. 4.4. of Ref. 24.
We conclude that the inhomogeneous frustrated junc-
tion does support a finite supercurrent up to the renor-
malized critical current. Considering the junction dy-
namics, the mechanism involved here is based on the
Lorentz force effect. As the applied current is increased,
the magnetic flux and current pattern is shifted away
from its stable initial (no applied current) position which
is now fixed because of the angular dependent Joseph-
son coupling. In this process, the basic shape of the flux
peak is preserved while its orientation along the z-axis
is no longer straight. Since the current is screened in-
side the junction (in analogy with the unfrustrated case),
the phase now also depends on z and the flux line is
shifted farther away from its initial position near the top
edge of the cylinder where the current is injected and the
Lorentz force therefore is the strongest. This deforma-
tion is illustrated in Fig. 6 where we show the magnetic
field B = Bθ θˆ+Bz zˆ on the interface of the junction with
the flux peak compensated by a weak but broad counter
flux. Even at a finite applied current, the flux line pat-
tern does not move because it is pinned by the junction
inhomogeneity.
Once the applied current is larger than the renormal-
ized critical current, the resulting Lorentz force is strong
enough to overcome this pinning potential. This corre-
sponds to a depinning transition of the magnetic flux and
current pattern which then starts to move, resulting in
dissipation with a non-vanishing voltage in the same way
as discussed above. Naturally, this pinning effect also
governs the dynamics in the limit λJ  R, h, where it is
even stronger, as we will discuss below.
The behavior discussed within this approximative ap-
proach is confirmed by the full numerical solution of the
differential equation above. Using a relaxation process
(diagonally preconditioned quasi-Newton method for the
free energy) to solve the boundary value problem, it is
rather easy to test whether a solution exists or not, as
the iteration either converges (pinned flux pattern) or
runs without convergence (depinned flux pattern) again
leading to a solution varying in time as discussed above.
We have found here a limiting mechanism for the
Josephson current for the inhomogeneous frustrated
junction with a renormalized critical current always be-
low the critical current from the unfrustrated case. This
can also be understood from the fact that the flux pattern
involved in the dynamics here is spontaneously present
within the junction even without an applied current while
in the unfrustrated case they first have to be nucleated
at the boundary of the junction.
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FIG. 6. Deformed flux pattern in the frustrated case
N = ±1 for an inhomogeneous junction at the renormalized
critical current I = Ic. The Josephson penetration depth
is λJ = 0.5R and the chirality is positive (N = +1). The
height of the cylinder is h = 3R and in terms of the Joseph-
son penetration depth it is h = 6λJ . The inhomogeneity is
created by introducing an angular dependent Josephson cou-
pling implemented by modulating the coupling strength with
m(θ) = 0.2 cos(θ). The flux line appearing spontaneously al-
ready at zero applied current has a fixed initial position at
the minimum of the modulation, here at pi, where it is pinned
by the junction inhomogeneity. At a finite applied current
it is shifted away in the direction of the Lorentz force (here
counter-clockwise). Due to screening the externally induced
current flows through the interface mainly at the top. Thus,
the flux line is bent near the top where the Lorentz force is
strongest.
IV. DISCUSSION OF THE PINNING EFFECT
In this section we discuss in detail the pinning effect
appearing in the inhomogeneous frustrated junction, fo-
cusing on the difference between the two limits of weak
λJ  R, h (the approximative approach outlined above),
9and strong coupling λJ  R, h (a well-localized flux line
with broad counter flux). We give analytical arguments
for the behavior of these limits, while the interpolation
between them is possible numerically.
A. Pinning energy
The first quantity we address is the pinning energy, a
measure of the depth of the pinning potential associated
with a a given structure of an inhomogeneous Josephson
coupling at zero applied current. Defining the coupling
anisotropy again as in Eq. (42), we label the free energy
density fSG[m(θ)] through the presence of a modulation
m(θ). We then define the pinning energy as
Epin =
∫ 2pi
0
Rdθ
∫ h
0
dz {fSG[m(θ) = 0]− fSG[m(θ)]} .
(54)
We first consider the weak coupling limit where the
above solutions can be used. No current I = 0 means
m˜(φ0) = 0. To linear order in  we then find
Epin ≈ 2piRh
λ2J
|mˆ| ∝ Jc. (55)
Turning next to the strong coupling limit we have to
consider a different solution of the sine-Gordon equa-
tion (11). As shown in Ref. 22, a good approximation
for the phase φ in a homogeneous junction with no ap-
plied current is given by the soliton solution
φ(θ, z) = θ − 4 arctan
(
e(θ−u)Λ
)
, (56)
where Λ = R/λJ  1. The parameter u determines the
(variable) position of the flux line along θ, which for no
applied current is also the center of the spontaneous cur-
rent vortex. The soliton is localized enough to satisfy the
periodic boundary condition in θ. For the inhomogeneous
junction case we assume the same basic soliton shape but
with the initial position u0 being fixed by the presence
of the coupling anisotropy. It is then straightforward to
calculate the pinning energy for this case as
Epin ≈ 4h
λJ
(−m(u0)) ∝
√
Jc, (57)
where u0 is the position of the minimum of m(θ). As ex-
pected, the spontaneous current vortex is centered on the
minimum of the pinning potential where the Josephson
coupling strength is the weakest.
These limiting behaviors are well reproduced in our nu-
merical treatment as illustrated in Fig. 8 where we show
the full numerical results for the pinning energy for dif-
ferent sample modulations and specifically indicate the
limiting behavior found through the analytical consider-
ations above. We use different sample modulations m(θ)
shown in Fig. 7 based on cosines of different amplitudes
and orders. There is an obvious regime change at λJ ∼ R.
In summary we find
λ2JEpin ∝
 λJ λJ  R, h,const. λJ  R, h. (58)
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FIG. 7. The four sample modulations m(θ). We con-
sider cosines with different amplitudes, a second order cosine,
and a combination: ma = 0.25 cos(θ), mb = 2ma = 0.5 cos(θ),
mc = −0.25 cos(2θ), and md = ma +mc. As required, the in-
tegral over one period is zero. The renormalization factor |mˆ|
is given by half the first cosine coefficient and is the same for
ma and md, while it vanishes for mc. The minimum and thus
the initial position is always u0 = pi. The minimum value
−m(pi) is the same for ma and mc, and for mb and md. The
amplitude ∆m is the same for ma and mc.
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FIG. 8. Numerical results of the pinning energy for the
four sample modulations in Fig. 7. We show λ2JEpin in units
of 2piRh against λJ and also indicate the limiting behavior.
In the weak coupling limit λJ  R, h, the pinning energy
saturates to a constant value given (in these units) by the
renormalization factor |mˆ|, which is half the first cosine coef-
ficient, and is 0.125 for ma and mc, 0.25 for md, and vanishes
for mb. In the strong coupling limit λJ  R, h, the pinning
energy increases linearly with the slope proportional to the
minimum of the modulation which is the same for ma and
mc, and for mb and md.
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B. Critical current
Next, we investigate the critical current itself, again
considering the two limits. The same type of scaling we
found for Epin is also visible here. The weak coupling
limit has already been discussed above and we found
Ic ≈ cΦ0Rh
4pid
|mˆ|
λ2J
= Ic0|mˆ| ∝ Jc (59)
which depends directly on the modulation.
We then turn to the strong coupling limit. When cal-
culating the pinning energy we found that the initial po-
sition of the phase soliton from Eq. (56) is at the point of
the weakest coupling, i.e. the minimum of m(θ). To ana-
lyze this limit further we now suggest treating the pinned
magnetic flux line as an elastic string in a potential land-
scape. With a non-vanishing external current applied,
this string will deform while the basic soliton shape is
preserved. This leads to the simple approximation,
φ(θ, z) = θ + v(z)− 4 arctan
(
e[θ−u(z)]Λ
)
, (60)
where u(z) is the displacement of the flux line in the θ-
direction and v(z) a z-dependent phase shift. Based on
the solution of the unfrustrated case, and confirmed be-
low by the effective approach described in the Appendix,
we approximate v(z) as
v(z) = γλJe
(z−h)/λJ , (61)
which already fulfills the boundary conditions for the ap-
plied current in Eq. (15). The boundary condition for
the displacement u(z) is therefore ∂zu(z = h) = 0.
Note that v(z) has an influence only very close to z = h
within a range of λJ  h. Below, we may therefore
use an approach with an effective boundary condition for
u(z),
u′(h) =
piλJ
4R
γ, (62)
and neglect the influence of v(z). A detailed discussion
of this effective model can be found in the Appendix.
We then insert the ansatz from Eq. (60) into the free
energy and by making the approximations mentioned
above we obtain the following functional for u(z),
F ∗[u] =
∫ h
0
dz
[
1
2
(u′(z))2 +
1
2R2
m(u(z))
]
. (63)
From this we find the variational equation
u′′ − 1
2R2
m′(u) = 0. (64)
This can also be viewed as the equation of motion for a
particle whose position is given by a single coordinate u
in a potential V (u) = −m(u)/2R2 with z playing the role
of time. The boundary conditions then correspond to the
velocities at the ‘times’ z = 0 and h. The stable initial
position at u = u0 is a maximum of the potential V (u).
For non-vanishing γ and h  ` (length scale defined in
Eq. (A19)) we then interpret the situation as follows. At
z = 0 the particle ‘starts’ at u(z = 0) ≈ u0 corresponding
to the top of the potential. At the ‘time’ z = h the
particle ends up at a position u(h) = u1 of lower potential
energy and has gained the ‘kinetic energy’
(u′(h))2
2
=
(
piλJγ
4
√
2R
)2
= V (u0)− V (u1)
=
m(u1)−m(u0)
2R2
. (65)
The maximum of this ‘kinetic energy’ corresponds to the
maximum possible gain of potential energy,
∆m = max
u1
{m(u1)−m(u0)} , (66)
such that the maximal value of γ for which there is a
solution of the variational equation (64) is given by
γc =
4
pi
√
∆m
λJ
. (67)
The critical current is therefore
Ic = 8RλJJc
√
∆m ∝
√
Jc, (68)
which scales similarly as the unfrustrated junction in this
limit (see Eq. (16)),
Ic = 4piRλJJc. (69)
Before comparing the different results we again have to
consider how the modulation affects the basic unfrus-
trated case. In the limit λJ  R, h the junction is
‘long’ in both directions and not only the local critical
current density Jc changes but the Josephson penetra-
tion depth λJ is modified as well. Where Jc is locally
enhanced, λJ becomes shorter. Since both these values
influence the current density, there is not a simple current
redistribution any more and the critical current is lower
than in the basic homogeneous case since the region of
weaker coupling strength (now on a length scale larger
than the Josephson penetration depth) can provide an
entry point for a vortex at the top. This is confirmed
by numerics. Since also in the frustrated case the pen-
etration of Josephson vortices from above provides the
ultimate limit, there exist situations for the inhomoge-
neous junction where the critical current from the un-
frustrated case lies below the theoretical critical current
for the frustrated case. Then, the effective critical cur-
rent for the frustrated case would rather be the one from
the standard mechanism. This, again, is confirmed by
numerics. However, such situations only exist for very
long junctions with a very strong and broad modulation.
In summary we find the same scaling behavior for the
critical current at a fixed height as for the pinning energy
λ2JIc ∝
 λJ λJ  R, h,const. λJ  R, h. (70)
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As before these limiting behaviors are well reproduced
in our numerical treatment. We use the same sample
modulations m(θ) as before, shown in Fig. 7. The scaling
behavior at a fixed height h is shown in Fig. 9 where we
again also indicate the limiting behavior.
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FIG. 9. Numerical results of the critical current at a fixed
height h = 5 for the four sample modulations. We show
λ2JIc/h in units of
cΦ0R
4pid
against λJ and also indicate the lim-
iting behavior. The critical current basically behaves like the
pinning energy. In the weak coupling limit λJ  R, h, the
critical current saturates to a constant value again given (in
these units) by the renormalization factor |mˆ|, which is half
the first cosine coefficient, and is 0.125 for ma and mc, 0.25
for md, and vanishes for mb. In the strong coupling limit
λJ  R, h, the critical current increases linearly with the
slope now proportional to the square root of the amplitude of
the modulation which is only the same for ma and mc.
V. CONCLUSION
Recent experiments have studied the Josephson ef-
fect between a conventional superconducting Pb film and
the presumably chiral p-wave superconducting bulk of
Sr2RuO4 through Ru-metal inclusions. Maeno et al.
found an anomalous temperature dependence of the crit-
ical current. In this paper we analyzed a model situation
of a single cylindrical Ru-inclusion carrying a supercon-
ducting s-wave order parameter which is coupled through
the interface to the p-wave order parameter in the bulk
material Sr2RuO4. We have considered two topologies
for the p-wave order parameter, the trivial and the chiral
one, which appear in the 3-Kelvin phase and the bulk
phase of Sr2RuO4, respectively. Due to the cylindrical
geometry the chiral topology leads to a frustrated junc-
tion, while the trivial one is unfrustrated. This frustra-
tion causes a rather distinct behavior when an externally
applied current runs through the junction.
While the unfrustrated junction behaves as expected
for an extended Josephson junction in both the long and
the short junction limit, the frustrated junction is charac-
terized by the appearance of a spontaneous magnetic flux
on the interface already at zero applied current. In the
case of a rotationally symmetric junction this prevents
the flow of a supercurrent since the flux pattern, driven
by the Lorentz force, immediately starts to move, lead-
ing to dissipation. Only pinning the flux pattern through
an inhomogeneous Josephson coupling and thus breaking
the rotational symmetry stabilizes the supercurrent, now
limited by a pinning-depinning transition. As long as
moderate modulations are considered, the critical cur-
rent is always smaller in the frustrated junction, even if
the average coupling strength is the same as in the cor-
responding unfrustrated junction for which the vortices
involved in the dynamics are only created with increasing
current and are not spontaneously present.
We therefore propose that this is a possible way to
explain the rather sharp drop in the critical current seen
at the transition temperature Tc ≈ 1.5 K, associated with
a change in the topology of the p-wave order parameter.
Thus, Tc sets the boundary between the frustrated and
unfrustrated Josephson junction and also between the
different topologies for the p-wave order parameter of the
Sr2RuO4, as will be discussed elsewhere.
In our model we have simplified the modulation of the
Josephson coupling by allowing only angular modulations
and keeping it constant along the z-axis. This clearly
leads to stronger pinning, analogous to columnar pin-
ning for vortex lattices. As a further simplification the
spatial dependence of the proximity induced supercon-
ducting order parameter in the Ru inclusion is ignored.
However, we do not expect qualitative differences con-
cerning the reduction of the critical current in the frus-
trated case, while the scaling behavior in the two junc-
tion limits may be different. Also, there exist extreme
situations of very long junctions with a very strong mod-
ulation where the frustrated case is effectively limited by
the standard mechanism.
Having established a new limiting mechanism for the
critical current, the next step is a discussion of the suc-
cession of the different states of the junction also taking
into account the spatial dependence both along the z-
axis (proximity effect) and perpendicular to the interface
(filamentary nucleation of superconductivity in the 3-K
phase), and also considering domain walls in the bulk
Sr2RuO4 material. In future study
27 we will present a
phase diagram for the whole Pb/Ru/Sr2RuO4 junction
further explaining in more detail the anomalous temper-
ature dependence of the critical current.
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Appendix A: Effective strong coupling model
We derive here the effective free energy functional
F ∗[u(z)] for the displacement u(z) of the spontaneous
flux line. We insert the ansatz for φ(θ, z) from Eq. (60)
into the sine-Gordon free energy from Eq. (7) including
a modulation m(θ) of the coupling strength. Averaging
the different terms over θ we find〈(
∂φ
∂z
)2〉
θ
(A1)
=
〈
(v′)2 +
4Λu′v′
cosh[Λ(θ − u)] +
4Λ2(u′)2
cosh2[Λ(θ − u)]
〉
θ
≈ (v′)2 + 2u′v′ + 4Λ
pi
(u′)2,
and 〈(
∂φ
∂θ
)2〉
θ
(A2)
=
〈(
1− 2Λ
cosh[Λ(θ − u)]
)2〉
θ
≈ 4Λ
pi
− 1,
and
〈(1 +m(θ)) cos(φ− θ)〉θ (A3)
=
〈
(1 +m(θ)) cos v
(
1− 2
cosh2[Λ(θ − u)]
)〉
θ
−
〈
(1 +m(θ)) sin v
2 sinh[Λ(θ − u)]
cosh2[Λ(θ − u)]
〉
θ
≈ cos v
(
1− 2
piΛ
(1 +m(u))
)
− sin v 1
Λ2
m′(u).
Collecting all terms depending on u(z) and v(z) while
dropping the constants and a global prefactor we find
F [u, v] =
∫ h
0
dz
[
(u′)2
2
+
1
2R2
m(u) cos v
+
piλJ
4R3
m′(u) sin v +
piλJ
4R
u′v′ (A4)
+
piλJ
4R
{
(v′)2
2
− 1
λ2J
cos v
}]
with the boundary conditions
v′(h) = γ, v′(0) = 0, (A5)
u′(h) = 0, u′(0) = 0. (A6)
First, we consider the leading terms in the variation of F
with respect to v,
v′′ =
1
λ2J
sin v, (A7)
which is solved approximately by
v(z) = γλJe
(z−h)/λJ , (A8)
which is consistent with the guess based on the solution
from the unfrustrated case in Eq. (61). This solution is
confined in a very narrow region h− λJ ≤ z ≤ h, where
the variation of F with respect to u is
u′′ = −piλJ
4R
v′′. (A9)
Integrating and taking into account the boundary condi-
tion we then obtain close to z = h
u′(z) = −piλJ
4R
{
γe(z−h)/λJ − γ
}
. (A10)
In the range 0 ≤ z ≤ h − λJ ∼ h∗ we can therefore
describe the behavior of u(z) using the above functional
with v(z) ≈ 0,
F ∗[u] =
∫ h∗
0
dz
[
(u′)2
2
+
1
2R2
m(u)
]
, (A11)
and with an effective boundary condition
u′(h∗) =
piλJ
4R
γ. (A12)
The additional bending of u(z) in the range h∗ < z ≤ h
is neglected. This approach is used in Sec. IV to discuss
the pinning effect of the flux line, approximating h∗ ≈
h. In Fig. 10 we show both the full u(z) and the linear
extrapolation corresponding to the effective model with
h∗ = h.
While u(z) captures the displacement of the flux line,
the actual position w(z) of the current vortex is given
through the condition
Jr(w(z), z) = 0. (A13)
Our ansatz leads to
w(z) = u(z) + λJ log
(
tan
(
v(z) + pi
4
))
(A14)
≈ u(z) + λJ v(z)
2
. (A15)
The flux line displacement u(z) and the current vortex
w(z) can be extracted from the numerical data through
u(z) = min
θ
Bz(θ, z), (A16)
and indirectly through
φ(θ, z) = θ + pi at θ = w(z). (A17)
Both u(z) and w(z) are plotted in Fig. 10, highlighting
the meaning of h∗.
Note that for solutions close to the minimum u = u0
of m(u) there is a natural length scale ` found through
the parabolic approximation
F ∗[u] =
∫ h∗
0
dz
[
(u′)2
2
+
1
4R2
m′′(u0)u2
]
(A18)
and given by
` =
√
2R2
m′′(u0)
. (A19)
We assume that λJ  ` h∗, h.
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FIG. 10. Flux line displacement u(z) and vortex position
w(z) at the renormalized critical current I = Ic just before
depinning. The Josephson penetration depth is λJ = 0.066R,
the height of the cylinder is h = 20R, and in terms of the
Josephson penetration depth it is h = 300λJ . The coupling
strength is modulated by m(θ) = 0.2 cos(θ) with the initial
position of both the flux line and the current vortex being
at pi. The inset shows a close-up of the region h − 2λJ <
z ≤ h where u(z) and w(z) differ. For most of the height,
however, both lines are the same. The inset also shows the
linear extrapolation of u(z) after z = h∗ = h − λJ , which is
used in our effective model where we take the slope at this
point, u′(h∗), as an effective boundary condition.
1 Y. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fu-
jita, J. G. Bednorz, and F. Lichtenberg, Nature 372, 532
(1994).
2 A. P. Mackenzie and Y. Maeno, Rev. Mod. Phys. 75, 657
(2003).
3 Y. Maeno, S. Kittaka, T. Nomura, S. Yonezawa, and
K. Ishida, J. Phys. Soc. Japan 81, 011009 (2012).
4 Y. Maeno, T. M. Rice, and M. Sigrist, Phys. Today 54,
42 (2001).
5 G. M. Luke, Y. Fudamoto, K. M. Kojima, M. I. Larkin,
J. Merrin, B. Nachumi, Y. J. Uemura, Y. Maeno, Z. Q.
Mao, Y. Mori, H. Nakamura, and M. Sigrist, Nature 394,
558 (1998).
6 J. Xia, Y. Maeno, P. T. Beyersdorf, M. M. Fejer, and
A. Kapitulnik, Phys. Rev. Lett. 97, 167002 (2006).
7 F. Kidwingira, J. D. Strand, D. J. Van Harlingen, and
Y. Maeno, Science 314, 1267 (2006).
8 J. R. Kirtley, C. Kallin, C. W. Hicks, E.-A. Kim, Y. Liu,
K. A. Moler, Y. Maeno, and K. D. Nelson, Phys. Rev. B
76, 014526 (2007).
9 C. Kallin, Rep. Prog. Phys. 75, 042501 (2012).
10 Y. Liu, K. D. Nelson, Z. Q. Mao, R. Jin, and Y. Maeno,
J. Low Temp. Phys. 131, 1059 (2003).
11 F. Laube, G. Goll, H. v. Lo¨hneysen, M. Fogelstro¨m, and
F. Lichtenberg, Phys. Rev. Lett. 84, 1595 (2000).
12 S. Kashiwaya, H. Kashiwaya, H. Kambara, T. Furuta,
H. Yaguchi, Y. Tanaka, and Y. Maeno, Phys. Rev. Lett.
107, 077003 (2011).
13 H. Kaneyasu, N. Hayashi, B. Gut, K. Makoshi, and
M. Sigrist, J. Phys. Soc. Japan 79, 104705 (2010).
14 Y. Maeno, T. Ando, Y. Mori, E. Ohmichi, S. Ikeda,
S. NishiZaki, and S. Nakatsuji, Phys. Rev. Lett. 81, 3765
(1998).
15 M. Sigrist and H. Monien, J. Phys. Soc. Japan 70, 2409
(2001).
16 H. Yaguchi, M. Wada, T. Akima, Y. Maeno, and T. Ishig-
uro, Phys. Rev. B 67, 214519 (2003).
17 Z. Q. Mao, K. D. Nelson, R. Jin, Y. Liu, and Y. Maeno,
Phys. Rev. Lett. 87, 037003 (2001).
18 J. Hooper, Z. Q. Mao, K. D. Nelson, Y. Liu, M. Wada,
and Y. Maeno, Phys. Rev. B 70, 014510 (2004).
19 M. Kawamura, H. Yaguchi, N. Kikugawa, Y. Maeno, and
H. Takayanagi, J. Phys. Soc. Japan 74, 531 (2005).
20 T. Nakamura, R. Nakagawa, T. Yamagishi, T. Terashima,
S. Yonezawa, M. Sigrist, and Y. Maeno, Phys. Rev. B 84,
060512 (2011).
21 V. B. Geshkenbein and A. I. Larkin, JETP Lett. 43, 395
(1986).
22 H. Kaneyasu and M. Sigrist, J. Phys. Soc. Japan 79,
053706 (2010).
14
23 M. Tinkham, Introduction to Superconductivity, 2nd ed.
(Dover Publications, Mineola, New York, 2004).
24 A. Barone and G. Paterno`, Physics and applications of the
Josephson effect (John Wiley & Sons, New York, 1982).
25 C. S. Owen and D. J. Scalapino, Phys. Rev. 164, 538
(1967).
26 T. P. Orlando and K. A. Delin, Foundations of applied su-
perconductivity (Addison-Wesley, Reading, Massachusetts
etc., 1991).
27 H. Kaneyasu, S. B. Etter and M. Sigrist, in preparation.
