Abstract. We show that the number α = (1+ 3 + 2 √ 5)/2 with minimal polynomial x 4 −2x 3 +x−1 is the only Pisot number whose four distinct conjugates α 1 , α 2 , α 3 , α 4 satisfy the additive relation α 1 + α 2 = α 3 + α 4 . This implies that there exists no two non-real conjugates of a Pisot number with the same imaginary part and also that at most two conjugates of a Pisot number can have the same real part. On the other hand, we prove that similar four term equations α 1 = α 2 + α 3 + α 4 or α 1 + α 2 + α 3 + α 4 = 0 cannot be solved in conjugates of a Pisot number α. We also show that the roots of the Siegel's polynomial x 3 − x − 1 are the only solutions to the three term equation α 1 + α 2 + α 3 = 0 in conjugates of a Pisot number. Finally, we prove that there exists no Pisot number whose conjugates satisfy the relation α 1 = α 2 + α 3 .
Introduction
Recall that a Pisot number α > 1 is an algebraic integer whose conjugates over Q, except for α itself, all lie in the unit disc |z| < 1. In 1944, Salem [18] proved that the set of Pisot numbers is closed, whereas Siegel [21] showed that the positive root θ = 1.32471 . . . of x 3 −x−1 = 0 is the smallest Pisot number, so the number θ is often called Siegel's number. Sometimes it is also called the plastic number [17] . It is worth mentioning that, by the theorem of Smyth [22] , Siegel's number has the smallest possible Mahler measure among all non-reciprocal algebraic numbers. For more information on Pisot and Salem numbers see the book [1] and more recent surveys [26, 27] .
By a result of Smyth [23] , at most two conjugates of a Pisot number can have the same modulus. Later, Mignotte [15] generalized this by proving that there are no non-trivial multiplicative relations between the conjugates of a Pisot number, namely, Lemma 1.1 (Mignotte) . The equality α The lemma implies, for instance, that no two non-real conjugates of a Pisot number can have the same argument. Indeed, if the arguments of α 1 and α 2 were equal, then we would have the non-trivial multiplicative relation α 1 α 2 α −1 2 α 1 −1 = 1 with four conjugates of a Pisot number α (namely, with α 1 , α 2 , α 1 , α 2 ; the exponents of other deg α − 4 conjugates in this equality are all equal to zero), which is impossible, by Lemma 1.1. This simple fact is, basically, everything we know about the geometry of the set of conjugates of a Pisot number.
In [8] , the first named author and Smyth investigated some nontrivial geometric facts about the set of conjugates of a Salem number. It was proved, for instance, that no three conjugates of a Salem number lie on a line. In conclusion, they asked if two non-real conjugates of a Pisot number can have the same imaginary part and if four conjugates of a Pisot number can have the same real part. In both cases, the complex (non-real) numbers α 1 , α 3 that are conjugates of a Pisot number α and their complex conjugates α 2 , α 4 form a parallelogram (possibly degenerate) in the complex plane C. Thus, a non-trivial additive relation (1.1)
in distinct conjugates α 1 , α 2 , α 3 , α 4 of a Pisot number α holds. (Here, α 2 = α 3 , α 4 = α 1 in case α 1 , α 3 have the same imaginary part, and α 2 = α 1 , α 4 = α 3 in case α 1 , α 3 , where α 1 = α 3 , have the same real part.) In [8] , the following example (1.2) α := α 1 = 1 + 3 + 2 √ 5 2 with minimal polynomial f (x) = x 4 − 2x 3 + x − 1 whose conjugates satisfy (1.1) was found. Indeed, the number α = 1.86676 . . . defined in (1.2) is a Pisot number, with conjugates
satisfying α 2 = −0.86676 . . . , |α 3 | = |α 4 | = 0.78615 . . . . Hence, two real conjugates α 1 , α 2 and two complex conjugate numbers α 3 and α 4 = α 3 satisfy α 1 + α 2 = α 3 + α 4 = 1, so that (1.1) is solvable in conjugates of this Pisot number α.
Since the property (1.1) is quite unusual, it is quite tempting to conjecture that there are not many (possibly only finitely many) Pisot numbers α satisfying it. As an unrelated result with Pisot numbers satisfying another odd property one can mention that of Smyth [25] , where he proved that there are only eleven special Pisot numbers α such that α/(α − 1) is also a Pisot number (this result was motivated by the papers [13] , [14] ).
The main theorem of our paper shows that this is indeed the case with the property (1.1). More precisely, the special Pisot number (1.2) is a unique Pisot number whose conjugates satisfy (1.1):
If α is a Pisot number of degree d ≥ 4 whose four distinct conjugates over Q satisfy the relation
Moreover, there exists no Pisot number α whose four distinct conjugates satisfy the linear relation
Since, by Lemma 2.3 below, a real and a non-real conjugate of any algebraic number cannot have the same real part, Theorem 1.2 implies that, in particular, Corollary 1.3. No two non-real conjugates of a Pisot number can have the same imaginary part and at most two conjugates of a Pisot number can have the same real part.
Note that Corollary 1.3 answers negatively both questions posed in [8] . In addition to Theorem 1.2, we will consider a three term linear equations in conjugates of a Pisot number. We show that Theorem 1.4. If α is a Pisot number whose three conjugates over Q satisfy the relation α 1 + α 2 + α 3 = 0 then α is Siegel's number θ = 1.32471 . . . (the root of x 3 − x − 1 = 0). Furthermore, there does not exist a Pisot number α whose three conjugates satisfy the relation
The paper is organized as follows. In Section 2, we state some auxiliary results that will be used in our proofs. In Section 3, we will prove Theorem 1.4. First, we obtain a small upper bound (to be precise d ≤ 8) for the degree of a potential Pisot number α whose conjugates might satisfy the linear relations of Theorem 1.4 and restrict the possible candidates to certain short subintervals of [1, 2] . Then, we will eliminate all easy cases using various results on the linear relations in conjugate numbers from Section 2 and some elementary combinatorial arguments. Finally, a small set of remaining candidates will be examined with a computer. A detailed account on our computations is postponed to Section 5. For further investigations of simple three term linear relations among the conjugate algebraic numbers of low degree (not necessarily Pisot numbers) we refer to the forthcoming paper [7] .
The proof of the main result, Theorem 1.2, also splits into two parts. The first, diophantine part (bound on the degree d ≤ 18 and the restrictions on intervals to which all the potential candidates may belong), will be established in Section 4. The second, computational part, will be carried out in Section 5. The key difference from the proof of Theorem 1.4 is that the computational part is rather heavy and requires many hours of massive calculations distributed on multiple machines.
Auxiliary lemmas
In addition to the result of Mignotte [15] that was cited as Lemma 1.1 in Section 1, we will need several more results.
Recall that the Weil height h(γ) of an algebraic number γ of degree n with the minimal polynomial
is defined by
where
is the Mahler measure of γ. In particular, if one takes γ = α, where α is a Pisot number and Lemma 2.1 (Beukers and Zagier). Let β 1 , . . . , β r be non-zero algebraic numbers such that the sum N = β 1 + · · · + β r is a rational integer. If
The result of Beukers and Zagier was motivated by Schinzel's inequality [20] (see also [11] ) which asserts that that the Weil height of a totally real algebraic integer γ / ∈ {−1, 0, 1} satisfies
The generalizations of Lemma 2.1 were proven by Samuels [19] and Garza, Ishak and Piner [10] .
We shall also use the next result which was first proved by Kurbatov [12] (see also [6] for various generalizations and more references on this problem).
Lemma 2.2 (Kurbatov).
The equality
In [24] Smyth proved that Lemma 2.4 (Dubickas). If β 1 , β 2 , . . . , β n , where n ≥ 3, are distinct algebraic numbers conjugate over a field K of characteristic zero and k 1 , k 2 , . . . , k n are non-zero rational numbers satisfying
We shall also use the following: 
as claimed.
We conclude Section 2 with a technical lemma on resultants that will be used in our computer calculations.
Then, for some four distinct integers
, or, alternatively, h(x) has a factor of multiplicity ≥ 2 that is not a power of x. iv) the relation α i = α j + α k + α l holds if and only if g(x) and h(x) has a common factor in Q[x]. v) the relation α i + α j + α k + α l = 0 holds if and only if g(x) and g(−x) has a common factor in Q[x].
Then the roots of f (x − y) and f (y) with respect to y are
. In a similar way,
. Observe that u(x) has no common factors with f (x/2) or f (−x/2); for otherwise, one would have ±2α i = α j + α k for j < k. Since f (x) has no multiple roots, one has α j = α k , so this contradicts Lemmas 2.3 and 2.4. In addition to this, u(x) has no factor that is a power of x. This is because α i + α j = 0, i < j, yields α i = −α j and violates the condition gcd [f (x), f (−x)] = 1 of Lemma 2.7.
Similarly, f (x/2) has no common factors with x d , since f (0) = 0, by the condition gcd[f (x), f (−x)] = 1. Also, f (x/2) has no common factors with v(x 2 ), for otherwise one would have 2α
For (i), observe that the equality α i = α j + α k in conjugates of α is equivalent to the fact that f (x) and u(x) has a common factor in
. Alternatively, one can rewrite α i = α j + α k as α k = α i − α j , and notice that this equation is equivalent to the fact that f (x) | h(x).
In (ii),
. In (iii), the relation α i + α j = α k + α l , where {i, j} = {k, l} is equivalent to the fact that u(x) has a square factor (x − α i − α j ) 2 . Since f (x/2) has no multiple roots, this is equivalent to the fact that g(x) contains factors of multiplicity ≥ 4 in Q[x]. Alternatively, looking into this relation as α i − α k = α l − α j , one sees that it is equivalent to h(x) being divisible by a square factor in Q[x] that is not equal to x 2 . In (iv), the equation α i − α j = α k + α l is equivalent to u(x) and v(x 2 ) having a common factor in Q[x]. By co-primality of f (x/2) and x d , f (x/2) and v(x 2 ), u(x) and x d established earlier in the proof, this is equivalent to the fact that g(x) and h(x) has a common factor in
Finally, for part (v), α i + α j = −(α k + α l ) is equivalent to u(x) and u(−x) having a common factor in Q[x]. By mutual co-primality of u(x), f (x/2), f (−x/2), this is equivalent to g(x) and g(−x) having a common factor in Q[x].
Proof of Theorem 1.4
Assume that there exists a Pisot number α whose conjugates satisfy (3.1)
Clearly, in both equations all three conjugates α 1 , α 2 , α 3 must be distinct, so we have d ≥ 3. First, we will show that α < 2. For this, let σ be the Galois automorphism that maps α 1 into the Pisot number α. From (3.1), one obtains
Since σ is a bijection, both σ(α 2 ) and σ(α 3 ) must be ≤ 1 in absolute value. Hence, in both cases,
The second step is to obtain an upper bound d = deg α ≤ 8.
Assume that the first relation in (3.1) holds. We apply Lemma 2.1 to
However, the non-trivial multiplicative relation α 2 1 = α 2 α 3 contradicts Lemma 1.1. Hence, the condition of Lemma 2.1 is satisfied. Now, by Lemma 2.1, we obtain
By combining the inequality (3.2) with the estimate 1 < α < 2, one obtains The last step is to rewrite inequality (3.2) as
Inequality (3.4) also holds for any Pisot number α whose conjugates satisfy the second linear equation in (3.1) instead of the first one. This can be proved by the application of Lemma 2.1 to the linear relation α 1 + α 2 + α 3 = 0 exactly in the same manner as we did it for the 
4).
We further refine the list of candidates. First we consider the possible solutions to the linear equation α 1 + α 2 + α 3 = 0. We will show that d ∈ {3, 6}. Indeed, in prime degree cases d ∈ {5, 7}, the linear relation α 1 + α 2 + α 3 = 0 contradicts Lemma 2.2. Now, let t ∈ Q be the sum of all distinct conjugates of α over Q. In case d = 4, the trace formula t = α 1 + α 2 + α 3 + α 4 together with α 1 + α 2 + α 3 = 0 implies α 4 ∈ Q, which is impossible.
Assume next that d = 8. Put t for the trace of α. Let N be the number of distinct equalities α i + α j + α k = 0 obtained by applying all automorphisms of the Galois group Gal(Q(α)/Q) to α 1 + α 2 + α 3 = 0. Then each α i occurs exactly ℓ times in these equalities, so that 3N = 8ℓ. In particular, ℓ must be divisible by 3, so ℓ ≥ 3. Note that the intersection of two distinct sets of indices {i, j, k} and {i ′ , j ′ , k ′ } satisfying α i + α j + α k = 0 and α i ′ + α j ′ + α k ′ = 0 is either empty or contains at most one element. So, by considering the equalities of the form α 1 + α i + α j = 0 (there are at least three such equalities), we find that after re-indexing the conjugates the following three equalities
hold. By adding these equalities, we obtain
However, this contradicts to Lemma 2.4. Therefore, d ∈ {3, 6}. The minimal polynomials of Pisot numbers α of degree 3 and degree 6 satisfying (3.4) are listed in Tables 1 and  2 , respectively. In Section 5, we will give a detailed account on how these polynomials were calculated. The number τ stands for the golden section number (1 + √ 5)/2. By searching Table 1 for polynomials with the trace 0, we see that only the roots {α 1 , α 2 , α 3 } of the polynomial x 3 − x − 1 satisfy the equation α 1 + α 2 + α 3 = 0. A quick computation with Maple computer 
algebra package revealed that no polynomial f (x) of degree 6 in Table  2 satisfies the condition in part (ii) of Lemma 2.7. Hence, there are no more solutions to the equation α 1 + α 2 + α 3 = 0. An alternative way to check the polynomials of degree 6 in Table 2 without computer is to apply (a more general) Theorem 1.2 from [7] . Now let us consider the linear relation α 1 = α 2 + α 3 in conjugates of a Pisot number α. Note that, by Lemma 2.2, d = 3, 5, 7, so it remains to consider the cases d = 4, 6, 8. Consider an automorphism σ of the Galois group Gal(Q(α)/Q) that maps α 1 to α 2 . Setting σ(α 2 ) = α k and σ(α 3 ) = α l , we obtain α 1 = α 2 + α 3 and α 2 = α k + α l . We claim that k, l > 3. Indeed, otherwise, as α k and α l are distinct, k = l, assuming without loss of generality that k < l, we must have 1 ≤ k ≤ 3. Clearly, k = 2. If k = 1 then, by adding both equalities, we obtain α 3 + α l = 0, which is impossible (otherwise, −α is a conjugate of α, so α is not a Pisot number). If k = 3 then, by subtracting α 2 = α 3 + α l from α 1 = α 2 + α 3 , we find that 2α 2 = α 1 + α l , which contradicts Lemma 2.3. Thus, without restriction of generality, we may assume that k = 4 and l = 5, namely, (3.5) α 1 = α 2 + α 3 and α 2 = α 4 + α 5 .
In particular, this shows that d ≥ 5, so d cannot be 4. 
Assume next that d = 6 and put t for the sum of all 6 conjugates of α. Then, by adding both equalities in (3.5), we find that
Thus, 2α 1 + α 2 + α 6 = t ∈ Z, which contradicts Lemma 2.4 with n = 3 and K = Q.
Hence, it remains to solve the equation α 1 = α 2 + α 3 in conjugates of Pisot numbers of degree d = 8 that, by inequalities (3.4), are restricted to the interval (τ 4/3 , 2). All candidates are listed in Table 3 (see also Section 5). For each of the numbers α given in Table 3 , we have checked the conditions of Lemma 2.7 (i) with Maple and verified that α 1 = α 2 + α 3 . Therefore, the equation α 1 = α 2 + α 3 is not solvable in conjugates of a Pisot number. This completes the proof of Theorem 1.4.
Remark 1. Combinatorial arguments may be used to prove that the equation α 1 = α 2 + α 3 has no solutions in conjugate algebraic numbers of degree 8. However, the proof is much longer and it is not practical to give it here. For details, refer to [7] again. Remark 2 . Another way to prove the non-existence of solutions of the equation α 1 = α 2 + α 3 when d = 8 in Theorem 1.4 is to use Theorem 1.2. Indeed, by mapping α 1 to α j for j = 2, 3, . . . , 8, we obtain eight equalities of the form
with j = 1, 2, . . . , 8 and k(j) < l(j) lying in the set {1, 2, . . . , 8} \ {j}. At least one of these indices, say, k(1) = 2 appears at least twice on the right hand side of these eight equalities, namely, α 1 = α 2 + α 3 and α j = α 2 + α l , where j = 1 and so l = 3. Subtracting the first equality from the second we find that α 1 −α j = α 3 −α l . Thus, α 1 +α l = α 3 +α j . By Theorem 1.2, this is only possible when d = 4, contrary to d = 8.
We must stress, however, that from the computational point of view, there is not much sense in proving Theorem 1.4 through Theorem 1.2, since the direct search on the small list of candidates in Table 3 is much simpler than the large amount of computations required in the proof of Theorem 1.2.
Beginning of the proof of Theorem 1.2
Let µ, ν ∈ {−1, 1}. Assume that there is a Pisot number α whose four distinct conjugates α 1 , α 2 , α 3 , α 4 satisfy the additive relation
The choice of parameters µ = ν = −1 yields the first equation of the theorem α 1 + α 2 = α 3 + α 4 . The choices µ = −1, ν = 1 and µ = ν = 1 correspond to the equations α 1 = α 2 +α 3 +α 4 and α 1 +α 2 +α 3 +α 4 = 0, respectively.
By applying an automorphism σ of the Galois group Gal(Q(α)/Q) that sends α 1 to α, we deduce µα = −νσ(α 2 ) − σ(α 3 ) − σ(α 4 ). Since |σ(α j )| < 1 for j = 2, 3, 4, this yields α < 3.
This time we will apply Lemma 2.1 to
One needs to verify the condition (2.1). Observe that the equation
Clearly, α 3 + α 4 = 0, since otherwise −α is a conjugate of α, which is impossible. Thus, dividing both sides by −(α 3 +α 4 ) = µα 1 +να 2 = 0 we obtain the multiplicative relation α 3 α 4 = µνα 1 α 2 . Squaring both sides yields α 
In view of h(±α) = log M(α)/d and M(α) = α, one can rewrite the last inequality as
Since 1 < α < 3, the inequality (4.1) yields In the remainder of this section we will show that in case d = 4 the only Pisot number α whose conjugates satisfy (1.1) is precisely the number (1 + 3 + 2 √ 5)/2. Assume that α is a Pisot number of degree 4 with conjugates α = α 1 , α 2 , α 3 , α 4 and trace t = α 1 +α 2 +α 3 +α 4 ∈ Z. From α 1 +α 2 = α 3 +α 4 , we see that α 1 + α 2 = t/2. Next, from α 1 + α 2 = α + α 2 > 0 and |α 1 + α 2 | = |α 3 + α 4 | < 1 + 1 = 2 we obtain 0 < t/2 < 2. Hence, t ∈ {1, 2, 3}. Furthermore, t/2 = α 1 + α 2 is the sum of two algebraic integers, so t/2 is an algebraic integer. Thus, the only choice for t is t = 2. Consequently,
It follows that the minimal polynomial
where y := x 2 − x. Therefore, β 1 = α 1 α 2 = α 1 (1 − α 1 ) < 0 and β 2 = α 3 α 4 are real quadratic algebraic integers that are conjugate over Q (since f (x) is irreducible). Since α 1 > 1, α 2 = 1 − α 1 and from the fact that α 1 is a Pisot number, it follows that α 2 ∈ (−1, 0). From Lemma 2.5 (iii), it follows that β 1 ∈ (−2, 0). Similarly, as |α 3 | < 1 and |α 4 | < 1, Lemma 2.5 (i) and (ii) implies that β 2 must be in the interval (0, 1). Thus, by Lemma 2.6, the quadratic polynomial g(−y) = (y − β 1 )(y − β 2 ) ∈ Z[y] must be y 2 + y − 1, which gives
Hence, g(y) = y 2 − y − 1. By inserting y = x 2 − x, we find that
with the root α = (1 + 3 + 2 √ 5)/2, as claimed. Clearly, the roots
It remains to show that in cases 5 ≤ d ≤ 18, no four distinct conjugates of a Pisot number of degree d satisfy (1.1), and there exists no Pisot number α whose conjugates satisfy
Calculations and the end of the proof of Theorem 1.2
Computationally, the problem is primarily one of finding the minimal polynomials of all Pisot numbers in subintervals of the interval [1, 3] of the appropriate degree, and then testing the equations (1.1) and (3.1).
To find all Pisot numbers in a given interval up to a given degree, we wrote a fast implementation of the Boyd's algorithm [3, 4, 5] in the C language. Our implementation is based on FLINT (Fast Library for Number Theory) version 2.4.4 [9] . The FLINT library provides the implementations of the polynomials in Z[x] and Q[x] with coefficients of arbitrarily large size and is highly optimized for fast arithmetical operations.
The initial searches for small degrees (up to d ≤ 17) were done on a single RedHat Linux server equipped with two Intel Xeon X5672 series 3.20GHz 12MB Cache 1333MHz 95W CPUs and 96735MB of RAM that was running at the University of Waterloo computing facilities.
First we ran the search to find all the Pisot numbers up to degree d ≤ 8 in the interval [1, 2] . The program found 109 such Pisot numbers. We processed this list on Maple and removed the numbers α ∈ (τ d/6 , 2) that do not satisfy the inequalities (3.4), leaving only 78 Pisot numbers. Totals from the final list are recorded in Table 4 .
The Pisot numbers for degrees d = 3, 6 and 9 satisfying α ∈ (τ d/6 , 2) are given in Tables 1 2 and 3 . These were manually checked in Section 3 to prove the remaining cases of Theorem 1.4. To complete the proof of Theorem 1.2, one needs to find all Pisot numbers up to degree 18 in the interval (1, 3) satisfying (4.3) . The searches on a single computer were feasible for d ≤ 17, but for d = 18, this was no longer practical: incrementing the degree d by 1 on the same interval resulted in multiplying the search time by a factor in the range 4 to 4.4, and doubling the memory usage. The predicted the search time on a single machine would be up to two CPU months while the RAM usage was predicted to remain under 1 GB. The single machine search timings are recorded in Table 5 . Consequently, we decided to distribute the computations on a large collection of 2 Intel 5272 series 3.4Ghz/6M/1600Mhz 80W Dual Core Xeon Processor machines, allowing up to 120 simultaneous searches to be done. This was achieved by partitioning the search interval [1, 3] into 2868 subintervals. The lengths of these subintervals were balanced with the degree of the polynomials being searched. By inequality (4.3), the closer a Pisot number α is to x = 3 on the real line, the larger are the degrees that must be search for, and in turn, the smaller the subintervals that are searched. This is necessary because for any fixed interval there are considerably more Pisot numbers of large degree in this interval than Pisot numbers of smaller degrees. For example, our search found 40 875 Pisot numbers of degree 12 in the interval [2, 3] , while a much shorter interval between the points 1126/405 ≈ 2.7802 and 3 contains 630 165 Pisot numbers of degree 17. In practice, the intervals up to degree d = 12 were of fixed length ε = 1/10. For d ≥ 12, we used the intervals of length ε(d) = 3 12−d · 10 −1 . Distributed computations took 13.64 CPU days. In total, 1 956 289 Pisot numbers were found. It should be noted that the number of Pisot polynomials found is somewhat higher than actual number of Pisot numbers satisfying the inequality (4.3). This is because we searched over a slightly larger collection of intervals [a, b] with rational endpoints a, b that cover all intervals (τ d/8 , 3), for 4 ≤ d ≤ 18. After the minimal polynomials were computed, they were sieved by checking if their Pisot roots lie in intervals restricted by the inequalities (4.3). All 1 955 183 such Pisot numbers are counted in Table 6 . By the result of Kurbatov stated as Lemma 2.2 in Section 2, d ∈ {5, 7, 11, 13, 17}. So the next step of the sieve was to remove those polynomials of prime degree. This reduced the number of eligible Pisot polynomials to 1 214 532. The third step was to find the minimal polynomials of Pisot numbers whose roots satisfy one of the three numerical inequalities These calculations were done with 10 digits of accuracy, so this would get all potential Pisot numbers satisfying equation the equations of Theorem 1.2. Some of these false positive examples are shown in Table  7 .
In fact, this step resulted in a massive reduction of the list of candidates, with only 489 Pisot numbers surviving: 271 possible solutions to the equation α 1 + α 2 = α 3 + α 4 , 45 possible solutions to the equation α 1 = α 2 + α 3 + α 4 and 173 possible solutions to the equation α 1 + α 2 + α 3 + α 4 = 0.
No polynomial passed the tests (iv)-(v) of Lemma 2.7. Thus, the equations α 1 = α 2 + α 3 + α 4 and α 1 + α 2 + α 3 + α 4 = 0 cannot be solved in conjugates of any Pisot number. Therefore, the proof of Theorem 1.2 is completed.
Finally, we remark that all the post-processing was done with Maple on the Mac Book air x86 64 machine. In total, it took 55.72 CPU hours.
