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This dissertation consists of three essays on studying the impact of model uncer-
tainty on financial models. This topic combines the research from both decision
theory and control theory. It is motivated by the situation when a practitioner
prefers using a specific model (the nominal model) that might not be close to the
truedata generatingprocess (DGP)evenwith a sufficiently large sample size. Such
a model might be subject to considerable model uncertainty. As a consequence,
in such cases it is important to investigate the impact of model uncertainty on the
nominal model for decision-making. My research is specifically conducted in the
context of asset pricing and financial products.
Model uncertainty, at large, refers to any uncertainty causing a model to devi-
ate from the true DGP. In my research, model uncertainty is classified into two
types. The first type is called parameter uncertainty, resulting from lacking suffi-
cient data. It can be eliminated by a sufficiently large sample. The estimated out-
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come is evaluated by a confidence interval, where the true outcome is expected
to fall if the model is correctly specified. However, there could be another type
of model uncertainty, called model misspecification uncertainty. When this type
of uncertainty appears, only by increasing the data availability might not lead the
nominal model to be close to the true DGP. The estimated outcome of the quan-
tity of interest is evaluated by amisspecification interval or an uncertainty interval,
which incorporatemodelmisspecification uncertainty, or both types ofmodel un-
certainty. In the big data era, lacking sufficient data seems to become a less impor-
tant issue. Therefore, model misspecification uncertainty becomes more impera-
tive. This dissertation is concerned with this issue and written for better under-
standings when misspecification uncertainty is present.
Generally speaking, this dissertation focuseson the impactofmodel uncertainty
on bond pricingmodels. It includes two empirical and one theoretical works. The
first two papers are empirical studies. Specifically, the three papers and their con-
nections can be described as follows.
The first paper in Chapter 2, ”An Empirical Investigation of Model Uncertainty,
with an Application to Affine Term Structure Models”, introduces firstly the defini-
tion and classification of model uncertainty in my research, discusses the evalua-
tion of the impact of model uncertainty, and proposes a misspecification interval
to address the range of expectations where the true expectation might fall. Specif-
ically, it investigates, analyzes, and compares the misspecification intervals of the
averaged bond yields over time, modelled by several chosen ATSMs different in
terms of factor choices. The factors of all ATSMs taken into account are chosen
as yield-only ones. The models are estimated by a simple approach (3-step OLS).
Applying such a simple setting helps in understanding the fundamental impact of
model uncertainty before more complicated considerations are involved. More-
over, in order to understand the transmission of the impact of model uncertainty
through bond yields, this paper extends the analysis to the misspecification inter-
val of a max-10-year annuity.
The second paper in Chapter 3, ”Evaluating the Impacts of Bond Pricing Misspec-
ification on Forecasted Funding Ratio”, extends the empirical research in the first pa-
2
per to study the transmitted impact of bond model uncertainty on funding ratio
in a defined benefit pension system. It proposes a prediction interval incorporat-
ing model uncertainty to evaluate the range of prediction intervals where the true
expectation might fall. There are some differences from the first paper . Firstly, I
considerATSMswithother factors, such as inflation, economic growth and central
bank interest rates, etc. Secondly, arbitrage conditions and the vector autoregres-
sion assumption are controlled for comparison. Thirdly a few ATSMs’ estimation
approaches are taken into account to determine the impact of model uncertainty.
At last, the postulated economy structure is elaborated with more details of the
reality as well. Both empirical research paper show that the impact of model un-
certainty could be non-negligible when using amodel preferred in practice for the
convenience due to its simple structure.
The third paper in Chapter 4, ”The Portfolio Rules and Interest Rates under Model
Uncertainty”, contributes to financial theory. It incorporates model uncertainty to
study an investment-consumption choice problem, in the spirit of Hansen et al.
[41]. In particular, the portfolio rules and assets pricing based on amodified Cox-
Ingersoll-Ross investment-consumption model. In this paper, I proposes an ap-
proach to address the time consistency issue under commitment, as an alternative
to Hansen and Sargent [34]. Under the new approach, the closed-form solutions
for the general optimization and equilibrium are obtained. Comparisons aremade
between some different formulations in literature and under different measures.
Calibrations are carried out to explain equity risk premium puzzle based on the
established solutions. They show that taking into account misspecification uncer-
tainty is necessary for explaining the puzzle.
In these three pieces of works, I have studied the empirical impact of bond pric-
ingmodel uncertainty, its transmitted impact on the funding ratio in defined bene-
fit pension scheme, and an investment-consumption choice problemundermodel
uncertainty. These works improve the understandings of the impact of model un-
certainty in financial models, as well as raise questions for future research. Related




An Empirical Investigation ofModel
Uncertainty, with an Application to Affine
Term StructureModels
2.1 Introduction
This paper empirically evaluates the impact of model uncertainty, applied to affine
term structure models (ATSMs). Model uncertainty, at large, refers to any un-
certainty accounting for a model’s deviation from the true data generating pro-
cess (DGP). To give an example, consider a linear model determined by param-
eters and explanatory variables under the mean independence assumption, and
estimated using a random sample. The most common type of model uncertainty
is parameter uncertainty, resulting from sampling error. If the model is correctly
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specified and sufficient data is available, consistent estimation implies that the es-
timated model approaches the true DGP. There is also another type of model un-
certainty, caused by, for instance, incorrect choice of explanatory variables. This is
model misspecification uncertainty. When this type of uncertainty appears, only
increasing the sample will not generate an asymptotic outcome equal to the true
DGP. Classical econometric theory usually addresses the former, but neglects the
latter. Lacking full knowledge of the true DGP, it is sensible for us to take into
account model misspecification uncertainty when making decisions based on a
nominal model that is preferred to use.
ATSMs are an important class of financial tools to price fixed-income securities.
They are used to determine yield curves, and explain yields by a linear relation of
factors that are usually assumed to follow a first-order vector autoregression pro-
cess. There are plenty of suggestions in literature on choosing factors. For instance,
Brigo andMercurio [6] state in their book that tradersmostly prefer a single factor,
being the short rate. Such a simple model is usually ill-behaved, particularly when
used to price bonds with long maturities. As a consequence, the yields derived
from such a nominal model might be subjected to a substantial amount of model
uncertainty. From this perspective, this paper is motivated to consider the impact
of model uncertainty on ATSMs. In this paper, I quantify the impact of model un-
certainty by a misspecification interval. This interval is formed by the upper and
lower bounds of the expectation derived from an uncertainty set containing mod-
els satisfying certain constraints. Depending on situations defining the worst case,
a decisionmaker couldmake a robust decision based on the upper or lower bound
in order to shield from unfavorable extreme situations.
Toevaluate the impact ofmodel uncertaintyonbondyields, this paperproposes
to use a misspecification interval to quantify, in particular, the impact of misspec-
ification uncertainty. A misspecification interval is constructed on an uncertainty
set containing all possible models around the nominal model.
This paper constructs the uncertainty set following Schneider and Schweizer
[65]’s approach. This approach applies themodel confidence set (MSC) [42] pro-
cedure to identify a collection of empirically relevantmodels that perform the best
5
statistically indistinguishably1. This provides an approximation where the true
DGP is. Measuring the Kullback-Leibler divergence [50] between the nominal
model and the MCS, we could decide an appropriate amount of model uncer-
tainty embedded in the uncertainty set, so that the true DGP is most likely to be
included. Using the divergence to formulate a constraint, the uncertainty set is the
smallest model set constructed to contain the true DGP. The misspecification in-
terval based on this set is considered to be the smallest interval that captures the
true expected outcome, when taking into account model uncertainty .
This paper firstly discusses the evaluation theory and explores the empirical ap-
plication to ATSMs. In the specific context, the quantity of interest is the bond
yield with a specific time-to-maturity, averaged over time. The nominal models
and the ones in the MCS selection are different only in the factor choices. All fac-
tors are individual bond yields with different time-to-maturities. All models are
estimated by the 3-step OLS proposed by Adrian et al. [1].
As the uncertainty set is determined, we are able to find out the upper bound
and the lower bound models from this uncertainty set, which leads to the best
case and worst case bounding the misspecification interval. Glasserman and Xu
[27] present a straightforward proposition for such applications. The results are
associated with an uncertainty parameter which implies the strength of model un-
certainty on the nominal expected outcome. When the models are Gaussian, as
in case of ATSMs, the uncertainty parameter can be solved by a simplified closed
form.
This paper further discusses the relation between the misspecification intervals
and the length of the yield process. I find an increasing relation between them.
This is mainly because themultivariate distribution of a longer process will lead to
a larger impact of model uncertainty, implying a more conservative attitude when
considering a longer period of investment. With a stationarity assumption, one
may apply a less conservative strategy by investigating the single-period process.
1”Statistically indistinguishable” describes themodels that perform equivalently well given the
samefinite sample, according to somecriteria, e.g., a loss function constructedby the log-likelihood
function.
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I specifically analyze the yields with time-to-maturities 10 months, 30 months,
40 months, 50 months, 60 months, 80 months, 90 months, and 110 months. This
allowsme to formayield curve, andanalyze the impactof a certainnominalmodel’s
model uncertainty on the yield curve as well.
This paper compares the impact ofmodel uncertainty of seven nominalmodels.
These nominal models include two single-factor models, two two-factor models,
two three-factor models and a five-factor model with short rates. The results show
that the impact of model uncertainty is significant and considerable when using a
short rate as a single factor. The bound(s) of the misspecification intervals across
maturity are up to 16.11% higher or lower than the nominal yield outcome. The
least impacted nominal model is a three-factor model consisting of a short rate, a
medium rate, and a long rate. This is in linewith the interpretation of the canonical
three-factor model [52], which is documented with good empirical fit.
To explore further the impact ofmodel uncertainty of ATSMs, a simple analysis
is carried out on a max-10-year annuity that pays 1 Euro once a year during 10
years as long as the annuitant is alive. The annuity uses yields in discounting. The
impact of model uncertainty on yields will be transmitted to the annuity value.
The results show that, the misspecification interval of the annuity can be as wide
as up to 0.44 Euro cents around 9.9422 Euros, when the nominal model uses a
short rate as the single factor to estimate the annuity for male at 25; the width of
the misspecification interval is similar for female at 25, but around 9.9535. This is
much less as compared to the effects on yields, due to the discounting effect.
The primary literature studying model uncertainty is summarized in Hansen
and Sargent [36], referring to as robustness for model misspecification. The es-
sential motivation acknowledges that a nominal model is misspecified from the
true DGP. A decision maker should confront such misspecification by taking into
account alternative possibilities to the nominal one, collected in the uncertainty
set, such that he could attain the impact from the uncertainty set, and protect the
decisions from downside effects.
There are earlier works in economics and finance incorporating the concern
of model misspecification [7, 39, 40]. These studies focus on the classical mod-
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els of consumption, savings, economic growth, and market price of risk, by re-
gardingmodel misspecification as “Knightian uncertainty” [49], and applying the
max-min philosophy with multiple priors in the spirit of Gilboa and Schmeidler
[26]. A strand of literature developed by Anderson et al. [2], Hansen and Sargent
[32, 33, 37], and Hansen and Sargent [38] eventually establishes their framework
to evaluate this kind of uncertainty. Remarkable applications to financial mod-
els include Maenhout [57] who studies portfolio allocation, Maenhout [58] who
captures the uncertainty effect on bond risk premiums, and Gagliardini et al. [24]
who develop interest rates model with uncertainty.
However, in Hansen and Sargent [36]’s framework, the misspecification refers
to the case that the nominal model (the approximating model, in their text) does
not take the right forms (resulting in a distorting model, in their text). However
these models are statistically indistinguishable from the true DGP. The uncer-
tainty set is constructed on this assumption [2]. This implies two things. One is
that the uncertainty considered in their framework is actually the parametric un-
certainty in my paper’s classification, curable by improving data availability. The
misspecification uncertainty is not taken into account. The other implication is
that, applying their misspecification definition, the nominal model could possi-
bly be a complicated model difficult to implement, suppressing the preference in
practical use.
Schneider and Schweizer [65] relax the concerns aforementioned. The uncer-
tainty set in this framework is constructed without restricting whether the mod-
els are indistinguishable. In other words, it allows model misspecification uncer-
tainty; the nominal model can be statistically distinguishable from the true DGP.
This framework is more appropriate to consider the impact of model uncertainty
of simplemodels. This framework is closely related to the literature that sets up the
uncertainty set in terms of divergence between distribution measures [4, 5, 22].
Related literature in finance about the factors used in ATSMs is enormous. The
classical ones are one-factor models by Vasicek [69] and Cox et al. [12]. They
are applied broadly for the simplicity in practice, although they may not provide
good empirical fits. There are also well-known three-factor models [15, 52]. The
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factors proposed to use include principle components [9, 45], latent yield factors
and (unspanned) macroeconomic factors [14, 16, 19, 46, 54], etc. For illustrative
purpose, this paper will not take into account complicated factors, but only yields
with various maturities.
In literature, applyingSchneider andSchweizer [65]’s framework to studyATSMs
is limited. This paper contributes to develop the empirical method to evaluate the
impact of model uncertainty for ATSMs, and provide empirical analysis to under-
stand the fundamental impact of model uncertainty in this context.
The remainder of the paper is organized as follows. Section 2.2 provides the the-
oretical explanation and discussions of the empirical evaluation method. Section
2.3 presents the main empirical analysis and findings. The last section concludes.
2.2 SomeModel Uncertainty Evaluation Theory
In statistics, a model is typically defined as a probability distribution p of y ∈
Rs1×1, conditional on variables X ∈ Rs2×1, where p is characterized by the un-
known parameter vector φ, to be estimated by a finite sample. Let the true DGP
be given by p0. In practice, one selects a specific model, denoted by pNOM, to work
with.
How well pNOM is able to capture p0 can be described by a so-called confidence
setPC. Intuitively, the confidence setPC is a set of probability distributions around
p0 which we do not want to shrink further, because otherwise the probability of
leaving p0 outside PC is considered to be too high. Typically, PC is not exactly
equal to {p0}, but the models within are considered to be statistically indistin-
guishable from p0. Should sufficient data be provided and the model set-up be
correct, the confidence set would shrink to {p0}.
There are many ways to construct PC. Depending on the objects to tackle, the
following two are closely relevant to the subject addressed in this paper. The first
one is the standard approach based on the ordinary confidence set. Consider a set
ofmodelsPΦ such that for some φ0 ∈ Φwewould have pφ0 = p0, and a consistent
estimator φ̂ such that φ̂







N (0,Vφ0) as the sample size n → ∞. Then the confidence set is constructed
around pφ̂, given by PC =
{
pφ ∈ PΦ
∣∣ φ ∈ ΦC} where ΦC is a confidence set of
some level around φ̂.
The second approach is based on the idea of the model confidence set (MCS)
by Hansen et al. [42]. Generally, it starts from some set {pa| a ∈ A}, such that
(preferably) there exists an a0 ∈ A for which pa0 = p0. Then based on data
and using a sequential procedure, the models in A yielding empirical outcomes
sufficiently worse than the others are excluded, until achieving a subset A′ ⊂ A
so that no further exclusion can be motivated. The confidence set is then PC =
{pa| a ∈ A′}.
This paper distinguishes two cases concerning the relationship between pNOM
and PC. The first one is pNOM ∈ PC. If so, pNOM is a well-performing model in
terms of data-fitting for p0. A common instance is pNOM = pφ̂. The only reason
why pNOM diverges from p0 is due to insufficient data. This uncertainty is referred
to as parameter uncertainty. The second one is pNOM /∈ PC. A typical example is
pNOM /∈ PΦ or pNOM /∈ {pa| a ∈ A}. In this case, the model uncertainty of pNOM
does not merely come from a lack of data, i.e., parameter uncertainty. It includes
also another type of uncertainty that cannot be corrected only be increasing data
availability. This is called model misspecification uncertainty. In this case, this
type of uncertainty is imperative because of the non-negligible statistical distinc-
tion from p0. The model uncertainty I consider is composed of these two types.
When pNOM ∈ PC, it itself is deemed as an adequate estimator for p0 based on
the available data. The uncertainty set, denoted byPU, can be established likePC,
in particular, if pφ̂ = pNOM. This is in fact the uncertainty set byAnderson et al. [2],
addressed toHansen andSargent [36]’s framework. Within this set, themodels are
statistically indistinguishable, thoughmight be concretely different. Thesemodels
are considered equivalent in describing p0.
In financial practice, the assumption that pNOM /∈ PC is more realistic. Prac-
tically, it is very common to choose a simple pNOM to reduce the computational
burden, even if it does not performwell enough compared to othermodels. More-
over, the real financial environment might be dynamic, and change the PC. As a
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consequence, model misspecification uncertainty could becomemore significant.
Taking into account model uncertainty, it is important to construct an uncer-
tainty setPU for pNOM. PU collects all possiblemodels under some conditions. For
instance, it collects all themodels for which themodel uncertainty with respect to
pNOM is not greater than a certain amount. The impact of model uncertainty can
be quantified by the outcomes ruled by the models withinPU.
The remaining part of this section will first discuss the ATSMs estimation. It
is then followed by the tailored MCS procedure to obtain the model confidence
set asPC. The last part works on the formation of the uncertainty setPU, and dis-
cusses the evaluation of the impact of model uncertainty generally and specifically
for ATSMs.
2.2.1 The ATSMs Estimation
The classical ATSMs consider a bond yield y(τ)t with time-to-maturity τ, that is










Xt+1 = μ + ΨXt + vt+1, (2.2)
where Aτ , Bτ , μ and Ψ are parameters. The scalar u
(τ)
t and the vector vt+1 are nor-
mally distributed with mean 0, and variance Σu and Σv, respectively. The vari-
ances of Xt and y
(τ)
t are denoted by ΣX and Σy, respectively. In most research, the
arbitrage-free condition is also imposed, and the parameters of Aτ and Bτ are re-
cursively determined by a set of parameters including μ and Ψ.
The conventional estimation method is the maximum likelihood estimation,
which is difficult to implement. Adrian et al. [1] propose an approach based on
linear regressions: the 3-stepOLS approach. In this approach, no techniquemore
complicated than ordinary least squares (OLS) is needed. See the original paper
for the technical estimation details. They use this method to investigate bond risk
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premia by four- and five-factor specifications of principal components. They find
that this method outperforms Cochrane and Piazzesi [10]’s model in an out-of-
sample exercise.
The VAR(1) process of the factors Xt in (2.2) implies zero measurement er-
ror. This is a strong assumption, if the factors are individual bond yields instead of
principal components. In a data set, there typically exist correlations between indi-
vidual bond yields, possibly causing considerable measurement errors. Principal
components, on the contrary, would mitigate such worries. However, the appli-
cation of principal components requires a collection of vast bond yields, and ad-
ditional estimation. Moreover, the simple choices in practice are the main reason
to motivate this study of the impact of model uncertainty. Therefore, this paper is
inclined to maintain the simplest construction of models, and use only individual
bond yields rather than principal components as factors.
2.2.2 The Model Confidence Set
To specify the confidence set PC of the true DGP p0 from a large collection of
ATSMs, one approach is themodel confidence set procedure [42]. This procedure
chooses a set of indistinguishable best-performingmodel(s)M∗ froma collection
of potentially empirically relevantmodelsM0, at a specific confidence level α. It is
analogous to a conventional confidence interval. Instead of evaluating estimates,
MCS targets on a class of models. This selection procedure is limited to the in-
formation provided by the data. Sufficiently informative data will result in only
one best model left, while less informative data will correspond to more remain-
ing models as it is not powerful enough to distinguish them.
Specifically, the MCS procedure goes as follows. Under a chosen significance
level α, an equivalence test is implemented based on the values of a loss function
associated with themodels inMr ⊂ M0, whereMr is themodel set in the selec-
tion round rbefore thewhole procedure ends. The loss functionqualifies amodel’s
performance: the greater its value is, the worse the model explains the data. The
null hypothesis assumes that the expectations of all loss functions are equal. In
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other words, all models are statistically indistinguishable at the significance level
α. If the p-value associated with the test is smaller than α, the null hypothesis is re-
jected. Then the model with the largest loss function value, eMr , will be removed.
The set with the remaining models will tested for a new round. This procedure
continues until the null is no longer rejected.
The ATSMs given by (2.1) are linear models. Denote by y(τ) a vector contain-
ing a T-period univariate time series of the bond yield with time-to-maturity τ,
i.e., y(τ) =
(




. y(τ) is conditional on a set of factors collected in
the vector X. The specific factors used in model j with j = 1, · · · ,m0 is chosen
by SjX, where Sj is a model-specific selection matrix of 0s and 1s.2 Consider an
initial model setM0 consisting of a finite number of potentially empirically rele-
vant models. Represent these models by the probability distribution pZj,φj , where
Zj = {SjX, y(τ)} collects the observations of the factors X and the bond yield y(τ),
and φj = {Aτ,j,Bτ,j, Σu,j} collects the parameters characterizing model j.









= log p(y(τ)|SjX,φj), applying the log of the conditional dis-
tribution. The ATSMs considered in this paper are a family of one-dimensional
linear regression models with normal distribution. For simplicity, we use instead











































2SupposeX = [x1, x2, x3, x4]′ for instance. For amodel indexed j using only the factors x1 and
x3, the selected factors can be expressed by SjXwhere Sj =
[
1 0 0 0









givingMr = {eMr , · · · , eMm0}where r = 1, 2, · · · ,m0 − 1. The test procedure
starts fromM1 = M0.
The test in theMCSprocedureneeds resampling to construct the statistic. Since
both the bond yield to model y(τ) and the factors X are assumed to be strictly sta-
tionary stochastic processes, in order to capture the serial relation of these vari-
ables, the test is implemented by the moving-block bootstrap approach, following
Hansen et al. [42]’s argument. This approach retains the time serial correlation
because it draws resamples by a length of L successive periods from the original
sample. For testing implementation details, see the original paper.
The p-value of the setMr in the rth-round is denoted by pr-val. When pr-val >
α, the null hypothesis of model indifference is not rejected. The procedure stops,
andMr is taken as the MCSM∗1−α, orPC, at the confidence level 1 − α.
M∗1−α contains the indistinguishablemodel(s) superior to the eliminated ones.
With sufficiently powerful data, themore thepotentially empirically relevantmod-
els are included in the initial setM0, the more reliable the MCS describing p0 is.
The parameter α also affects the selection. The higher it is, the stricter the thresh-
old is, and the less likely the worst-performing model can survive. It also implies
that the practitioners are less tolerant towards parameter uncertainty.
2.2.3 The Uncertainty Set and Its Impact Evaluation
The choice of a simple nominal model for practical reasons may lead to a situation
where the nominalmodel is not in theMCS, i.e., pNOM /∈ PC. The impact ofmodel
uncertainty is evaluated by a misspecification interval, obtained from thePU con-
taining a certain amount of model uncertainty. In the following subsection, the
construction of PU will firstly be explained. Then I will show how PU is linked
to an uncertainty parameter, and how the uncertainty parameter determines the
misspecification interval. In the end, I will apply the theory to analyze ATSMs.
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The Construction ofPU
In Schneider and Schweizer [65]’s proposal, ideallyPU should contain all the best-
performing models in order to justify its inclusion of p0, and thus, an appropriate
amount of model uncertainty to consider. Hence, it requires that (1) PU ⊃ PC
(now theMCS) so that the uncertainty amount is constraint to be large enough to
account for all models inPC. (2)Moreover,PU should contain anymodel satisfy-
ing the the uncertainty amount constraint between pNOM andPC. In other words,
we do not need to consider the models with uncertainty amount larger than the
constraint.
A typical indicator to quantifymodel uncertainty is a divergenceD, whichmea-









∣∣∣∣pNOM)measures the amountofmodel uncertainty ofpNOM fromany
pa′ inPC, and κ∗ is the largest amount given by themodels inPC. Figure 2.2.1 illus-
trates the construction. One may consider pNOM an element in the model space.
In this model space, there are other probability models, e.g., marks like×. Given
available data, we could identify a PC containing models performing the best in-
distinguishably in the sense of statistics. It is MCS if applying the MCS selection
procedure. The set PC is considered to provide an approximation where the true
DGP is. The amount ofmodel uncertainty ought to be taken into account is deter-
mined by the largest divergence between pNOM andPC, denoted by κ∗. In the end,
one may think of PU as a sphere centering around pNOM with the radius κ∗, and
PC internally tangent to PU. The internal tangency corresponds to the first con-
dition, while the sphere with the radius κ∗ corresponds to the second condition.
The part withinPC reflects parameter uncertainty, while the part betweenPC and
pNOM corresponds to model misspecification uncertainty. The uncertainty setPU


















◦ : the true DGP.
κ∗ : the maximum
divergence fromMCS.






Figure 2.2.1: Diagram of the model uncertainty set
This paper uses one of the most common divergences, namely, the Kullback-
Leibler (KL) divergence. I continue to apply the selection matrix Sj to X for a
model j,3. Moreover, I simplify the notation y(τ) to be y in Section 2.2.3, because
the maturity τ is not relevant here. Generally, the nominal model conditional
on SNOMX is pNOM(y
∣∣SNOMX), and an alternative model j conditional on SjX is
pj(y
∣∣SjX). Assume that the deselected factors do not play a role, i.e. pNOM(y∣∣X) =
pNOM(y
∣∣SNOMX) and pj(y∣∣X) = pj(y∣∣SjX). Considering y is a vector, these models
are joint distributions of y(τ)t . Moreover, these models are assumed to be abso-
lutely continuous with respect to the Lebesgue measure. The KL divergence of
3When j refers to a nominal model, the subscript is NOM; when j refers to the model with
the maximum divergence in the MCS, it is marked by ∗. Unless specially specified, j in the sequel
indicates an alternative model inPU
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pNOM(y

























where m̃j := pj
(
y
∣∣X) /pNOM (y∣∣X) is a well-defined likelihood ratio, commonly
called Radon-Nikodym derivative (hereinafter, RN derivative).
TheKLdivergence in (2.6) implies the amount of information loss if pNOM(y
∣∣X)
is used to approximate pj(y
∣∣X), or the information gain if pj(y∣∣X) is used instead of
pNOM(y
∣∣X). In some contexts, the KL divergence is also called the relative entropy
of pj(y
∣∣X)with respect to pNOM(y∣∣X).
By the definition of m̃, an alternative conditional probability distribution can
be easily obtained from a nominal one by a change of measure pj(y
∣∣X) = m̃j ·
pNOM(y
∣∣X). The definition of (2.6) is based on this relation. Sometimes, this
change of measure is quite convenient in practice. For instance, the divergence
D in (2.6) with respect to pNOM
(
y
∣∣X) can be obtained with respect to pj (y∣∣X);
see the footnote 5.
Typically, we are interested in the quantity of an expectationEj [g(y)] for some
function gof y (e.g., the averageofbondyieldover time). It dependson themarginal
distribution, p(y), instead of the conditional distribution p(y|X).6 For this rea-
son, we look for the RN derivative with respect to p(y). Specifically in this paper,
g : RT → R, where T is the number of periods in y process. The aforementioned
4ENOM[·] is denoted as the expectation taken under the nominal probability measure.




∣∣X)∣∣∣∣∣∣pNOM(y∣∣X)] := ∫ ∫ log[ pj(y∣∣X)pNOM(y∣∣X)
]
pj(y
∣∣X)p (X) dxdy = Ej(log m̃j),
where Ej[·] denotes the expectation ruled by an alternative probability measure pj(y
∣∣X)p (X), or
more fundamentally, the conditional measure pj(y
∣∣X).




, whereEj [g (y|X)] is ruled by pj(y|X).
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change of measure is modified for using pj(y)7, i.e., pj(y) = mj · pNOM(y), and
thus the RN derivative is given by mj := pj(y)
/




















In the sequel, when calculating the KL divergence I can apply the definition in
(2.7) in terms of marginal distributions.
Denote by κ > 0 some given number. PU is composed of all models from
which the divergence is not larger than κ. Or, equivalently, it can be considered as
a setPκ of likelihood ratiosm for whichE (m logm) ≤ κ. To satisfy the condition
MCS ⊂ PU, the largest divergence from themodels inMCS is applied, denoted by
κ∗. TheMCSmodel corresponding to κ∗ is denoted by p∗ (y), whose factor choice











Taking into account the time series of bond yields y(τ), and the pertainingmod-
els aremultivariateGaussian distributedwithT-dimensioned, whereT is the num-









− T+ tr(Σ−1z Σ1) + (μ2 − μ1)
′ Σ−12 (μ2 − μ1)
]
, (2.9)
where μ1 ∈ RT×1 and μ2 ∈ RT×1 are the means of y(τ) under the probabilities
7By multiplying the denominator and the nominator of m̃ by p(X), one can observe that the




tween pj(y,X) and pNOM(y,X). So is it for the change ofmeasure. Then, integratingwith respect to
X the changeofmeasure between pj(y,X) and pNOM(y,X)provides the changeofmeasure between
the marginal distributions pj(y) and pNOM(y).
18
of pj(y) and pNOM(y) respectively, and Σ1 and Σ2 are the corresponding variances.
Typically, κ increases in the dimension T. The amount of model uncertainty κ∗ is
chosen to be the largest one from all κs between the nominal model and theMCS
models.
The Evaluation of the Impact of Model Uncertainty
One significant reason for using the KL divergence is because of its definition by
theRNderivative,while theRNderivative is thekey to changeameasurebypj(y) =
mj · pNOM(y). This helps in evaluatingEj [g(y)] under pNOM(y), i.e.,





Under certain mathematical conditions stated in Glasserman and Xu [27], the
quantity Ej [g(y)] is bounded by construction. In other words, from PU of κ∗,
there exist an upper bound and a lower bound of Ej [g(y)]. These bounds of the
expectation form the misspecification interval ofENOM [g(y)].
Suppose c is an indicator that equals1 for the upper bound, and−1 for the lower
bound. Following the proof inGlasserman andXu [27], the boundmodels subject
to the setPκ∗ in (2.8) are obtained by bounds ofENOM [m · g(y)],
sup
m∈Pκ
ENOM [cm · g(y)] . (2.11)
Proposition 3.1 (i) in Schneider and Schweizer [65] provides the solution for the
upper bound. The following proposition complements this proposition by includ-
ing also the lower bound solution.
Proposition 1. For a model of y given by pNOM(y), suppose there exists a θ > 0 such
that the expectation M(cθ) = ENOM {exp [cθ · g(y)]} < ∞, and that M(cθ) → ∞
for θ → θ where c = ±1, and θ = sup {θ : M(cθ) → ∞}. Then there exists a
θ > 0 such that the probability measure pθ,NOM(y), given by
pθ,NOM(y) =
exp [cθ · g(y)]
ENOM {exp [cθ · g(y)]}
pNOM(y), (2.12)
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attains Ecθ [g(y)] = ENOM [pθ,NOM(y)/pNOM(y) · g(y)] which is the upper bound for
c = 1, and the lower bound for c = −1. pθ,NOM(y) is a density functions of y under a
θ-associated model changed from the nominal model, respectively.












where θ is in fact a reciprocal of an Lagrangian multiplier that implies the degree
of influence of the restriction E (m logm) ≤ κ∗. The inner supm problem is the
Lagrangian dual function, solved by the optimal
m∗θ =
exp [cθ · g(y)]
ENOM {exp [cθ · g(y)]}
, for some θ > 0, (2.14)
provided that the expectation in the denominator is finite. This actually has the
form m∗θ ∝ exp [cθ · g(y)]. The bound probability is given by the transformation
withm∗θ , i.e., pθ,NOM(y) = m∗θ · pNOM (y). It turns out that the bound expectations
ENOM [m∗θ · g(y)] following (2.10) are associated with θ, denoted byEcθ [g(y)].
The outer infθ>0 problem in (2.13) looks for the θ that optimizes the bound ex-
pectations under the boundmodels. To solve for the optimal θ, one can substitute
(2.14) back into (2.7). The optimum θ∗ is obtained by calibrating θ according to
κθ = E (m∗θ logm∗θ) , (2.15)
such that κθ = κ∗. Recall the diagram in Figure 2.2.1. It shows that the bound
models are pertaining to the parameter θ which results in κθ = κ∗.
Because θ∗ implies the strength of the model uncertainty constraint, it is called
the uncertainty parameter. With the solution θ∗, both m∗θ∗ and Ecθ∗ [g(y)] can be
recovered for the amount of model uncertainty κ∗. In other words, the misspecifi-
cation interval, the impact of model uncertainty, is retrieved.
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Specific Empirical Application to ATSMs
The function g(y) is a function of choice by the investigator. Typically, for the
yields following an arbitrary distribution , one may choose to investigate the first
or second moment of the yields, or even higher moments. In this way, one could
capture more features of a distribution under model uncertainty. As we assume
normal distribution, what characterize the distribution are the first and second




t=1 yt, the yields averaged over time. By this function, one may think of y as
the bond yield for a specific period for T = 1, or an average over a long term for
T > 1. The former is useful to study the short term investment, while the latter
could be attractive for the longer term. When a stationary process is assumed for
y(τ)t , E (y) is the same for both T = 1 and T > 1. However, the impact of model
uncertainty is not necessarily the same. This will be discussed in Section 2.2.3.
Consider y = V′ywhereV = 1T ιwith ι ∈ R
T×1 a vector of ones. For a nominal
ATSM, y follows a jointmultivariate normal distributionwithmean μNOM ∈ RT×1





the changeofmeasurebym∗θ , y is alsonormallydistributed , i.e., y ∼ N
(
μy + cθΣyV, Σy
)
under pθ,NOM(y); see Appendix 2.A for the derivation details. Thus, the bound ex-
pectations of y can be expressed alternatively by



















Applying (2.9), the KL divergence between these two multivariate normal distri-
butions yields





θ∗ follows straightforwardly by the condition κθ∗ = κ∗, and determinesEcθ∗(y).
So far, with a determined κ∗, θ∗ can be obtained by either (2.15) or (2.18). The
former applies for general cases, regardless of the types of distributions, while the
latter is specific for two normal distributions with the same variance. The bounds
ofMI(y) for κ∗,Ecθ∗(y), can also be evaluated by either (2.10) or (2.16).
The Impact of Model Uncertainty and the Dynamic Process Lengths
In formula (2.9), the divergence κ∗ typically increases in T, the length of the pro-
cess. Moreover, given κθ = κ∗, κθ∗ also increases in T. From (2.18), this can
be easily verified that θ increases in κθ in case of two normal distributions with
the same variance. In other words, θ∗ increases in T. Eventually, the increased θ∗
affects the the upper and the lower bound expectations for ENOM(y). Appendix
2.B proves that the misspecification interval is monotonically widened in θ∗, for
θ∗ > 0. Together this leads to a general claim.
Claim 1. Suppose yt is a stationary process of length T, and the autocorrelation of yt is
positive. For a function g : RT → R of a multivariate variable y, the misspecification
interval forENOM[g(y)] becomes wider for longer periods T.
Theessential reasonbehind this relation is the higher dimensionof the joint dis-
tributionof y, associatedwithT. Themisspecification interval is affectedby the full
length of the process. The longer the process is, the stronger the impact is, and the
wider the misspecification interval is. In return, a wider misspecification interval
implies that the decision based on this impact is inclined to be more conservative.
The least conservative decision would be based on the impact for T = 1.
Moreover, the optimization problem in (2.11) implies that both ENOM(y) and
E∗(y) should liewithin themisspecification interval. Since thequantities ofENOM(y)
and E∗(y) are not related to T, but the impact of model uncertainty is, and in-
creases in T, one may set T = 1 for a primary investigation. If the inclusion situ-
ation is verified for T = 1, it will be satisfied for larger T. For this purpose, in the
empirical analysis I will focus on T = 1.
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2.3 Empirical Analysis
This section implements the empirical investigation on the impact ofmodel uncer-
tainty in the context of a class of ATSMs. Thedata are described first. It is followed
by the implementation of the MCS selection procedure to identify a set of indis-
tinguishably best-performing models. Then I will quantify the amount of model
uncertainty, and construct the uncertainty set, by taking the MCS as an approx-
imate location of the true DGP. Next, the uncertainty parameters and misspec-
ification intervals are obtained. In this empirical analysis, I compare the results
for several chosen nominal models to price bonds with some different time-to-
maturities. Furthermore, to illustrate the impact ofmodel uncertainty transmitted
and affected on other financial products, I investigate amax-10-year annuity, using
the modelled bond yields in discounting.
2.3.1 Data Description
The factors used in this paper are individual bond yields with different time-to-
maturities τ, given by the U.S. treasury securities which are available only for lim-
ited time-to-maturities. When the information forother time-to-maturities is needed,
a convenient way to get it is to apply the Nelson-Siegel-Svensson (NSS) approach
[67] to estimate it by the NSS parameters. Gürkaynak et al. [30] publish daily
their NSS parameters estimates for the U.S. treasury securities, starting from June
1961. The bond yields given by these parameters are continuously compounded
and effective annualized rates. In this paper, I will use these parameters inmonthly
frequency, from June 1961 to December 2016, to obtain the bond yields with any
needed time-to-maturities. For eachbond yield, I have 666observations. The time
range starts from the beginning period in the data to the recent date, including as
much information as possible for the purpose of reducing parameter uncertainty.
Table 2.C.1 reports the basic statistical descriptions of the NSS yield estimates
for the time-to-maturity of 10, 30, 40, 50, 60, 80, 90, and 110months. Thesematu-
rities are chosen ad hoc. Themeans of the bond yields suggests an increasing yield
curve from 5.14% to 6.27%. The bond yields with longer time-to-maturity fluctu-
23
ate less. Figure 2.C.1 depicts the dynamics of the estimatedbond yields. Generally,
they feature with an upward trend until the early 80’s, then the yields decreases to
the historical lows in the recent years.
2.3.2 The MCS Selection
The MCS selection starts with an initial collection of potentially empirically rel-
evant models. This initial collection could include any model a practitioner has
in mind. They can be different in terms of assumptions, estimations, structures,
variables, etc. This paper only considers models with a linear structure, different
only in terms of the factor choices. In general, the initial collection should include
as many types of models as possible, regardless of how many or which factors to
choose.8 I start from
M0 ={[1], [6], [9], [24], [60], [84], [120], [1, 6], [6, 9], [9, 12], [12, 36], [12, 60],
[36, 84], [60, 120], [1, 6, 9], [6, 9, 12], [12, 24, 60], [36, 60, 84], [12, 60, 120],
[1, 6, 9, 12], [6, 9, 12, 24], [24, 36, 60, 84], [6, 9, 12, 24, 36], [6, 24, 36, 60, 84],
[1, 6, 9, 12, 24], [6, 12, 24, 36, 60, 120], [9, 12, 36, 60, 84, 120],
[1, 6, 9, 12, 24, 36, 60], [12, 24, 36, 60, 84, 120], [6, 9, 12, 24, 36, 60, 84, 120]},
which is a set including 30 vector elements to represent the models for the MCS
selection. The factors of these models are the bond yields with the maturity of
months as indicated in the vectors. Themodels for theMSCselection include one-
factor to eight-factor models, and maturities 1-month to 120-month yield. These
models are used to price the bonds with the maturities 10-month, 30-month, 40-
month, 50-month, 60-month, 80-month, 90-month, and 110-month, the maturi-
ties chosen to report in Table 2.C.1. I set the significance level at α = 5%, which
is a commonly used one.
I apply the 3-step OLS approach by Adrian et al. [1] to estimate these models.
8This is learned fromsomeexperiments that I have implemented. These experiments try several
initial collections with a number of models using a variety of combinations of factors. Details of
these experiments are available on request.
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The eigenvalues of Ψ̂ for all the models are not larger than 1. In other words, the
factors are stationary processes, and thus so are the yield processes.
Figure 2.C.2 provides a general picture of the performance of themodels inM0
for the chosen maturities, as compared to the NSS yield estimates. In the picture,
the horizontal axis is the time line while the vertical axis is the bond yields in per-
centage. Each dashed line shows the estimates by each model, while the solid line
shows the NSS estimates. Generally speaking, the model using a single factor of
1-month yield behaves poorly the most. The longer the maturity is, the worse it
performs. The other models do not deviate from the NSS estimates as much as
the model with one factor of 1-month yield, and fit the NSS estimates much bet-
ter. But when pricing longer term bonds, their estimates are relatively more dis-
persed. Intuitively, this means that the MCS procedure could distinguish them
much easier, and result in less remaining models in the MCS.
The models in M0 are firstly ranked according to the values of the loss func-
tion in (2). The rankings are reported in Table 2.C.2a for each τ-month bonds.
In this table, the first column assigns index j to each model in M0. The second
column show the specific factors. For each τ-month-maturity, the models’ rank-
ings are reported in descending order, according to the values of the loss function.
Some presumptive nominal models could be chosen fromM0, as indicated by an
asterisk ”∗”. Their rankings for performance are marked as well.
The rankings show that the worst models mainly use one factor, and the best
ones use a number of factors. A model with factors of short rates perform poorly
for pricing a long term bond, and vice versa. For instance, the rankings confirm
that the model using a 1-month yield factor is the worst. Model 30 using 8 factors
from short rates to long rates performs the best, especially in pricing medium and
long bonds.
TheMCS elimination procedure is implemented by applying themoving block
bootstrap; see Goncalves and White [28]. The moving block bootstrap approach
is able to capture the possible serial dependence. Howwell it could work relies on
the chosen window length L. Too short a length might fail to consider the serial
dependence, while too long might reduce the randomness of resampling. I have
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carried out the experiments for the window lengths of L = 50, 100, and 200 peri-
ods. These lengths result in different sizes ofM∗95%, summarized in Table 2.C.2c.
Generally speaking, theM∗95% size significantly shrinks as L is widened until 100
periods. The comparison shows that L = 100 provides the smallestM∗95%, a sig-
nal that the data are used most informatively. Thus, L = 100 is chosen for further
analysis.
Table 2.C.2b reports the pr-val values for each round of test against the models
one by one from top to bottom. The remaining elements in theM∗95%, the MCS
with95% confidence level, aremarked inbold in the table aswell as inTable 2.C.2a.
The other elements are eliminated and no longer considered. The largest M∗95%
appears in pricing the 60-month bond, containing 15 models. SmallerM∗95% are
in pricing the 30-, and the 40-month bonds. For the maturities of 80 months and
90 months, the data is informative enough to identify a unique best-performing
model. When a model falls into the M∗95%, for instance, Model 25 in pricing 10-
month bond, it is regarded as statistically indistinguishable from the true DGP. In
otherwords, only parameter uncertainty exist between them. For theothers falling
outside of theM∗95%, there exist model misspecification uncertainty as well.
2.3.3 The Empirical Impact of Model Uncertainty
TheMCScollects the indistinguishable best-performingmodel(s), deemed to rep-
resent approximately the true DGP given a finite sample. When a nominal model
lies outside of the MCS, extra model misspecification uncertainty is introduced.
In order to capture the true DGP, the uncertainty setPU is determined by the KL
divergence taking into account theMCS.The impact of model uncertainty is eval-
uated withinPU, resulting in the misspecification interval of a nominal model.
The remainder of this section will firstly choose several nominal models to in-
vestigate. It is followed by discussing the simulationmethod used in evaluating the
impact of model uncertainty. Next, I determine κ∗ by the KL divergence formula
in (2.9). This allows me to obtain the uncertainty parameter θ∗ by either (2.15)
or (2.18). At last, with θ∗, I obtain the misspecification intervals for the chosen
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nominal models, and compare them.
The Chosen Nominal Models
Several nominal models are chosen to investigate for comparison. They are dif-
ferent from the factor choice XNOM. These models are the seven nominal models
indicated in Table 2.C.2a, namely,
NOM1 =[1]; NOM2 = [120]; NOM3 = [12, 36]; NOM4 = [12, 60];
NOM5 =[6, 9, 12]; NOM6 = [12, 60, 120]; NOM7 = [1, 6, 9, 12, 24].
NOM1 is a single-factor model using the 1-month short rate as the single factor.
It performs the worst across all maturities, shown in Table 2.C.2a. This single fac-
tor model can be seen as a representative of Vasicek [69]’s model, and it is used
widely in practice; see Brigo and Mercurio [6]. NOM2 uses a single-factor of the
long rate of the 120-month that performs better for longer maturities. NOM3 and
NOM4 are two-factor models with a common 12-month short rate, but with a dif-
ferentmedium rate (60-month v.s. 36-month). NOM5 andNOM6 are three-factor
models. NOM5 uses only short rates. NOM6 includes a short rate, a medium rate,
and a long rate, echoing the canonical Litterman and Scheinkman [52]’s three-
factor model. NOM7 is a five-factor model that has significant divergences from
theM∗95% for most of the maturities. In Table 2.C.2a,NOM7 in pricing 10-month
bond, andNOM4 andNOM6 in pricing 60-month bond are in the corresponding
M∗95%. This implies that they have only parameter uncertainty when pricing the
bonds with those maturities.
Simulation and the Determination of κ∗
I determine κ∗ is by the formula in (2.9), which depends on the means and vari-
ances of the bond yields. These bond yields are obtained by simulation. Specifi-
cally, an ATSM is characterized by Aτ , Bτ , σu, μ, Φ, and σv. As these characterizing
parameters are estimated respectively by the 3-OLS approach, I apply the Monte-
Carlo simulation approach for sampling the conditional bond yield y(τ). The initial
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value X0 is drawn from to the multivariate normal distribution with the historical
mean and variance of the factor vector. A simulation of an ATSM bond yield y(τ)
consists ofN paths of aT-period process. In this paper, I simulateN = 2, 000, 000
paths for each simulation, and T = 1 for the purpose discussed earlier in Section
2.2.3. The largest divergence between a nominal model and the MCS ones is con-
sidered as κ̂∗. To improve precision, I implementN0 = 150 times simulations to
estimate κ̂∗, and use the expectation given by these simulations.
Table 2.C.3 collects the expectations and standard deviations of the κ̂∗, reported
in basis points. The bold and underlined items signal the divergences significantly
different from 0, at 95% confidence interval. It can be seen that the misspecifica-
tion uncertainty quantified by κ̂∗ is remarkably the largest when usingNOM1 of a
single 1-month bond yield factor. Noticeable is NOM6, which is a three-factor
model using a short rate, a medium rate and a long rate. The misspecification
uncertainty is too little to be different from 0 across all maturities, meaning that
NOM6 performs almost indifferent from the MCS models. For other nominal
models, the misspecification uncertainty is significant when pricing bonds with
longer maturities. At last, if compared with Table 2.C.2a, one may find nominal
models falling outside of theMCSs could havedivergences indifferent from0. This
might results from the errors in moving block bootstrap, simulation, and estima-
tion, particularly when the differences between models are quite small.
By the simulation sample of a bond yield under a nominal model, we are also





Then, the y(τ) ruledbyanalternativemodelpθ,NOM(y) is y(τ) ∼ N
(
μ̂y + cθΣ̂yV, Σ̂y
)
.
The uncertainty parameter θ determined by (2.18) depend on Σy. Therefore, I re-
ported the estimates Σ̂y in Table 2.C.4. We can see that the Σ̂y forNOM1 are gen-
erally the smallest. Together with the largest κ̂∗, we expect that the corresponding
estimates of θ∗ would be much larger than those using other nominal models.
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The Misspecification Intervals
The bounds of a misspecification interval can be given by either (2.10) or (2.16).
These two approaches provide the same empirical results. Following (2.17), the
main part determining the width of misspecification interval θV′ΣyV requires θ,
besides Σy. The estimates θ̂
∗
corresponding to the κ̂∗ in Table 2.C.3 are reported
in the Panel A of Table 2.C.5. Considering that the divergence should be non-
negative, and the negative κ̂∗ in Table 2.C.3 are indifferent from 0, I replace these
negative items to be 0 when estimating θ∗, resulting in θ̂
∗
= 0 items in this sub-
table.
Table 2.C.3 also reports the upper and lower bounds of the misspecification in-
tervals in Panel D and Panel E, respectively. Panel B and Panel C are the the bond
yields estimated by the nominal models and theMCS ones, which are expected to
lie within the misspecification intervals. Figure 2.C.3 plots these intervals across
maturities, which form the bound yield curves. The yield curves of the nominal
models and the MCS models are plotted as well. One can see that the nominal
and the MCS yield curves are generally within the bound yield curves, satisfying
the inclusion situation for T = 1. When T > 1, the misspecification interval of
ENOM(ȳ)will be wider, and the inclusion would be more obvious.
The size of amisspecification interval reflects the impact ofmisspecification un-
certainty. I compare thewidthof one side of the interval, θV′ΣyV, to the bondyield
under pNOM(y), ENOM(ȳ). The ratio provides with the information how far the
true expectation could deviate fromENOM(ȳ) due tomisspecification uncertainty.
Panel F in Table 2.C.5 reports these ratios. It shows that the misspecification un-
certainty could cause a change up to 16.11% of ENOM(ȳ). For those whose mis-
specification uncertainty is significantly different from0, the lowest ratio is 0.66%.
These ratios would be higher when T > 1, suggesting non-negligible impact.
Next, I particularly address several nominalmodel cases. Thefirst one isNOM1.
Themisspecification interval gets narrower inmaturity. Theessential reason is that
the corresponding κ̂∗ is decreasing. Secondly, for NOM3, NOM5 and NOM7, the
misspecification intervals are substantially wider for pricing longer bonds. This
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is easy to understand, because these models use factors of short rates, and thus
the misspecification uncertainty is larger for longer maturities. Thirdly, NOM2,
NOM4, and NOM6 show little change because of limited misspecification uncer-
tainty. This means that the decisionmaker would suffer much less from themodel
uncertainty if using these models in practice.
Last but not least, although ENOM(ȳ) and E∗(ȳ) have to lie within the inter-
val, one is not necessary higher than the other. This is because E∗(ȳ) is given
by the model fitting the data the best, with no guarantee of a higher value than
ENOM(ȳ). This can be seen in Figure 2.C.3 when usingNOM1 to price longer ma-
turity bonds. Observing their values is helpful in understanding the conservative-
ness in decision-making. Use as an example the case ofNOM1 for a longmaturity.
A conservative decisionmakermay consider the lower bound as theworst case; for
instance, a lender would worry about low interest rate, and hence the lower bound
is theworst case for him to pay attention to. Hemay also consider the upper bound
as the worst case; for instance, a borrower worries about high interest rate. Then,
the decision made in the former situation could be less conservative than that in
the latter situation, because the E∗(ȳ) of the best-performing model is closer to
the lower bound.
2.3.4 Further Impact on An Annuity
ATSMs are an essential tool to determine the interest rates, and interest rates are
widelyused infinance. Therefore, the impact ofmodel uncertaintyonyields canbe
transmitted further to affect other financial products. As a simple application, an
annuity, using yields for discounting, is illustrated to demonstrate how the impact
of model uncertainty transmitted from the bond yields.
In the previous investigation, the yields are studied for eight maturities from 10
months to 110 months. The yields for other maturities are obtained by linear in-
terpolation or extrapolation. To avoid toomuch errors, I only consider an annuity
given for maximum 10 years (120 months).
The annuity pays a fixed amount of 1 Euro to the annuitant every year as long
30
as he is alive. In life insurance, the annuity is also affected by the survival rate.
Denote by τpx with τ = 0, · · · , 10 the probability of surviving τ year given age x.
The present value of the annuity for a person of age x is discounted by the expected
interest rate y(τ)t , given by
Ax =
∑10





The survival rate is calculated based on the published expected Dutch mortality
rates.9 The model uncertainty of these estimated mortality rates is neglected.
Worthy to note is that, this illustration does not look into the probability dis-
tribution of annuity affected by the bond yields, so as to investigate the impact
of model uncertainty. Although this may sound like a more reliable approach, it
could be more complicated. Secondly, because of the specific structure of the an-
nuity formula, investigating from the perspective of the annuity’s distributionmay
result in unbounded impact. The solution approach to this problem could be the
topic of future research. For these reasons, I only apply the resulting impact of
model uncertainty on bond yields, and study the transmitted impact of model un-
certainty from the bonds. As a consequence, the misspecification intervals of the
annuity are determinedby the bounds of themisspecification intervals of the bond
yields.
I investigate the annuity for the present age Age = [25, 45, 65, 85], for males
and for females. The results are reported in Table 2.C.6. In the table, the upper
and lower bounds of the misspecification intervals are reported as the differences
to the expected annuity under the nominal models, with the symbolsUB and LB.
Firstly, it can be seen from the table that, the largest misspecification interval is
when using NOM1, because of the most significant impact of model uncertainty
on bond yields. One side of the interval could be as large as 0.22 Euro cents. The
9The data are published in 2016, by the Royal Actuarial Society of the Netherlands (http:
//www.ag-ai.nl/). This information includes the mortality rate for a person from age 0 to
age 120, from the present year to the next 120 years. It reports the mortality rates for males and
for females, respectively. In this application, only the data of the next 10 successive years of the
investigated ages are taken.
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second largest interval is given by NOM5, whose overall intervals for bond yields
is also second largest to those ofNOM1. The model uncertainty usingNOM6 has
almost no impact on the annuity. Generally, if comparedwith themisspecification
intervals of the bond yields, those of the annuity are much small, resulting from
the discounting effect.
Secondly, it can also be observed that the misspecification interval shrinks in
age, because of the decreasing survival rate. Moreover, the annuity of male is typ-
ically lower than that of female, because of the lower survival rate of the male. For
the same reason, the intervals for female are slightly wider than those for male.
At last, these intervals of annuity are subjected to T = 1 bond yield processes,
and paying 1 euro per year. When assigning much larger values to these two con-
ditions, the impact of model uncertainty would become non-negligible.
2.4 Summary andConclusions
ATSMs play a significant role in explaining, analyzing and predicting bond yields
by a linear regression on factors. However, some simple factors preferred by prac-
titioners might inevitably result in significantly discrepant models from the true
DGP.Thediscrepancy is consideredas themodel uncertaintyof thenominalmodel
from the true DGP. This paper is an empirical study to evaluate the impact of
modeluncertaintyonbondspricedbyATSMs, employingSchneider andSchweizer
[65]’s approach. Results are compared between several nominal models different
in terms of factors choice. Furthermore, an annuity associated with bond yields is
studied to illustrate the impact ofmodel uncertainty transmitted from bond yields
modelling.
One finding in this paper is that, when a longer yield process is taken into ac-
count, the impact on the expected yield over time is stronger, resulting in a wider
misspecification interval andmore conservative attitude. This finding is supported
by empirical analysis and partly proved in theory. Moreover, the empirical inves-
tigation suggests a considerable impact of model uncertainty when using a single-
factor model of a 1-month short rate. Themagnitudemounts up to 32.22% of the
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nominal outcomes. Realizing this is important because such nominal models, es-
pecially this model, could be broadly used in industrial practice. The least impact
of model uncertainty appears when the factors in the nominal model include a
short rate, amedium rate, and a long rate. This is alignedwith the interpretation of
level, slope, and curvature in the canonical three-factor model that fits remarkably
well empirically.
This paper also makes a simple analysis of a max-10-year annuity to investi-
gate the impact of model uncertainty on bond yields transmitted to other finan-
cial products. Because the yields are used in discounting, the model uncertainty
affects an annuity much less significantly. Nevertheless, when applying to large in-
vestment projects and expected yields for longer term are considered, the impact
of model uncertainty will not be negligible.
In this paper, the investigation on model uncertainty is illustrated within a set-
ting as simple as possible. In essence, the estimation employs the 3-step OLS ap-
proach, and the factors in use are individual bond yields. This helps in understand-
ing the mechanism of the approach to evaluate model uncertainty, and the funda-
mental impact ofmodel uncertaintywhenusing certainnominalmodels. Basedon
this investigation, more sophisticated settings can be considered. For instance, fu-
ture studies can include factors of macro-economic indices, latent variables, prin-
cipal components, etc. They can also consider more advanced approaches, such
as investigating the bond yield dynamics and prediction, whether taking into ac-
count arbitrage-free restrictions, other likelihood-based estimations, etc. Further
topics can also be extended to financial theories to embedmodel uncertainty, and
to empirical financial studies such as asset-liability analysis built on ATSMs.
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Appendix 2.A TheDistribution of An AlternativeModel





























where V = 1T ι and ι ∈ R
T×1. By Proposition 1, the distribution of an alternative
model is given by pθ,NOM (y) = m∗θ · pNOM (y), where m∗θ =
exp(cθy)
E[exp(cθy)] , for c = 1



















































































































In other words, y ∼ N
(
μy + cθΣyV, Σy
)
, whose mean equals to the nominal
mean of y plus a constant vector cθΣyV, and variance remains the same.
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Appendix 2.B TheMisspecification Interval Increases in θ
The misspecification interval is the simple distance between the expectations of
the bound models of the uncertainty set for a nominal model, subject to the mis-
specification uncertainty amount κ.
Theorem 1. Assuming Gaussian distribution, the misspecification interval increases
in θ, because the first order condition equal to cVarcθ(y) is larger than 0 for c = 1 and
smaller 0 for c = −1, where Varcθ(y) is the variance of y under pθ,NOM(y).
Proof. TheboundsEcθ(y) canbeobtainedby (2.10)or (2.16). IfEcθ(y) = ENOM (m∗θ · y)






first derivative with respect of θ is
∂
∂θ
ENOM (m∗θ · y)
=c · ENOM [exp (cθy) y
2]ENOM [exp (cθy)]− E2NOM [exp (cθy) y]
E2NOM [exp (cθy)]
=c · ENOM [exp (cθy) y
2]
ENOM [exp (cθy)]




ENOM [exp (cθy) y]
ENOM [exp (cθy)]
}2
=c · Ecθ(y2)Ecθ (1)− c · [Ecθ(y)]2
=c · Ecθ(y2)− c · [Ecθ(y)]2
=c · Varcθ(y),
Since y has a non-zero variance Σy, Varcθ(y) is also larger than 0. Then, the result
of the first derivative suggests that Ecθ∗(y)monotonically increases in θ for c = 1
and decreases for c = −1. Hence, the misspecification interval increases in θ.






= μy + cθV
′ΣyV.
The monotonic increasing relation between the misspecification interval and θ is
trivial.
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Appendix 2.C Tables and Figures
Table 2.C.1: Data descriptions of the NSS estimates for the annualized bond
yields with selected time-to-maturities. The first column indicates the ma-
turities of τ months. The second and the third columns are the means and
standard deviations. The forth and fifth columns report the ranges of the NSS
estimates.
τ(month) mean(%) std(%) minimum(%) maximum(%)
10 5.14 3.30 0.09 15.84
30 5.51 3.16 0.27 15.28
40 5.65 3.08 0.38 15.06
50 5.77 3.01 0.51 14.86
60 5.88 2.95 0.64 14.69
80 6.07 2.83 0.94 14.44
90 6.14 2.79 1.09 14.34
110 6.27 2.71 1.39 14.20
Figure 2.C.1: NSS estimates of bond yields with maturities of 10, 30, 40, 50,
60, 80, 90, and 110 months, ranging from June 1961 to December 2016.
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Table 2.C.2: MCS selection of M0 at the significance level α = 5%. Table
2.C.2a shows the selection of the MCS, using a 100-period window length in
bootstrapping. Boldfaced models are included in the corresponding MCSs
M∗95%. Table 2.C.2b collects the pr-val values when testing in each round
against the corresponding model listed in Table 2.C.2a; the sizes of the MCSs
are summarized in the last row. Table 2.C.2c compares the MCS sizes ob-
tained using different window lengths of the moving block.
(a) The first column assigns index to the models in M0 listed in the second
column. In each remaining column are model indexes for pricing the bond
with τ-month time-to-maturity, ranked in descending order according to their
values of the loss function. In each of these columns, the model in the first
row performs the worst, while the one in the last row performs the best. The
asterisk ∗ indicates the possible nominal models.
j XNOM
τ-month
10 30 40 50 60 80 90 110
1 [1]∗(NOM1) 1* 1* 1* 1* 1* 1* 1* 1*
2 [6] 7* 7* 2 2 2 2 2 2
3 [9] 6 2 8 8 8 8 8 8
4 [24] 5 8 7* 3 3 3 3 3
5 [60] 14 6 3 7* 9 9 9 9
6 [84] 13 3 6 9 15 15 15 15
7 [120]∗(NOM2) 4 5 9 15 10 10 10 10
8 [1,6] 18 9 15 10 4 4 4 16*
9 [6,9] 2 15 10 4 16* 16* 16* 4
10 [9,12] 8 14 16* 16* 7* 20 20 20
11 [12, 36]∗(NOM3) 22 10 4 20 20 21 21 21
12 [12, 60]∗(NOM4) 3 16* 20 6 6 25* 25* 25*
13 [36,84] 12* 20 5 21 21 11* 11* 11*
14 [60,120] 19* 12* 14 25* 25* 7* 5 5
15 [1,6,9] 11* 4 12* 5 11* 5 7* 23






10 30 40 50 60 80 90 110
17 [12,24,60] 24 13 25* 12* 13 12* 12* 17
18 [36,60,84] 29 18 19* 14 14 17 17 6
19 [12, 60, 120]∗(NOM6) 10 11* 13 13 12* 6 6 7*
20 [1,6,9,12] 9 17 11* 19* 19* 14 14 13
21 [6,9,12,24] 16* 21 17 17 17 19* 28 28
22 [24,36,60,84] 30 25* 18 23 18 13 19* 18
23 [6,9,12,24,36] 15 22 22 18 22 28 13 14
24 [6,24,36,60,84] 27 27 23 22 29 18 18 19*
25 [1, 6, 9, 12, 24]∗(NOM7) 23 24 24 29 5 26 26 22
26 [6,12,24,36,60,120] 26 23 27 28 24 22 22 24
27 [9,12,36,60,84,120] 21 29 29 24 27 29 29 26
28 [1,6,9,12,24,36,60] 20 30 26 27 28 24 24 29
29 [12,24,36,60,84,120] 25* 26 28 26 26 27 27 27
30 [6,9,12,24,36,60,84,120] 28 28 30 30 30 30 30 30
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(b) pr-val values for the moving block window length of 100 periods
Test τ-month
Round 10 30 40 50 60 80 90 110
1 0.04% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
2 0.05% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
3 0.06% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
4 0.07% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
5 0.09% 0.00% 0.00% 0.00% 0.02% 0.00% 0.00% 0.00%
6 0.16% 0.00% 0.00% 0.00% 0.02% 0.00% 0.00% 0.00%
7 0.16% 0.00% 0.00% 0.00% 0.08% 0.00% 0.00% 0.00%
8 0.23% 0.00% 0.00% 0.00% 0.08% 0.00% 0.00% 0.00%
9 0.24% 0.00% 0.00% 0.00% 0.08% 0.00% 0.00% 0.00%
10 0.26% 0.00% 0.00% 0.00% 0.10% 0.00% 0.00% 0.00%
11 0.32% 0.00% 0.00% 0.00% 0.14% 0.00% 0.00% 0.00%
12 0.45% 0.00% 0.00% 0.00% 1.56% 0.00% 0.00% 0.00%
13 0.47% 0.00% 0.00% 0.00% 2.20% 0.00% 0.00% 0.00%
14 0.55% 0.00% 0.00% 0.00% 2.29% 0.00% 0.00% 0.00%
15 0.60% 0.00% 0.00% 0.00% 3.25% 0.00% 0.00% 0.00%
16 0.95% 0.00% 0.00% 0.00% 32.11% 0.00% 0.00% 0.00%
17 0.94% 0.00% 0.00% 0.00% 36.73% 0.00% 0.00% 0.00%
18 1.23% 0.00% 0.00% 0.00% 66.64% 0.00% 0.00% 0.00%





Round 10 30 40 50 60 80 90 110
20 1.64% 1.02% 0.00% 0.00% 86.12% 0.00% 0.00% 0.00%
21 2.41% 1.05% 0.00% 0.00% 90.50% 0.02% 0.00% 0.00%
22 2.35% 1.13% 0.10% 0.00% 93.93% 0.02% 0.00% 0.00%
23 0.00% 8.42% 13.68% 0.01% 97.87% 0.02% 0.01% 0.00%
24 0.00% 31.39% 27.82% 0.97% 98.00% 0.42% 0.29% 0.01%
25 0.00% 29.61% 66.77% 12.56% 99.57% 0.56% 0.04% 0.01%
26 0.00% 29.67% 75.43% 12.61% 18.41% 0.62% 0.36% 0.01%
27 0.00% 33.48% 63.46% 13.40% 19.18% 0.49% 0.59% 0.40%
28 10.63% 63.96% 75.57% 22.28% 22.19% 2.00% 1.01% 2.61%
29 18.73% 50.35% 81.63% 1.53% 30.80% 2.41% 3.33% 8.22%
30 100.00%100.00%100.00%100.00%100.00%100.00%100.00%100.00%
M∗95% size 3 8 8 6 15 1 1 2
(c) Comparison of the MCS sizes for different moving block window lengths
L (Length)
τ-month
10 30 40 50 60 80 90 110
50-period 3 8 8 6 15 1 2 3
100-period 3 8 8 6 15 1 1 2
200-period 3 8 8 6 18 1 1 1
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Table 2.C.3: The divergence κ̂∗ calculated with the simulation size of N =
2, 000, 000 and T = 1. The expectations and their standard deviations are
based on N0 = 150 times simulations. The bold and underlined items are
significantly different from 0, at 95% confidence level. The results are reported
in basis points in the tables.
j XNOM
τ-month
10 30 40 50 60 80 90 110
Panel A: E (κ∗)(×10−4; in basis points)
1 NOM1 468.87 628.74 428.83 291.45 200.08 106.22 79.81 46.33
7 NOM2 0.36 0.04 0.81 0.99 1.43 1.20 2.64 2.21
11 NOM3 0.72 0.72 0.52 0.45 0.79 6.18 13.74 40.70
12 NOM4 1.16 1.42 0.06 0.16 0.20 0.32 0.03 3.20
16 NOM5 0.32 0.32 2.12 8.52 21.28 80.52 127.84 248.79
19 NOM6 0.40 0.55 0.00 0.15 0.14 0.65 0.15 0.00
25 NOM7 0.37 0.55 0.22 0.60 2.24 14.43 28.58 73.11
Panel B: The standard deviations of E (κ∗) (×10−4; in basis points)
1 NOM1 0.49 0.59 0.55 0.52 0.52 0.51 0.54 0.51
7 NOM2 0.49 0.45 0.44 0.43 0.44 0.46 0.46 0.47
11 NOM3 0.41 0.42 0.45 0.40 0.47 0.48 0.45 0.52
12 NOM4 0.49 0.47 0.50 0.44 0.41 0.49 0.43 0.48
16 NOM5 0.45 0.47 0.46 0.45 0.46 0.45 0.46 0.52
19 NOM6 0.45 0.48 0.45 0.49 0.46 0.47 0.48 0.52
25 NOM7 0.47 0.46 0.46 0.46 0.45 0.47 0.45 0.48
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10 30 40 50 60 80 90 110
Panel A: Expected sample variances Σ̂y (×10−4; in basis points)
1 NOM1 7.30 6.28 6.46 6.57 6.63 6.62 6.56 6.49
7 NOM2 10.91 10.10 9.68 9.29 8.90 8.25 7.98 7.52
11 NOM3 10.80 9.98 9.51 9.05 8.56 7.66 7.22 6.49
12 NOM4 10.82 9.95 9.55 9.13 8.74 8.03 7.68 7.12
16 NOM5 10.95 9.89 9.23 8.57 7.90 6.75 6.25 5.46
19 NOM6 10.88 9.93 9.49 9.04 8.64 8.02 7.76 7.34
25 NOM7 10.91 9.99 9.48 8.95 8.44 7.44 7.01 6.22
Panel B: Standard deviations of expected sample variances Σ̂y (×10−8)
1 NOM1 0.72 0.53 0.56 0.58 0.59 0.59 0.58 0.56
7 NOM2 1.60 1.37 1.26 1.16 1.06 0.92 0.85 0.76
11 NOM3 1.57 1.34 1.21 1.10 0.98 0.78 0.70 0.57
12 NOM4 1.57 1.33 1.22 1.12 1.03 0.86 0.79 0.68
16 NOM5 1.60 1.31 1.14 0.98 0.84 0.61 0.53 0.40
19 NOM6 1.58 1.33 1.21 1.10 1.00 0.86 0.81 0.72
25 NOM7 1.60 1.34 1.20 1.07 0.95 0.75 0.66 0.52
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Table 2.C.5: The Impact of Model Uncertainty. The bold and underlined
items correspond to those in Panel A, Table 2.C.3.
j XNOM
τ-month
10 30 40 50 60 80 90 110
Panel A: The estimated θ∗
1 NOM1 11.33 14.15 11.53 9.42 7.77 5.67 4.92 3.78
7 NOM2 0.26 0.00 0.41 0.46 0.57 0.54 0.81 0.77
11 NOM3 0.37 0.00 0.00 0.32 0.43 1.27 1.95 3.54
12 NOM4 0.46 0.00 0.11 0.19 0.00 0.00 0.09 0.95
16 NOM5 0.24 0.00 0.68 1.41 2.32 4.89 6.39 9.55
19 NOM6 0.27 0.00 0.01 0.00 0.18 0.00 0.20 0.00
25 NOM7 0.26 0.00 0.00 0.37 0.73 1.97 2.86 4.84
Panel B: The expected yields of the pNOM(y), ENOM(ȳ)
1 NOM1 5.14% 5.54% 5.70% 5.83% 5.95% 6.14% 6.22% 6.36%
7 NOM2 5.16% 5.53% 5.66% 5.78% 5.88% 6.05% 6.12% 6.23%
11 NOM3 5.15% 5.52% 5.66% 5.78% 5.88% 6.06% 6.13% 6.26%
12 NOM4 5.15% 5.52% 5.66% 5.78% 5.90% 6.08% 6.15% 6.27%
16 NOM5 5.14% 5.51% 5.64% 5.77% 5.87% 6.04% 6.12% 6.24%
19 NOM6 5.14% 5.52% 5.66% 5.78% 5.89% 6.07% 6.15% 6.28%
25 NOM7 5.14% 5.51% 5.65% 5.77% 5.88% 6.06% 6.13% 6.26%
Panel C: The expected yields of the p∗(y), E∗(ȳ)




10 30 40 50 60 80 90 110
Panel D: The expected yields of the upper bound models, Eθ(ȳ)
1 NOM1 5.96% 6.44% 6.44% 6.45% 6.46% 6.52% 6.55% 6.60%
7 NOM2 5.19% 5.53% 5.70% 5.82% 5.93% 6.09% 6.18% 6.29%
11 NOM3 5.19% 5.52% 5.66% 5.81% 5.92% 6.16% 6.28% 6.49%
12 NOM4 5.20% 5.52% 5.67% 5.80% 5.89% 6.07% 6.16% 6.34%
16 NOM5 5.17% 5.51% 5.71% 5.89% 6.05% 6.38% 6.52% 6.77%
19 NOM6 5.17% 5.52% 5.66% 5.78% 5.90% 6.07% 6.16% 6.28%
25 NOM7 5.17% 5.51% 5.65% 5.80% 5.94% 6.20% 6.33% 6.56%
Panel E: The expected yields of the lower bound model, E−θ(ȳ)
1 NOM1 4.31% 4.66% 4.95% 5.21% 5.43% 5.77% 5.90% 6.11%
7 NOM2 5.14% 5.53% 5.62% 5.74% 5.83% 6.00% 6.05% 6.17%
11 NOM3 5.11% 5.52% 5.66% 5.75% 5.85% 5.96% 5.99% 6.03%
12 NOM4 5.10% 5.52% 5.65% 5.77% 5.89% 6.07% 6.14% 6.21%
16 NOM5 5.11% 5.51% 5.58% 5.64% 5.69% 5.72% 5.72% 5.72%
19 NOM6 5.11% 5.52% 5.66% 5.78% 5.87% 6.07% 6.13% 6.28%
25 NOM7 5.11% 5.51% 5.65% 5.74% 5.82% 5.91% 5.93% 5.95%
Panel F: The ratio θV
′ΣyV
ENOM (̄y)
1 NOM1 16.11% 16.02% 13.06% 10.62% 8.66% 6.10% 5.21% 3.85%
7 NOM2 0.54% 0.00% 0.70% 0.74% 0.86% 0.74% 1.06% 0.93%
11 NOM3 0.77% 0.00% 0.00% 0.49% 0.62% 1.60% 2.30% 3.67%
12 NOM4 0.97% 0.00% 0.19% 0.29% 0.00% 0.00% 0.12% 1.07%
16 NOM5 0.51% 0.00% 1.11% 2.10% 3.12% 5.45% 6.54% 8.35%
19 NOM6 0.58% 0.00% 0.01% 0.00% 0.26% 0.00% 0.25% 0.00%

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Evaluating the Impacts of Bond Pricing
Misspecification on Forecasted Funding
Ratio
3.1 Introduction
This paper empirically investigates the impact ofmisspecification uncertainty on a
defined benefit pension funding ratio forecasted 10 years ahead from 2016, using
a prediction interval incorporating model misspecification uncertainty.
Typically, a pension fund in the second pillar, supported by both employers and
employees, can be classified into three types: a defined contribution type which
requires a defined amount of contribution before retirement without promising a
defined amount to pay after retirement; a defined benefit type which promises to
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pay a defined pension every period after retirement with the contribution before
retirement specified in an actuarially fair way; and a hybrid type which combines
the above two types. This paper looks into the defined benefit type. We consider a
set-up inwhich the defined pensions to be paid form the liabilities of the fund, and
the initial assets are set such that their value is equal to the actuarially fair value of
the initial liabilities. It is of crucial importance for thepension fundmanagement to
monitor closely the funding ratio, i.e., the ratio of assets over liabilities. It helps to
perceive the changesof this ratio in the future, so as to adjust policies for preventing
the impact from unfavorable outcomes.
Before the financial crisis in 2008, the Dutch pension funding ratio was about
1.40 on average.1 This average dropped at the crisis, and has been fluctuating be-
tween 0.90 and 1.10 since then. The average funding ratio in the third quarter of
2016 is right about 1.00, and in the fourth quarter it is slightly higher. In other
words, the pension funding ratio has not yet returned to pre-crisis levels.
A balanced funding ratio shall be maintained being at least one, but preferably
more. In otherwords, assets should at least redeem liabilities. Along the time hori-
zon, the investment return rate affects the assets, and the discount rate is used to
value the liabilities. If these two rates are balanced, there is little worry about the
funding ratio. Ideally, this could be realized by investing in only fixed-income se-
curities (e.g., bonds) with duration matching the liabilities. In this case, the bond
yields on the asset side correspond to the discount effects on the liability side. Be-
cause the same rates are used on both sides, the assets and the liabilities are bal-
anced, and the funding ratio remains constant in real terms. However, most pen-
sion funds have the ambition to offset the potential loss caused by inflation. To
achieve this goal, the fund might want to include stocks as a part of the asset port-
folio in order to improve the investment return. As a consequence, the asset side is
affected by both bond yields and stock returns. While the liability side is affected
only by bond yields, the balance between assets and liabilities is no longer guar-
anteed. In such a case, in order to forecast the funding ratio, we do need to model
stock returns and bond yields.
1Source: the Dutch central bank, DNB.
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The needs to model stocks and bonds and make forecast raise worries about
model uncertainty. We classify model uncertainty into two types. One is parame-
ter uncertainty, and the other is misspecification uncertainty. The former type can
be eliminated by increasing the data sample size, if the nominal model would be
correctly specified. The estimated parameters are usually evaluated by a classical
confidence interval. And a typical prediction interval for the funding ratio forecast
can be constructed to indicate where the true outcome is expected to fall with a
given significance level. The latter type, however, results frommodel misspecifica-
tion. It refers to the situation when the nominal model is essentially misspecified
from the true data generating process (DGP).2 In this situation, simply increasing
the sample size cannot eliminate the estimation discrepancy between the nomi-
nal model and the true DGP. Put differently, when a nominal model is statistically
indistinguishable from the true DGP, only parameter uncertainty exists given a fi-
nite sample. But if the nominal model is too far from the true DGP, reasonably
misspecification uncertainty appears as well, and considering only parameter un-
certainty is no longer sufficient. A good forecast is expected to take into account
both types of model uncertainty.
In this paper, we choose to ignore parameter uncertainty, because parameter
uncertainty can be eliminated eventually by enlarging the sample size. In the big
data era, taking into accountmodelmisspecification becomes comparativelymore
imperative, because the impact of parameter uncertainty could be mitigated with
moredata information,whilemodelmisspecificationuncertainty couldnot. More-
over, inpractice, simpler andeasier-to-implementmodels arepreferred, even though
they might fit the data poorly. This implies that misspecification uncertainty is in-
evitable in many circumstances. And this is what concerns us the most.3
To sum up, when modelling the returns of stocks and bonds, the model un-
2In terms of sample, one could consider situation that the nominal model is statistically distin-
guishable from a pseudo true DGP. “Statistically distinguishable” is the opposite of “statistically
indistinguishable” which is used to describe models performing equivalently well based on some
statistical criteria, e.g., a test constructed on their log-likelihood functions for a finite sample.
3In small samples, parameter uncertaintymightplay a role. In sucha case, it canbe incorporated
straightforwardly, although finding the (approximate) sampling distribution might be somehow
complicated.
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certainty inevitably affects the assets, the liabilities, and the funding ratio. To deal
with this issue, we incorporatesmodel uncertainty in forecasting the funding ratio.
In particular, we focus on the impact of misspecification uncertainty on forecast-
ing bonds, because bonds are the fundamental ingredients affecting both the assets
and liabilities, and eventually the funding ratio. The impact of model uncertainty
on the funding ratio is considered as transmitted from that on bonds only. We do
not consider themodel uncertainty of any other elements that could bemodelled,
such as change in population, survival probabilities, stock returns, etc.
The key to construct a prediction interval incorporatingmisspecification uncer-
tainty is amisspecification interval. Theunderlying ideaof amisspecification inter-
val is that the expectation, or the forecast, might be derived from models alterna-
tive to the nominal one, and it indicates the range of such alternative expectations.
In practice, the size of the misspecification interval depends on the discrepancy
between the nominal model and the so-call pseudo true DGP, a selected model
performing the best empirically. If the nominal model would be far from the true
one, the expectation range would be large. Therefore, incorporating a misspecifi-
cation interval to form a prediction interval makes it more powerful to tell where
the true outcome might fall.
In this paper, we consider a class of affine term structure models (ATSMs) to
price bonds. This includes three categories: the canonical three-factor model pro-
posedbyLittermanandScheinkman[52],without explicitly imposing the arbitrage-
free condition and modelling the evolution of the factors (e.g., VAR(1)); the dy-
namic Nelson-Siegel model (DNS) by Diebold et al. [16], with the modelling of
the factors but not the arbitrage-free condition; and the 3-step OLS model by
Adrian et al. [1], with both the arbitrage-free condition and modelling the evolu-
tion of the factors. For each category, we postulate some specific models different
in terms of estimation approaches and factors. We take the canonical three-factor
model as the benchmark nominal model, because it is simple, popular in practice,
and is believed to fit the empirical data fairly well. Moreover, the simple struc-
ture also implies strong impact of model uncertainty. This could provide us with
a clearer effect to analyze the impact.
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The research is carried out based on monthly data of the recent 10 years, i.e.,
from Jan 2007 to Dec 2016. Using the historical data, all postulated models are
estimated, and used to select the pseudo true DGPs. We assume that the pseudo
true DGPs remain unchanged in the 10 years ahead forecast. We forecast by sim-
ulations using Monte-Carlo approach with the Kalman filter.
We set up the evolutionof assets and liabilities, for the future 10 years from2017
to 2026 and the cohort that is 65 years old in 2017 that no longer contributes and
has just received its first pension payments. The liabilities are considered up to 30
years from 2017 for the surviving individuals. The survival probabilities estimates
are given by the Dutch Royal Actuarial Society, and assumed unaffected bymodel
uncertainty or future changes. Moreover, we impose indexation for inflation: the
annual pensions increase yearly by the (assumed to be) constant inflation rate. The
value of the initial assets is set equal to the value of the initial liabilities. The assets
consist of both stocks and bonds with weights 45% and 55%, respectively. The
invested bonds are zero-coupon bonds with 10-year maturity. A buy and sell op-
eration is implemented every period to maintain the 10-year duration. For every
period after paying the due pensions, all assets are reinvested. The future stock re-
turns are simulated withmean and variance based on the historical data, while the
bond yields are simulated by models. We assume no correlation between bonds
and stocks. Additionally, we apply the lower bound restriction on bond yields to
be−2%; any bond yield lower than−2% are set to−2%.4 The funding ratio for
each period is formed by the corresponding assets and liabilities.
We need the bond yields with maturities up to 30 years for discounting the lia-
bilities, because the pensions are to be paid for 30 years from 2016. We specifically
model the bonds with the maturities of 1-year, 5-year, 9-year, 10-year, 15-year, 19-
year, 20-year, 25-year and 30-year. The bond yields with other maturities can be
recovered by interpolating the yield curve formed by the modelled bond yields.
Themain contribution of this paper is applying a prediction interval incorporat-
ing misspecification uncertainty to analyze the forecasts of the funding ratio. We
4The−2% lower bound restriction on bond yields corresponds to the nowadays’ negative in-
terest rate that is not lower than−2%.
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find that this prediction interval is gradually enlarged over the forecast horizon and
significantly so, as compared to the prediction interval for the nominal model. In
2026, the forecast of the funding ratio derived from the nominal model is 0.95;
its 95% prediction interval predicts that the ratio could fall between 0.66 to 1.36.
Yet, the onewithmisspecification uncertainty shows that it could be between 0.48
and 1.88. The difference between the two types of intervals is considerable and
hard to ignore. In such a case, policy makers, such as pension fund investors and
regulators, face a much larger decision interval, which suggests more caution and
preparations because the funding ratio would fluctuate in a wides range.
In the sensitivity analysis, we choose another nominal model for comparison,
namely, the DNS model with yield-only factors estimated by a 2-step approach.
Thismodel showsnarrower intervals due to abetter forecastwith the extra assump-
tion on the factors. The forecast by the nominal model is raised to 1.07, meaning
that the balance is marginally maintained. The corresponding prediction interval
is between 0.85 and 1.33, while the one with misspecification uncertainty is 0.81
and 1.38. The misspecification interval is substantially lessened.
Moreover, we also consider the effect of the duration of the bond portfolio. By
including 1-year bonds, we reduce the duration to about 5-year, and by including
20-year bond, we increase the duration to about 15-year. In both cases, the differ-
ences between intervals without and with misspecification uncertainty are wider,
as compared to the case with 10-year duration. But they are not as significant as in
case of changing the benchmark nominal model to the alternative one.
The early works onmodel uncertainty is reviewed in the bookHansen and Sar-
gent [36]. They combine the ambiguity aversion concept and themax-min prefer-
ences indecision theory, and robust control theory in engineering, to studymacroe-
conomics andfinance. Decisions aremade tomaximize theworst caseof certain al-
ternativemodels. Themost important approach in their framework is to construct
the uncertainty set by the so-called detection error probability approach [2]. This
approach, however, by construction only includes statistically indistinguishable
models. From our point of view, it addresses only parameter uncertainty, which
is not sufficient to explain all uncertainties when there exists a significant discrep-
55
ancy between the nominal model and the pseudo true one.
The approach in our paper is closely related to the proposal in Schneider and
Schweizer [65]. The only difference lies in the determination of the amount of
model uncertainty. They apply the model confidence set (MCS) procedure [42]
to a set including a number of models, and select a subset containing indistin-
guishable models that fit empirically the best. The amount of model uncertainty
is given by the largest divergence from the MCS. We, instead, measure the diver-
gence straightforwardly from the best-performing one judged by a loss function.
We regard this as sufficient to approximate the pseudo true DGP.
This paper is also related to Glasserman and Xu [27], who provide an explicit
routine to construct the upper and lower bound models. They apply their ap-
proach to risk management, and focus on the worst case as most studies do, while
our paper takes into account both the worst and the best cases to form an interval
with misspecification uncertainty. This paper contributes to the limited literature
on applying such an interval.
This paper is an extension of Li [51], in which misspecification interval is ap-
plied to analyzeATMSempirically. There are a fewextensions in this paper. Firstly,
the interval under consideration is a prediction interval incorporating model un-
certainty, rather than a simplemisspecification interval. Secondly, this paper takes
into account more types of ATSMs and factors, while in Li [51] only yield-only
factor models are considered. Thirdly, this paper considers a more complicated
process that the impact of model uncertainty transmits, rather than only a simple-
10-year annuity as an example. The transmitted impact of model uncertainty on
funding ratio is of practical meanings and policy implications for pension fund
management.
In terms of the pension topic, Iyengar and Ma [44] propose a robust optimiza-
tion approach for pension fund management. Unlike our paper, it looks into the
problemof pension contributionof firms, and focusesmoreon the engineering ap-
proach to develop. Other pension-related papers considering model uncertainty
include Pelsser [62] and Shen et al. [66], who focus on asset pricing and hedging
in an incomplete market setting, respectively. Our paper pays attention to the ap-
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plication of a prediction interval with misspecification uncertainty, and analyzes
the dynamic change for the future funding ratio.
In the following, we first discuss in Section 3.2 themodel uncertainty in theory,
the construction of a prediction interval with misspecification uncertainty. Sec-
tion 3.3 elaborates on the evolutions of assets and liabilities. Section 3.4 presents
the types of ATSMs taken into account, the simulation methods to forecast, and
the loss function constructed for the pseudo true DGP selection. Section 3.5 con-
tains the empirical analysis. In this section,wechoose abenchmarknominalmodel
and the pseudo true DGPs to construct the prediction intervals. We first analyze
the bond yields, followed by an analysis of the assets, the liabilities, and the fund-
ing ratios. A sensitivity analysis is carried out for an alternative nominalmodel and
different bond durations. Section 3.6 concludes.
3.2 TheConstructionofPredictionIntervalwithMisspec-
ificationUncertainty
Aprediction intervalwithmisspecificationuncertaintydescribes the range inwhich
the true outcome might fall, with high confidence. It includes the possibility that
a nominal model might bemisspecified, and the outcomemight be obtained from
an alternativemodel. This section discusses our construction of this prediction in-
terval. We firstly describe the framework to evaluate model uncertainty, and then
form such a prediction interval in terms of bond yields. We extend this construc-
tion to form the prediction intervals with misspecification uncertainty, for the as-
sets, the liabilities, and the funding ratio.
3.2.1 Model Uncertainty Evaluation Framework
An important step in evaluatingmodel uncertainty is todecide a reasonable amount
of model uncertainty, an amount that is sufficient to measure the discrepancy be-
tween the nominal model and the true DGP.
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Anderson et al. [2] propose to use the detection error probability approach.
This approach uses empirical data to quantify the amount of model uncertainty
and to form an uncertainty set, assuming that the nominal model is statistically
indistinguishable from the true DGP. This assumption restricts the uncertainty
set such that it accounts for parameter uncertainty only, which can be eliminated
when a sufficiently large sample is available. It neglects misspecification uncer-
tainty that cannot be eliminated only by increasing the sample size.
Relaxing the above assumption, Schneider and Schweizer [65] propose to iden-
tify pseudo trueDGP(s)first froma set of plausiblemodels, so thatwehave abetter
idea about the reasonable amount ofmodel uncertainty. This amount ofmodel un-
certainty can be measured by the Kullback-Leibler (KL) divergence between the
nominalmodel and thepseudo trueDGP(s), quantifying thediscrepancybetween
them.
Given the information provided by the data, they use the model confidence set
(MCS) selection procedure [42] to identify a set of best-performing and statis-
tically indistinguishable models from a large collection of plausible models. The
MCS is regarded to represent the true DGP. Specifically, the procedure ranks the
plausible models in the large set by their performances according to a loss func-
tion. The one with the largest value is considered to be the worst-performing one.
Each round in the procedure tests whether it is indistinguishable from the rest, at
a specified significance level. If not, it will be removed, and the procedure will be
imposed on the set of the remaining models. This is repeated until no further ex-
clusion is needed. When only onemodel remains, it means that the information is
sufficient to distinguish a unique best performingmodel, and this model is simply
the one with the smallest value of the loss function. When there is more than one
remaining model, the amount of model uncertainty is determined by the largest
divergence from the corresponding model in the set.
The MCS ensures the greatest possibility to capture the true DGP because all
indistinguishable models are included. In our paper, we ignore the consideration
of this greatest possibility, and assume that the information given by the available
data is sufficient to rule out allmodels but theonewith the least loss function value.
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The amount of model uncertainty is then measured from this unique model. This
model is called the pseudo true DGP.
To sumup, we first form an uncertainty set with theKLdivergence representing
a proper uncertainty amount between the nominal model and the true DGP. This
requires a selection from a large set of plausible models, by ranking them accord-
ing to a loss function that evaluates their performances. A pseudo trueDGPwhose
loss function value is the least is chosen to determine theKLdivergence. Secondly,
we form themisspecification interval, bounded by the best and the worst expecta-
tions of a quantity of interest (e.g., a bond yield), among all expectations derived
from the models in the uncertainty set. The models underlying the bounds of the
interval are called the “upper bound” and “lowerbound”models, respectively. This
constructed misspecification interval is the base to incorporate misspecification
uncertainty into prediction interval.
In mathematical terms, suppose g(X) is a quantity of interest being a function
of a random variable X, assumed to follow the probability distribution pX (ΦX)
with ΦX a parameter vector. With misspecification uncertainty, one suspects this
assumption of X, and claims that X may be ruled by an alternative distribution.
Then we evaluate the impact of misspecification uncertainty of pX on g(X) by a
misspecification interval. Here, pX is the nominal model, whose parameter(s) in
ΦX are estimated by the nominal modelling structure and approach.
SuspectingpX not being the trueDGP,we consider anuncertainty setPX, which
contains alternative models and tries to capture the true DGP as much as possi-
ble. Thus, constructingPX needs toquantify thediscrepancybetween thenominal
model and the pseudo true DGP given by
p̃X ∈
{
p̄X ∈ {pX1 , pX2 , · · · , pXk}
∣∣l(p̄X) ≥ l(pXj), j = 1, · · · , k} ,
where l(pXj) is the loss function of amodel pXj withΦXj , and it is likewise for l(p̄X).





wheremj is the Radon-Nikodym (RN) derivative defined by the ratio of the alter-
native model j and the nominal model, mj = pXj/pX. Specifically, for the models
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μX the mean and σ
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Let the KL divergence κ∗ denote the discrepancy between the nominal model
pX and the pseudo trueDGP p̃X. Themodel uncertainty setPX is then constructed




∣∣pXj = mj · pX, and E (mj logmj) ≤ κ∗} ,
to include any model j whose KL divergence implied by the corresponding mj is




∣∣E (mj logmj) ≤ κ∗} . (3.2)
Theexpectationof g(X)under pX is givenbyE [g(X)]. Theexpectation under an




. From all the expectations derived
from the models in the uncertainty set, we are interested in the best and the worst














respectively. These two quantities form the upper bound and lower bound of the
misspecification interval, providing the range within which the true expectation
would fall. Thecorrespondingmodels are theboundmodels. According toGlasser-
man and Xu [27], the optimal solution ofmj is given by
m∗j =
exp [θ · g(X)]
E {exp [θ · g(X)]}
, (3.4)
whereθ is in fact theLagrangianmultiplier constraining the condition (3.2) and in-
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dicating the impact of misspecification uncertainty on the nominal model. When
θ > 0, m∗j is used for the upper bound model, and when θ < 0, it is used for the
lower boundmodel. As seen, the parameter θ is the crucial ingredient todetermine
the misspecification interval. We call θ the uncertainty parameter.
Suppose g(X) = X where X is a univariate random variable, and assume that
X ∼ N (μX, σ2X) under the nominal model pX. Since pm∗j = m
∗
j · pX, substituting
this in (3.4) shows that X under a bound model pm∗j follows a normal distribution
as well, with mean μX + θσ
2
X, and variance σ2X, i.e.,





Using the information in (3.5) and applying (3.1), the KL divergence between a





Given a nominal model with a specific variance σ2X, κθ is a function of θ.
By the construction of the problem (3.3), the optimal solutionm∗j exists at the




. Thus κθ = κ∗. After
κ∗ is obtained by the known distributions pX and p̃X, we are able to solve for the
uncertainty parameter θ. The bound models and expectations can then be recov-
ered.
3.2.2 Prediction Interval and Misspecification Interval
In our application, the fundamental quantity of interest is a τ-maturity bond yield













In the absence of model uncertainty, the outcome of y(τ)t is expected to fall in the











where z1− α2 is the value for the (1−
α
2)-quantile of a standardGaussiandistribution.
For instance, for a 95% prediction interval, α = 5%, and z1− α2 = 1.96.
In the presence of misspecification uncertainty, we also consider the prediction
intervals of the bound models, as constructed in the previous subsection, rather
than that of the nominal model only.5 The interval describing where the true out-
come falls is firstly expanded by the misspecification interval accounting for mis-
specification uncertainty. This misspecification interval describes the range of ex-
pectations for the models in the uncertainty set. Let ỹ(τ)t denote the bond yield
under the bound model.6 By (3.5), the distribution of a bound model is ỹ(τ)t ∼
N
(
μt ± θtσ2t , σ2t
)
, where θt > 0 is the uncertainty parameter at time t. The mis-
specification interval of y(τ)t is thus bounded by the expectations of ỹ
(τ)
t derived







μt − θtσ2t , μt + θtσ2t
]
, θt > 0 (3.8)








μt − θtσ2t − z1− α2 σ t, μt + θtσ
2
t + z1− α2 σ t
]
, θt > 0.
(3.9)
In other words, withmisspecification uncertainty, the true outcomewould fall be-
tween the upper bound of the upper bound model’s prediction interval, and the
lower bound of the lower bound model’s prediction interval, with a significance
level based on the relevant intervals’ construction.
5The construction of these bound models is based on the first moments only (as discussed in
the previous subsection). The construction of these boundmodels, taking into account the second
moments, and in case of non-normality, higher order moments, is a topic of future research.
6It is worthy to note that the observations of ỹ(τ)t and y
(τ)
t are identical, but their underlying
distributions are not. In this paper, a variable with ·̃ is denoted as one that follows an alternative
distribution.
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3.2.3 The Prediction Intervals of the Funding Ratio, with Misspeci-
fication Uncertainty
The impact of misspecification uncertainty on the bond yields is transmitted to
influence the assets and the liabilities, and eventually the funding ratio. With-
outmaking an assumption about the distributions for these variables, we consider
their (1−α)prediction intervals given by the α2 and 1−
α
2 quantiles. Theprediction
intervals of the assets, the liabilities, and the funding ratio based on the nominal



















(FRt) , Q1− α2 (FRt)
]
,
where Qq(At), Qq(Lt) and Qq(FRt) are the q-quantile of At, Lt, and FRt, respec-
tively.
When taking into accountmisspecification uncertainty, the prediction intervals





































where the variables with the superscript u are derived from upper boundmodel of
y(τ)t . Likewise, the superscript l is used to indicate the empirical variables derived
from the lower bound model of y(τ)t .
3.3 Assets and Liabilities
This section describes the evolutions of the assets, the liabilities, and the funding
ratio. The time line starts at the end of 2016, denoted by t = 0. We focus on only
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the cohort of 65 years-old at t = 0. At this point, the cohort’s labor salary stops,
and the cohort has already received its first pension for the coming year. Thus, this
first pension payment is excluded in our research.
The liabilities are considered at the end of each period after the annual pensions
for the next year are paid. The liabilities sum up the discounted annual pensions
to pay. The annual pensions are compensated for inflation, and paid to surviving
individuals only. We ignore the condition for inflation indexation, which usually
requires the funding ratio to reach a sufficiently high level so as to compensate for
the inflation. We assume that the liabilities for this cohort last up to 30 years from
t = 0.
The initial value of the assets are set to equal that of the initial liabilities, so that
the funding ratio is just balanced at t = 0. From t = 0, the assets are (re)invested
in bonds and stocks. The pension fund benefits only from the assets’ returns7 at
t = 1, and pays the pension. The value of assets at t = 1 is considered after the
payment. We follow this process for 10 years.




, t = 0, · · · , 10,
where At and Lt are the assets and liabilities at time t. When t = 0, it is the end of
the year 2016, and t = 10 is at the end of the year 2026. At t = 0, A0 = L0, and
FR0 = 1.
3.3.1 Liabilities
The liabilities at time t aggregate the pensions to be paid in the future, discounted
to t. Suppose each individual alive has received the amount of pension π at t = 0,
and he is promised to receive the same amount annually in future, in real terms.
Theprobability for him to survive τ years and receive pensions is denoted by τp
(g)
65,0,
where g is for the gender. For instance, at t = 0, to receive the pension at t = 1, an
7Because all pension members are already retired, they do not pay contribution anymore.
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individual has to survive at least τ = 1 year, with the probability 1p
(g)
65,0. Suppose
the population of the cohort isN(g)65,0 for the gender g. In real terms, the aggregate
pensions to be paid at time t are the aggregate pensions to receive for the individ-








65,0 · π, t = 1, · · · , 30.
Taking into account a constant inflation rate IF, the pension to pay at t = 1
would in fact be (1 + IF) · Π1. The same annual amount is promised for future.
At t = 2, the amount to pay is again compensated for the inflation, actualized
as (1 + IF)2 · Π2, and this amount becomes the future promise. So on and so
forth, the annual pension promised at time t to pay from next period t + 1 is thus
(1 + IF)t · Πt. The diagram in Figure 3.3.1 shows the flows of the liabilities for
each individual alive.
2017 2018 2026 2046· · · · · ·
L0 :
τ = 1 2 3 10 29 30
π π π π π π
L1 :
τ = 2 3 10 29 30








τ = 10 29 30
(1 + IF)10 π (1 + IF)10 π (1 + IF)10 π
Figure 3.3.1: Liabilities Lt for individual alive at t = 0, · · · , 10
TheliabilitiesLt are the liabilities after thepensions amount (1 + IF)
t Πt is paid,




at time t. As a consequence, it is given by
Lt =(1 + IF)




+ · · ·+ (1 + IF)t Π30 · exp
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65,0 · π · exp
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65,0 · π · P
(τ−t)
b,t , t = 0, · · · 10.
where P(τ−t)b,t is the price of the bond with time-to-maturity (τ − t), at time t.
In our research, we consider only the cohort of age 65 in 2016, that has already
received its first year pension benefits. The reason for not looking into younger
ages is because we do not need to consider the contributions on the asset side,
for simplicity. And the reason for not looking into older ages is because we would












drops dramatically during the
30 years since 65 years-old, and eventually results in a small amount of liabilities
afterwards. This is the reason for considering the pension to pay for only 30 years.
3.3.2 Assets
The value of the assets at t = 0, A0, by construction satisfies the initial condition
A0 = L0. It is then invested in zero-coupon bonds and stocks. In future periods,
after benefiting from the investmentwith the return rate rt andpaying the pensions
(1 + IF)t Πt, the values of the assets in the next period are given by
At = At−1 (1 + rt)− (1 + IF)t Πt, t = 1, · · · , 10.
8It refers to non-systematic causes, resulting in, for instance, a smaller and smaller population
N(g)65+t,t along the forecast horizon. See Hari et al. [43].
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The portfolio return rate rt is constructed as
rt = ws · rs,t + wb · rb,t, t = 1, · · · , 10,
where rs,t and rb,t are the returnsof stocks andbonds, respectively, andws andwb are
the weights of the assets allocated to stocks and bonds, respectively. Additionally,
ws + wb = 1 by assumption. The asset investment process is illustrated in the
diagram in Figure 3.3.2.
2016 2017 2018 2026· · · · · ·
t = 0 1 2 9 10
A0 = L0 A1 A2 A9 A10r1 r2 · · · · · · r10
Assets Flow: A0 (1 + r1) A1 (1 + r2) A9 (1 + r10)
· · · · · ·
(1 + IF)Π1 (1 + IF)2 Π2 (1 + IF)10 Π10
Figure 3.3.2: Pension Assets At at t = 0, · · · , 10
In the Netherlands, the investment typically allocates ws = 45% to stocks and




, t = 1, · · · , 10,
where Is,t is the total return index including both the price return and the dividend
return.
The investment in bonds consists of only the zero-coupon bonds with 10-year
maturity at time t. It is maintained by selling them at 9-year maturity and buying
new 10-year zero-coupon bonds at time t + 1. That is to say, the duration of the






, t = 1, · · · , 10,
67
where P(9)b,t and P
(10)
b,t−1 are the prices of the zero-coupon bonds with 9-year and 10-
year maturity, respectively. The prices are determined by the corresponding bond






As discussed, bond yields are fundamental and responsible for the impact of mis-
specification uncertainty on the funding ratio. They can bemodeled inmanyways.
A significant one is by the class of affine term structure models (ATSMs). Mod-
els in this class establish an affine relation between bond yields and factors. These
factors could include bond yields with different maturities, macroeconomic vari-
ables, latent variables, unspanned variables, etc. Moreover, the ATSMs could be
imposed with an arbitrage condition, or estimated by various approaches (e.g.,
maximum likelihood approach, Kalman filter approach, minimum chi-squared es-
timation [31], etc.), providing different estimates of the parameters and distribu-
tions of bond yields. To study the impact of misspecification uncertainty on bond
yields, we include several types of ATSMs: the canonical three-factor model [52],
the dynamicNelson-Siegelmodel [15, 16], and the arbitrage-freemodel estimated
by the 3-stepOLS approach [1]. In this section, we first describe the estimation of
the model. The second subsection describes the performance evaluation to select
the pseudo true DGP with historical data. In the end, we discuss the simulation
approaches used to forecast for different types of models.
3.4.1 Description of Models
This part describes the setting and the estimation of the types of models under
consideration.
9Alternatively, given the total return index Is,t, and the bond yields y
(τ)
t , one may obtain the
stock gross returnby rs,t = log
Is,t
Is,t−1






The Canonical Three-Factor Model
The canonical three-factormodel is proposed by Litterman and Scheinkman [52].
It explains the bond yields using the first three principal components as the factors.
Many sequential studies find it fitting the empirical data rather well; see Dai and
Singleton [13], Driessen et al. [17], Piazzesi [63, 64], et al. It is popular also for its
high tractability in practice. The model is postulated as
y(τ)t = Aτ + B′τFt + εt,
where y(τ)t is the yield with τ-period maturity, Ft ∈ R3×1 is the vector compiling
the three factors, and εt is the estimation error with zero mean assumption.
The key point of this model is forming the factors in Ft, the first three principal
components, from the sample. The sample data typically includes k bond yields
with different maturities, including the one(s) to be priced. It is found in the liter-
ature that the first three principal components already account for at least 90% of
the variation in the bond yields. Thus, it is suggested to use the first three principal
components as the factorsFt, referred to as level, slope, and curvature, respectively.
Bτ is a vector of the loadings for the three factors. TheparameterAτ is the intercept.
The Dynamic Nelson Siegel Model
The dynamic Nelson Siegel (DNS) model [15, 16] is an affine model without im-
posing an arbitrage-free restriction. This model is built on the parsimonious ap-
proximation of bond yields by Nelson and Siegel [60]. This approximation is a
linear formula associated with some latent parameters, weighted by the quantities
related to the maturity τ. The DNS regards the dynamic form of the estimated
latent parameters as the factors representing the level Lt, the slope St, and the cur-
vature Ct, and regards the constructed τ-specific parameters constructed as the
loadings Bτ . In particular, the bond yield is given by
















Moreover,Diebold et al. [16] assume that the factors followaVAR(1)process. For
convenience, theVAR(1)process is formulatedbymean-centered factors, with the
factor means μL, μS and μC, respectively, given by




)′, and the parameterΨ is estimated by the dynamic factors.















, E(F0η′t) = 0, E(F0ε
′
t) = 0.
In particular, the Σε matrix is assumed to be diagonal, implying that zero corre-
lation between the bond yields of different maturities. The Ση matrix is assumed
non-diagonal, allowing correlation between the factors. λ is a fixed parameter cho-
sen such that the loading forCt is maximized in the approach byNelson and Siegel
[60].
The factors in this model may include yields only, as well as with extra macro-
economic variables. In case of yield-only factors, the latent factorFt is estimated by
multiple linear regressions for a number of dependent variables y(τ)t , with the de-
signed Bτ in (3.10). When kmacro-economic factors are included, the new factor
vector F̃t ∈ R(3+k)×1 is complied with the estimated Ft and the macro-economic
variables. The new loadings matrix B̃τ is an augmented Bτ by appropriate rows of
zeros. The estimator of the parameter Ψ for F̃t is constructed the same way as for
10In case that εt and ηt are one-dimensioned, we replace Σ
2
ε and Σ2η by σ2ε and σ2η.
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Ft in (3.11). In other words, the macro-economic factors do not affect the bond
yield pricing process (3.10), but only the VAR(1) process (3.11). Such factors are
called unspanned factors; see Duffee [18], Joslin et al. [46], Wright [71], etc.
This model can be estimated by straightforwardly applying OLS to (3.10) and
(3.11). In this approach λ is typically set to 0.0609, as in Diebold and Li [15]. Al-
ternatively, onemay employ a one-stepKalman filter approach.When long-term li-
abilities greatly increase in a low interest rate, and the probability of very low yields
should be modeled accurately, the Kalman filter approach is preferred.
The Arbitrage-Free ATSM
An arbitrage-free ATSM imposes the arbitrage-free restriction, besides modelling
the evolution of the factors. It can be estimated by many approaches. Here we
apply the 3-step OLS approach developed by Adrian et al. [1].
The factors are assumed to follow a VAR(1) process,
Ft = μ + ΨFt−1 + ηt, (3.12)
where μ and Ψ are the parameters characterizing the autoregressive factor vector
Ft. The arbitrage-free condition rules out arbitrage opportunities, and guarantees
a unique price in a complete market. This price can be used to replicate other con-
tingent claims in the market, a property favored in the financial theory. The repli-
cation is implemented through the pricing kernel, which discounts a bond’s future
price such that the expected discounted price equals today’s bond price. In this
model, the pricing kernel is assumed to be exponentially affine to the price of risk,
and the price of risk is affine to the factors. In this way, the bond yields can be
expressed by the recursively determined Aτ and Bτ ,
y(τ)t = Aτ + B′τFt + εt, (3.13)
where εt ∼ N (0, Σε). All parameters, including the ones in the VAR(1) process,
the pricing kernel and the price of risk, are estimated by the 3-stepOLS approach.
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We refer to Adrian et al. [1] for more details to the set-up and estimation.
The number of factors is not restricted. One may include any yield factors con-
jectured to affect the bond being priced. One can also include unspannedmacroe-
conomic factors that affect only the VAR(1) process (3.12) but not the affine pric-
ing process (3.13), by adjusting themodel structure and estimation as appropriate.
In this paper, we take into account a number of such models containing a variety
of factors.
3.4.2 Evaluation of the Models
We evaluate a large set of plausible models that includes the three types as de-
scribed, in order to select the best-performing one to be the pseudo true DGP.
Using historical data, a model’s performance is judged according to a loss function
that compares the historical realizations and estimates.
A typical loss function is built on the likelihood function. In this paper, for a
sampleZ collectingT-length time seriesof abondyieldwith τ-maturity
(





the conditional quasi-log-likelihood function is













where φ = {Aτ,Bτ, σ2ε}. The loss function is constructed by








AsmallerQ (Z, φ) indicates better performance, and closer to the trueDGP.We
rank the values of the loss function given by all themodels considered. Themodel
with the least loss function value is regarded as the best-performing one, and used
as the psuedo true DGP.
72
3.4.3 Simulation of the Models
Based on a model, the prediction of bond yields is implemented by simulation.
Given the types of model under consideration, we apply two simulationmethods,
depending on the imposed conditions.
The first simulation method is historical simulation. It is applied to simulating
the canonical three-factor model. This model imposes no assumption on the evo-
lutionof the factors, andnoarbitrage-free condition. Inotherwords,weknow little
about the distribution of the factors. Therefore, one possible simulationmethod is
the historical simulation, i.e., drawing samples with replacement from the histori-
cal data.
More precisely, the historical factors are assumed to satisfy
Ft = μ + ηt,
where μ is the expectation of the historical data Ft, estimated by μ̂ = 1T
∑T
t=1 Ft,
and ηt = Ft − μ̂ is the error following the empirical distribution. In practice, sim-
ulating Ft is simply drawing with replacement from the historical record. Suppose
the simulated factors are F̃t. Then the simulated bond yields ỹ
(τ)
t can be calculated
with the estimated characterizing parameters Âτ and B̂τ , i.e., ỹ
(τ)
t = Âτ + B̂′τ F̃t.
Since the simulate is based on a random draw, no initial values are assumed.
For other types of models, the factors’ behavior is assumed. Therefore, we can
forecast by theMonte-Carlo approach. We use theKalman filter in the simulation.
Using the estimated characterizing parameters pertaining to the affine bond yield
andVAR(1) factors processes, this approach allows us to simulate bond yields and
factors together in one step. The initial value to simulate bond yield is the end-




Considering that we need the information of bond yields with maturities up to 30
years for the liabilities’ analysis, and particularly the maturities of 9 years and 10
years for the assets’ analysis, we choose tomodel the bond yieldswithmaturities of
1-year, 5-year, 9-year, 10-year, 15-year, 19-year 20-year, 25-year, and 30-year. The
bond yields with other maturities are recovered by interpolating the yield curve
formed by the modelled bond yields.
This section first describes the basis data information, followed by determining
the pseudo true DGPs and the prediction intervals of bond yields when misspec-
ification uncertainty is incorporated, and comparing with the prediction intervals
without such uncertainty. The next part analyzes the impact of misspecification
uncertainty transmitted to the assets, the liabilities, and the funding ratio. In the
last part, we conduct a sensitivity analysis, using an alternative nominalmodel and
adjusting the duration of the bond investment.
3.5.1 Data Description
Since we model bond yields, the data needed are the data for factors, including
bond yields and macroeconomic variables. Stock returns are needed as well, to
predict the investment returns. We collect the recent 10 years’ data, i.e., from Jan-
uary 2007 until December 2016. The data are of monthly frequency, with 120
observations in total.
We assume that the yield factors are the European AAA bond yields, whose in-
formation is collected in terms of the Nielson-Siegel-Svensson (NSS) parameters
from the EuropeanCentral Bank (ECB).TheNSS parameters allow us to generate
the annualized AAA bond yield for any maturity. Macroeconomic factors include
the Dutch CPI, OECD year over year GDP growth rate, and the ECB fixed rate
tenders used for the main refinancing operations (MRO). These variables repre-
sent inflation, economic growth andmonetary policy, which are macro-economic
indexes. We assume that the consumption in retirement occurs in the domestic
market only, and is thus affected by the Dutch CPI. We consider OECD year over
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year GDP growth rates instead of the Dutch GDP, because the bond yields to be
modelled are affected by more than just the Dutch economy. The raw data of the
fixed rate tenders are documented from Oct 2008; missing observations are re-
placed by zero in the ECB data. The stock return is obtained by the STOXX 600
total return index.
Table 3.A.1 reports the descriptive statistics for part of the data ready to apply.
It does not report all theNSS-estimated bond yields to be used as factors, but only
those with the same maturities for the bonds to be modelled. We use 44 bonds
with different maturities including the reported ones, to construct the principle
components for the factors in the canonical three-factor model. These bonds are
with maturities of 1, 3, 6, 9, 10, 15, 18, 21, 30, 40, 50, 80, 90, 110 months, and 1
year to 30 years.
Figure3.A.1aplots the reportedNSS-estimatedyields, andFigure3.A.1b shows
the historical data of the stock return and themacroeconomic variables. TheNSS-
estimated bond yields generally decrease. The 1-year yield fell below zero since
2013, reaching almost−1% in the recent months. The 5-year bond yield also fell
below zero since 2015. The plot for the stock return shows fluctuations around a
mean value. We assume the stock return normally distributed.
3.5.2 The Prediction Intervals of the Bonds, with Misspecification
Uncertainty
To incorporate misspecification uncertainty into the prediction interval of a spe-
cificmaturitybondyield for thenext 10years ahead,wefirstlydetermine thepseudo
trueDGPfor this bondusing thepast 10years’ information, andassume thepseudo
trueDGP remains unchanged for the future 10 years. Wedetermine the amount of
model uncertainty anduncertainty parameters in the secondpart. Theuncertainty
parameters allow us to incorporate misspecification uncertainty into the predic-
tion interval for this bond. The same implementation is carried out for the other
specific maturities bonds.
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The Pseudo True DGPs and the Benchmark Nominal Model
Thepseudo trueDGP for a specificmaturity bond is selected froma large set of em-
pirically relevant models, namely the ones described in Section 3.4.1. The factors
of the first three principle components in the canonical three-factormodel are con-
structed by the 44 bond yields mentioned earlier. For the DNS model using the
yield-only factors, the factors are the reported bond yields. For theDNSmodel us-
ing themacro-yield factors, they are the reported bond yields andmacroeconomic
variables. For arbitrage-free ATSMs, some factors are only yields by choice, and
some includes macroeconomic variables as well. The recent 10-year data are used
to estimate the parameters for each empirically relevantmodel in the selection set.
The value of the loss function for each model is obtained by the estimates of these
parameters.
Table 2.C.2a collects 45 empirically relevant models, and reports the rankings
of their performances by the loss function values in descending order. The pseudo
true DGP for each maturity is ranked in the last place. The pseudo true DGPs for
all the maturities are assumed unchanged in the 10 years forecast. All the pseudo
trueDGPsare trendingupward inprediction, indicatingmean-revertingprocesses.
Figure 3.A.2 illustrates such a process, by including the historical data and the fore-
cast using the DNS models estimated by Kalman filter.
We choose the canonical three-factor model as the benchmark nominal model
to model bond yields. The first main reason is that it is popular and easy to imple-
ment. It fits empirical data fairly well, and typically explains more than 90% of the
variation in the bond yields. The second reason is that the considerablemodel un-
certainty impliedby its simple structure couldhelp in studying the impactofmodel
uncertainty. This model imposes no assumption on the evolution of the factors,
and no arbitrage-free condition. As a consequence, it might allow for considerable
misspecification uncertainty, and cause problematic forecast.
The second reason can be verified by recalling the method to forecast by this
model. The employed historical simulationmethod draws an observation with re-
placement from the historical data for each period and each simulation path. The
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forecast of each period is simply the mean of the drawn observations for each pe-
riod in all paths. As long as the number of paths is large enough, the forecast is con-
stant over time. Hence, there could be a big discrepancy from the mean-reverting
pseudo true DGP to this nominal model in forecasting. Consequently, we expect
to find large amount of model uncertainty κ∗t , large values of θt and wide predic-
tion intervals with misspecification uncertainty, providing a clearer result to study
the impact of model uncertainty.
In other words, the first reason represents practitioners’ preference, while the
second reason fits our study purpose.
The Prediction Intervals of Bond Yields with Misspecification Un-
certainty
We apply monthly data, and predict monthly the bond yields, their prediction in-
tervals without and with misspecification uncertainty respectively, for the future
10 years.
Asmentioned, the bond yield for each specificmaturity τ is modelled and fore-
casted individually. The forecast of the bond yield y(τ)t is based on N = 50, 000
simulationpaths of 120months ahead starting from Jan2017, using thedata inDec
2016 as the initial values. With the variance of the simulations for each period t,




can be recovered by (3.7)
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bines themisspecification interval and theprediction intervals of the boundmodel
models. It is constructed by the uncertainty parameter θt, the forecast μt and the
forecast variance σ2t . The uncertainty parameter θt implies the impact of themodel
uncertainty amount κ∗t at time t, between the nominal model and the pseudo true
DGP for τ-maturity bond. As κ∗t is obtained by (3.1) with the forecasts and the
variances of the nominal model and the pseudo true DGP, θt is recovered as well
by (3.6), given the condition κ∗t = κθt .
Table 3.A.3 reports the estimates of forecasted yield for each year, μ̂t, and the
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standard deviation σ̂ t. The former is generally increasing over maturity, while the
latter is decreasing. But both of them remain almost stable over time. Table 4.5.1
reports the estimates κ̂∗t and θ̂t for the end of each year. Because the pseudo true
DGP for each maturity remains the same for the whole forecast horizon, we can
compare the size ofmodel uncertainty over time. For instance, for the1-yearmatu-
rity bond, the amount of model uncertainty κ̂∗t , decreases dramatically until 2022,
and then increases slightly until the end of the horizon. Since σ̂ t is fairly stable over
time, correspondingly θ̂t shows the same pattern as κ̂∗t . For the 30-year maturity
bond, κ̂∗t is too small to observe model uncertainty. Thus, the resulting predic-
tion interval with misspecification uncertainty is supposed to be almost identical
to that without misspecification uncertainty. κ̂∗t and θ̂t are remarkably large in the










, are obtained by (3.7) and (3.9) respectively.
Since θ̂t is generally decreasing over time and over maturity, the misspecification














are plotted in Figure 3.A.3. Figure
3.A.3a andFigure 3.A.3b show the structure of bond yields from the perspective of









. The gap between them is the impact of
misspecification uncertainty. We see that the misspecification impact in the near
future is stronger, causing theprediction intervalwithmisspecificationuncertainty









; see the 2026 plot in Figure 3.A.3b.
These observations are in line with the implications from combining the results in
Table 3.A.3 and Table 4.5.1.
As discussed, the forecast of the nominal model is obtained by historical simu-
lation. Thus, it is a constant, being the mean of historical data. The forecast of the
pseudo true DGP, capturing the mean-reverting trend, is time-varying with a low
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level of initial yield. Hence there will be a big discrepancy at the beginning. As the
yield given the pseudo true DGP picks up and recovers the historical mean level
in the further future, the discrepancy shrinks, and therefore there is less and less
misspecification uncertainty in the longer run.
3.5.3 Funding Ratio Analysis
This section firstly focuses on analyzing the funding ratio using the benchmark
nominal model, namely the canonical three-factor model. Then, we implement a
sensitivity analysis considering two aspects. One uses a different nominal model,
the DNS model with yield-only factors. Another one changes the duration in the
bond investment to be about 5 years and 10 years.
The Impact of Misspecification Uncertainty
The simulations of the nominal model and the boundmodels are used to simulate
the assets, the liabilities, and the funding ratio. Their 95% prediction intervals are
decided by the 2.5% and 97.5% quantiles.
In simulations, we set a lower bound constraint for the bond yields to be−2%.
Whenever themodelled bond yield is lower than−2%, the rate applied to in assets
and liabilities is−2%. This constraint mainly works on the pseudo true DGP(s),
particularly at the beginning of the forecast horizon on the lower bounds and for
shorter maturity bonds. This is because of the low initial values in the simulations.
It is not likely to constrain later as the mean-reverting force drives the yields up-
wards.
Table 3.A.5 reports the outcomes of the forecast, the 95% prediction interval
of the nominal model, and the prediction intervals incorporatingmisspecification
uncertainty. Figure 3.A.5a plots these outcomes.
Firstly, the forecasted value of assets decreases constantly. The 95%-quantile
prediction interval for the nominal model is wider at the beginning, but becomes
narrower at the end of 2017. This means that the variance of the assets under
the nominal model becomes smaller. Secondly,MUPIt(At) behaves similarly, but
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there is another reason resulting in the wider interval in the beginning. The mis-
specification uncertainty is stronger at the beginning, seen in the 9-year maturity
and 10-year maturity in Figure 3.A.3a. Therefore, the return rates based on the
bound models are more distant from those based on the nominal model, and re-
sult in a widermisspecification interval in the beginning. Thirdly, the gap between
PIt(At) and MUPIt(At) is almost the same in the further future. This means that
the assets, given by the nominal model and the bound models, move at almost
the same rate. This rate is mainly affected by the bond return rb,t, associated with
the difference between the 9-year and 10-year bond yields. There is a big differ-
ence between these two yields due to the significant misspecification uncertainty
at the beginning; see the graphs of 9-year and 10-year bond yields in Figure 3.A.3a.
Therefore, the rate is not the same. As the misspecification uncertainty becomes
insignificant, their difference becomes stable, and thus rb,t given by the nominal
model and the bound models, becomes the same. At last, the prediction intervals
are positively skewed.
The liabilities at time t involve the bonds with (30 − t) years to maturity. The
misspecification intervals of thebondyields becomenarrowerover time. Together
with the discounting effect, the impact of misspecification uncertainty on the li-
abilities becomes almost unobservable. Both PIt(Lt) and MUPIt(Lt) gradually
become narrower, due to a smaller variance of the liabilities under the nominal
model. Like the asset side, the interval is positively skewed.
The forecast of the funding ratio decreases slowly, and ends up at 0.95 in 2026.
The funding ratiomight not be sufficient to pay the future liabilities. However, the
funding ratio is positively skewed, implying a potential upward trend. Addition-
ally, the PIt(FRt) in 2026 tells that the funding ratio may be as low as 0.66. Taking
into account misspecification uncertainty, the lower bound ofMUPIt(FRt) drops
to 0.51. The gap is as large as 0.15. On the upper bound side, the difference is
even larger. The upper bound of PIt(FRt) is 1.36, while the one with misspecifica-
tion uncertainty might become even 1.88. The difference is as substantial as 0.55,
implying that the impact of misspecification uncertainty is non-negligible when
using the canonical three-factor model as the nominal model.
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Sensitivity Analysis
This part implements the sensitivity analysis. Theanalysis in termsof the canonical
three-factor model shows a substantial impact of misspecification uncertainty on
the funding ratio, when the investment strategy is simply buying and selling the 10-
year and 9-year bonds, respectively. Wewould like to conduct a sensitivity analysis
to seewhatwould change if using abetter structuredmodel anddifferentdurations.
AnAlternativeNominalModel TheDNSmodel imposes anextra assump-
tion on the evolution of the factors. This helps in performing better in-sample and
out-of-sample. The forecast in Figure 3.A.1a is made by this DNSmodel, showing
mean-reverting trends, like the pseudo true DGPs. Consequently, we do not ex-
pect the same large amount ofmodel uncertainty as in using the benchmark nomi-
nal model; see earlier discussion. When the nominal model is replaced by a better
structuredmodel, the bothprediction intervals, without andwithmisspecification
uncertainty, are expected to shrink.
Figure 3.A.4 plots the forecasts of the bond yields, their prediction intervals of
the alternative nominal model and the bound models, using the DNS model with
yield-only factors. We see more impact of misspecification uncertainty is decreas-
ing over maturity, but increasing over time, unlike the case using the benchmark
nominal model which is decreasing over time only.
Table 3.A.6 reports the forecasts of the assets, the liabilities, and the funding
ratio, as well as their prediction intervals with and without misspecification un-
certainty. Figure 3.A.5b shows the corresponding graphs. We find that for the as-
sets and liabilities, the prediction intervals with and without model uncertainty
are very close. The difference is more obvious in the funding ratio. The difference
grows larger over time, but not as dramatically as in using the benchmark model.
The forecasted funding ratio ends with 1.07 at the end of 2026. Compared to
those under the benchmarknominalmodel, both the prediction intervalswith and
without misspecification uncertainty are narrower, indicating more precise esti-
mation. Like the benchmark model, both the prediction intervals are positively
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skewed, implying a force of moving upwards. But the median is almost the same
as the mean.
However, the impact of the misspecification uncertainty is still significant for
the further future. The interval difference is 0.05 for the upper bounds, and 0.04
for the lower bounds. These are not easily neglected amounts, in particular, in case
that the pension fund has not completely recovered from the financial crisis.
InvestmentwithOtherDurations Wealso analyze the impactwhenchang-
ing the duration in the bond investment. We investigate two cases, shortening the
duration, and lengthening it. In both cases, the liabilities are not affected. The
duration change concerns only the asset side, and hence affects the funding ratio.
In the first case, we allocate 30% of the assets to 1-year bonds, and keep 25% to
invest in 10-year bonds. The duration becomes approximately 5 years. The 1-year
bondsmature the next period, increasing the liquidity of the pension fund. We ap-
ply this investment strategy to both the benchmark and alternative nominal mod-
els. The results are reported in Table 3.A.7 and Table 3.A.9, and plotted in Figure
3.A.6 and Figure 3.A.8. We see that the intervals become wider for both nominal
models. This is mainly becausemoremisspecification uncertainty is embedded in
the 1-year bonds; see the graphs in fFigure 3.A.3 and3.A.4. Thedifferences are not
particularly remarkable, although the changes for the benchmark nominal model
is relatively larger than those for the alternative nominal model. Other features
remain almost the same as in the original strategy.
The second case considers investing 27% of the assets in 20-year bonds. The
allocation to stocks remains the same, and the rest are invested in 10-year bonds.
The next period, the bonds are sold and replaced by new bonds with the designed
maturities. The duration of the bond investment now becomes about 15 years.
The results are reported in Table 3.A.8 and Table 3.A.10, and plotted in Figure
3.A.7 and Figure 3.A.9, respectively. They show that the misspecification interval
becomes narrower.
This sensitivity analysis shows that longer durationof bond investmentprovides




This paper studies the impact of misspecification uncertainty on predicting the
funding ratio of a Dutch defined benefit pension fund 10 years ahead from 2017
to 2026. The ambition of the pension fundmanagement to offset the inflation and
thus to invest in stocks breaks the balance of the funding ratio. Bond yields be-
come crucial to affect the funding ratio through both the asset and liability sides.
They could be determined by a number ofmodels, but some simple though clearly
misspecified ones are typically preferred in practice. This situation motivates the
need to take into accountmodel uncertainty. In this research, we ignore themodel
uncertainty caused by stock return and survival probabilities. Moreover, when
modelling bond yields, we only focus on misspecification uncertainty, but ignore
parameter uncertainty.
We assume that the investor prefers the canonical three-factor model to predict
bond yields; thismodel does notmodel the evolution of the factors, or impose the
arbitrage free condition, but is simple and preferred. We also apply a lower bound
constraint on the bond yields to stay in line with the real financial market. The em-
pirical analysis shows that the impact of misspecification uncertainty on the bond
yields is stronger for short termbonds and the near future. The transmitted impact
ofmisspecificationuncertainty on assets, liabilities, and funding ratio is significant.
The funding ratio over time is below 1. The prediction interval with misspecifica-
tion uncertainty can be up to 0.67 wider than the one for nominal model.
The sensitivity analysis is carried out to investigate two aspects. One is to use a
better structured model as an alternative nominal model, and the other is to alter
the duration of the bond investment. The first analysis dramatically reduces the
impact of misspecification uncertainty, and results in a funding ratio above 1 in
the forecast. The misspecification interval is reduce to 0.09. The second analysis
shows that the influence of the bond investment duration is limited. This sensitiv-
ity analysis implies that the fundamental reason for a largemisspecification interval
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of the funding ratio is the poor prediction under a nominal bond yield model.
The bound models in this paper are constructed based on the first moment of
a bond yield, in case of normality. They can be constructed based on the second
moment as well. In case of non-normality, higher moments are also needed to
characterize the boundmodels. These aspects can be the topics of future research.
Last but not least, this paper studies the impact of misspecification uncertainty
essentially on bonds. The impact on the funding ratio is in fact considered as trans-
mitted from the bond investments in the economy. We do not study the impact on
the funding ratio in terms of its distribution, and thus the results are not a straight-
forward impact of model uncertainty on funding ratio. Moreover, for simplicity,
model uncertainty from other economic elements, such as stock returns, demo-
graphic change, mortality rates, etc., are not considered. The purpose of this paper
is to show the significance of taking into accountmisspecification uncertainty, and
to propose the incorporation of a misspecification interval. These mentioned dis-
crepancies could be improved with extensions, depending on research interests.
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Appendix
Appendix 3.A Tables and Figures
Table 3.A.1: Data Description. The first panel reports the NSS-estimated
yields with τ-year maturity, while the second panel reports the other variables.
”STOXX” is short for the stock return, ”NLCPI” the dutch CPI, ”FRT” the
fixed rate tenders, and ”GDP Growth” the OECD economic growth rate. The
data spans from Jan 2007 to Dec 2016 in monthly frequency.
variables mean std min max
NSS Yields with τ-year maturity
1-year 0.0091 0.0154 -0.0082 0.0449
5-year 0.0167 0.0150 -0.0059 0.0463
9-year 0.0235 0.0144 -0.0024 0.0470
10-year 0.0247 0.0143 -0.0016 0.0473
15-year 0.0287 0.0138 0.0012 0.0485
19-year 0.0301 0.0134 0.0025 0.0491
20-year 0.0303 0.0134 0.0028 0.0492
25-year 0.0306 0.0131 0.0037 0.0496
30-year 0.0303 0.0128 0.0044 0.0499
Other Variables
STOXX 0.0039 0.0476 -0.1324 0.1285
NLCPI 0.0158 0.0089 -0.0024 0.0323
FRT 0.0059 0.0067 0.0000 0.0375
GDP Growth 1.3423 1.8529 -4.5800 3.4300
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(a) NSS-estimated bond yields
(b) Historical data of stock returns and macro variables
Figure 3.A.1: Descriptive plots of the bond yields, stock returns and other
variables. The horizon is from the beginning of 2007 to the beginning of 2017.
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Figure 3.A.2: The NSS-estimated bond yields, and bond yield forecasts by
DNS with yield-only factors.
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1 5 9 10 15 19 20 25 30
1 y3F 0 42 42 42 42 42 42 42 42 42
2 yYOSSM 0 43 44 44 44 43 39 43 43 43
3 yYO2S 0 45 45 43 43 44 43 44 44 44
4 yYMCRSSM 1 44 43 45 45 45 38 45 45 40
5 yYMCR2S 1 25 41 41 41 41 45 39 39 36
6 1/12 1 41 39 39 39 39 44 38 41 41
7 5 1 24 34 35 33 35 40 41 38 45
8 10 1 9 37 33 35 40 35 40 32 38
9 15 1 29 35 34 34 37 37 35 35 35
10 25 1 10 40 37 19 38 32 33 36 32
11 [1/12,5] 1 30 33 40 40 34 33 32 33 34
12 [25,29] 1 32 36 19 38 33 19 34 34 33
13 [10,12.5] 1 8 26 38 37 21 34 37 22 39
14 [1,5,7.5] 1 28 38 23 23 23 25 19 40 37
15 [7.5,12.5,16.7] 1 12 6 25 25 32 24 25 37 22
16 [7.5,20,29] 1 40 12 13 13 19 21 24 21 10
17 [1/12,5,7.5,1/120] 1 27 32 31 24 22 22 21 30 30
18 [5,10,15,20] 1 7 9 36 22 25 26 22 19 25
19 [10,20,25,35] 1 33 29 22 31 15 41 9 25 23
20 [5,7.5,10,20,35] 1 39 30 24 6 24 9 29 10 12
21 [1/12,10,15,20,25] 1 36 10 6 26 18 6 6 29 29
22 [7.5,12.5,15,20,25,35] 1 13 8 26 17 6 30 10 9 9
23 [1/12,5,15,16.7,25,35] 1 19 28 7 21 26 29 26 12 19
24 [1/12,5,7,100,12.5,16.7,20.8] 1 16 31 30 18 36 23 30 6 31






1 5 9 10 15 19 20 25 30
26 1/12 0 15 13 12 27 7 10 31 28 6
27 5 0 26 19 29 36 28 15 28 31 26
28 10 0 31 2 9 30 13 7 7 8 8
29 15 0 38 11 32 11 27 8 8 11 11
30 25 0 37 16 11 12 11 11 11 7 7
31 [1/12,5] 0 18 27 10 29 8 27 27 27 14
32 [25,29] 0 11 7 16 15 12 31 15 23 27
33 [10,12.5] 0 22 3 8 9 10 28 14 14 13
34 [1,5,7.5] 0 6 5 28 32 14 14 36 17 17
35 [7.5,12.5,16.7] 0 21 21 17 10 9 12 12 24 2
36 [7.5,20,29] 0 20 22 15 8 3 3 3 13 4
37 [1/12,5,7.5,1/120] 0 34 15 21 28 5 5 5 2 20
38 [5,10,15,20] 0 14 23 3 16 29 17 17 4 3
39 [10,20,25,35] 0 17 25 5 3 30 13 13 15 5
40 [5,7.5,10,20,35] 0 23 17 1 5 2 16 16 3 15
41 [1/12,10,15,20,25] 0 1 18 20 20 4 1 4 5 1
42 [7.5,12.5,15,20,25,35] 0 3 1 18 1 1 20 1 1 18
43 [1/12,5,15,16.7,25,35] 0 5 24 14 14 17 18 20 18 16
44 [1/12,5,7,100,12.5,16.7,20.8] 0 4 20 4 2 16 4 18 16 24
45 [1/12,5,10,15,20,25,35] 0 2 14 2 4 20 2 2 20 21
Notes: ”y3F” is short for the canonical three-factormodel, ”yYOSSM” theDNSmodel
estimated by Kalman filter approach with yield factors only, ”yYO2S” the DNSmodel
estimated by 2-step approach with yield factors only, ”yYMCRSSM” the DNS model
estimated by Kalman filter approach with yield factors and macroeconomic factors,
”yYO2S” theDNSmodel estimated by 2-step approachwith yield factors andmacroe-
conomic factors. Other models are estimated by 3-step OLS, using only the yield
factors with the maturities of the number of years indicated in the vectors. The first
column provides the index to the model. The MACRO column indicates whether
macroeconomic factors are included; 1 for yes while 0 for no. The remaining columns
show the performance rankings for modelling each maturity bond, in descending or-
der according to the values of the loss function.
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t Year
μ̂t of τ-year maturity (×10−2)
1 5 9 10 15 19 20 25 30
0 2016 0.91 1.67 2.35 2.48 2.88 3.01 3.03 3.06 3.04
1 2017 0.91 1.67 2.36 2.48 2.88 3.02 3.03 3.06 3.04
2 2018 0.90 1.66 2.34 2.47 2.87 3.00 3.02 3.05 3.03
3 2019 0.90 1.66 2.34 2.47 2.87 3.00 3.02 3.05 3.03
4 2020 0.89 1.65 2.33 2.45 2.86 2.99 3.01 3.04 3.02
5 2021 0.90 1.67 2.35 2.48 2.88 3.01 3.03 3.06 3.03
6 2022 0.89 1.66 2.34 2.46 2.87 3.00 3.02 3.05 3.02
7 2023 0.92 1.68 2.36 2.48 2.88 3.02 3.03 3.06 3.04
8 2024 0.90 1.66 2.34 2.47 2.87 3.00 3.02 3.05 3.03
9 2025 0.91 1.67 2.35 2.47 2.87 3.01 3.02 3.05 3.03
10 2026 0.90 1.67 2.35 2.47 2.87 3.01 3.03 3.06 3.03
t Year σ̂ t of τ-year maturity (×10
−2)
1 5 9 10 15 19 20 25 30
0 2016 1.54 1.50 1.44 1.43 1.37 1.34 1.33 1.30 1.28
1 2017 1.53 1.49 1.43 1.42 1.37 1.33 1.33 1.30 1.27
2 2018 1.53 1.50 1.44 1.42 1.37 1.34 1.33 1.30 1.28
3 2019 1.53 1.49 1.43 1.42 1.37 1.33 1.33 1.30 1.27
4 2020 1.53 1.49 1.44 1.43 1.37 1.34 1.33 1.30 1.28
5 2021 1.53 1.49 1.43 1.42 1.37 1.33 1.33 1.30 1.27
6 2022 1.52 1.49 1.44 1.42 1.37 1.34 1.33 1.30 1.28
7 2023 1.54 1.50 1.44 1.42 1.37 1.34 1.33 1.30 1.28
8 2024 1.53 1.50 1.44 1.43 1.38 1.34 1.34 1.30 1.28
9 2025 1.54 1.50 1.44 1.43 1.37 1.34 1.33 1.30 1.28
10 2026 1.53 1.49 1.44 1.42 1.37 1.34 1.33 1.30 1.28
Table 3.A.3: This table collects the estimates of forecast μ̂t and stan-
dard deviations σ̂ t for τ-maturity bonds, using the benchmark nominal
model. The forecasts are obtained by simulation.
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t Year
κ̂∗t of τ-year maturity (×10−2)
1 5 9 10 15 19 20 25 30
0 2016 166.07 154.07 148.71 147.71 138.68 135.51 132.80 126.31 118.22
1 2017 48.58 44.35 41.34 38.37 30.39 34.18 27.90 29.12 35.70
2 2018 21.29 19.07 21.95 14.39 11.63 16.32 10.79 11.41 15.18
3 2019 8.32 9.96 13.54 5.39 4.96 9.38 4.47 4.84 6.37
4 2020 2.36 6.72 8.65 2.36 2.39 5.98 2.18 2.30 3.17
5 2021 0.21 4.93 4.82 1.21 1.04 3.27 1.00 1.07 1.52
6 2022 0.15 3.90 2.23 0.77 0.55 1.51 0.52 0.63 0.79
7 2023 0.68 3.41 0.71 0.44 0.26 0.38 0.24 0.34 0.36
8 2024 1.65 2.87 0.10 0.36 0.21 0.02 0.14 0.22 0.18
9 2025 2.29 2.66 0.02 0.24 0.12 0.12 0.06 0.11 0.06
10 2026 2.96 2.49 0.22 0.20 0.04 0.45 0.03 0.07 0.01
t Year
θ̂t of τ-year maturity
1 5 9 10 15 19 20 25 30
0 2016 118.66 117.29 119.86 120.55 121.32 122.81 122.23 122.02 120.10
1 2017 64.44 63.13 63.41 61.67 57.03 61.96 56.28 58.87 66.32
2 2018 42.56 41.31 46.11 37.69 35.20 42.73 34.93 36.77 43.15
3 2019 26.72 29.96 36.31 23.12 23.05 32.46 22.53 24.00 28.02
4 2020 14.21 24.54 28.91 15.24 15.92 25.79 15.66 16.49 19.67
5 2021 4.27 21.06 21.66 10.93 10.53 19.18 10.68 11.29 13.69
6 2022 3.65 18.72 14.69 8.74 7.66 12.99 7.63 8.59 9.82
7 2023 7.58 17.42 8.27 6.61 5.25 6.55 5.23 6.31 6.65
8 2024 11.85 16.00 3.16 5.98 4.69 1.55 3.95 5.07 4.66
9 2025 13.93 15.38 1.49 4.84 3.52 3.64 2.58 3.60 2.62
10 2026 15.90 14.94 4.66 4.40 2.14 7.11 1.73 2.91 1.28
Table 3.A.4: This table collects the estimated amount of model un-
certainty κ̂∗t , and the corresponding uncertainty parameter θ̂t, for τ-











0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.27 24.00 36.14 20.56 44.96
2 2018 28.07 22.82 35.35 19.79 43.81
3 2019 26.87 21.52 34.29 18.56 42.76
4 2020 25.64 20.20 33.19 17.14 42.03
5 2021 24.39 18.82 32.10 15.64 41.47
6 2022 23.14 17.53 30.91 14.22 40.61
7 2023 21.88 16.17 29.88 12.82 39.83
8 2024 20.62 14.84 28.67 11.46 38.59
9 2025 19.37 13.50 27.61 10.07 37.68
10 2026 18.08 12.13 26.51 8.62 36.90
t Year Liabilities







0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.52 23.93 38.54 21.50 44.07
2 2018 28.40 23.15 36.87 21.60 40.15
3 2019 27.30 22.41 35.10 21.36 37.18
4 2020 26.16 21.62 33.34 20.89 34.73
5 2021 24.98 20.69 31.59 20.19 32.50
6 2022 23.80 19.89 29.84 19.52 30.47
7 2023 22.62 18.99 28.11 18.74 28.51
8 2024 21.43 18.07 26.37 17.89 26.63
9 2025 20.24 17.12 24.67 16.96 24.91
10 2026 19.01 16.18 22.98 16.02 23.22
t Year Funding Ratio







0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.00 0.83 1.23 0.82 1.38
2 2018 1.00 0.82 1.23 0.77 1.42
3 2019 0.99 0.81 1.23 0.74 1.47
4 2020 0.99 0.80 1.24 0.70 1.53
5 2021 0.98 0.78 1.25 0.67 1.58
6 2022 0.98 0.77 1.27 0.64 1.64
7 2023 0.97 0.75 1.29 0.60 1.70
8 2024 0.97 0.72 1.31 0.56 1.75
9 2025 0.96 0.70 1.33 0.52 1.81
10 2026 0.95 0.66 1.36 0.48 1.88
Table 3.A.5: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the bond yields estimated by









0 2016 38.18 36.43 40.03 36.37 40.09
1 2017 36.01 32.97 39.23 32.92 39.29
2 2018 33.89 30.27 37.77 30.23 37.82
3 2019 31.90 27.99 36.15 27.98 36.15
4 2020 30.03 25.93 34.51 25.76 34.73
5 2021 28.27 24.02 32.93 23.66 33.41
6 2022 26.60 22.25 31.41 21.78 32.06
7 2023 25.02 20.59 30.00 20.08 30.70
8 2024 23.50 18.96 28.60 18.51 29.22
9 2025 22.04 17.40 27.22 17.04 27.70
10 2026 20.63 15.90 25.94 15.69 26.19
t Year Liabilities





0 2016 38.18 36.43 40.03 36.37 40.09
1 2017 35.54 31.07 40.72 30.93 40.94
2 2018 32.99 27.95 39.07 27.70 39.46
3 2019 30.69 25.68 36.85 25.34 37.41
4 2020 28.62 23.87 34.49 23.48 35.15
5 2021 26.76 22.32 32.29 21.90 32.99
6 2022 25.05 20.94 30.09 20.49 30.85
7 2023 23.48 19.69 28.13 19.24 28.91
8 2024 22.00 18.57 26.19 18.09 27.00
9 2025 20.59 17.49 24.34 17.04 25.10
10 2026 19.25 16.41 22.58 15.98 23.31
t Year Funding Ratio





0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.02 0.93 1.11 0.93 1.11
2 2018 1.03 0.92 1.15 0.91 1.16
3 2019 1.04 0.92 1.18 0.90 1.19
4 2020 1.05 0.91 1.20 0.89 1.23
5 2021 1.06 0.91 1.22 0.88 1.27
6 2022 1.07 0.90 1.24 0.86 1.30
7 2023 1.07 0.89 1.26 0.85 1.33
8 2024 1.07 0.88 1.28 0.84 1.35
9 2025 1.07 0.87 1.30 0.82 1.36
10 2026 1.07 0.85 1.33 0.81 1.38
Table 3.A.6: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the alternative nominal









0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.03 23.79 36.64 19.72 47.06
2 2018 27.55 22.23 35.55 18.45 45.61
3 2019 26.08 20.59 34.36 16.88 44.42
4 2020 24.60 18.90 33.07 15.19 43.33
5 2021 23.10 17.26 31.84 13.48 42.32
6 2022 21.61 15.62 30.58 11.80 41.32
7 2023 20.11 14.05 29.27 10.16 40.16
8 2024 18.62 12.39 27.98 8.50 39.00
9 2025 17.13 10.77 26.70 6.85 37.85
10 2026 15.64 9.17 25.44 5.20 36.76
t Year Liabilities





0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.52 23.93 38.54 21.50 44.07
2 2018 28.40 23.15 36.87 21.60 40.15
3 2019 27.30 22.41 35.10 21.36 37.18
4 2020 26.16 21.62 33.34 20.89 34.73
5 2021 24.98 20.69 31.59 20.19 32.50
6 2022 23.80 19.89 29.84 19.52 30.47
7 2023 22.62 18.99 28.11 18.74 28.51
8 2024 21.43 18.07 26.37 17.89 26.63
9 2025 20.24 17.12 24.67 16.96 24.91
10 2026 19.01 16.18 22.98 16.02 23.22
t Year Funding Ratio





0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.00 0.74 1.35 0.70 1.56
2 2018 0.98 0.72 1.35 0.65 1.61
3 2019 0.97 0.70 1.34 0.61 1.65
4 2020 0.95 0.68 1.34 0.57 1.69
5 2021 0.94 0.66 1.34 0.53 1.73
6 2022 0.92 0.63 1.34 0.49 1.78
7 2023 0.90 0.60 1.34 0.44 1.82
8 2024 0.88 0.57 1.35 0.40 1.86
9 2025 0.85 0.53 1.35 0.34 1.90
10 2026 0.83 0.48 1.37 0.28 1.96
Table 3.A.7: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the benchmark nominal










0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.52 23.93 37.04 21.04 43.81
2 2018 28.51 22.87 36.65 20.47 43.73
3 2019 27.51 21.76 35.81 19.42 42.86
4 2020 26.48 20.64 34.83 18.18 42.24
5 2021 25.41 19.41 33.79 16.87 41.63
6 2022 24.34 18.27 32.91 15.60 41.19
7 2023 23.27 17.13 31.83 14.43 40.21
8 2024 22.19 15.92 30.83 13.21 39.23
9 2025 21.12 14.77 29.88 12.01 38.56
10 2026 20.00 13.51 28.93 10.63 38.24
t Year Liabilities





0 2016 30.63 24.83 40.39 20.02 52.24
1 2017 29.52 23.93 38.54 21.50 44.07
2 2018 28.40 23.15 36.87 21.60 40.15
3 2019 27.30 22.41 35.10 21.36 37.18
4 2020 26.16 21.62 33.34 20.89 34.73
5 2021 24.98 20.69 31.59 20.19 32.50
6 2022 23.80 19.89 29.84 19.52 30.47
7 2023 22.62 18.99 28.11 18.74 28.51
8 2024 21.43 18.07 26.37 17.89 26.63
9 2025 20.24 17.12 24.67 16.96 24.91
10 2026 19.01 16.18 22.98 16.02 23.22
t Year Funding Ratio





0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.00 0.93 1.14 0.93 1.26
2 2018 1.01 0.90 1.15 0.88 1.29
3 2019 1.01 0.89 1.17 0.84 1.35
4 2020 1.01 0.87 1.19 0.80 1.41
5 2021 1.02 0.86 1.22 0.77 1.48
6 2022 1.02 0.84 1.25 0.74 1.55
7 2023 1.03 0.83 1.28 0.71 1.62
8 2024 1.04 0.81 1.32 0.68 1.68
9 2025 1.04 0.79 1.36 0.65 1.75
10 2026 1.05 0.77 1.41 0.61 1.85
Table 3.A.8: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the benchmark nominal










0 2016 38.18 36.45 40.02 36.41 40.07
1 2017 36.05 33.61 38.58 33.56 38.64
2 2018 34.01 31.16 37.00 31.14 37.03
3 2019 32.07 28.92 35.40 28.83 35.50
4 2020 30.21 26.82 33.81 26.58 34.11
5 2021 28.44 24.86 32.29 24.47 32.79
6 2022 26.73 22.99 30.81 22.47 31.47
7 2023 25.08 21.17 29.35 20.58 30.13
8 2024 23.47 19.41 27.94 18.77 28.79
9 2025 21.90 17.71 26.56 17.06 27.45
10 2026 20.36 16.04 25.20 15.40 26.08
t Year Liabilities





0 2016 38.18 36.45 40.02 36.41 40.07
1 2017 35.50 31.04 40.67 30.86 40.95
2 2018 32.97 27.94 39.05 27.65 39.53
3 2019 30.68 25.64 36.81 25.25 37.46
4 2020 28.63 23.89 34.49 23.44 35.23
5 2021 26.77 22.29 32.26 21.84 33.03
6 2022 25.07 20.94 30.14 20.48 30.92
7 2023 23.50 19.70 28.13 19.24 28.91
8 2024 22.02 18.56 26.19 18.10 26.97
9 2025 20.61 17.46 24.35 17.01 25.12
10 2026 19.26 16.46 22.57 16.01 23.31
t Year Funding Ratio





0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.02 0.90 1.14 0.90 1.14
2 2018 1.04 0.89 1.20 0.88 1.21
3 2019 1.05 0.88 1.24 0.86 1.26
4 2020 1.06 0.88 1.26 0.85 1.30
5 2021 1.07 0.87 1.29 0.84 1.34
6 2022 1.07 0.87 1.31 0.83 1.37
7 2023 1.07 0.86 1.32 0.81 1.39
8 2024 1.07 0.84 1.34 0.79 1.41
9 2025 1.07 0.83 1.35 0.77 1.43
10 2026 1.06 0.81 1.36 0.75 1.45
Table 3.A.9: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the alternative nominal










0 2016 38.18 36.45 40.02 36.41 40.07
1 2017 35.79 32.00 39.96 31.92 40.06
2 2018 33.47 28.91 38.64 28.86 38.72
3 2019 31.30 26.33 36.87 26.04 37.31
4 2020 29.29 24.20 35.08 23.62 35.94
5 2021 27.40 22.25 33.28 21.44 34.52
6 2022 25.64 20.49 31.60 19.54 33.08
7 2023 23.98 18.80 29.96 17.82 31.50
8 2024 22.40 17.24 28.38 16.29 29.83
9 2025 20.88 15.74 26.86 14.92 28.09
10 2026 19.42 14.27 25.43 13.62 26.32
t Year Liabilities





0 2016 38.18 36.45 40.02 36.41 40.07
1 2017 35.50 31.04 40.67 30.86 40.95
2 2018 32.97 27.94 39.05 27.65 39.53
3 2019 30.68 25.64 36.81 25.25 37.46
4 2020 28.63 23.89 34.49 23.44 35.23
5 2021 26.77 22.29 32.26 21.84 33.03
6 2022 25.07 20.94 30.14 20.48 30.92
7 2023 23.50 19.70 28.13 19.24 28.91
8 2024 22.02 18.56 26.19 18.10 26.97
9 2025 20.61 17.46 24.35 17.01 25.12
10 2026 19.26 16.46 22.57 16.01 23.31
t Year Funding Ratio





0 2016 1.00 1.00 1.00 1.00 1.00
1 2017 1.01 0.95 1.07 0.95 1.08
2 2018 1.02 0.94 1.10 0.93 1.12
3 2019 1.02 0.93 1.12 0.90 1.15
4 2020 1.02 0.92 1.14 0.88 1.19
5 2021 1.02 0.90 1.15 0.85 1.22
6 2022 1.02 0.89 1.17 0.83 1.25
7 2023 1.02 0.87 1.19 0.80 1.28
8 2024 1.02 0.85 1.20 0.78 1.30
9 2025 1.01 0.82 1.22 0.76 1.31
10 2026 1.01 0.80 1.24 0.74 1.32
Table 3.A.10: This table reports the 95% prediction intervals without
and with misspecification uncertainty, for of the assets, the liabilities
and the funding ratios. They are built on the alternative nominal
model with 27% investment in 20-year bond. Results are plotted in
Figure 3.A.9.
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(a) Bond yields over time
(b) Term structure in the end of the Year
Figure 3.A.3: The prediction intervals with and without model mis-
specification uncertainty, for the term structure of the bond yields
under the benchmark nominal model. The dotted lines indicate the
95% prediction intervals for the nominal model, while the dashed lines
indicate the prediction intervals with misspecification uncertainty.
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(a) Bond yields over Years
(b) Term structure in the end of the Year
Figure 3.A.4: The The prediction intervals with and without model
misspecification uncertainty, for the term structure of the bond yields
under the alternative nominal model. The dotted lines indicate the
95% prediction intervals for the nominal model, while the dashed lines
indicate the prediction intervals with misspecification uncertainty.
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(a) Forecasts of the assets, the liabilities and the funding ratio, using the
benchmark nominal model.
(b) Forecasts of the assets, the liabilities and the funding ratio, using the al-
ternative nominal model.
Figure 3.A.5: The results of the forecasts are reported in Table 3.A.5
and 3.A.6, respectively. The solid line and the dashed-diamond line are
for the expectations and the medians derived from the nominal model.
The dotted lines indicate the 95% prediction intervals for the nominal
model, while the dashed lines indicate the prediction intervals with
misspecification uncertainty.
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Figure 3.A.6: Forecasts of the assets, the liabilities and the funding
ratio, using the benchmark nominal model, with 30% 1-year bond
in the investment.
Figure 3.A.7: Forecasts of the assets, the liabilities and the funding
ratio, using the benchmark nominal model, with 27% 20-year bond
in the investment.
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Figure 3.A.8: Forecasts of the assets, the liabilities and the funding
ratio, using the alternative nominal model, with 30% 1-year bond
in the investment.
Figure 3.A.9: Forecasts of the assets, the liabilities and the funding




Portfolio Rules and Interest Rates under
Model Uncertainty
4.1 Introduction
This paper studies intertemporal continuous-time investment-consumption deci-
sion in a complete market setting, and the asset pricing in equilibrium, where the
representative agentworries aboutmodel uncertainty, i.e., uncertainty of the prob-
ability used for making decisions. Our paper incorporates model uncertainty into
a modified Cox-Ingersoll-Ross (CIR) general equilibrium setting Cox et al. [11],
and solves it in the spirit of Hansen et al. [41]. This modified setting leads to a
decision under commitment. Hansen and Sargent [34] discuss such a problem
and propose a time-consistent solution approach. In this paper, we propose a al-
ternative solution approach, and achieve time consistency as well. We provide the
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closed-form solutions of dynamic investment rules and equilibrium expected as-
sets returns. Moreover, we compare our resultswith those in the existing literature,
in order to understand the impact of model uncertainty under different measures.
We consider amodifiedCox-Ingersoll-Rossmodel (CIR) [11], where the econ-
omy is composedof production, consumption, and investment. Themarket is pos-
tulated as being complete. The representative agent decides every period to invest
his wealth in a production technology, a risk-free asset, and risky assets. Unlike
the original CIRmodel, we do not include the state variables determining the pro-
cesses of the technology and assets. The wealth is accumulated until the terminal
period. At the end, the representative agent exhausts all wealth in consumption
without bequest. This setting can be understood as a scenario where one accumu-
lates wealth before retirement, and buys a pension product at retirement. Equiva-
lently, this problem can be considered as a terminal wealth problem. The utility is
a logarithm function, following Gagliardini et al. [23], who suggest this choice for
its convenience to concentrate on the intuition of the impact ofmodel uncertainty
on the results whilst preserving tractability.
In the presence of model uncertainty, the representative agent evaluates the ex-
pected utility over a set of probability distributions, rather than a single nominal
one. This set is the so-called model uncertainty set. The investment decision is
made based on the probability leading to the worst utility expectation, reflecting a
conservative attitude towards investment. There are many ways to formulate and
solve such a problem; see the review by Guidolin and Rinaldi [29]. In this paper,
we incorporate model uncertainty based on the foundation given byHansen et al.
[41]. It is shown in their paper that we are able to obtain time consistent solution
for an intertemporal decision, under the formulation structure using a state and
time independent “uncertainty parameter” .
Generally, the formulation inHansen et al. [41]uses an equivalent set ofRadon-
Nikodym (RN) derivatives to represent the model uncertainty set. Since the RN
derivative is defined as the ratio of an alternative probability and the nominal one,
one can evaluate an alternative expectation by simplymultiplying the correspond-
ing RN derivative to the nominal model. In other words, the optimization can
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be conducted under the nominal measure, using the the RN derivative set as the
constraint.
While this formulation uses the RN derivative explicitly, most related literature
studying financial models under model uncertainty uses the RN derivatives im-
plicitly. These formulations typically produce recursive results depending on a dy-
namic ”uncertainty process”. However, with the formulation explicitly using RN
derivative, we obtain results depending on a Lagrangian-like ”uncertainty param-
eter”. To do so, if we simply follow Hansen et al. [41], it could result in a commit-
ment issue, whichmeans that the decisionmaker has to be committed to the initial
plan, and cannot re-plan even if more information flow in future could change the
optimal solution. Hansen and Sargent [34] discuss this type of problem, and pro-
pose to use so-called “discount” RN derivative, which is a modified RN derivative
discounted by time, such that the uncertainty parameter is time invariant. How-
ever, we regard using “discount” RN derivative could reduce tractability.
Glasserman and Xu [27] apply Hansen et al. [41]’s formulation to study ro-
bust risk measure. Although their problem is not intertemporal, we find it inspir-
ing. We propose in this paper to use the ordinary RN derivative, following their
approach to obtain a state dependent and time consistent uncertainty parame-
ter. However, regarding the issue of commitment and in order to maintain the
time consistent property, we distinguish planning time and implementation time
for convenience, and time consistency means implementation time consistency.
In the new approach, we allow the amount of model uncertainty taken into ac-
count to be planning-time-varying, such that a (discount) uncertainty parameter
is implementation-time-invariant. This is whatmakes our approach different from
Hansen and Sargent [34]’s, while contributing to solve problems with the type of
formulation by Hansen et al. [41].
Assuming a completemarket, we solve the dynamic investment problem by the
martingale approach. The results are comparedwith those in the absence ofmodel
uncertainty. We establish and analyze the links between the formulations implic-
itly embedding theRNderivative and those applied in this paper. We focus on two
aspects. One is the link between the static uncertainty parameter and the dynamic
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uncertainty process, while the other is the risk premium and the market price of
risk under different measures, based on the link in the first aspect.
Moreover, we investigate the risk-free rate, the risky rates, and the risk premium
in equilibrium. The equilibrium is defined as in the original CIR, i.e., a represen-
tative agent finds an optimal strategy, given the market clearing condition that all
wealth is invested in the production of the final consumption, and no wealth is
invested in financial assets. We compare the terminal wealth in equilibrium, par-
ticularly between formulations under different measures.
We also calibrate the equilibrium solutions, using data of the OECD economic
growth rates as the production technology returns. We consider two possibilities
for the risky assets. One is a proxy of themarket portfolio, and the other are five in-
dustry portfolios, both of which are from Kenneth French’s data collection.1 The
data range from 2006 to 2017. Our calibrations consider the dynamic decision
made over 1 year, 5 years, 10 years, and 15 years. At last, we investigate a reason-
able amount of model uncertainty by a statistic in Pardo [61] that is related to the
RNderivative. We classifymodel uncertainty into parameter uncertainty andmis-
specification uncertainty. The former can be eliminated given sufficient data, and
appears between statistically equivalent (indistinguishable) models. The latter ex-
ists between models that are statistically indistinguishable, and cannot be elimi-
nated only by increasing the sample size. The popular detection error probability
approach in Anderson et al. [2] infers parameter uncertainty only, while using the
statistic in Pardo [61] does not have such a restriction. In the calibrations, we find
that the misspecification uncertainty is also needed to explain the equity risk pre-
mium puzzle, unlike in Maenhout [57] who finds parameter uncertainty is suffi-
cient. The equilibrium risk-free rate, equity risk premium, and terminal wealth are
analyzed in the calibrations.
Thestrandof literatureonuncertainty, or ambiguity, datesback at least to ”Knigh-
tian uncertainty” [49], which is distinct from the concept of risk, and applied to
events with unknown probability.2 The first famous related experiment is pro-
1Source: Kenneth French’s website.
2Ambiguity, a fairly similar concept to uncertainty, is also discussed by Knight [49]. In this
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vided by Ellsberg [20], who shows that the conventional subjective expected util-
ity (SEU) is unable to account for the probability uncertainty; if SEU is used, the
underlying probabilities implied in the experiment are inconsistent. This is called
the ”Ellsberg paradox”. The experiment is also an evidence of ambiguity aversion,
which refers to the preference of a choice with known probability to one with un-
known probability.
The most popular proposal to settle the inconsistency in the Ellsberg paradox
is given by Gilboa and Schmeidler [26]. They propose that in the presence of
ambiguity, the decision maker (DM) considers a set of probability distributions,
andmakes decisions based on the probabilities leading to the worst expected out-
comes. This is the max-min expected preference theory. The set of probabilities is
typically referred to as the uncertainty set, containing plausible probabilities. The
max-min rule is built on a conservative point of view that Nature always behaves
against the DM. If the worst case is optimized, the DM would be well prepared
for the other cases. This type of preferences is commonly known as multiple prior
preferences (MPP).
Derived fromGilboa and Schmeidler [26]’s theory, there are twomain streams
of approaches for recursive intertemporal applications. One approach is led by
Epstein and Schneider [21], who follow closely the MPP in the formulation of
the problem to be investigated, and develop recursive MPP. The other approach
is led by Hansen and Sargent [33], which combines the MPP with robustness op-
timization theory in engineering. Their main difference lies in the ways to form
the constraint on the set of plausible probabilities, or the so-called uncertainty set.
The former approach in fact contains multiple constraints on the uncertainty set,
which are state and time dependent, and satisfy the rectangularity condition given
byChen and Epstein [8]. The latter approach takes into account only a single con-
straint on the uncertainty set, which is fixed and state independent, according to
Anderson et al. [2] and Hansen et al. [41].
There have been a number of papers applying these two approaches to incor-
porate model uncertainty for a variety of topics in portfolio rules and asset pric-
paper, we use them interchangeably.
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ing. To name a few, Maenhout [57] makes a modification on Anderson et al. [2]
to allow for multiple constraints on the uncertainty set, in order to guarantee the
homotheticity property in the portfolio problem. Trojani and Vanini [68] inves-
tigate the general equilibrium with Epstein-Zin preferences in the framework of
Anderson et al. [2], but additionally incorporate the rectangularity condition for
dynamic consistency, resulting in state-dependent constraints as well. A similar
approach is applied by Gagliardini et al. [24] who study the CIR term structure of
interest rates. Garlappi et al. [25] incorporate model uncertainty to Markowitz’s
mean-variance portfolio allocation, and propose a multi-prior approach. Ju and
Miao [47], Liu [53], and others elaborate their problems with more financial set-
ups, such as time-varying investment opportunities, regime-switching processes,
and so on. However, all these papers apply multiple constraints to the uncertainty
set based on either Chen and Epstein [8] or a modification of Anderson et al. [2],
mainly because of the controversy on time consistency.
Later on, this controversy is solved as Maccheroni et al. [55, 56] prove that the
original Hansen and Sargent [33] and Anderson et al. [2] are time consistent for
intertemporal problems, andHansen et al. [41] provide the axiomatic foundation
for a single fixed and state independent constraint. Yet, we find limited literature
applying such kind of constraint. Glasserman andXu [27] apply such a constraint,
and develop a more intuitive and practical approach for portfolio risk measure-
ment, credit risk, hedging, etc. However, it doesnot study intertemporal decisions.
Hansen and Sargent [34] and Hansen and Sargent [35] extend to discuss the is-
sue under commitment and without commitment. Both of them propose using
a discount RN derivative, which effectively shrinks the uncertainty set over time,
to guarantee a time consistent solution. Our paper, asmentioned earlier, proposes
to use a planning-time-varying amount ofmodel uncertainty instead, and combine
Glasserman and Xu [27] ’s approach, resulting in a much simpler method.
In terms of topics and settings, the closely related literature considering the log-
arithm utility or the terminal wealth under model uncertainty includesMaenhout
[57], and Gagliardini et al. [23]. The former derives the solutions for a logarithm
utility from a general setting of a CRRA utility, where the consumption occurs
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every period; our problem considers a modified CIR problem with only termi-
nal consumption. For a terminal wealth problem, the later imposes multiple con-
straints for time consistency, while we use a single constraint.
This paper contributes to the literature studying portfolio rules and asset pric-
ing under model uncertainty. Firstly, in terms of methodology, we propose an
alternative approach to Hansen and Sargent [34] to obtain a fixed and state inde-
pendent (discount) uncertainty parameter, while maintaining time consistency
under commitment. Secondly, we find that the demand for the risk-free asset in-
creases, while the demand for production improvement and risky assets decrease.
This finding supports Maenhout [58], but not Liu [53] who finds increasing de-
mand for risky assets when the elasticity of intertemporal substitution is taken into
account. Also, we find that the conservative attitude of the representative agent in
equilibrium is affected not just by the amount of model uncertainty, but also by
the investment horizon and the volatilities of production improvement. Last but
not least, our calibrations show that the risk-free rate and equity risk premiumpuz-
zle can be relaxed by incorporatingmodel uncertainty. UnlikeMaenhout [57], we
suggest additional model misspecification uncertainty to unveil unexplained pre-
mium.
In the following sections, Section 4.2 first makes a brief mathematical review
on the mainstream representations and formulations to incorporate model un-
certainty. It then proceeds to describe the general financial market, incorporate
model uncertainty, and solve the investment-consumption problem under model
uncertainty. Section 4.3 discusses the implication of the solutions. Section 4.4 an-
alyzes specifically the equilibrium case. Section 4.5 provides calibration results to
understand the impact of the crucial uncertainty parameter in equilibrium. Sec-
tion 4.6 summarizes and concludes. Appendix 4.A provides the assumptions for
our main formulation. We provide the details in solving the optimization in Ap-
pendix 4.B, and the equilibrium in Appendix 4.C.
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4.2 The Investor’s Optimization Problem
Financial models are set up to explain the relations between financial quantities
such as investment, consumption, risk-free rates, pricing factors, discounted rates,
etc. The classical models typically consider a nominal probability distribution, de-
noted by P. However, there are quite many reasons why the true outcomes in
the economy do not perform as estimated and predicted by the nominal modelP.
These reasonsmaybe causedby the estimation approach,model structure settings,
or even unexpected changes in reality. Under such circumstances, the outcome is
actually derived from an alternative probability distribution P̃. The discrepancy
between P and P̃ raises model uncertainty. This section incorporates model un-
certainty into a modified CIR problem, and derives closed-form solutions.
We will first briefly review some possible formulations for model uncertainty
incorporation. Then we describe the financial market settings, the nominal opti-
mization problem. The last part shows the incorporation of model uncertainty,
and the closed-form solutions.
4.2.1 A Brief Review of Some Alternative Formulations
This part provides a not-so-formal review on the main formulations pertaining to
this paper. We write x ∼ P̃, where x is a random variable of interest, distributed
according to a probability distribution P̃ in an uncertainty set P . According to
Hansen and Sargent [33], we could formulate the investor’s preferences in two









where U(x) is the utility function of x. The parameter κ represents the amount
of model uncertainty as specified by the decision maker (hereinafter, DM).R(P̃)
is the relative entropy, or the Kullback-Leibler divergence (hereinafter, KL diver-
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gence) [50]. Itmeasures the discrepancy between the distribution P̃ and the nom-
inal distribution P, quantifying model uncertainty.3 Specifically, the KL diver-
gence is defined byR(P̃) = EP̃ (logm), wherem = dP̃/dP is a well-defined like-
lihood ratio called the Radon-Nikodym derivative (hereinafter, RN derivative).





∣∣Ft) , ∀t < T, (4.1)
where Ft = σ {Zs, 0 ≤ s ≤ t} for t ∈ [0,T] is the filtration generated by Zt,
which we assume to be a Brownianmotion under themeasureP. The filtrationFt
collects historical information. Moreover, by Girsanov Theorem,












wherem0 = 1, and ht is a process adapted toFt.
The formulation (P1) is usually called the constraint problem, while (P2) the
penalty problem because the objective includes an extra term related to the con-
straint P̃ ∈ P̃(x). The parameter θ is an implied Lagrangian multiplier on the
constraint in (P1). Because it reflects the impact of model uncertainty, we call it
the “uncertainty parameter”. The larger θ is, the smaller the impact of model un-
certainty is. Mostly for the convenience of interpretation, we use 1θ instead of θ.
According to Hansen and Sargent [33], the orderings of two preference formu-
lations are not necessarily the same, but optimizing over them provides identical
decisions.









m(x) · U(x)dP(x) + θR(P),
3There are other types of f-divergences to quantify model uncertainty. The KL divergence is
the one mostly used in practice, and applicable for our problem.
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whereR(P) = EP (m logm).
A crucial part in the problems is constructing the uncertainty set, or formulat-
ing the constraint(s), for the intertemporal investigation. There are two kinds of
constructions, based on [8] andHansen et al. [41], respectively. Both of them can
be postulated through ht,
(A) {h : h′tht ≤ κ} ,
(B)
{
h : EP (mT logmT) ≤ κ, andmT defined by (4.2)
}
.
The main difference between these two constraints is that (A) implies multi-
ple state-dependent and time-dependent constraints; see Trojani and Vanini [68].
They satisfy the rectangularity condition described in Chen and Epstein [8], ac-
cording to Trojani and Vanini [68]. It is the type used in [24, 57, 58, 68]. Because
ht is the essential process reflecting the size of the uncertainty set, and determining
mt, we call it the “uncertainty process”.
The constraint (B), instead, implies only a single constraint related to the termi-
nal RNderivativemT, yielding a fixed and state independent “uncertainty parame-
ter” θ. In fact, (B) applies themartingale property ofmt, and needs only the termi-
nal RN derivative mT. Under this constraint formulation, the optimization prob-
lem need not be solved recursively, and thus raise the controversy of time consis-
tency. Maccheroni et al. [55, 56] show that it suffices to use this single constraint to
maintain recursive consistency. However, in order to maintain time consistency,
Hansen et al. [41] use a so-called discount RN derivative m̃t, instead of the ordi-
narymt, to establish the solution approach axiomatically. Hansen andSargent [34]
andHansen and Sargent [35] discuss the control under commitment and without
commitment, respectively.
Our paper applies (P1′). But different from Hansen et al. [41], we remain us-
ing the ordinary RN derivative. However, in order to guarantee time consistent
solution under commitment, we clarify planning time τ and implementation time
t. We allow the amount of model uncertainty κ to be planning-time-varying, de-





h : EP (mT logmT) ≤ κτ, andmT defined in the form (4.2)4
}
,
Inotherwords,wewill formulate amodifiedCoxet al. [11] investment-consumption
problem the way as (P1′) and (B′), and study the impact of model uncertainty.
Unless particularly specified, the RNderivative in the sequel refers to the ordinary
one.
4.2.2 The Nominal Model of the Financial Market
The financial market follows the settings described in Cox et al. [11], except for
taking into account the state variables determining other parameters in the mar-
ket components. We also assume a complete market. The governing measure P is
reflected in the standard Brownian motions driving the diffusion parts in all pro-
cesses, collected in thematrixZt ∈ R(1+k)×1, where k is the number of risky assets.
Specifically, we have the following components in the market.
1. There is one risk-free asset (fixed-income security) Bt with return rt,
dBt = rtBtdt.
2. The output rate of a linear production technologyQt is postulated as
dQt = α1tQtdt+ σ1tQtdZt.
where α1t ∈ R1×1 is the non-random drift term of the process, and σ1t ∈
R1×(1+k) is a non-random row vector. The parameter α1t is in fact the ex-
pected return at time t. A full rank σ1t indicates thatQt is affected by other
diffusion components. The Qt process produces only one physical good,













for τ < t, wheremτ = 1.
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which can be either reinvested or consumed. This postulated process rep-
resents the production side of the economy. The production is used as a
numéraire; all values are expressed in terms of the units of this good.
3. Themarketprovidesk risky assets, complied in theprice vectorSt =
[




dSt = IStα2tdt+ IStσ2tdZt,
where ISt = diag (St). α2t is a non-random vector collecting the drift terms
of the risky assets, and σ2t ∈ Rk×(k+1) is a non-random matrix describing
the volatilities of the risky assets and the single product.

















where π1t and π2t are the portions ofwealth invested in production and risky assets,
respectively. The vector αt collects the drift terms, which are in fact the expected
returns at time t. Thematrix Σt is assumed full rank, to satisfy the completeness of
themarket. The variance-covariance of the single product and risky assets isΣtΣ′t.5
Therepresentative agent invests every periodwithout consuming. Thewealth is
accumulated tobeWT at the terminal period and is exhausted in consumption. The
utility function is a logarithm function, i.e.,U(CT) = log (CT), where CT = WT.
The choice of logarithm as the utility function follows Gagliardini et al. [23], who
argue that the logarithm setting is convenient to focus on the intuition of model
uncertainty while being highly tractable. The condition CT = WT is interesting
for a pensioner, who accumulates wealth before retirement, experiences economic













dt. Thus σ1t and σ2t can be constructed
such that this condition is satisfied, by Cholesky decomposition of ΣtΣ′t for instance.
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growth by technology improvement, and spends all wealth on a pension product
in the last period.
Suppose b is a deterministic discount rate. In the absence of model uncertainty,
the representative agent maximizes the expectation of the subjectively discounted
utility under the measure P
max
πt
EP [exp (−bT) log (CT)] , CT > 0, (4.3)
subject to the terminal condition
CT = WT, (4.4)
and the wealth dynamics under P, postulated as
dWt
Wt
= [π′t (αt − rt1k+1) + rt] dt+ π′tΣtdZt, (4.5)
where 1i is aRi×1 vector of ones.
In this nominal setting, the analyses of investment decision, interest rates, risk
premium, etc. are based on this single prior measure P.
4.2.3 The Optimization Problem under Model Uncertainty
It is crucial to construct a model uncertainty set that implies a specific amount of
model uncertainty. In this paper, the amount of model uncertainty is quantified
through the KL divergence, which is defined by the RN derivative. Meanwhile, an
alternative model can be represented through a change of measure, i.e., by the RN
derivative as well. Because of these links with the RN derivative, the uncertainty
set containing alternativemodels is equivalent to an uncertainty set containing the
RNderivatives, whose correspondingKLdivergences satisfy the constraint for the
specified amount of model uncertainty. In other words, we can simply apply the
uncertainty set with respect to the RN derivative, which is more practical to han-
dle.
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Having in mind all possible models in the uncertainty set, a conservative agent
cares most about the one leading to the worst expected outcome. He aims to op-
timize the worst case, because once the worst case is treated optimally, he could
be relieved fromworrying about the other cases. In other words, the optimization
problem is tomaximize the worst of all expectations given by the alternativemod-
els. Moreover, we apply constraint (B′) here, and distinguish planning time τ and





EP {mT exp[−b(T− τ)] log(WT)} , (4.6)
wheremT is theRNderivative that changes themeasurewhenevaluating theutility
expectation at the terminal period T, and τ is the time making the optimal plan.
The set Pκτ =
{
mT|EP (mT logmT) ≤ κτ
}
collects all possible mT that satisfy
the constraint on the specific amount of model uncertainty at time τ, κτ . Since
an mT corresponds to an alternative model changed from the nominal one, the
collections ofmT,Pκτ , is equivalent to a model uncertainty set.
The inner infimum in (4.6) reflects the agent’s concern on the worst outcome
given by different models. His optimal investment decision is made so as to max-
imize the worst case. The belief is that if the investment could gain in the worst
case, so would it do in other cases. Nevertheless, the worries on the worst case
restrict his investment, and thus his behavior is regarded as conservative.
4.2.4 The Solutions to the Optimization Problem
In the sequel, the wealth WT is subject to the dynamic process (4.5). Following
Glasserman andXu [27], the inner infimumproblem in (4.6) can be reformulated
into a Lagrangian dual function, associated with a Lagrangianmultiplier 1θτ for the
constraint at planning time τ. Consequently, the optimization problem becomes
6Using the constraint type (B′), it was supπt,τ infmt∈Pκτ E
P [mtU(πt,τ)] . Applying the martin-
gale property ofmt process, it becomes supπt,τ infmT∈Pκτ E
P [mTU(πt,τ)] ,wheremT aggregates the
historical information. It is sufficient to use a single constraint with respect to the terminal value of










EP {mT exp[−b(T− τ)] log(WT)} −
1
θτ




Under appropriate assumptions satisfied in our case (see Appendix 4.A), and fol-
lowing Proposition 2.1 in Glasserman and Xu [27], we are allowed to interchange









mT exp[−b(T− τ)] log (WT)−
1
θτ




This problem is solved from the most inside layer. The optimizer infmT solves for
the optimalmT, producing a θτ-associated optimal solution
m∗T(θτ) =
exp {θτ exp[−b(T− τ)] log (W∗T)}
EP {exp {θτ exp[−b(T− τ)] log (W∗T)}}
, θτ < 0, (4.9)
where W∗T is the terminal wealth, depending on the optimal investment decision
π∗t,τ . By substitutingm∗T(θτ) into (4.8), theoptimal value for second layeroptimizer




logEP {exp {θτ exp[−b(T− τ)] log (W∗T)}} ,








EP {mT exp[−b(T− τ)] log(WT)}+
1
θ̃τ
EP (mT logmT − κτ)
}
.
Let θτ = −θ̃τ . It then becomes (4.7). The problem (4.7) can also be changed to
infπt infθτ<0 supmT
{
−EP {mT exp[−b(T− τ)] log(WT)}+ 1θτ E











−EP {mT exp[−b(T− τ)] log(WT)} −
1
θτ
EP (mT logmT − κτ)
}
,
which in linewith theProposition 2.1 inGlasserman andXu [27] that studies aminimization prob-
lemof a convexobjective. Thenweare allowed to apply theproposition inGlasserman andXu[27].
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whereW∗T results from optimal investment decision π∗t,τ , and π∗t,τ can be expressed
as




logEP {exp {θτ exp[−b(T− τ)] log (WT)}} .
For a given value of θτ concerning in the first layer optimization, the optimal value





logEP {exp {θτ exp[−b(T− τ)] log (WT)}} ,
resulting from the optima π∗t,τ and m∗T. As a consequence, the optimization (4.8)





















We start from solving the inner optimization problem with respect to πt,τ in
(4.10), and then proceed further to find the optimum θ∗τ . Unlike Cox et al. [11]
and other literature to follow Merton [59], we will solve the inner optimization
problem in (4.10) by themartingale approach, followingKaratzas and Shreve [48]
andmakinguse of the assumptionof a completemarket. Theadvantage of employ-
ing themartingale approach is that it avoids the complicated optimization steps in
the recursive dynamic method in Merton [59]. The disadvantage is that it is re-
stricted to the complete market setting. In an incomplete market, the Hamilton-
Jacobian-Bellman equation has to be used to ensure the recursion consistency for
intertemporal decisions.
For notational simplicity, write aθτ = θτXT,τ and XT,τ = exp[−b(T− τ)] for a
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subject to (4.5). AsXT,τ is a discount factor, onemay think of aθτ as the uncertainty
parameter θτ discounted by XT,τ .
We show the solutiondetails inAppendix 4.B.Moreover, theouter optimization
for the optimal θ∗τ is easily implementedwhen πt,τ is found; see also Appendix 4.B.
The solutions are summarized in the following proposition.






−1(αt − rt1k+1), t ≥ τ, (4.11)






2(1 − aθ∗τ )2














where aθ∗τ = θ
∗






τ (αt − rt1k+1)′(ΣtΣ
′
t)
−1(αt − rt1k+1)dt[∫ T
τ (αt − rt1k+1)′(ΣtΣ
′
t)
−1(αt − rt1k+1)dt− κτ
]
exp [−b (T− τ)]
< 0,
(4.13)
for an amount of model uncertainty κτ > 0 at the planning time τ.







. The part 1θτ is not relevant.
The log function is monotonically increasing. But aθτ < 0 makes the objective function a mono-
tonically decreasing one. The original problem is thus equivalent to optimizing a monotonically
increasing function ofWT by adding a negative sign.
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Under this formulation, the investment decision π∗t,τ depends also on τ. This
means that the optimal solution depends on the initial state at planning, accompa-
nied with a commitment issue. If we need implementation-time consistency, the
planning time τ should not affect. In other words, aθ∗τ should be consistent such
that π∗t,τ = π∗t . Using (4.13) for aθ∗τ , both the amount ofmodel uncertainty and the
integration part depend on τ. Therefore, one way to achieve time consistency is to
allow the amount of model uncertainty κτ to be planning-time-varying, such that
for each planning time τ, we could find an amount κτ resulting in a consistent and
fixed aθ∗τ . Since aθ∗τ is consistent regardless of τ, we can obtain the fixed aθ∗ by sim-
ply considering the initial state of amount of model uncertainty κ0. Consequently,
the implementation-time consistent investment strategy π∗t is established.
In contrast to our approach, Hansen and Sargent [34] keep κτ consistent, but
using a discountedRNderivative instead of an ordinary one. This could reduce the
tractability in practice. Althoughour approach seem tohave complicated structure
κτ with extra planning time τ, the solution can be obtained by the initial state of
model uncertainty. The feature makes it attractive in the solving process. In the
sequel, κ is used instead of κτ for the initial model uncertainty state.
With time consistency, Proposition 2 states the optimal investment decision
π∗t , the terminal wealthW∗T under the measure P. The discounted uncertainty pa-
rameter aθ∗ is in fact not related to the initial wealth Wτ , and the discount rate b
(because of the factor 1/ exp [−b(T− τ)] in θ∗τ ). It decreases in κ, and is negative
when the integration in the denominator of θ∗τ is larger than κ.9 It is time-invariant,
determined by κ and an integration function over the length of the time horizonT
with the expected investment returns αt, the risk-free rate rt, and the innovations
between investments Σt. If initial model uncertainty approaches to 0, i.e., κ → 0,
the optimization problem gets close to the nominal one. In the limit, the solutions
are simply the nominal ones, as if aθ∗ = 0.
The investment decision π∗t depends onmodel uncertainty by aθ∗ . Amore con-
servative agent considersmoremodel uncertainty, i.e., a huger κ∗. As κ∗ gets larger,
aθ∗ gets smaller since it is a negative parameter, and hence the coefficient 11−aθ∗ is
9This is most likely to be the case, and will be discussed by calibration in Section 4.5.
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smaller. This means that the demand to invest in production improvement and
risky assets is less, while the demand of lending or borrowing the risk-free asset
increases. This supports the finding in Maenhout [58]. The investor shrinks the
risky investment willingness in the presence of more model uncertainty.
Moreover, the investment decision π∗t can be seen as an effective increase in
the risk aversion by −a∗θ . This is in line with the findings in Liu [53], Maenhout
[57, 58], and echoes the empirical findings that a high risk aversion coefficient can
be reconciled with a preference to robustness; see e.g. Vissing-Jørgensen and At-
tanasio [70], and Bansal and Yaron [3].
Theoptimal terminal wealth is random, resulting from the BrownianmotionZt.
Moremodel uncertaintymeans that the diffusion part is less influential because of
the decreasing relation with 11−aθ∗ . Concerning the drift term, we have to consider
that 1 > 11−aθ∗ =
2−2aθ∗
2(1−aθ∗ )2
> 1−2aθ∗2(1−aθ∗ )2 . Thus the optimal terminal wealth with
model uncertainty, W∗T, will be smaller than the one without model uncertainty,
resulting from the conservative investment choice.
4.3 Implications
The way we incorporate model uncertainty is imposed on the nominal objective
function (4.3) under the nominal measure P, different from the framework de-
signed by Hansen and Sargent [36]. The latter imposes model uncertainty on the
constraint (4.5) by Girsanov’s theorem. This changes the measure evaluating the
nominal objective function tobe an alternative one, P̃. In this section, wewill com-
pare the differences and the connections between these two formulations. Based
on these connections, we develop a few implications.
4.3.1 The Alternative Formulation under P̃
In the formulation in Section 4.2, theRNderivativemT is themost crucial element
to transform the problem between measures. Hence, we make a further investiga-
tion on it, and explore how this transformation in (P1′) links to the formulation
(P1).
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In particular, under (P1), the optimization problem is solved recursively. There-
fore, time-consistency is guaranteed, and commitment is not an issue. There is no
need to distinguish the planning time τ. mT is the end-point of the RN derivative
processmt ∈ R+, following
dmt = mth′tdZt,
or (4.2). When t = T, the end-periodmT is











If reconciled with the uncertainty amount κ, the RN derivative in (4.14) is equal
to (4.9). Equating (4.9) and (4.14), we can establish the relation between the un-
certainty parameter θ and the uncertainty process ht.
Alternatively to making a change in the objective function, the classic way in
Hansen and Sargent [36] to incorporate model uncertainty considers the model









= [π′t(αt − rt1k+1 + Σtht) + rt] dt+ π′tΣtdZ̃t,
where, by Gisanov’s theorem, dZ̃t = dZt − htdt is a standard Brownian motion
under the alternative measure P̃ given by dP̃dP = mT. One can think of this change
as if the randomness driving force Zt of the original measure P is shifted by a drift
term value −htdt, and becomes Z̃t under the alternative measure P̃. The uncer-
tainty processht is consideredwithin the constraint of a setH indicating themodel
uncertainty amount, analogous to the condition mT in Pκ in (4.6). Through the
uncertainty process ht,mt is implicitly embedded, andmodel uncertainty is incor-
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porated into the wealth dynamics under the new measure P̃. The expected utility
is hence evaluated with respect to P̃. In contrast, in the problem undermeasureP,
the uncertainty is incorporated onlywhen evaluating the terminal expected utility.
It is reflected in the investment decision only through the time-invariant discount
uncertainty parameter aθ, instead of the possibly complicated and time-varying
process ht. This also makes the (B′) constraint more attractive in applications.
4.3.2 The Relation between aθ and ht
The relation between aθ and ht is pivotal to connect the measures P and P̃. Essen-
tially, the key point lies in the property of the RN derivative processmt.
Recall the normalized RN derivative in (4.9), where mT ∝ exp [aθ log (W∗T)]
is normalized by the expectation E {exp [aθ log (W∗T)]}. It can be rewritten as
exp (aθ logW∗T + ϱ), where ϱ = −E {exp [aθ log (W∗T)]}. Equating the expres-
sions of the terminal RN derivative in (4.9) and (4.14), and taking out the expo-
nential power of both sides, we have the following equality
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Σ−1t (αt − rt1k+1) + At,
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t (αt − rt1k+1) + A′tAt.
However, if and only if At = 0, ht will be in line with the implication given by the




(αt − rt1k+1)′ (ΣtΣ′t)
−1
(αt − rt1k+1).
4.3.3 The Risk Premium and the Market Price of Risk
Under the measure P̃, we investigate the risk premium of the production technol-
ogy and the risky assets, taking into account model uncertainty. Denote by Rt the
vector stackingQt and St, i.e., Rt = [Qt, S′t]′. Then, the process of Rt is given by
I−1R dRt = (αt + Σtht) dt+ ΣdZ̃t,









The risk-free asset is unaffected by a change of measure, and thus the risk pre-
mium dẼPwith respect to P̃ is
dẼP =E
(





















This relation is similar to the one mentioned in Maenhout [57]. This relation
shows that aθ is proportional to the relative risk premium difference under the dif-
ferent measures.
The market price of risk of a risky asset is the ratio of the risk premium divided
by its volatility. Under the measure P, the market price of risk of Rt, given by




is unaffected bymodel uncertainty, following the nominal financialmarket setting.








This quantity is decreasing in κ. For κ > 0, λt > λ̃t, because λ̃t is evaluated under
theworst casemeasure P̃. Moreover, a similar relation to (4.17) is also found for λt
and λ̃t, i.e., aθ = λ̃−λλ̃ . Last but not least, the second equality in (4.18) and (4.19)
provides a way to recover ht when aθ and the market price of risk are available.
4.4 The Equilibrium underModel Uncertainty
Theprevious section incorporatesmodel uncertainty into the investment-consumption
decision for a representative agent in a completemarket with production, risk-free
and risky assets. The utility is a logarithm function of the terminal wealth. In this
section, we further investigate the equilibrium implications.
When solving the general optimization problem, the risk-free interest rate rt,
the expected production and risky asset returns in αt are taken as exogenous. In an
equilibrium economy, however, they are determined endogenously by the market
clearing condition. Specifically in a representative economic agent settings, this
means that the net supply of risky assets and risk-free lending or borrowing must
be zero. In other words, for every period in equilibrium, all wealth is invested only
in the production improvement, and no wealth is assigned to assets.
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Definition 1. An equilibrium is defined as a set of stochastic processes (rt, αt, πt,Wt)
by
1. the market clearing condition,









EP [mT exp(−bT) log(WT)] .
By assumption, the parameters related to the production process, α1t and σ1t
are exogenous. We obtain in Appendix 4.C the closed-form solutions for the mar-
ket price of risk, the risk-free rate and the risk premium in equilibrium, and sum-
marize them in the following proposition. We use the superscript e to signal the
equilibrium-specific parameters and outcomes.
Proposition 3. Planned at time τ, in the presence of model uncertainty, the equilib-
rium risk-free interest rate is endogenously determined by
ret,τ = α1t − σ1tσ ′1t + aθ∗τ σ1tσ
′
1t, (4.20)
the expected risky rates by




(σ1tσ ′1t1k − σ2tσ ′1t) , (4.21)
the risk premium by
EPet,τ = α
e





and the market price of risk by
λet,τ = σ
′










, for a specific model uncertainty amount κt,τ .
As discussed for Proposition 2, the parameter aθ∗τ is planning-time consistent
when allowing κτ planning-time-varying. As a consequence, the solutions in 3
are implementation-time consistent. The fixed aθ∗ is non-positive, and represents
the representative agent’s conservativeness. The lower it is, the more conserva-
tive he is. This attitude is mainly affected by the agent’s confidence in the nominal
model, or the initial quantity of model uncertainty, κ. When κ → 0, a∗θ → 0,
he is more confident in the nominal model; in the limit, he fully believes in the
nominal model. When aθ∗ decreases monotonically as κ increases; he has more
doubt on the nominal model, and becomes more cautious. Besides, aθ∗ depends
on the investment horizon T. When T is larger, aθ∗ is larger as well, implying a
less conservative attitude towards investment. The variance of the production im-
provement, σ1tσ ′1t has a similar effect as T. This means that when the investment
horizon is longer and the production improvement is stable, he would be less and
less cautious. At last, aθ∗ does not depend on the initial wealth W0, the expected
production return α1, the risk-free rate rt, or the discount rate b.
Generally, the equilibriumsolutions inProposition3are composedof twoparts.
One is the standard result without model uncertainty, while the other part stems
from model uncertainty. For instance, the standard equilibrium market price of
risk is σ ′1t, but model uncertainty enlarges the total market price of risk λ
e
t by the
amount−aθ∗σ ′1t. Theexpected risky rates include anextrapartaθ (σ1tσ ′1t1k − σ2tσ ′1t).
The risk premium contains an extra premium due to model uncertainty given by
−aθΣtσ ′1t. The risk-free rate is affected by an additional amount aθ∗σ1tσ ′1t as well.
In the presence of model uncertainty, aθ∗ is negative. As a result, whether the
extra terms will increase or decrease depend on the sign of the value by which aθ∗
multiplies. We summarize the changes as follows. Firstly, the risk-free rate de-
creases in κ, because of the positive variance σ1tσ ′1t. Secondly, the change in an
expected risky rate depends on whether the variance of the technology return is
stronger than the covariance between the technology and the risky asset. If they
are negatively correlated, the expected risky ratewill definitely decrease in κ. How-
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ever, if they are positively correlated, the expected risky rate decreases only if the
correlation is smaller than the variance of the technology return. Thirdly, the risk
premium of the technological return will definitely increase, but the change for
each individual asset again depends on the covariance, because Σtσ ′1t is in fact a
vector containing the correlations of the produced goods with the risky assets.10
When the production improvement is positively correlated to a risky asset, the risk
premiumof the risky asset will be increasing, and vice versa. Last but not least, the
market price of risk increases in the amount of model uncertainty.
The optimal terminal wealth under the measure P in equilibrium is given by















Moreover, the expected terminal wealth is






We see that the wealth is not affected by model uncertainty. This is because the
wealth is expressed in terms of the physical good which is the numéraire. In equi-
librium, themodel uncertainty changes both the supply side and the demand side.
The investment decision πet = [1, 0′k]′ remains the same for equilibrium . As a re-
sult, themodel uncertainty doesnot affect theproduction as anuméraire, although
it affects the prices of assets. If, instead, using the risk-free asset as the numéraire,
we would observe the impact of model uncertainty. 11
10It is the first column of ΣtΣ′t that collects the production return’s variance σ1tσ′1t and its corre-
lations with the risky rates σ2tσ′1t.






. The expected terminal




















(σ1tσ′1t − aθ∗σ1tσ′1t) dt
]
.
The expected wealth increases in κ, because the risk-free rate reT decreases. The decreasing risk-free
rate implies more preference to the present time T over future. When evaluating the wealth with
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In the absence of model uncertainty, we have that θ = 0, aθ = 0, and het = 0,
as discussed earlier. Like aθ, this uncertainty process is related to the volatility of
technology improvement; the technology innovations affect the impact of model
uncertainty as well.
Given the closed-form solution of het , it is also interesting to investigate the equi-
libriumsolutionsunder the alternativemeasure P̃. Whenevaluatedundermeasure
P̃, the processes of the production technologyQt and the risky assetsSt are affected
because of the change of dZ byGirsanov’sTheorem. But the risk-free asset in equi-
libriumremains the sameas ret . ByGirsanov’sTheorem, the expected technological
return, and the expected risky rates under P̃ are, respectively,












=α1t1k − (σ1tσ ′1t1k − σ2tσ ′1t) + aθ∗σ1tσ ′1t1k;








− ret1k+1 = Σtσ ′1t;











het in (4.19). With somemanipulations, one can find
that EPe and ẼP
e
also satisfy the relation in (4.17). In the general optimization,
λt under P is not affected by model uncertainty, while λ̃t under P̃ decreases in κ.
Different in the equilibrium case, λet under P increases in κ, while λ̃
e
t under P̃ is
the decreasing numéraire of reT, the wealth at time Twould be increasing.
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unaffected by κ. The main reason is that, in equilibrium, ret and αe2t are no longer
exogenous. Their values, determined endogenously, are affected by κ, and thus so
is λet . λ̃
e
t is affected because the a∗θ -related items in α̃1t and α̃2t are canceled in excess
of the risk-free rate ret .

































This results in a different expected terminal wealth, as compared to the one under
the measure P,
EP̃ (We∗T ) = W0 exp
[∫ T
0
(α1t + aθ∗σ1tσ ′1t) dt
]
. (4.25)
In equilibrium under the measure P̃, the expected terminal wealth shows a clear
decreasing relation in the model uncertainty due to a∗θ .
To sum up, in the equilibrium under the measure P, model uncertainty affects
the prices of assets but not the numéraire We∗T . However under the measure P̃,
the expected return on the exogenous production process α̃1t is affected by model
uncertainty, and thus so isEP̃ (We∗T ). Moreover, the expected risky rates α̃2t are also
affected bymodel uncertainty by a different amount, as compared to the one inP.
However, the risk premium ẼP
e
and the market price of risk λ̃
e
t are not affected by
model uncertainty.
4.5 Calibrations of the Impact ofModel Uncertainty
In this section, we calibrate the parameters, according to the closed-form solutions
in equilibrium, to study the impact of model uncertainty on the variables such as
expected interest rate, expected risky rates, riskpremium, etc. Wefirstly implement
simple calibrations and verify the changes of those closed-form solutions in the
130
amount of model uncertainty κ. Next, we link κ to certain statistical significance
levels, and see how much κ can affect those solutions.
4.5.1 Simple Calibrations
In the calibrations, the parameters are assumed to be constant. The production
technology process is regarded to represent economic growth, using the monthly
data of the OECD year-over-year economic growth rate. We look into two types
of risky assets. One is the market portfolio, and the other 5 industry portfolios of
consumer goods, manufacture sectors, high-tech sectors, health sectors, and oth-
ers. Both are retrieved from the Kenneth French data.
We analyze the recent ten years. The reasons of choosing this period are because
it is sufficiently long for observation, and the information is up-to date. More-
over, this period includes the financial crisis in 2008, which is one of the sources of
model uncertainty. Including it provides us with a natural information to under-
stand the impact of model uncertainty in calibration.
Figure 4.5.1 plots the raw data of the economic growth rate, market portfolio
return, and industry portfolios returns from January 2007 to December 2016. As
a consequence of the 2008 financial crisis, the market portfolio and the industry
portfolios returns dropped to the bottom aroundOctober 2008. TheDGP growth
rate dropped as well, following the financial crisis. The figure shows a half-year
lagged effect on the economic growth rate. Considering the lagged effect in the
economy, we apply the data of the risky returns from July 2006 to June 2016, and
the laggeddata of the economic growth rate from January 2007 toDecember 2016.
Moreover, the economic growth rate data are annualized, while the risky assets’
data are expressed in terms of month. For calibration convenience, we adjust the
economic growth rate by dividing by 12. Hence, all rates in the following calibra-
tions are expressed in terms of month.
Other values of the parameters for the equilibrium analysis are as follows.
• α1 = 0.11%. It is the mean of the OECD economic growth rates from year
2007 to 2016, on a monthly basis.
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Figure 4.5.1: Economic growth, market portfolio returns and industry portfo-
lios returns.
• σ1 and σ2 are the volatilities for the production and risky asset processes.
The variance-covariance matrix ΣΣ′ is estimated, providing the variance of
the economic growth σ1σ ′1 and the covariance with the risky assets σ2σ ′1.
• b = 0.08333% is the discount rate in terms of month, equivalent to an
annualized rate of 1%. It is close to the risk-free rate.
• W0 = 1 is the normalized initial wealth.
• T is the time horizon in months. We calibrate for T ∈ [12, 60, 120, 180],
namely 1 year, 5 years, 10 years, and 15 years.
• k is the number of risky assets. In particular, k = 1 or 5.
• κ represents a specific amount of model uncertainty. We investigate the
variables of interest against κ. We set the range of κ to be investigated to
be [0, 3.5].
Market Portfolio as the Risky Asset
The first calibration uses the market portfolio as the risky asset, i.e., k = 1. The re-
turn of themarket portfolio is used in the analysis. The variance of the production
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The variance of the technological improvement σ̂1σ̂ ′1, and the covariance σ̂2σ̂
′
1 are
positive, while the difference between the variance and covariance σ̂1σ̂ ′1 − σ̂2σ̂
′
1
is negative. According to Proposition 3, this implies that the equilibrium risk-free
ratewill be decreasing, while the risk premiumand the expectedmarket returnwill
be increasing.
Figure 4.5.2 shows the changes against the size of model uncertainty. The value
of aθ∗ and the equilibrium risk-free rate re decrease as κ goes up. In the absence
of model uncertainty κ = 0, re = 0.1116%. The risk premium of the market
portfolio is increasing in κ, as predicted. When κ = 0, the expected market re-
turn α2 = 0.1138%, EPe = 0.0022%. The thin dark dashed lines mark the rates
0.33% and 0.5%, which are simply the annualized equity risk premium of 4% and
6% expressed in terms of months. This shows the possibility to explain the eq-
uity risk premium puzzle when sufficient model uncertainty is considered. The
expected market return is increasing in κ as well, resulting from the negative dif-
ference between the variance of the lagged economic growth and the covariance
(0.0002%− 0.0022%).
The figures also compare the results when investing over different investment
time horizons. In general, the variables are more sensitive to the amount of model
uncertaintywhen investing in shorter timehorizons. This implies that for the same
level of uncertainty, the impact on themarket is strongerwhen thedecision ismade
over a short period; the representative agent tends to behave more conservatively
and cautiously when his investment only lasts for a short time, and thus themarket
becomesmore conservative aswell, driving up the expected risky rates and the risk
premium and pressing down the risk-free rates. In our calibrations, for T = 12
month investment horizon, the equilibrium interest rate falls below 0 when more
than κ = 3.14 amount of model uncertainty is taken into account; the threshold
of κ for the zero expected interest rate is larger for the longer investment horizon.
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Figure 4.5.2: The equilibrium results using market portfolio as the risky as-
set. The parameter aθ∗ and equilibrium risk-free rate decrease in κ. Both the
equity risk premium and the expected market return increase. At κ = 3.14, the
equilibrium risk-free rate for T = 12 becomes negative.
5 Industry Portfolios as the Risky Assets
In the second calibration, we use the k = 5 industry portfolios as the risky assets,
whose covariances with the lagged economic growth are collected in the vector
Σ̂σ̂ ′1 =
[
0.0002% 0.0016% 0.0023% 0.0021% 0.0012% 0.0028%
]′
.
By Proposition 3, this vector shows that the risk premiumwill increase. Moreover,
the most sensitive one to model uncertainty is the fifth portfolio, because of the
largest covariance 0.0028% can cause the strongest strength to change in (4.22).
The forth portfolio is the least sensitive one among the 5 portfolios. The portfolio
expected returns will be increasing, because of the negative difference between













































The Expected Terminal Wealth and Expected Utility
We look into the expected terminal wealth and the expected utility in equilibrium
under the measure P̃, which are affected by model uncertainty.
In the following investigation, we use the market portfolio as the risky asset.
Figure 4.5.4 plots the changes. Resulting from themodel uncertainty, the expected
terminal wealth is reduced under the alternative measure P̃, and accordingly so is
the expected utility.
Figure 4.5.4: The optimal terminal wealth in equilibrium and the correspond-
ing expected utility under measure P̃, given different investment horizon T.
The risky asset is the market portfolio.
4.5.2 A Reasonable κ
Thecalibrations above illustrate the changes in the significant variables against the
model uncertainty amount κ, as shown in Proposition 3. In general, the larger κ is,
the less confident the representative agent is in the nominal model, and behaves
more conservatively. This causes the changes. A closely related question is then
raised: how large should a reasonable κ be? This subsection will address this ques-
tion.
The amount ofmodel uncertainty is implied by the size of the uncertainty set. A
commonapproach applied in the literature to determine the size of the uncertainty
set is the detection error probability approach [2]; see applications in Gagliardini
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et al. [24], Maenhout [57, 58]. It is an approach based on the empirical data and
the likelihood ratio, and aims to form a constraint on the uncertainty set to con-
tainonly statistically indistinguishablemodels. In otherwords, this approach takes
into account parameter uncertainty only. Maenhout [57] calibrates a reasonable
κ by this approach and finds that the equity risk premium can be explained by his
calibrated κ.
Alternatively, one may consider an approach pertaining to the uncertainty set
construction of (4.6). The approach is based on a test statistic such that themodel
is statistically indistinguishable if the KL divergence is less than the test value of
certain confidence level of 1− α. According to theTheorem 9.1 in Pardo [61], the
uncertainty set of 1 − α confidence level is constructed by
mT ∈ Pκ =
{
mT
∣∣∣∣E (mT logmT) ≤ κ, κ = χ2dof,1−α2n
}
,
where χ2dof,1−α is the χ
2 distribution with degree of freedom dof and the critical
value α. The parameter n is the number of observations. The degree of freedom
is the number of unknown variables dof, i.e, the number of parameters used to
parametrized αt(θ) and Σt(θ). The value of dofspecifically given by (k+ 1)+ (k+
1)2. A higher n or lower k would result in a lower κ, meaning that more observa-
tions or less risky assets will shrink the size of themodel uncertainty set containing
only statistically indistinguishable models.
In response to the calibrations, we look into the κ for the number of asset k = 1
and k = 5, respectively. Table 4.5.1 reports the reasonable κ that contains indis-
tinguishable models, for the sample size n = [30, 50, 100, 120] and the critical
value α = [10%, 5%, 1%], respectively.
In Table 4.5.1, κ reduces for large sample size and less risky assets, given the
1− α significance level. This is understandable because the parameter uncertainty
decreases in the sample size and in the dimension. Moreover, for a larger signif-
icance level, κ is larger yielding a bigger model uncertainty set containing more
statistically indistinguishable models.
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Table 4.5.1: A reasonable κ with k = 1 and k = 5 risky assets
n α = 10% α = 5% α = 1%
Panel A: k = 1 risky assets
30 0.1774 0.2099 0.2802
50 0.1064 0.1259 0.1681
100 0.0532 0.0630 0.0841
120 0.0444 0.0525 0.0700
Panel B: k = 5 risky assets
30 0.9015 0.9687 1.1034
50 0.5409 0.5812 0.6621
100 0.2705 0.2906 0.3310
120 0.2254 0.2422 0.2759
In the Equilibrium
We compare the κ values in the table and Figure 4.5.2 for market portfolio calibra-
tion. Although, incorporating model uncertainty indeed helps in explaining the
risk premium puzzle for T = 12, it is still far from explaining the equity risk pre-
mium puzzle if more periods are taken into account. A similar situation happens
for some of the five risky portfolios.
In the calibrations, we use 10 years monthly data, which includes 120 observa-
tions. The corresponding κ considering only parameter uncertainty are marked
boldfaced. It can be easily observed that given the κ in Table 4.5.1, it is almost
impossible to explain the equity risk premium puzzle. In order to resolve the puz-
zle, we have to allow for a much larger κ. In other words, model misspecification
uncertainty is necessary to explain the 4% to 6% annualized equity risk premium.
Moreover, the correlation between the economic growth and risky asset affects
as well the size of κ in explaining the equity risk premium puzzle. When the cor-
relation is low, it implies more model misspecification uncertainty is needed. The
same implication applies to longer investment horizon.
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In the General Solution
For the general optimization problem, the closed-form solution for θ∗ in (4.13) is
negative only if the integration part in the denominator is larger than κ. We apply
the data to calculate the value of the integration part for T = 1. We find that it
is 268 and 2052 for k = 1 and k = 5, respectively. When T > 1, these values
will be even larger. Compare the values the reasonable values of κ in Table 4.5.1.
We believe that the numerator in the solution (4.13) is positive in reality, and thus
θ∗ < 0.
4.6 Summary andConclusions
This paper incorporates model uncertainty into a modified Cox et al. [11] model.
The model considers an investment-consumption choice problem in a complete
market setting. The expected utility is a logarithm function of the terminal con-
sumption, which exhausts all wealth without bequest at the last period. The dy-
namics of the state variables in the originalCox et al. [11] settings is not considered
in this paper.
We propose an alternative approach toHansen and Sargent [34] to obtain time
consistent solution. Our approach is attractive as it avoid the complexity of struc-
turing a discountRNderivative inHansen and Sargent [34]. We are able to find, in
a much easier way, a fixed and time independent discount uncertainty parameter
that indicates the strength of the impact of model uncertainty.
Wefirstly find theportfolio rules for the investment-consumptiondecision. The
impact of model uncertainty is embedded in the investment decision, increasing
the demand of the risk-free asset and decreasing the terminal wealth. The results
also imply an effectively increased risk aversion. Moreover, we establish the link
between the discount uncertainty parameter and the uncertainty process. Based
on this relation, we explore the connections between different measures for the
market price of risk and the equity risk premium, respectively. Our finding is sim-
ilar to that in Maenhout [57]. Also, we find that both the market price of risk and
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the equity risk premiumdecrease in the amount ofmodel uncertainty when evalu-
ated under the alternativemeasure. They are unaffected when evaluated under the
nominal measure.
We further find the asset pricing rules through the equilibrium, where all wealth
is reinvested in improving the production technology. We derive the closed-form
solutions for the expected risk-free rate, the expected risky rates, the expected eq-
uity risk premium and the market prices of risk. The solutions suggest decreasing
risky-free rate and increasing market prices of risk against the amount of model
uncertainty. The changes of the expected risky returns and the risk premiums de-
pendon the correlation between the production and the risky assets. Theexpected
wealth measured under the nominal measure is unaffected by model uncertainty.
Also important to point out is that a longer investment horizon and less volatility
of the production technology improvement could relax the conservativeness to-
wards investment, and affect the market as if less model uncertainty is taken into
account.
At last, we calibrate to analyze the impact ofmodel uncertainty on asset pricing.
The calibrations show that the expected equilibrium risk-free rates could decrease
below 0. This helps in explaining the risk-free rate puzzle and the negative inter-
est rates. Moreover, the calibrations show that the risk premium increases because
of the positive correlation between the production improvement and risky assets,
providing a possibility to explain the risk premium puzzle. However, for some as-
sets with small correlation, only considering parameter uncertainty is not enough
to resolve the puzzle. We show that it is necessary to take in account the model
misspecification uncertainty, in order to fully explain the puzzle. This is not com-
pletely in line with the finding in Maenhout [57, 58], who applies Anderson et al.
[2]’s framework that only allows for parameter uncertainty and finds it sufficient




Following Glasserman and Xu [27], in order to solve the optimization problem
(4.8) by swapping the optimizers supπt and supθ, we make the following assump-
tions.
1. Π, the parameter set for πt is compact. This is true for πt because the invest-
ment weight is in the interval [0, 1].
2. Theoriginal utility function exp [−b(T− τ)] log (WT) is concave. Expand-
ing the function gives





















a function of πt,τ . If πt,τ ∈ R, we have
∂
∂πt,τ




exp [−b(T− τ)] log (WT) < 0,
implying the concavity of the function in πt,τ .
3. Themomentgenerating functionF(θ) = E [exp (θ exp [−b(T− τ)] log (WT))]
exists for θ in some open set containing the origin. This ensures the finite-
ness of F̂(θ) so that the optimal solution ofmT
m∗T =
exp (θ exp [−b(T− τ)] log (WT))







solves theproblem, θ∗τ ∈ [θ∗min,τ, 0] for someθ∗min,τ ∈ [−∞, 0]
such that for any θτ ∈ [θ∗min,τ, 0], the set
{




5. For any θτ ∈ [θ∗min,τ, 0], E [exp (θτ [−b(T− τ)] log (WT))] is lower semi-
continuous in πt,τ .
Appendix 4.B Solutions for theGeneral Case
This appendix solves the inner optimization problem of (4.10) subject to (4.5) by
themarginal approach, and then the outer optimization with respect to the uncer-
tainty parameter θτ .
Applying the martingale approach, the problem (4.10) is simplified to be an









E [HT,τWT] = Wτ (4.26)





Lt is in fact an RN-derivative to change the risky measure to the risk neutral mea-
sure, satisfying the stochastic differential equation
dLt = −Ltζ ′tdZt, Lτ = 1, (4.27)
where, when the market is complete, by the risky asset process and Girsanov The-
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orem ζ t ∈ R(k+1)×1 has an explicit form
ζ t = Σ
−1
t (αt − rt1k+1) (4.28)
and known as the market price of risk process. Bt is the money market price, fol-
lowing the risk-free asset process
dBt = rtBtdt.
Consider the Lagrangian function
L := −WaθτT + λ (HT,τWT −Wτ) .

















































Also,Ht,τ canbeobtained, givenbyHt,τ = Hτ,τ exp
[∫ (









By stochastic Leibnitz Rule, it be proved that the budget constraint (4.31) is amar-
tingale process because it follows
d (Ht,τWt) = Ht,τWt(π′t,τΣt − ζ
′
t)dZt. (4.31)
Therefore, we can write






















































= guΛt, τ ≤ t ≤ u ≤ T.







= NT because Λτ = 1. Then (4.32)
becomes


































and the optimal terminal wealth is given by





























2(1 − aθτ )2

































































τ + 2κτXT,τθτ − κτ = 0






τ (αt − rt1k+1)′(ΣΣ
′)−1(αt − rt1k+1)dt[∫ T
τ (αt − rt1k+1)′(ΣΣ




Appendix 4.C Solutions for the EquilibriumCase
Combining the general solution of the optimal portfolio choice in (4.11), we es-









(αet − ret1k+1). (4.34)
From (4.34), the equilibrium interest rate related to the product process is given
by
ret = α1t − (1 − aθ) σ1tσ ′1t,
and related to risky assets is given by
ret1k = α2t − (1 − aθ) σ2tσ ′1t.
From this two equations, we find the returns on the risky assets in equilibrium,
αe2t = α1t1k − σ1t [(1 − aθ) σ ′1t] 1k + σ2t [(1 − aθ) σ ′1t]
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= (1 − aθ) σ ′1t.
As a whole, the equilibrium interest rate can be simply expressed as
ret = α1t − σ1tλet
Recall the wealth dynamic process under the measure P,
























In equilibrium, πe∗ = [1, 0′k]′. Thus,















is unaffected bymodel uncertainty under themeasureP. So is the expected termi-
nal wealth in equilibrium.
























































































It shows that the initial wealth and production return do not play a role in the op-
timization problem. Also, the optimization problem itself is a static problem, easy





































As discussed, aθ∗τ is planning time consistent for a properly determined κτ . And
since aθ∗τ is planning time consistent, it can be determined by the initial amount of
model uncertainty κ.
Next, we look for the ht in terms of aθ. According to the relation between (4.9)
























The diffusion parts of (4.35) imply that
het = aθσ
′
1t + At, (4.36)
where A′tZt = 0. If and only if At = 0 could (4.36) be in line with the implication
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The wealth process under the measure P̃ is transformed from

























Given het = aθσ ′1t, thus the terminal wealth given by


















and the corresponding expected utility given by





(α1t + aθσ1tσ ′1t) dt
]
,
are affected by model uncertainty.
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