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Resumen: En este artÆ´culo, los autores presentan un nuevo enfoque de sÆ´ntesis para
entrenar memorias asociativas implementadas con redes neuronales recurrentes. Los
pesos de la red recurrente se determinan como la solucio´n o´ptima de la combinacio´n
lineal de vectores soporte. El algoritmo de entrenamiento propuesto maximiza el margen
entre los patrones de entrenamiento y la superſcie de decisio´n. El problema de disen˜o
considera: 1) la obtencio´n de los pesos por medio del algoritmo de hiperplano o´ptimo
utilizado para ma´quinas de vector soporte y 2) la obtencio´n de las condiciones para
reducir el nu´mero total de memorias espurias. El nuevo algoritmo desarrollado se utiliza
para disen˜ar una memoria asociativa que diagnostique fallas en centrales termoele´ctricas.
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1. INTRODUCCIO´N
Las redes neuronales recurrentes de una sola capa
completamente conectadas son una clase especial de
sistemas dina´micos no lineales que pueden presentar
puntos de equilibrio asinto´ticamente estables (memo-
rias estables), asÆ´ como puntos de equilibrio inesta-
bles. La implementacio´n de memorias asociativas por
medio de redes neuronales recurrentes se presenta
en (Liu and Lu, 1997). El objetivo de la memoria
asociativa consiste en almacenar un conjunto de pa-
trones deseados como vectores de memoria estable de
tal forma que puedan recuperarse cuando el patro´n
de entrada contiene suſciente informacio´n acerca del
patro´n almacenado. En la pra´ctica, los patrones de
memoria deseados se representan comu´nmente por
vectores bipolares o vectores binarios.
Existen diversos me´todos disponibles en la literatura
que resuelven el problema de sÆ´ntesis de redes neu-
ronales recurrentes para el disen˜o de memorias aso-
ciativas. Entre ellos podemos mencionar al me´todo
del producto externo, la regla de aprendizaje por
proyeccio´n y el me´todo de estructura de valores pro-
pios (Liu and Michel, 1994). El me´todo del producto
externo requiere que los patrones deseados sean mu-
tuamente ortogonales para que se almacenen en la
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red. La regla de aprendizaje por proyeccio´n no re-
quiere que los patrones que se desean almacenar en
la red sean ortogonales; sin embargo, este me´todo
no garantiza que un punto de equilibrio que corres-
ponde a una memoria deseada sea asinto´ticamente
estable. El me´todo de estructura de valores propios
es ma´s efectivo ya que garantiza el almacenamiento
de un conjunto de patrones bipolares como memo-
rias estables que no requieren ser mutuamente or-
togonales y que corresponden a puntos de equili-
brio asinto´ticamente estable de una red neuronal. AsÆ´
mismo, el me´todo de estructura de valores propios
se generaliza al caso de sÆ´ntesis de redes neuronales
recurrentes con restricciones predeterminadas en la
estructura de interconexio´n (Liu and Michel, 1996).
Estos me´todos de sÆ´ntesis utilizan un conjunto de de-
sigualdades lineales para el disen˜o de redes neuronales
recurrentes. En los me´todos de disen˜o discutidos en
(Hassoun, 1993) y (Hassoun and Youssef, 1990), un
conjunto de desigualdades lineales se resuelven con
el me´todo de Hop-Kashyap utilizando el criterio del
error cuadra´tico medio (Li et al., 1988). Una con-
tribucio´n importante a la sÆ´ntesis de redes neuronales
recurrentes para memorias asociativas se propone en
(Liu and Lu, 1997); el enfoque propuesto esta´ basado
en el algoritmo de entrenamiento tipo perceptro´n. Este
tipo de entrenamiento resulta convergente sin requerir
restricciones no hay restricciones en la matriz de
conexio´n de la red neuronal recurrente. AsÆ´ mismo,
la contribucio´n establece las propiedades de la red
neuronal recurrente con restricciones en los elementos
de la diagonal de la matriz de conexio´n para reducir
el nu´mero total de memorias espurias. Sin embargo,
este algoritmo no garantiza que el margen entre los
patrones de entrenamiento y la superſcie de decisio´n
sea ma´ximo.
El disen˜o de memorias asociativas basado en nuevas
redes neuronales atractoras que reducen el nu´mero
de memorias espurias se describe en (Chartier and
Proulx, 2006). Adema´s, el disen˜o de memorias aso-
ciativas tipo Hopſeld asime´tricas con estabilidad de
Hamming de alto orden se propone en (Lee and
Chuang, 2006). Este u´ltimo enfoque incrementa el
taman˜o de la regio´n de atraccio´n para cada vector
caracterÆ´stico pero incrementa ligeramente el nu´mero
de memorias espurias.
Debido a su alta capacidad de generalizacio´n, las
ma´quinas de vector soporte (MVS) han cobrado im-
portancia para el reconocimiento de patrones, ma´quinas
de aprendizaje, redes neuronales y otras aplicaciones.
El aprendizaje con MVS conduce a un problema de
programacio´n cuadra´tica, que se resuelve con varias
te´cnicas (Boser et al., 1992) y (Cortes and Vapnik,
1995).
Este artÆ´culo propone un nuevo algoritmo de entre-
namiento o´ptimo para disen˜ar memorias asociativas
implementadas con redes neuronales recurrentes. El
problema de disen˜o considera: 1) la obtencio´n de los
pesos mediante el algoritmo de hiperplano o´ptimo uti-
lizado para MVS y 2) la obtencio´n de las condiciones
necesarias para reducir el nu´mero total de memorias
espurias. El algoritmo utiliza el enfoque de sÆ´ntesis
basado en las MVS para determinar los pesos de la
red neuronal recurrente mediante una solucio´n que
se expresa como la combinacio´n lineal de vectores
soporte. Adema´s, a diferencia de los algoritmos exis-
tentes maximiza el margen entre los patrones de en-
trenamiento y la superſcie de decisio´n. El algoritmo
propuesto se utiliza en un esquema basado en redes
neuronales recurrentes para la deteccio´n y diagno´stico
de fallas en centrales termoele´ctricas.
2. PRELIMINARES
Esta seccio´n introduce preliminares u´tiles acerca de
memorias asociativas implementadas con redes neu-
ronales recurrentes y el problema de sÆ´ntesis corres-
pondiente. Los conceptos fundamentales de MVS y el
problema de encontrar el hiperplano o´ptimo tambie´n
se describen.
La red neuronal recurrente considerada esta´ dada por
x˙ = −Ax + Tsat(x) + I (1)
y = sat(x)
donde x ∈ Rn es el vector de estado, x˙ denota la
derivada de x con respecto al tiempo t, y ∈ Dn =
{x ∈ Rn : −1 ≤ xi ≤ 1, i = 1, ..., n} es el vector de
salida, A = diag [a1, ..., an] con ai > 0 para i =
1, ..., n, T ∈ Rnxn es la matriz de conexio´n con
elementos Ti,j ∈ R, I = [I1, ..., In]T es un vector de
polarizacio´n y sat(x) = sat [sat(x1), ..., sat(xn)]T
representa la funcio´n de activacio´n, donde
sat(xi) =
{
1, xi > 1
xi,−1 ≤ xi ≤ 1
−1, xi < −1
AquÆ´ se supone que los estados iniciales de (1) satis-
facen |xi(0)| ≤ 1 para i = 1, ..., n. El sistema (1) es
una variante del modelo de Hopſeld con la funcio´n de
activacio´n sat(·).
2.1 Problema de sÆ´ntesis
Los siguientes resultados tomados de (Liu and Lu,
1997)se incluyen en esta seccio´n. Un vector se llama
vector de memoria estable o simplemente memoria del
sistema (1) si α = sat(β) y si β es un punto de equi-
librio asinto´ticamente estable de (1). En el siguiente
lema, Bn se deſne como un conjunto n-dimensional
de vectores bipolares Bn = {x ∈ Rn : xi = −1
o 1, i = 1, 2, . . . , n}. Para α = [α1, α2, . . . , αn]T
∈ Bn se deſne C(α) = {x ∈ Rn : xiαi > 1,
i = 1, 2, . . . , n}
Lema 2.1 Si α ∈ Bn y si
β = A−1(Tα + I) ∈ C(α) (2)
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entonces (α, β) es un par de vectores de memoria es-
table y un punto de equilibrio asinto´ticamente estable
de (1).
La prueba de este lema se incluye en (Liu and Lu,
1997). El siguiente problema de sÆ´ntesis concierne al
disen˜o de (1) para memorias asociativas.
Problema de SÆ´ntesis: Dados m vectores α1,α2,. . . ,αm
en el conjunto n-dimensional de vectores bipolares,
Bn, seleccione {A, T, I} de tal modo que:
1. α1, α2,. . . , αm sean vectores de memoria estable
del sistema (1);
2. El nu´mero total de vectores de memoria espurios
(i.e., vectores de memoria que no se desean) sea lo ma´s
pequen˜o posible, y el dominio (o regio´n) de atraccio´n
de cada vector de memoria deseado sea lo ma´s grande
posible.
El punto 1 del problema de sÆ´ntesis se garantiza me-
diante la seleccio´n de {A, T, I} de manera que cada
patro´n satisface la condicio´n (2) del Lemma 2.1. El
punto 2 se asegura parcialmente mediante restric-
ciones en los elementos de la diagonal de la matriz
de conexio´n T . Para resolver el problema de sÆ´ntesis,
se requiere determinar {A, T, I} de
A−1(Tαk + I) ∈ C(αk) (3)
para k = 1, 2, ...,m. La condicio´n (3) puede escribirse
de manera equivalente como
Tiα
k + Ii > ai si αki = 1 (4)
Tiα
k + Ii < −ai si αki = −1
para k = 1, 2, ...,m y para i = 1, 2, ..., n; donde Ti
representa la i-e´sima ſla de T , Ii denota el i-e´simo
elemento de I , y αki es la i-e´sima entrada de αk.
2.2 Ma´quinas de vector soporte y el algoritmo del
hiperplano o´ptimo
La ma´quina de vector soporte es un mecanismo de
aprendizaje para problemas de clasiſcacio´n entre dos
clases. La ma´quina implementa la siguiente idea: los
vectores de entrada se transforman, por medio de fun-
ciones no lineales, a un espacio caracterÆ´sitico de alta
dimensio´n. En este espacio caracterÆ´stico, se construye
una superſcie de decisio´n lineal. Las propiedades es-
peciales de la superſcie de decisio´n aseguran una
gran capacidad de generalizacio´n (Cortes and Vap-
nik, 1995). El problema consiste en determinar un
hiperplano de separacio´n que generalize bien (ver Fi-
gura 1). El problema fue resuelto en 1965, para el
caso de clases separables (Vapnik, 1982). Un hiper-
plano o´ptimo se deſne como una funcio´n lineal con
margen ma´ximo entre los vectores de las dos clases.
Para construir el hiperplano o´ptimo de separacio´n so-
lamente se toman en cuenta una pequen˜a cantidad de
datos de entrenamiento (llamados vectores soporte)
que determinan el margen ma´ximo. Si los vectores de
entrenamiento se separan sin errores por un hiperplano
hiperplano óptimo
margen óptimo
Figura 1. Hiperplano o´ptimo.
o´ptimo, entonces el valor esperado de la probabilidad
de que ocurra un error en un conjunto de prueba esta´
acotado por el radio entre el valor esperado del nu-
mero de vectores soporte y el nu´mero de vectores de
entrenamiento:
E[pr(error)] ≤ E[No. de vectores soporte]
No. de vectores de entrenamiento
(5)
Sea
W0 · z + b0 = 0 (6)
el hiperplano o´ptimo en el espacio caracterÆ´stico,
donde W0 · z es el producto interno entre los pesos
y el vector z en este espacio. Los pesos W0 para el
hiperplano o´ptimo en el espacio caracterÆ´sitico pueden
escribirse como la combinacio´n lineal de vectores so-
porte
W0 =
∑
λizi
vectores soporte
(7)
La funcio´n de decisio´n lineal I(z), en el espacio
caracterÆ´stico es de la forma
I(z) = sign (
∑
λizi · z + b0) (8)
donde zi · z es el producto interno entre los vectores
soporte zi y el vector z en el espacio caracterÆ´stico.
2.3 Algoritmo del hiperplano o´ptimo
Esta seccio´n se toma de (Cortes and Vapnik, 1995). El
conjunto de entrenamiento
(y1, X1), ..., (yl, Xl), yi ∈ {−1, 1} (9)
se dice que es linealmente separable si existe un vector
W y un escalar b tal que las desigualdades
W ·Xi + b ≥ 1 si yi = 1 (10)
W ·Xi + b ≤ −1 si yi = −1
son va´lidas para todos los elementos del conjunto
de entrenamiento (9), (Sanchez and Alanis, 2006) y
(Haykin, 1999). Las desigualdades (10) se rescriben
como
yi(W ·Xi + b) ≥ 1 , i = 1, ..., l. (11)
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El hiperplano o´ptimo
(W0 ·X + b0) = 0 (12)
es el u´nico que separa los datos de entrenamiento con
un margen ma´ximo: determina la direccio´n W/ |W |,
donde la distancia entre las proyecciones de los vec-
tores de entrenamiento de dos clases diferentes es
ma´xima. Esta distancia ρ(W, b) esta´ dada por
ρ(W, b) = min
X:y=1
X ·W
|W | − maxX:y=−1
X ·W
|W | (13)
El hiperplano o´ptimo (W0, b0) es el argumento que
maximiza la distancia (13). De acuerdo con (13) y (11)
se tiene que
ρ(W0, b0) =
2
|W0|
=
2√
W0 ·W0
(14)
Esto signiſca que el hiperplano o´ptimo es el u´nico
que minimiza W ·W bajo las restricciones (11). Los
vectores X , para los cuales yi(W ·Xi + b) = 1,
son los vectores soporte. Para resolver el problema
de optimizacio´n asociado, es posible construir el La-
grangiano
L(W, b,Λ) =
1
2
W ·W−
l∑
λi
i=1
[yi(Xi ·W + b)− 1] (15)
donde ΛT = [λ1, λ2, ..., λl] es el vector de multipli-
cadores de Lagrange no negativos (11). Se sabe que la
solucio´n para este problema de optimizacio´n se deter-
mina por el punto silla del Lagrangiano en el espacio
dimensional 2l + 1 de W,Λ, y b, donde el mÆ´nimo
se toma con respecto a los para´metros W y b, y el
ma´ximo se toma con respecto a los multiplicadores de
Lagrange Λ, (Cortes and Vapnik, 1995). En el punto
mÆ´nimo, (con respecto a W y b), se obtiene
∂L(W, b,Λ)
∂W
|W=W0≡ (W0 −
l∑
i=1
λiyiXi) = 0 (16)
∂L(W, b,Λ)
∂b
|b=b0=
∑
λi
λiyi = 0 (17)
De la igualdad (16) se obtiene
W0 =
l∑
i=1
λiyiXi (18)
que expresa que la solucio´n para el hiperplano o´ptimo
puede escribirse como la combinacio´n lineal de vec-
tores de entrenamiento. No´tese que solamente los vec-
tores de entrenamiento Xi con λi > 0 tienen una
contribucio´n efectiva a la suma (18).
Sustituyendo (17) y (18) en (15) resulta
F (Λ) =
l∑
i=1
λi − 1
2
W0 ·W0 (19)
F (Λ) =
l∑
i=1
λi − 1
2
l∑
i=1
l∑
j=1
λiλjyiyjXi ·Xj (20)
En notacio´n vectorial, la ecuacio´n anterior puede
escribirse como
F (Λ) = ΛT P − 1
2
ΛT QΛ (21)
donde P es un vector unitario l-dimensional, y Q es
una matriz sime´trica de l × l con elementos
Qij = yiyjXi ·Xj (22)
Para encontrar el punto silla deseado se requiere calcu-
lar el ma´ximo de (20) bajo las siguientes restricciones
ΛT Y = 0 (23)
Λ  0 (24)
De acuerdo con el Teorema de Kuhn-Tucker (Kuhn
and Tucker, 1961), en el punto silla con W0, b0, Λ0,
cualquier multiplicador de Lagrange y sus correspon-
dientes restricciones esta´n relacionadas por la igual-
dad
λi[yi(Xi ·W0 + b0)]− 1 = 0, i = 1, 2, ..., l. (25)
De esta desigualdad se sigue que los valores λi = 0 se
alcanzan solamente cuando
yi(Xi ·W0 + b0)− 1 = 0 (26)
En otras palabras, λi = 0 se presentan para los casos
donde la desigualdad (11) satisface la condicio´n de
igualdad. Los vectores Xi para los cuales
yi(Xi ·W0 + b0) = 1 (27)
son los vectores soporte. De (18), W0 puede ex-
pandirse en los vectores soporte. Basado en la ecuacio´n
(17) y (18) para la solucio´n o´ptima, la relacio´n entre
el valor ma´ximo F (Λ0) y la distancia de separacio´n ρ0
es como sigue:
W0 ·W0 =
l∑
i=1
λ0i yiXi ·W0
=
l∑
i=1
λ0i (1− yib0) =
l∑
i=1
λ0i (28)
Sustituyendo esta igualdad en la expresio´n (19) para
F (Λ0) se obtiene
F (Λ0) =
l∑
i=1
λ0i −
1
2
W0 ·W0 = 1
2
W0 ·W0 (29)
Tomando en cuenta la expresio´n (13), resulta
F (Λ0) =
2
ρ20
(30)
donde ρ0 es el margen para el hiperplano o´ptimo. Si
para algu´n Λ∗ y constante grande W 0 la desigualdad
F (Λ∗) > W 0 (31)
es va´lida, entonces todos los hiperplanos que separan
los datos de entrenamiento tienen un margen
ρ <
√
2
W 0
(32)
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Si el conjunto de entrenamiento no puede separarse
por un hiperplano, el margen entre los patrones de las
dos clases llega a ser arbitrariamente pequen˜o, resul-
tando en un valor del funcional F (Λ) arbitrariamente
largo.
3. NUEVO ALGORITMO DE ENTRENAMIENTO
O´PTIMO
Esta seccio´n contiene nuestra contribucio´n principal.
Considerando la determinacio´n del hiperplano o´ptimo
explicado anteriormente y el problema de sÆ´ntesis pre-
sentado en los preliminares, proponemos el siguiente
algoritmo innovativo para entrenar memorias asociati-
vas implementadas con (1).
Algoritmo de SÆ´ntesis 3.1: Dados m patrones de entre-
namiento αk, k = 1, 2, . . . ,m que se sabe pertenecen
a la clase C1 (correspondiente a Z = 1) o C2 (co-
rrespondiente a Z = -1), el vector de pesos W i puede
determinarse por medio del siguiente algoritmo.
1. Inicie por resolver el problema de programacio´n
cuadra´tica dado por
F (Λi) = (Λi)T P − 1
2
(Λi)T QΛi (33)
bajo las restricciones
(Λi)T Y i = 0, Y i = [α1i , α
2
i , ..., α
m
i ]
Λi ≥ 0
para obtener (Λi)T =[λ1i , λ2i , . . . , λmi ]. 2. Calcule el
vector de pesos
W i =
m∑
λki
k=1
αki α
−k
= [wi1, w
i
2, . . . , w
i
n, w
i
n+1] (34)
para i = 1, 2, . . . , n, tal que
W iα−k + bi  1, if αki = 1 (35)
W iα−k + bi ≤ −1, if αki = −1
y para k = 1, 2, . . . ,m donde
α−k =
[
αk
...
1
]
3. Seleccione A = diag[a1, a2, . . . , an] con ai > 0.
Para i, j = 1, 2, . . . , n seleccione Tij = wij si ı = j,
con μi > 1, Tij = wij + aiμi − 1 si i = j e
Ii = win+1 + bi.
Para este algoritmo, se requiere seleccionar μi > 1
y A puede escogerse como la matriz identidad. El
siguiente resultado establece la validez del algoritmo
de sÆ´ntesis propuesto.
Teorema 3.1:
1. Las matrices A, T e I obtenidas en el Algoritmo
de sÆ´ntesis 3.1 satisface las condiciones (3),(4), y la
ecuacio´n (1); por lo tanto, A, T e I satisfacen el punto
1 del problema de sÆ´ntesis.
2. El Algoritmo de SÆ´ntesis 3.1 siempre converge.
Prueba:
1. Considerando la deſnicio´n de α−k y la seleccio´n
para Tij e Ii en el Algoritmo de SÆ´ntesis 3.1 con
ai > 0 y μi > 1, puede verse que para i=1,2,. . . ,n y
k=1,2,. . . ,m, W iα−k+bi ≥ 1, (cuando αki =1) implica
Ti1α
k
1 + Ti2α
k
2 + . . . + Tiiα
k
i + . . .
+Tinα
k
n + Ii ≥ aiμiαki > ai (36)
y W iα−k + bi ≤ −1, (cuando αki = −1) implica
Ti1α
k
1 + Ti2α
k
2 + . . . + Tiiα
k
i + . . .
+Tinα
k
n + Ii ≤ aiμiαki < −ai (37)
2. Considerando el i-e´simo entrenamiento o´ptimo
en el Algoritmo de SÆ´ntesis 3.1. Los patrones de
entrenamiento α−k en el algoritmo se etiquetan de
acuerdo con el i-e´simo elemento αki de α−k para
k = 1, 2, . . . ,m. Puesto que cada αk ∈ Bn, esta´ claro
que el presente caso es linealmente separable y que
e´sto es cierto para cada i = 1, 2, . . . , n.
Observacio´n 3.1: Si se desea que el Algoritmo de
SÆ´ntesis 3.1 resulte en un sistema de la forma (1)
con I=bi, la ecuacio´n (35) debe modiſcarse en el
Algoritmo de SÆ´ntesis 3.1 como sigue
W iαk + bi ≥ 1, si αki = 1
W iαk + bi ≤ −1, si αki = −1 (38)
donde
W i =
m∑
k=1
λki α
k
i α
k = [wi1, w
i
2, . . . , w
i
n] (39)
Seleccione A y T como en el Algoritmo de SÆ´ntesis
3.1, y seleccione I=bi. El Teorema 3.1 es au´n va´lido
para este caso. Es justo mencionar que el algoritmo de
sÆ´ntesis propuesto es va´lido solamente para entradas
bipolares a la memoria asociativa.
4. DISEN˜O CON RESTRICCIONES O´PTIMAS
Del Algoritmo de SÆ´ntesis 3.1 y del Teorema 3.1,
puede verse que cuando se utiliza este algoritmo no
hay restricciones en cuanto al nu´mero de vectores
bipolares que pueden almacenarse como vectores de
memoria estable en el sistema (1). Esto implica que
la capacidad de almacenamiento (ma´ximo nu´mero de
patrones deseados permitidos) puede ser muy grande.
Sin embargo, cuando el nu´mero de patrones a al-
macenar es muy grande, la matriz de conexio´n T
debe cumplir con ciertas restricciones para reducir
el nu´mero total de memorias espurias. En general,
elementos positivos grandes en la diagonal de la ma-
triz de conexio´n T resultan en un nu´mero grande de
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memorias espurias. Las regiones de atraccio´n de las
memorias deseadas se reducen conforme el nu´mero de
memorias espurias se incrementa. Uno de los objetivos
del enfoque de sÆ´ntesis propuesto consiste en disen˜ar
redes neuronales con restricciones en los elementos de
la diagonal de la matriz de conexio´n T de tal modo
que la cantidad de memorias espurias se reduzca y que
las regiones de atraccio´n de las memorias deseadas
incrementen su taman˜o.
Al igual que en (Liu and Lu, 1997), las restricciones en
los elementos de la diagonal de la matriz de conexio´n
T dadas por Tii = ai para i = 1, 2, . . . , n sera´n de-
nominadas aquÆ´ como restricciones o´ptimas. Las redes
neuronales que satisfacen dichas restricciones, usual-
mente tienen menos memorias espurias que aquellas
redes que no las satisfacen (Liu and Lu, 1997). Con
estas restricciones:
1. La red neuronal recurrente tendra´ solamente vec-
tores de memoria estable.
2. Cada esquina del hipercubo que esta´ en la vecindad
inmediata de una memoria estable no puede llegar a
ser una memoria estable y es muy probable que este´
en el dominio de atraccio´n de este vector de memoria
estable.
La siguiente observacio´n y el Teorema consecuente
constituyen tambie´n aportaciones en el presente artÆ´culo.
Observacio´n 4.1: Del Algoritmo de SÆ´ntesis 3.1, se
sabe que Tii = wii + aiμi − 1 donde μi se selecciona
de tal modo que μi > 1. Cuando el peso wii obtenido
del Algoritmo de SÆ´ntesis 3.1 satisface que wii < 1,
se puede seleccionar ai > 0, Tii = ai, y μi = (1 −
wii)/ai + 1 > 1, o bien se puede seleccionar ai > 0
y Tii < ai tal que μi = (Tii − wii)/ai + 1 > 1. Es
fa´cil probar que el disen˜o de una red neuronal con el
i-e´simo elemento diagonal de la matriz de conexio´n
T satisfaciendo Tii ≤ ai donde ai > 0 es el i-e´simo
elemento de la diagonal de la matriz A, se alcanza si
wii < 1 se obtiene del Algoritmo de SÆ´ntesis 3.1.
Teorema 4.1: El disen˜o de una red neuronal con el
i-e´simo elemento de la diagonal de T satisfaciendo
Tii ≤ ai,donde ai > 0 es el i-e´simo elemento de
la diagonal de la matriz A, se alcanza si los patrones
deseados α1, α2,. . . , αm con la i-e´sima entrada elimi-
nada son linealmente separables, donde las dos clases
se determinan de acuerdo con el i-e´simo elemento de
los patrones deseados.
Prueba: Con base en el algoritmo de hiperplano
o´ptimo, es posible obtener los pesos W i utilizando
el Algoritmo de SÆ´ntesis 3.1, tal que (38) se satis-
face para k = 1, 2, . . . ,m y para i = 1, 2, . . . , n.
Suponiendo que los patrones deseados α1,α2,. . . ,αm
con la i-e´sima entrada eliminada son linealmente se-
parables para algu´n i, 1 ≤ i ≤ n, donde las dos clases
se determinan de acuerdo con el i-e´simo elemento.
Con este ſn, el Algoritmo de SÆ´ntesis 3.1 se aplica
para obtener W i sin utilizar el i-e´simo elemento de
los patrones deseados (patrones de entrenamiento). La
desigualdad (38) implica en este caso que si αki = 1,
entonces
wi1α
k
1 + . . . + w
i
i−1α
k
i−1 + w
i
i+1α
k
i+1
+ . . . + win+1 + bi ≥ 1 (40)
y que si αki = −1, entonces
wi1α
k
1 + . . . + w
i
i−1α
k
i−1 + w
i
i+1α
k
i+1
+ . . . + win+1 + bi ≤ −1 (41)
para k = 1, 2, . . . ,m. Las ecuaciones (40) y (41)
pueden rescribirse como
wi1α
k
1 + . . . + w
i
i−1α
k
i−1 + w
i
i+1α
k
i+1
+ . . . + win+1 + bi − 1 ≥ 0 (42)
wi1α
k
1 + . . . + w
i
i−1α
k
i−1 + w
i
i+1α
k
i+1
+ . . . + win+1 + bi + 1 ≤ 0 (43)
para k = 1, 2, . . . ,m. Seleccione i tal que
0 < i < min
1≤k≤m
{|
n∑
j=1,j =i
wijα
k
j + w
i
n+1 + bi|} (44)
Sea wii−1 = −i. Entonces de (42) a (44), es evidente
que αki = 1 implica
n∑
j=1
wijα
k
j + w
i
n+1 + bi − 1
=
n∑
j=1,j =i
wijα
k
j + w
i
n+1 + bi + w
i
iα
k
i − 1
= |
n∑
j=1,j =i
wijα
k
j + w
i
n+1 + bi| − i ≥ 0 (45)
y que αki = −1 implica
n∑
j=1
wijα
k
j + w
i
n+1 + bi + 1
=
n∑
j=1,j =i
wijα
k
j + w
i
n+1 + bi + w
i
iα
k
i + 1
= −|
n∑
j=1,j =i
wijα
k
j + w
i
n+1 + bi|+ i ≤ 0 (46)
Por lo tanto, siempre se obtiene W i con wii < 1.
Esto implica que el i-e´simo elemento de la diagonal
de la matriz de conexio´n T satisface Tii ≤ ai, donde
ai > 0.
5. APLICACIO´N AL DIAGNO´STICO DE FALLAS
EN CENTRALES TERMOELE´CTRICAS
En esta seccio´n solamente se describen los resul-
tados de la clasiſcacio´n de dos de las fallas que
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comu´nmente ocurren en centrales termoele´ctricas. Los
resultados para ma´s fallas y bajo diferentes escenarios
pueden consultarse en (Ruz-Hernandez et al., 2007) y
(Ruz-Hernandez, 2006), donde se describe la imple-
mentacio´n de un esquema neuronal para deteccio´n y
diagno´stico de fallas (ver Figura 2).
Proceso
Controlador
Predictor
neuronal
Diagnóstico
basado en la
memoria
asociativa
EstadosEntradas
Referencia
Fallas
Residuos
( )x k
( 1)u k 
( )r k
ˆ( )x k
Falla
i
Figura 2. Esquema neuronal para deteccio´n y di-
agno´stico de fallas.
El esquema consta de dos componentes. La primera
componente se basa en la comparacio´n entre las medi-
ciones provenientes de la planta y los valores estima-
dos por el predictor neuronal. El predictor se basa en
modelos neuronales que se entrenan con datos saluda-
bles (sin presencia de fallas) del proceso. Las diferen-
cias entre estos dos valores se conocen como residuos
y constituyen un buen indicador para detectar fallas.
Los residuos se calculan como
rj(k) = xj(k)− xˆj(k), j = 1, . . . , 5 (47)
donde xi(k) denota las mediciones de la planta y xˆi(k)
corresponde a las predicciones. En ausencia de fallas,
los residuos son solamente ruido y perturbaciones.
Cuando una falla ocurre, los residuos se desvÆ´an de
cero en trayectorias diferentes.
El predictor se disen˜a utilizando cinco redes neu-
ronales previamente entrenadas con el algoritmo de
aprendizaje de Levenberg-Marquardt. Cada red neu-
ronal es del tipo perceptro´n multicapa recurrente con
funciones de activacio´n de tangente hiperbo´lica en las
neuronas de la capa oculta y una sola neurona de salida
con funcio´n de activacio´n lineal. Los modelos neu-
ronales que corresponden a cada red se obtienen uti-
lizando la herramienta NNSYSID (por su nombre en
ingle´s “Neural Networks Based System Identiſcation
Toolbox”), que trabaja en plataforma de MATLAB
(Norgaard, 2000). Los modelos tienen ocho variables
de entrada y una variable de salida con estructura
NNARX (por su nombre en ingle´s “Neural Network
Autoregressive with External Input”):
xˆj(k) = Fj [Wj , xj(k − 1), ..., xj(k − na), u1(k − 1),
..., u1(k − nb), ..., u8(k − 1), ..., u8(k − nb)](48)
donde j = 1, · · · , 5 y las variables de entrada son:
u1(.) = Flujo de combustible (%).
u2(.) = Flujo de aire(%).
u3(.) = Flujo de agua de condensado (L/min).
u4(.) = Flujo de agua de atemperacio´n (Kg/s).
u5(.) = Flujo de agua de alimentacio´n (T/H).
u6(.) = Flujo de agua de repuesto al condensador (L/s).
u7(.) = Flujo de vapor (L/min).
u8(.) = A´ngulo de inclinacio´n de quemadores (Gra-
dos).
y las variables de salida son
x1(.) = Carga de la unidad (MW).
x2(.) = Presio´n del hogar (Pa).
x3(.) = Nivel del domo (m).
x4(.) = Temperatura de vapor recalentado (oK).
x5(.) = Temperatura de vapor sobrecalentado(oK).
donde Wj representa los pesos de cada modelo neu-
ronal.
Los retardos (na y nb)de cada modelo neuronal se
determinan utilizando el criterio basado en los coe-
ſcientes de Lipschitz (Norgaard, 2000). Los mode-
los neuronales se entrenaron con 3000, 3000, 2000,
4000 and 4000 muestras experimentales, respectiva-
mente y se validaron con datos frescos. Los errores de
prediccio´n son cercanos al 1 %.
Para generar los residuos, el predictor basado en redes
neuronales trabaja en paralelo con la planta, de manera
que la ecuacio´n (48) se modiſca como sigue:
xˆj(k) = Fj [Wj , xˆ(k − 1), ..., xˆj(k − na), u1(k − 1),
..., u1(k − nb), ..., u8(k − 1), ..., u8(k − nb)] (49)
Los modelos neuronales operando en paralelo con la
planta se probaron en simulacio´n para efectuar hasta
6700 predicciones con datos que incluyen cambios de
carga de la unidad y variaciones en el nivel del domo.
Las pruebas de validacio´n para todos los modelos
pueden consultarse en (Ruz-Hernandez, 2006).
El esquema desarrollado, se aplica fuera de lÆ´nea a
dos fallas conocidas como rotura de tubos de pared
de agua y rotura de tubos en el sobrecalentador, a las
que denominaremos falla 1 y falla 2, respectivamente.
Las bases de datos se adquieren con un simulador de
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plena escala para un 75 de carga inicial (225 MW),
15 % de severidad de la falla, 2 minutos de retardo y
8 minutos de tiempo total de simulacio´n. En ambos
casos, los residuos son cercanos a cero durante 120
segundos (2 minutos). Despue´s de este intervalo, los
residuos se desvÆ´an de cero en trayectorias diferentes.
Los residuos obtenidos para la falla 1 se muestran en
la Figura 3. En la segunda componente, los residuos
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Figura 3. Residuos de la falla 1.
de cada falla se codiſcan como vectores bipolares em-
pleando umbrales de deteccio´n (τi) con la ſnalidad de
analizarlos y obtener los patrones de falla a almacenar
en la memoria asociativa. Los umbrales de deteccio´n
se muestran en la Tabla 1.
Tabla 1. Umbrales de deteccio´n.
i 1 2 3 4 5
τi 20 MW 50 Pa 0.01 m 30 K 30 K
Este proceso proporciona un conjunto de patrones de
falla [s1, s2, s3, s4, s5]T , donde:
si =
{
−1 si |ri| < τi
1 si |ri| ≥ τi i = 1, 2, . . . , 5 (50)
Los patrones de falla se utilizan para entrenar por
medio de nuestro algoritmo o´ptimo propuesto a la
memoria asociativa, la cual se usa para diagnos-
ticar fallas (ver Figura 4). El nuevo algoritmo de
sÆ´ntesis se implementa utilizando MATLAB para en-
trenar la red neuronal recurrente de tal forma que
los patrones de falla α1 = [−1,−1, 1,−1,−1]T y
α2 = [1, 1, 1, 1, 1]T se almacenen como vectores de
memoria estable. El nu´mero de neuronas es n =
5 y el de patrones de falla es m = 2. La matriz
LM = [Λ1,Λ2, . . . ,Λn] que contiene los vectores
con los multiplicadores de Lagrange, la matriz de
pesos WM = [W 1,W 2, . . . ,Wn+1] y la matriz de
vectores de polarizacio´n BV = [b1, b2, . . . , bn] se
obtienen como en (51), (52) y (53). A se escoge como
la matriz identidad de 5 x 5, en tanto que T e I se
obtienen como en (54) y (55).
Umbrales
de
detección
Memoria asociativa
de
diagnóstico
Vector
Bipolar
Falla
i
Residuos
Figura 4. Esquema neuronal de clasiſcacio´n de fallas.
LM =
[
0.125 0.125 0.00 0.125 0.125
0.125 0.125 0.00 0.125 0.125
]
(51)
WM =
⎡
⎢⎢⎣
0.25 0.25 0.0 0.25 0.25 0.0
0.25 0.25 0.0 0.25 0.25 0.0
0.00 0.00 0.0 0.00 0.00 0.0
0.25 0.25 0.0 0.25 0.25 0.0
0.25 0.25 0.0 0.25 0.25 0.0
⎤
⎥⎥⎦ (52)
BV =
[
0.00 0.00 −0.19 0.00 0.00
]T
(53)
T =
⎡
⎢⎢⎣
1.00 0.25 0.00 0.25 0.25
0.25 1.00 0.00 0.25 0.25
0.00 0.00 1.00 0.00 0.00
0.25 0.25 0.00 1.00 0.25
0.25 0.25 0.00 0.25 1.00
⎤
⎥⎥⎦ (54)
I =
[
0.00 0.00 −0.19 0.00 0.00
]T
(55)
La memoria asociativa se evalu´a con las matrices A,
T e I obtenidas, para diferentes patrones iniciales.
La Figura 5 ilustra la evolucio´n de los estados de
la red neuronal recurrente cuando el patro´n de falla
α1 se utiliza como vector de entrada a la memoria.
La memoria asociativa converge y el vector de salida
y = sat(x) es y = [−1,−1, 1,−1,−1]T , el cual
corresponde al patro´n de la falla 1.
6. CONCLUSIONES
En este artÆ´culo, se considero´ el disen˜o de memo-
rias asociativas implementadas con redes neuronales
recurrentes para diagnosticar fallas en centrales ter-
moele´ctricas. Se propuso un nuevo enfoque de sÆ´ntesis
basado en el algorimo de hiperplano o´ptimo para
MVS. El algoritmo de sÆ´ntesis propuesto siempre con-
verge cuando no hay restricciones en la matriz de
conexio´n de la red recurrente (Teorema 3.1). Se es-
tablecieron los resultados que conciernen al disen˜o
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Figura 5. Evolucio´n de los estados, falla 1.
con restricciones en los elementos de la diagonal de
la matriz de conexio´n (Teorema 4.1) para reducir el
nu´mero total de memorias espurias. Los resultados
obtenidos nos motivan a continuar investigando para
proponer nuevos enfoques de sÆ´ntesis basados en al-
goritmos utilizados para MVS como el entrenamiento
con margen suave, que tambie´n puede emplearse en el
disen˜o de esta clase de memorias asociativas cuando
los patrones de entrenamiento no son todos lineal-
mente separables. AsÆ´ mismo, se requiere considerar
otros ejemplos de aplicacio´n para efectuar un ana´lisis
comparativo con otros algoritmos en cuanto a su ca-
pacidad de almacenamiento en relacio´n con la deter-
minacio´n de memorias espurias.
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