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ABSTRACT
As speed and density of electronic systems continue to increase, uncertain-
ties are becoming significant factors in system performance. This thesis
provides an overview of stochastic numerical techniques in the context of
electronic package modeling for signal integrity analysis. Examples are pro-
vided to demonstrate the efficiency and accuracy of the Stochastic Colloca-
tion method, and its application in computer system design optimization. A
stochastic Finite Element Method electromagnetic solver is also implemented
using Stochastic Collocation to study waveguides with geometric uncertain-
ties.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Gordon Moore projected in 1965 that the density of transistors on semicon-
ductor integrated circuit (IC) devices will double every two years - the famous
Moore’s law [3]. Consequently, speed of electronic computing systems has
been steadily increasing over the past half century. The past two decades
have also witnessed a revolution in mobile computing. Modern society’s in-
satiable demand for more compact and increasingly functional portable elec-
tronics has been the catalyst pushing technology forward. Today, the world
relies heavily on the greater interconnectedness, easier communication, and
higher availability of information that electronic computing systems provide.
High-speed mobile computing systems have revolutionized the way educa-
tion, health care, transportation, and national security services are delivered
around the world.
Uncertainties are intrinsic in any physically realized system. In electronic
systems, uncertainties can manifest in the physical realization of the system
itself, such as manufacturing tolerances of ICs and packaging; or they can
manifest in the environment that the system is operating in, such as temper-
ature fluctuations and power supply noise. Thus, it is necessary for electronic
system designers to model and analyze uncertainties in the systems that they
design, in order to ensure robustness. While engineers have successfully relied
on design margin techniques in the past, these overly conservative methods
no longer suffice in designing new generations of high-speed and high-density
electronics [4]. Currently, no computer-aided-design tools exist for fast and
efficient variability-aware analysis of electronic systems.
A critical component of electronic systems is packaging, which includes
physical substrate and circuit boards that connect the IC chips, as well as
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cables and connectors that form the interconnect between components [5].
Packaging electrical analysis focuses on signal and power integrity, because
communications with clean and reliable signals and steady power supplies
at various levels are essential for system performance. Since most of the
signal degradations and power fluctuations are caused by electromagnetic in-
terference, computational electromagnetic methods have traditionally been
utilized heavily in packaging electrical analysis [6]. However, electromagnetic
solvers rely on deterministic formulations of Maxwell’s equations [7], and are
inherently incapable of solving stochastic problems. While some attempts
have been made to reformulate electromagnetic problems as stochastic par-
tial differential equations [8], these approaches have been cumbersome to
implement since they require the underlying computational electromagnetic
code be re-developed from the ground up. Recently, a new class of numeri-
cal methods have emerged based on Stochastic Collocation (SC) [9]. These
methods have the advantage of being simple to implement, since they utilize
existing partial differential equation solvers. They also have high computa-
tional efficiency compared to traditional sampling methods such as Monte
Carlo (MC) analysis. Early results have shown that SC methods are highly
effective for solving stochastic electromagnetic problems related to signal and
power integrity analysis. Since these methods utilize existing electromag-
netic solvers, they have been very well received by the technical community
[10, 11, 12].
1.2 Outline
Chapter 2 discusses a stochastics-first approach to crosstalk elimination us-
ing the Modal Signaling technique. Recently, Modal Signaling has emerged
as a method for reducing far-end crosstalk in high-speed single-ended sig-
naling channels. Modal Signaling utilizes the orthogonality of fundamental
multiconductor transmission line modes to minimize far-end crosstalk over in-
terconnects with inhomogeneous medium, such as microstrip lines on printed
circuit boards. A limitation of Modal Signaling is that the channel must be
characterized before the appropriate encoder/decoder can be designed. Ran-
dom variations in the channel characteristics will impact the effectiveness
of crosstalk cancellation. The work presented explores a variability-aware
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strategy for designing the Modal Signaling encoder/decoder such that the
far-end crosstalk cancellation benefits can be maximized over the manufac-
turing tolerance range.
Chapter 3 presents a method to relax I/O electrical requirements using
the stochastic methods. Fast and accurate evaluation of system failure rate
is performed using stochastic collocation method. First, this chapter demon-
strates that variability in I/O performance, such as driven voltage and slew
rate, will impact failure probability of the link. For instance, higher slew
rates will lead to increased levels of crosstalk between signals. Crosstalk
above a certain threshold can be an indicator of system failure. Then, the
work demonstrates that by defining an upper bound for failure probability,
an optimally relaxed set of I/O performance metrics can be generated corre-
sponding to a stochastic interconnect model. This can be achieved by min-
imizing a cost function formulated with some performance metric, if these
metrics are random variables. Lastly, it is shown that, if more informa-
tion about the packaging design becomes available, the randomness of the
interconnect model can be reduced, leading to a more relaxed set of I/O per-
formance metrics. Finally, Stochastic Collocation is used to verify that the
packaging design will meet the tolerated failure probability.
Chapter 4 combines Stochastic Collocation with Finite Element Method
for solving waveguide problems. The analysis of rectangular PEC-wall waveg-
uides is a classical boundary value problem with well-known analytical so-
lutions. The modal cutoff frequencies and dispersion characteristics of any
waveguide geometry can be easily computed using the Finite Element Method.
This chapter focuses on the analysis of rectangular waveguides with geomet-
ric uncertainties. By leveraging coordinate transformation and stochastic
collocation, the statistics of the waveguide characteristics can be quickly de-
rived without the need to perform lengthy Monte Carlo analysis. Results are
verified against analytical and Monte Carlo solutions.
A brief discussion of two non-intrusive stochastic numerical methods is
included in Appendix A.
3
CHAPTER 2
A STRATEGY TO OPTIMIZE MODAL
SIGNALING OVER MICROSTRIP LINES
WITH SPACING VARIABILITY
The performance of high-speed signaling links is limited by noise in the in-
terconnects. For transmission lines in an inhomogeneous medium, such as
microstrip traces on printed circuit boards (PCBs), far-end crosstalk (FEXT)
is a dominant source of noise. FEXT results from differences in phase veloc-
ity of various propagation modes in multi-conductor transmission lines [5].
To mitigate this source of noise, the Modal Signaling technique was devel-
oped [13, 14] which transmits signals as excitations of propagation modes.
In theory, this technique can eliminate FEXT completely if the proper en-
coder/decoder can be designed so that parallel signals are transmitted in in-
dependent propagation modes of the interconnect. In practice, total FEXT
cancellation will be difficult to achieve since the interconnect cannot be char-
acterized perfectly during encoder/decoder design, and random variations in
transmission line characteristics will change the propagation modes.
This chapter first evaluates the effectiveness of Modal Signaling over 4-line
coupled microstrip PCB traces with uncertainties in physical dimensions; we
then explore strategies that can maximize potential FEXT cancellation when
the uncertainties are considered during encoder/decoder design. Stochastic
collocation methods are used to enable fast analysis of various design points.
Other stochastic numerical methods such as Polynomial Chaos have been
used to study the effectiveness of Modal Signaling with channel variations [15,
16]. An objective of this chapter is to highlight the advantages of considering
random parameters prior to and during design, instead of for post-design
verification purposes only.
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Figure 2.1: Modal Signaling block diagram for a 4-line system.
2.1 Modal Signaling
2.1.1 Basic Theory
Any interconnect network can be represented using ABCD-parameters, which
relate near-end and far-end voltages and currents:[
v¯s
i¯s
]
=
[
A B
C D
][
v¯r
i¯r
]
(2.1)
where v¯s and i¯s are the source (near-end), and v¯r and i¯r are the receiver
(far-end) voltage and current vectors, as shown in Figure 2.1. In broadband
interconnect models, the network parameters are complex and frequency-
dependent. For n-conductor transmission lines, A, B, C and D are n-by-n
matrices whose off-diagonal entries relate near-end voltage and current of
each conductor to far-end voltages and currents of other conductors. In the
absence of FEXT, the matrices are all diagonal.
We can find the eigenvectors and eigenvalues of the ABCD-matrix [17]:
Q =
[
QFv QBv
QFi QBi
]
, Λ =
[
ΛF
ΛB
]
(2.2)
and use the column eigenvector matrix Q to diagonalize the original ABCD-
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matrix:
[Q−1]
[
A B
C D
]
[Q] = [Λ] (2.3)
Since matrix multiplication in the ABCD domain represent cascaded net-
works, if we let matrices Q−1 and Q represent ABCD-parameters of the en-
coder and decoder networks, respectively, we can replace the ABCD-matrix
in (2.1) with (2.3):[
v¯′s
i¯′s
]
= [Q]−1
[
A B
C D
]
[Q]
[
v¯′r
i¯′r
]
= [Λ]
[
v¯′r
i¯′r
]
(2.4)
where Λ is now the equivalent ABCD-matrix of an encoded and decoded
channel, which is free of FEXT since Λ is fully diagonal. The diagonal
elements λii of Λ relate the standing voltage and current waves at near-end
to the standing voltage and current waves at far-end for each mode. If the
transmission line is match terminated at far-end, there will be no backward
traveling waves on the line, and we can write:
v¯′s = v¯
′
re
+γ¯L (2.5a)
i¯′s = i¯
′
re
+γ¯L (2.5b)
where γ¯ = α¯+ jβ¯ is the vector of modal propagation constants, and L is the
physical length of the line.
For a uniform and reciprocal transmission line, if an eigenvalue λF is in
ΛF , then 1/λF is in ΛB, such that:
λF,i = e
+γiL, λB,i = e
−γiL. (2.6)
2.1.2 Channel Perturbation
It is clear now that the design of encoder Q−1 and decoder Q will require
an accurate ABCD-matrix representation of the multiconductor transmission
line channel. When the actual line is different from the reference line that
was characterized, the equivalent ABCD-matrix of the channel cannot be
completely diagonalized using the original Q−1 and Q matrices. However, if
perturbation to the transmission line physical structure is small, we hypoth-
6
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Figure 2.2: Cross section of 4-line microstrip. S is defined as
center-to-center spacing.
esize that the off-diagonal elements of Λp will be small compared to those of
the initial ABCD-matrix. These entries represent FEXT between different
signals. We will use subscript p to denote parameters of perturbed chan-
nels, which are functions of random variable ξ that quantifies the amount of
perturbation.
[Q]−1
[
Ap(ξ) Bp(ξ)
Cp(ξ) Dp(ξ)
]
[Q] = [Λp(ξ)] (2.7)
In general, we expect λp,ij 6= 0 for i 6= j. To quantify FEXT in a perturbed
channel, we consider the L2 norm of the Λ matrix without diagonal entries
as an indicator of the extent of FEXT:
χ(ξ) = ‖[Λp(ξ)]− δij[Λp(ξ)]‖2 (2.8)
where δij is the Kronecker delta. χ(ξ) is a function of a random variable that
relates FEXT to the magnitude of perturbation of the channel.
2.2 Example: Microstrip with Spacing Variability
2.2.1 Microstrip Model
We consider a 20cm segment of a lossy 4-line microstrip transmission line
with cross section shown in Fig. 2.2. The line is modeled using a commercial
solver [18] with the parameters listed in Table 2.1. All of the parameters
exhibit random perturbations in general. However, for this example we will
only consider the variability of S. It should also be noted that the random
parameters are not necessarily independent, e.g., W may be correlated to T .
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Table 2.1: Values of physical parameters for microstrip model.
H W T Er tanδ S
75µm 70µm 40µm 4.2 0.02 170µm± 30µm
2.2.2 Distribution of S
The variability of S is given in Table 2.1 as a nominal value with upper and
lower bounds. We will interpret this information in two different ways:
1. The mean value is the target, and the bounds represent uncertainties
inherent to the manufacturing process. In this case, S is best mod-
eled as a Gaussian random variable. We will consider the bounds to
represent ±2σ values:
S = E[S] + σξ (2.9a)
E[S] = 170µm, σ = 15µm (2.9b)
ξ ∼ N (0, 1). (2.9c)
2. The mean value is the nominal design value, and the bounds represent
the range of acceptable parameter values. Any sample within range
will pass the manufacturing check; all other samples will be rejected.
The samples may be manufactured in different batches, and by different
sources, such that the distribution of each batch are different, but will
all fit within the specified range. In this case, S is best modeled as a
uniform random variable:
S = E[S] +
b− a
2
ξ (2.10a)
E[S] = 170µm, b−a
2
= 30µm (2.10b)
ξ ∼ U(−1, 1). (2.10c)
The PDF of S for the two cases described above is shown in Fig. 2.3.
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Figure 2.3: Probability density function (PDF) of S for Gaussian and
uniform distributions.
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Figure 2.4: χ vs. S plots from Monte Carlo sampling (n=500) and
collocation using linear basis (M=17). Nominal encoder/decoder are used
for this plot.
2.2.3 Optimization Strategy
With understanding that the PCB microstrips will exhibit stochastic variabil-
ity, we approach the design of a Modal Signaling scheme with consideration
for the random distribution of channel parameters. Rather than deriving
Q−1 and Q from ABCD-parameters of a line with nominal parameters listed
in Table 2.1, we want to find Q−1opt and Qopt such that E[χ(ξ)] is minimized.
This implies that the optimal encoder and decoder will be different for the
two choices of ξ in (2.9) and (2.10). An optimal Modal Signaling scheme
would provide the most FEXT cancellation benefits on average for all the
channel variations.
To illustrate why an optimal design will be different from the nominal
design, we consider the χ vs. S waveform in Fig. 2.4, which is based on
the nominal Q−1 and Q matrices. We see that FEXT is minimal at the en-
coder/decoder design point of 170µm, as we expect. Away from this value,
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the intensity of FEXT increases. However, we notice that the magnitude of χ
increases at a faster rate when S decreases than when spacing increases. This
phenomenon can be explained intuitively by the fact that smaller spacings be-
tween microstrip lines in un-coded channels usually correspond to increased
FEXT. Therefore, the optimal encoder/decoder would provide higher lev-
els of crosstalk cancellation for the variations of lines that already have an
elevated level of FEXT, in this case variations with smaller spacings.
To find Q−1opt and Qopt, we first consider the ABCD-parameters as functions
of random variable S, and seek their mean values:
Aopt = E[Ap] =
∫ Smax
Smin
Ap(S)ρ(S)dS (2.11a)
Bopt = E[Bp] =
∫ Smax
Smin
Bp(S)ρ(S)dS (2.11b)
Copt = E[Cp] =
∫ Smax
Smin
Cp(S)ρ(S)dS (2.11c)
Dopt = E[Dp] =
∫ Smax
Smin
Dp(S)ρ(S)dS (2.11d)
where ρ(S) is the PDF of S as defined in (2.9) and (2.10). Smin and Smax are
the lower and upper bounds of S as indicated in Table 2.1. These bounds
are natural for the uniform distribution, but exclude the tail portions of
the Gaussian distribution. The assumption is that any samples outside of
these bounds would be rejected during manufacturing check. The value of
[ABCD]opt will therefore depend on the distribution of S. The optimal en-
coder/decoder designs are then derived from this set of mean-value ABCD-
matrices: [
Aopt Bopt
Copt Dopt
]
= [Qopt][Λopt][Q
−1
opt] (2.12)
The matrices Q−1opt and Qopt can then be substituted into (2.7) to evaluate
their effectiveness at reducing FEXT:
E[χ] =
∫ Smax
Smin
[
‖[Λp(S)]− δij[Λp(S)]‖2
]
ρ(S) dS (2.13)
11
2.2.4 Stochastic Collocation
To evaluate the integrals in (2.11) and (2.13) without performing time-
consuming Monte Carlo analysis, we leverage the stochastic collocation method
[2][19][9] to approximate the expectations:
E[uˆ](x) =
M∑
k=1
u(Sk, x)wk (2.14)
where u is the function to be integrated, and uˆ is its approximation. Sk is
the set of quadrature points where the function is deterministically evaluated,
and wk are the weights at these points.
2.2.5 Numerical Results
All the expectations in this example are calculated using 1-D Clenshaw-
Curtis grids in S and piecewise-linear interpolation [20] with M = 17. The
effectiveness of this scheme is verified through a 500 sample Monte Carlo
analysis of χ(S) using nominal encoder/decoder. The scheme offers good
approximations as shown in Fig. 2.4.
The optimized Modal Signaling scheme offers statistically improved FEXT
cancellation over the range of spacing variations. The percentage improve-
ment over nominal encoder/decoder is shown in Fig. 2.5. We can see that
the optimization scheme presented here generally offers greater improvements
over nominal design as frequency increases.
2.3 Remarks
This chapter presented a stochastics-first approach to designing an optimized
Modal Signaling scheme for FEXT cancellation. Through this application, we
demonstrated that knowledge of the randomness of systems can be leveraged
for design improvement and optimization of signal integrity applications.
Accurate modeling of random variables is an essential requirement for the
proper utilization of stochastics-first approaches. Although this example con-
sidered only one random variable, actual systems will have many dimensions
of randomness, some of which are correlated. Fast numerical techniques such
12
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Figure 2.5: Percentage improvements of E[χ] over [14µm, 20µm] for
optimized encoder/decoder vs. nominal design for Gaussian and uniform
distributions.
as stochastic collocation will allow us to model and analyze these complex
random systems with realistic computational resources.
As operating frequency of high-speed signaling links increases, the chan-
nels become increasingly sensitive to the inherent randomness of its physical
parameters. Therefore, we should no longer use these random variabilities
merely for design verification. Instead, the stochastic properties should be
considered prior to and during design, and should be properly characterized.
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CHAPTER 3
OPTIMAL RELAXATION OF I/O
ELECTRICAL REQUIREMENTS UNDER
PACKAGING UNCERTAINTIES BY
STOCHASTIC METHODS
As part of the iterative design cycle for high-speed and high-density systems,
a set of acceptable I/O performance metrics is provided to circuit design-
ers based on preliminary electrical simulations [5, 21]. These metrics are
often defined such that the packaging engineers are highly confident that a
satisfactory interconnect can be realized within packaging design constraints
and manufacturing tolerances. Hence, the preliminary simulations that lead
to these I/O performance metrics often make conservative assumptions re-
garding the impact of packaging on link performance [4]. This tendency
is exacerbated by the fact that during initial design stages, a fully realized
packaging design is usually unavailable. Thus, these I/O performance met-
rics, while robust, are often overly restrictive, leading to unnecessarily tight
design constraints for circuit designers, increased design time, and lowered
yield of fabricated chips. A more relaxed set of I/O requirements will shorten
design-to-market time, and improve yield.
The premise of this chapter is that the overall system design objective is
to keep system failure rate below a predetermined maximum. We recognize
that, in the absence of a realized physical design, the interconnect can be
modeled as a stochastic system, the uncertainties of which are induced both
by lack of information regarding the final design and by tolerances of typical
manufacturing processes. Furthermore, as the packaging design progresses,
more information becomes available, thus reducing the randomness of the
interconnect model. With this in mind, the objective of this work is to de-
velop a framework for providing an optimally relaxed set of I/O performance
metrics given a system yield target and interconnect uncertainties.
14
3.1 Process Flow
The process presented in this chapter is separated into two major portions:
uncertainty qualification (UQ) using stochastic collocation [2], and failure
rate estimation and constraint relaxation using nonlinear optimization. The
process is summarized in a flowchart in Figure 3.1.
The random space is first defined, which includes both variables in the
interconnect model, as well as system variables. At this stage, it is very im-
portant to ensure that all random dimensions of interest are captured, and
their ranges well-defined. The distribution of the random variables should
include uncertainty from both manufacturing variations and lack of informa-
tion regarding design. Since the range of variables will be used to construct
a sparse grid for interpolating the system response, and evaluation of the re-
sponse at each grid node can be expensive, it is beneficial to be generous when
choosing ranges to avoid having to construct the interpolant again and run
additional simulations later. For this chapter, the same interpolant is used
to perform stochastic collocation, failure rate estimation, and optimization.
For the optimization portion of the process, a new set of probability dis-
tributions is defined for the random space, and the interpolant from before is
used to determine system failure by comparing a measure of interest against
a hard threshold. We discretize the optimization variables and estimate the
failure rate of the system at each node using sampling techniques. Finally,
nonlinear optimization routines are employed to obtain the optimal design
parameters. This portion can be repeated using different probability dis-
tributions for the model and system variables. When more information is
known about the design, the randomness of the system and consequently the
variance of these random variables can be reduced, which will often lead to
a more relaxed optimum.
3.1.1 Stochastic Collocation
While the Monte Carlo method is the most natural way to treat a stochastic
problem, its convergence goes as the inverse of the square root of the num-
ber of iterations, requiring a large number of electromagnetic simulations,
thereby making its use computationally unfeasible. In this chapter we em-
ploy an efficient alternative, called the stochastic collocation method that,
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Figure 3.1: Flowchart for process of optimizing I/O parameters for specific
failure rates.
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roughly speaking, is aimed at the interpolation of the output in terms of
the random input parameters by appropriately sampling the random space.
Then, the interpolation is employed in the statistical assessment of our out-
put of interest. This technique is a non-intrusive methodology in the sense
that its application does not require modification of the EM solver.
The selection of the interpolation grid nodes is dictated by the Smolyak
algorithm [2, 19, 9]. The grid of nodes required by this method is sparse and
its number of nodes considerably less than the number of points required
by the tensor product scheme to achieve the same accuracy of interpolation.
The number of nodes in the sparse grid method grows polynomially with the
dimensions and it is given by an accuracy parameter known as the level of the
interpolation, k. The higher the level k, the more accurate the interpolation
and the more nodes the grid utilizes.
For our purposes we employ the interpolation tool developed by Klimke
[20, 22, 23] to propagate the input uncertainty to the output response, x.
The key attributes of the interpolation are summarized below. The reader is
referred to [20] for more details.
The Smolyak scheme approximates the general tensor product multivariate
interpolation formula as follows:
xk,D =
∑
|i|<k
(
∆i1 ⊗ ...⊗∆iD) (3.1)
where we use the notation |i| = i1 + ... + iD and ∆i = U i − U i−1, and the
operant U represents the interpolation in each dimension,
U i(x) =
mi∑
j=1
aij(ξ
i)Ψ(ξij) (3.2)
In the above equation aj are the basis functions associated with the j-th
grid value of the parameter ξi, and U0 = 0. The number of sampling nodes
for each dimension, mi, depends on the particular grid choice and the value
of i; for the Clenshaw-Curtis-type sparse grid it is [20, 22]:
mi =
1 if i = 12i−1 + 1 if i > 1 (3.3)
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ξij =

2(j−1)
(mi−1) − 1 for j = 1, ...,mi if mi > 1
0 for j = 1 if mi=1
(3.4)
where values of variable ξ are assumed to be in the range [−1, 1]. Such
values can be scaled to the actual range of the variable of interest. The key
advantage of the Smolyak formula is that we only need to find the value of
the output with the typically computationally expensive field solver at the
sparse grid nodes,
Hk,D =
⋃
k−D+1≤|i|≤D
(X i1 × ...×X iD) (3.5)
where the set X ij contains the samples of the j-th variable, corresponding to
the interpolation parameter i.
3.1.2 Nonlinear Optimization
Numerical optimization is a well-developed field, and many algorithms are
available to solve unconstrained and constrained problems fairly efficiently
[24, 25, 26]. Optimization problems always take the following form:
min
x∈S
f(x) (3.6)
where S is the constraint set over which we are searching for the minimum,
f(x) is the objective or cost function, and x is the optimization variable. For
the example in this chapter, the optimization variable x is tr. In general, we
define x to be the design parameters we wish to optimize, such as rise time
and source voltage, and it can have many dimensions. The cost function
f(x) is defined in (3.11), which is constructed to have a clear minimum. It is
most ideal for f(x) to be convex to avoid the algorithm finding local minima
instead of global minima.
If f(x) is continuously differentiable, then any minimum x∗ must satisfy
the necessary first-order condition for optimality:
∇f(x∗) = 0 (3.7)
All minima over a set can be classified as local and global minima. If the
18
set S and cost function f(x) are convex, then all minima are global minima.
Furthermore if f(x) is strictly convex, then the minimum is unique.
If f(x) is twice continuously differentiable, then x∗ satisfying (3.7) and the
following second-order condition:
∇2f(x∗) > 0 (3.8)
are sufficient for x∗ to be a minimum. We note here that if the cost function
f(x) is interpolated using a piecewise-linear basis function, then it is only
once continuously differentiable, and thus we cannot apply condition (3.8) in
our search for minima.
Since in most realistic engineering applications, sets S over which we op-
timize are closed and bounded, the Weierstrass extreme-value theorem [26]
guarantees that if f(x) is a continuous function, a global minimum will be
achieved over the constraint set. Hence it is very important in our applica-
tions to formulate the optimization problem such that the cost function is
continuous.
For this chapter, the coordinate descent method [25] is used when the cost
function f(x) is constructed using piecewise-linear basis functions. This is a
non-derivative optimization algorithm which searches through the constraint
set one direction at a time in a cyclical fashion using line search. Although
effective, this method may converge slowly when the optimization variable
has high dimensions. If the cost function is constructed using polynomial
basis functions, then it is sufficiently smooth and a gradient method such as
conjugate gradient [25] can be used which offers better convergence.
3.2 Numerical Example: Coupled Stripline
To test our optimization methodology, we consider a 2GHz bus using single-
ended signaling scheme over a lossless coupled stripline on printed circuit
board (PCB) substrate, shown in Figure 3.2. We consider many cross-
sectional geometry variables, such as line widths, line spacing, and dielec-
tric thicknesses as random variables. The cross-section is shown in 3.2. The
source of the randomness is due to both manufacturing tolerances and lack
of information regarding the final design. For instance, if the manufacturer
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Figure 3.2: Cross-section of coupled stripline example with the variables
w1,w2, s, h1, h2, hd labeled. The conductors are in a homogenous dielectric
with permittivity r.
Table 3.1: Coupled stripline model variables and their mean µ and
standard deviation σ.
Variable Mean µ Std. Deviation σ
r 4.4 0.147
h1 0.2 mm 0.007 mm
h2 0.2 mm 0.007 mm
hd 0.3 mm 0.01 mm
w1 0.1 mm 0.003 mm
w2 0.1 mm 0.003 mm
s 0.3 mm 0.01 mm
and part number of the raw PCB substrate are still unknown, then we must
model the dielectric constant with more variance to account for all the pos-
sible options in selecting the part. When a final part number is decided, the
analysis can be repeated while modeling the dielectric constant with a dif-
ferent mean and a much smaller variance to account for only the statistical
variability in the samples.
First, the stripline is modeled using a commercial 2-D quasi-static solver
[18]. Any EM solvers can be used for this purpose, but it is important
for the geometric variables to be parameterized in the model. The dielectric
constant of the PCB substrate and other material properties where variability
is present should also be parameterized. In this case, the model variables are
listed in Table 3.1. There is a total of 7 random model dimensions. Variations
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Figure 3.3: Source voltage connected to the aggressor line. The signal is
running at 1 GHz with pw = 1 ns, td = 20 ns, and the rise time tr is a
random variable with mean 175 ps and standard deviation of 50 ps.
in these random parameters will influence the magnitude of crosstalk present
on the victim line, and the influence of each parameter on crosstalk will be
captured in the statistical model.
In addition to variability in the EM model, engineers must also consider
variability in the operating environment, such as circuit excitations. For this
example, we perform transient simulations [27] of the coupled line system
by exciting the aggressor line with a continuously-switching clock signal Vin
whose rise time, tr, is defined as an additional system random dimension. As
shown in Figure 3.3, the peak value of Vin is set to be 1.2 V in this example,
but this value can also be a source of uncertainty. It is well known that
the aggressor slew rate is a strong influence in the magnitude of crosstalk
on victim lines. We would expect a voltage source with smaller rise time to
induce stronger crosstalk compared to a voltage source with larger rise time,
if the same instantiation of transmission line model is used.
The seven random parameters in the strip line model combined with tr
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Figure 3.4: Transient simulation circuit for measuring far-end crosstalk
(FEXT) on victim line.
yield a random space of dimension 8. The next step is to create a high-
dimensional interpolant for a measure of interest. A hard threshold will be
defined on the measure, which becomes an indicator function for failure. In
the first case, we define the maximum crosstalk magnitude on a quiet victim
as the failure indicator. The transient simulation topology for this is shown
in Figure 3.4. The aggressor signal drives into a line terminated with 50 Ω,
and the victim line is terminated at both ends by 50 Ω. The far end voltage
Vvic on the victim line is simulated for 100 ns, and the maximum value over
this time is measured.
It is quickly apparent that the amount of simulations required to construct
the interpolant is insurmountable. If we take only 10 samples of each ran-
dom dimension, we will need to perform 107 = 10, 000, 000 EM simulations
and 108 = 100, 000, 000 circuit simulations to interpolate. To overcome this
limitation, we utilize sparse grid based on the Smolyak algorithm. Using a
Clenshaw-Curtis type grid with 4 levels, the total number of nodes needed to
construct the 8-dimensional interpolant is 3937, of which only 2467 unique
EM simulations are required. With each instantiation of the model taking
approximately 2 minutes to extract, the simulation time is around 4 days.
Although the computational resource is still significant, this effort only needs
to be undertaken once per design if the range of the each dimension is care-
fully chosen. Stochastic collocation can still be performed on the interpolant
if the random samples fall within a subset of the initial range. Additionally,
simulation time can be significantly reduced using distributed computing.
After the interpolant is constructed, we can estimate the failure rate by
performing Monte Carlo sampling on the collocated function, and comparing
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the interpolated value against a hard threshold α to create a failure indicator
function:
Failure Rate =
∑N
i=1 1F (xi)
N
× 100(%) (3.9)
1F (x) =
1 if x ≥ α0 if x < α (3.10)
In this example, we use α = 6 mV. In other words, if a random sample
shows crosstalk of greater than α on the victim line, the sample is considered
a failure. We take a total of N = 10000 samples. For ordinary Monte Carlo
analysis, the accuracy of the result converges with order 1/
√
N according
to the Central Limit Theorem. Consequently, to increase the accuracy of
the estimated failure rate by an order of magnitude, 100 times more samples
need to be taken. Although stochastic collocation speeds up the evaluation of
sample points significantly, this process can still become very time consuming
if very high accuracy is desired. Depending on the failure threshold being
used, failure could be a rare event. It is recommended that at a minimum, N
should be large enough so that its inverse is less than 1/10 of the resolution
desired in error rate estimation. For this example, N is chosen such that
the resolution for failure rate is 0.1%. More samples will always produce
more accurate results. Additionally, techniques such as Cross Entropy can
be utilized to increase the efficiency of the sampling scheme when the failure
rate is expected to be very low.
To construct a cost function for optimization, we discretize the optimiza-
tion variable, in this case tr, into 17 points and perform Monte Carlo analysis
at each point to obtain the failure rate. Furthermore, we need to fix a de-
sired failure rate β in order to perform optimization. The cost function for
optimization is then:
f(tr) = |Failure Rate(tr)− β| (3.11)
A plot of the cost function is shown in Figure 3.5.
When more details are known about the design, we are able to redefine the
random model parameters. The uncertainty corresponding to lack of design
and manufacturing information is now reduced, and the random variables will
have reduced variance and possibly different mean than what was assumed in
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Figure 3.5: Cost function for finding optimal lower bound for tr, for failure
rate of 5%. All 7 other random variables are set to mean and variances
listed in Table 3.1.
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Table 3.2: Mean and standard deviation for nominal and reduced random
variable ranges with their respective optimal lower bound for tr and the
corresponding slew rate (SR).
Variable Nominal (µ, σ) Reduced (µ, σ)
r (4.4, 0.147) (4.2, 0.014)
h1 (0.2, 0.007) mm (0.2, 0.007) mm
h2 (0.2, 0.007) mm (0.2, 0.007) mm
hd (0.3, 0.01) mm (0.3, 0.01) mm
w1 (0.1, 0.003) mm (0.1, 0.003) mm
w2 (0.1, 0.003) mm (0.01, 0.003) mm
s (0.3, 0.01) mm (0.32, 0.0011) mm
t∗r 137.5 ps 81.3 ps
SR 8.72 V/ns 14.76 V/ns
the initial analysis. As long as the new ranges of the parameters fall within
those used in the initial interpolation of the model, the original interpolant
can still be used and no new simulation needs to be performed. We change
the mean values of r and s, and reduce their standard deviations. The new
values are listed in Table 3.2. As shown in Figure 3.6, with the randomness
reduced, the lower bound for tr is now 81.3 ps, corresponding to a slew rate
of 14.76 V/ns. This shows that when more information is known about the
design, the I/O requirements can be relaxed.
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Figure 3.6: Cost function for finding optimal lower bound for tr for failure
rate of 5%. The line spacing s and dielectric constant r have different
mean and reduced variance compared to the nominal values. The values are
listed in Table 3.2.
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CHAPTER 4
FINITE ELEMENT ANALYSIS OF
RECTANGULAR WAVEGUIDE WITH
STOCHASTIC GEOMETRIC VARIATIONS
The Finite Element Method (FEM) is a versatile numerical procedure to find
approximate solutions to partial differential equations in engineering appli-
cations [28, 7]. Over the past two decades, FEM has been gaining popularity
in the computational electromagnetics community as an effective method for
solving many types of boundary value problems. Many of today’s industry
standard electromagnetic solvers are based on FEM.
A major advantage of FEM is its utilization of geometric meshes to dis-
cretize the solution domains. This allows problems with various complicated
geometries to be solved easily using the same formulation. The shapes and
densities of the meshes can also be customized to suit the problems under
consideration, so a balance between accuracy and speed can be achieved.
This chapter studies the stochastic dispersion characteristics of rectangular
waveguides with geometric uncertainties. Rectangular waveguide problems
can be easily formulated as closed-domain boundary value problems using
FEM. The various propagation modes of a given waveguide correspond to
the eigenvalues and eigenvectors of the resulting set of algebraic equations
from FEM discretization. Although the deterministic solutions to rectangu-
lar waveguide problems can be found analytically, the solutions for random
cross-sections will be more involved. This problem is interesting to consider
since we expect waveguides that are manufactured to exhibit some uncer-
tainty in its shape due to variations in the manufacturing process. With
uncertainty quantifications of the geometry, it is useful to perform classical
waveguide analysis to obtain characteristics such as modal cutoff frequen-
cies and dispersion diagrams as random variables, so we can understand the
probabilistic distributions of these parameters.
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FEM is the ideal method to study this problem since its formulation for
closed waveguides is the same regardless of geometry. In this manner, ran-
domness in the cross-section geometry can be contained in only the mesh.
Furthermore, the triangular finite elements of the mesh can be projected onto
a standardized triangle using Jacobian matrices, and hence every random in-
stantiation of geometry can be modeled using the same standard mesh, pre-
venting numerical discretization errors from polluting the statistical analysis.
Other arbitrary waveguide cross-sections can also be analyzed by generating
new meshes. In this chapter we consider the standard hollow rectangular
waveguide since our goal is to verify the validity of the proposed stochastic
analysis scheme, and we wish to compare our results against the well-known
analytical solutions of these types of waveguides. The FEM formulation and
stochastic collocation method will be presented in Section 4.1. The results
will be summarized and compared against analytical solutions and Monte
Carlo results in Section 4.2.
4.1 Formulation
4.1.1 Homogeneously-filled Waveguides
Electromagnetic waves can propagate in a PEC-walled waveguide if the wave
shape corresponds to a propagating mode of the waveguide, and the frequency
of the wave is above a certain cutoff threshold. An arbitrary wave can be
described as a linear combination of many guided wave modes. Waves for
each mode below its respective cutoff frequency will be attenuated and can-
not propagate. The cutoff frequencies and dispersion characteristics of an
infinitely long waveguide are determined by its cross-section. Propagating
modes of a homogeneously-filled waveguide can be divided into two cate-
gories: Transverse Magnetic (TM) modes, where the magnetic field has only
transverse components (Hz = 0), and Transverse Electric (TE) modes, where
the electric field only has transverse components (Ez = 0). The two modes
can be described by the Helmholtz wave equations:
∇2tEz + k2tEz = 0 in Ω (4.1)
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∇2tHz + k2tHz = 0 in Ω (4.2)
where kt is the transverse wavenumber, Ω is the cross-section of the waveg-
uide, and ∇t is the transverse del operator:
∇t = xˆ ∂
∂x
+ yˆ
∂
∂y
(4.3)
∇2t =
∂2
∂x2
+
∂2
∂y2
(4.4)
The PEC wall of the waveguide can be described by a set of boundary
conditions for the Helmholtz equations:
Ez = 0 on Γ (4.5)
∂Hz
∂n
= 0 on Γ (4.6)
where Γ is the PEC boundary of the waveguide.
The boundary value problem described by equations (4.1)-(4.6) has a
countably infinite number of solutions. For each solution to kt, we can find
the corresponding propagation constant:
k2z = k
2 − k2t , k = ω
√
µ (4.7)
where ω is the angular frequency of the wave, and µ and  are the permittivity
and permeability of waveguide filling, respectively. For a hollow waveguide,
we will use free-space values µ0 and 0. We can easily see that in order
for the propagation constant to have a real value, kt must be smaller than
k. For these cases, the wave mode can propagate in the waveguide. If
the propagation constant is imaginary, then the mode will be attenuated.
Therefore the solutions kt are the cutoff wavenumbers of respective modes.
The angular frequency at which k = ω
√
µ00 = kt is the cutoff frequency.
The propagation constants at each frequency can also be determined.
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Figure 4.1: Affine transformation F that projects arbitrary finite element ei
onto standardized triangle element S [1].
4.1.2 Finite Element Formulation
The boundary value problem described in the section above can be converted
into a system of algebraic equations. We first consider the TM case, where
the only zˆ-direction field component is the electric field Ez. By applying
Galerkin’s method using nodal linear testing and basis functions to equation
(4.1) and the boundary condition in equation (4.5), we obtain:
[A]{Ez} = k2c [B]{Ez} (4.8)
Aij =
∫ ∫
Ω
∇tNi · ∇tNj dΩ, i, j = 1, 2, ..., N (4.9)
Bij =
∫ ∫
Ω
Ni ·Nj dΩ, i, j = 1, 2, ..., N (4.10)
where N is the total number of nodes not on the Dirichlet boundary, and the
basis functions Ni are first order Lagrange polynomials with value 1 at node
i and 0 elsewhere.
To simplify the evaluation of the integrals, we can project each triangular
finite element in the domain onto a unit right triangle (Figure 4.1) through
an affine transformation F [1]. The integrals can then be performed over the
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area of the right triangle:
Ae =
∫ ∫
E
∇tNr · ∇tNs dE = (J−T∇λr)T (J−T∇λs) |J |
∫
S
dS (4.11)
Be =
∫ ∫
E
Nr ·Ns dE = |J |
∫
S
λr · λs dS (4.12)
J =
[
(xj − xi) (xk − xi)
(yj − yi) (yk − yi)
]
(4.13)
∇λ =
[
−1 1 0
−1 0 1
]
(4.14)
∫
S
dS =
1
2
,
∫
S
λr · λs dS =
1/12 1/24 1/241/24 1/12 1/24
1/24 1/24 1/12
 (4.15)
where E is the domain of the triangular element, S is the domain of the ref-
erence triangle, J is the Jacobian of the affine transformation, and λ is the
basis function over the reference triangle. Ae and Be will be 3× 3 matrices,
and each entry can be assembled into the global A and B matrices based on
the nodal connectivity array. For each node i on the Dirichlet boundaries,
Aii should be set to 1, while all other entries in ith row and column should
be set to 0.
Likewise, for TE cases, the boundary value problem can be formulated as:
[A]{Hz} = k2c [B]{Hz} (4.16)
Unlike in the TM case, the PEC walls of the waveguide act as Neumann
boundaries for the magnetic field; therefore, the A and B matrices need to
contain entries for all nodes in the mesh, including those on the boundaries.
The algebraic system of equations (4.8) and (4.16) is in the form of gen-
eralized eigenvalue problems. These equations can be solved using readily
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available eigensolvers. The resulting eigenvalues represent squares of the cut-
off frequencies of various propagating modes, and the corresponding eigen-
vectors represent field distributions in the waveguide cross-section for the
corresponding mode. The field distribution of each mode can be visualized
by plotting the eigenvectors. Since the matrices A and B have very few non-
zero entries, the computational efficiency of the eigendecomposition process
can be improved drastically if these matrices are stored and processed as
sparse matrices. This is critical for dense meshes since the computational
complexity of a non-sparse eigendecomposition process is O(n3) while sparse
algorithms can achieve O(n log n) performance.
4.1.3 Stochastic Computations
When there are uncertainties in the waveguide cross-section, we expect the
cutoff frequencies and propagation constants of each mode to also be uncer-
tain. Our goal now is to find the probability density function (PDF) of cutoff
frequencies and propagation constants for each mode, using PDFs of the ge-
ometries as inputs. The classical approach for solving this type of problem
is by the Monte Carlo (MC) method, where a large number of input sam-
ples are generated conforming to the PDFs of the geometry, and the solution
computed for each instantiation. PDFs of the cutoff frequencies, etc., can
then be obtained statistically from the solutions. A crucial limitation to MC
is its slow speed and convergence. According to the Central Limit Theorem:
Sn − nµ√
n
d.−→ N (0, σ2) as n→∞ (4.17)
which means that the expectation converges at the rate of 1√
N
for N numbers
of samples. Therefore a large sample size is needed to achieve convergence in
distribution. For each sample, a full FEM analysis needs to be performed.
A much more efficient method for calculating the desired PDFs is through
stochastic collocation. Stochastic collocation is based on the idea that ran-
dom variables can be expanded as the sum of orthogonal polynomials [9]:
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X(ξ) =
P∑
k=0
Xk · φk(ξ) (4.18)
By the orthogonality principle, for continuous random variable X with PDF
ρ(ξ),
E[φm(X)φn(X)] =
∫
φm(ξ)φn(ξ)ρ(ξ)dξ =
0 for m 6= nE[φ2m] for m = n (4.19)
Similar to FEM method for electromagnetics, we can choose first-order
Lagrange polynomials as the basis functions for the expansion in (4.18) [20].
This is a linear interpolation approach to stochastic collocation:
w(Z) =
M∑
j=1
u(Z(j))Nj(Z) (4.20)
where Z is the input random vector, and the function is evaluated at a set of
nodes ΘM in the input random space. The weights u(Z
(j)) are calculated at
each node and used to interpolate the response surface in random space. The
PDF can then be extracted by performing MC sampling on the interpolated
response surface.
The most straightforward nodal set for interpolation is a full tensor product
set in the d-dimensional random space:
ΘM = Θ
m1
1 × ...×Θmd1 (4.21)
where each random dimension is discretized into m points. The total number
of nodes is M = m1 × ... ×md. We can see that the total number of nodes
grows exponentially with the number of random dimensions, a phenomenon
known as the “curse of dimensionality”. A more efficient alternative approach
is to use Smolyak sparse grids for interpolation:
ΘM =
⋃
N−d+1≤|i|≤N
(Θi11 × ...×Θid1 ) (4.22)
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Figure 4.2: Full tensor grid and Clenshaw-Curtis sparse grid in 2
dimensional random space. The sparse grid is plotted for level k = 5 and
has 145 nodes. The tensor grid has 1089 nodes. [2]
where N ≥ d is an integer denoting the level of the construction. The type
of sparse grid we use in this chapter is Clenshaw-Curtis nodes, which are
extrema of Chebyshev polynomials defined by:
Z
(j)
i = −cos
pi(j − 1)
mki − 1
, j = 1, ...,mki (4.23)
where k = N − d is the level of construction, and the total number of nodes
is mki = 2
k−1 + 1. By using this sparse grid, the response surface can be
approximated with much fewer number of nodes. Figure 4.2 shows a full
tensor grid and a Clenshaw-Curtis sparse grid over the same 2-dimensional
space.
4.2 Results
4.2.1 Problem Set-up
We study a hollow rectangular waveguide with PEC walls and a nominally
2 meters × 1 meter cross-section. The analytical solution for the cutoff
wavenumber is:
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kc =
√(mpi
A
)2
+
(npi
B
)2
(4.24)
for TMmn or TEmn modes of the waveguide. We denote the cross-section
dimensions A and B using capital letters since they are random variables:
A ∼ N (2,√0.06), B ∼ N (1,√0.03) (4.25)
and we can normalize these random variables:
A = 2(1 + 0.03 ξ1), B = 1(1 + 0.03 ξ2), ξ1, ξ2 ∼ N (0, 1) i.i.d. (4.26)
such that samples of the Gaussian random variables can be generated readily
using existing random number generator in packages like MATLAB.
We generate a triangular mesh on the mean-dimension rectangle, shown
in Figure 4.3. The density is chosen so that higher order modes can be
calculated accurately. In general, the element size should be less than 1/20
of the wavelength. By utilizing the Jacobian formulation in (4.13), we can
use the same mesh for all random variations of the problem by simply scaling
the Jacobian with ξ1 and ξ2. In this sense, the stochastics is formulated into
the FEM problem by random stretchings of the mesh.
4.2.2 Finite Element Solutions Of Waveguide
By solving the eigenvalue problems formulated in (4.8) and (4.16), we obtain
a series of eigenvalues that correspond to the square of the cutoff wavenum-
bers of various propagating modes. These values are checked against the
analytical values obtained from (4.24) to ensure that the FEM program is
functioning correctly. A comparison is shown in Table 4.1. The correspond-
ing eigenvectors represent the Ez and Hz distribution on the waveguide cross-
section at each node. By interpolating the values between nodes, plots of the
field distribution for various propagating modes can be generated. The plots
in Figure 4.5 are sorted by cutoff frequency.
The dispersion diagram of the modes can be calculated from the solutions.
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Figure 4.3: Finite element mesh of a 2m × 1m rectangular waveguide
cross-section. There are 2688 triangular elements and 1405 nodes.
This is shown in Figure 4.4 for the first seven modes. Note that below cutoff,
the wave is attenuated and does not propagate. There are three degenerate
pairs (TE01 & TE20, TM11 & TE11, TM21 & TE21).
4.2.3 Waveguide Solutions With Uncertainties
With the validity of the FEM program verified, we study the waveguide with
stochastic dimensions. We assume that each dimension will vary around 10
percent, which correspond to a standard deviation of approximately 3 per-
cent. The PDF of the dimensions are modeled using the random variables
described in (4.26). In order to obtain the PDF of kc, we use the sparse grid
stochastic collocation method outlined in (4.20) and (4.23). We also verify
the results using Monte Carlo method with N = 5000 and analytical method
(4.24).
We can see in Figure 4.6 that the results show good agreement. On a
2.3 GHz Intel Xeon system, the stochastic collocation method takes about
70 seconds while the MC method took over 80 minutes to complete. The
statistics of mode dispersion can also be easily calculated from stochastic
collocation results. Figure 4.7 shows the dispersion diagram for the first
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Figure 4.4: Dispersion diagram for the first 7 modes in a 2m × 1m
rectangular waveguide calculated using FEM. There are 3 degenerate pairs.
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Figure 4.5: Transverse field distribution of the first 30 modes in a 2:1
rectangular waveguide.
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Table 4.1: Cutoff analysis of a 2m × 1m rectangular waveguide: analytical
solution vs. FEM solution for the first 10 modes.
Mode k2c (Analytical) k
2
c (FEM) fc (Analytical) fc (FEM) % Error
[m−2] [m−2] [MHz] [MHz]
TE10 2.4674 2.4676 74.9481 74.9513 0.0043
TE01 9.8696 9.8724 149.8962 149.9175 0.0142
TE20 9.8696 9.8734 149.8962 149.9251 0.0193
TM11 12.3370 12.3413 167.5890 167.6186 0.0176
TE11 12.3370 12.3416 167.5890 167.6206 0.0188
TM21 19.7392 19.7514 211.9852 212.0510 0.0310
TE21 19.7392 19.7516 211.9852 212.0521 0.0315
TE30 22.2066 22.2244 224.8443 224.9345 0.0401
TM31 32.0762 32.1089 270.2292 270.3669 0.0509
TE31 32.0762 32.1108 270.2292 270.3749 0.0539
three modes of the waveguide, with the mean and ±3σ values. These results
gives us insight into the range of propagation constants we can expect when
the geometry is uncertain.
4.3 Remarks
The Finite Element Method is a highly robust numerical scheme for solving
boundary value problems. This chapter studied an example with regular
geometry, but any irregular and complex geometry can be computed using
the same formulation by generating a mesh for it. Due to FEM’s easily
adaptivity to changing geometries, it is the ideal method to study stochastic
problems where geometry is random. By using affine transformation of the
finite elements, we are able to model the random variables into the Jacobian
matrix, thus eliminating the need to re-mesh. This same technique can be
easily applied to other problems where the size is random.
The stochastic collocation method used for this chapter allows for ex-
tremely fast computation of random variables without the need for lengthy
Monte Carlo type simulations. The benefits and accuracy of the method are
demonstrated with our example. We can also see that uncertainties in elec-
tromagnetic problems can significantly affect the results. In many engineer-
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ing applications, knowledge of the distribution of results is more important
than having the most accurate result for a deterministic problem. Numerical
methods such as stochastic collocation will give engineers powerful tools in
modeling electromagnetic problems with random inputs.
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Figure 4.6: Probability density functions (PDFs) of k2c for TE10, TE01,
TE20, TM11, TE11, and TM21 modes in a rectangular waveguide with
geometric uncertainty. Note that the degenerate pair TE01 and TE20 have
different probability distributions.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
5.1 Conclusions
Stochastic modeling for signal integrity is an exciting new research area that
is critically needed for future electronic design. The rigorous analysis of com-
ponents with variability and uncertainty is crucial to create working designs
with minimal design cycles. It is important for any uncertainty-aware com-
puter aided design tool to perform the analysis efficiently so that engineers
can quickly analyze their designs and make necessary adjustments on sched-
ule. As demonstrated in this thesis, the statistics of design performance can
be obtained accurately and efficiently using fast stochastic techniques such as
SC. This thesis also demonstrated that the statistics of performance metrics
can reveal useful information regarding the system that is not available with
existing techniques such as corner analysis.
With accurate statistical characterization of system designs, signal in-
tegrity analysis no longer needs to be performed only for design verification.
It has already been shown that stochastic methods can be used to optimize
design for signal integrity [10] and to estimate failure rate of manufactured
systems [11]. With these tools available, engineers can gain better insight into
the consequences of their design choices, and make more informed decisions.
5.2 Future Work
All of the work presented in this thesis utilizes the non-intrusive sampling-
based Stochastic Collocation and Monte Carlo methods. There are several
intrusive numerical methods for stochastic numerical computations, such as
the Stochastic Galerkin Method, that are worthy of investigation in the fu-
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ture. These methods, although more cumbersome to implement, can offer
better error bounds. The key to successful utilization of intrusive methods
will be the simplicity of deterministic formulations to be stochasticized. Most
of the stochastic signal integrity literature today focuses on modeling of in-
terconnect structures. Modeling is only half of the signal integrity analysis
work flow. Typically, time-domain waveforms are generated using the models
in a circuit solver. It will be valuable to formulate a stochastic circuit solver
that allows for fast transient circuit simulations.
44
APPENDIX A
STOCHASTIC COMPUTATIONS
Until recently, most parameter sensitivity analyses in signal integrity design
have been performed using corner modeling. In corner analysis, the nominal
value of the physical parameters, as well as the upper and lower bounds, are
modeled separately so the behavior of the system under worst case condi-
tions can be understood. This approach usually results in overly pessimistic
predictions, which leads to unnecessarily conservative design decisions. Fur-
thermore, given the complex nature of the interconnect systems, the corner
models do not necessarily reflect the worst conditions for signal transmission.
In order to study the sensitivity of the channel to each random input factor,
ND number of simulations need to be performed, where N is the number of
samples for each random dimension, and D is the number of random dimen-
sions. This approach is impractical for designs with high numbers of random
dimensions. Additionally, corner modeling does not reveal the statistics of
the response, only the lower and upper bounds. In contrast, several stochastic
numerical methods explained in this appendix can compute the probability
distribution of the measure of performance.
A.1 Monte Carlo Method
The brute-force way for computing the stochastic response of signal integrity
metrics is the Monte Carlo (MC) method [9]. In this method, the statis-
tics of the response are estimated using a large number of samples. The
deterministic problem is solved for each sample, and the output recorded.
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Consider the partial differential equation (PDE):
ut(x, t, ω) = L(u), D × (0, T ]× Ω
B(u) = 0, ∂D × [0, T ]× Ω
u = u0, D × {t = 0} × Ω
(A.1)
where L is a differential operator, B is the boundary condition operator, u0
is the initial condition, D is the solution domain, and ω ∈ Ω is the random
inputs of the system in probability space (Ω,F , P ). First, M identically
and independently distributed random inputs are generated according to
their respective distribution functions. Then for each sample i = 1, ...,M ,
the deterministic governing equation (A.1) is solved and the response u(i)(t)
obtained. The mean and variance of the response can be approximated by
the sample mean and sample variance:
E[u] ≈ u¯(t) = 1
M
∑M
i=1 u
(i)(t) (A.2)
Var(u) ≈ 1
M−1
∑M
i=1
[
u(i)(t)− u¯(t)]2 (A.3)
The major disadvantage of the MC method lies in the rate of convergence
of sampled mean and variance, which is O
(
1√
M
)
. This implies that if an
additional digit of accuracy is desired, 100 times more simulations need to
be performed. The computational effort involved in such a task can quickly
become insurmountable.
A.2 Stochastic Collocation
Stochastic Collocation (SC) has the distinct advantage of being an unintru-
sive method. Existing PDE solvers such as commercially available electro-
magnetic solvers can be used with this method [9].
Let IZ ⊂ Rd be the support of random inputs Z. We first choose a set of
nodes ΘM = {Z(j)}Mj=1 ⊂ IZ in the random space, called collocation points.
For high random dimensions, the nodes can be chosen using sparse interpo-
lation rules such as the Smolyak algorithm, in order to minimize the number
of nodes while maintaining interpolation accuracy. We can solve the deter-
ministic PDE in (A.1) over the node set ΘM and denote the solutions as
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{u(j)}Mj=1. The goal is to find a function w(Z) in a polynomial space Π(Z)
that approximates the true solution u(Z), such that ‖w(Z)− u(Z)‖ → 0 as
M →∞. The simplest approach is to use Lagrange interpolation:
w(Z) =
M∑
j=1
u(Z(j))Lj(Z) (A.4)
where
Lj(Z
(i)) = δij, 1 ≤ i, j ≤M (A.5)
An MC sampling is then performed using the interpolated response w(Z) to
recover the distribution function of the response. The computational speedup
of SC compared to ordinary MC analysis comes from the fact the underlying
PDE no longer needs to be solved at each sample point, and the response is
instead evaluated over the interpolant, which is a much faster operation.
It is important to note that SC can be implemented on top of any exist-
ing PDE solver that can obtain the response to (A.1) at each node. The
challenges of using SC include proper choice of support IZ for the random
space, and the fact that the number of nodes can grow significantly if the
dimension of random space is high. Recently, methods such as Principal
Component Analysis (PCA) have been utilized to reduce the dimensionality
of the random problem to overcome this “Curse of Dimensionality.”
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