A novel scenario-adapted distributed signaling technique in the context of opportunistic communications is presented in this work. Each opportunistic user acquires locally sampled observations from the wireless environment to determine the occupied and available degrees-of-freedom (DoF). Due to sensing errors and locality of observations, a performance loss and inter-system interference arise from subspace uncertainties. Yet, we show that addressing the problem as a total least-squares (TLS) optimization, signaling patterns robust to subspace uncertainties can be designed. Furthermore, given the equivalence of minimum norm and TLS, the latter exhibits the interesting properties of linear predictors.
B. Contributions
The major contribution of this work is presented in Sec. III. We address the design of invariants in distributed communications. In this sense, we introduce a novel scenario-adapted shaping filter design scheme for opportunistic communications. Thanks to the existence of invariances, the proposed signaling can be exploited in uncoordinated decentralized heterogeneous networks. As discussed in Sec. II, the proposed technique can be used either for opportunistic data transmission and also for achieving pilot orthogonality, regardless the possible correlation of pilot pseudonoise (PN) sequences. Finally, we address subspace concurrency algorithms at both system ends to improve the performance and mitigate inter-system interferences.
C. Notation
In the sequel, boldface lowercase (uppercase) denotes vectors (matrices). (·) T , (·) * and (·) H denote the transpose, conjugate, and transpose conjugate (Hermitian) operators. 0 denotes the all-zeros vector or matrix of appropriate dimensions. I K is the K ×K identity matrix. · 0 , · 1 , · 2 and · F denote the ℓ 0 -norm, the ℓ 1 -norm, the Euclidean norm, and the Frobenius norm, respectively. E{·} is the mathematical expectation. ⊗ stands for the Kronecker product. diag [a] refers to a diagonal matrix whose elements are contained in a. A complex Gaussian distribution with mean µ and covariance Σ is denoted as CN (µ, Σ). Uppercase calligraphic letters, e.g. X , denote a subspace or a set. dim[X ] stands for the dimension of X . P(X ; R), with R ≤ dim[X ], denotes an R-dimensional portion of X . span[X] refers to the subspace spanned by all linear combinations of columns of matrix X.
D. Paper Structure
The remainder of this paper is organized as follows. In Sec. II, we present the signal model and the addressed problem is formally stated. The main result of this work, its formal derivation and the analysis of its properties are presented in Sec. III, IV and V, respectively. The problem of end-to-end subspace miss-match is formulated in Sec. VI. The estimation of active subspace is addressed at receiver and transmitter sides in Sec. VII and VIII, respectively. Numerical results are reported in Sec. IX and the paper is concluded in Sec. X.
II. SIGNAL MODEL AND PROBLEM FORMULATION
Throughout this work, we consider the scenario depicted in Fig. 1 . It is worth noting that two networks can be distinguished in our scenario. Without loss of generality, external network is assumed to be an M-user heterogeneous network. With this assumption, several scenarios are contemplated. For instance, external network can be a multi-tier cellular system or an adhoc network. In general, these M users use have different modulation and coding schemes.
Nonetheless, we consider that they are simultaneously transmitting information exploiting some degrees-of-freedom (DoF). The concept of DoF adopted herein was presented in [26] , [27] . That is, the size of the set of complex (real) numbers required to specify any particular class of signals.
For signals that are band-limited in [−W, W ] and time-limited in [−T /2, T /2], the number of DoF is upper-bounded by 2W T (see the full discussion in [26, Section 8.1] ). It is worth noting that there is a slight abuse of notation when describing the concept of external network.
Actually, each internal-network user may observe a different wireless environment, and hence external network, according to its geographical coordinates. Regarding to the internal network, it is composed of a single-antenna transmitter-receiver pair which wish to opportunistically access the unused DoF. To do so, each internal-network user acquires ℓ = 1, . . . L locally sampled observations from the external network
where s ℓ is the external-network aggregate signal and v ℓ is the observation noise distributed as CN (0, σ 2 I N ). In general, the signals encompassed in s ℓ have a specific structure, due to the use of certain modulations or codes. Furthermore, the effect of interference channels is also reflected in these observations. It is worth noting that the length of observations in (1) , N, is the number of DoF in our problem. However, only a fraction of N will contain a contribution from external network. Using the set of L observations (1), each internal-network user has to decide if the n-th DoF, ζ n , is occupied or not. Classically, this problem is tackled as a hypothesis test [10] :
How this detection problem is solved is out of the scope of this paper. Therefore, the structure of aggregate signals s ℓ in (1) or the knowledge of interference channels are not required for the purpose of this work. In the literature, we may find several works studying the sensing (see, for instance, [10] , [28] and references therein). All they are based on signal detection theory, with side information about external network or not. As surveyed in [10] , the most simple sensing technique is the well-known energy detector. Although it is optimum when externalnetwork transmissions are almost Gaussian signals, its performance is limited in low signalto-noise ratio (SNR) regimes 1 . Therefore, more sophisticated sensing schemes are based on detecting some features of signals transmitted by external-network users. For instance, sensing mechanisms may exploit the redundancy exhibited by external-network transmissions or their statistical structure. In this sense, some detectors have been developed exploiting second-order statistics (i.e. autocorrelation function) [30] , cyclostationarity [31] , the structure of covariance matrix of observations [32] , or even their spectral structure [33] . However, these mechanisms usually require some side information, as the number of antennas or the coding scheme. In this sense, a technique known as blind detection has been developed. The latter only needs an estimate of the observations' covariance matrix, and its eigendecomposition. Examples of relevant blind detectors include, for instance, the maximum-to-minimum eigenvalue ratio test [34] or model order selection [35] based sensing mechanisms [36] . As a final comment on sensing mechanisms, it is important to mention that the sensing task becomes much more challenging as the sensed bandwidth increases. A study on single and multi-frequency wideband sensing can be found in 1 Basically, this limitation is due to erroneous model assumptions. It is worth noting that energy detection is based on the likelihood ratio, which requires a perfect knowledge of the noise variance to set the appropriate decision threshold. Under worst-case uncertainty, the number of acquired observations to meet the desired performance tends to infinity as the SNR tends to a certain value, known as SNR wall [29] . DRAFT 2019 7 [37] . The sensing techniques briefly surveyed herein are noncooperative and they do not require (in general) multiple antennas. The reader is referred to, e.g., [38] [39] [40] and references therein for further information on cooperative sensing schemes, whereas several multi-antenna approaches can be found in, for instance, [41] , [42] .
In summary, internal-network users will use the observations in (1) and an arbitrary sensing mechanism to solve the aforementioned hypothesis testing problem. With this information, each internal-network user has to design a shaping filter ϕ i (n), with i = {T, R} referring to transmitter or receiver. Let a[m], T , and S R be a symbol from a given constellation, the symbol period and the received power. Thus, the signal received by internal receiving node y(n) can be written as
where v(n) is a circularly-symmetric complex Gaussian noise, i.e. v(n) ∼ CN (0, σ 2 ).
Recalling (3), depending on the meaning of the complex symbols a[m], we can distinguish two different study cases:
is an information symbol, the distributed signaling design problem addressed in this work can be seen as an adaptive waveform design problem, a typical problem in opportunistic communications using cognitive radios.
(ii) However, when a[m] is a pseudorandom sequence which spreads the signal energy spectral density, the problem under study becomes a distributed pilot waveform design. Because the number of users in the wireless environment (i.e. taking into account both external and internal networks) can be arbitrarily large, the orthogonality of pilot symbols cannot be guaranteed. Nevertheless, if these pilot sequences are shaped with a context-adapted waveform, pilot contamination can be diminished.
Regardless the potential application, in this work we address the distributed design of shaping filters when internal-network users only take local observations into consideration.
For simplicity of discussion, we present the design of scenario-adapted pulse shaping filters at arbitrary geographical coordinates r. Because in this work we consider a point-to-point opportunistic transmission, r may be the coordinates of transmitter or receiver. The reported analysis might be then particularized at each internal node. Focusing on the geographical coordinates r, let D(r) be the number of DoF occupied by external-network users. In other words, the ℓ-th sampled external-network aggregate signal belongs to a D(r)-dimensional subspace S(r), i.e. s ℓ ∈ S(r). The latter is typically known as signal subspace, denoted by S(r).
Notice that sampled observations taken by internal-network users consists in N-length vectors.
Whether D(r) < N, K(r) = N − D(r) additional DoF will be sensed by internal user at coordinates r and not occupied by external-network transmissions. These K(r) DoF are contained in the so-called noise subspace, namely N (r). This subspace is orthogonal to S(r). Given this geometrical interpretation, if opportunistic transmissions belong to N (r) all inter-system interferences will be (ideally) avoided. In other words, imagine that a basis of S(r), namely Ψ S (r), can be obtained via some sensing mechanism, which is beyond the scope of this work.
Furthermore, let ϕ(r) be the opportunistic waveform to be designed at some node located at coordinates r. The design problem addressed in this work can be expressed as
That is, if complete side information of signal subspace (i.e. a basis) is available at an arbitrary internal node, it can adapt its transmissions to be orthogonal to S(r). Therefore, these transmissions will see external-network interferences as noise, and vice-versa. Nevertheless, a complete knowledge of Ψ S (r) is not always possible, due to the locality of external-network observations, sensing errors and monitoring conditions. In general, we refer to these effects as sensing uncertainties.
A. Local Sensing Uncertainties: A Mathematical Model
Recalling the design problem stated in (4), the complete knowledge of a signal-subspace basis is needed to appropriately design the opportunistic waveform. Yet in practice, subspaces sensed at each user may slightly differ. On the one hand, each internal node may suffer from sensing errors. These errors depend on the particular sensing mechanism used by each node and are scenario-independent. On the other hand, we have to account for multipath and shadow fading, and the outage of interference channels. Regarding to Fig. 2 , signal and noise subspaces can be written as
which are respectively spanned by orthonormal bases
Ψ N (r) = Ψ N (r) Υ(r) . When local sensing uncertainties are taken into consideration, internal-network nodes are not able to obtain the bases (7) and (8) . Contrarily, the bases sensed by opportunistic nodes via an arbitrary sensing mechanism are given bŷ
Ψ N (r) = Ψ N (r) Ξ(r) . encompass those occupied and available DoF erroneously sensed as available and occupied, respectively. Thus, we can define the dimensions of (9) and (10) aŝ
whereK(r) is the number of available DoF sensed as available, δ(r) is the number of occupied DoF sensed as available due to poor monitoring conditions, and ǫ(r) is the number of occupied DoF sensed as available accounting for the sensing errors. Notice thatK(r) ≤ K(r) due to the false-alarm probability P FA of the considered sensing mechanism. DRAFT 2019 It is worth noting that, according to (11) and (12) , the dimensions of subspaces depicted in 
As a consequence of these sensing uncertainties, we will observe different effects at internal transmitter and receiver, which will be discussed in Sec. VI. In summary, opportunistic communication always suffer from energy loss and/or noise enhancement. Inter-system interferences to (from) external network are only present when transmitter (receiver) detects as available a DoF which is occupied by an external-network user and sensing conditions are favorable.
Since internal-network node at coordinates r is not able to avoid the effects of these sensing uncertainties, the best that can be done is to prevent internal-network users from interfere the occupied DoF correctly sensed, i.e. the ones belonging toΨ S (r), and minimize the impact on those DoF encompassed in Ξ(r).
III. MAIN RESULT
In this Section, we present the main contribution of this work and its properties as well.
Taking into account the previous discussion on local sensing uncertainties, yet in practice, it is not possible to use an actual signal-subspace basis. In the sequel, the shaping filter under worst-case local sensing uncertainties conditions is given in Theorem 1:
be an orthogonal projector onto the sensed noise subspace at arbitrary coordinates r such that the elements of its main diagonal are sorted in decreasing order. Then, the shaping filter is given bŷ
where
From the N columns ofP N (r), the one containing the maximum value of its main diagonal is the optimum solution in terms of minimum inter-system interference per DoF. The given solution is independent of the chosen basisΨ N (r). It is worth noticing that, if the solution is unique, the optimum shaping filter is the first column ofP N (r). Nevertheless, if multiple solutions exist, detection ambiguities arise. Even though it can be seen as a disadvantage in view of signal detectability, it is an inherent advantage in terms of waveform diversity, which is of paramount importance in multiuser scenarios. The problem of multiple solutions will be exploited in Sec. VII. The opened question, addressed in Proposition 1, is when the solution's uniqueness can be guaranteed.
Proposition 1 (Solution's Uniqueness). Let p k [P N (r)] kk be the k-th diagonal entry ofP N (r).
The solution presented in Theorem 1 will be unique if and only if
Otherwise, when the main diagonal ofP N (r) presents more than one maximum, i.e.
the solution is not unique yielding selection ambiguities.
Recalling Theorem 1, the proposed shaping filter relies on the orthogonal projector onto the sensed noise subspaces. Thus, as further analyzed in Sec. V, (17) exhibits:
(i) Invariance to Noise-Subspace Rotations As a final remark on the shaping scheme proposed in this work, it is important to notice that both internal-network transmitting and receiving nodes will design their filters using only local external-network observations, i.e. without end-to-end coordination. Hence, the following observation arises:
Proposition 2 (Solution's Symmetry). Under the lack of end-to-end coordination, the strategy employed by receiver to be aware of the presence of any potential transmitting node is completely symmetric to that employed by transmitter to minimize the undesired impact on external network.
A. Proof-of-Concept
Before going deeper into the mathematical analysis, we provide a proof-of-concept example to illustrate the behavior of the proposed shaping scheme. To that end, we have considered that basisΨ N (r) is a subset of the Fourier matrix of size N. This subset is assumed to be identified by an arbitrary sensing mechanism. In this case, the concept of DoF refers to carriers. For the sake of illustration, we have considered a useless case with N = 32 DoF (carriers Fig. 4 ).
IV. DECENTRALIZED SIGNALING DESIGN SCHEME
Thus far, we have presented the main result of this work, a scenario-aware pulse shaping design scheme. This Section is devoted to formally deriving the result in Theorem 1. To that end, we address the design at arbitrary geographical coordinates r. Nevertheless, for simplicity of notation, we drop the dependence on r whenever it is possible.
Bearing in mind the discussion on local sensing uncertainties in Sec. II-A, full knowledge of an actual signal-subspace basis is not possible in general. Thus, since some occupied DoF will be sensed as available, we will consider the worst-case scenario. That is, we look for a shaping filter ϕ orthogonal to the sensed signal subspaceŜ =S ∪ N E (spanned byΨ S in (9)) and with minimum impact on those DoF encompassed in S E (spanned by Ξ). To that end, let us define the extended signal-subspace basis asΨ
Recalling the waveform design problem stated in (4) and the decomposition of the extended signal-subspace basis in (21) , the shaping filter design becomes
where e S is an error vector belonging to the span of Ξ, i.e. non-orthogonal to those occupied DoF sensed as available. By defining the following matriceŝ
the design problem in (22) can be formulated as
or, equivalently,
It is worth noticing that, thanks to the additive model in (25) , the pulse shaping filter design problem admits a total least-squares (TLS) formulation [43] , where E S and e S represent the errors in data matrix and observations vector, respectively. According to [43] , (26) admits the following formulation:
Following the rationale in [43] [44] [45] [46] , we have to find a solution orthogonal to T H T, being T the extended data matrix:
It is worth noting that T is a rank-deficient matrix with rank(T) = rank(Ω S ) = D − ξ. Thus, taking into account the singular value decomposition (SVD) of (28), viz.
the null-space of T H T is spanned by V 2 . Classically, the following partition of V 2 is considered
Therefore, taking into account the derivation in [45] , the TLS waveform leads to
When the null-space of T H T has dimension greater than one, notice that the solution is not unique, i.e. (30) is not unique. In that case the solution which has minimum norm should be selected. Yet, if multiple minimum-norm solutions exist, internal-network users can arbitrarily select any of the them, yielding detection uncertainties at receiver side.
By carefully analyzing (31) , it is straightforward to conclude that it corresponds to the first column of orthogonal projector onto the null-space of T H T, whenever the solution is unique.
Hence, by noticing that
proposed solution in (31) 
A. Equivalence of (31) and Minimum-Norm
Since TLS designs a solution robust to both errors in data matrix and observations vector, (31) is the most robust solution in front of sensing uncertainties. Yet, we also may address the design problem as a min-max optimization:
Nevertheless, the cost function in (33) will be constrained to avoid the trivial solution and limit the maximum "uncertainty". Regarding to the former, we will consider the so-called linear predictor condition [47] , [48] as a non-trivial design constraint. Concerning the latter, because the uncertainty is defined as the number of DoF encompassed in Ξ, we upper-bound the rank of matrix Ξ. Thus, the complete waveform design problem under worst-case sensing uncertainties is written as
where ǫ ∈ Z + \{0}, α ∈ R + \{0} and e n is defined as in (18) 
As discussed in Sec. III, whether the main diagonal of the orthogonal projectorP N Ψ NΨ H N is sorted in decreasing order, the solution in (35) is given by n = 1.
It is worth noting that design scheme presented in this subsection obeys a minimum-norm optimization [47] , [48] . Therefore, even all columns ofP N are orthogonal to the sensed signal subspace, the one which contains the maximum value of the main diagonal ofP N is the minimum-norm solution of the design problem. Hence, and recalling the discussion in (32), it is equivalent to seek the optimum waveform in (31) or in (35) . Actually, this result is not surprising at all. As stated in [45] , minimum-norm and TLS are equivalent, and as also reported, the solution can be found either with the signal-subspace or the noise-subspace projector, thanks to the duality between these subspaces.
B. Solution's Robustness
It is worth noticing that, according to (10) , the sensed noise-subspace basis can be expressed
Hence, by definition,Ñ ⊆ N , where the equality only holds wheneverK = K. Therefore, the waveform designed in (31) does not belong toÑ , and in turn, to N . However, since it belongs toN , the orthogonality to the actual signal subspace S cannot be guaranteed. Recall that this waveform has been designed to be orthogonal toŜ. Nevertheless, as proved herein, the proposed design scheme is the best that can be done under sensing uncertainties. Taking into consideration the structure of sensed noise-subspace basis in (36) , the designed waveform (31) can be written
with ϕ N n ∈Ñ being the desired solution and ϕ ⊥ n ∈ S E standing for an error induced by sensing uncertainties. In this view, matrix Ξ in (36) can be seen as an error in the noise-subspace basis.
By following the same rationale than in (22)-(26), we have that
Hence, the linear combination coefficients λ can be found to jointly minimize the impact of the errors ϕ ⊥ n and E N as
It is worth noting that the cost function in (39a) reduces to 
V. ANALYSIS OF SOLUTION PROPERTIES
In the previous Section, we have formally derived the optimal signaling pattern in the sense of minimum inter-system interference per DoF. In this Section, we are going to analyze the properties of the derived solution in (17) , previously stated in Sec. III. Some of these properties were partially analyzed by the authors in [49] , [50] .
A. Invariance to Noise-Subspace Rotations
Recall that the derived solution (31) relies on the orthogonal projector onto the noise subspace.
In comparison with other noise-subspace solutions found in the literature, all of them are orthogonal to the sensed signal subspace. A well-identified problem in orthogonal opportunistic transmission is the ambiguity of adopted noise-subspace bases at each internal-network node.
While this ambiguity is inherent in those solutions relying on the noise-subspace bases due to the lack of rotational invariance, it is overcome in our solution.
Let U ∈ CK ×N be a unitary matrix. We define a rotated noise-subspace basis asΨ
Notice that this rotation occurs within the noise subspace. Hence, the orthogonal projector results unaffected by this rotation:
This property is of paramount importance since guarantees coherent waveform detection, exhibiting a better detection performance than those schemes relying on the basis itself. Among other cases, this property is very interesting to overcome ambiguities when covariance-based sensing schemes are employed and noise-eigenvalues' multiplicity is greater than 1.
B. Invariance to Phase and/or Frequency errors
Notice that an inefficient backbone infrastructure is not needed in decentralized communication systems. Nevertheless, there is another important advantage. Since opportunistic nodes only account for local observations of the wireless environment, each opportunistic node chooses its own reference, such that they locally calibrate theirselves. Mathematically, let us consider that matrix Γ contains the reference errors in its main diagonal, i.e.
Since orthogonal projector is not affected by (42) , the proposed pulse shaping filters are robust in front of offsets, as any other decentralized waveform design scheme.
C. Distribution of Waveform's Zeros
Recall that proposed pulse shaping filters are the result of the double optimization problem in (34a), subject to constraints (34b). Once the worst-case matrix Ξ is obtained, the design problem reduces to the following constrained minimization. Hence, for α = 1, we have that ϕ n = arg min ϕ ϕ 2 2 subject to e H n ϕ = 1, ϕ ∈N (r).
Equivalently, by means of the Parseval's Theorem, the cost function in (43) can be addressed in the transformed domain. For ease of notation, let Φ(z) be the Z-transform of ϕ. Hence, by denoting C 1 and C 2 two simple contour encircling counterclockwise the origin, (43) yields
Therefore, the zeros of Φ(z) are almost uniformly distributed inside the unit circle. In other words, transmitted power will be asymptotically uniformly distributed. This result is of paramount importance because if a DoF is incorrectly used, the amount of injected power will not be so high, but exactly the same as in the remaining ones. As a last comment, this result is apparently not surprising. Recall that the design scheme presented in this work can be seen as a minimumnorm optimization problem. Kumaresan intuitively proved in [51] that the so-called extraneous zeros of a minimum-norm filter will be almost uniformly distributed in the unit circle. Hence, the derivation in (44) can be seen as a formal argument of the result presented in [51] .
VI. END-TO-END APPROACH
Heretofore, we have discussed the design of context-aware shaping filters at arbitrary geographical coordinates r and their properties. Nonetheless, since the objective is to setup a communication link, we have to analyze whether the signaling locally designed at transmitter can be detected at the receiver side in an uncoordinated manner.
Recall that each internal-network node constructs a noise-subspace basis accounting solely for local observations from the wireless environment. Thus, noise subspaces sensed at each internal 
whose dimension is, in general, K 0 ≤ min{K T ,K R }. Additionally, given the independence of sensing channels and sensing errors at different nodes, N 0 ⊆ N (r) with high probability.
Therefore, taking into account Definition 1 and Fig. 5 , the sensed noise subspace at any arbitrary internal-network node can be decomposed aŝ
where N 0 contains the DoF that are simultaneously used by transmitting and receiving nodes, whereas E(r) encompasses those DoF solely used by transmitting or receiving node. In the sequel, κ(r) denotes the dimension of E(r). As a final remark on (46), it follows that
It is worth noting that the decomposition in (46) is only well-defined in the pairwise sense. Taking these new details into consideration, we see that sensing uncertainties may incur in a performance Table I .
Bearing in mind the previous discussion, we may decompose the orthogonal projector ontô
Therefore, the n-th waveform designed at node r is given bŷ
In the sequel, we denoteφ T φ n (r = r T ) andφ R φ n (r = r R ) the waveforms designed at internal transmitting and receiving nodes. For the sake of simplicity, let us assume that the solution in unique at both internal nodes. Whenφ R is used as a matched-filter detector, we see transmitter and receiver, respectively. Notice that the selected waveform as a matched-filter detector response does not distort the received waveform. Actually, as we may observe in (51b), the energy injected in N 0 is preserved, and there is a loss factor due to the differences between noise subspaces. In Fig. 6 , we illustrate the miss-match loss introduced in (51b). Proposition 4 (Robustness to Subspace Uncertainties). Under the lack of coordination, when the proposed signaling scheme (17) is used at both system ends, the information transmitted through the effective noise subspace is not distorted, whereas the subspace excesses ρ T and ρ R only introduce an energy loss penalty.
Even though the interesting observation in Proposition 4, we have previously assumed that the solution is unique at both system ends (cf. Proposition 1). Contrarily, detection uncertainties arises. Therefore, a pulse shaping identification mechanism is further on analyzed. 22 
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A. Waveform Detection
Taking into account (46) , regardless the noise-subspace basis decomposition presented in (8) , these bases can also be decomposed, at each internal-network node aŝ
where N 0 = span(Ψ 
where p(ι) = E{x(n)φ * ι,R (n)} is the cross-correlation between receiver's input signal x(n) and the ι-th element from W R , and R xx is the input signal autocorrelation matrix. In other words, the receiver's shaping which presents the highest spectral coherence with the input signal has to be selected. In Fig. 8 we have depicted one realization of the instantaneous cross-correlation between the waveform arbitrarily selected by internal transmitter and all elements of W R , for different pulse energy-to-noise ratio E p /N 0 . Note that the detectability is critically affected by subspace uncertainties, specially in low-Ep N 0 scenarios. Although generallyN T =N R , detectability is only compromised when subspace uncertainties are meaningful with respect to the uncertainty-free SNR at the receiver. 
Receiver's Waveform Index Spectral CoherenceˆK
T =KR = K0 Γunc ≈ 3 dB Γunc ≈ 5 dB Γunc ≈ 15 dB (b) E p /N 0 = 30 dB
B. Effects of Uncertainties on Detection Performance
Recalling Proposition 4, information transmitted through N 0 will be detected by internal receiving node. Yet, according to Fig. 5 , note that internal transmitter will inject energy to â K T -dimensional subspace, whereas internal receiver is detecting on aK R -dimensional subspace.
Since, in general, {K T ,K R } > K 0 , detection performance is worsened by noise enhancement, energy loss and interferences from the wireless environment.
Let X, I and W denote the signal transmitted by an internal-network user, the inter-system interference and a complex additive noise, distributed as CN (0, N 0 ), per DoF. Thus, the signal DRAFT 2019 at ν-th internal receiver's sensed dimension, for ν ∈ {1, . . . ,K R }, can be written as
where P(E R ; ǫ R ) is an ǫ R -dimensional portion of E R encompassing those occupied DoF erroneously sensed as available due to sensing errors, and P(
portion of E R including those occupied DoF sensed as available due to monitoring conditions and those available ones sensed as occupied due to false alarm. Thus, by letting G, S T and N 0 be the channel gain, the transmitted power and the one-sided noise spectral density, the SNR at the receiver is given by
where γ no-unc G 2 S T /(K 0 N 0 ) is the uncertainty-free SNR, inr is the average interference-tonoise ratio (INR) per DoF and Γ unc is a performance loss. Hence, the detection performance (which depends on SNR R ) degrades with sensing uncertainties as illustrated in Fig. 7 through the probability of detecting the transmitted waveform (averaged over 10 8 trials).
VII. EFFECTIVE NOISE SUBSPACE IDENTIFICATION
As discussed in Sec. VI, internal-network receiver is generally detecting on a subspace larger than N 0 . Furthermore, depending on the selected bases, waveform detection ambiguities may be also present. It is clear that waveform detection will improve, regardless solution ambiguities, if internal receiver adapt its orthogonal projector such that (ideally) only DoF belonging to N 0 are observed. Therefore, recalling Theorem 1 and letting α = {0, 1} N be a sparse vector with only one non-null element, received signal can be estimated aŝ
whereP N ,R is a modified orthogonal projector such that
being P (R) n a rank-one orthogonal projector onto the n-the dimension ofN R , and λ n = {0, 1} is a selection parameter indicating if the n-th dimension belongs to the effective noise subspace or not. By encompassing all λ n in λ, and defining P = [P 1 , · · · , PK R ], the design of α in (58) and λ in (59) can be jointly addressed aŝ
with β = λ ⊗ α. It is worth noting that basis pursuit problem derived in (60) is sensitive to noise, specially in low-SNR regimes. Thus, to address the latter, we let internal receiving node to capture Q observations from internal transmitter. By stacking them in an NQ-length column vectorỹ = [y T 1 · · · y T Q ] T , and defining Φ T = [P · · · P], the extended detection problem is cast asβ
Finally, note that for large Q, solving (61) becomes computationally unfeasible. Yet, (61) is equivalent toβ
i.e. solving the full stacked problem in (62) is identical to find the sparsest β that minimizes the cumulative least-squares error of each N-length sub-block y q , leading to a more computationally efficient problem feasible to be solved online.
VIII. DISTRIBUTED SUBSPACE CONCURRENCE
According to the procedure presented in the previous Section, internal-network receiver is able to estimate the effective noise subspace N 0 . Recalling Γ unc in (57), detection performance might considerably improve thanks to (62), i.e.
Even though the probability of waveform detection rapidly grows as Γ unc vanishes, internalnetwork transmitter is still using a subspace larger than N 0 . Therefore, opportunistic transmission may be energy inefficient and provide inter-system interference to external network. Further on, we address how internal-network transmitter can identify N 0 . 0 1 · 10 −2 2 · 10 −2 3 · 10 −2 4 · 10 −2 5 · 10 −2 6 · 10 −2 7 · 10 −2 8 · 10 
A. Noncooperative Subspace Concurrence
Let us assume that internal-network receiver has already performed (62). Hence, it further on uses the shaping filterφ R = Pβ as matched and shaping filters. Since time division duplex (TDD)
is the operating mode usually considered in uncoordinated networks, opportunistic transmitter may also try to estimate the effective noise subspace N 0 .
To that end, internal transmitter should follow the same procedure performed by internal receiver. Recall how receiver estimates transmitter's waveform (58). To select which DoF belongs to N 0 , the problem is analogous to (58), but using
is a rank-one orthogonal projector onto a transmitters's noise subspace singleton and π i plays the role of λ i , Thus, recalling the ideas presented in Sec. VII, the agreement problem can be finally cast as in (62).
As numerically reported in Sec. IX, this noncooperative concurrence scheme presents a very good performance under appropriate working conditions. However, whether it is no possible to operate in these regimes, internal-network users will iteratively reduce their noise subspaces until achieving the intersection N 0 . Yet, its convergence depends on the operating conditions and opportunistic channel state. In Sec. VIII-B, we introduce a cooperative approach whereby receiver informs transmitter about the estimated N 0 .
B. Cooperative Subspace Concurrence
Recent works in the literature highlight the positive impact of cooperation in terms of spectrum sensing [52] , security [53] , and scheduling [54] . Accordingly, we further on explore the cooperative approach in our problem of subspace concurrence.
First, observe that vector β ∈ {0, 1} NK R in (60) can be written as a (sparse)K R × N matrix B. Because only one column of the orthogonal projector will be selected by (62), the ij-th entry of B is given by
Hence, internal-network receiving node can estimate the dimension of the estimated effective noise subspace as
Therefore, by using (66) andφ R = Pβ, internal receiver can construct a feedback message f such that
Even though the concurrence problem proposed in Sec. VIII-A can be seen as a sparse recovery problem without information on the required sparsity, internal-network transmitter is now able to exploit the side information encompassed in (67) to improve the estimation of N 0 . By letting DRAFT 2019 γ play the role of β at transmitter side, a more informative problem can be addressed. In this sense, we propose the following optimization problem: [55] , when the solution is not unique according to Proposition 1.
IX. SIMULATION ANALYSIS
In this Section, we report a numerical assessment of the algorithms presented in Sec. VII and VIII. To that end, we consider a heterogeneous network composed of an arbitrary number of users operating in a 64-dimensional subspace. For the sake of simplicity, we assume that both internal-network transmitter and receiver observe the same wireless environment. Further, we consider that both system ends detect a DoF occupation of 3/8. Hence, the available DoF for opportunistic communication are encompassed in a 40-dimensional subspace. Finally, we assume a normalized DoF excess at both system ends of ρ T = ρ R = 30%. A possible scenario with the aforementioned features is that where each internal-network user observes the same wireless environment and the sensing mechanisms has almost negligible false-alarm probabilities.
Nevertheless, both opportunistic nodes have detected 52 available DoF, with 12 out of 52 are erroneously sensed as available. Recalling the discussion in Sec. VI, albeit the matched-filter loss is very small, the waveform detection probability can be severely reduced specially if these excess provides inter-system interference to internal-network receiver. Furthermore, since the excess at transmitting side may yield inter-system interferences to external network, subspace concurrence is of paramount necessity to avoid them. 
A. Estimation of N 0 at Internal-Network Receiver
First of all, we analyze the performance of the effective noise subspace identification algorithm proposed in Sec. VII. As performance metrics, we define the probability of correct detection P D as the probability of detecting as active a DoF belonging to N 0 . Likewise, we define the miss-detection probability as P MD 1 − P D . In Fig. 9 we have depicted the Receiver Operating Characteristics (ROC) of (62) for different E p /N 0 and block-length Q. By defining the falsealarm probability P FA as the probability of selecting a DoF not belonging to N 0 and Q(·) the tail probability of a Gaussian distribution, we have considered the following decision threshold γ = σ 2 R /QQ −1 (P FA ) in order to guarantee the optimality in the Neyman-Pearson sense. The effects of E p /N 0 in P MD for fixed P FA are illustrated in Fig. 10 . From both figures we may conclude that proposed scheme presents a good performance even for small P FA when operating conditions (E p /N 0 and Q) are good enough.
B. Estimation of N 0 at Internal-Network Transmitter
It is worth noticing that the performance of N 0 estimation at transmitter side substantially depends on the performance achieved at receiving side. For the sake of simplicity, we will further on assume that opportunistic receiver has been able to detect the whole N 0 . Under this assumption, we assess both the noncooperative and cooperative schemes presented in Sec.
VIII. Notice that noncooperative one is exactly the same as in the previous subsection. We can observe in Fig. 11 and 12 that cooperative scheme achieves the same performance than noncooperative one in terms of P MD for smaller P FA . In Fig. 13 we illustrate the performance of both concurrence schemes in terms of the average number of DoF belonging to N 0 correctly identified as a function of P FA for different E p /N 0 . Note that cooperative scheme presents a higher identification performance than noncooperative one even for small P FA .
C. Subspace Concurrence Assessment
Under the operating conditions of internal-network receiver assumed in the previous subsection, we analyze the capacity of both concurrence schemes to achieve subspace consensus. In order to measure the similarity between sensed effective noise subspaces at both system ends, we have considered the extrinsic distance between subspaces or chordal distance:
whereP N ,T andP N ,R are the modified projectors onto the estimated effective noise subspace at transmitting and receiving sides, respectively. As depicted in Fig. 14, for very small P FA , both agreement schemes are able to obtain a very acceptable subspace consensus in terms of chordal distance.
X. CONCLUSIONS
In this work, we proposed a novel distributed design of context-aware invariant signaling patterns for opportunistic communications. By addressing the problem as a total least-squares optimization, we saw that the proposed solution is robust in front sensing uncertainties, guaranteeing minimum inter-system interference. Furthermore, due to the equivalence with minimum norm, invariance to noise-subspace rotations is also exhibited. Nevertheless, given the locality of the presented approach, end-to-end subspace uncertainties may yield both inter-system interference and a performance loss. To overcome the latter, we analyzed the distributed subspace agreement problem with and without side information. Hence, the power is equally distributed amongK DoF sensed as available. As follows from (40) , the power injected to the ξ incorrectly sensed as available DoF is minimum. Therefore, the inter-system interference per DoF must be minimum.
APPENDIX B PROOF OF LEMMA 1
A measurement matrix Ω satisfies the RIP for all n-sparse vectors υ with parameters (n, ε)
whether
Recall that, in our problem, υ = γ ∈ {0, 1} N K T and Ω = P ∈ C N ×N K T . Regarding to the left-hand side of (71), it is worth noting that
Now, recall that γ = π ⊗ α, where π selects the active DoF and α chooses a column from P N ,T . By taking a look at the central part of (71), adapted to our problem, we have that
Notice that (75) is equal to K (T) 0 when the diagonal entries of each P i are ones. By noting that this happens when rank-one projectors are obtained from canonical basis or elements of bases are complex exponentials (which will asymptotically occur), RIP is satisfied in these two cases for all possible ε. Otherwise, the second inequality in (71) is always satisfied, but nothing can be said about the first one.
