The effects of natural genetic variation on gene expression are a major determinant of phenotypic variability between individuals. A surprising early result from genome-wide association studies (GWAS) was that approximately 88% of the associations found between genetic variation and heritable features were within non-coding regions of the genome, indicating that the genetic variants have effects primarily on regulatory sequences rather than on protein-coding sequences 1 . Until recently, investigations have largely focused on genetic variants that are associated with differences in mRNA levels as a result of effects on epigenetic and transcriptional regulation. However, studies that have analysed the effects of genetic variants on the full cascade of gene regulation have found equal contributions from variants that affect transcriptional mechanisms and those that affect post-transcriptional mechanisms [2] [3] [4] . A role for RNA processing in translating genotype to phenotype is not surprising given that genes contain huge amounts of information in cis that functions at the levels of pre-mRNA processing (splicing and polyadenylation) and regulation of mRNA dynamics (translation, stability and mRNA localization) (FIG. 1) . All pre-mRNAs of protein-coding genes undergo a basal level of RNA processing that requires cis-acting sequences that are recognized by the appropriate processing machinery. The majority of human genes contain introns, which are removed during splicing of the transcribed pre-mRNA, and all genes produce defined mRNA 3ʹ ends that require cis-acting element-dependent processing. In addition to this basal RNA processing, the vast majority of human genes have the capacity to undergo alternative splicing and selection of alternative polyadenylation sites to express multiple mRNAs that encode different protein isoforms and contain different 5ʹ and 3ʹ untranslated regions (5ʹ and 3ʹ UTRs). More than 30% of human genes have multiple first exons owing to alternative transcription start sites, up to 70% of genes have multiple polyadenylation sites, and more than 90% of genes undergo alternative splicing [5] [6] [7] . A large proportion of this differential pre-mRNA processing is regulated in a temporal and cell-specific manner or in response to physiological cues by using additional cis-acting regulatory sequences within introns and exons [5] [6] [7] . The spliced and polyadenylated mRNA is exported to the cytoplasm, where it undergoes dynamic regulation by factors that modulate translation, decay and intracellular localization to determine quantitative, temporal and spatial control of protein output. Each aspect of post-transcriptional regulation is mediated by cis-acting elements in mRNA 5ʹ UTRs, 3ʹ UTRs and coding regions 8
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. The sequence of the cis-acting elements within the pre-mRNA and mRNA determines the binding affinity of trans-acting factors such as RNA-binding proteins or complementary microRNAs (mi RNAs). RNA structure also has a major role in determining RNA function by creating or blocking binding sites for trans-acting factors or by increasing the proximity of crucial distal nucleotides within the linear molecule. All of these cis-acting elements, whether binding sites or structural, and whether required for basal processing or for modulating alternative pathways, are potential targets of genetic variants that modify phenotypic traits.
Defective RNA processing is a well-recognized cause of disease owing to mutations that either disrupt cis-acting elements within individual genes or affect Genome-wide association studies (GWAS) . Large studies across many individuals to determine whether the presence of a specific genotype is correlated with the manifestation of natural and pathological phenotypic traits or diseases.
mRNA 3ʹ ends
The 3ʹ end of an mRNA is formed by endonucleolytic cleavage. The vast majority of protein-coding mRNAs have approximately 250 non-templated adenosines added to the last templated nucleotide at the site of endonucleolytic cleavage.
The roles of RNA processing in translating genotype to phenotype Kassie S. Manning 1, 4 and Thomas A. Cooper [1] [2] [3] [4] Abstract | A goal of human genetics studies is to determine the mechanisms by which genetic variation produces phenotypic differences that affect human health. Efforts in this respect have previously focused on genetic variants that affect mRNA levels by altering epigenetic and transcriptional regulation. Recent studies show that genetic variants that affect RNA processing are at least equally as common as, and are largely independent from, those variants that affect transcription. We highlight the impact of genetic variation on pre-mRNA splicing and polyadenylation, and on the stability, translation and structure of mRNAs as mechanisms that produce phenotypic traits. These results emphasize the importance of including RNA processing signals in analyses to identify functional variants.
R N A P R O C E S S I N G A N D M O D I F I C AT I O N S

Polyadenylation sites
Technically refers to the site of addition of the poly(A) tail at the last templated nucleotide of an mRNA. However, the term is sometimes used to refer to the AAUAAA hexanucleotide motif that is required for polyadenylation and that is typically located within 25 nucleotides of the last templated nucleotide.
components of the RNA processing machinery in trans to alter the expression of multiple genes 9, 10 . The RNA processing mutations that cause highly penetrant Mendelian diseases are at the severe end of a spectrum of functional variants in RNA processing that produce a gradation of phenotypic effects (FIG. 2) . Recent studies indicate that RNA processing variants have a substantial impact on more common and less severe differences between individ uals in terms of disease risk, disease severity, prognosis and therapeutic response, while not directly causing disease. This Review highlights the prevalence of genetic variation that acts through effects on RNA processing as a major driver of phenotypic variability. The finding that genetic vari ants that affect RNA processing are as abundant as those that affect transcription suggests that both types of variant make an equal contrib ution to phenotypic diversity. We focus on protein-coding genes, with an emphasis on germline variants that are associated with phenotypic variability rather than overt disease caus ation. Another area of interest that is not discussed in this Review, owing to space limitations, is somatic vari ants associ ated with transformation and metastasis that affect RNA processing.
Impact of genetic variation on pre-mRNA splicing Ninety-four per cent of human protein-coding genes contain introns that must be spliced during pre-mRNA processing to generate functional mRNAs. In addition, the majority of human genes produce multiple mRNA isoforms via alternative splicing. Therefore, most genes are susceptible to individual variation of pre-mRNA splicing or its regulation. In this section, we review the cis-acting elements that are required for splicing, and highlight the basis for individual differences in splicing that are due to common allelic variants and the consequences for phenotypic diversity.
Cis-acting elements for basal and regulated splicing.
Splicing efficiency is determined by multiple features of pre-mRNAs that are potential targets for functional genetic variants, including the sequence and secondary structure of cis-acting elements that are bound by trans-acting factors. Approximately 50% of the information required for exon recognition during splicing is determined by the consensus 5ʹ and 3ʹ splice sites 11 (FIG. 3) . The consensus splice sites include the first and last two nucleotides of individual introns (GT-AG, functioning as GU-AG in the pre-mRNA), which are highly conserved and essential for splicing. Analyses to identify the effects of sequence variants on splicing are typically limited to changes in one of the four GT-AG nucleotides. However, variation at other positions of the consensus splice site, including the branch site, polypyrimidine tract and the additional nucleotides of the 5′ splice site (FIG. 3) , can also affect splicing efficiency. The effects of such variants are generally less severe than the effects of GT-AG variants, and they typically have residual splicing activity, which makes them prime candidates to produce phenotypic consequences that are below the threshold for penetrant disease 12 .
In addition to the consensus splice sites, exons and introns contain auxiliary splicing elements of 6-8 nucleotides that either enhance (exonic splicing enhancer (ESE) and intronic splicing enhancer (ISE)) or repress (exonic splicing silencer (ESS) and intronic splicing silencer (ISS)) use of the associated splice site (or sites) and prevent inappropriate splicing to cryptic splice sites (FIG. 3) . Computational studies predict that most exons contain auxiliary splicing elements that are enriched near the exon-intron boundaries 13 . Analysis of the Genetic variants affect multiple steps of RNA processing and mRNA dynamics, including splicing, 3ʹ end processing, mRNA structure and stability, translation efficiency and regulation by RNA-binding proteins and by microRNAs (mi RNAs). Genetic variants that disrupt either cis-acting elements or key RNA secondary structures have downstream consequences in terms of protein composition and expression levels. UTR, untranslated region. cis-acting elements that are involved in tissue-specific splicing by computational approaches has delineated a splicing code capable of predicting cell-specific patterns 14, 15 . However, our understanding of cis-acting splicing elements remains incomplete, particularly elements that contribute to the ubiquitous recognition of constitutive exons.
As exonic splicing elements overlap with proteincoding information, both synonymous and nonsynonymous variants can have phenotypic effects owing to altered splicing [16] [17] [18] . A phenotypic effect of a nonsynonymous variant is most likely to be due to the consequences of the amino acid substitution rather than an effect on splicing. However, a recent analysis concluded that 22% of human disease alleles that were designated as missense mutations could affect splicing, just as other studies have shown that synony mous variants can cause disease by altering splicing 19, 20 . Given that exome sequencing studies typically identify more than 30,000 variants per individual, half of which are equally split between non-synonymous and synonymous changes [21] [22] [23] , there are likely to be extensive individual differences in splicing efficiency owing to exonic variation that subsequently lead to phenotypic differences.
Extensive splicing variation is associated with genetic variants. It is well established that rare genetic variants cause inherited disease by affecting cis-acting elements that are required for splicing 12, 20 . For example, an estim ated 35% of disease-causing point mutations disrupt splicing; 15% of these mutations are in the consensus splice sites and 20% are in exonic or intronic auxili ary splicing elements 19, 24 . In addition to the marked and penetrant phenotypes conferred by pathological splicing mutations, recent studies indicate that genetic variants affecting splicing with more moderate consequences contribute to a broad range of phenotypic variation. Investigations using matched transcriptome data (RNA sequencing (RNA-seq) or splicing-sensitive micro arrays) and genome or exome sequencing to investigate splicing as a mechanism for generating functional vari ants have led to two unexpected conclusions. First, the extent to which genetic variants that alter splicing ratios (splicing quantitative trait loci (sQTLs)) affect phenotypic traits is equal to or even greater than the effects of expression variants ( expression QTLs (eQTLs)). Second, although eQTLs can have secondary effects on splicing owing to the co-transcriptional nature of splicing, the majority of genetic variants that affect splicing are distinct from those that affect gene expression [2] [3] [4] 25 . Importantly, a large fraction of sQTLs are within the open reading frame -89% in one study 3 -and thereby potentially affect protein function. The sQTLs identi fied thus far primarily affect cis-acting elements within individual genes rather than the trans-acting splicing machinery. Disease-causing variants within the splicing machinery have been identified 10, 12 , and a vari ant affecting transcription of an alternative splicing factor has been shown to affect the splicing of multiple genes 26 , but genome-wide identification of trans-acting sQTLs must await future systematic analyses.
Several earlier studies using splicing-sensitive micro arrays in HapMap-derived lymphoblastoid cell lines (HapMap-derived LCLs) showed widespread associations between genetic variants and splicing differences 2, [27] [28] [29] . In particular, an analysis of family trios found that tens of thousands of exons showed heritable differences in splicing and that more than 1,000 of these exons were associated with cis-acting singlenucleotide variants (SNVs) that strongly correlated with splicing effects 27 . These findings have been expanded in several recent analyses, using matched genome and transcriptome deep sequencing data to directly correlate speci fic genomic variants with splicing differences 3, 4, 25 . An analysis that compared genome sequence and RNAseq data from LCLs and tissues from the GEUVADIS and GTEx projects found that a large number of splicing changes were due to variation in multiple regions of the splice site sequences as well as within exons 30 . In another study, analysis of ENCODE (Encyclopedia of DNA Elements) RNA-seq data from human cell lines identified more than 600 exons for which splicing differences were associated with intronic and exonic SNVs 31 . Hypothesizing that a subset of SNVs affected binding of auxiliary splicing factors, the investigators found that the binding motif of serine/arginine-rich splicing factor 1 (SRSF1) had the highest frequency of disruptive SNVs that were associated with altered splicing. Gel shift assays of the intronic allelic variants To fully understand the impact of genetic variation on phenotype, a completely annotated human genome needs to include the cis-acting elements that mediate basal and regulated mRNA formation, function and fate. Computational and experimental efforts to annotate the cis-acting elements that are required for RNA processing are ongoing, such as in the ENCODE (Encyclopedia of DNA Elements) project, and include enhanced approaches to map genome-wide interactions of RNA-binding proteins 120 . However, a comprehensive accounting of RNA processing elements with predictive capabilities remains a challenge. Individual RNA processing elements have little information content, as RNA-binding proteins typically recognize variable binding motifs of only 5-6 nucleotides. Similarly, trans-acting RNAs bind to short complementary regions (6-7 nucleotides for small nuclear RNAs and 7-8 nucleotides for microRNA (miRNA) seed sequences). This low-information content of individual RNA processing elements is compensated for by the clustering of elements and combinatorial recognition by different trans-acting factors through multiple weak interactions, leading to the assembly of an active RNA processing complex. Predictive capabilities are further challenged by the fact that different transcripts can vary widely in the dominant features that determine the efficiency of the same processing events. For example, efficient splicing of some exons relies largely on splice site strength, whereas other exons require auxiliary splicing elements within the exon or flanking introns.
Despite these challenges, a huge variety of genome-wide, computational and experimental high-throughput approaches continue to identify RNA cis-acting elements, RNA secondary structures and trans-acting factors that mediate pre-mRNA processing and mRNA function. In particular, deep-sequencing approaches have provided a genome-wide accounting of the cis-acting elements that are required for basal and regulated splicing, polyadenylation, and mRNA stability, translation efficiency and secondary structure 80, [121] [122] [123] . In addition, deep-sequencing approaches using the same cells or tissue to correlate genomic variation and processing differences within the transcriptome can pinpoint genetic variants that affect RNA processing. These studies provide mutually beneficial information that identifies both novel RNA processing elements and potential functional variants.
Exonic splicing enhancer
(ESE). One of several auxiliary mRNA splicing elements that are bound by splicing factors to promote (ESE or intronic splicing enhancer (ISE)) or inhibit (exonic splicing silencer (ESS) or intronic splicing silencer (ISS)) splicing. Disruption of these motifs and the resulting effects on splicing indicate that genetic variants outside exon-intron junctions can affect gene output.
Synonymous and non-synonymous variants
Refers to variants in the coding region of a gene that either alter the encoded amino acid (non-synonymous) or do not affect the encoded amino acid (synonymous).
Splicing quantitative trait loci
(sQTLs). Genomic regions containing variants that affect the splicing patterns of the associated pre-mRNA.
Expression QTLs
(eQTLs). Genomic regions containing variants that affect the level of mRNA expression from one or more genes.
HapMap-derived lymphoblastoid cell lines 
Single-nucleotide variants
(SNVs). We use the term SNV to refer to any genetic variant that changes one nucleotide, which may or may not have functional or pathological consequences. We largely focus on examples of common variants (also known as single-nucleotide polymorphisms (SNPs)) that are associated with either disease risk or disease severity.
GEUVADIS and GTEx
Genetic European Variation in Health and Disease (GEUVADIS) and Genotype Tissue Expression (GTEx) are consortia for the high-throughput sequencing of human genomes and transcriptomes.
showed that there were SNV-dependent differences in SRSF1 binding. In addition, analysis of global crosslinking immunoprecipitation (CLIP) data demonstrated a significant allelic bias of SRSF1 binding, which strongly suggests that individual variation in the intronic SRSF1-binding site affects binding affinity and thus results in altered splicing 31 . These results provide an example of genetic variants within auxiliary cisacting elements, separate from the consensus splice sites, that promote individual differences in splicing regulation and the ratios at which alternative mRNAs are expressed.
Contributions of splicing variation to complex disease.
Having established that there is extensive variability in pre-mRNA splicing that is linked to genetic variation, several studies have gone further to demonstrate associ ations between disease risk and genetic variants that affect splicing 14, 25, [32] [33] [34] [35] [36] . There is a growing number of individual genes for which variant-specific splicing patterns have been directly linked with disease susceptibility, including splice variants of oxidized lowdensity lipoprotein receptor 1 (OLR1) and low-density lipoprotein receptor (LDLR) that are linked with coronary artery disease and splice variants of interleukin-7 receptor (IL7R) that are linked with multiple sclerosis [37] [38] [39] . However, broad-based evidence for the role of pre-mRNA splicing in disease risk comes from GWAS that have identified common SNVs that affect splicing and disease trait loci. For example, the study noted above that identified SNV-dependent SRSF1 binding found that among the 600 exons for which genetic variants correlated with altered splicing, 100 were in linkage disequilibrium with disease-associated GWAS loci 31 . In the study cited above that identified inherited splicing differences in 1,000 exons, cross-referencing these exons to GWAS loci identified 73 SNVs that were consistently associated with disease traits 27 . Given that the data in this study were derived from LCLs, it was of particular interest that these splicing-associated SNVs were enriched in genes associated with immune cell function, such as protein tyrosine phosphatase nonreceptor type 2 (PTPN2), C-type lectin domain family 2 member D (CLEC2D) and interferon regulatory factor 5 (IRF5), and were associated with autoimmune diseases, including Crohn disease, type 1 diabetes and rheumatoid arthritis, respectively. For several genes, the functions of the predicted protein isoforms were consistent with activities relevant to altered immune cell functions.
An expansive study using a machine-learning approach to predict the impact of SNVs on the splicing code identified widespread disease-associated effects 14 .
The analysis identified more than 20,000 SNVs that are predicted to alter splicing. SNVs located close to the splice sites were most common but, importantly, not all of the identified SNVs were in the consensus splicing sequence; 465 intronic SNVs were more than 30 nucleotides from a consensus splice site, which is indicative of uncharacterized splicing elements. , altering prognosis or therapeutic response 92, 134, 135 , modifying disease severity [136] [137] [138] or modifying disease risk 67, 139, 140 . BMP1, bone morphogenetic protein 1; CDKAL1, CDK5 regulatory subunit-associated protein 1-like 1; CFTR, cystic fibrosis transmembrane conductance regulator; ERCC5, ERCC excision repair 5, endonuclease; GWAS, genome-wide association studies; HMBS, hydroxymethylbilane synthase; HNRNPH1, heterogeneous nuclear ribonucleoprotein H1; ICAM1, intercellular adhesion molecule 1; IRGM1, immunity-related GTPase M member 1; miRNA, microRNA; MPZ, myelin protein zero; OLR1, oxidized low-density lipoprotein receptor 1; OPRM1, opioid receptor mu 1; pri, primary; SNV, single-nucleotide variant.
Crosslinking immunoprecipitation (CLIP). Used to identify the direct targets of an RNA-binding protein by covalently linking RNA and the protein in vivo by UV crosslinking, followed by immunoprecipitation and then high-throughput sequencing.
Linkage disequilibrium
The nonrandom association of two or more genetic variants, usually owing to close proximity on the same chromosome and reflecting shared ancestry of alleles at flanking loci.
Intronic disease-causing SNVs were predicted to be nine times more likely to disrupt splicing compared with local SNVs not associated with disease. Similarly, exonic synonymous disease-causing SNVs were nine times more likely to disrupt splicing than common SNVs. The model was used to evaluate the potential roles of SNVs that affect splicing in autism spectrum disorder and predicted the mis-splicing of six new candidate genes. Although this study focused on the identification of SNVs that cause disease, it can be extrapolated from the results that a large number of splicing-associated variants have determinative effects on less severe complex traits.
A systematic analysis of the effects of genetic variation on the full gene expression cascade from chromatin to protein expression was the most recent study to conclude that common genetic variants that affect splicing are major contributors to complex traits 3 . The study used LCLs from more than 60 individuals for whom genomic sequences were available and quantified the individual steps of gene expression, including chromatin and DNA modification, transcription rate, pre-mRNA splicing, mRNA decay, translation rate and protein levels. By overlapping GWAS results with variants that affect each step of gene expression, they found that the association between disease risk and variants affecting splicing was equal to or even greater than the association observed between disease risk and variants affecting gene expression 3 .
Now that large-scale molecular and genetic association studies have established the impact of splicing on disease risk, the stage is set to identify the mech anisms by which common individual splicing differences translate to phenotypic variability that is relevant to human health.
Impact of genetic variation on mRNA 3ʹ ends Pre-mRNA processing includes formation of the 3ʹ end of the mature mRNA, which is crucial for gene expression. For the majority of protein-coding genes, the 3ʹ end is formed by consecutive cleavage and polyadenylation that occurs co-transcriptionally. The two major consensus sequences that are required for interactions with the polyadenylation machinery are an essentially invariant hexanucleotide signal (AATAAA, functioning as AAUAAA in the pre-mRNA), which is located 20-40 nucleotides upstream of the co-transcriptional cleavage site, and a variable GT (GU)-rich element located within 50 nucleotides downstream of the cleavage site 40 . In addition to basal 3ʹ end processing, up to 70% of human genes express mRNAs with different 3ʹ ends owing to alternative polyadenylation (APA) [5] [6] [7] . APA occurs either by selection of a distal versus a proximal polyadenylation site within the same terminal exon (tandem 3′ APA), which affects the 3ʹ UTR length, or by alternative splicing to one of multiple terminal exons (intronic APA), which provides different 3ʹ UTRs and often different carboxy termini. In this section, we highlight the evidence that genetic variants affecting both mechanisms of APA are prevalent, have substantial consequences for gene output and are associated with disease risk.
mRNA 3ʹ end processing is sensitive to genetic variation. Although reported frequencies differ between studies, genome-wide analyses consistently find substantial effects of genetic variants on mRNA 3ʹ end formation. One study using combined microarrays and HapMap LCLs found that, of the top 20 SNVs that have heritable effects on the ratio of isoforms generated by APA, 16 (80%) affected 3ʹ end formation 27 . A separ ate analysis of LCLs from more than 450 individuals identified 639 genes in which SNVs were associated with altered transcript isoform ratios, and 43% of these SNVs affected the mRNA 3ʹ end 4 . Whole-genome sequencing analysis of 179 unrelated individuals indicates that the 3ʹ UTR is under higher selective pressure than other non-coding gene domains, including the 5ʹ UTR and introns 41 . Genetic variants in the 3ʹ UTR are significantly more likely to be associated with changes in mRNA levels than are variants within introns, which is consistent with the presence of functional cis-acting elements in the 3ʹ UTR 41, 42 . Together, these studies indicate that mRNA 3ʹ end formation is a common target by which genetic variants alter terminal exon splicing or polyadenylation site usage, with subsequent effects on the inclusion or exclusion of regulatory motifs within 3ʹ UTRs.
Variants in polyadenylation and disease risk. Given the prevalence of regulatory cis-acting elements in the 3ʹ UTRs of mRNAs, it is not surprising that genetic . Changes in the hexanucleo tide motif are well recognized as a cause of disease, such as the historic example of an inactivating mutation in the polyadenylation hexanucleotide of haemoglobin subunit alpha 2 (HBA2) that causes α-thalassemia 44 ; furthermore, altered polyadenylation is increasingly recognized as a risk factor and modifier of complex diseases. A notable example involves susceptibility to facioscapulohumeral muscular dystrophy (FSHD), in which individual differences in the polyadenylation hexanucleo tide sequence of the last exon of double homeobox 4 (DUX4) are determinative for disease
. Analysis of allele-specific expression in LCLs from six individuals revealed that variants within the hexanucleotide are significantly more likely to have an effect on gene expression than variants in the rest of the 3ʹ UTR, and that single-nucleotide substitutions are sufficient to change the use of distal versus proximal poly adenylation sites 45 . A detailed analy sis of blood samples from 94 individuals to find SNVs in linkage disequilibrium with a change in polyadenylation site usage identified 5 top candidates, all of which were in the AATAAA motif. This analysis also identified seven APA-associated SNVs with disease associations in the GWAS database 46 . Genetic variation acting on polyadenylation has emerged as a key risk factor and disease modifier in systemic lupus erythematosus (SLE). The SLE-associated risk allele rs10954213 disrupts the proximal polyadenylation hexanucleotide motif of the inflammationassociated gene IRF5. This SNV shifts polyadenylation from the proximal to the distal site and thereby produces a comparatively unstable IRF5 transcript with a longer 3ʹ UTR that contains a destabilizing AU-rich element (ARE). This results in reduced levels of IRF5 protein, the consequences of which are proposed to be relevant to increased SLE risk 45, 47, 48 . In another lupus-associated example, the rs6598 SNV in the proximal polyadenylation hexanucleotide site of GTPase IMAP family Nature Reviews | Molecular Cell Biology . In patients with FSHD1, the D4Z4 macrosatellite on chromosome 4q is derepressed owing to contraction of the repeat number to fewer than 11 (REF. 124 ). FSHD2 affects 5% of patients with FSHD and is caused by mutations in the structural maintenance of chromosomes flexible hinge domaincontaining 1 (SMCHD1) gene, which is an epigenetic modifier of D4Z4 repeats, allowing DUX4 expression from non-contracted arrays on chromosomes 4q and 10q 125 . Importantly, derepressed chromatin alone is not sufficient for DUX4 expression, as there are permissive and non-permissive FSHD alleles on chromosomes 4q and 10q. Through rigorous genetic analyses, the primary determinant of permissive and non-permissive alleles was found to be the presence or absence, respectively, of a functional polyadenylation site in the last exon of the DUX4 gene 126 (see the figure) . The permissive 4q (designated 4qA) and 10q alleles contain an ATTAAA hexanucleotide polyadenylation signal, whereas non-permissive 10q alleles contain one nucleotide substitution within the hexanucleotide signal (ATTTAA or ATCAAA) that prevents DUX4 mRNA 3ʹ end formation and DUX4 expression. The non-permissive allele on chromosome 4q (designated 4qB) lacks a 68-bp region containing the polyadenylation signal. Therefore, a single-nucleotide variant within a polyadenylation site provides protection from DUX4 expression in individuals harbouring derepressed DUX4 chromatin.
Cis-acting miRNA QTLs
(Cis-mirQTLs). Genomic regions containing variants that affect the level of expression of individual microRNAs (mi RNAs) located in cis with the variant.
Genomes Project
This database was designed to identify genetic variants present in at least 1% of individuals across 26 populations, and contains DNA sequencing data for more than 2,500 individuals. This data set has been expanded by the addition of RNA sequencing data from the GEUVADIS consortium. member 5 (GIMAP5) marks the risk haplotype for SLE and shifts polyadenylation to alternative sites 49 . Patients with SLE who carry this allele are at a higher risk of developing thrombocytopaenia, a complication of SLE that increases morbidity 49 . Similar SNVs that disrupt the conserved polyadenylation signals in bone morphogenetic protein 1 (BMP1) and insulin (INS) cause bone fragil ity 50 and neonatal diabetes 51 , respectively. A germline SNV that disrupts the sole AATAAA polyadenylation signal in TP53 is associated with increased susceptibility to various cancers 52 . Genetic variation in the GT (GU)-rich downstream element required for polyadenylation is also associated with disease risk. Fibrinogen gamma chain (FGG) mRNA undergoes APA to generate FGG-γA and FGG-γB isoforms, which differ in the carboxyl termini. An SNV within the downstream element strengthens the distal polyadenylation site that encodes FGG-γA, resulting in an altered FGG-γA:FGG-γB ratio that is associated with an increased risk of deep vein thrombosis 53 . Whereas the consensus elements for basal polyadenylation are well established, the cis-acting elements that are required for regulated APA are largely unknown. Full annotation of the cis-acting elements that modulate APA is likely to uncover additional motifs associated with disease traits.
Variants affect miRNA-mediated regulation An estimated 60% of protein-coding genes are targets of regulation by mi RNAs 54 . Furthermore, a single miRNA is estimated to alter the expression of more than 100 target mRNAs, and a single mRNA can be regulated by several different mi RNAs [55] [56] [57] . Here, we discuss evidence that genetic variation affects miRNA function and hence gene expression by two mechanisms -by altering miRNA expression levels or by altering miRNA-mRNA interactions -with subsequent effects on physiological traits.
Genetic variation modulates miRNA expression.
Genome-wide analyses have revealed patterns of heritable variability in miRNA expression between individuals 58 . Cis-acting miRNA QTLs (cis-mirQTLs) are generally located in the transcription regulatory regions of the miRNA locus 58, 59 . For example, an SNV that is associated with a risk of schizophrenia in the enhancer of mir-137 weakens binding of the transcription factor YY1, leading to decreased miR-137 expression 60 . The relatively high prevalence of cis-mirQTLs is illustrated by one study in which RNA-seq of small RNAs of more than 450 genetically diverse human LCLs from the 1000 Genomes Project revealed that 60 of the 644 expressed mi RNAs that were detected (approximately 9%) contained cis-mirQTLs 4 . A larger study of more than 5,000 individuals indicated that as many as 27% of mi RNAs expressed in whole blood are affected by cis-mirQTLs 58 . An estimated 20% of mirQTLs are also mRNA eQTLs, with a subset of cis-mirQTLs shown to be associated with altered mRNA expression of their target genes, which indicates that a proportion of individ ual variation in mRNA levels might be secondary to differences in miRNA expression 4, 58, 61, 62 . In addition to cis-mirQTLs, association studies have provided evidence that SNVs affecting the expression of genes involved in primary miRNA (pri-miRNA) and precursor miRNA (pre-miRNA) processing -such as DICER1, SMAD3 and DGCR8 -can have trans-acting effects on miRNA expression 61 . Individual differences in miRNA expression level that are due to mirQTLs are associated with complex disease traits. A large study of miRNA expression in the livers of more than 400 patients with obesity revealed a significant association between blood lipid levels and SNVs that alter the expression levels of mir-128-1 and mir-148a, which is similar to previous studies linking mirQTLs in mir-125b-5p and mir-339-3p to total cholesterol levels 58, 59 . Additional mirQTLs are associated with body mass index, Parkinson disease and amyotrophic lateral sclerosis 61 . These GWAS-identified associations between disease traits and miRNA expression levels warrant additional study to identify the specific contributions of mirQTLs to pathogenesis.
Altered miRNA-mRNA interactions are associated with disease. Genetic variants can disrupt miRNAmRNA interactions either by altering the presence of the miRNA-binding site in the mature mRNA as a result of APA, which affects 3ʹ UTR length or terminal exon identity, or by directly altering the sequence of the miRNA-binding site in the mRNA. Loss or gain of miRNA-mediated regulation of mRNAs has been proposed to link changes in APA with altered gene output 63 . Consistent with this proposal, regulatory cis-acting elements, including miRNA-binding sites, are enriched between proximal and distal polyadenylation sites 45 . In a GWAS using HapMap data across multiple populations, SNVs that shortened the mRNA 3ʹ UTR and caused a loss of miRNA-binding target sites were associ ated with increased gene expression 63 . Similarly, an analysis of seven mRNAs containing SNVs affecting 3ʹ UTR length found that more than 40% of miRNAbinding sites were lost in switching from a long to a short 3ʹ UTR 64 . The alternative scenario is also supported: an SNV associated with susceptibility to colorectal cancer that is found in the proximal polyadenylation site of the DNA methylation-associated gene DIP2B shifts poly adenylation to favour the distal polyadenylation site, creating a longer 3ʹ UTR 45, 65 . The distal region contains a miR-101-binding site, which has been shown by mutation analysis to mediate degradation of the DIP2B long isoform 45 . As is the case for most examples of SNVphenotype associations, the mechanistic relationship between cancer susceptibility and polyadenylation site selection of DIP2B remains to be established.
In addition to variants that alter 3′ UTR length, SNVs that alter miRNA-binding sites affect both mRNA and protein levels. The Crohn disease risk allele c.313C>T is a synonymous SNV in the immunity-related GTPase M (IRGM) gene, which encodes a protein involved in autophagy, and this SNV disrupts a miR-196-binding site 66, 67 . Expression of mir-196 is upregulated in actively inflamed mucosa from individuals with Crohn disease,
Nonsense-mediated decay
An RNA surveillance mechanism that recognizes and degrades RNA transcripts containing premature termination codons.
Nonstop decay
An RNA surveillance mechanism that recognizes and degrades RNA transcripts lacking a stop codon.
No-go decay
An RNA and translation quality control mechanism that recognizes and degrades RNA -transcripts containing stalled ribosomes.
and this is associated with downregulation of IRGM expression in individ uals homozygous for the protective allele (c.313C) but not in individuals possessing the risk allele (c.313T). This inflammation-dependent, allele-specific loss of miRNA-mediated regulation of IRGM expression leads to increased levels of intracellular bacteria that are associated with Crohn disease, an effect that is secondary to IRGM-mediated autophagy defects 67 . Similarly, a single-nucleotide insertion or deletion (indel) polymorphism disrupts binding of miR-148a in the 3ʹ UTR of the mRNA encoding human leukocyte antigen C (HLA-C), a member of the highly polymorphic HLA family that has a key role in the immune response to HIV. HLA-C alleles containing this indel escape miRNA-mediated repression, leading to higher cell surface levels of HLA-C that are associated with significantly lower viral load 68 . Other miRNA-mRNA interactions that are affected by genetic variants that cause reduced miRNA binding and increased target protein expression include: the miR-485-5p-APOA5 interaction as a risk factor for hyper triglyceridaemia, the hsa-miR-671-5p-BCL2L12 interaction as a risk factor for melanoma, the miR-433-FGF20 interaction as a risk factor for Parkinson disease in some popu lations and various miRNA-mRNA interactions that are associated with cardiometabolic phenotypes 62, [69] [70] [71] [72] .
Variants shift the balance of RNA dynamics In addition to miRNA-mediated repression, mRNAs undergo regulation that is mediated by RNA-binding proteins to modulate gene output. In this section, we discuss evidence that genetic variants can alter RNA stability, translation efficiency and localization, and we highlight the importance of RNA structure in each of these processes (FIG. 4) .
Variants in stability motifs affect mRNA half-life. mRNA levels are determined by the balance between transcription and decay. SNVs that alter transcription output have been investigated more than genetic variants that affect mRNA stability. However, a broad analysis in LCLs identified 195 genetic variants that are associated with differential rates of RNA decay, which indicates that RNA stability makes a substantial contrib ution to variation in gene output 73 . For example, an SNV in the 3ʹ UTR of the mRNA encoding the adhesion protein corneodesmosin (CDSN) confers a twofold increase in mRNA stability and is significantly associated with increased susceptibility to psoriasis 74 . This variant is immediately downstream of an RNA stability motif and results in reduced affinity of an unidentified 39 kDa cytoplasmic protein compared with the non-risk allele, which suggests that the SNV confers differential binding of a putative RNA destabilization factor 74 . SNVs within stability motifs are likely candidates to alter mRNA half-life, and variants that induce mechanisms of transcript surveillance, such as nonsense-mediated decay, nonstop decay or no-go decay, are also potential sources of functional variation 75 .
RNA stability is closely associated with RNA structure. RNA forms complex secondary structures through intramolecular base pairing that affect both RNA processing and RNA functionality 76 . Using various transcriptome-wide structural interrogation techniques -including psoralen analysis of RNA interactions and structures (PARIS), ligation of interacting RNA followed by high-throughput sequencing (LIGR-seq) and in vivo click selective 2′-hydroxyl acylation and profiling experi ment (icSHAPE) -studies can effectively address the role of RNA structure in post-transcriptional gene regulation [77] [78] [79] . A seminal study identified distinct structural signatures of mRNAs that define splice junctions, CLIP-validated miRNA-binding sites and translation initiation sites, which suggests that RNA structure influences multiple steps in post-transcriptional gene regulation 80 . In this study, bioinformatic analysis of the RNA secondary structure landscape across a family trio indicated that 15% of transcribed SNVs alter local RNA structure and that the majority of these variantinduced structural changes were heritable 80 . SNVs that alter RNA structure are termed riboSNitches, signifying that the vari ant causes an allele-specific change in RNA structure that affects the function of the RNA and ultimately can contribute to disease 81 . Pathological SNVs that are associ ated with retinoblastoma, hyperferritinaemia cataract syndrome and cartilage-hair hypoplasia are thought to cause disease through their Alternatively, the affinities of some RNA-binding proteins require a specific RNA structure, and genetic variants that disrupt this structure can decrease binding of the trans-acting factor. As outlined in the text, sequence-specific interactions of RNA with RNA-binding proteins are crucial for appropriate basal and regulated RNA processing steps; their disruption can result in altered RNA splicing, stability or localization. c | Genetic variants that alter RNA structure within the coding region can affect the translation rate by impairing ribosome progression.
RNA-induced silencing complex
(RISC). A ribonucleoprotein complex that mediates binding between a microRNA and its target mRNA.
Protein QTLs
Genomic regions containing variants that affect the expression level of protein from one or more genes.
Kozak sequence
A consensus sequence surrounding the start codon in eukaryotic mRNAs that promotes translation initiation.
Endoplasmic reticulumassociated degradation pathway (ERAD pathway). A quality control system for misfolded proteins in the endoplasmic reticulum that marks them for degradation by the ubiquitin-proteasome system. demonstrated effects on RNA structure [82] [83] [84] . An even larger number of riboSNitches are likely to be modifiers of disease severity or disease risk; SNVs with demonstrated effects on RNA structure are associated with an increased risk of various diseases, including Parkinson disease, asthma and metabolic syndrome 80 . Genomewide analyses show that riboSNitches are depleted near the predicted binding sites for mi RNAs and RNA-binding proteins, whereas they are enriched near exon-exon junctions that exhibit altered splicing ratios. These results suggest that a subset of riboSNitches have functional consequences with a strong potential impact on phenotype 80 . The primary effect of riboSNitches is often at the level of RNA stability. The synonymous SNV C957T in the coding sequence of dopamine receptor D2 (DRD2) causes a marked shift in the predicted folding of the DRD2 mRNA, which results in a decreased mRNA half-life and reduced DRD2 protein levels 85 . This effect was annulled in mRNA carrying another synonymous variant, SNV G1101A, that restores the RNA structure, which shows the compensatory effect of 1101A on RNA structure and mRNA stability. In another example, an SNV in the 3ʹ UTR of polo-like kinase 1 (PLK1), which encodes a cell cycle regulator, alters the predicted mRNA secondary structure and increases PLK1 mRNA stability 86 . Given that PLK1 is overexpressed in many types of cancer, this variant may be functionally relevant in terms of cancer risk. RiboSNitches can also affect the accessibility of miRNA-binding sites 64, 87, 88 . In a GWAS of 3ʹ UTR SNVs associated with mRNA expression levels screened against CLIP-validated miRNAbinding sites, about 5% of the variants (14 SNVs) were predicted to markedly alter the secondary structure of miRNA-binding sites, with corresponding effects on binding affinity of the RNA-induced silencing complex (RISC) 64 .
A link between SNVs, RNA structure and trans lation. Separate studies using GWAS and quantitative mass spectrometry of LCLs indicate that 10-50% of QTLs that alter protein levels (protein QTLs) do not affect mRNA expression levels, which suggests that genetic variation can independently affect translation efficiency or protein stability 89, 90 . There are several examples of SNVs that create an upstream open reading frame within the 5ʹ UTR of an mRNA and affect translation efficiency of the encoded protein product 91, 92 . An analysis in LCLs, which identified thousands of novel open reading frames, also identified more than 300 SNVs that influenced the ratio of translation at the alternative versus main open reading frames 93 . Global analysis of ribosome occupancy in LCLs has identified further SNVs that contribute to individual differences in translation by altering the presence of the upstream open reading frame or by disrupting the Kozak sequence, a key region near the start codon, often independently of effects on mRNA expression 94 . Genetic variants can also affect translation elongation by influencing both protein folding and the addition of post-translational modifications 95, 96 .
Many SNVs that alter the rate of translation are thought to do so secondarily to changes in mRNA structure, as the introduction of RNA hairpins is known to decrease translation rate 97 . Although there are many examples of natural RNA structures involved in modulating translation in response to physiological cues 96 , only recently have studies emphasized that SNVinduced changes in RNA secondary structure can affect translation regulation 97 . RiboSNitches within synonymous sites are more likely to disrupt mRNA secondary structure than those within non-synonymous sites. This is because the redundant third codon position contributes more strongly to the generation of RNA secondary structures than the first two codon positions, probably owing to the third codon having more evolutionary flexibility 98 . In addition, synonymous variants that introduce non-preferred codons have been shown to affect protein folding owing to a decreased trans lation rate 99 . This is attributed to the longer time taken to incorporate amino acids at rare codons but may also reflect structural changes caused by synonymous site variants.
The relationship between synonymous substitutions, mRNA structure and human health is illustrated by the example of cystic fibrosis. The most common cause of cystic fibrosis is a three-nucleotide deletion in the coding region of the cystic fibrosis transmembrane conductance regulator (CFTR) gene, which has been desig nated ΔF508 (REF. 100 ). This mutation deletes the last nucleotide of the Ile507 (Ile507ATC) codon and the first two nucleotides of the Phe508 (Phe508TTT) codon. This results in the deletion of Phe and creates a synonymous substitution in the Ile codon (Ile507ATC>ATT). The resulting aberrant CFTR protein is misfolded and targeted for degradation, leading to cystic fibrosis 101 . Previously, CFTR misfolding was attributed solely to the loss of Phe508; however, the synonymous nucleotide change affects the CFTR mRNA secondary structure, which has no effect on mRNA half-life but significantly decreases the translation rate of ΔF508 CFTR transcripts, thereby potentially affecting protein folding 102 . Reverting the Ile507ATT synon ymous mutation to the original Ile507ATC restored RNA structure and rescued normal levels of CFTRΔF508 protein by increasing resistance to the endoplasmic reticulum-associated degradation pathway (ERAD pathway) for misfolded proteins. These results suggest that the mRNA structural change induced by the synonymous Ile sub stitution causes a slower rate of translation, allowing time for the ERAD machinery to mark CFTR for degradation.
In a similar example, three haplotypes of catechol-O-methyltransferase (COMT) produce different amounts of COMT protein and are associated with high, average or low pain sensitivity, respectively 103 . These haplotypes differ in two synonymous nucleotide changes and one non-synonymous nucleotide change within the coding region. It was initially thought that the non-synonymous mutation was the sole cause of altered COMT protein levels, but it was found that the synonymous nucleotide changes are responsible for reduced translation of COMT mRNA by stabilizing hairpin structures within
RNA zipcode motifs
Regulatory cis-acting RNA elements containing a specific sequence and secondary structure that are sufficient to confer mRNA subcellular localization.
the coding region 103 . Finally, the missense SNV rs9840993 in myosin light-chain kinase (MYLK) is associated with asthma susceptibility and results in increased translation of MYLK 104 . This SNV alters RNA structure, making the translation initiation site more accessible, which is thought to increase translation efficiency. These examples show that common genetic variants affecting RNA secondary structure can have a marked effect on protein output and ultimately affect phenotypic variation.
SNV-mediated effects on mRNA localization. Subcellular localization of mRNAs is a key mechanism for spatial regulation of protein expression. Both the primary sequence and secondary structure of RNAs are important for proper RNA subcellular localization, and genetic variants that disrupt either RNA zipcode motifs or crucial RNA structural features can abolish proper transcript localization [105] [106] [107] . The G196A (Val66Met) SNV in brain-derived neurotrophic factor (BDNF) is associated with increased susceptibility to various psychiatric disorders, and mice with a BDNF G196A knock-in mutation exhibit anxiety-related behaviour [108] [109] [110] . This G-A substitution decreases trafficking of BDNF transcripts to the distal dendrites of neurons by disrupting the interaction between BDNF mRNA and the mRNA trafficking protein translin. In combination with altered protein function due to the Val66Met amino acid change, this SNV-induced loss of BDNF mRNA at the dendrites is thought to contribute to allele-specific defects in activity-dependent secretion of BDNF protein at dendrites 105, 108, 111 .
Conclusions and perspectives
A future goal of precision medicine is the ability to use genomic sequence to predict, with high confidence, health-related features including disease risk, success of prevention strategies, prognosis and positive or negative responses to specific therapeutics
. To meet this goal, a multidisciplinary approach is needed to create a comprehensive knowledge base that fully integrates both functional variants mediated by RNA processing and those mediated by epigenetic and transcriptional mechanisms.
A first step is the annotation of genomic elements that function at the level of RNA processing. It is now clear that individuals differ in the ratios of mRNA isoforms, as well as total mRNA abundance, for a large number of genes owing to variations in RNA processing. The computational and experimental breakthroughs that allow genome to transcriptome sequence comparisons from an unprecedented number of individuals will provide an extensive accounting of the RNA processing effects of DNA variants, and thereby identify cis-acting elements involved in RNA processing. Particularly informative are analyses of allele-specific expression in which the mRNAs from the two alleles function as mutual internal controls for a shared cellular environment, such that allele-specific differences in terms of the ratio of mRNA splice variants or mRNA abundance most probably reflect cis-acting effects 112 . Analyses that directly link genetic variants with RNA processing differences will benefit the study of both RNA biology and human genetics through the discovery of novel RNA processing elements and the identification of causal variants in RNA processing that modify phenotypic traits.
This comprehensive annotation of cis-acting elements involved in RNA processing is the basis of efforts to identify the molecular mechanisms through which SNVs affect gene expression. Many SNVs probably function through combinatorial mechanisms, as the multiple steps of gene expression are highly dynamic and interdependent 113, 114 . Pre-mRNA splicing and mRNA 3ʹ end formation are largely co-transcriptional; SNVs that affect chromatin structure can have a secondary effect on alternative splicing 3 , presumably owing to effects on the speed of transcription 115 . Changes in mRNA 3ʹ UTR length that are due to alternative splicing or alternative selection of polyadenylation sites can affect mRNA stabil ity, translation efficiency or localization, owing to the gain or loss of binding sites for regulatory proteins or mi RNAs, and RNA structure has a crucial role in all aspects of RNA processing 96, 116, 117 . Up to 30% of cases of alternative splicing and alternative selection of polyadenylation sites can affect the translation efficiency of the processed mRNA 118 . RNA processing that disrupts the open reading frame often results in decreased protein expression through the actions of cytoplasmic mRNA surveillance systems such as nonsense-mediated decay 119 . This interdependence of the regulatory mechanisms of gene expression adds to the complexity of interpreting the primary effects of genetic variants on RNA processing.
Box 3 | RNA processing and pharmacogenetics
More than 40% of patients with complex diseases such as depression, diabetes, asthma or Alzheimer disease will not respond to the drug used in their initial treatment, despite the drug having demonstrated benefit for other individuals 127 . In addition, drugs that are beneficial for some individuals can have adverse effects in others. Pharmacogenetics aims to understand how genetic variation leads to individual differences in drug response, particularly differences in drug metabolism or the risk of adverse events. A small but growing number of studies show that variation in RNA processing is a basis for differences in therapeutic response. For example, the rs751402 polymorphism in the 5ʹ untranslated region (UTR) of the DNA damage response gene excision repair cross-complementation group 5 (ERCC5) is predictive of tumour resistance to platinum-based chemotherapy and of poor prognosis in paediatric ependymoma 92 . This single-nucleotide variant (SNV) creates an upstream open reading frame that promotes selective translation of pro-survival ERCC5 following platinum-based chemotherapy. Splicing is also a key mechanism for individual differences in drug response. A splice-site polymorphism in the neuronal sodium voltage-gated channel type 1 subunit alpha (SCN1A) gene is associated with an altered response to anti-epileptic drugs 128 . Similarly, the SNV rs3846662 in 3-hydroxy-3-methylglutaryl-CoA reductase (HMGCR), which encodes the rate-limiting enzyme in cholesterol synthesis, is associated with a reduced efficacy of statin treatment; this SNV results in skipping of exon 13 of HMGCR, producing a catalytically inactive protein in cell culture experiments 129, 130 . The SNV is in the binding site of two antagonistic RNA splicing factors, serine/argininerich splicing factor 1 (SRSF1) and heterogeneous nuclear ribonucleoprotein A1 (HNRNPA1), and was shown to cause differential binding of HNRNPA1, with resulting effects on HMGCR splicing and the statin response 131 . Identifying associations between genotype, RNA processing and drug response is only the first step towards providing actionable data for clinical care, and there remains a large proportion of complex diseases for which pharmacogenetic data are unavailable or inconclusive. The above examples in which RNA processing affects pharmacogenetics illustrate the need to further study RNA metabolism as a mechanism of individual differences in drug response.
The next steps will be to determine the functional relevance of variant-induced RNA processing differences and ultimately to understand the mechanisms by which prefer ential activity of one processing pathway over others has an impact on human health. Current technologies have provided the tools both to systematically identify functional variants within large data sets and to probe the molecular mechanisms responsible for phenotype alterations. In the near future, comparisons of whole-genome sequences and the transcriptome of cells from the same individual will be routine. Computational approaches to identify allele-specific expression are being refined to provide information correlating specific genetic variants with expression and processing patterns. Such analyses will be greatly enhanced by high-throughput, long-read sequencing to identify linkage of distal regions of a haplotype. Ideally, multidisciplinary investigations correlating DNA, RNA and protein variations will both computationally predict the effects of genetic variation and establish the molecular mechanisms through which specific genetic variants affect gene output. Systematic implementation of these methods to identify functional genetic vari ants will provide the basis for a broad mechanistic view of the odyssey from genotype to phenotype.
