INTRODUCTION
Several authors have made extensive use of the concept of convex cones and their duals. Among these are Rockafellar (1970) , Robertson and Wright (1980) and . Here we wish to specifically exhibit certain convex cones and their duals and discuss the implications.
To be precise, we call K c Rn a convex cone if a) x,y E K x + y c K, and b) x £ K, a 2 0 a x c K.
Of course if K is a convex cone, so is -K = fx: -x £ K) which we will call the "negative" of K.
Another important convex cone induced by K is the "dual" of K. For a fixed positive vector w, the dual of K is given by n = fy:(x,y) = Zx.y.w. < 0 for all x c K}.
.111
-(Some authors prefer the term "polar" to "dual." Some also define the dual as the negative of our dual.)
Of course if K is closed, (w*)w*
It is evident that if K 1 c K 2 , K0 K W* New convex cones can be formed from existing cones in several ways. Two important methods are through intersections and direct sums.
(By the direct sum K 1 + K2 we mean (x + y:x E KI,' E K2
A key relationship exists between intcrsections, direct sums Another important cone, especially in the area of isotone regression, is the cone of vectors which are nondecreasing, i.e.
The dual cone here, as discussed in Marshall, Walkup, and Wets (1967) .
If the cone specified in (1.2) is modified to require that it contain only nonnegative vectors, i.e., K = I x:0 5. x I S< x 2 :_ .. . < x n, the dual is equivalent to that given in (1.3) with a modification of the last equality. In this case,
Much of our interest in dual cones hinges on a duality result discussed in .
In particular if g* solves the problem n 2 Minimize E (gi -xi) w.
(1.5)
where K is a closed convex cone, then g -g* solves n 2
Minimize E (g. -x.) w..
Robertson and Wriqht (1980) make extensive use of this duality in dealing with stochastic ordering restrictions for multinomial parameters. This duality is also important in deriving distributional theory, i.e., see Robertson and Wegman (1978) .
THE STARSHAPED ORDERING
An interesting order restriction is that a vector be starshaped. Shaked (1979) 
After adding coordinates we see that
Conversely• consider y =(yl . r..,yn ) such that
Recalling that W i w.
we partition y as follows:
--- 
It can be verified that the i th column of the above array n sums to y. and that each row is such that Ex. .w. =0.
Finally we note that 
(Note that this dual also has the property that K S = -KS).
S LS
Proof. Note that
O} .
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Since the dual of this last cone is and using (1.1) and Theorem 2.1.
THE CONCAVE ORDERING
A frequently occurring closed convex cone is Rn is the class of concave (convex) functions Kcc(Kcv) defined on the set of real numbers {Xl,--XnIn Thus a point y = (yl,---yn) c Rn is interpreted as the function whose image of x i is yi. If we let 6yi = yi+l-Yi and Ax. = x.+-x we can write n-2
where H.
{y:
The dual cone of Kcc(KCV) is surprisingly tractable. is contained in the cone specified in (3.2).
Conversely, any vector in the cone in (3.2) can be w* written as a direct sum of vectors from H7 , i = l,-.',n-2 which completes the proof.
APPLICATIONS
Of course by their very definitions, a convex cone K and its dual Kw * give rise to natural inequalities. In particular, if = (a, a,..,a) ). Thus Another application concerns Shaked's paper (1979). In this paper Shaked wants to find a weighted least squares projection of say g onto the cone KLS. However Shaked actually finds the projection, say g* onto the cone KDA and hopes that g* is in KLS (in which case q* is also the projection onto K LS). However, if g* is not n in KLS, i.e., E gjw. < 0, one can say that the true projection 4 n A has the property that gw = 0 (see page 89, ). 1 gw In this case, we know that 9 must be the projection onto the dual of KIA.
IA*________
In this event (see (1.6)), g = g -g where g is the projection of g onto KIA which is a problem that Shaked also solves. From 
]/P(X S_ x)
is nondecreasing over {x: P(X . x) > 0)1,
Proof. Suppose first that X is finitely discrete on the set
fXl...,Xn
If we let w = (wit...,w n ) where w. = P(X =x then the condition that f c A X is equivalent to saying In the general case, we let x n j j = 0,...,k(n) be a series of nested partitions covering the support of X which generate the Borel sets in the support of X. We define We have from the first part of the proof that E f(X) Eg(X) = Ef n(X) Eg(X) < Ef n(X)gn() for all n.
Therefore if f is bounded above, by Fatou's lemma, Ef(X)Eg(X) < 1imsupEfn(X) gn(X) iE limsup fn(X)gn(X) Ef(X)g(X). Then (X, Y) exhibits Type I, I, or III dependence iff (4.6) holds for all f c C x , Ax , or Bx respectively.
Proof. The result for Type I dependence is handled in Lehmann (1966).
For Type II, let h(t) = P(Y >. yjX = t).
Then hcA iff .a for all nonnegative a.. A passage to the limit will imply the desired result for a nondecreasing g in Cy.
If P(Y Z--yIX >-x) is not nondecreasing in x, then h 4 Ax which implies there is an f C A X such that (4.7) does not hold.
The case of Type III dependence is handled similarly.
We note that while Type I dependence is symmetric in X and Y, Types II and III are not as is evident from our characterizations.
In some sense, the size of the sets C x , A X , and Bx is a measure of the relative s&rengths of the dependence relations.
We can ut e the dual cones deriven in section 3 to obtain inequalities for ccncave(convex) functions somewhat similar to those given in Corollary 4.2. To set some notation, we note that if the random variables X and f(X) are square integrable, then the linear function of X which is closest to f(X) in the sense of minimizing 
It is well known that
Ef(X) = E tf(X) and EXf(X) = EX tf(X). Interestingly, if f and g are both concave (convex) functions such that f(X) and g(X) are integrable, then replacing f(X) and/or g(X) by their linear approximations can only decrease the expected value of the product.
We begin with a more general result for discrete random variables. 
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