The processes that determine the establishment of the complex morphology of neurons during development are still poorly understood. We present experiments that use live imaging to examine the role of vesicle transport and propose a lattice-based model that shows symmetry breaking features similar to a neuron during its polarization. In a otherwise symmetric situation our model predicts that a difference in neurite length increases the growth potential of the longer neurite indicating that vesicle transport can be regarded as a major factor in neurite growth.
Introduction
Neurons are highly polarized cells with functionally distinct axonal and dendritic compartments. These are established during their development when neurons polarize after their generation from neural progenitor cells and are maintained throughout the life of the neuron [25] . Unpolarized newborn neurons from the mammalian cerebral cortex initially form several undifferentiated processes of similar length (called neurites) that are highly dynamic ( [9] , [18] ). During neuronal polarization, one of these neurites is selected to become the axon.
The aim of this paper is to combine experimental results with modelling to better understand the role of transport in this process. Indeed, while transport of vesicles in developing and mature neurons has been studied before [4, 5, 43] , to the best of our knowledge there are so far no models that examine its impact on neuronal polarization.
For the experiments we use primary cultures of embryonic hippocampal neurons which are widely used as a model system to study the mechanisms that mediate the transition to a polarized morphology [32] . After attaching to the culture substrate, neurons extend multiple undifferentiated neurites that all have the potential to become an axon. Before neuronal polarity is established, these neurites display randomly occurring periods of extension and retraction ( [9] , [44] ). Upon polarization, one of the neurites is specified as the axon and elongates rapidly ( [25] , [32] ). This neurite has to extend beyond a minimal length to become an axon ( [11] , [15] , [46] ).
The extension and retraction of neurites depends on cytoskeletal dynamics and the exoand endocytosis of vesicles ( [27] , [32] , [37] ). The growth of neurites and axons requires an increase in the surface area of the plasma membrane by the insertion of vesicles in a structure at the tip of the developing neurite which is called the growth cone. Retraction, on the other hand, is accompanied by the removal of membrane through endocytosis ( [28] , [27] , [37] ). The material for membrane expansion is provided by specialized vesicles that are characterized by the presence of specific vesicular membrane proteins ( [17] , [30] , [40] , [42] ). The bidirectional transport of vesicles along neurites provides material produced in the cell body and recycles endocytosed membranes [22] . Molecular motors transport organelles along microtubules in the anterograde direction towards the neurite tip (kinesins) and retrogradely to the soma (dynein). The nascent axon shows a higher number of organelles compared to the other neurites due to a polarization of intracellular transport to provide sufficient material for extension ([3] , [32] ). The net flow of vesicles into a neurite, thus, has to be regulated depending on changes in neurite length but it is not known how intracellular transport is adjusted to differences in the demand for vesicles in growing or shrinking neurites.
Based on these findings, we aim to obtain a better understanding of the role of vesicle transport in the polarization process by means of modelling. We propose a lattice based approach for the transport of the vesicles between soma and growth cones. We model antero-and retrograde vesicles as two different types of particles that are located on a discrete lattice. To account for the limited space, we propose a maximal number of vesicles that can occupy one cell, see also Figure 4 . Particles randomly jump to neighbouring cells with a rate that is proportional to a diffusion coefficient and (the relative change) of a given potential. Furthermore, only jumps into cells which are not yet fully occupied are allowed. This is closely related to so-called (asymmetric) exclusion processes, see [10] and the references therein. Finally, at each end of the lattice, we introduce a pool that represents either the vesicles present in the soma or, at the tip, those in the growth cones.
Lattice based models (also called cellular automata) of this type are used in many applications, ranging from transport of protons, [21] , to the modelling of human crowds, [2] . They also serve as a tool to understand the fundamental characteristics of systems with many particles, [36] . Models with different species and size exclusion have also been studied, see [13, 29] and in particular [41] which deals with the case of limited resources.
Here, we develop a model adopted to neuron polarization and present numerical simulations that analyze the relation between vesicle transport and neurite length. We are able to show that an initial length advance of a single neurite leads to further asymmetries in the vesicle concentration in the pools.
We also present a system of nonlinear partial differential equations that arises as a (formal) limit from the cellular model and briefly discuss its properties.
While our model still lacks major features of neurite growth, the presented results Vesicles are transported in the anterograde direction (green) from the cell body (soma) into the neurite towards the tip of the neurite along microtubules (yellow). Vesicles are inserted into the plasma membrane by exocytosis in the growth cone at the tip of the neurite to promote extension. Vesicles generated by endocytosis are recycled or transported retrogradely to the soma (red).
show high correspondence with real data: In live cell imaging experiments a neurite that has exceed a critical length during the polarization process grows rapidly becoming the future axon. In our model we supply one neurite with an initial length advantage and the dynamics of the model result in a positive feedback that further increases its length advance indicating that it becomes the future axon. We also observe oscillations in the vesicle concentration in the pools that may be interpreted as cycles of extension and retraction. This paper is organized as follows: In section 2 we explain the biological background of the paper. In section 3 we introduce a discrete model for the numeric simulations and in section 4 we present the corresponding macroscopic cross diffusion model. In section 5 we preformed the numerical simulations and interpreted the results. Finally, in section 6 we give a conclusion.
Experimental Results and Consequences for the Modelling
This section contains the results of live cell imaging of primary neurons that were prepared from rat embryos and a brief discussion of the consequences for the mathematical modelling. The final model with all details is then presented in section 3.
Description of Growth Process
Unpolarized neurons extend several undifferentiated neurites called minor neurites. Upon polarization, one of the minor neurites is specified as the axon and growths rapidly, see Figure 1 a). As explained in the introduction, this increase in the length of a neurite depends on the sum of the surfaces of all vesicles that fuse with the plasma membrane of the growth cone. Their intracellular transport from the soma to the tip of the neurite is driven by molecular motors that transport the vesicles along microtubules, see 
Exterimental Methods and Results

Preparation of neurons
Culture of primary hippocampal neurons and DNA constructs Hippocampal neurons were isolated from rat embryos at day 18 of development (E18), plated at a density of 130,000 cells per constructs 35 mm dish (µ-Dish, Ibidi) coated with poly-L-ornithine (SigmaAldrich) and cultured at 37 • C and 5% CO 2 for one day in BrightCell TM NEUMO Photostable medium (Merck Millipore) with supplements. Neurons were transfected with an expression vector for Vamp2-GFP by calcium phosphate co-precipitation as described previously [35] . The pDCX-Vamp2 vector was constructed by replacing GFP in pDcx-iGFP (provided by U. Müller, Scripps Research Institute, La Jolla, CA, USA; [14] ) by a new multiple cloning site (5'-GAATTC ACTAG TTCTA GACCC GGGGG TACCA GATCT GGGCC CCTCG AGCAA TTGGC GGCCG CGGGA TCC-3') and Vamp2-GFP as an XbaI and BglII fragment from pEGFP-VAMP2 (addgene, #42308), see [24] .
Live cell imaging
Time-lapse imaging was performed in an incubation chamber one day after transfection at 37 • C and 5% CO 2 using a Zeiss LSM 800 laser scanning confocal microscope (Carl Zeiss MicroImaging, Jena, Germany) and the Zeiss ZEN Software (Carl Zeiss MicroImaging). Images were taken at a frame rate of one scan per second for 2 minutes, followed by a pause of 20 minutes for 2 to 12 hours (see Figure 2 ). The number, velocity and direction of vesicle movement were quantified using the ImageJ macro toolsets KymographClear and KymoAnalyzer ( [26] , [23] ).
Statistical analysis
Statistical analyses were done using the GraphPad Prism 6.0 software. Statistical significance was calculated for at least three independent experiments using the Wilcoxon Sign Rank test. Significance was defined as follows: If p > 0.05 we regard the results as not significant and if p < 0.05 as significant, see Figure 3 (a).
Results
Cultures of hippocampal neurons were transfected with an expression vector for Vamp2-GFP as a marker for vesicles to analyze transport in the neurites of multipolar neurons [17] . Antero-and retrograde movement of Vamp2-GFP positive vesicles was analyzed by live cell imaging 24 hours after transfection before axons are specified. To determine if the transport rates of vesicles change when neurites extend or retract we determined the number of vesicles in the neurite that are immobile or move in the antero-or retrograde direction ( Figure 3 ). Vesicle dynamics is markedly higher in neurites that undergo extension or retraction compared to those that do not show changes in length. A significant difference in vesicle transport was observed during the extension of neurites. The number of vesicles moving anterogradely (0,029 ± 0,0011 vesicles/s/µm 2 ) was 37 % higher compared to those being transported retrogradely (0,021 ± 0,0015 vesicles/s/µm 2 ) in growing neurites. There was no significant difference between antero-and retrograde transport in retracting neurites probably because not all of the vesicles generated by endocytosis during retraction are positive for Vamp2. No significant differences were found in the velocity of moving vesicles. 
Summary of the Model
Based on the previous experimental findings, we aim to formulate a mathematical model for the transport of vesicles based on the following assumptions: First, we consider neurites as one dimensional lattices connected, on one end, to the soma and to a pool representing the growth cone at the other end, see Figure 4 . Vesicles that are currently transported anterograde and those that are moving retrograde are modelled as two separate species moving on these lattices. At the growth cone anterograde vesicles can fuse with the membrane while also vesicles can be separated from it. During this process, anterograde vesicles can be converted to retrograde ones and vice versa. The same can happen when vesicles enter or leave the soma. The growth cones and the soma will be modelled separately as pools that can store a given number of vesicles. As vesicles have a positive volume, there is a maximal density within the neurites that depends on the size of the vesicles. This results in a lattice model that will be described in full detail in Section 3. Finally, let us briefly comment of the physical dimensions involved. In practice vesicles with different diameters varying from 80 to 150 nm have been described ( [39] , [40] , [27] ) but for simplicity we assume that all vesicles have the same size (130 nm). Thus, as the length of a neurite (which we consider as a one dimensional object) is approximately 1000 nm, there is a natural maximal density of around 1000 nm / 130 nm ≈ 8 vesicles in the neurites. Another feature which depends on the diameter of the vesicles is the number of vesicles required for the extension of a neurite by a given length.
x Figure 4 : Sketch of the lattice based size exclusion model with the number of grid points n = 6. For illustration purpose the maximal number of vesicles is 4 whereas it is higher in reality. On the left, a sketch of a neuron can be seen, where 1) corresponds to the cell nucleus, 2) to a dendrite and 3) to the axon. On the right, a union of six unit intervals portraits the shape of the neurite that is assumed in the modelling. After the branching of the neurites is neglected, the neuron is mapped to a starshaped-domain via a function f .
A discrete model
We will now present a mathematical model for the growth process described in the previous section. In our approach, each neurite is modeled as a discrete lattice on which both anteroand retrograde vesicles, modelled as seperate particles, move. As the diameter of a neurite is about 1000 nm and thus very small compared to its length that can be up to 1 m, we model neurites as one dimensional objects, i.e. a one dimensional lattice. On this lattice, the vesicles can jump to neighbouring cells with a probability that is determined by a given potential and a diffusion coefficient. Furthermore, we introduce a size exclusion effect by only allowing jumps to cells which are not fully occupied (see the discussion in Section 2.3). These lattices are coupled to the soma at one end and to a vesicle pool corresponding to the growth cone at the other end. See Figure 4 for a summarized version of the model. We will now describe the dynamics on the lattice as well as the coupling to the soma and pools in detail, in the simple case of a single neurite connected to a soma.
We first present the detailed dynamics of a single neurite:
1. Lattice dynamics: Each lattice consists of i = 1, . . . , N cells of width h. The midpoint of cell i is denoted by x i and each cell can be occupied by a certain number of vesicles, depending on their size. Denoting by a i = a i (t) and r i = r i (t) the number of antero-and retrograde vesicles at time t in cell i, we have the following dynamics for the interior cells i = 2, . . . , N − 1.
where
denotes the (relative) sum of antero and retrograde vesicles with v max denoting the maximal number of vesicles for a cell of width h. Furthermore, V a,i := V a (x i ) and V r,i := V r (x i ) are given potentials with V a , V r : R → R evaluated at the midpoint of cell i and C is one over the diffusion constant, see Section 3.1 for details. Roughly speaking, on the right hand sides of the above equations all terms with positive sign correspond to particles that jump into cell i from the neighbouring cells while negative terms remove those that jump out.
Coupling to soma and pools:
We assume that all lattices are connected to the soma at their first lattice site i = 1. There, we have the following effects:
• Retrograde vesicles leave the neurite and enter the soma with a rate β r (Λ som )r 1 , if there is enough space, where Λ som denotes the number of vesicles currently in the soma and β is a velocity that depends on this quantity.
• Anterograde vesicles can leave the soma and enter the lattice, if there is enough space, i.e. if ρ 1 < 1. In this case, they enter with a given rate α a (Λ som )(1 − ρ N ), that also depends on the number of vesicles in the soma.
At site N , the neurites are connected to their respective pools (growth cones) and we have that:
• Anterograde vesicles leave the lattice and enter the pool with rate β a (Λ N )r N , where again the velocity β depends on the number of particles in the pool.
• Retrograde particles move from the pool into the lattice with rate α r (Λ N ), again only if space on the lattice is available. This yields the effective rate α r (Λ N )(1 − ρ 1 ).
Since we assume that both the pool and the soma have a maximal capacity that cannot be exceeded, we make the following choices for in-and out-flux rates
This yields the following equations at the tips and the soma:
3. Dynamics in soma and pools: Finally, we have to describe the change of number of vesicles in the soma and the respective neurite pools. For now, we assume that the change is only due to vesicles entering and existing, i.e. no growth or degradation terms are included. This yields the following ordinary differential equations
4. Extension to multiple neurites: In the case of M neurites, we denote by a i,l and r i,l the concentration of retro-and anterograde vesicles in neurite l, l = 1, . . . M at site i. The pools are then called Λ N,l and we also change the names of all parameters accordingly, i.e. we have α r,l , β r,l , . . .. While the equations for the dynamics inside the neurites (1), at the tip (2) and for the respective growth cones (3) remain unchanged (despite the different notation for the constants), the equation for the soma becomes
Remark 3.1 (On the Modelling). a) Note that α has a different physical interpretation than β. Whereas α is given in ves sec and specifies an influx rate, β is given in µm sec and therefore specifies an outflux velocity. This is essential for the boundary contributions in (2) all having the same physical unit (using that 1 − ρ i is already scaled). b) We are not dealing with the domain and the actual concentrations in the pool explicitly but only model the total number of vesicles present. In particualar there is no diffusion or transport in the pools. Instead, we assume that the dynamics are fast compared to those of the neurites. In that way we allow for vesicles that have left one neurite and entered a pool to immediately leave into another neurite. One advantage of our model is that it immediately yields a discretisation for numerical simulations. Indeed, by construction it is already discrete in space and by applying an explicit Euler discretisation we arrive at a fully discrete scheme. This scheme will be used to perform simulations in Section 5. There, we will also present some of the scheme's properties.
Scaling
Next we transform all relevant variables into an appropriate scaled and dimensionless form, where we always indicate the corresponding dimensionless form with a bar and the typical size with a tilde. Thus e.g. r = r r is a dimensionless quantity. Note that we will then omit the bar everywhere after this section for reasons of readability.
Motivated by the discussion in Section 2 we make the following choices: The typical length isL = 50 µm, the typical time ist = 100 sec, the typical diffusion constant is ε = 10 −1 µm 2 sec , the typical potential isṼ = 1
sec . The typical influx isα = 1 vesicles sec and the typical outflow velocity isβ = 10 −1 µm sec , thus the different boundary conditions have the same unit of measurement. As the typical diameter of one vesicle is 130 nm and the neurite diameter is 1 µm, the maximal density is given by ρ max = As 1 − ρ is already scaled, the equations (1) transform to, for i = 2, . . . , N − 1, 
after cancellation of a and r respectively on both sides. Note that the scaling parameters for the boundary conditions can be calculated by multiplying the boundary conditions withL t and additionally scaling terms corresponding to in-and outflux withγ. We obtain
− λ outC hβ r r 1 ,
where we introduced the dimensionless scaling parameters 
Furthermore equation (12) that describes the pool concentration requires scaling. Applying the same time scale as above and the same scaling of vesicle concentrations yields
Multiplying byt and dividing byΛ N gives
ChoosingΛ N = 2Lã N = 50 µm · 15 vesicles µm = 750 vesicles, we finally arrive at
Again, the generalization to more than one neurite is straight forward.
Remark 3.4 (Choice of Typical Parameters).
The identificationΛ N = 2Lã N in the paragraph above is natural as there is a proportion between the size of the pools and the size of the neurites in reality, where the prefactor 2 corresponds to the fact that we deal with two types of species. This proportion should be reflected in the typical valueΛ.
Macroscopic Cross Diffusion in a Model Neuron with Pools
It is well known that lattice models as the one described in the preceeding section have a (formal) correspondence to (systems of) partial differential equations [36, 7] . Let us briefly summarize the procedure for a single neurite: First we chose h = 1/N so that the lattice has exactly length one and fix the continuous domain Ω = [0, 1]. Now for each lattice cell denote by x i ∈ Ω its midpoint and assume the existence of smooth functions r = r(x, t) and a = a(x, t) such that r i (t) = r(x i , t) and a i (t) = a(x i , t). With this notation, we can formally apply Taylor's formula to the right hand sides of equations (6), up to second order. For example, for the first equation in (6), this yields
where O(h 3 ) refers to remaining terms of order h 3 . Then we divide both sides by h 2 and take the limit h → 0 which yields
on Ω × (0, T ), having applied the same procedure to retrograde vesicles. Equations (2) results in the boundary conditions
where n 1 and n 2 denote the outward pointing unit vectors at x = 0 and x = 1, respectively. In the case of a single neurite with fixed in-and outflow boundary conditions (i.e. without Figure 6 : Sketch of the model neuron: The model neuron consists of two neurites and indicated boundary flow in the domain Ω = Ω 1 ∪ Ω 2 , where the two unit intervals Ω 1 and Ω 2 correspond to two neurites. The squares correspond to pools where vesicles can be stored, i.e. the pool in the middle corresponds to the soma and the pools at the tips of the neurites correspond to the corresponding growth cones. For an easy visualization Ω 1 is illustrated as a mirrored copy of Ω 2 .
considering the pools explicitly), this has been carried out in detail in [34] . Passing to the limit in the ODEs for the pools yields
i.e. the only difference in contrast to (3)- (4) is the fact that the concentrations a, r and ρ are now functions on a continuous domain Ω instead of a discrete grid. Therefore we wrote r(0) instead of r 1 , etc. In the situation of two neurites, we will have equations (10) for each neurite with appropriate boundary condition and again the ODE for Λ som will contain as a right hand the sum of all in-and outfluxes. This situation is summarized in Figure 6 . In particular, we see that formally the total mass of the system is preserved, as expected.
Remark 4.1 (Analysis of the Model).
The focus of this paper is to gain an understanding of the distribution of vesicles during the growth of neurites based on the discrete model introduced in Section 3 and its numerical simulation. However, from a mathematical point of view it is also very interesting to study the macroscopic counterpart of the model given by the system of equations (11)- (12) . We therefore briefly point out the relevant questions and difficulties in the mathematical analysis of this model.
Clearly, most important is the question of existence and uniqueness of solutions. From an application point of view, also the long time behaviour is relevant. As for existence, a number of results on cross-diffusion equations of type (11) is available, [20, 6, 12] , and also the flux boundary conditions (11) have been analysed before, [8] . The main issue when applying these results to our model is the following. The present theory shows existence of solutions in the spaces
Thus, making use of the embedding of H 1 into the space of continuous functions, it makes sense to evaluate ρ at a point of the boundary (e.g. ρ(0)). Unfortunately, this regularity is not available for the concentrations r and a so that we cannot evaluate them at the boundary as would be necessary for the boundary conditions (11) to be well-defined. Thus one would need an improved regularity theory (which seems out of reach at present) or one needs to modify the model in a way which is consistent with the biological modelling on the discrete level (e.g. by allowing particles to switch places). As for the long time behaviour, the numerical simulations of Section 5 suggest that metastable states exist. Their analysis is another interesting problem and we postpone both issues to future work.
Numerical Simulations
In order to derive a fully discrete numerical scheme, see also Remark 3.3, we use an explicit Euler discretisation for the time derivatives in (6) and (8) . Subdividing the interval [0, T ] into K intervals we denote by τ = T /K the step size and by a k i , r k i the respective concentrations at time t k = kτ . Within the neurites this results in the scheme
where H = 2λ ε ε h 2 and
The evolution at the boundary follows by discretising the time derivates in (8), e.g. for anterograde vesicles at the soma we obtain
with
For the time discretisation of the ODEs (12) for the pools and the soma we also use an explicit Euler discretisation with the same time step size. As Λ N , Λ som model a mass and to ensure that the total mass remains conserved we multiply the in-and outflux terms by h and finally obtain the evolution of the pool concentrations via
To further analyse the properties of this scheme, let us define the constants
as well as
Lemma 5.1 (Preservation of box constraints). Assume that the initial concentrations a 0 i , r 0 i for i = 1, . . . , N are non-negative and satisfy the density constraint a 0 i + r 0 i ≤ 1.
Then if the (CFL-like) condition
(1 − 2τ HV max − τ max(2HV max , Chλ out max(β a , β r ), Chλ in max(α a , α r ))) ≥ 0 holds we also have
via (13)- (14).
Proof. We argue by induction and assume that at time t k the constraints are satisfied. Indeed, according to (13), we have that for i = 2, . . . , N − 1
where we used that by assumption (1 − ρ k i+1 ) and (1 − ρ k i−1 ) are bounded by one and that the last two terms are non-negative. Thus the condition
implies a ) ≥ 0 we note that
holds. It remains to consider the boundary contributions. In order to preserve positivity when outflow conditions are present (i.e. for a n and r 1 ) we obtain the condition
while in order to preserve ρ ≤ 1 at inflow parts we have
To have (16)- (19) satisfied simultaneously finally yields the assumption
Remark 5.2 (Natural choice of numerical scheme). The classical upwind scheme is not applicable in this context as it only considers the particle movement initiated by the drift term. In this context the drift term of species A can push against the drift of species R. This aspect is not covered by the classical upwind scheme.
For the case to two neurites the algorithm was implemented in MATLAB using 400 grid points in each domain and a time step size of τ = 10 −5 . See also the pseudo-code in subsection A.1 in the appendix.
Choice of Parameters and their Interpretation
If not stated otherwise, we use the symmetric initial data shown in Table 1 for the numeric simulations. The corresponding value to a parameter in physical units can be calculated by multiplying the typical variable with the value used in the numerics (for reasonability of the data see [39] , [40] , [27] ).
The potentials V a (x) = 1.75 x and V r (x) = −1.5 x translate to that fact that particles of type a move anterograde and particles of type r move retrograde with different velocities. In Figure 3 b) the velocity of vesicles that are marked by Vamp2 is shown. In practice different species of vesicles with different velocities have been observed ( [16] , [33] ). As the range of the velocities of the anterograde transport is 1 − 2.5 µm/sec and the range of the velocity of retrograde transport is 1 − 2 µm/sec and the typical velocity is 1 µm/sec, we chose the mean of those ranges. The diffusion constant ε is not biological meaningful as vesicles do not diffuse but the formal inclusion of this effects justifies to neglect reverse movement of vesicles. The value of ε = 0.05 is purely estimated.
For the maximal density in the pools we do not have a choice: A neurite of 50 µm length has volume V N = πr 2 h = 39, 27 µm 3 . A vesicle with diameter d = 130 nm has volume V v = Table 1 : Initial data: Symmetric initial data used for the numerical simulation and their corresponding real data where the corresponding real data is the product of the typical variable and the value in the numerics by construction.
Numeric Results
In our numerical analyzation we performed two experiments with symmetric initial data for both neurites except for their length, see Table 1 . In the first experiment the domains The aim of these experiments was the analysis of asymmetry-formation arising upon the basis of symmetric initial data. In particular, we regard asymmetries in the vesicle concentration in the growth cones as different growing potentials of the neurites. Therefore, if the concentration in the pools Λ N,1 and Λ N,2 are not equal, the neurite with the higher concentration in the pool has a higher growing potential. This can be justified by the fact that we assume that vesicle merging with the membrane at the growth cone drive the growing process of the neurite.
As visible in Figure 8 (b) the length difference of the neurites leads to a quick symmetry breaking especially in the growth cones Λ N,1 and Λ N,2 . Our numerical experiments even suggest that for a small initial length difference, there is nearly no asymmetry, see Figure 7 .
Metastability in the Model
Classically, in the context of dynamic systems a stable state without least energy is called a metastable state. Therefore the system stays in that state if no external energy is added whereas a certain amount of energy can result in further time evolution and the system coming to its true stable state with least energy.
In our model in the case with very different initial lengths we monitor a quite similar but not equal effect where the particle concentration seems to have already converged to its equilibrium until a sudden rapid change in the vesicles concentration occurs at the tip of the longer neurite (Λ N,2 ) after some time. With the initial data shown in Table 1 and
, this rapid fall in the pool concentration in neurite 2 happens between t = 26 and t = 36, see Figure 9 (b). In the case where the initial length is nearly similar this feature does not occur, see Figure 9 (a).
Conclusion
Discussion
Different experimental approaches have shown that a neurite has to extend beyond a minimal length to become an axon ( [11] , [15] , [46] ). During axon specification, intracellular transport is polarized towards the nascent axon to allow its extension ( [32] , [3] ), where several molecular mechanisms have been proposed for the length-dependent specification of axons ( [1] , [31] , [32] ). Our live cell imaging experiments indicate that the flow of vesicles into a neurite increases when it extends indicating that vesicle transport rates depend on changes in neurite length. The transport along microtubules connects pools of vesicles in the cell body and at the tip of neurites. The number of vesicles in the pool at the tip of the neurites reflects their growth potential because it provides material for membrane expansion ( [28] , [27] ). Our simulations show that the number of vesicles in the pool is higher in the longer neurite of the model neuron once the length advantage of the longer neurite has exceeded a certain length. In addition, the simulations show oscillations in the concentration in the growth cones that were also observed in polarizing neurons [19, 45, 38] . The length-dependent effect on the size of vesicle pool indicates that the coupling by bidirectional transport adjusts transport rates to neurite length. Although the model presented here does not capture all aspects of vesicle transport and neurite extension, it suggests that the bidirectional transport of vesicles between soma and growth cone couples the different vesicle pools in a way that results in a preferential transport into the growing neurite.
Outlook
Motivated by the fact that the length of neurites is changing during the polarization process, the most urgent extension of our model is the feature of a growing and shrinking domain. Therefore we have to consider a free boundary value problem, i.e. the lengths of the domains Ω 1 (t) and Ω 2 (t) become time dependent.
The difficulty arising in this method is the following: In reality, growing and shrinking is a continuous process but numeric simulations are always discrete. Thus in numeric simulations the domain has to shrink by segments but currently the approximation of what happens to the vesicles located on these intervals is not obvious as in reality situations like these never occur.
Furthermore, as neurites grow by exocytosis of vesicles in the membrane, a production term of vesicles in the soma is necessary since at present the total mass of vesicles is constant which prevents the neurite from intensive growth which requires a huge amount of vesicles. Furthermore, as there is a maximal concentration in the neurites it can happen that two waves of particles are pushing onto each other resulting in traffic jams that are biological not meaningful. Consequently, we have to choose the values of the production term carefully in a way that jams around the soma are prevented. The second feature, that would be suggestive to include, is an age-based population structure, i.e. the probability of vesicles leaving the pool increases with the length of the duration of its stay in the pool. Currently vesicles that enter a pool can immediately leave it in the next time, but this additional delay could result in concentration oscillations in the growth cones that reflect the cycles of stochastically occurring periods of extension and retraction of neurites mentioned in the introduction.
Finally, as pointed out in remark 4.1, challenging analytical problems arise in the context of this model. 
