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Abstract
A new, high-order slope-limiting procedure for the Piecewise Parabolic Method (PPM) and the Piecewise
Quartic Method (PQM) is described. Following a Weighted Essentially Non-Oscillatory (WENO)-type
paradigm, the proposed slope-limiter seeks to reconstruct smooth, non-oscillatory piecewise polynomial
profiles as a non-linear combination of the natural and monotone-limited PPM and PQM interpolants.
Compared to existing monotone slope-limiting techniques, this new strategy is designed to improve accuracy
at smooth extrema, while controlling spurious oscillations in the neighbourhood of sharp features. Using
the new slope-limited PPM and PQM interpolants, a high-order accurate Arbitrary-Lagrangian-Eulerian
framework for advection-dominated flows is constructed, and its effectiveness is examined using a series of
one- and two-dimensional benchmark cases. It is shown that the new WENO-type slope-limiting techniques
offer a significant improvement in accuracy compared to existing strategies, allowing the PPM- and PQM-
based schemes to achieve fully third- and fifth-order accurate convergence, respectively, for sufficiently
smooth problems.
Keywords: Piecewise Parabolic Method (PPM), Piecewise Quartic Method (PQM), Weighted Essentially
Non-Oscillatory reconstruction (WENO), Finite-Volume method, Semi-Lagrangian method, Arbitrary
Lagrangian-Eulerian method (ALE)
1. Introduction
Piecewise polynomial reconstruction is an important aspect of a vareity of high-order accurate numer-
ical methods, providing a framework for (i) the evaluation of fluxes in finite-volume and discontinuous
Galerkin schemes, and (ii) the construction of remapping operations for the Semi-Lagrangian and Arbitrary
Lagrangian-Eulerian (ALE) methodologies. The performance of polynomial reconstruction is especially
important in the context of advection-dominated transport, where the underlying dynamics support the de-
velopment and propagation of sharp solution features, including shocks and rarefaction waves. Such systems
can be modelled by the well-known conservative transport law
∂q
∂t
+∇ · (uq) = 0, (1)
where q(x, t) is a conserved quantity and u(x, t) is a velocity field. In order to maintain stability in the
presence of sharp and/or under-resolved solution features, polynomial reconstruction techniques are typically
augmented by suitable ‘slope-limiting’ procedures. Given a natural polynomial reconstruction Q(x), built
as an interpolation of the discrete numerical solution, conventional slope-limiting procedures typically seek
to limit the higher-order terms in the polynomial Q(x) to ensure that the resulting profile is monotonicity-
preserving. Such reconstructions guarantee that the piecewise polynomial profile contains no new local
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extrema, and maintains oscillation-free behaviour as a result. While monotone slope-limiting strategies
are known to result in robust and efficient numerical schemes, they tend also to artificially ‘flatten’ local
extrema, leading to a significant degradation in the overall accuracy of the scheme. This flattening effect
manifests as spurious numerical dissipation, and can be a major source of error even when the underlying
solution is sufficiently smooth and well-resolved.
High-order polynomial reconstruction plays a vital role in the formulation of conservative Semi-Lagrangian
and Arbitrary Lagrangian-Eulerian (ALE) techniques. These methods play a critical role in the construc-
tion of contemporary global atmospheric and ocean circulation models – being used to support generalised
vertical coordinate models (White et al., 2009; Bleck, 2002; Halliwell, 2004) in which layer-wise atmospheric
or oceanic dynamics are discretised using a direction-split ALE technique. Due to the long time integrations
required by global climate modelling and numerical weather predication studies, a minimisation of numerical
damping – specifically, spurious diapycnal mixing – is a key consideration. Following White and Adcroft
(2008); White et al. (2009), a major motivation for the current study is to improve the accuracy of the
underlying PPM and PQM reconstructions such that the level of artificial numerical dissipation induced by
the action of the slope-limiter is minimised.
In additional to Semi-Lagrangian and Arbitrary Lagrangian-Eulerian schemes, polynomial reconstruction
is also a key feature of Godunov-type (Godunov, 1959) finite-volume methods and discontinuous-Galerkin
finite-element schemes (Reed and Hill, 1973; Cockburn and Shu, 1998), where it used to facilitate the evalu-
ation of numerical fluxes. Considerable effort has been invested in the construction of higher-order accurate
reconstruction techniques, starting with the second-order accurate Total Variation Diminishing (TVD) meth-
ods (Van Leer, 1974; Sweby, 1984; Barth and Jespersen, 1989; LeVeque, 2002), which are based on piecewise
linear reconstructions, the third-order accurate Piecewise Parabolic Method (PPM) (Colella and Woodward,
1984), and, more recently, higher-order methods including the Parabolic and Quartic Spline Methods (PSM
and QSM) (Zerroukat et al., 2006, 2010), and the fifth-order accurate Piecewise Quartic Method (PQM)
(White and Adcroft, 2008). Such methods have all been designed to incorporate monotonicity-preserving
slope-limiting strategies, and suffer a reduction in accuracy at smooth extrema as a result.
The Weighted Essentially Non-Oscillatory WENO methods of Liu et al. (1994); Shu (1998) are one
of the few polynomial reconstruction schemes designed to offer genuinely higher-order accuracy, including
the robust preservation of local extrema. Rather than seeking to preserve discrete monotonicity directly,
such schemes are instead designed to achieve so-called non-oscillatory reconstructions, in which the final
polynomial profile for each grid-cell is calculated as a non-linear combination of a family of local candidate
profiles. While the high-order accuracy and stability of such schemes is attractive, the requirement that
multiple polynomial reconstructions be evaluated per grid-cell is a significant disadvantage – leading to
an appreciable increase in computational cost compared to the standard monotone piecewise polynomial
methods. Additionally, the original WENO formulation was limited to the reconstruction of pointwise
values along grid-cell boundaries and did not support the construction of full polynomial interpolants.
Recent generalisations due to Dumbser and Ka¨ser (2007) allow for WENO-like reconstructions of complete
polynomials on arbitrary computational grids.
The present study is motivated by the desire to improve the performance of slope-limiting techniques
for the PPM and PQM reconstruction schemes, ensuring that the accuracy of the polynomial interpolants
are not degraded in the neighbourhood of well-resolved extrema. A conventional ‘two-pass’ reconstruction
procedure is investigated, in which an initial, unlimited polynomial reconstruction is first obtained, followed
by a non-linear slope-limiting procedure. Rather than requiring the limited reconstruction to exactly satisfy
discrete monotonicity constraints, locally non-monotone grid-cell profiles are instead replaced by a non-
oscillatory reconstruction, generated using a variation of the non-linear WENO approach of Liu et al. (1994);
Shu (1998). Compared to conventional techniques, it is shown that such a procedure does not lead to a
reduction in the order-of-accuracy of the resulting numerical scheme when the underlying data is sufficiently
smooth. Such behaviour is shown to significantly improve the accuracy of the high-order accurate PPM and
PQM reconstruction methods.
The paper is organised as follows: in Sections 2, 3 and 4 the high-order Piecewise Parabolic and Piece-
wise Quartic methods (PPM and PQM) are reviewed, including a description of conventional monotonicity
preserving slope-limiting strategies. The new WENO-type slope-limiting formulation is introduced in Sec-
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Figure 1: Reconstruction of grid-cell polynomial Q(ξ) from local data, showing (i) the piecewise parabolic method (PPM), and
(ii) the piecewise quartic method (PQM).
tion 5, detailing the use of optimal, non-linear weighting schemes. The resulting WENO-equipped PPM
and PQM reconstruction techniques are used to formulate a high-order accurate one-dimensional semi-
Lagrangian algorithm, with an extension to multi-dimensional problems achieved via a direction-splitting
approach. These formulations are described in in Section 6. Results for a series of one- and two-dimensional
numerical experiments are presented in Section 7, and the performance of the new polynomial interpolants
and slope-limiting strategies is examined.
2. Piecewise polynomial reconstruction
Given a non-uniform, one-dimensional grid G spanning the points X = x1, x2, . . . , xn+1 and a set of
discrete dynamical variables Q¯ = q¯1, q¯2, . . . , q¯n, the task is to reconstruct a smooth piecewise polynomial
interpolant Q(x), over the grid-cells in G. In this study, the reconstruction process is developed in the
context of a finite-volume scheme, where the primary numerical variables are a set of discrete cell-mean
quantities q¯i, defined such that
q¯i =
1
hi
∫ xR
xL
Qi(x) dx, (2)
where (xL, xR) are the left and right boundaries of a given grid-cell, and hi = xR−xL is the grid-cell width.
Though x is the primary underlying spatial coordinate, a local grid-cell coordinate ξ, defined in terms of
the left and right grid-cell boundaries xL and xR, such that
x(ξ) = 12 (xL + xR) +
1
2ξ(xR − xL) (3)
is used throughout, allowing the various interpolation schemes to be normalised onto grid-cells of varying
widths. The local coordinate ξ takes the values ξL = −1 at the left grid-cell edge x = xL and ξR = +1 at
the right grid-cell edge x = xR. In addition to theoretical convenience, this transformation is also known to
improve the conditioning of the resulting numerical calculations. Based on considerations of global mass-
conservation, it is required that any reconstructed profile Q(x) exactly satisfy local conservation constraints,
such that ∫
hi
Qi(x) dx =
∫ +1
−1
Qi(ξ)
dx
dξ
dξ = hiq¯i. (4)
2.1. Piecewise parabolic reconstruction
The Piecewise Parabolic Method (PPM) (Colella and Woodward, 1984) is a conservative, third-order
accurate interpolant, based on the reconstruction of a set of local parabolic profiles
Q(ξ) = α0 + α1ξ + α2ξ
2. (5)
3
The coefficients αi ∈ R can be found by requiring that (5) conserve the local integral quantity q¯, in addition
to interpolating a pair of edge-value estimates (qL, qR), defined at the left/right grid-cell edges, respectively.
These expressions can be written as a set of linear equations
1
2
∫ +1
−1
Q(ξ) dξ = q¯, Q(ξR) = qR, Q(ξL) = qL (6)
the solution of which leads to explicit expressions for the coefficients αiα0α1
α2
 = C(3)
 q¯qL
qR
 , with C(3) =

3
2 − 14 − 14
0 12 − 12
− 32 34 34
. (7)
The PPM interpolant is completed through the selection of a suitable scheme to reconstruct local edge-value
estimates (qL, qR). In this study, a family of explicit polynomial-based techniques is presented in Section 3.
The PPM interpolant is illustrated in Figure 2.
2.2. Piecewise quartic reconstruction
The Piecewise Quartic Method (PQM) (White and Adcroft (2008)) is a conservative, fifth-order accurate
interpolant, based on the reconstruction of a set of local quartic profiles
Q(ξ) = α0 + α1ξ + α2ξ
2 + α3ξ
3 + α4ξ
4. (8)
The coefficients αi ∈ R can be found by requiring that (8) conserve the local integral quantity q¯, in addition
to interpolating a pair of edge-value estimates (qL, qR), and edge-slope estimates (qL
′, qR′), defined at the
left/right grid-cell edges, respectively. These expressions can be written as a set of linear equations
1
2
∫ +1
−1
Q(ξ) dξ = q¯, Q(ξR) = qR, Q(ξL) = qL,
∂Q
∂ξ
(ξR) = q
′
R,
∂Q
∂ξ
(ξL) = q
′
L (9)
the solution of which leads to explicit expressions for the coefficients αi
α0
α1
α2
α3
α4
 = C
(5)

q¯
qR
qL
q′R
q′L
 , with C(5) =

15
8 − 716 − 716 116 − 116
0 34 − 34 − 14 − 14
− 154 158 158 − 38 38
0 − 14 14 14 14
15
8 − 1516 − 1516 516 − 516
. (10)
The PQM interpolant is completed through the selection of a suitable scheme to reconstruct local edge-value
estimates (qL, qR) and edge-slope estimates (qL
′, qR′). In this study, a family of explicit polynomial-based
techniques is presented in Section 3. The PQM interpolant is illustrated in Figure 2.
3. Edge estimates
The ppm and pqm interpolants described previously require that a set of edge-value and edge-slope
estimates be computed at the left and right edges of each grid-cell in the mesh. Following Colella and
Woodward (1984) and White and Adcroft (2008), such estimates can be computed via a secondary set
of edge-centered polynomial interpolants. In this study, such an approach is used to generate a family of
high-order explicit schemes.
4
Figure 2: Explicit edge reconstruction schemes, showing (i) a fourth-order accurate edge-centred approximation for the edge-
value at qi+ 1
2
and (ii) the pair of left and right biased cell-centred third-order accurate approximations to the edge-value q−
i− 1
2
and q+
i− 1
2
.
3.1. Explicit odd-degree schemes: P3E and P5E
A conservative, edge-centred, polynomial interpolant
Q(∆) = α0 + α1∆ + · · ·+ αn∆n−1, with ∆ = x− xi+ 12 (11)
can be defined about each interior edge xi+ 12 in the mesh, by requiring that (11) satisfy local conservation
constraints over a stencil Si+ 12 =
{
i− n2 + 1, . . . , i, i+ 1, . . . , i+ n2
}
, where the set Si+ 12 is symmetric about
the edge i+ 12 . These constraints can be expressed as a set of linear equations
∫ ∆Rj
∆Lj
Q(∆) d∆ =
∫ ∆Rj
∆Lj
[
1,∆, . . . ,∆n−1
]
d∆

α0
α1
...
αn
 = hj q¯j , ∀j ∈ Si+ 12 . (12)
Once (12) is assembled, it can be solved for the polynomial coefficients αi in (11). Noting that ∆ = 0 at
x = xi+ 12 , estimates for the edge-value and edge-slope at the edge xi can be computed through an evaluation
of (11) and its derivative, leading to
qi+ 12 = α0, and
(
∂q
∂x
)
i+ 12
= α1. (13)
Recalling that the PPM interpolant provides a locally third-order accurate reconstruction, a set of edge-
value estimates of at least third-order accuracy are required to preserve the formal order-of-accuracy of the
scheme. Following similar arguments, the PQM interpolant requires a set of fifth-order accurate edge-value
and edge-slope estimates in order to preserve formal accuracy. In this study, a pair of methods, based on
local cubic and quintic polynomials, are used to provide suitably high-order edge estimates for the PPM and
PQM schemes. The P3E scheme, based on a local cubic polynomial spanning the four grid-cells adjacent to
a given edge, provides a fourth-order accurate approximation to the edge-values, and a third-order accurate
approximation to the edge-slopes. The P5E scheme, based on a local quintic polynomial spanning the six
grid-cells adjacent to a given edge, provides a sixth-order accurate approximation to the edge-values and a
fifth-order accurate approximation to the edge-slopes. The P3E scheme exceeds the accuracy requirements
of the PPM interpolant, while the P5E scheme satisfies those of the PQM reconstruction. Given a uniform
grid-spacing, solutions to (12) lead to simple expressions for the coefficients αi. Explicit coefficients for the
P2E and P4E schemes are provided in Appendix A. For non-uniform grid-spacing, (12) can be factored via
numerical techniques.
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3.2. Explicit even-degree schemes: P2E and P4E
A conservative, cell-centred, polynomial interpolant
Q(∆) = α0 + α1∆ + · · ·+ αn∆n−1, with ∆ = x− 12 (xL + xR) (14)
can be defined about each interior grid-cell i in the mesh, by requiring that (14) satisfy local conservation
constraints over a stencil Si =
{
i− bn2 c, . . . , i− 1, i, i+ 1, . . . , i+ bn2 c
}
, where the set Si is symmetric about
the cell i. These constraints can be expressed as a set of linear equations
∫ ∆Rj
∆Lj
Q(∆) d∆ =
∫ ∆Rj
∆Lj
[
1,∆, . . . ,∆n−1
]
d∆

α0
α1
...
αn
 = hj q¯j , ∀j ∈ Si. (15)
Once (15) is assembled, it can be solved for the polynomial coefficients αi in (14). Given the cell-wise
interpolants (14), estimates for the edge-values and edge slopes can be computed by evaluating (14) and its
derivative at the grid-cell boundaries. Noting that two cell-wise interpolants are available for each interior
edge, estimates are computed using a mean value
qi+ 12 =
1
2
q−
i+ 12
+
1
2
q+
i+ 12
, and
(
∂q
∂x
)
i+ 12
=
1
2
(
∂q
∂x
)
−
i+ 12
+
1
2
(
∂q
∂x
)
+
i+ 12
(16)
where the local coordinate ∆ = xi+ 12 −
1
2 (xL + xR)
∓ is evaluated at the edge xi+ 12 and (·)−, (·)+ denote
an evaluation of the neighbouring cell-centred interpolants located to the left and right of the given edge
xi+ 12 respectively. In this study, a pair of even-degree methods, based on local quadratic and quartic
interpolants, are used to provide suitably high-order edge estimates for the PPM and PQM schemes. The
P2E scheme, based on a local quadratic polynomial spanning the three grid-cells adjacent to a given cell,
provides a third-order accurate approximation to the edge-values, and a second-order accurate approximation
to the edge-slopes. The P4E scheme, based on a local quartic polynomial spanning the five grid-cells
adjacent to a given cell, provides a fifth-order accurate approximation to the edge-values and a fourth-order
accurate approximation to the edge-slopes. The P2E scheme matches the accuracy requirements of the
PPM interpolant exactly, while the P4E scheme offers matching accuracy edge-value estimates for the PQM
interpolant, and edge-slope estimates of one order lower than required. Additional discussion of the P2E
and P4E schemes is presented in Appendix A.
3.3. Edge estimates at domain boundaries
The P2E, P3E, P4E and P5E interpolants presented previously all rely on a symmetric stencil of neigh-
bouring grid-cell values. In the vicinity of domain boundaries, such stencils do not exist. Following White
and Adcroft (2008), edge-estimates in such cases are computed using high-order one-sided techniques, in
which the value and slope of the nearest interior polynomial is extrapolated to the boundary edges.
4. Monotone slope-limiting
The PPM and PQM interpolants presented in Section 2 are not automatically guaranteed to respect local
monotonicity constraints, and may instead contain spurious oscillations and overshoots in the neighbourhood
of any sharp and/or poorly resolved features present in the underlying data. It is therefore necessary to apply
a suitable slope-limiting procedure to the reconstructed profiles Q(ξ), designed to modify the polynomial
coefficients to ensure that the limited profiles are adequately bounded with respect to adjacent cell-mean
values. In the following section, a pair of monotone slope-limiters for the PPM and PQM interpolants are
reviewed, designed to enforce exact cell-wise monotonicity within each grid-cell.
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4.1. Limiting PPM
Enforcing exact monotonicity for the PPM interpolant is a two-stage process, in which the edge-value
estimates qL and qR for each grid-cell are modified to ensure that the cell-wise profiles Qi(ξ) are bounded
by the set of neighbouring cell-mean values {q¯i−1, q¯i, q¯i+1}. In addition to suppressing spurious oscillations,
such a limiter ensures that the resulting PPM profiles obey a discrete maximum principle, and do not
introduce any new extrema in the underlying data. Following Colella and Woodward (1984), the action
of the slope-limiter is accomplished in two stages. Firstly the boundedness of the edge-value estimates is
checked and enforced, ensuring that each edge-value estimate is consistent with the neighbouring cell-mean
quantities. Secondly, the consistency of the cell-wise PPM profiles are themselves checked, and are modified
to ensure that they respect adjacent cell-mean values. This process can result in further modifications to
the edge-value estimates. The monotone limiter for the PPM reconstruction is described in detail in Colella
and Woodward (1984) and is summarised in Appendix B.
4.2. Limiting PQM
Consistent with the strategy discussed previously for PPM, the enforcement of monotonicity constraints
for the PQM reconstruction is again realised as a two-stage process, in which the edge-value and edge-slope
estimates (qL, qL
′) and (qR, qR′) are first modified to ensure that they respect the local distribution of cell-
mean data, followed by modifications to the grid-cell profiles Qi(ξ) themselves. The resulting monotone PQM
reconstruction is guaranteed to suppress spurious oscillations and to be free of new local extrema. Following
White and Adcroft (2008), the action of the slope-limiter is accomplished in multiple stages. Firstly the
boundedness of the edge-value estimates is checked and enforced, ensuring that each edge-value estimate is
consistent with the neighbouring cell-mean quantities. Secondly, the consistency of the edge-slope estimates
are evaluated, with the slopes modified to ensure that they are in agreement with a local linear estimate.
Finally, the consistency of the cell-wise PQM profiles are themselves checked, and are modified to ensure
that they respect the adjacent cell-mean values. This process can result in further modifications to both
the edge-slope and edge-value estimates. The monotone limiter for the PPM reconstruction is described in
detail in White and Adcroft (2008) and is summarised in Appendix C.
5. Non-oscillatory slope-limiting strategies
While the conventional monotonicity-preserving techniques described in Section 4 result in robust and
oscillation-free reconstructions, it is well-known (White and Adcroft, 2008; Zerroukat et al., 2010) that such
slope-limiters can seriously compromise the accuracy of the underlying high-order schemes. Recalling that
all local extrema are explicitly flattened by such methods, it is clear that monotonicity-preserving schemes
reduce to low-order representations in the neighbourhood of such features – even when they are sufficiently
smooth and well-resolved. While this degradation in accuracy is initially restricted to the grid-cells im-
mediately adjacent to such features, the associated numerical dissipation over time can lead to non-local
diffusive errors. It is clear that such behaviour is highly undesirable in the construction of low-dissipation,
high-order accurate numerical methods for transport phenomena. White and Adcroft (2008) report that the
use of monotonicity-preserving slope-limiters in a PPM- and PQM-based Aribtrary Lagrangian-Eulerian
remapping algorithm reduced the global order-of-accuracy of the schemes to second-order for a range of
one-dimensional test problems.
In this section, an alternative slope-limiting technique for both the PPM and PQM reconstructions
are described. Drawing on the well-known Weighted Essentially Non-Oscillatory (WENO) methodology,
originally introduced in Liu et al. (1994); Shu (1998), the alternative slope-limiter seeks to build a locally
smooth, non-oscillatory polynomial interpolant as a non-linear combination of local profiles. Importantly,
such an approach does not require that the piecewise interpolants be exactly monotone, but instead aims to
preserve the high-order accuracy of the underlying scheme when the data is smooth and well-resolved, while
also controlling spurious oscillations near sharp and/or under-resolved features. Compared to conventional
WENO schemes, the approach presented here does not require the computation of multiple polynomial
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reconstructions for each grid-cell, but instead relies on the local profiles that arise naturally in the PPM and
PQM schemes. Such a process greatly improves computational efficiency.
5.1. A WENO-type slope-limiter
Based on a WENO-type philosophy (Dumbser and Ka¨ser, 2007), it is proposed that a smooth, essen-
tially non-oscillatory polynomial reconstruction be obtained within each grid-cell as a non-linear convex
combination of the natural and monotone-limited PPM or PQM polynomials
Qi(x) = wˆi,nQˆi,n(x) + wˆi,mQˆi,m(x). (17)
Here Qi(x) is the final, non-oscillatory polynomial reconstruction for a given grid-cell, Qˆi,n(x) and Qˆi,m(x)
are the so-called natural and monotone-limited polynomial reconstructions associated with the same grid-
cell, and wˆi,n, wˆi,m ∈ R+ are a pair of non-linear weights, defined such that wˆi,n + wˆi,m = 1. The natural
interpolant Qˆi,n(x) is simply the unlimited polynomial profile that is obtained from the unmodified PPM
or PQM reconstruction. The monotone-limited profiles Qˆi,m(x) are those produced by the monotone slope-
limiting strategies presented in Section 4. The non-linear combination (17) defines a blending between the
natural and monotone-limited grid-cell polynomial profiles. The idea of blending whole grid-cell profiles
according to WENO-like weights is adapted from Dumbser and Ka¨ser (2007), in which a WENO-type
scheme was developed for unstructured computational grids. The use of related methods for the Piecewise
Parabolic Method has previously been investigated by Blossey and Durran (2008).
An optimal slope-limiting strategy can be developed using (17) by noting that: (i) the natural interpolant
Qˆi,n(x) automatically provides a full-order accurate reconstruction, including at smooth extrema, and (ii)
the monotone-limited profile Qˆi,m(x) provides a non-oscillatory representation about sharp and/or under-
resolved regions. Given such behaviour, the task is to define the pair of non-linear weights wˆi,n and wˆi,m such
that wˆi,n → 1 and wˆi,m → 0 when the underlying data is sufficiently smooth and, conversely, that wˆi,n → 0
and wˆi,m → 1 for grid-cells that lie in the neighbourhood of discontinuous features. Such a weighting scheme
can be realised through the use of an oscillation-indicator – a scalar value computed for each grid-cell in the
mesh that is designed to provide a measure of the relative smoothness of the local distribution of cell-mean
data q¯i. In the standard WENOframework (Shu, 1998), oscillation indicators are defined as a function of
the higher-order derivative terms associated with a particular grid-cell reconstruction Qi,j(x), such that
βi,j =
d∑
m=1
∫
hi
h2m−1i
(
∂mQi,j
∂xm
)
2 dx, (18)
where the factors hαi are included to ensure that (18) is scale independent. Grid-cells that contain discon-
tinuous and/or poorly-resolved data have βi,j  1. Following Blossey and Durran (2008), an approximation
to the integral oscillation indicators is used in this study to improve computational efficiency, such that
βi,j =
(
hi
∂pij
∂x
(mi)
)
2 +
(
h2i
∂2pij
∂x2
(mi)
)
2, (19)
where hi is the width of the i-th grid cell, x = mi is the grid-cell midpoint and pij(x) is a local quadratic
approximation pij(x) = pˆi0 + pˆi1x + pˆi2x
2, defined for each grid-cell in the mesh. The quadratic profile is
computed as a local conservative interpolant
∫
hj
pii(x) dx =
∫
hj
[1, x, x2] dx
pˆi0pˆi1
pˆi2
 = hj q¯j , for j = i− 1, . . . , i+ 1. (20)
Note that in (19), computation of the oscillation indicator βi,j requires the evaluation of the derivatives
of each of the j ∈ Si polynomials pij(x) associated with the stencil of the i-th grid-cell. The first- and
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Figure 3: The variation of the non-linear weights wˆn and wˆm with the relative smoothness ratio σβ . Larger values (σβ  1)
indicate the underlying data is locally non-smooth.
second-derivatives of the polynomials pij(x) only need to be computed once for each grid-cell and then re-
used in the calculation of the various neighbouring βi,j . In this way, the functions pij(x) do not need to be
re-computed multiple times. The use of the secondary reconstruction pii(x) to locate discontinuities in the
underlying data is related to so-called troubled-cell techniques, previously explored by a range of authors
including Balsara et al. (2007) and Qiu and Shu (2005).
Extending ideas introduced by Dumbser and Ka¨ser (2007) and Blossey and Durran (2008), a heuristic
strategy is proposed for the determination of the non-linear weights wˆi, based on the distribution of βi,j
over the stencil Si = {i− w, . . . , i+ w}, where w is the width of the stencil associated with each grid-cell.
A pair of non-linear weights are defined, such that
wi,n =
λn(
¯+ max
j∈Si
(βi,j)
)
r , wi,m =
λm(
¯+ min
j∈Si
(βi,j)
)
r (21)
where λn, λm ∈ R+ are the so-called linear-weights associated with the natural and monotone-limited
profiles, r ∈ Z+ is a scalar coefficient that controls the non-linearity of the weighting scheme, and ¯ is a
small constant, introduced to prevent division by zero. The normalised non-linear weights are subsequently
obtained via a simple re-scaling
wˆi,n =
wi,n
wi,n + wi,m
, wˆi,m =
wi,m
wi,n + wi,m
(22)
where wˆi,n + wˆi,m = 1 by construction. Examining expressions (21)–(22), it can be seen that the non-linear
weights wˆi,n and wˆi,m are determined based on the relative difference in βi,j over the stencil Si. Specifically,
when the ratio
σβ =
max (βi,j)
min (βi,j)
(23)
is sufficiently small, such that σβ ' 1, the denominators in expressions (21) are of similar magnitude, and
the normalised weights approximate the linear values, such that wˆi,n ' λn and wˆi,m ' λm as a result.
Conversely, when the stencil contains sufficiently different smoothness indicators, such that σβ  1, the
relative magnitude of wˆi,m is increased. This effect is amplified by selecting larger values of the exponent r,
increasing the non-linear response of the scheme.
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Such behaviour can be used to construct a non-linear slope-limiting strategy that combines good ac-
curacy and non-oscillatory characteristics. By selecting a sufficiently large linear weight λn  1 for the
natural profile and a correspondingly small linear weight λm ' 1 for the monotone-limited profile, the re-
sulting non-linear weights tend to wˆi,n → 1 and wˆi,m → 0 when the underlying data is sufficiently smooth.
Such behaviour ensures that the high-order accurate interpolant Qi(x) ' Qˆi,n(x) is selected in such cases.
Conversely, by selecting a sufficiently large exponent r > 1, the non-linear weights tend to wˆi,n → 0 and
wˆi,m → 1 when the underlying data is non-smooth, ensuring that the robust and non-oscillatory monotone-
limited profile Qi(x) ' Qˆi,m(x) is selected. The rate of transition between these two limiting states is
governed by the choice of the exponent r. Following Dumbser and Ka¨ser (2007), values of λn = 10
9,
λm = 10
0, r = 6 and ¯ = 10−12 are used throughout this study. See Figure 5.1 for an illustration of the
relationship between the non-linear weights and the relative smoothness measure σβ .
In Blossey and Durran (2008), a related non-oscillatory methodology was used to achieve a so-called
selective monotonicity-preserving PPM reconstruction, where the natural PPM profiles Qˆi,n(x) were replaced
with a monotone reconstruction Qˆi,m(x) when the relative smoothness ratio was sufficiently large (σβ ≥
σ¯β). This smoothness threshold, σ¯β was specified as a user-defined parameter. While such a scheme
was designed to achieve similar outcomes to the WENO-type slope-limiting techniques presented here,
the method of ‘switching’ between the natural and monotone-limited profiles represents a key difference
in approach. Specifically, in Blossey and Durran (2008), the polynomial reconstruction is assembled in a
discontinuous fashion, with purely unlimited polynomials Qi(x) ← Qˆi,n(x) selected when σβ < σ¯β , and
purely monotone profiles Qi(x) ← Qˆi,m(x) selected otherwise. This strategy appears to be similar in
spirit to the original Essentially Non-Oscillatory (ENO) methods of Harten et al. (1987). In contrast, the
slope-limiting strategy presented in the current work is based on a continuous blending of the natural and
monotone profiles Qˆi,n(x) and Qˆi,m(x), consistent with WENO-type techniques.
Application of the WENO-type slope-limiting techniques to the PPM and PQM interpolants described
in Sections 2–4 can be summarised as follows:
1. Compute and store the oscillation indicator coefficients (19) for each grid-cell. Specifically, the cell-
centred first- and second-derivatives of the indicator polynomials pii(x) are calculated and stored.
2. Compute the natural and monotone-limited grid-cell polynomials Qˆi,n(x) and Qˆi,m(x), as per Sec-
tions 2–4.
3. Blend the natural and monotone-limited profiles within each grid-cell according to (17), using the
WENO-like non-linear weights computed from (19).
6. A Semi-Lagrangian formulation for advective transport
The construction of robust, high-order accurate numerical methods for the solution of advective transport
problems remains a critical and challenging problem in many areas of physical modelling. The transport of
a scalar quantity q = q(x, t) is subject to
∂q
∂t
+∇ · (uq) = S, (24)
where u = u(x, t) is a general velocity field and S = S(x, t) represents sources and sinks of the quantity
q. In this section, the high-order piecewise polynomial interpolants described in Sections 2–5, are used to
define a semi-Lagrangian framework for the solution of (24). The construction of both one-dimensional and
direction-split multi-dimensional schemes are discussed.
6.1. A one-dimensional framework
Assuming a source-free, one-dimensional flow, the advective transport equation (24) can be written in a
Lagragian frame of reference, such that
Dq
Dt
= 0, (25)
10
where D(·)/Dt = ∂(·)/∂t+∇ · (u(·)) is the material derivative. Adopting a finite-volume discretisation of (25)
over a set of deforming control-volumes Ω(x, t) that move with the velocity u(x, t), the discrete variables are
updated at each time-step according to(∫
Ωi
Q(x) dx
)
t+∆t
i =
(∫
Ωi
Q(x) dx
)
t
i, (26)
where (26) is simply a statement of exact mass conservation. Compared to flux-based formulations, it is
important to note that the use of (26) does not impose restrictions on the size of the time-step due to
CFL-type constraints (Courant et al., 1967). The discretisation of (25) is completed by selecting a suitable
time-integration scheme for the evolution of the control-volumes Ω(x, t) = xi+1 − xi, here, simply the one-
dimensional grid-cells spanning the points xi. In the semi-Lagrangian framework, the position of the points
xn+1i at t = t
n+1 are simply the positions of the fixed one-dimensional target grid. Correspondingly, the
position of the so-called departure-points x∗i at t = t
n can be found by integrating the set of ode’s
dx∗i
dt
= u(x, t), x∗i (t
n+1) = xi (27)
backwards in time, from t = tn+1 to t = tn. Such a process positions the points x∗i according to the
characteristics associated with the flow. In this study, (27) is integrated using a fourth-order Runge-Kutta
method (Butcher, 1996). Once the positions of the departure points have been calculated, the integral
term on the right hand side of (26) is evaluated via a two-step process. Firstly, a piecewise polynomial
reconstruction Qti(x) is computed using the existing cell-mean data q¯
n
i on the current mesh x
n
i . Secondly,
the grid-cell integral terms appearing on the right hand side of (26) are evaluated by integrating Qni (x) over
the deformed departure grid x∗i , via(∫
Ωi
Q(x) dx
)
t
i =
∑
j
∫ xnj+1
xnj
Qnj (x) dx, ∀Ωnj ∩ Ω∗i 6= ∅, (28)
where the summation is taken over the set of all grid-cells j in the existing mesh Ωnj that intersect with a
departure cell Ω∗i . The time-stepping procedure is completed by computing the new cell-mean distribution
from (28), such that
q¯n+1i =
1
hi
∑
j
∫ xnj+1
xnj
Qnj (x) dx
. (29)
A single step of the one-dimensional semi-Lagrangian algorithm described previously can be summarised
as follows:
1. Calculate the position of the departure points x∗i by integrating (27) backwards in time, from t = t
n+1
to t = tn.
2. Reconstruct the piecewise polynomial interpolants Qti(x) from the cell-mean data q¯
n
i on the existing
mesh xni at t = t
n, using either the PPM or PQM reconstructions described in Sections 2, 4 and 5.
3. Compute the grid-cell integrals (28), by integrating the polynomial profiles Qni (x) over the deformed
departure control volumes Ω∗i = x
∗
i+1 − x∗i via (28).
4. Calculate the new cell-mean distribution q¯n+1i by scaling the grid cell integrals (28) by the grid-cell
widths hi.
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6.2. Multiple dimensions: direction splitting
The one-dimensional semi-Lagrangian algorithm described previously can be extended to handle multi-
dimensional advection problems using a Strang splitting approach (Easter, 1993; Blossey and Durran, 2008)
q¯
(1)
i,j =
1
∆xi
(∑
k
∫ x(n)k+1
x
(n)
k
Q
(n)
k (x) dx
)
(30)
q¯n+1i,j =
1
∆yj
(∑
k
∫ y(1)k+1
y
(1)
j
Q
(1)
k (y) dy
)
(31)
where each sub-step is an application of the full one-dimensional algorithm described previously. A second-
order accurate time integration is achieved by exchanging the order of the x and y integrations at odd or
even numbered time-steps, respectively.
7. Experimental results
The PPM and PQM piecewise polynomial interpolants presented in Sections 2, 4, 5 and the high-order
semi-Lagrangian advection scheme presented in Section 6, were applied to a range of benchmark prob-
lems designed to test their effectiveness and computational efficiency. The accuracy and relative efficiency
of the various monotonicity-preserving and WENO-type slope-limiting strategies was examined in detail.
The reconstruction methods were implemented in the PPR (Piecewise Polynomial Reconstruction) library
(Engwirda and Kelley, 2016) using Fortran-95.
7.1. One-dimensional remapping
The performance of the PPM and PQM reconstructions was assessed using a series of comparative
‘remapping’-type tests adapted from White and Adcroft (2008). These test cases serve as a proxy for the
remapping-type operations performed in generalised vertical coordinate atmospheric and oceanic circulation
models. Given an initial profile Q(0)(x) and a uniform one-dimensional grid x
(0)
i , a variant of the semi-
Lagrangian algorithm described in Section 6 was used to iteratively ‘remap’ the profile onto a sequence of
non-uniform grids. Following White and Adcroft (2008), each remapping cycle was implemented in two-
steps: first transferring the profile Qn(x) from the uniform grid x(0) to a randomised, non-uniform grid
x(1), before reversing the process, and transferring Q(1)(x) back to the uniform grid x(0). In addition to a
non-uniform grid-spacing, the intermediate grid x(1) was constructed to contain 10% fewer grid-points.
The performance of the various polynomial reconstructions was first assessed using the smooth initial
profile
Q(0) = e−(x+6)
2
+
3
4
e−
1
2 (x+3)
2
+
2
3
e−x
2
+
1
2
e−
1
2 (x−3)2 +
1
3
e−(x−6)
2
, (32)
chosen to provide a simple and yet non-trivial profile for which asymptotic rates of convergence can be
expected. The results of the iterative remapping experiments after 250 iterations are shown in Figure 7.1,
including results for both the PPM and PQM interpolants coupled with either the monotone or WENO-type
slope limiters. Methods prefixed ‘N-’ denote unlimited methods, those prefixed ‘M-’ denote the monotone
schemes, and those prefixed ‘W-’ refer to the WENO-based techniques. Calculations were performed using
N = 50. Results are shown for the third- and fifth-order accurate P2E and P4E edge estimate schemes,
respectively, although performance using the P3E and P5E approximations was found to be little different.
Based on visual inspection, it is clear, firstly, that both the monotone and WENO limited PQM interpolants
offer improved accuracy compared to the equivalent PPM schemes. Recalling that the PQM interpolant is a
nominally fifth-order accurate method in contrast to the third-order accurate PPM scheme, such results are
consistent with expectations. Secondly, it is clear that the use of the WENO-type slope-limiters for both
the PPM and PQM reconstructions leads to significantly improved accuracy, with both methods resolving
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Figure 4: Comparison of PPM and PQM reconstruction techniques for the smooth one-dimensional remapping test case at
N = 50. Profiles are shown after 250 remapping steps. Series prefixed with an ‘N-’ denote results obtained using the natural
(unlimited) reconstructions. Series prefixed with ‘W-’ denote results obtained using the WENO-type limiter. Series prefixed
with ‘M-’ denote results obtained using the standard monotone limiters.
the smooth peaks present in the profile. In the case of the W-PQM schemes the level of induced numerical
dissipation is so low that the reconstructed profile is essentially indistinguishable from the exact function.
In contrast, both the M-PPM and M-PQM schemes result in a clear flattening of the smooth peaks present
in the underlying profile. Noting that the W-PPM and W-PQM schemes are no more diffusive than the
unlimited N-PPM and N-PQM reconstructions, it is clear that the WENO-type slope-limiter imposes very
low levels of additional numerical dissipation.
The performance of the various interpolants was assessed quantitatively, with a mesh refinement study
used to establish both the effective order of accuracy of each of the methods, and to contrast their relative
computational efficiencies. In Figure 7.1, the results of the mesh refinement study are presented, showing
the variation in the L2-errors with increasing mesh resolution. Results were reported after 10,000 remapping
cycles, and were obtained for the various combinations of interpolant, slope-limiter and edge approximation
schemes available. Most importantly, these results illustrate the effectiveness of the new WENO-type slope-
limiter, showing that both the PPM and PQM based methods achieve fully third- and fifth-order accuracy
when the WENO-type limiter is selected. In contrast, methods based on the monotone schemes are seen to
display only second-order behaviour, irrespective of the nominal order of accuracy of the underlying PPM
or PQM reconstructions. In addition to improved asymptotic performance, the WENO limited schemes are
also seen to outperform the monotone methods in terms of absolute error magnitudes, with the W-PQM
scheme reducing the L2-error by up to five orders of magnitude when compared to M-PQM. The W-PPM
scheme was typically found to outperform both the M-PQM and M-PPM schemes by a smaller margin.
Results using the various cell- and edge-centred approximation schemes showed little variation.
The relative computational efficiency of the various one-dimensional reconstruction schemes is illustrated
in Figure 7.1, showing the total computational effort required to achieve a certain level of L2-error for each
of the various interpolants. These results again illustrate the benefits of the new WENO-based slope-
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Figure 5: Results for the one-dimensional remapping test case, showing the convergence of L2-error (‖‖2) with the number of
grid-cells (N). Errors are calculated after 10,000 remapping steps. Series prefixed with ‘W-’ denote results obtained using the
WENO-type limiter. Series prefixed with ‘M-’ denote results obtained using the standard monotone limiters. Additional series
illustrating |m| = {2, 4, 6}-th order convergence are shown for convenience.
limiting techniques, showing that both the W-PPM and W-PQM schemes are significantly more efficient
than their monotone counterparts. These results also show that when comparing the monotone PPM and
PQM interpolants only, there is no net benefit to be gained by using the higher-order PQM scheme, with
the gains in accuracy offset by an increased computational burden. Overall, the W-PQM scheme was found
to clearly outperform the other candidate schemes, offering significantly reduced error magnitudes at similar
levels of computational burden for all but the coarsest resolutions. Considering total computational effort
alone, it can be seen that use of the WENO-based schemes W-PPM and W-PQM, result in only marginal
increases to overall runtime, with 10–20% increases observed compared to the respective monotone methods.
7.2. A one-dimensional example containing sharp features
The performance of the various PPM and PQM reconstruction schemes was also assessed for the non-
smooth profile
Q(0) =

4
10 , if (x ≥ −7 and x < −3)
12
10 , if (x ≥ −3 and x < +1)
8
10 , if (x ≥ +1 and x < +4)
e−
1
2 (x−9)2 , otherwise
(33)
The smooth Gaussian profile in (33) is positioned to intersect with the right boundary to test the perfor-
mance of the boundary extrapolation techniques described in Section 3. Results for both the PPM and
PQM interpolants are reported in Figure 7.2, showing the various reconstruction profiles after 250 remap-
ping iterations, consistent with previous experiments. In all cases, it is clear that both the slope-limiting
and boundary extrapolation strategies perform as expected, with the monotone- and WENO-limited PPM
and PQM profiles shown to smoothly interpolate the discontinuous region of the data without overshoots,
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Figure 6: Results for the one-dimensional remapping test case, showing the relationship between L2-error (‖‖2) and overall
runtime (t). Tests were run using a 2.4GHz Intel i7 processor. Errors are calculated after 10,000 remapping steps. Times are
reported in seconds and are the average of three runs. Series prefixed with ‘W-’ denote results obtained using the WENO-type
limiter. Series prefixed with ‘M-’ denote results obtained using the standard monotone limiters. Results biased towards the
lower-left portion of the graph indicate greater relative efficiency.
while the WENO-limited profiles are shown to smoothly extrapolate the Gaussian profile at the right-hand
boundary. It is clear that the unlimited N-PPM and N-PQM profiles contain spurious oscillations adjacent
to the discontinuous features in the data. Consistent with previous results, it can be seen that WENO-based
W-PPM and W-PQM interpolants outperform the respective monotone schemes near the smooth features in
the data, with the additional numerical dissipation leading to a flattening of both the M-PPM and M-PQM
profiles at the right-hand boundary. Overall, the high-order W-PQM interpolant is again shown to offer
superior performance, offering the best representation of both the smooth and discontinuous features in the
underlying data.
7.3. Two-dimensional solid-body rotation
The performance of the various reconstruction schemes was also assessed for two-dimensional scalar
advection, with the direction-split semi-Lagrangian algorithm described in Section 6 used to integrate a
series of benchmark problems. The following initial condition
Q0 =

+1, if
(
15
100 ≤ x ≤ 65100 and − 25100 ≤ y ≤ 25100
)
e(−50((x+
40
100 )
2−(y+ 10100 )2))
+ 45 e
(−25((x+ 30100 )2−(y− 20100 )2))
, otherwise
(34)
consisting of a pair of Gaussian profiles and a discontinuous ‘hat’ function was utilised, providing a assessment
of the various schemes for both smooth and discontinuous solution features. In the first test-case, the initial
profile (34) was subject to a solid-body rotational flow, given by
u(x, y) = −y xˆ+ x yˆ. (35)
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Figure 7: Comparison of PPM and PQM reconstruction techniques for the non-smooth one-dimensional remapping test case
at N = 60. Profiles are shown after 250 remapping steps. Series prefixed with an ‘N-’ denote results obtained using the natural
(unlimited) reconstructions. Series prefixed with ‘W-’ denote results obtained using the WENO-type limiter. Series prefixed
with ‘M-’ denote results obtained using the standard monotone limiters.
The direction-split semi-Lagrangian presented in Section 6 was used to integrate the scalar advection equa-
tion (24) over four complete revolutions. This process is illustrated in Figure 7.3. Importantly, note
that solid-body rotation does not result in a deformation of Q(x, y) over time. Consistent with the one-
dimensional experiments presented previously, the solid-body rotation test was computed using the various
combinations of the PPM and PQM reconstruction techniques, including both monotone and WENO-type
slope-limiters. Additionally, a fully-unlimited reconstruction was also calculated. Contours of Q(x, y) are
presented in Figure 7.3, with the unlimited, monotone, and WENO-based PPM schemes shown in the left
column, and the associated PQM-based solutions shown on the right. All results were computed using a
uniform 100×100 grid and a CFL number of 1. Results are calculated using the P2E and P4E edge-estimates
for the PPM- and PQM-based schemes, respectively, though little variation was observed between the cell-
and edge-centred formulations.
An inspection of the contours shown in Figure 7.3 demonstrates that both the monotone and WENO-
type slope-limiting strategies for the PPM- and PQM-based semi-Lagrangian schemes result in acceptable
solutions to the solid-body rotation problem. As expected, schemes based on the unlimited reconstructions
are seen to incorporate strong non-physical oscillations in the neighbourhood of the discontinuous hat profile.
Both the monotone and WENO-based schemes, on the other hand, result in essentially oscillation-free
solutions. Further inspection of the contour plots shown in Figure 7.3 confirms that many of the conclusions
drawn previously for the one-dimensional experiments are applicable – that the W-PPM and W-PQM
reconstructions preserve high-order accuracy near smooth local extrema while also suppressing spurious
oscillations near sharp features. Additionally, it can be seen that the M-PPM and M-PQM schemes result
in a significant flattening of the smooth peaks in the profile. Overall, it is clear that the W-PQM based
scheme leads to the most accurate solution, recovering a near-exact representation of the smooth features
in the profile.
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Figure 8: Snapshots of the two-dimensional solid rotation test case, showing contours of the tracer Q over a complete cycle
(counter-clockwise from top-right). Contours are drawn at intervals of 0.1 between −0.25 and +1.25. Results were obtained
using the W-PQM/P4E scheme on a 200× 200 grid.
7.4. Shearing flow on the sphere
The performance of the high-order advection schemes was also assessed using a more challenging problem,
in which a non-uniform circulatng flow on the surface of a sphere was used to advect a passive tracer. In
this test-case, the high-order PPM- and PQM-based reconstruction methods were implemented within the
MITgcm (Marshall et al., 1997) – a finite-volume type general-circulation model used for planetary climate
studies. Consistent with the approach described in Section 6, multi-dimensional advection in the MITgcm
is achieved using a direction-splitting approach on a logically-rectangular cubed-sphere grid. The velocity
field in this test-case is given by
u(ψ, θ) = (A cos(αψ) sin(βθ) + γ) ψˆ −B sin(αψ) cos(βθ) θˆ, (36)
with α = 4, β = 2, γ = 2, A = 8 and B = 16. The initial tracer profile consists of a Gaussian hat, centred
at 35◦N and 180◦E. In this problem, the tracer distribution is advected from West-to-East, following an
oscillatory ‘snake’-like trajectory over the equator. In addition to the constant Easterly drift, the velocity
field induces significant shear and deformation over time. See Figure 7.4 for the time evolution of the
tracer field. Due to the deformation of the profile and application to the curvilinear cubed-sphere grid,
this benchmark represents a significantly more stringent test of the advection algorithms than the two-
dimensional solid rotational flow presented previously.
Results were computed using the WENO-based PPM and PQM interpolation schemes, in addition to a
set of existing finite-volume type algorithms already implemented in the MITgcm. Specifically, the DST-3
(Hundsdorfer et al., 1995) (third-order accurate direct space-time with flux-limiting) and OS7-MP (Daru
and Tenaud, 2004) (seventh-order accurate one-step method with monotonicty presvering slope-limiting)
were included in the comparison, with the DST-3 scheme expected to offer similar performance to the
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Figure 9: Results for the solid rotation test case. Results are shown after four complete cycles (t = 8pi). Contours are drawn
at intervals of 0.1 between −0.25 and +1.25 with additional levels also drawn at ±1× 10−4, +0.99 and +1.01. Results for all
schemes were obtained using a 100× 100 grid.
PPM-type methods, and the OS7-MP scheme expected to compete with the PQM-type approaches. Results
were computed using the P3E and P5E edge-estimates for the PPM- and PQM-based schemes, respectively.
Contours for the final time-slice are shown in Figure 7.4, illustrating that, in a qualitative sense, there is
good agreement between the schemes. All methods are found to result in smooth advection of the tracer,
without appreciable under- or over-shoots. Based on the magnitude of the contour plot, it is clear that the
DST-3 scheme is significantly more diffusive than the other methods. The magnitude of spurious numerical
diffusion for each scheme was analysed by tracking the maximum tracer value max(Q¯i,j) at each step of
the simulation, with less diffusive methods showing a better preservation of the initial maximum. These
trends are shown in Figure 7.4, demonstrating that (i) the DST-3 scheme is indeed the most diffusive of the
methods studied, (ii) the W-PPM/P3E and OS7-MP schemes lead to similar behaviour for this test-case,
and (iii) the W-PQM/P5E scheme is the least diffusive scheme included in the current study. Overall, it is
clear that the W-PQM/P5E scheme resulted in the most accurate solution.
8. Conclusions
A new slope-limiting procedure for the piecewise parabolic and piecewise quartic reconstruction methods
(PPM and PQM) has been developed, based on a variation of the well-known WENO methodology. In
contrast to conventional monotonicity preserving formulations, the new WENO-type slope-limiter has been
designed to reconstruct smooth, essentially non-oscillatory polynomial profiles based on a non-linear com-
bination of the natural and monotone-limited PPM and PQM polynomials. Such a formulation is designed
to preserve high-order accuracy at smooth and well-resolved local extrema. Based on a comprehensive set
of one-dimensional benchmarks, it has been demonstrated that the new WENO-limited PPM and PQM
interpolants are effective in practice – able to preserve high-order accuracy at smooth local extrema whilst
18
Figure 10: Snapshots of the shearing test case on the cubed-sphere grid, showing the evolution of a tracer Q over time. Results
were obtained using the W-PQM/P5E scheme on a conformal cubed-sphere grid, as implemented in the MITgcm. Each cube
face consists of a 32× 32 curvilinear grid.
simultaneously suppressing spurious oscillations in the neighbourhood of sharp and/or poorly resolved fea-
tures. Specifically, it has been shown that the new W-PPM and W-PQM interpolants exhibit smooth third-
and fifth-order spatial accuracy when the underlying data is sufficiently smooth. Additionally, it has been
demonstrated that these methods are efficient in practice, requiring only a 10–20% increase in computa-
tional effort for substantial reductions in numerical error. Based on comparisons of relative efficiency, it
has been shown that the new W-PQM interpolant offers superior overall performance, while the W-PPM
reconstruction scheme outperforms the associated monotone techniques by a smaller margin.
The new PPM and PQM reconstruction schemes were subsequently used to construct a high-order accu-
rate Arbitrary-Lagrangian-Eulerian algorithm for advective transport problems. This method was extended
to handle multi-dimensional problems through a direction-splitting approach using the MITgcm. These
methods were applied to a set of two-dimensional scalar transport problems, including a solid rotational
flow, and a shearing flow on the surface of the sphere. Consistent with the one-dimensional analysis, it was
shown that the ALE formulations based on the new W-PPM and W-PQM interpolants were highly effective
in practice, providing high-order accurate and essentially oscillation-free scalar advection. Performance for
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(i) (ii)
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Figure 11: Results for the shearing test case on the cubed-sphere grid, showing the final tracer distributions obtained using
the advection schemes: (i) 3-DST, (ii) W-PPM/P3E, (iii) OS7-MP, and (iv) W-PQM/P5E.
the new methods was shown to be superior to that of other well-known finite-volume type approaches. In
contrast to conventional monotonicity preserving methods, it has been demonstrated that significant im-
provements in accuracy can be achieved when using the new WENO-based schemes when the underlying
solution features are sufficiently smooth.
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Appendix A. Explicit edge-estimates
Given a uniform mesh-spacing h, explicit formulations for the P2E, P3E, P4E and P5E edge-estimates
can be obtained. Specifically, estimates are given by
• P3E scheme:
qi+ 12 = −
1
12
qi−2 +
7
12
qi−1 +
7
12
qi − 1
12
qi+1 (A.1)(
∂q
∂x
)
i+ 12
=
1
h
(
+
1
12
qi−2 − 15
12
qi−1 +
15
12
qi − 1
12
qi+1
)
(A.2)
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Figure 12: Reduction in maximum tracer value over time in the shearing advection tests on the cubed-sphere grid, showing
the variation amongst numerical advection schemes. Less reduction is better. The schemes include: (i) DST-3: a third-order
accurate direct space-time method, (ii) OS7-MP: a 7th-order one-step method with a montonicity-preserving slope-limiter, (iii)
W-PPM/W3E: the WENO-limited piecewise parabloic method, and (iv) W-PQM/W5E: the WENO-limited piecewise quartic
method.
• P5E scheme:
qi+ 12 =
1
60
qi−3 − 8
60
qi−2 +
37
60
qi−1 +
37
60
qi − 8
60
qi+1 +
1
60
qi+2 (A.3)(
∂q
∂x
)
i+ 12
=
1
h
(
− 1
90
qi−3 +
5
36
qi−2 − 49
36
qi−1 +
49
36
qi − 5
36
qi+1 +
1
90
qi+2
)
(A.4)
• P2E scheme:
q+
i− 12
= +
2
6
qi−1 +
5
6
qi − 1
6
qi+1 (A.5)
q−
i+ 12
= −1
6
qi−1 +
5
6
qi +
2
6
qi+1 (A.6)(
∂q
∂x
)
+
i− 12
=
1
h
(−qi−1 + qi) (A.7)(
∂q
∂x
)
−
i+ 12
=
1
h
(−qi + qi+1) (A.8)
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• P4E scheme:
q−
i+ 12
= − 3
60
qi−2 +
27
60
qi−1 +
47
60
qi − 13
60
qi+1 +
2
60
qi+2 (A.9)
q+
i+ 12
= +
2
60
qi−2 − 13
60
qi−1 +
47
60
qi +
27
60
qi+1 − 3
60
qi+2 (A.10)(
∂q
∂x
)
−
i+ 12
=
1
h
(
+
1
12
qi−2 − 15
12
qi−1 +
15
12
qi − 1
12
qi+1
)
(A.11)(
∂q
∂x
)
+
i+ 12
=
1
h
(
+
1
12
qi−1 − 15
12
qi +
15
12
qi+1 − 1
12
qi+2
)
(A.12)
Appendix B. Monotone slope-limiting for PPM
The PPM and PQM slope-limiters rely on an evaluation of the local left-, right- and centre-biased
piecewise linear slope estimates (White and Adcroft (2008))
σR = 2
(
q¯i+1 − q¯i
hi
)
, σC = 2
(
q¯i+1 − q¯i−1
hi−1 + 2hi + hi+1
)
, σL = 2
(
q¯i − q¯i−1
hi
)
. (B.1)
A limited linear slope σ is defined for each grid-cell via the well-known minmod function, denoted here
minmod(·), such that
σ = minmod(σC,minmod(σR, σL)) (B.2)
where
minmod(a, b) =

a, if (ab > 0) and (|a| ≤ |b|),
b, if (ab > 0) and (|b| ≤ |a|),
0, otherwise
(B.3)
Appendix B.1. Limiting edge-estimates
Firstly, local extrema are detected and subsequently flattened, such that qL = qR = q¯. This process
imposes piecewise constant profiles in the affected grid-cells. Local extrema correspond to local peaks or
troughs in the cell-mean distribution, and are detected when
(q¯i+1 − q¯i)(q¯i − q¯i−1) ≤ 0. (B.4)
Following the flattening of local extrema, the boundedness of edge-values is enforced. An edge value is
unbounded if it lies outside the range of adjacent cell-mean values. In such cases, the edge-value estimate
is replaced with a slope-limited linear interpolation. The bounded edge-value estimates q˜L and q˜R can be
expressed as
q˜L =
{
q¯i − 12hiσ, if ((q¯i − qL)(qL − q¯i−1) ≤ 0),
qL, otherwise
(B.5)
q˜R =
{
q¯i +
1
2hiσ, if ((q¯i+1 − qR)(qR − q¯i) ≤ 0),
qR, otherwise
(B.6)
where use of the limited linear slope σ ensures that q˜L and q˜R lie between the adjacent cell-mean values.
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Appendix B.2. Limiting grid-cell profiles
At this stage, local extrema have been flattened and edge-value estimates are bounded, but local mono-
tonicity can still be violated due to the presence of local turning points in the grid-cell profiles Q(ξ).
Following Colella and Woodward (1984), the coefficients of the grid-cell profiles can be modified to move
any internal turning points onto the closest grid-cell boundary. Recalling the form of the PPM interpolant
(5), the location of the turning point can be expressed as
ξT = −1
2
α1
α2
. (B.7)
When ξT is internal to a grid-cell, such that ξT ∈ [−1,+1], the opposing edge-value estimate is modified to
move ξT onto the nearest grid-cell edge
if (ξT ∈ [−1,+0]), qR ← 3q¯ − 2qL (B.8)
if (ξT ∈ [+0,+1]), qL ← 3q¯ − 2qR (B.9)
Following these final modifications to the edge-values, the resulting slope-limited PPM interpolant is guar-
anteed to enforce exact monotonicity.
Appendix C. Monotone slope-limiting for PQM
Appendix C.1. Limiting edge-estimates
Consistent with the PPM slope-limiting formulation presented previously, the edge-value estimates are
first modified to flatten any local extrema, and to satisfy local boundedness constraints. This process is
identical to that described previously via expressions (B.4) and (B.5). Additionally, the consistency of the
edge-slope estimates are checked against a local piecewise linear approximation. Specifically
q˜′R =
{
σ, if (σqR
′ ≤ 0),
qR
′, otherwise
q˜′L =
{
σ, if (σqL
′ ≤ 0),
qL
′, otherwise
(C.1)
where σ is the slope-limited piecewise linear slope defined in (B.2).
Appendix C.2. Limiting grid-cell profiles
At this stage, local extrema have been flattened, edge-value estimates bounded and edge-slope estimates
modified for consistency, but local monotonicity can still be violated due to the presence of local turning
points in the grid-cell profiles Q(ξ). Following White and Adcroft (2008), the coefficients of the grid-cell
profiles are modified to move any internal inconsistent inflexion points onto a grid-cell boundary. White
and Adcroft have shown that such a constraint guarantees that local monotonicity is enforced. Recalling
the form of the PQM interpolant (8), the location of the inflexion points can be expressed as the solution
to the following quadratic equation
12α4ξ
2
I + 6α3ξI + 2α2 = 0. (C.2)
When there exists an ξI that is internal to the grid-cell and when the corresponding slope Q(ξI)
′
is locally
inconsistent, such that σQ(ξI)
′ ≤ 0, additional modifications to the edge-slope, and, possibly, edge-value
estimates are required. These modifications are accomplished in two stages.
23
Appendix C.3. Modified edge-slope estimates
A modification of both the left and right edge-slope estimates is first attempted. This is done in order
to preserve the C0 continuity of the interpolant where possible. Following White and Adcroft (2008), the
inflexion points ξI are moved onto the cell boundary associated with a smaller one-sided linear slope estimate.
Specifically
if (|σL| < |σR|) ξ∗I ← −1, else ξ∗I ← +1 (C.3)
where σL and σR are the one-sided linear slopes defined in (B.2) and ξ
∗
I is the desired location of the
inflexion points. Given a target position for the inflexion points, the solution to the quadratic (C.2) is used
to calculate a set of modified edge-slopes. Specifically, considering that solutions to (??) can be expressed
as
ξ∗I = ±1 =
−α3 ±
(
α23 − 16α4α2
) 1
2
4α4
(C.4)
a pair of constraints on the coefficients αi can be obtained, such that
α3 − 16α4α2 = 0, ±4α4 = −α3 (C.5)
where the first expression in (C.5) requires that the inflexion points constitute a double root, while the
second expression in (C.5) moves the inflexion point onto ξ∗I . Following further algebraic manipulations of
(C.5), and using the explicit pqm reconstruction coefficients given in (10), the modified edge-slope estimates
can be expressed as
if (ξ∗I = −1),[
qR
′
qL
′
]
=
[
−5 3 2
5
3 − 13 − 43
] q¯qR
qL
,
if (ξ∗I = −1),[
qR
′
qL
′
]
=
[
− 53 43 13
5 −2 −3
] q¯qR
qL
 (C.6)
While the inflexion points are now guaranteed to lie on cell-edges, as per White and Adcroft (2008), the
resulting PQM interpolants may now contain an inconsistent edge slope. This situation can be remedied
through further modifications to both the edge-value and edge-slope estimates.
Appendix C.4. Modified edge-value estimates
The consistency of the modified PQM edge-slopes are checked, and further modifications are enqueued
if inconsistencies are detected. Specifically, any inconsistent edge-slopes are set to zero, while the opposite
edge-value and edge-slope estimates are also modified, such that
if (ξ∗I = −1) and (σq′L ≤ 0), q′L = 0,[
qR
q′R
]
=
[
5 −4
10 −10
][
q¯
qL
]
,
if (ξ∗I = −1) and (σq′R ≤ 0), q′R = 0,[
qL
q′L
]
=
[
5
2 − 32
− 53 53
][
q¯
qR
]
(C.7)
if (ξ∗I = +1) and (σq
′
L ≤ 0), q′L = 0,[
qR
q′R
]
=
[
5
2 − 32
5
3 − 53
][
q¯
qL
]
,
if (ξ∗I = +1) and (σq
′
R ≤ 0), q′R = 0,[
qL
q′L
]
=
[
5 −4
−10 10
][
q¯
qR
]
(C.8)
Following these final modifications to the edge-values and edge-slopes, the resulting slope-limited PQM
interpolant is guaranteed to enforce exact monotonicity.
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