Abstract-We comment on a paper describing an image classification approach called Volterra kernel classifier, which was called Volterrafaces when applied to face recognition. The performances were evaluated by the experiments on face recognition databases. We find that their comparisons with the state of the art of three databases were indeed based on unfair settings. The results with the settings of the standard protocol on three data sets are generated, which show that Volterrafaces achieves the state-of-the-art performance only in one database.
PROTOCOLS: STANDARD OR SPECIFIC
The protocols of experiments of Cai et al.'s versions of these three databases are shown clearly in the papers by Cai et al. (e.g., [4] , [5] ): Assuming a data set contains n subjects, each subject S i (i ¼ 1; 2; Á Á Á ; n) has k i images, a random split of t-train experiments constitutes a random selection of t images of each subject for training, the rest for test. Note that the selections of t images from different subjects are independent. As indicated in [4] , such 50 random splits, which can be used to ensure the experiments are perfectly repeatable, were made downloadable from Cai's website.
This protocol has become the standard for all the published experimental results, as far as we know, on these data sets, including all those cited and compared in [1] , which are also shown in Tables 1, 2 , and 3 in this comments paper: S-LDA [4] , UVF [6] , TANMM [7] , OLAP [5] , Eigenfaces [5] , Fisherface [5] , Laplacianfaces [5] , KLPPSI [8] , KRR [9] , ORO [10] , SR [11] , MLASSO [12] , RAD [11] , CTA [13] , PCA [13] (listed as Eigenfaces in [1, Table 5 ]), LDA [13] (listed as Fisherfaces in [1] ), and LPP [13] (listed as Laplacianfaces in [1, Table 5 ]).
It was reported in [1] , that for the experiments on Yale A, CMU PIE and Extended Yale B, for each t (t ¼ 2; 3; Á Á Á ; 9 for Yale A, t ¼ 2; 3; 4; 5; 10; 20; 30; 40 for PIE and Yale B), representing the training set size of each subject, "experiment was repeated 10 times for 10 random choices of the traning set" ([1, Section 6.3.2]). It was not clearly specified whether the choice of t images from one subject is independent of that of another subject. We have examined the demo code, volterrafacesDemo.m, from Kumar's website mentioned above, which was for the experiments on Extended Yale B, and YaleB32n.mat, which was the data matrix for the experiment. The demo code and the data matrix clearly indicate that the random selection of t images form different subjects that are not independent: The Extended Yale B has 64 subjects, most of which have 38 images, but 7 subjects have a few images missing; consistent with [1, Table 1 ], YaleB22n adds enough copies of the last images of these five subjects to the database so that every subject has 38 images (therefore, there are a total of 2,432 images for all subjects). Then, in volterrafacesDemo.m, when t images of each subject are chosen for training, they share the same indexes. That is, the program code first randomly generates t image indexes, then the images with these t indexes of each subject S i (i ¼ 1; 2; Á Á Á ; n) are chosen for training. We also notice that with only a few exceptions, the images of different subjects with same index always visually have similar poses and illumination conditions. (Three figures, listing all the images of all subjects in these three databases respectively, are included as a supplementary file, which can be found in the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2013.187) Therefore, we can easily understand that an experiment under this specific protocol will likely have a better recognition rate than under standard protocol.
THE EXPERIMENTAL RESULTS UNDER STANDARDL PROTOCOL
We have carried out the experiments of Volterrafaces with Linear and Quadratic kernels for the Yale A, CMU PIE, and Extended Yale B data sets using the standard protocol. To make sure that all the experimental results are strictly repeatable, we use the 50 random splits available at Cai's site for all of the experiments except for the following: for Yale A, when the training set includes 9 images per subject, and for CMU PIE and Extended Yale B, when the training sets includes 2, 3, and 4 images per subject. For these exceptional situations, since the random splits are not available at Cai's site, we generate 50 random splits using the standard protocol. We should note, as can be seen in Tables 1, 2 , and 3, very few works have been reported by other researches in these exceptional cases.
The results of our experiments, using Linear and Quadratic Volterrafaces on Yale A, CMU PIE, and Extended Yale B, under the standard protocol with the parameters specified in [1, Tables 3, 4, and 5] are now shown in Tables 1, 2 , and 3. The data in the first row of each approach (Linear or Quadratic Volterrafaces) are the error rates, those in the second are the standard deviations. All the results of other approaches that were cited in [1] are also shown in these tables. These tables also include the results of Volterrafaces, under the specific Protocol, which were reported in [1] .
We shall note that all the results on Yale A using other approaches cited in [1] are indeed the results on Yale A images of size 32 Â 32 pixels, while the Yale A images used in the experiments of [1] are of size 64 Â 64. It is generally understood that lower-resolution images normally result in lower recognition rates. From this perspective, the comparison of the results of Volterrafaces on 64 Â 64 images with other published results on 32 Â 32 images is indeed not fair 1 -although it does not really affect the main conclution in this comments paper, as shown in Section 4.
CONCLUSION
The protocols of the experiments in [1] on Yale A, CMU PIE, and Extended Yale B are not standard; therefore their results should not be compared to other published resutls with the standard protocol.
We can easily see that, using the standard protocol, among these three data sets, Linear and Quadratic Volterrafaces perform better than the "state-of-the-art" approaches over Extended Yale B, but they cannot be claimed to outperform "the state-of-the-art" methods for CMU PIE and Yale A. Especially for Yale A, even though the comparison in Table 1 is in favor of Linear and Quadratic Volterrafaces, they are still way below the "state-of-the-art." [14] , we can find that, the S-LDA approach on 64 Â 64 version Yale A, and 2, 5, and 8 images per subject, have an averaged error rate 28.43 percent, 10.56 percent, and 6.84 percent, respectively, which are much smaller than S-LDA on 32 Â 32 version Yale A, cited in [1] and also included in Table 1 here.
