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ABSTRACT 
It is known that for real n-vectors x and y, y majorizes x if and only if Ay = x 
for some doubly stochastic matrix A of order n. Suppose that the coordinates of each 
of r and y are in nonincreasing order. Then the matrix A can be chosen to be 
nonnegative definite. If there is no coincidence and if the coordinates of x are not all 
equal, then A can be chosen to be positive definite. In this paper, we obtain a simple 
formula for calculating the maximum rank of all nonnegative definite doubly stochastic 
matrices A such that Ay = x. 0 Elsevier Science Inc., 1997 
12. INTRODUCTION 
We shall use Mmxn to denote the set of all m X n matrices over the real 
field aB and use [w” to denote m,, i. For (xi> E [w”, we shall use xl to 
denote (x(J, where ( > is a permutation on the set (1,2,. . . , n} such that 
X(i) 2 X(Z) > *** 2 “(“). Let x = (xi), y = ( yi) be vectors in [w”. Then x is 
said to be majorized by y ( written as x < y> if Ef= ix(i) < Ef= i Y(~) for all 
k = 1,2,. . . ) n - 1 and Cr l=lr(l) = Cy=i y(i)* 
Let 0, denote the set of all n X n doubly stochastic matrices, that is, 
matrices with nonnegative entries and with each row and column sum equal 
* Supported by NSERC grant 9689. The work was completed at Qing Hong Zhai. During 
the last two years, the first author has given several talks on this problem of maximum rank in 
Hong Kong and China. 
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to one. It is well known that for X, y E [w”, x + y if and only if Ay = x for 
some A E a,. One can find this and many other characterizations of 
majorization in Marshall and Olkin [6] and Wong [7]. Research on a, and 
majorization can also be found in Levow [5], Brualdi [I], and Brualdi and 
Hwang [2]. 
Let 0: <a,” ) be the set of all nonnegative (positive) definite A in a,,, 
andA,,={aEIW”:a=a~}.Forx,yE[W”withx+y,let 
fl;(rdy)={A~fiR,+:AyJ =xJ}, 
a,++(~ 4 y) = {A E a,++: AyJ =xJ,). 
We note that there exist permutation matrices P and Q such that 0,(x 4 y) 
= {PAQ: A E a,(% & + y 1)). 
Recently, Chao and Wong [4] showed that for any x, y E A,,, x < y if 
and only if Ay = x for some A E Cni. This result arouses some interest in 
the use of nonnegative definite doubly stochastic matrices in majorization 
theory. For example, Brualdi asked whether aZ,++(x < y> is nonempty when- 
ever fi,(x + y) contains a nonsingular matrix; see Remark 4 in Chao and 
Wong [4]. The answer is no, and a counterexample was given by Brualdi, 
Hwang, and Pyo 131. 
In the same paper, they obtained a nice necessary and sufficient condition 
for the set a:<~ < y) to contain a positive definite matrix A E a,,. This 
condition involves coincidence, which was defined in Levow [5]: let x, y E A,,; 
then x < y is said to have a coincidence at k if Ck= 1 yi = Ck= 1 xi for some 
k = l,..., n - 1. There is a natural decomposition 
x = xm @ . . . @ X(r), y = y(l) @ . . . @ y”’ 
where ,(i), y(i) E !J$ni and .(i) < y(i) with no coincidence, i = I,.&. . . , r. 
We call each x(l) < yci) a c-component of x + y. If x < y has a coincidence 
at k and yk f yk + 1, then x < y is said to be d-decomposable at k. 
Define 
i=l 
where ri = ni - I if n, > 2 and all coordinates of xci) are equal; ri = ni 
elsewhere. We call T( x + y) the rank of x + y. In this paper, we shall show 
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that for each c-component xCi) -X yti) of x -C y, there exists an Ai in 
fl2,:(x(‘) -C y”)) with rank T(x(Q -C y’“‘), and no matrix in Q,+< xCi) -C y”‘) has 
a larger rank. Moreover, as a generalization of the above result of Brualdi, 
Hwang, and Pyo, we show in Theorem 6 that 
r( x < y) = max(r( A) : A E fin’}. 
where F(A) is the rank of A. Note that the set {A E ai< x -C y) : r(A) = 
T(X -: y)} is convex and need not be a singleton. 
To illustrate this main result, let us consider x = (x,), y = ( yi) E A, 
with x, = xp = 7, xg = xq = 4, y, = 8, y2 = y3 = 6, y4 = 2. Then x < y, 
x(l) = (7, 7)T, y(l) = (8,6)‘, x@) = (4, 4>T, yC2) = (6, 2)T, and r(xCi) -C y”‘) 
= 1 for i = 1,2. Let 
I 
1 1 
A(1) A(2) 2= = 
1 
’ 1 I’ 5 2 
Then A(“) E 02(x(‘) < y’“)) for i = 1,2 and therefore diag[ A(‘), A@‘]] E 
SZ:(X -C y). By Theorem 6, diad A (I) A@‘] is a matrix in Cn:< x < y) with , 
maximum rank. 
For better understanding, consider the matrix 
witha+b=ianda,b>O.Then AELR,(x+y)andr(A)=3.How- 
ever, by Theorem 6, there exists no matrix in a:( x -C y) with rank 3 (or 4). 
This and many other examples show that the maximum rank, s, of fl,(x -C y) 
may not be equal to the maximum rank of Cni( x < y), whether s is equal to 
or less than n. 
2. PRELIMINARIES 
The following result is due to Levow [5]. 
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LEMMA 1. Suppose that x + y is d-decomposable at k and Ay = x for 
some A E a,,. Then there are matrices A, E Qk and A, E a,_, such that 
A = diadA,, A,]. 
LEMMA 2. Let x = (zi) E A,, such that n > 3, C:= lzi = 0, and z # 0. 
Then there exists a nonsingular matrix A E Kl, such that A% y = 0, where A,, 
is the last column of A. 
Proof. Since z # 0, we have z1 > 0 and z, < 0. 
Case 1. 2: > ~5,“. Let A = (aij> E fl, such that aij = Sij for all (i,j> 
e ((1, 11, (1, n>, (n, 11, (n, n)} and a,, = -z,/(zl - z,). Since arm = 1 - 
a = zl/(zl - z”), we have anlzl + annz, = 0 and therefore A%.z = 0. 
&Ace a,, = 1 - anI and 21” > z,“, 
det A = alla,,” - alnan = 
21” - 2,” 
( z1 - zJ2 > O. 
So A is positive definite, i.e., A E flit. 
Case 2. ,751” < 2:. Let B = (bjj) E fl, such that bij = aij for all (i,j) 
E ((1, 11, (1, n), (n, l>,(n, n>l and b,, = q/(x1 - ~“1. Since 
b,, = 1 - b,, = - z, 21 
21 - zr2 
and bln=l-bll=-----, 
21 - z, 
b,, z1 + bl,z, = 0 and therefore BTz = 0, where B, is the first column of 
B. Since b,, = 1 - b,, = -z,/(zl - .z,> and z,” > .zf, 
det B = b,,b,, - b,,b,, = 
2,” - 2; 
( z1 - z”)2 > O. 
So B is positive definite, i.e, B E a:+. Let A = PB, where P is the 
permutation matrix obtained from the identity matrix I, by interchanging the 
first and last rows. Then AZ z = 0, A E &I,, and A is nonsingular. 
Now, through a permutation matrix, we can apply the above arguments in 
case 1 and case 2 to any zi, z. with zi 2 0 > zj and z: # zJ”. Thus we may 
assume that all 2: are equ af and thus not zero. Through an appropriate 
permutation matrix, we may, by adjoining the identity matrix Z,_ a and by 
taking a certain nonzero scalar multiple of <zi){zf, assume further that 
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z = (1, 1, - 1y. Let 
I a 3-a 1 4 4 B= s-a a f I. 
1 1 1 
4 4 1 
Then B is positive definite if and only if a < a < $. Choose a E [i, 9). Then 
B E sZ;+ and B:z = 0. ??
Note that when n = 2, Lemma 2 is no longer true. 
The following two results are due to Brualdi, Hwang, and Pyo [3]. 
LEMMAS. Let r = (xi>, y = (y,) E A, such that x + y with no coinci- 
dence and the coordinates of x are not all equal. Then there exists a matrix 
A E a,++ such that Ay = x. 
LEMMA 4. Let x = (xi), y = (y,) E A,, and suppose that x < y with a 
coincidence at k. Let A = {a,} E Sz,, be a symmetric matrix such that 
Ay = x. Then aij = 0 for all i, j with i < k <j and yi # yj. 
3. MAIN RESULTS 
For convenience, we shall denote (1, 1, . . . , 1)’ E R” by e,. 
THEOREM 5. Let x = (xi), y = ( yi) E A,, without coincidence, and 
suppose that x -: y, x = ke, for some scalar k, and y # x. Then there exists a 
matrix A E flz(x -C y) with rank r(A) = n - 1. Moreover, r(A) = 
max{r( B) : B E Cl,‘< x + y)}. 
Proof. Let z = y - x. Then C:= izi = 0, z # 0, and 0 + z. If A E n,,, 
then Ax = x. So we need only to prove that there exists an A E Q,+ with 
r(A) = n - 1 such that AZ = 0. We shall prove it by induction on n. For 
n = 2, z is of the form (a, -a). Let 
1 1 
A=; 7. 
[ 1 2 F 
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Then AZ = 0 and A E Cl: with r(A) = 1. Now suppose that the desired 
result is true for 2 < k < n. Since 72 > 2, by Lemma 2 there is a nonsingular 
B = [b,, . . . , b”] E R, such that b:z = 0. So Bz = (z*, 0) for some z* = 
(z* ),?I,’ with Cl,,‘zF = 0 and z* # 0. Thus w = Pz* E An-i for some 
permutation matrix P. Note that with w = <wi>,yz,‘, we have CFZ/wi = 0 
and w # 0. So by induction, there exists C E ai_ 1 such that r(C) = n - 2 
and Cw = 0. Let 
A =,,[,,, ;]B. 
Then AZ = 0 and A E Cl: with r(A) = n - 1. Should there exist E E a,++ 
such that Ey = x, then Ez = 0 for the above z z 0, a contradiction. Hence 
max{r(A): A E flz<x -X y)} = n - 1. ??
We now arrive at our main result: 
THEOREM 6. Let x = (xi), y = ( yi) E-A,, and suppose that x -C y. 
Then T(X + y) = max{r( A): A E Cl,‘< x -C y)). 
Proof. By Lemma 3 and Theorem 5, in the decomposition 
x = x(l) @ . . . @ x(4, y = y(1) @ . . . @ y”’ (.(i), y(i) E a;nf5) 
of x 4 y for each i = 1,2,..., r, there exists a matrix Wi in 0: such that 
W. yci) = xci) and l-(Wj) = r(xci) -C y(“)). So diag[W,, W,, . . . , W,.] E fll<x 
+‘y>, and its rank is equal to r(x < y). Now suppose that A E 0,+(x + y). 
It suffices to show that r(A) < r(x + y). If T = 1, there is nothing to prove. 
Suppose that r > 1, and for the first coincidence write k = n,. For lucidity, 
we shall make the rest of the proof slightly longer than it has to be. 
If x 4 y is d-decomposible at k, i.e., yk+ i < yk, then by Lemma 1, 
A = diag[A,, B,] with A, E 0:, B, E a,~_,, A,y(‘) = r(l), and 
B,( y’“‘);,, = (r(“)),T=,. Thus by Lemma 3 and Theorem 5, r(A) = r( A,) + 
r(B,) 6 r(x(l) -C y(l)) + r(B1). Now suppose that yk+ r = yk. Then there 
exist unique i, j such that 1 < i < k < j < n and yP < yi = yk = yj < y4 
for all 1 < p < i and j < q < n. Write 
A = [4"14,,"=1 with matrix blocks A,, 
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E M(n-j)X(n-j). By Lemma 4, A,, = 0, A,, = 0, A,, = 0, A,, = 0, A,, = 
0, and A,, = 0, where some of these zero matrices may be vacuous. Let 
% = [ %,,I: c = 1, where each pair of A,, and B,, have the same order; 
BZL1 = A,i, ‘for all (u, v) E {(I, I), (I, 2), (1,3), (1,4), (2, I), (2,4), (3, I), 
(3, 4), (4, l), (4, 2), (4, 3), (4, 4)); B, = 0; B,, = 0; B,, = A,, + 
~ag[c,,c,,...,ck_i+l 1, where each cI is the sum of all entries of the Zth row 
of A,,; and B,, = A,, + diag[d,, d,, . . . , djpk], where each d, is the sum 
of ail entries of the mth row of A,, . For better understanding, this process of 
obtaining % from A will be referred to as moving rows of A,, and A,, to 
the diagonal. As a result, % can be written in the following desired diagonal 
form: % = diag[A,, %,I with A, E f12, and B, E fin(n_kjx(n_kj. 
Let C = % - A. Then C is of the form diag[O, D, O] with D E 
M(j-t+l)X(j-i+l)’ Since C has nonnegative diagonal entries, nonpositive off 
diagonal entries, and zero row sums for all rows, it is nonnegative definite. 
Since % = (B - A) + A with both % - A and A being nonnegative definite 
matrices, % is nonnegative definite with r(B) > r(A). Since By = Ay = x, 
we have A y(l) = x(l) 
rem 5, r(%i = r(A ) + r(% > <‘:(. 
and %,( y ’ ):= 2 = (x(‘))~= 2. By Lemma 3 and Theo- 
x(l) T: y (‘)) + r( B,). Thus, whether yk + , 
is equal to yk or kot, we AbtGn A,, B, such that A, E s1l(x(l) + y”‘), 
B, E 0n,f_k((x(i))L,2 < (y(“))F,,), and r(A) < r(x(‘) < y(“) + r(%,). If r 
>/ 3, we can repeat the above argument and obtain A,, B, from B, (instead 
of obtaining A,, B, from A) such that A, E slzjx(“) < yc2’), B, E 
R+ II_ Z~= ,,$(~“‘)t=~ + (y(l));=,), and r(%,) < r(x@’ < y’“‘) + r(BZ). Thus 
by induction on the number, r, of coincidences, we obtain Ai, Bi as above 
such that for i = 2,. . . , 
‘~_&,nl((X(l));=i+l 
r - 1 we have A, E fki,( xc’) < y(‘)>, Bi E 
< (Y(‘)>;,~+,), and r(%,_,) < r(x(‘) 4 y(‘)) + r(%,). 
Let A, = B,-,. Then 
T-( A) G r( x(l) 4 y(l)) + r( %,) 
< r( xc’) 4 y(l)) + r( xc2) -C y@)) -t r( B,) 
< C r( xii) < yci’) 
i=l 
=r(x‘:y). ??
We note that in the above proof, it may happen that each time, only one 
row is moved to the diagonal. 
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THEOREM 7. Let x = (xi), y = (y,) E A,, such that x -C y with a 
c-decomposition x = x(l) CB e.0 @ xc’), y = y(l) CB *.a @ ~(‘1, and with each 
x(O, y(i) E Rn,. Then for each i = 1,2,. . . , r-, there exists a positive matrix 
Ai E 0:,(x(‘) < y(‘)) with r( Ai) = r(xCi) < y(“). 
Proof. For our purposes, we may (and do) assume that T = 1. If rz = 1, 
we can take A = (1). Now suppose that 12 2 2. If x is not a multiple of e,, 
then the desired result follows from Theorem 7 of Brualdi, Hwang, and Pyo 
[3]. If x is a multiple of e,, then with A in Theorem 5, f[(l/n)e,e,T + A] is 
the desired positive matrix. ??
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