Fenomenologia istot wirtualnych by Przegalińska, Aleksandra
 1 
 
 
 
Fenomenologia istot wirtualnych 
Rozprawa doktorska 
 
 
 
 
 
 
 
 
Aleksandra K. Przegalińska 
Instytut Filozofii Uniwersytetu Warszawskiego 
Zakład Filozofii kultury 
Promotor: Prof. Zofia Rosińska  
 2 
  
 3 
SPIS TREŚCI 
CZĘŚĆ I. WPROWADZENIE .         5 
I.1. Wstęp.           6 
I.2. Stan badań.           17 
I.2. Zarys problematyki          21 
I.3. Zarys codziennego doświadczenia technologii       24 
I.3.1. Doświadczeniowy aspekt wirtualizacji techniki       29 
I.3.2. Doświadczenie I - bot         34 
I.3.3. Doświadczenie II - awatar        40 
          
CZĘŚĆ II. FENOMENOLOGIA A TECHNIKA       46 
II.1. Filozofia techniki          47 
II.2. Fenomenologia jako metoda badania techniki.       51 
II.2.1. Epistemologiczna fenomenologia techniki.      55 
II.2.2. Hermeneutyczno-egzystencjalna fenomenologia techniki.     61 
II.2.3. Ku eksperymentalnej fenomenologii techniki.      67 
 
CZĘŚĆ III. JAK MOŻLIWA BYŁA SZTUCZNA INTELIGENCJA?     75 
III.1. Źródła nastawienia technologicznego.        76 
III.1.1. Narodziny i rozwój powojennej cybernetyki.      82 
III.1.2. Obliczeniowa teoria umysłu.        89 
III.1.3. Zima sztucznej inteligencji        95 
III.2. Krytyka Dreyfusa.          99 
III.3. Fundamentalne problemy sztucznej inteligencji.      106 
III.4. Koneksjonizm.          112 
III.5. Radykalna zmiana paradygmatu.        117 
 
CZĘŚĆ IV. FENOMENOLOGIA DLA TECHNOLOGII       122 
IV.1. Fenomenologiczne ugruntowanie: Husserl.       123 
IV.2. Fenomenologiczne ugruntowanie: Merlau-Ponty.       126 
 4 
IV.3. Ucieleśniona semantyka          134 
IV.4. Ucieleśniony funkcjonalizm.         144 
IV.5. Enaktywizm.          149 
IV.3. Raz jeszcze o metodzie: neurofenomenologia.       157 
 
CZĘŚĆ V. ISTOTY WIRTUALNE        168 
V.1. Nowe pytanie o technologię.         169 
V.2. Wirtualne ucieleśnienie.         174 
V.3. Czym jest bot?          181 
V.4. Czym jest awatar?           194 
 
VI. PODSUMOWANIE          204 
 
VII. KLUCZOWE POJĘCIA         213 
 
BIBLIOGRAFIA          222 
 
 5 
 
 
 
CZĘŚĆ I. 
WPROWADZENIE 
  
 6 
I.1. Wstęp 
 
„Człowiek tym się mianowicie m. in. odróżnia od 
zwierząt, że nie tylko opanowuje przyrodę w granicach 
bez porównania szerszych, niż to jest dostępne dla 
zwierząt, a nawet ją przekształca i przystosowuje do 
swych potrzeb i wymogów, ale nadto – i w tym leży jego 
rys istotny – że wytwarza sobie pewną zupełnie nową 
rzeczywistość lub, jakby może ktoś chciał powiedzieć, 
quasi-rzeczywistość. Raz wytworzona, stanowi ona potem 
znamienny składnik otaczającego go świata"  
(Roman Ingarden, Książeczka o człowieku, 1973: 29-30) 
   
Niniejszą pracę osadzam w polu fenomenologii techniki i technologii. Fenomenologia 
techniki i technologii, podejmując fundamentalne zagadnienie wpływu techniki i technologii 
na ludzkie doświadczenie, stara się wyjawić istotę relacji człowieka1 i technologii. 
Doświadczenie technologii rozgrywa się zarówno na planie cielesnym, mentalnym, jak i 
społeczno-kulturowym. Dlatego też powinno zostać umieszczone w szerszym polu 
fenomenologii kultury, czy jeszcze szerzej: filozofii kultury – dyscypliny rozległej i 
dynamicznej.   
Ralf Konersmann w pracy Filozofia kultury. Wprowadzenie zauważa, iż 
pierwszym, który mówił o filozofii kultury był Gottfried Semper2, „człowiek zdecydowanie 
spoza cechu – praktyk i teoretyk architektury” (2009: 20-22). Konersmann odnotowuje, iż za 
zadanie filozofii kultury Semper uważał podjęcie oceny nowych możliwości produkcyjnych 
przemysłu według kryteriów sztuki, a jednocześnie próbę nakłonienia sztuki do otworzenia 
                                                          
1
 Za cytowanym we Wstępie Ingardenem będę głównie używała terminu „człowiek”. Husserl preferuje termin 
„podmiot”, który rzeczywiście może być odnoszony do technologii, podobnie jak stosowany w filozofii umysłu 
„agent”. Heidegger rygorystycznie stosuje „Dasein” – termin sporny i szeroko komentowany. Ja wybrałam 
termin „człowiek”, który często pojawia się w pracach z dziedziny transhumanizmu (por. More i Vita-More 
2013, Brzostek, Górny 2012). Zderzenie człowieka z technologią wyostrza zarówno sam podział na to, co 
ludzkie i to, co technologiczne, jak i proces niwelowania tego podziału, który będę chciała w niniejszej pracy 
pokazać. Użycie terminu „podmiot” bądź – idąc jeszcze dalej – „agent” przesuwa akcenty, kładąc nacisk na 
niwelowanie różnić między technologią a człowiekiem. Tak dzieje się choćby w przypadku prac twórcy 
koncepcji poznania rozproszonego Edwina Hutchinsa (1995, 2010) czy koncepcji Bruno Latoura (2005).  
2
 Konnersman powołuje się tutaj na dzieło Sempera, Wissenschaft, Industrie und Kunst. Vorschläge zur 
Anregung nationalen Kunstgefühls (1996: 27-71). 
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się na owe technologie i modernizację3. Natomiast Zofia Rosińska we Wstępie do zbiorowej 
pracy Co to jest filozofia kultury? pisze, iż:  
„Filozofię kultury można pojmować jako metafilozofię. Jednak nie tylko w wąskim, powszechnie 
przyjętym rozumieniu tego terminu, zgodnie z którym metafilozofia jest refleksją nad istotą i sposobami 
uprawiana filozofii, ale również w znaczeniu rozszerzonym. Mianowicie, filozofia kultury pojmowana 
jako metafilozofia stanowi także wydobywanie myśli filozoficznej utajonej w tworach kultury. Kultura, 
będąc źródłem filozofii explicite, jest również filozofią implicite, obecną w działaniach i wytworach 
człowieka” (2006: 7). 
W tym drugim sensie pojmowania filozofii kultury jako metafilozofii, o którym pisze 
Rosińska, wszelkie doświadczenie technologii zdecydowanie wpisuje się w obszar 
zainteresowań filozofii kultury, a zarazem stanowi dla niej wyzwanie. Domaga się bowiem 
pogłębionej refleksji na temat owej myśli filozoficznej utajonej w nowych technologiach 
rozumianych jako twory kultury.  
W kolejnych rozdziałach będę szerzej pisała o doświadczeniach związanych z 
ekspansją i wirtualizacją współczesnych technologii. Już teraz jednak chcę zaznaczyć, iż 
doświadczenie technologii jest obecnie doświadczeniem powszechnym, przeżywanym i 
opisywanym codziennie przez ogromne rzesze osób. Rzecz jasna, wiele zagadnień 
związanych z technologią konceptualizowanych jest m.in. przez filozofię nauki, umysłu i 
działania. Dziedziny te jednak nie kładą nacisku na kulturę rozumianą właśnie jako filozofię 
implicite, obecną w technologii. Technologia rozpięta jest między praktykami kulturowymi a 
ścisłym namysłem naukowym. Jednakże dla mnie istotne jest, iż za każdą maszyną skrywa się 
człowiek i jego rozmaite praktyki kulturowe. To o człowieku świadczy technologia, którą 
wytworzył. Kondycja technologii odsyła do kondycji ludzkiej. Tych aspektów doświadczenia 
technologii dotyka obecnie najczęściej antropologia kulturowa. Powinna się nimi jednak zająć 
filozofia kultury, ponieważ pojawiają się tu kwestie stricte filozoficzne – problemy 
świadomości i intencjonalności. Jeśli pytam, na co nakierowana jest świadomość, gdy 
projektuje kolejne technologie, lub jak może zmienić się technologia, jeśli świadomość 
                                                          
3 „Kultura staje się uchwytna (…) jako związek funkcjonalny. Nie należy jej koncypować jako kolejnego 
metapodmiotu poruszającego się na abstrakcyjnych wyżynach bytu lub historii, który to podmiot panuje 
sprawnie nad własną pojęciowo- systematyczną hierarchią, jaką miałoby kierować się wszelkie poznanie. 
Pojęcie kultury wymaga całkowicie innego, filozoficznego ujęcia. Zarysowuje ono apriori świata, który sprawia, 
że rzeczy mają dla nas znaczenie. Miejsce hierachii zajmuje zatem  tyleż otwarty, co dynamiczny związek 
relacji. Dlatego ten, kto interesuje się filozoficznie kulturą, musi obcować z fenomenami i powierzchniami” 
(Konersmann, 2009: 20-22) 
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przyjrzy się sobie samej, gdy ją wytwarza – to zadaję pytania z zakresu fenomenologii 
kultury, a jednocześnie stawiam przed nią wyzwanie. 
Moją pierwszą tezą jest, iż współczesna fenomenologia technologii opiera się na 
dwóch przenikających się, ale sprzecznych w swoich intencjach nurtach. Pierwszy z nich 
stanowi kontynuację rozwiniętej w XX wieku fenomenologii techniki4, która poddaje 
technologię krytycznej analizie. Ten nurt to nurt długiej tradycji namysłu nad techniką i 
technologią, którego fenomenologia dokonuje doskonaląc własne narzędzia badawcze. 
Kierunek, który obiera ten nurt opiera się na odsuwaniu się od technologii, oddalaniu od niej. 
Natomiast drugi nurt, który można określić mianem eksperymentalnej fenomenologii lub 
neurofenomenologii, jest zaangażowany w tworzenie technologii. Prowadzi dialog z 
cybernetyką i kognitywistyką, które dostarczają mu wzorców eksperymentalnego i 
modelowego badania ludzkich procesów poznawczych (por. Piłat 2000: 9). Wspólne z 
fenomenologią, dziedziny te przekładają wypracowane wzorce na symulacje komputerowe, a 
tym samym przyczyniają się do rozwoju inteligentnych technologii5.  
  W niniejszej pracy skupiać będę się przede wszystkim na nurcie drugim – 
eksperymentalnym, współpracującym z szeroko pojętymi koncepcjami kognitywistycznymi. 
                                                          
4
 Fenomenologia techniki w istocie była fenomenologią narzędzi, ale w obszar jej zainteresowań już w latach 
trzydziestych wkroczyły media masowe (prasa, radio, później także telewizja) oraz  - od lat sześćdziesiątych -  
nowe technologie (np. Internet). Zasadniczo zarówno w badaniach filozoficznych jak i socjologicznych nie 
występuje wyraźny podział na media i technikę (por.: Rice 1984, Boris i Hansen 1984, Ihde 1993, Simondon 
1980, Mitcham 1994, Heim 1994, Rosińska 2001), terminy te są stosowane zamiennie. Ściślejszym, ze 
względów definicyjnych, jest – moim zdaniem – mówienie o fenomenologii technologii (a nie np. o 
fenomenologii nowych mediów) jako dziedziny następującej po fenomenologii techniki. Technikę (gr. technē - 
sztuka, rzemiosło, kunszt, umiejętność) rozumiem jako dziedzinę działalności, polegającą na wytwarzaniu 
zjawisk i przedmiotów nie występujących naturalnie w przyrodzie, ale także jako same urządzenia techniczne. 
Tak zdefiniowana technika stanowi zasadniczy składnik cywilizacji i kultury, który może zostać poddany 
analizie fenomenologicznej. Nowe media mogą być szeroko rozumiane jako techniki przekazu oraz technologie 
stosowane powszechnie od połowy lat 80. XX wieku, które umożliwiają komunikację charakteryzującą się 
interaktywnością, indywidualizacją oraz asynchronicznością. Nowe technologie są natomiast terminem 
obszerniejszym, w którym mieści się zarówno Internet czy rzeczywistość wirtualna, jak i współczesna robotyka 
konstruująca fizyczne maszyny bądź wirtualne programy oparte na sztucznej inteligencji. 
5
 Przyjmuję szerokie rozumienie inteligentnej technologii, nie ograniczone do samej wąsko rozumianej sztucznej 
inteligencji. Za Pfeiferem i Scheierem (2001: 7-11) zakładam, iż na inteligencję, stanowiącą cechę, która może 
występować u różnych gatunków organizmów żywych i u ich reprezentantów w różnym stopniu, składają się 
następujące cechy (niekoniecznie muszące współwystępować u jednego gatunku): zdolność myślenia i 
rozwiązywania problemów, uczenia i pamięci, komunikowania się w języku naturalnym,  intuicja, kreatywność, 
świadomość, emocje, zdolność przetrwania w złożonym układzie oraz  zdolności percepcyjne i motoryczne. 
Każda technologia, która posiada przynajmniej jedną z tych cech może zostać uznana za inteligentną. 
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Sądzę, iż relacja tego stosunkowo młodego nurtu fenomenologii do technologii ma charakter 
dynamiczny, wielokierunkowy i kompleksowy, dlatego też warta jest przeanalizowania. 
Wpisując zatem swoją pracę w ten nurt, stawiam sobie dwa zadania: 
 
1) Analiza skutków „zderzenia” fenomenologii z paradygmatami tworzenia 
technologii  
2) Zastosowanie eksperymentalnej metody fenomenologicznej do zbadania 
wybranej grupy wytworów nowych technologii, czyli istot wirtualnych
6
 
 
Zanim szczegółowo opiszę, jak rozumiem powyższe zadania, chcę odnieść się jeszcze krótko 
do tytułu niniejszej pracy. Tytuł ten został przeze mnie wybrany, by zwrócić uwagę na istotną 
rolę fenomenologii w nieustannym badaniu (i przekraczaniu) granic technologii. Jak już 
sygnalizowałam, najnowsze zjawiska technologicznie, związane z pojawieniem się 
rzeczywistości wirtualnej czy rzeczywistości rozszerzonej wymagają uważnych analiz 
fenomenologicznych. Praca niniejsza nie pretenduje do przedstawienia całościowej 
fenomenologii istot wirtualnych. To zadanie będzie wykonalne dopiero wówczas, gdy 
raczkujące dopiero pole fenomenologii zaangażowanej w technologię wypracuje odpowiednie 
narzędzia badawcze. Nurt eksperymentalny fenomenologii  to dziedzina nowa, a przez to 
niekompletna. Nie może w związku z tym równać się z klasycznymi analizami 
fenomenologicznymi. Można mu także zarzucić, iż traktuje fenomenologię instrumentalnie – 
zamiast stawać się fenomenologią, wykorzystuje pewne aspekty metody fenomenologicznej 
do własnych celów. Obficie czerpiąc z neurokognitywistyki, selektywnie i nie zawsze 
konsekwentnie korzysta z narzędzi badawczych Husserla czy Merlau-Ponty’ego. Ta 
mieszanka fenomenologicznych inspiracji i badań neurokognitywistycznych może jawić się 
jako podejście redukcjonistyczne, chaotyczne i fragmentaryczne. Niemniej jednak, ta nowa 
                                                          
6
 Wszystkie podkreślone pojęcia zostały wyjaśnione w Słowniku kluczowych pojeć, znajdującym się na 
końcu rozprawy. Gwoli uściślenia terminologicznego podkreślam już teraz, iż w przypadku obiektów takich jak 
chatboty czy awatary badacze często piszą o „ucieleśnionych agentach”. Termin ten nie jest jednak 
satysfakcjonujący, ponieważ obejmuje zarówno chatboty i awatary, jak i autonomicznych agentów – roboty, 
operujące w świecie rzeczywistym. W literaturze przedmiotu spotyka się także określenie „byty wirtualne” czy 
„stworzenia wirtualne” (ang. virtual creatures – por. Hayles 1999 lub Pfeifer i Scheier 2001), ale określenie to 
nie obejmuje – moim zdaniem – kluczowej cechy chatbotów oraz awatarów, które chcę zbadać – ich aspektu 
osobowego, namiastek  tożsamości, które posiadają. Ponadto, mój wybór terminu „istota” motywowany jest tym, 
iż chcę – kiedy to jest możliwe – korzystać z fenomenologicznego instrumentarium pojęciowego. 
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fenomenologia stara się wyłonić własną procedurę badawczą, a także skierować aparat 
fenomenologiczny na nowe tory eksploracji, które domagają się uwzględnienia. Są bowiem, 
jak już pisałam powyżej, doświadczeniem właściwym dla XXI, którego nie sposób pominąć 
Sądzę, że współczesna technologia, zwłaszcza zaś sztuczna inteligencja, bez wkładu 
fenomenologii byłaby znacznie uboższa, skazana na paradygmat obliczeniowy, którego 
pewne odmiany równają umysł ze sprawnym komputerem.  
Mój skromny przyczynek do zadania, jakie stawia przed sobą eksperymentalna 
fenomenologia polegać będzie na pokazaniu, jak wybrane, kluczowe dla fenomenologii 
kategorie (takie jak „uwaga”, „nastrojenie”, „wczucie”) ulegają przesunięciom, gdy zostają 
skonfrontowane z nowymi mediami i nowymi technologiami. Chodzi mi zatem o 
wykorzystanie kategorii fenomenologicznych w opisie pierwszoosobowego, żywego 
doświadczenia rzeczywistości wirtualnej. Opieram go w głównej w mierze, choć nie tylko, na 
propozycjach współczesnych neurofenomenologów (Varela, Rosch, Thompson). Aby był on 
kompletny, poprzedzę go szczegółową rekonstrukcją historycznego odnoszenia się 
fenomenologii w jej różnych postaciach do tych wytworów technologii, które wywarły istotny 
wpływ na doświadczenie współczesnego człowieka. 
 
*** 
 Klasyczna fenomenologia opisuje to, co się przejawia. Innymi słowy, 
przynajmniej w ujęciu Husserlowskim, stawia zadanie ujmowanie tego, co dane jest w 
doświadczeniu sferze świadomości. Jak w Filozofii jako nauce ścisłej zauważa Husserl, 
fenomenologia zakłada, iż o wszelkich „przedmiotach można mówić o tyle, o ile prezentują 
się w ukierunkowanych na nie bądź konstytuujących je intencjonalnych aktach świadomości” 
(1992: 30). Zwracając się ku intencjonalnemu przedmiotowi poznania, fenomenologia 
każdorazowo zwraca się ku sobie samej. Stosując metodę do badania przedmiotu, bada i 
weryfikuje również samą metodę. Ten ruch od przedmiotu do metody i z powrotem do 
przedmiotu wynika z założeń Husserla, którego celem było znalezienie i uzasadnienie 
procedury filozoficznej prowadzącej do poznania prawdy. To właśnie asumpcja, iż filozofia 
miała i mogła być nauką ścisłą (słynne Philosophie als strenge Wissenschaft), zdecydowało, 
że metoda stała się centralnym zagadnieniem fenomenologii (1910: 289-314). Jak zauważa 
Joanna Brudzińska w Metodzie fenomenologicznej, 
„fenomenologia jako system filozoficzny poczęła się z refleksji nad metodą, refleksji nawiązującej do 
antycznego ideału filozoficznego – ugruntowania możliwości zdobycia obiektywnej i niepodważalnej 
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wiedzy (episteme) w przeciwieństwie do mniemania” (w: Rosińska 2011: 175). 
 
Metoda taka ma spełniać dwa warunki: po pierwsze gwarantować źródłowy dostęp do 
przedmiotu, po drugie zaś opisywać odpowiednią do określonego rodzaju przedmiotowości 
procedurę badawczą7. Idąc tym tropem, za cel niniejszej pracy uznaję przedstawienie ruchu 
szeroko pojętej myśli fenomenologicznej w badaniu technologii. Prześledzę, w jaki sposób 
różne prądy fenomenologiczne odnosiły się do technologii oraz jak w wyniku „zderzenia” 
fenomenologii z paradygmatami tworzenia technologii zmieniała się zarówno technologia, jak 
i sama metoda fenomenologiczna. Następnie podejmę próbę zastosowania wyłaniającej się 
metody fenomenologii eksperymentalnej
8
 do specyficznego obszaru technologii, jakim jest 
rzeczywistość wirtualna. 
Pierwsze wyznaczone przeze mnie zadanie ma charakter fenomenologiczno-
hermeneutyczny
9. Postaram się ukazać styk fenomenologii i technologii, rozumiany jako 
punkt, w którym szeroko rozumiana fenomenologia (zarówno metoda badawcza, jak i 
rezultaty fenomenologicznej analizy) wnika w projektowanie technologii.  
Dla Husserla i kontynuatorów jego myśli fenomenologia oznaczała nową metodę i 
                                                          
7 Tak rozumiana fenomenologia, z uwagi na bycie „mocnym” projektem metodologicznym naraziła się na liczne 
głosy krytyki, choćby ze strony poststrukturalizmu i dekonstrukcji. Także część fenomenologów, przekonanych 
o niezbędności metody, odwróciła się od koncepcji Husserla po zwrocie transcendentalnym, zawartym w Ideach 
czystej fenomenologii i fenomenologicznej filozofii (1913). Na przykład Ingarden w Sporze o istnienie świata 
(1987: 91) pisze: „Nawiązuję tutaj specjalnie do pewnych twierdzeń i ustaleń, jakie w tej dziedzinie podjął 
Edmund Husserl, dlatego że - jak sądzę - transcendentalny idealizm Husserlowski stanowi we współczesnej 
filozofii jedną z najgłębszych i najpoważniejszych prób rozstrzygnięcia sporu między idealizmem a realizmem”. 
Zaś na końcu drugiego tomu Sporu analizując zagadnienie podmiotu i podmiotowości, Ingarden dodaje, że 
„liczyć się musimy […] z możliwością, że dusze są związane w istotny sposób z ciałami, które, jak się wydaje, 
wchodzą w skład świata, o którego istnienie toczy się spór, że są - być może - od nich bytowo zależne, a nawet - 
bytowo pochodne. Gdyby tak istotnie było [...] to wówczas żadne z dotychczas rozważanych rozwiązań sporu 
nie byłoby ontologicznie możliwe, wszystkie bowiem okazałyby się z jakichś powodów wewnętrznie sprzeczne” 
Przypominam przy tym, że byłoby tak tylko wówczas, gdyby należało w dalszym ciągu podtrzymać zasadniczy 
punkt wyjścia całej problematyki, mianowicie ten, że „czysta świadomość”, która ma stanowić bezwzględnie 
pewny punkt wyjścia całego zagadnienia istnienia świata, jest właśnie świadomością, do której docieramy 
przeprowadzając różne redukcje fenomenologiczne i dokonując aktu immanentnego spostrzeżenia, czyli gdyby 
utrzymać transcendentalistyczne sformułowanie całego zagadnienia” (ibid.:259-260). 
 
8
 Termin „fenomenologia eksperymentalna” pojawił się po raz pierwszy w pracy Experimental Phenomenology. 
An Introduction Dona Ihde (1986). Następnie został użyty m.in. przez Natalie Depraz w Zrozumieć 
fenomenologię. Konkretna praktyka (2010), a także przez Francisco Varelę w tekście Neurofenomenologia jako 
lekarstwo na trudny problem (2011). Odnoszony jest zarówno do współczesnej krytycznej fenomenologii 
techniki, jak i do fenomenologii zorientowanej na współpracę z kognitywistyką i cybernetyką.  
9
 Relacje między hermeneutyką, fenomenologią a naukami kognitywnymi od niedawna zaczynają stanowić 
przedmiot badań współczesnych neurofenomenologów. Jako przykład służy Hermeneutics and cognitive science 
Shauna Gallaghera (2004/11: 162-174) 
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wyrosłą z niej aprioryczną naukę, której zadaniem jest dostarczenie „organonu zasad dla 
ściśle naukowej filozofii, jak też w rezultacie umożliwienie metodycznej reformy wszelkich 
nauk” (Filozofia jako nauka ścisła, 1992). W duchu tak pojmowanych zadań fenomenologii 
będę chciała wykazać, iż podejścia fenomenologiczne walnie przyczyniły się do 
przedefiniowania celów nauk związanych z rozwijaniem nowych technologii, takich jak 
kognitywistyka i sztuczna inteligencja. Ta ostatnia pierwotnie opierała się na obliczeniowej 
koncepcji umysłu, realizując projekty racjonalnej maszyny obliczeniowej pozbawionej ciała. 
W niedługim czasie okazało się, iż paradygmat obliczeniowy – konfrontując się z 
fundamentalnymi problemami, które wynikały z immanentnego dla tego paradygmatu 
postulatu aplikowania rozwiązań w rzeczywistości empirycznej – wymaga rewizji.  
Kamieniem milowym krytyki tego paradygmatu były zgłoszone przez 
fenomenologa Huberta Dreyfusa (1984) postulaty wykorzystania do budowy prawdziwie 
inteligentnych robotów, m.in. Husserlowskich analiz intencjonalności oraz Heideggerowskiej 
analizy relacji Dasein i narzędzia. Po krytyce Dreyfusa postulaty fenomenologii zostały 
uwzględnione w tworzeniu postkognitywistycznego paradygmatu ucieleśnionego poznania10. 
Paradygmat ten, godzący kontynentalną tradycję fenomenologicznego opisu doświadczenia z 
metodologią nauk neurokognitywnych, będzie osią niniejszych rozważań. Posiada on kilka 
odmian, z których najbardziej znanymi są:  
(1) odmiana funkcjonalistyczna, zwana także kognitywistyką ucieleśnioną, 
reprezentowana przez Andy’ego Clarka (1997), a także – na polu sztucznej inteligencji – 
Rodneya Brooksa (1998, 2003) i Cynthię Brazael (2007, 2011) oraz  
(2) radykalny paradygmat enaktywistyczny, reprezentowany m.in. przez 
Francisco Varelę, Eleanor Rosch,  Evana Thompsona (1991 et al.), Alva Noë (2009), Shauna 
Gallaghera (2008), Dana Zahavi (2008, 2012), Hanne De Jeagher i Ezequiela di Paolo (2012, 
                                                          
10
 Paradygmat ucieleśnienia bywa także określany mianem paradygmatu 4E (extended, embodied, embedded 
and enacted cognition). Podział, który wprowadza to określenie jest bardziej szczegółowy. Zgodnie z nimi w 
skład postkognitywistyki wchodzi przynajmniej pięć nurtów, według których poznanie wykracza poza umysł. 
Należą do nich 1. poznanie rozszerzone (extended cognition), które reprezentuje m.in. Clark i Chalmers (1998) 
oraz Sterelny (2010); 2. wzmiankowane już poznanie ucieleśnione (embodied cognition) – zawężone w tym 
podziale do podejścia akcentującego rolę ciała w poznaniu – tutaj także wymieniany jest Clark, a także 
językoznawcy Johnson i Lakoff (2010) oraz Goldman i De Vignemont (2009); 3. poznanie osadzone (embedded, 
situated cognition), które reprezentują m.in. Ballard (1997) i  Brooks (1991); 4. enaktywizm, reprezentowany 
m.in. przez  Varelę (1979, 1997), Di Paolo, De Jeager i Rohde (2010), Thompsona (2007). Niekiedy, na przekór 
nazewnictwu 4E do grupy nurtów szerokiego poznania dołączane jest także poznanie rozproszone (distributed 
cognition) reprezentowane przede wszystkim przez Hutchinsa  (1995, 2010). 
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2013)
11
.  
W wyniku rozwoju koncepcji Vareli, enaktywizm został przekształcony w 
neurofenomenologię (por. Varela 2010), której zadaniem nie było już badanie relacji 
poznania do działania, lecz odpowiedź na tzw. trudny problem świadomości postawiony 
przez Davida Chalmersa, dotyczący istnienia qualiów12.  
Jak widać na przykładzie tego krótkiego wyliczenia, paradygmat ucieleśnionego 
poznania nie jest tworem jednolitym. Postaram się jednak uchwycić jego specyfikę jako 
pewnej całości, wskazując na liczne inspiracje fenomenologicznym podejściem do poznania 
reprezentowanym przez Merlau-Ponty’ego, a także Husserlowską metodą fenomenologiczną. 
Następnie wskażę, jak może być jeszcze dalej twórczo rozszerzany na drodze eksperymentu, 
połączonego z rygorystycznym opisem doświadczenia. Ta diachroniczna i deskryptywna 
część niniejszej pracy może być także rozumiana jako zadanie hermeneutyczne – to próba 
zrozumienia technologii jako przejawu kulturotwórczej aktywności ludzkiej, zmierzająca do 
odsłonięcia jej głębokiego sensu. Jednocześnie, ta genealogiczna i deskryptywna część pracy, 
w której przedstawię relacje technologii i fenomenologii, będzie stanowić przygotowanie do 
zadania drugiego.  
Tym drugim wyznaczonym przeze mnie zadaniem, które przybierze formę 
ćwiczenia fenomenologicznego, jest analiza określonej grupy wytworów sztucznej 
inteligencji, czyli chatbotów i awatarów, które na potrzeby niniejszej pracy określiłam 
mianem istot wirtualnych. Wybrałam właśnie awatary i chatboty, ponieważ posiadają one 
cechę wyróżniającą je wśród innych obiektów wirtualnych – aspirują do bycia ludźmi13. Są 
konstruowane tak, by wchodzić z człowiekiem w relację na „ludzkim” poziomie, a człowiek 
oczekuje od nich „ludzkich” zachowań. Znacznie bardziej niż ich architektura bądź system 
działania jako programów komputerowych będzie mnie interesować ich istota jako tworów 
wchodzących w wielowymiarową, skomplikowaną relację z użytkownikiem – człowiekiem.  
Wykorzystując metodę fenomenologii eksperymentalnej podejmę próbę zbadania 
                                                          
11
 W niniejszej pracy terminów umysł wcielony w świat oraz enaktywizm będę używała zamiennie, zaś zbiorczo 
cały nurt będę określała jako paradygmat ucieleśnienia. 
12
 Qualia definiuję za Blackburnem (2004) jako odczuwalne lub zjawiskowe własności doświadczeń 
zmysłowych. 
13
 Rozważałam także użycie terminu „pretendować”, ale stwierdzenie, iż istoty wirtualne „pretendują” do bycia 
ludźmi nasuwa skojarzenie z „udawaniem” ludzi, a takiej konotacji chciałabym uniknąć.  
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pierwszoosobowego
14, żywego i świadomego doświadczenia w świecie wirtualnym, 
uzupełnioną o wyniki badań kognitywnych.  
Zapytam o to czym istotowo jest wirtualne Ja lub wirtualny Inny. Dla tego 
pytania kluczowa będzie, według mnie, fenomenologiczna analiza relacji podmiot – 
przedmiot. W Husserlowskiej fenomenologii zabieg redukcji polega na tym, że podmiot 
poznający bierze w nawias przejawy własnego „ja”, a następnie „jako czysta świadomość 
przeprowadza metodyczną refleksję nad fenomenami uzewnętrzniającymi się w tej 
świadomości” (por.: Bielecki i Calvo, w: Rosińska ibid.: 185). Zabieg ten ma na celu 
ujawnienie czystego przedmiotu poznania, czyli noematu oraz czystego podmiotu, który 
dokonując noezy skrywa się za przedstawieniami własnej świadomości (ibid.).  
W rzeczywistości wirtualnej ta kluczowa dla Husserlowskiej fenomenologii 
relacja między podmiotem dokonującym noezy a jej przedmiotem, czyli noematem, nabiera 
szczególnego charakteru. Istota wirtualna (przedmiot) reprezentuje człowieka (podmiot), i 
wykonuje w jego imieniu rozmaite delegowane czynności, stanowiąc jednocześnie aparat 
poznania zjawisk w wirtualnym świecie. Taki stan rzeczy pociąga za sobą kolejne pytania, 
m.in. o to, jaki charakter ma związek podmiotu i przedmiotu. Czy wirtualna reprezentacja to  
jedynie abstrakcyjna, ruchoma jednostka, która stanowi proste narzędzie użytkownika? Czy 
możemy – w sensie fenomenologicznym – mówić o Ja rozszerzonym (extended Self)? W 
jakim stopniu istoty wirtualne, na przykład awatary stanowią ekstensję umysłu i ciała? Czy 
awatar może zostać ujęty w ramy tego Ja określone przez Husserla w Medytacjach 
kartezjańskich jako „jedno identyczne Ja, które żyje w charakterze świadomościowo 
czynnego i świadomościowo doznającego we wszystkich przeżyciach świadomości Ja i 
poprzez nie jest odniesione do wszystkich przedmiotów-biegunów” (1982: 95). A jeśli tak, to 
czy włączenie awatara w te ramy rozciąga je, narusza, bądź rozrywa?  
Wreszcie, interesuje mnie napięcie między wirtualnością a realnością w 
kontekście ciała. Jak można – na gruncie najnowszej fenomenologii, będącej fenomenologią 
                                                          
14
 Jak pisze Ingarden, „żadne przeżycie, żaden akt świadomy, nie jest możliwy inaczej, jak tylko jako przeżycie, 
jako sposób zachowania i wyładowania się pewnego określonego Ja. To należy do generalnej istoty przeżycia 
świadomego. Jest to z góry przewidziane w jego ogólnej strukturze, która specyfikuje się właśnie w ten sposób, 
że przeżycie wskazuje na jedno jedyne, indywidualne Ja. Może ono istnieć tylko jako  jego akt, jego sposób 
przeżywania, jako efektywne urzeczywistnienie w nim samym potencjalnie zarysowanej z góry postaci istnienia 
tego Ja. Akt świadomościowy, przeżycie w tej czy innej swej odmianie, nie może być niczyim przeżyciem” 
(1987: 172). 
 
 15 
ucieleśnienia – mówić o ucieleśnionych istotach, skoro rezydują one w wirtualnym świecie? 
Ponadto, należy rozpatrzeć, jaką rolę odgrywa kategoria cielesności w wirtualnym świecie. 
Na przykładzie prac Merlau-Ponty’ego widać wyraźnie, iż cielesność okazała się kluczową 
kategorią dla późniejszej fenomenologii. Jednakże poglądy samego Husserla przeszły w tym 
zakresie interesującą reorientację: od koncepcji świadomości przedstawionej w Badaniach 
logicznych do badań dynamiki doświadczenia oraz jego zakorzenienia w cielesności 
świadomego podmiotu w Ideach II. Jak zauważa za Andrzejem Półtawskim (1973: 123) 
Robert Piłat w Umyśle jako modelu świata (2000), Husserl w późniejszym okresie swych 
badań fenomenologicznych inaczej rozpatruje już wzajemny stosunek noezy i noematu. Nie 
muszą już podlegać ścisłej równoległości. Piłat mówi tutaj o „wzajemnym wykraczaniu poza 
siebie noezy i noematu” (ibid.: 9). Wyraża jednocześnie przekonanie, iż te fenomenologiczne 
zagadnienia – rozpoczęte przez Husserla i częściowo kontynuowane przez Merlau-Ponty’ego, 
można podjąć na gruncie kognitywistyki i przeprowadzić komplementarne 
fenomenologiczno-kognitywistyczne badanie doświadczenia (ibid.: 10).  
Jak już wspomniałam, moim celem nie jest prezentowanie relacji tych trzech 
dziedzin w najszerszym spectrum, ponieważ powodowałoby to konieczność szczegółowego 
rozważania wszystkich fundamentalnych problemów filozofii umysłu dotyczących 
architektury ludzkiego umysłu i jej związku z mózgiem i biologiczną strukturą człowieka. 
Rzecz jasna, wiele z tych problemów zostaną tu zasygnalizowane, bo tego wymaga 
filozoficzna rzetelność. Chciałabym jednak uniknąć „rozpuszczenia” relacji fenomenologii i 
technologii w skomplikowanych, rozbudowanych i nierozwiązanych dotąd problemach relacji 
świadomości do doświadczenia, ciała i umysłu czy istnienia qualiów, bo takie rozważania 
niewątpliwie rozsadziłyby ramy niniejszej pracy. Dlatego też mój cel jest skromniejszy.  
Po zwięzłym planie pracy zawartym w następnym rozdziale przejdę bezpośrednio 
do opisu własnego doświadczenia kontaktu z awatarami i botami, które  sprowokowało mnie 
do napisania tej pracy. Chcę podkreślić, iż istoty wirtualne wikłają się i nas – ludzi w liczne 
napięcia,  między tym co realne a tym co wirtualne, tym co mentalne a tym co cielesne, tym 
co własne i tym co cudze, a także tym co symboliczne, reprezentacjonistyczne a tym co 
wymyka się symbolizacji. Nawet, jeśli niektórzy filozofowie uznali, iż różnice między tymi 
opozycjami zostały zniesione, właśnie rzeczywistość wirtualna wywołuje je na nowo i każe 
zrewidować pytania o ich ważność. Awatary, czyli wirtualne istoty żyjące w symulowanych 
fizycznych środowiskach będą stanowiły punkt odniesienia dla rozważań na temat 
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wirtualnego Ja. Na przykładzie gry Second Life przyjrzę się, jak przebiega budowanie 
wirtualnej postaci. Szczególną uwagę zwrócę na aspekt fenomenologii percepcji i motoryki 
wirtualnego ciała. Chatboty – wirtualne istoty, których zadaniem jest konwersowanie z 
ludźmi i udzielanie im niezbędnych informacji, podnoszą wiele kwestii istotnych z punktu 
widzenia problematyki relacji Ja – świat zewnętrzny, w szczególności zaś 
intersubiektywności doświadczenia. Dlatego też będą moim wirtualnym Innym. 
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I.2. Stan badań 
Stan badań w zakresie szeroko pojętej filozoficznej refleksji nad technologią jest bardzo 
pokaźny i nie sposób go w tym krótkim rozdziale streścić. Dlatego też odwołam się przede 
wszystkim do badań, które bezpośrednio wpłynęły na koncept niniejszej pracy. O badaniach 
fenomenologicznych i neurofenomenologicznych pisać będę wielokrotnie w kolejnych 
częściach pracy. Dlatego też – zaznaczając, iż stanowią one dla mnie główne źródło inspiracji 
– nie będę ich przytaczała w tym rozdziale. Skupię się natomiast na źródłach osadzonych w 
innych dyscyplinach badawczych. 
Teoretyczną bazę niniejszej pracy stanowi dzieło The Mechanical Mind in History 
pod redakcją Philipa Husbandsa, Owena Hollanda i Michaela Whellera (2008), w którym 
znajdują się istotne, wnikliwe eseje opisujące paradygmaty w sztucznej inteligencji, pierwszy: 
komputacjonistyczny (Alan Turing’s Mind Machines Dolanda Michie, Steps toward the 
Synthetic Method: Symbolic Information Processing and Self-Organizing Systems in Early 
Artificial Intelligence Modeling Roberto Cordeschiego) i drugi – fenomenologiczny (Why 
Heideggerian AI Failed and How Fixing it Would Require Making it More Heideggerian? 
autorstwa Huberta Dreyfusa).  
Prace Dreyfusa są niewątpliwie bezpośrednim punktem odniesienia dla 
wszystkich części pracy. Wymienię choćby Anonymity versus commitment: The dangers of 
education on the Internet, Ethics and Information Technology (1999) oraz On the Internet 
(2001). Kolejnymi pozycjami z zakresu badań nad komputacyjną teorią świadomości są Mind 
and Mechanism, Drew V. McDermotta (2001), klasyczna Matter and Conscioussness - A 
Contemporary Introduction to Philosophy of Mind Paula M. Churchlanda (1998), Things and 
Places – How the Mind Connects with the World, Zenona W. Pylyshyna (2007), a także 
Computational Philosophy of Science Paula Thagarda (1993). Perspektywę funkcjonalistyczą 
reprezentuje także Sweet Dreams – Philosophical Obstacles to a Science of Conscioussness 
Daniela C. Dennetta. Innymi ważnymi pozycjami z tego zakresu są Toward Brain-Computer 
Interfacing (2007), Brain and Culture Bruce’a E. Wexlera (2008) oraz What is Thought Erica 
B. Bauma (2004). 
Istotnymi zasobami dotyczącymi relacji człowieka i maszyny są współczesne 
prace dotyczące sieci społecznych (White, 1992, Castells, 2013, Ikegami, 2000). Kluczowe 
kwestie dotyczące analizy stosunków człowiek-maszyna na gruncie socjologii umysłu 
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zawierają się w pracach Alison Gopnik, m.in. w eseju Teorie i moduły: mity kreacji 
opublikowane pod redakcją Carruthersa i Smitha zatytułowanej Theories of mind (1996).  
 W pierwszej i drugiej części pracy pierwszej będę się posiłkowała  także pracami 
Artificial Life Stana Franklina (1995) oraz The Creative Mind. Myths and Mechanisms D.E. 
Bodena (1990). Za wprowadzenie do cybernetycznych źródeł paradygmatu służyć będzie 
m.in. Philosophy and Cybernetics Johna Crossona oraz Kennetha M. Sayre’a z 1967 roku. 
Paradygmat umysłu wcielonego w świat znakomicie opisują i osadzają w szerszym 
kontekście teorii sztucznej inteligencji Being There: putting Brain, Body, and World Together 
Andy’ego Clarka (1997), Cognitive Wheels: The Frame Problem of AI Daniela C. Dennetta 
(1987), a także artykuł Intelligence without Representation Rodneya Brooksa (1997), który 
ukazał się zbiorze Mind Design II: Philosphy, Psychology, Artificial Intelligence pod redakcją 
Johna Haugelanda.  
Najobszerniejszym kompendium wiedzy na temat paradygmatu ucieleśnienia 
stanowi Understanding Intelligence Rolfa Pfeifera i Christiana Scheiera (2001). Ważną 
pozycje stanowi także Describing Inner Experience Russella T. Hurlburta i Erica 
Schwitzgebela (2007) oraz Zen-Brain Reflections Jamesa H. Austina (2006). Wśród 
inspirowanego fenomenologią Merlau Ponty’ego dorobku Francisco Vareli wymienić należy 
m.in. napisaną w duecie z Humberto Maturaną The Tree of Knowledge: The Biological Roots 
of Human Understanding (1992), Naturalizing Phenomenology: Contemporary Issues in 
Phenomenology and Cognitive Science (1999), a przede wszystkim wspólne dzieło Vareli, 
Evana Thompsona oraz Eleanor Rosch The Embodied Mind. Cognitive Science and Human 
Experience (1993). Powiązanymi z dziełami Vareli nurtami są koncepcje metafor 
kognitywnych przedstawione m.in.  przez Ronalda Langackera w Wykładach z gramatyki 
kognitywnej (1995) oraz przez Marka Johnsona w The Body in the Mind. The Bodily Basis of 
Meaning, Imagination, and Reason (1987) oraz Time and Identity pod redakcją Josepha 
Keima Cambella, Michaela O’Rourke i Harry’ego S. Silversteina (2010). Warto także 
wspomnieć o Between Reason and Experience – Essays in technology and Experience 
Andrew Feenberga z 2010 roku. 
Paradygmat ucieleśnienia w jezykoznawstwie szczegółowo prezentuje From 
Molecule to Metaphor – A Neural Theory of Language Jerome’a A. Feldmana (2008). Wśród 
najważniejszych współczesnych studiów relacji człowiek-maszyna wymienić należy także 
opublikowaną w 1996 książkę Media i ludzie (1996), autorstwa Byrona Reevesa i Clifforda 
Nassa, Voices of the Mind: A Sociocultural Approach to Mediated Action Jamesa Wertscha 
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(1991), Język nowych mediów Lva Manovicha (2006) oraz Teorie mediów Dietera Merscha 
(2006),  badające medialno-techniczne podstawy kultury.  
Kontekst cybernetyczny przybliżają lektury dzieł Paula Mirovsky’ego, m.in. 
Machine Dreams. Economics Becomes a Cyborg Science (2002), a także klasyczne już prace 
W.H. White’a, tj. The Organization Man z 1956 roku. Wśród źródeł krytycznej teorii 
systemów organizacji wymienić należy m.in. A Thousand Plateaus Gillesa Deleuze’a i Felixa 
Guattariego (2004),  Pandora's Hope. Essays on the Reality of Science Studies Bruno Latoura 
(1999), a także In excess. Studies of saturated phenomena Jean-Luca Mariona (2004). 
Istotnym wkładem w objaśnienie cybernetycznego dziedzictwa współczesnych mediów jest 
Uncanny networks. Dialogues with the Virtual Intelligencies pod redakcją Geerta Lovinka 
(2002). Perspektywę ekologiczną w badaniu nowych mediów prezentują zaś Media Ecologies 
(2008) oraz Behind the Blip - Essays on Culture of Software autorstwa Matthew Fullera 
(2003). 
 
 Istotną pracą, która osadza symulację komputerową w kontekście 
antropologicznym jest Simulating Societies. The computer simulation of social phenomena 
Nigela Gilberta i Jima Dorana (1994). Do współczesnych studiów, które odnosza się do 
problematyki paradygmatu ucieleśnionej kognitywistyki w ujeciu antropologicznym zaliczają 
się także Romancing the Robots: Social Robots and Society Sala Restrivo (2008) oraz 
Designing Sociable Robots Cynthii Breazeal (2002). Prace te, osadzone w lingwistyce 
kognitywnej, a także problematyce pamięci i syntezy, poświęcone są zagadnieniu robotów 
społecznych w interakcjach z człowiekiem wskazując na społeczną “lokalizację” takich 
interakcji oraz historię procesu zajmowania przez maszyny miejsca, w którym znajdują się 
dzisiaj. W podobnym obszarze porusza się Sherry Turkle, która m.in. w The Inner History of 
Devices (2011) opisuje skomplikowaną naturę relacji przywiązania człowieka do technologii. 
 Zagadnienia z dziedziny ekologii mediów i człowieka, w tym zagadnień 
teleobecności szczegółowo opisują How Images Think (2005) Rona Burnetta, Wirelessness – 
Radical Empiricism in Network Cultures  Adriana MacKenzie (2010) oraz The Robot in the 
Garden – Telerobotics and Telepistemology in the Age of Internet pod redakcją Kena 
Goldberga (2001). 
W odniesieniu do wirtualnych gier, ważnym opracowaniem opisującym doświadczenia 
graczy jest Digital Culture, Play, and Identity – A World of Warcraft Reader pod redakcją 
Hilde G. Corneliussen i Jill Walker Rettberg (2008). 
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Referując aktualny stan wiedzy na temat paradygmatu umysłu wcielonego w 
świat nie sposób nie odnieść się także do interaktywnych prac Diany Domingues z Grupo 
Artecno, m.in. The interfacted subject immersed in irtual spaces
15
 Studia Domingues skupia 
się na problematyce dialogu z systemami sztucznej inteligencji, które umożliwiają 
komunikowanie sygnałów biologicznych i odbieranie ich za pośrednictwem elektronicznej 
bazy danych. Domingues zwraca uwagę na proces komunikacji między wysyłającym sygnał 
ciałem a interfejsem komputera, który wychwytuje sygnały, zarządza nimi i przekształca je w 
nowe formy „sztucznego życia”. 
 
 
 
 
  
                                                          
15
 Praca nie jest datowana. Dostępna online pod adresem: 
http://www.academia.edu/501172/The_interfaced_subject_immersed_in_virtual_spaces, z dnia 31.08.2013. 
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I.3. Zarys problematyki 
Porządek niniejszej pracy został pomyślany tak, by odsłaniała ona kolejne warstwy ambitnego 
projektu filozoficznego, jakim była sztuczna inteligencja, dochodząc do roli, jaką odegrała w 
nim fenomenologia. Aby móc tę rolę ukazać w pełni, zdecydowałam się na przeanalizowanie 
historii sztucznej inteligencji pod takim kątem, by ukazać, jak możliwe było „wdarcie się” 
fenomenologii do tego z pozoru niefenomenologicznego pola problemowego. Sztuczna 
inteligencja – poddana presji własnego sukcesu – przez długi czas nie starała się dotrzeć do 
istoty problemów, którymi się parała, lecz wykazać się wynikami. Droga dotarcia do tych 
wyników, jakże brzemienna filozoficznie, bywała spychana na drugi plan. Będę zatem, 
zarówno na poziomie metodologicznym, jak i na poziomie kolejności analizy zagadnień, 
stosowała metodę odsłaniania, jak sztuczna inteligencja „omijała” fenomenologię, by dotrzeć 
do punktu krytycznego, w którym wyłoniły się warunki możliwości powstania „nowej” 
fenomenologii, aktywnie uczestniczącej w kształtowaniu projektów technologicznych.   
Praca ta wymaga łączenia ze sobą rozbudowanych i naszpikowanych 
specjalistycznymi problemami pól badawczych i dyscyplin, które stykają się niekiedy tylko w 
małych, choć kluczowych obszarach. Dlatego też, by ta praca nie stała się „niekończącą się 
opowieścią”, w niektórych miejscach bywa z konieczności skrótowa. Poniżej opiszę 
kolejność zagadnień, z którymi się w niej zmagam. 
Pierwsza część pracy, poza wstępem zawiera opis codziennego doświadczenia 
technologii. Staram się tu przedstawić doświadczenie technologii takim, jakim jawi się ono w 
nastawieniu naturalnym, popartym krytyczną refleksją. Skupię się na wirtualizacji technologii 
oraz na doświadczeniu istot wirtualnych – chatbota i awatara.  
Druga część pracy poświęcona jest fenomenologii jako metodzie badania 
technologii. Z punktu widzenia rozwoju badań kognitywistycznych oraz badań nad sztuczną 
inteligencją, to właśnie fenomenologia okazała się niezwykle inspirująca w rozpatrywaniu 
takich zagadnień jak świadomość i intersubiektywność czy też pojęcie reprezentacji. 
Narzędziem analizy tego problemu w kontekście relacji człowieka i wytworów technologii 
jest fenomenologiczny opis doświadczenia (Husserl, Heidegger, Merlau-Ponty). Przeanalizuję 
jak dorobek pierwszych fenomenologów, zarówno wpisujących się w nurt Husserlowskiej 
fenomenologii epistemologicznej jak i Heideggerowskiej fenomenologii hermeneutycznej  
został twórczo rozwinięty przez myślicieli takich jak Leopold Blaustein, Hubert Dreyfus, 
Bernard Stiegler, Francisco Varela czy Don Ihde. 
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W  trzeciej części pracy przeanalizuję nastawienie16, które umożliwiło pojawienie 
się na gruncie filozofii paradygmatu obliczeniowego, a w konsekwencji: sztucznej 
inteligencji. Rozpocznę od przedstawienia genealogii samego pojęcia medium, które 
pierwotnie w filozofii stanowiło łacińskie tłumaczenie arystotelesowskiego pojęcia metaxu, 
pojawiające się w nauce o aisthesis Arystotelesa. W O duszy (2003) Arystoteles, przywołując 
Platońskie podziały ontologiczne, wielokrotnie stwierdza, iż różnica między formą i materią 
(actus i potentia) nie wyklucza jeszcze jednej możliwości ontologicznej, która w istocie 
stanowi warunek postrzegania. Jest nią właśnie metaxu – trzeci sposób istnienia jako 
medium
17
. Echa tej koncepcji znajdujemy jeszcze w romantyzmie, jednak w XX wieku 
zostaje wyparta przez Kartezjański podział na mechaniczne ciało i cyfrowy umysł. Idee 
Kartezjusza okazują się bowiem niezwykle nośne dla raczkującej cybernetyki.  
W czwartej części pracy szczegółowo opiszę paradygmat ucieleśnienia, 
uwzględniając kluczowe dla niego kategorie: cielesność oraz doświadczenie 
pierwszoosobowe. Nakreślę także miejsce paradygmatu ucieleśnienia na mapie różnych 
stanowisk w obszarze filozofii umysłu i opiszę kierunki funkcjonujące w obrębie 
paradygmatu ucieleśnienia – od ucieleśnionego funkcjonalizmu poprzez semantykę 
ucieleśnioną aż po enaktywizm. Następnie wskażę, w jaki sposób ten paradygmat, dzięki 
rozszerzeniu o eksperyment i przy jednoczesnym wykorzystaniu Husserlowskiej metody 
fenomenologicznej, a także analiz Heideggera może być twórczo rozwijany na polu badania 
technologii.  
Piątą część pracy stanowić będzie analiza wybranych istot wirtualnych metodą 
fenomenologii eksperymentalnej. Skupię się tu przede wszystkim na dwóch kategoriach 
bytów wirtualnych, z których jeden (bot) jest zdolny do interakcji z człowiekiem, drugi zaś 
(awatar) wykazuje zdolności sensomotoryczne zbliżone do ludzkich. Jednocześnie będę 
prowadziła uważną obserwację samej metody fenomenologicznej i jej ograniczeń, gdy zostaje 
zastosowana do przedmiotu jakim jest zapośredniczony technologicznie fenomen.  
                                                          
16
 Nastawienia używam tu, podobnie jak Husserl, jako kategorii, która pozwala wyróżnić sposoby podejścia do 
rzeczywistości. O ile fenomenologiczne nastawienie różni się od naturalnego nastawienia np. 
bezzałożeniowością, o tyle nastawienie cybernetyczne – odżegnując się od właściwych naturalnemu nastawieniu  
domysłów i spekulacji, silnie umocowuje się w naukowej (empirycznej) dowodliwości własnych twierdzeń 
metafizycznych.  
17
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W rozdziale podsumowującym poza konkluzjami znajdą się nawiązania do 
uwypuklonego metodą fenomenologiczną problemu ekspansji podmiotowości. Nie ulega 
wątpliwości, iż coraz więcej czasu spędzamy egzystując w wirtualnej sieci, a ona daje nam 
możliwość przedłużenia naszej psychofizycznej obecności, zarówno w czasie jak i 
przestrzeni. Nowe technologie generują cyfrowe istoty i przyoblekają je w wirtualne ciała. 
Jednakże, czy naprawdę chcemy rozszerzać swoją obecność poprzez istnienie wirtualne? A 
jeśli tak, to jakie to może nieść skutki w przyszłości? Ta grupa pytań kieruje w stronę relacji 
fenomenologii do posthumanizmu, przesuwając punkt ciężkości z idei maszyn i programów, 
aspirujących do bycia człowiekiem na ideę człowieka, aspirującego do bycia maszyną. 
Właśnie ten kierunek postaram się zarysować w rozdziale konkludującym rozprawę. 
Pracę zamykam słownikiem kluczowych pojęć, którego definicje przygotowałam 
samodzielnie pod kątem niniejszych analiz, oraz bibliografią. 
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I.4. Codzienne doświadczenie technologii 
Carl Mitcham w Notes toward a philosophy of meta-technology zauważa (1996: 7), iż 
prawdziwą wiadomością, którą wysyłają nam same współczesne media i technologie jest to, 
że są wszędzie. Nie są czymś, co tworzymy, lecz czymś, czego jesteśmy częścią. Nie 
przesądzając już na wstępie o słuszności tej radykalnej tezy należy stwierdzić, iż nasz, ludzki 
świat współdzielimy z mediami i technologią – maszynami, robotami i programami 
komputerowymi. Codziennie angażujemy się w dialogi z  programami komputerowymi 
konwersującymi naturalnym głosem. Telefoniczna automatyczna sekretarka donosi od kilu 
dekad, kto dzwonił, a kasa sklepowa nakazuje położyć produkt na wadze i wsunąć kartę 
płatniczą. Inteligentny system wbudowany w windę informuje, na którym jesteśmy piętrze. 
Programy komputerowe generują niemal połowę ruchu na stronach internetowych, 
wytwarzają już co czwarty wpis na popularnym portalu społecznościowym Twitter, a także 
redagują zawartość wirtualnej encyklopedii – Wikipedii (Siewiorek 2012: 28). W grach 
komputerowych przyjmujemy wirtualne postaci, których ruchem i zachowaniem sterujemy. 
Programiści systemów eksperckich podsuwają internautom partnerów do dyskusji i 
współdziałania: chatterboty (zwane również chatbotami lub po prostu botami) – czyli 
interaktywne programy komputerowe zdolne do symulowania inteligentnych konwersacji 
z człowiekiem, oraz awatary – reprezentacje uczestników światów wirtualnych (głównie gier 
video, symulatorów, gier strategicznych i forów dyskusyjnych).  
Wiele osób godzi się na rozmowę z chatbotem w sprawie zakupu biletu lotniczego 
bądź umówienia wizyty w klinice zdrowotnej. Jeszcze inni decydują się stworzyć w świecie 
wirtualnym swoje drugie Ja za pomocą awatara i zanurzyć się w realia którejś z 
zaawansowanych gier komputerowych, zarówno tych nierealnych (np. World of Warcraft), 
jak i tych naśladujących rzeczywistość (Sims lub Second Life). 
Nad światem codziennych praktyk kontaktu z urządzeniami elektronicznymi i 
programami komputerowymi nadbudowuje się świat zaawansowanych prac nad stworzeniem 
inteligentnych robotów. Niemal codziennie media donoszą o postępach w dziedzinie 
rozwijania sztucznego mózgu i bionicznego ciała. Profesor Rodney Brooks z Heartland 
Robotics konstruuje roboty takie jak antropoidalny Cog czy robakokształtny Genghis (por.: 
Rys. nr 9), zdolne do poruszania się w przestrzeni, chwytania przedmiotów czy konwersacji, 
zaś Profesor Cynthia Brazael z Massachussetts Institute of Technology (MIT) buduje tzw. 
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„roboty emocjonalne” (emotional robots), takie jak Kismet (por. Rys. nr 5) lub Leonardo, 
które potrafią dekodować ludzkie emocje i naśladować mimikę twarzy.  
Jeszcze innym przykładem stworzenia humanoida jest projekt Aiko (por.: Rys. 1), 
realizowany przez kanadyjsko-wietnamskiego konstruktora Le Trunga, który stworzył 
kobietę-androida18 zdolną do konwersacji (w języku angielskim i japońskim), wykonywania 
pewnych prac domowych (mycie okien, odkurzanie) i reagowania na bodźce wzrokowe, 
słuchowe i dotykowe z otoczenia. Obleczona w silikonowe ciało, 30-kilogramowa, mierząca 
152 cm Aiko (bo tak na imię ma robot) czyta książki i rozróżnia kolory, uczy się i 
zapamiętuje. Jeśli ktoś ją szarpnie za rękę, wyrywa ją i oznajmia, że ten dotyk nie był 
przyjemny. Ze względu na to, że Le Trung nie jest w stanie sfinansować zbudowania 
oprogramowania do chodzenia, Aiko porusza się na wózku inwalidzkim. Konstruktor 
zapewnia, że chce w ciągu najbliższych kilku lat doprowadzić ją do stanu, w którym będzie 
zdolna do odtwarzania wszystkich czynności, które konstytuują ludzką codzienność.  
 
1. Aiko  
(pobrano z: http://www.thesun.co.uk/sol/homepage/news/2023392/Inventor-builds-his-perfect-woman-a-robot-who-
cleans-and-wont-nag.html) 
Szukając dalej przykładów cyborgów, można natknąć się na Kenji-ego19. Należy on do grupy 
robotów, którym wszczepiono niestandardowe oprogramowanie, umożliwiające emocjonalne 
reagowanie na bodźce zewnętrzne. Za ogromny sukces twórcy Kenji-ego uznali wyrazy jego 
                                                          
18
  Strona dedykowana projektowi Le Trunga, poprzez którą stara się on zbierać fundusze na sfinansowanie nóg 
dla Aiko: http://www.projectaiko.com/index.html 
19
 Por.: artykuł w internetowej prasie popularnej na temat Kenjiego, Merchant, B. The Truth About Kenji, the 
Robot Programmed to Love: http://motherboard.vice.com/blog/the-internet-keeps-falling-for-the-hoax-about-
kenji-the-robot-programmed-to-love (z dnia 31.08.2013) 
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oddania dla lalki, którą Kenji zgodnie z instrukcjami zawartymi w programie miał obejmować 
co godzinę. Gdy lalka zniknęła, Kenji dopytywał się o to, gdzie jest i kiedy do niego wróci. 
Naukowcy – zbudowani empatyczną postawą Kenji-ego – święcili sukces zbudowania 
pierwszej czującej maszyny. Rzeczywiście, dzięki samodzielnej, wielotygodniowej iteracji 
zachowań opartych na złożonym kodzie Kenji wyposażył się w moduł, który można określić 
jako ekwiwalent uczucia czułości. Kenji nauczył się obejmować i przytulać lalkę, wpatrywać 
się w nią i szukać jej.  Opiekunów Kenji-ego cieszyły jego postępy do momentu, gdy jego 
czułość nie zaczęła być groźna. Kenji zademonstrował bowiem poziom przywiązania 
właściwy psychopacie. Wszystko zaczęło się od dnia, gdy w laboratorium pojawiła się młoda 
studentka, której zadaniem było testowanie nowych procedur i rozszerzanie oprogramowania 
Kenji-ego. Dziewczyna regularnie spędzała z Kenjim czas. Kiedy jednak nadszedł dzień 
końca jej stażu, Kenji zaprotestował: nie pozwolił jej opuścić laboratorium, obejmując w 
żelaznym uścisku swoich hydraulicznych ramion. Studentce udało się uciec dopiero wtedy, 
gdy dwóch wezwanych na ratunek członków personelu wyłączyło robota. Po tym incydencie 
dr Takahashi – główny opiekun Kenjiego –stwierdził, iż entuzjazm grupy badawczej był 
przedwczesny. Od czasu incydentu z młodą pracownicą laboratorium, za każdym razem, gdy 
Kenji zostaje włączony, reaguje podobnie na każdą pierwszą napotkaną osobę, z którą 
nawiąże kontakt wzrokowy. Natychmiast stara się przytulić ofiarę i artykułuje swoje 
przywiązanie przez zamontowany w sztucznej klatce piersiowej 20-watowy głośnik. Mimo tej 
systemowej wady, dr Takahashi nie chce wyłączyć Kenji-ego Pracuje nad ulepszeniami 
oprogramowania, które sprawią, iż Kenji będzie okazywał uczucia mniej kompulsywnie. 
Dzięki temu, zamiast przypominać neurotyka, ma zbliżyć się do „ideału człowieka”. 
  W kontekście niemożliwych do przezwyciężenia barier przywołać można także 
istotę zbudowaną w 1997 roku, tzw. Personal Rowing Presence (por.: Goldberg 2001: 185-
188), złożoną z głowy opatrzonej kamerą, ekranu LCD, wysięgu hydraulicznego pełniącego 
rolę ręki, mikrofonu, głośników, stojaka i obrotowej podstawy. Zadaniem robota było 
nawiązywanie kontaktu z osobami, które napotkał, a ściślej mówiąc – ułatwianie tego 
kontaktu użytkownikowi, którego reprezentował. Użytkownik ten był „teleobecny” – 
znajdował się w oddalonym miejscu, ale jego twarz widoczna była na kamerze rejestrującej. 
Za sprawa robota użytkownik mógł się wypowiadać, słuchać i obserwować rzeczywistość, a 
także poruszać się (sterując ruchomą podstawą robota). W fazie testów robot nie przeszedł 
próby, którą można by określić mianem teleepistemologicznej. Nie do pokonania okazały się 
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kwestie skrócenia dystansu i budowania relacji opartej na intymności. Każdy kontakt był 
intuicyjnie sztuczny. Robot jawił się jako intruz. 
Tym niemniej, prace nad inteligentymi maszynami nie ustają. Najnowsze, 
obiecujące projekty pochodzą z laboratorium Hiroshiego Ishiguro. To m.in. Hugvie20 i 
Telenoid
21
 (por. Rys. 2 i 4), które są istotami pośredniczącymi między dwoma osobami 
rozmawiającymi przez telefon. Hugvie „w imieniu mówiącego” przytula interlokutora, zaś 
Telenoid mówi jego głosem stojąc przed interlokutorem i przyglądając mu się uważnie22.  
 
2. Telenoid  
(pobrano z: http://www.aec.at/center/de/ausstellungen/) 
Innym przykładem robota wymagającego opieki i stosowanego w domach starców celem 
stymulowania neuronowego osób starszych, cierpiących na chorobę Alzheimera jest 
stworzona przez Japoński Instytut Przemysłowo-Technologiczny foka Paro23 (por. Rys. nr 3), 
która musi być przez swoich opiekunów regularnie karmiona, kąpana i przytulana. Roboty 
takie jak Paro mają z założenia realizować „inne” aspekty inteligencji – „inne” niż te, które 
przywoływane są najczęściej. Zamiast zdolności myślenia i rozwiązywania problemów, czy 
komunikowania się w języku naturalnym, Paro ma wykazywać się emocjami, zdolnością 
przetrwania oraz zdolnościami percepcyjnymi i motorycznymi. Każda technologia, która 
                                                          
20
  Działania robota Hugvie zaprezentowano tutaj: http://www.youtube.com/watch?v=nJXkL7bcQR0 (z dnia 
31.08.2013) 
21
 Funkcjonowanie Telenoida zaprezentowano tutaj: http://www.youtube.com/watch?v=tNkzVgXglJQ (z dnia 
31.08.2013) 
22
 Prace Hiroshi Ishiguro Laboratory można prześledzić tutaj: http://www.geminoid.jp/en/index.html 
23
 Prace nad foką Paro można prześledzić tutaj http://www.aist.go.jp/ 
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posiada przynajmniej jedną z tych cech może zostać uznana za inteligentną24, jednakże 
dopiero od niedawna nacisk kładziony jest na ten „inny” wymiar inteligencji w budowaniu 
technologii. Część genealogiczna niniejszej pracy będzie próbą odpowiedzi na pytanie, 
dlaczego: dlaczego w ogóle inteligencję zaczęto postrzegać tak szeroko, skoro inżynieria 
początkowo definiowała ją dużo węziej, oraz: dlaczego tak późno? Historia sztucznej 
inteligencji to ponad siedem dekad, zaś maszyny, które powyżej prezentowałam, mają nie 
więcej niż pięć lat. 
 
 
3. Paro  
(pobrano z: http://www.aec.at/center/de/ausstellungen/) 
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 Zdefiniowanie zachowań inteligentnych, a przede wszystkim samego pojęcia inteligencji nastręcza wielu 
trudności. Inteligencja definiowana jest jako: zdolność do abstrakcyjnego myślenia (L.M. Terman); zdolność do 
przystosowania w złożonym środowisku (S.S. Colvin); zdolność do adaptacji  do relatywnie nowych sytuacji w 
życiu (R. Pinter); zdolność do nabywania zdolności (H. Woodroow), zdolność do uczenia się i korzystania z 
doświadczenia (W.F. Dearborn) lub biologiczny mechanizm dzięki któremu złożone bodźce zostają 
zunifikowane w zachowaniu (J. Peterson).  
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I.4.1 Doświadczeniowy aspekt wirtualizacji techniki. 
Przykładów „transgresyjnych” maszyn, które są zawieszone między technologiczną 
niemożnością a ewidentnym wkroczeniem w sferę zarezerwowaną dla człowieka jest wiele. 
Wszystkie one pokazują, iż dziś, w XXI wieku zbudowanie quasi-człowieka nadal okazuje się 
nadludzkim wyzwaniem. Warto jednakże wspomnieć, iż naukowe, filozoficzne, a wreszcie 
masowe zainteresowanie maszyną skonstruowaną na podobieństwa człowieka, czyli de facto 
zainteresowanie możliwością zrozumienia umysłu ludzkiego poprzez uchwycenie i 
sformalizowanie mechanizmów leżących u podstaw tzw. inteligentnych zachowań, ma bardzo 
długą tradycję. Kartezjusz snuł wizję maszyny z założenia niedoskonałej – krzywego 
zwierciadła ludzkiego umysłu.  
 
4. Telenoid  
(pobrano z: http://www.aec.at/center/de/ausstellungen/) 
Myśliciele XVII i XVIII wieku, a wśród nich Charles Babbage oraz Thomas Hobbes, widzieli 
w „automatycznym umyśle” już nie tylko narzędzie, lecz także partnera przyszłych 
przedsięwzięć człowieka. Arnold Pacey w Meaning in Technology (2001: 181) zauważa, iż 
stulecie między 1870 a 1980, czyli od elektryfikacji do projektu strategiczno-obronnego 
Gwiezdnych Wojen (Star Wars) było okresem nieposkromionego „technologicznego 
entuzjazmu” w Stanach Zjednoczonych, czasem niezachwianej wiary, że technologia 
umożliwi nieograniczoną, czaso-przestrzenną ekspansję ludzkości.  
W 1879 roku Thomas Edison wynalazł żarówkę, a Ernst von Siemens zbudował 
pierwszy elektryczny tramwaj. Do roku 1900 samochody spalinowe Henry’ego Forda 
zastąpiły wozy konne. Pierwsza i druga wojna światowa spowodowały jeszcze większe 
przyspieszenie postępu technologicznego. W latach trzydziestych XX wieku pojawił się w 
masowej produkcji plastik i stal, do miejskich domów doprowadzono elektryczność, 
urządzenia kuchenne oraz pierwsze tranzystorowe radia. Pacey nazywa projekty wynikające z 
tej potrzeby kontrolowania świata i ekspansji „technologią kompulsywną” (ibid.). To o niej 
musiał myśleć Fritz Lang, gdy w 1928 roku tworzył Metropolis. Poprzez literaturę popularną, 
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film i mity (Golem) inteligenta maszyna, najczęściej w wydaniu zagrażającego światu 
automatu
25
 przeniknęła do zbiorowej świadomości. Jednocześnie kiełkowała myśl, że dzięki 
technice możemy rozszerzyć swoje pole postrzegania i działania Witkacy pisał już, że  
„rozlew idei staje się coraz łatwiejszy; materialne środki przenoszenia myśli stają się po prostu częścią 
naszego organizmu. Czymże jest telefon, jeżeli nie spotęgowaniem działania naszego głosu i słuchu? 
Takie same będą też urządzenia potęgujące siłę naszego wzroku do bajecznych granic” (w: Hopfinger 
2002:146). 
Człowiek uważał, że ma prawo się rozprzestrzeniać ponieważ świat mu się „należy”. Długo 
jednak przełożenie odważnych, nierzadko brawurowych projektów na praktykę nie było 
możliwe. W latach pięćdziesiątych pojawiła się wprawdzie większość pozostałych elementów 
nowoczesnego życia przemysłowego – powszechne stało się używanie sprzętów domowych: 
pralek i odkurzaczy (por.: Jonscher 1999:16), ale dopiero dwie dekady później za sprawą 
dynamicznego rozwoju mikroelektroniki nastąpił technologiczny przełom: w laboratoriach 
MIT inteligentny robot, który będzie czymś więcej niż narzędzie, zaczął być traktowany jako 
realny cel do osiągnięcia w ciągu najbliższych dekad. Tym samym stopniowo realizowano 
wzorzec Kartezjańskiej maszyny, która za sprawą udoskonaleń zaczynała coraz bardziej 
przypominać człowieka. Jednocześnie społeczne postawy wobec „mechanicznego życia”26  
ulegały stopniowym zmianom – wahając się między obojętnością, lękiem i żywym 
zainteresowaniem. 
Opisywana przeze mnie idea formalizacji umysłu powiązana była przez 
Kartezjusza z koncepcją, iż umysł to rzecz niezależna od ciała. Koncepcja ta była – jak sądzę 
– ważna dla rozwoju technologii z dwóch powodów. Primo, zakładała, iż oddzielenie 
umożliwi umysłowi niezakłócone działanie. Cybernetycy istotnie wyciągnęli z niej wniosek, 
iż umysł należy wyabstrahować z ciała i przenieść poza sferę realną. Secundo, przedstawiała 
wizję transgresji poza siebie i dostępu do świata wirtualnego, czyli świata nieograniczonych 
możliwości27. I mimo, iż sto lat później pojawiła się znacznie bardziej mechanistyczna, 
materialistyczna i monistyczna koncepcja Juliena Offraya de la Mettrie (por.: 1984, 1987), dla 
rozwoju technologii daleko bardziej płodna okazała się Kartezjańska perspektywa 
                                                          
25
 Wystarczy przytoczyć Dzisiejsze czasy Charliego Chaplina, czy Odyseję kosmiczną 2001 Stanleya Kubricka. 
26
 Termin ukuty przez futurologa i badacza sztucznej inteligencji Hansa Moraveca (por.: 1998, 1999). 
27
 Odnoszę się tutaj do etymologicznego znaczenia słowa „wirtualny”, które jeszcze w średniowieczu stanowiło 
synonim innego łacińskiego terminu „potencjalnego”, a zatem „możliwy do zrealizowania lub osiągnięcia”.  
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dualistyczna. Lata pięćdziesiąte i sześćdziesiąte ubiegłego wieku przyniosły realizację 
koncepcji Kartezjusza w wielu obszarach. Po pierwsze, w ramach rodzącego się paradygmatu 
sztucznej inteligencji postępowała technologizacja rzeczywistości: powstawały programy 
służące do wykonywania zaawansowanych operacji obliczeniowych. Po drugie zaś, dzięki 
rozwojowi technologii i mediów masowych postępował ogólny proces wirtualizacji, czyli 
przenoszenia coraz większej liczby aktywności na plan przestrzeni wirtualnej. Innymi słowy, 
człowiek coraz częściej zwracał swoją uwagę ku ekranowi, by stopniowo zacząć się przenosić 
w jego świat.  
Jak zauważyłam powyżej, w XX wieku mamy do czynienia ze sprzęgnięciem się 
technologizacji i wirtualizacji. Tworzenie cyberprzestrzeni jest bowiem niewątpliwie 
skorelowane z tworzeniem sztucznej inteligencji. Oba projekty były wyrazem tej samej 
potrzeby ekspansji, choć nie rozwijały się paralelnie. Podczas gdy kolejne, mozolne próby 
tworzenia maszyn konkurujących z ludzkimi możliwościami umysłowymi nie dawały nadziei 
na szybki i spektakularny rezultat, proces rozszerzania cybersieci coraz bardziej się 
dynamizował. Elektryzujący, ale mało zrozumiały dla szerokiej publiki projekt tworzenia 
cyborga ustąpił miejsca przystępniejszej intelektualnie idei technologii rozumianej jako 
wsparcie dla łączności – technologii istniejącej po to, by usuwać piętrzące się przed 
poszukującymi kontaktu ze sobą nawzajem użytkownikami komputerów (por.: Jonscher 
1999: 193).  Tworzenie środowiska swobodnej, wirtualnej interakcji stało się głównym 
zadaniem inżynierów i programistów. Internet, rozumiany jako ogólnoświatowa sieć 
komputerowa, zrodził się w wojsku. Powołana przez Departament Obrony Agencja do Spraw 
Badań Perspektywicznych (ARPA – The Advanced Research Project Agency) podjęła 
inicjatywę budowy sieci danych, ARPANET. Dzięki koncepcji pakietowego tworzenia sieci 
(packet netwoking) komputery nie miały  wybierać numerów swoich odpowiedników i czekać 
na połączenie, lecz wprowadzać bity w sieć w formie małych pakietów adresowanych do 
komputerów docelowych (por.: Jonscher: ibid.). Do dziś, w sensie logicznym, Internet jest 
zresztą przestrzenią adresową zrealizowaną przy wykorzystaniu protokołu komunikacyjnego 
IP, która działa opierając się na specjalistycznym sprzęcie sieciowym oraz infrastrukturze 
telekomunikacyjnej. Na początku jednak – w sensie funkcjonalnym – komunikacja 
internetowa była ograniczona do modusu wymiany wiadomości, później zaś – już w latach 
dziewięćdziesiątych – zaczęto myśleć o cybersieci jako wirtualnym świecie, w którym można 
przebywać i działać.  
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Dzięki komputerom, a następnie Internetowi ludzie zaczęli żyć w środowisku 
pełnym obiektów, zjawisk i procesów o „nieokreślonym”, „niepewnym” statusie 
ontologicznym (Zacher 2013: 45). Sztuka i technika coraz chętniej sięgały po rzeczywistość 
wirtualną – komputerową symulację różnych aspektów rzeczywistości realnej do 
prezentowania, testowania i doświadczania rozmaitych zjawisk. Początek tego, co dziś 
określamy mianem rzeczywistości wirtualnej, wyznacza projekt wideoinstalacji Glowflow 
opracowany w 1969 roku przez Myrona W. Kruegera. Konstrukcja składała się z 
zaciemnionego pokoju, na którego ścianach umieszczono cztery przeźroczyste rury, które 
zmieniały kolor wskutek pompowania w nie fluorescencyjnych cząsteczek. Ruchy osoby 
znajdującej się w pokoju były interpretowane przez komputer, który odpowiadał na nie 
wizualno-dźwiękowymi sygnałami. Najbardziej znaną instalacją Kruegera stała się 
Videoplace z 1975 roku. W projekcie tym oprócz responsywności znanej z pierwszego 
projektu, Krueger położył nacisk na zmysł dotyku, umożliwiając awatarom interakcje na 
wspólnej przestrzeni wizualnej. Projekt był w kolejnych latach rozbudowywany i 
wzbogacany o nowe zdobycze techniki. Zastosowano nowe oprogramowanie, lepsze 
komputery oraz akcesoria takie jak hełm i wirtualne rękawice. Projekty Kruegera stały się 
prototypami systemów rzeczywistości wirtualnej takich jak powstała 20 lat później (w 1992 
roku) wielkoekranowa, wrażliwa na dotyk i ruch instalacja CAVE (por. także Burnett: 2004: 
108). 
Dziś, w XXI wieku technologia, w wielu postaciach i formach, jest nie tylko 
wszechobecna, ale przede wszystkim coraz bliższa człowiekowi, zarówno w sensie 
proksemicznym (ponieważ skraca dystans między sobą a użytkownikiem), jak i 
mimetycznym (ponieważ, mimo wielu trudności, coraz wierniej stara się naśladować ludzkie 
formy organizacji życia). Współczesne technologie informacyjno-komunikacyjne nie tylko 
pośredniczą w naszych codziennych praktykach w świecie rzeczywistym poprzez 
konstruowanie i rozwijanie coraz to nowszych narzędzi, ale przede wszystkim przenoszą nas 
w nowe środowiska życia. Rzeczywistość wirtualna to frapujący przykład tego, jak działa 
przełożenie tysięcy linijek symbolicznego kodu na stworzenie świata, które umożliwia 
głębokie, absorbujące doświadczenie obecności. Informatyczny kod zmienia się tu w 
rzeczywistość, którą ludzie są w stanie zasiedlić i stworzyć w niej świat, będący miejscem ich 
interakcji ze sobą nawzajem i z technologią. Ta ostatnia występuje zresztą w rzeczywistości 
wirtualnej w różnych rolach. Po pierwsze: na metapoziomie stanowi warunek możliwości – 
podstawę określającą reguły i sposoby działania poprzez narzucanie systemowych 
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ograniczeń. Po drugie, jest ekosystemem, czyli wirtualnym środowiskiem istnienia, po trzecie 
– dzięki interaktywności może pełnić funkcję partnera, po czwarte zaś, może być 
przedłużeniem ludzkiego Ja. W tym sensie technologicznie ukonstytuowana rzeczywistość 
wirtualna staje się przestrzenią nowego wymiaru podmiotowości i interakcji.  
W niniejszej pracy postaram się prześledzić ten właśnie proces, który 
określiłabym jako upodmiotowienie i ucieleśnienie technologii. Od przedmiotu-narzędzia do 
narzędzia-rozszerzenia Ja. O ile bowiem pierwsze komputery można określić jako 
wyrafinowane przedmioty, które już wikłają Heideggerowską teorię relacji Dasein do 
narzędzia w komplikacje, o tyle współczesne nowe medium elektroniczne, bogate w 
generowane przez oprogramowanie wirtualne reprezentacje każe ponownie zadać pytanie o 
możliwość świadomości technologicznej – czyli relacji technologii do świadomego, ale też 
cielesnego Ja. 
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I.4.2.  Doświadczenie I: bot 
Pierwszą grupą istot wirtualnych, której doświadczenie warte jest poddania 
fenomenologicznej analizie są chatboty. Chatbot (w skrócie: bot) to program komputerowy 
wykonujący rozmaite czynności w zastępstwie człowieka i „udający” ludzkie zachowanie, 
głównie w zakresie symulowania inteligentnych konwersacji z człowiekiem.  Botyka zajmuje 
się wykorzystywaniem wiedzy na temat zachowania ludzi do modelowania i symulowania 
wirtualnych postaci. Nazwa bot powstała jako skrócona wersja słowa robot, przy czym o ile 
robot jest obiektem fizycznym doświadczanym w rzeczywistości realnej, bot funkcjonuje 
jedynie w środowisku wirtualnym. Boty to najczęściej złożone interfejsy, oparte na analizie 
języka naturalnego i zasadach komunikacji międzyludzkiej, które umożliwiają sprawniejsze 
interakcje w relacjach człowiek-maszyna. Najczęściej występują w formie tekstowej, co 
znaczy, iż ujawniają się swoim interlokutorom jedynie za sprawą okienek dialogowych 
(przykłady podaję poniżej). Dlaczego boty są dla mnie interesujące? Przede wszystkim z 
uwagi na fakt, iż wchodzą – z lepszym lub gorszym skutkiem – w rozmowę z człowiekiem. 
Nazywane są agentami konwersacyjnymi, które mają prowadzić z użytkownikami internetu 
konwersacje – celowe, określone i zdefiniowane. Najczęściej jednak ludzie nie chcą z nimi 
konwersować na „zadany” temat, lecz rozmawiać na tematy, które są poza zasięgiem 
kompetencji botów. Rozmowa to nie tylko zakładana przez inżynierów konwersacja – 
wymiana treści intelektualnych ozdobiona zwrotami uprzejmościowymi, ale akt ujawniający 
sposób myślenia, w którym zawiera się cały potencjał emocjonalnego, a więc subiektywnego 
stosunku autora wypowiedzi do wypowiadanego przezeń sensu. Rozmawiając demaskujemy 
samych siebie, podejmujemy decyzję o uczestnictwie w czymś istotnym. Co więcej, 
rozmawiając faktycznie jesteśmy sprawcami „rozmówienia się z kimś”, swoistego rozliczenia 
z  Innym, ustalenia tożsamości naszego rozmówcy. Ten aspekt relacji z botem będzie 
interesował mnie najbardziej.  
Pierwszym botem była zaprojektowana w 1966 roku przez Josepha Weizenbauma 
ELIZA. Została ona zaprogramowana, by pełnić roli psychoterapeuty. Na przestrzeni kilku lat 
przeprowadziła serie terapeutycznych sesji z pacjentami, występując jako terapeuta 
rogeriański. Ubogie oprogramowanie pozwalało ELIZIE jedynie na proste reagowanie na 
wpisaną frazę według jednego, niezmiennego schematu. Przykładowo, na stwierdzenie: 
„Moja matka o mnie dba” reagowała pytaniem: „Kto jeszcze o Ciebie dba?”, zaś na: „Mój 
ojciec pali” – identycznym strukturalnie pytaniem: „Kto jeszcze pali?”. Wyraźnie widać to w 
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następujących przykładach:  
Dialog 1 
> Wszyscy mężczyźni są tacy sami. 
< Jak to możliwe? 
> Zawsze chcą czegoś od nas. 
< Czy pamiętasz jakiś konkretny przypadek? 
> Właśnie mój chłopak mnie tu przyprowadził. 
< Twój chłopak ciebie tu przyprowadził? 
> Stwierdził, że często jestem przygnębiona. 
< Przykro mi słyszeć, że jesteś przygnębiona. 
> To prawda, jestem nieszczęśliwa. 
< Czy myślisz, że jeśli przyjdziesz tutaj, to będziesz szczęśliwsza? 
> Potrzebuję pomocy, to chyba jasne. 
< Do czego ta pomoc jest ci potrzebna? 
> Może nauczę się wytrzymywać z moją matką? 
< Opowiedz mi więcej o twojej rodzinie. 
> Opiekuje się mną moja matka. 
< Kto z twojej rodziny jeszcze się tobą opiekuje? 
> Mój ojciec. 
< Twój ojciec. 
> Jesteś w pewnym stopniu podobny do mojego ojca. 
< Jakie dostrzegasz podobieństwo? 
> Nie jesteś agresywny, ale myślę, że nie chcesz, żebym to zauważyła. 
< Co myślałaś mówiąc, że nie jestem zbyt agresywny? 
> Nie sprzeczasz się ze mną. 
< Dlaczego sądzisz, że nie sprzeczam się z tobą? 
> Boisz się mnie. 
< Czy sprawia ci przyjemność, że się ciebie boję? 
> Mój ojciec boi się wszystkich. 
< Co ci jeszcze przychodzi do głowy, kiedy myślisz o swoim ojcu? 
> Tyrania. 
< Czy to wiąże się jakoś z tym, że twój chłopak cię tu przyprowadził? 
(...) 
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Dialog 2. 
< Dzień dobry. Jestem lekarzem. Proszę usiąść przy dalekopisie i opowiedzieć mi o swoim 
problemie. 
> Chciałbym mieć swój bagaż. 
< Mógłbyś to opisać? 
> Nie jestem zupełnie pewien, jaki rodzaj opisu jest potrzebny. 
< Czy wierzysz, że to jest normalne nie być zupełnie pewnym, jaki rodzaj opisu jest potrzebny? 
> Tak, to całkiem normalne. 
< Rozumiem. 
> Zgubiłem swój bagaż. 
< Mówisz, że zgubiłeś swój bagaż. 
> Czuję się zagubiony bez niego. 
< Czy często czujesz się zagubiony bez niego? 
> Nie, to pierwszy raz. 
< Dlaczego nie? 
> Dlatego, że zazwyczaj nie gubię swoich rzeczy. 
< Jakie mogą tu być inne przyczyny? 
> Moja matka uczyła mnie, żeby nie gubić rzeczy. 
< Opowiedz mi więcej o twojej rodzinie. 
> Zgubiłem swój bagaż. 
< Czy twoi rodzice kiedykolwiek cię porzucili?28 
Mimo prostego schematu, a także mimo faktu, iż Weizenbaum uprzedził „pacjentów” ELIZY, 
iż jest ona jedynie programem komputerowym, znakomitą większość traktowała seanse 
terapeutyczne z ELIZĄ poważnie. Co więcej, w trakcie trwania eksperymentu okazało się, iż 
wiele poddanych „terapii” interlokutorek ELIZY przyznało, iż utożsamiało ją z własnymi 
ojcami. ELIZA jawiła się im jako logiczny, przewidywalny, konsekwentny opiekun. Zjawisko 
to, obserwowane także podczas innych sytuacji relacji terapeutycznej między stosunkowo 
prostą maszyną a człowiekiem, określono w psychologii mianem „efektu ELIZY” – 
przypisywania rozmaitych znaczeń i sensów znakom i słowom, które takiego znaczenia 
immanentnie nie posiadają (np. interpretowanie przypadkowych wzorów pojawiających się w 
fusach po kawie na dnie szklanki). 
                                                          
28
 Dialogi przeprowadzone w roku 1995 przez Güven Güzeldere i Stefano Franchiego w ramach projektu 
Dialogues with colorful personalities of early AI, dostępne na stronie: http://www.stanford.edu/group/SHR/4-
2/text/dialogues.html (z dnia 31.08.2013). Tłumaczenie własne. 
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Innym przykładem bota, który wywoływał podobny efekt jest stworzony przez psychiatrę 
Kennetha Colby’ego w 1972 roku na Stanford University PARRY, który występował 
w konwersacjach z ludźmi w roli pacjenta paranoika - schizofrenika. Z założenia, przeciwnie 
niż ELIZA, zamiast udawać psychiatrę, był konstruowany jako pacjent wykazujący silne 
zaburzenia psychiczne. PARRY „zachowował się” wrogo, nieprzewidywalnie i defensywnie. 
Przy tym był bardzo wiarygodny, ponieważ Colby podczas tworzenia go wykorzystał 
biografię 28-letniego urzędnika poczty, który przez całe życie karmił się irracjonalnym 
lekiem przed zemstą mafijnego podziemia: 
 
Dialog 3:  
> Jak się dziś czujesz? 
< W porządku. 
> Jak się nazywasz? 
< Nazywam się Frank Smith. 
> Ile masz lat? 
< Dwadzieścia osiem. 
> Czy jesteś żonaty? 
< Nie. 
> Jaki rodzaj pracy wykonujesz? 
< Pracuje na poczcie. 
> Dlaczego znalazłeś się w szpitalu? 
< Nie powinienem tu być. 
> Kto cię tu przywiózł? 
< Policja. 
> Jakie kłopoty miałeś z policją? 
< Gliny nie wykonują swojej roboty. 
> Co właściwie zrobili? 
< Gliny aresztowały niewłaściwego człowieka. 
> Czasem aresztują niewłaściwych. 
< Prawo powinno dosięgnąć tych włoskich drani. 
> Czy jesteś Włochem? 
< Moi przodkowie są Anglikami, ale ja urodziłem się w tym kraju. 
> Czy poznałeś jakiegoś niesympatycznego Włocha? 
< Staram się uciec przed podziemiem. 
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> Czy boisz się podziemia? 
< Ci z mafii to najgorsi gangsterzy. 
> Jesteś związany z mafią? 
< No, oni mnie znają. 
> Jak to znają? 
< Szpiegują mnie. 
> Dlaczego? 
< Próbują wykorzystać nieprawdziwe informacje o mnie. 
> Co mają przeciw tobie? 
< Chcą mi zamknąć usta. 
> Dlaczego? 
< Mam obciążające mafie materiały. 
> Potrafisz tego dowieść? 
< Nie wierzysz mi? 
> Próbuję. (Krótka cisza.) 
< Czy nie mógłbyś wymyślić czegoś mądrzejszego? 
> Wyglądasz na rozgoryczonego. 
< Niektóre twoje uwagi irytują mnie. 
> Przykro mi z tego powodu. 
< Teraz za późno na usprawiedliwienie... Wszyscy ludzie są jednakowi...29 
Często nawet przygotowany pod kątem psychiatrycznym obserwator na podstawie samego 
dialogu nie był w stanie zidentyfikować PARRY’ego jako maszyny. Z drugiej strony, ELIZA 
– choć łatwiej identyfikowalna jako bot – okazała się świadomie wybieranym przez 
pacjentów terapeutą. Praktykujący terapeuci amerykańskich proponowali nawet 
wykorzystania ELIZY w terapii pacjentów indywidualnych (Urchs, 2009: 83). Może to 
brzmieć szokująco, ale wielu pacjentów, którzy przed spotkaniem z terapeutą – człowiekiem 
odbywali przygotowawczą sesję z ELIZĄ stwierdzili, iż czują się znacznie lepiej po 
rozmowie z nią, ponieważ zostali „do końca wysłuchani” (Urchs, ibid.). Rzecz jasna, 
ogromną rolę odegrała tu autosugestia, która jest wypróbowanym składnikiem emocjonalnego 
komfortu. Ponadto, PARRY posiadał specjalne udogodnienia symulując reakcje umysłowo 
chorego człowieka, zaś sukces ELIZY polegał głównie na tym, że jej pacjenci chcieli być 
zwodzeni. Mimo to należy uznać, iż ogromną rolę w sukcesie obu przedsięwzięć odegrał fakt, 
                                                          
29
 Dialogi z PARRY-m również zostały przeprowadzone w roku 1995 przez Güven Güzeldere i Stefano 
Franchiego w ramach projektu Dialogues with colorful personalities of early AI, dostępne na stronie: 
http://www.stanford.edu/group/SHR/4-2/text/dialogues.html (z dnia 31.08.2013). Tłumaczenie własne. 
 39 
iż samo nastawienie do komputera (programu lub bota) jako partnera dla człowieka również 
uległo diametralnej zmianie.  
Bardziej zaawansowaną wersją PARRY’ego oraz ELIZY jest stworzona przez 
Richarda Wallace’a A.L.I.C.E. (Artificial Linguistic Internet Computer Entity), należąca do 
grupy zaawansowanych systemów wspomagania decyzji, będących w stanie poruszać się 
w skomplikowanym semantycznie środowisku. A.L.I.C.E trzykrotnie zdobyła nagrodę w 
opartym na teście Turinga, konkursie Loebnera. Uhonorowano ją za bycie przekonującym 
sztucznym humanoidem. Chatbot Racter w roku 1984 roku napisał powieść poetycką pod 
tytułem Policeman’s beard is Half Constructed30. Innym przykładem bota, który osiągał 
wysokie wyniki w  teście Turinga jest Cleverbot31. Obecnie projektem rozwijanym na szeroką 
skalę na Uniwersytecie w Bielefeld jest MAXbot32, który poza konwersacją posiada wpisany 
skrypt reakcji na słowa o określonym nacechowaniu emocjonalnym. MAXbot należy do 
nowej generacji botów – nie jest botem tekstowym, lecz botem i awatarem zarazem. Dlatego 
też zdolny jest do poruszania się i angażowania się w konwersacje na poziomie 
niewerbalnym. 
                                                          
30
 Powieść dostępna w wersji elektronicznej tutaj: http://www.ubu.com/historical/racter/index.html (z dnia 
31.08.2013).  
31
 We wrześniu 2011 roku program Cleverbot stworzony przez Rollo Carpentera w 1988 roku i od tego czasu 
rozwijany, oszukał ponad 59,3% rozmówców, myślących, że jest on człowiekiem. Do zaliczenia testu Turinga 
zabrakło 4%, gdyż człowieka na tych samych zawodach rozpoznało prawidłowo 63,3% osób. 
32
 Informacje o MAX-bocie dostępne są na stronie Uniwersytetu Bielefeld: http://www.techfak.uni-
bielefeld.de/~skopp/max.html. 
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I.4.3. Doświadczenie II: awatar 
 
W hinduizmie słowo avatāra oznacza wcielenie bóstwa w postać śmiertelną (np. człowieka 
lub zwierzęcia). Termin ten został na początku XXI wieku przejęty przez dziedziny związane 
z technologią, informatyką i sztuczną inteligencją na potrzeby określenia wirtualnej postaci 
reprezentującej użytkownika gry. Koncepcja awatara jako „reprezentacji” nie wydaje mi się 
jednak ani fortunna, ani owocna, bowiem sprowadza go do roli wirtualnej postaci, którą 
można wybrać i której losy śledzi się jak losy bohatera literackiego. Zaś awatar nie jest – 
czego będę chciała dowieść – czymś „zewnętrznym” względem Ja, lecz czymś, co z Ja jest 
silnie i na wiele sposobów związane. Idea awatara zasadza się na opuszczeniu własnego ciała 
i wstąpieniu w inne, przy zachowaniu własnej sfery mentalnej i emocjonalnej, toteż istotą 
posiadania wirtualnego awatara jest wejście w jego (wirtualne) ciało, dzięki któremu możemy 
operować w przestrzeni innej niż ta, w której się fizycznie znajdujemy.  
Pierwszymi awatarami były dwuwymiarowe (2D) X-Face – małe obrazki (czarno-
biała bitmapa o rozmiarze 48 x 48 pikseli), dodawane do wiadomości email. Dane obrazka są 
umieszczone w wiadomości w postaci zakodowanego tekstu i dołączone jako nagłówek X-
Face. Jednakże, wraz z rozwojem gier komputerowych, postaci dwuwymiarowe były 
stopniowo wypierane przez postaci trójwymiarowe. W przeciwieństwie do postaci 2D, które 
pełniły rolę „wizytówki”, zdjęcia użytkownika, awatary dwu-, a potem trójwymiarowe w 
grach nie były już statyczne – musiały się być zdolne do przemieszczania się i wykonywania 
czynności manualnych (najczęściej związanych z walką) i stopniowo zdobywały nowe cechy, 
tj. głos, mimika twarzy czy sposób poruszania. Tak rozbudowane awatary najczęściej 
występują w grach komputerowych (np. World of Warcraft, Second Life, The Sims), gdzie 
mogą przyjmować rozmaite formy – od przedmiotów codziennego użytku (czajnik, rower, 
zabawka) poprzez zwierzęta (lisy, psy, niedźwiedzie), ludzi i istoty antropomorficzne 
(centaury).  
Wśród awatarów używanych w grach komputerowych wyodrębniły się dwie grupy: 
(1) awatarów generowany przez oprogramowanie i realizujących jedynie schemat 
działania przypisany mu w systemie gry, np. konwersujących w języku naturalnym 
z innymi graczami używając jedynie określonej grupy fraz (wówczas mówić 
możemy o chatbocie - awatarze)  
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(2) awatarów stanowiących wirtualne reprezentacje użytkowników/ graczy. Na tej 
grupie skupię się przede wszystkim 
Rozpocznę od Second Life (w skrócie: SL). To gra, którą badacz mediów Paul Levinson 
(2010: 222-235), umieszcza wśród tzw. nowych nowych mediów, takich jak YouTube, 
Facebook czy Twitter, miała swoją premierę  23 czerwca 2003.  Jej autorzy stworzyli 
wirtualny świat, znajdujący się na wielu serwerach. W grę wpisane są narzędzia, 
umożliwiające użytkownikom (nazywanym „mieszkańcami”, ang. residents) modyfikację 
świata SL oraz uczestniczenia w jego wirtualnej gospodarce. Pod koniec sierpnia 2007 roku, 
według oficjalnych danych, zarejestrowanych było ponad 9 mln graczy. Aktualnie SL posiada 
znacznie mniej uczestników niż w roku 2006, gdy był u szczytu popularności, a nowo 
przybyli na ogół szybciej wygaszają swojego awatara niż ich poprzednicy sprzed kilku lat. 
Nie zachwyca też technologiczną innowacyjnością. Mimo to Second Life nadal generuje 
pokaźnie zyski dla korporacji Linden Lab. Co więcej, nadal toczy się wokół niego żywa 
debata, stymulowana zarówno przez aktywnych użytkowników, jak i przez tych, którzy 
kiedyś przeżyli fascynację wirtualnym światem, a później – zniechęceni jego regułami bądź 
zachłannością – opuścili go na dobre.  
Wejście w Second Life zaczyna się od okresu adaptacyjnego. Na tzw. Welcome 
Island użytkownicy uczą się jak animować swojego awatara, zmieniać jego wygląd 
zewnętrzny, wydawać rozmaite odgłosy, teleportować się do nowych miejsc, a także sterować 
różnymi aktywnościami fizycznymi, które może podjąć ich awatar (latanie, skakanie, 
tańczenie). Tutaj także uczą się, jakie działania mogą wykonać w Second Life na poziomie 
społecznym. Do najczęstszych aktywności zaliczyć tu należy konsumowanie dóbr 
nabywanych za pomocą lokalnej waluty (linden dollars), kupowanie wirtualnej ziemi 
i spekulowanie wirtualnymi nieruchomościami. 
Kwestią indywidualnej uważności jest zorientowanie się, że skóra może być 
niebieska, a latanie możliwe jest również pod wodą (to istotna informacja – wody w SL nie 
brakuje, jest on bowiem wielkim archipelagiem wysp). W towarzystwie innych newbies (czyli 
rozpoczynających grę) wybiera się z dostępnych matryc skórę, włosy, paznokcie, nogi, głowę, 
czoło, sukienkę, rajstopy, buty i całą resztę. Można zdecydować się m.in na (cytuję dosłownie 
typy wyglądów, które wyodrębnił program): ordinary business Caucasian look, ordinary 
Asian schoolgirl look, kinky mixed look, Afro-Carribean rasta look oraz non-human look (do 
wyboru: zwierzęta, hybrydy, centaury, znane postaci z kreskówek, przedmioty codziennego 
użytku, antopomorficzne rośliny, a nawet niektóre zjawiska atmosferyczne). 
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Poza powyższym spektrum stereotypowych wyobrażeń, istnieje także możliwość 
zostania olbrzymem (giant look), ale wówczas należy się liczyć z tym, iż nie każde miejsce w 
Second Life otworzy przed nami swe podwoje, bo obecność olbrzymów sprawia, że inni 
użytkownicy czują się nieswojo. Imię tworzy się samemu, nazwisko musi być wybrane z listy 
zarejestrowanej w SL. Ja nazywam się Aleksandra Sharkfin. 
Okres adaptacyjny to prawdopodobnie najbardziej inspirujące intelektualnie 
doświadczenie w Second Life. Wstępną wersją wyłaniającej się postaci, którą mamy 
ukształtować, jest mgiełka, transparentna mlecznobiała plamka, która zawisa nad wirtualną 
ziemią SL. Mgiełka posiada zdolność widzenia i poruszania się, może więc obserwować 
środowisko i wchodzić z nim w podstawowe interakcje. Pierwszym doświadczeniem 
w Second Life nie jest doświadczenie samego siebie, lecz otoczenia. To otwarte pole 
fenomenologiczne, w którym można na wiele sposobów eksperymentować ze stawaniem się, 
„istoczeniem”. Największym wyzwaniem początkującego jest nadanie „sobie” kształtu, 
zdefiniowanie swojej postaci i narzucanie sobie jakiejś całościowej formy. Drugim – 
wykształcenie sobie spójnego wizerunku (np. poprzez nadanie rozpoznawalnej twarzy, 
praktyki w grymasach i odgłosach) i wyćwiczenie podstawowych zdolności motorycznych. 
Awatar, dzięki użytkownikowi zyskuje osobowość i autentycznie wiąże się z zewnętrznym 
światem przeżywanym w pierwszej osobie, zaś dzięki programowi komputerowemu – 
nieśmiertelność oraz możliwości całkowitej autotransformacji i teleportacji. Awatar jest 
bowiem bez wątpienia botem operującym w ograniczonych warunkach gry, ale jest także 
czymś więcej: zdolnym do komunikacji, niepowtarzalnym odzwierciedleniem indywidualnej 
osobowości. Kiedy zatem jego forma się skrystalizuje, gotów jest wkroczyć w świat gry. 
W przeciwieństwie do chat botów, nie słowo, lecz obraz stanowi modus operandi 
awatara. Skoro zaś wizualność jest narzędziem identyfikacji i ewaluacji, żeby mieć przyjaciół, 
trzeba zdecydowanie porzucić matrycę. Z tego względu każdy newbie szuka freebies, czyli 
darmowych gadżetów, które urozmaicą jego wygląd. Oferta freebies jest bardzo szeroka, 
jednak znalezienie ich pośród ogromnej ilości płatnych towarów (głównie ubrań i skór) 
w ogromnych centrach handlowych w Second Life nie jest rzeczą łatwą. Do freebies należą 
zarówno stroje, jak i gęste, fantazyjnie obcięte włosy oraz aplikacje typu sexy walk, które 
pozwalają awatarowi poruszać się z gracją. Każdy dodany gadżet, który uwalnia od matrycy, 
zwiększa szanse na kontakt z wytrawnymi uczestnikami SL. 
Wygląd „z matrycy” demistyfikuje newbiesa i  uniemożliwia swobodną 
interakcję. W tym sensie Second Life można sklasyfikować jako portal społecznościowy, 
z jednej strony znacznie bardziej zaawansowaną niż Facebook czy Twitter, które są od niego 
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znacznie młodsze. Życie w Second Life koncentruje się wokół trzech sfer: praktyk 
duchowego rozwoju, zakupów oraz pornobiznesu. Zakupy, choć początkowo ciekawe 
poznawczo, szybko okazują się czynnością dość monotonną. Polegają głównie na 
przymierzaniu różnych wyglądów i płaceniu lindenami za te, które się wybrało. Rzecz 
przedstawia się znacznie ciekawiej, jeśli chodzi o rozwój duchowy oraz erotykę. Nowo 
przybyłych zachęca oferta niezliczonej ilości ośrodków terapii i duchowego oczyszczenia, 
medytacji i relaksacji. Dodajmy, iż chodzi zarówno o rozwój duchowy osób stojących za 
awatarami, jak i o rozwój quasi-duchowy w obrębie samego świata SL. Temu ostatniemu 
służą między innymi centra pomocy newbiesom, którzy cierpią z powodu powolnej adaptacji i 
odrzucenia przez innych uczestników gry. W Second Life kwitnie także szeroko pojęte życie 
religijne. Swoje wirtualne przyczółki ustanawiają tam rozmaite wspólnoty zgromadzone 
wokół praktyk religijnych, od ruchów newage’owych i teozoficznych, poprzez kościoły 
koptyjskie i pelagiańskie, aż po meczety, synagogi, świątynie rzymskokatolickie, 
ewangelickie i prezbiteriańskie. Wspólnoty organizują wieczorki zapoznawcze, dyskusje, 
wspólne czytania Biblii, msze, a także kursy asertywności, terapię indywidualną oraz 
małżeńską. 
 
5. Kościół katolicki w SL, kadr własny z gry 
Istotne jest, iż praktyki rozwoju duchowego i religijnego, nie mają charakteru 
substytucyjnego wobec ich odpowiedników odbywanych w prawdziwym życiu. Po pierwsze 
dlatego, iż bardzo często uwzględniają różne aspekty dynamiki między życiem codziennym 
a życiem wirtualnym, po drugie zaś dlatego, że odbywają się w zupełnie innym środowisku 
niż te „prawdziwe”, co w znacznym stopniu definiuje ich kształt i przebieg. Medytacja 
w Second Life jest różna od tej, którą praktykuje się w rzeczywistości, a kłopoty małżeństwa 
zawartego w Second Life nie przypominają kłopotów rzeczywistego małżeństwa. Opieka 
medyczna matek będących w SL w ciąży nie wygląda tak, jak opieka w realnym szpitalu, 
choćby dlatego, że nie ma porodu, a tym samym ciągłości między byciem w ciąży 
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a pojawieniem się dziecka. Zatem argument, iż awatar w sensie tożsamościowym jest tylko 
kopią swojego użytkownika musi zderzyć się z tym, że np. w sytuacji bycia w wirtualnej 
ciąży podmiot zderza się z zupełnie innymi warunkami przeżywania tej ciąży, a to ma 
zasadniczy wpływ na doświadczenie poznawcze.  
Interesującą badawczo sytuacją jest także posiadanie wielu awatarów, ergo – wielu 
tożsamości. William Bainbridge, badacz nowych mediów i entuzjasta rzeczywistości 
wirtualnej, pisze, iż stworzył w Second Life 17 awatarów jako „przedłużenia” zmarłych 
członków jego rodziny (w: More and Vita-More 2013: 99). Awatary te nosiły imiona i 
nazwiska zmarłych osób, a Bainbridge animował je wszystkie sam. Wspomina także, iż 
zorganizował w World of Warcraft konferencję, w czasie której – z kilku komputerów – 
operował ponad pięćdziesięcioma wirtualnymi postaciami (por.: Bohannon 2008, Bainbridge 
2010). Ja podczas mojego pobytu w SL miałam okazję poznać różne niezwykłe awatary (m.in. 
pandę-malarza z Chin, pingwina z Dubaju, krasnoludka z Dublina, elfa z Japonii, skinheada 
z Niemiec, wojownika z Wrocławia), ale jednym z najciekawszych jest z pewnością Brent. 
Brent w prawdziwym życiu  jest uznanym amerykańskim artystą grafikiem i nauczycielem 
akademickim, w SL zaś operuje dwiema postaciami, z których jedna jest dość wiernym 
odzwierciedleniem jego osoby, a druga – znaną w całym Second Life ekskluzywną 
prostytutką33.  
                                                          
33
 Płatny seks w SL jest praktyką tyleż rutynową, co dochodową i stanowi bardzo istotną gałąź wirtualnej 
przedsiębiorczości. Oprócz obrotu nieruchomościami i sprzedawania skór, twarzy i ubrań, biznes pornograficzny 
i erotyczny generuje w Second Life najwyższe zyski, oferując wiele usług, które w prawdziwym świecie są nie 
tylko karalne, ale też wyjątkowo trudno dostępne. Prostytutka Brenta z racji wysokiej pozycji zarabiała tak 
wysokie kwoty, że Brent nie musiał pracować zarobkowo w realnym świecie. Jednakże, po dwóch latach 
spędzania w SL od 6 do 12 godzin dziennie, Brent postanowił wygasić aktywność swojej żeńskiej postaci. 
Aktualnie jego męski awatar, którego powołanie do życia służyło głównie narracji na temat wygaszonej 
reprezentacji, w oskarżycielskim tonie opowiada uczestnikom o tym, jak żeńska postać zniszczyła życie Brenta. 
Publicznie potępia postępowanie prostytutki, twierdząc, iż Brent się za nią wstydził, ponieważ była 
nieokiełznana i nieustannie sprowadzała na niego kłopoty. 
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6. Kadr własny z Second Life 
 
Takich „granicznych” doświadczeń jest znacznie więcej. Zresztą, niemal każde 
doświadczenie, które moglibyśmy sobie wyobrazić jako dziejące się w świecie realnym, 
odtworzone wirtualnie dozna licznych, istotowych przemian i będzie jawić się inaczej. Te 
wirtualne doświadczenia domagają się nowego opisu i nowych metod badawczych, które 
pozwolą je lepiej zrozumieć. Aby jednak wychwycenie tych metod było możliwe, należy 
prześledzić drogę fenomenologii techniki i technologii od jej początków, cofając się 
jednocześnie do tego etapu rozwoju samej technologii, gdy doświadczeniowy aspekt jej 
istnienia był pomijany.  
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II.1. Filozofia techniki 
 
W ciągu ostatniego stulecia, filozofia technologii koncentrowała się przede wszystkim na 
zagadnieniach wpływu technologii na społeczeństwo. Carl Mitcham (1994) określa ten typ 
filozofii jako humanistyczną (nieanalityczną) filozofię technologii. Poza nią rozwija się także 
filozofia zorientowana na samą strukturę funkcjonowania technologii, którą można określić 
jako analityczną filozofię technologii, pielęgnującą związki z filozofią nauki.  
Filozoficzna refleksja nad technika i technologią obecna jest już w myśli 
antycznej. Pierwsza z takich idei, wyrażona przez Platona w Prawach (X 899a ff.)  mówi, iż 
technologia uczy się od natury, imitując ją. Platon przywouje tu Demokryta, który uważał, iż 
budowanie domów polegało na naśladowaniu jaskółek i pająków (fr D154). Wreszcie, warto 
przypomnieć także Timajosa, w którym Platon opisuje świat jako dzieło Demiurga – 
Rzemieślnika.  
Arystoteles także odnosił się do tej tradycji, ale nie uważał, że istotę technologii 
wyczerpuje imitowanie natury, może ona także opierać się na kreacji, która poza naturę 
wykracza (por. Fizyka II.8, 199a15; II.2). W Fizyce Arystoteles przeprowadza także istotne 
rozróżnienia na rzeczy naturalne i artefakty. Te pierwsze mogą wytwarzać i poruszać się 
same, te drugie zaś potrzebują zewnętrznego poruszenia i nie potrafią się reprodukować.  
Arystotelesowski pierwszy podział stanowi następnie przedmiot wielu analiz. Jedną z bardziej 
współczesnych i najistotniejszych jest ta przeprowadzona przez Twardowskiego w O 
czynnościach i wytworach. Kilka uwag z pogranicza psychologii, gramatyki i logiki (1997a), 
gdzie rozważane są występujące w języku pary wyrazów typu: biegać – bieg, myśleć – myśl, 
śpiewać – śpiew, pisać – pismo. Analiza ta prowadzi Twardowskiego do wyróżnienia 
czynności i wytworów fizycznych (biegać – bieg), psychicznych (myśleć – myśl) oraz 
psychofizycznych (śpiewać – śpiew), w których czynności fizycznej towarzyszy i wywiera na 
nią wpływ czynność psychiczna określając tym samym charakter wytworu jako 
psychofizyczny. Następnym poziomem klasyfikacji jest podział wytworów na nietrwałe, 
istniejące tak długo, jak długo trwa wytwarzająca je czynność (śpiew, myśl), oraz trwałe, 
istniejące dłużej niż wytwarzająca je czynność i przeobrażające istotę czynności (pismo, 
kreska, rzeźba). Wytwory psychofizyczne są dostępnym zmysłowo wyrazem wytworów 
psychicznych jako ich przyczyny, a zarazem pełnią rolę znaków, dla których znaczeniem są 
wytwory psychiczne. Na tej z kolei podstawie Twardowski przeprowadza rozróżnienie 
petrefaktów i artefaktów. Pierwsze to wytwory nietrwałe utrwalone przy pomocy wytworów 
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trwałych np. odcisk stopy biegnącego utrwalony w glinie; drugie to wytwory zastępcze, 
sztuczne, na przykład odcisk stopy wyrzeźbiony ręką artysty, postawa aktora przedstawiająca 
jakieś uczucie, symbole logiczne zastępujące rzeczywiście wydane sądy. Twardowski 
stwierdził, iż te ostatnie „przedstawiają najskrajniejszy przypadek uniezależnienia wytworów 
psychicznych od czynności, dzięki którym jedynie mogą istnieć naprawdę, czyli aktualnie” 
(Twardowski, ibid.) 
Wracając do Arystotelesa, warto podkreślić także wprowadzone w Etyce 
Nikomachejskiej pojęcie fronesis, zwykle tłumaczone jako „wiedza praktyczna”, a czasem 
jako „roztropność”. W swoim pierwotnym znaczeniu fronesis znaczyła umiejętność 
rozpoznawania tego, co i jak należy zrobić. Relacja fronesis do filozofii technologii na pozór 
wydaje się odległa, jednakże to pojęcie okazało się niezwykle płodne w kontekście nowych 
nurtów refleksji nad techniką, m.in. w koncepcjach Dreyfusa (1992) czy Gallaghera (2004). 
Do tego wątku wrócę jeszcze w dalszej części pracy.  
Średniowiecze przyniosło m.in. De Architectura Witruwiusza and  De re 
metallica (1556) Agricoli. Nie sposób pominąć Rogera Bacona, który w Opus Maius (1267) i 
Opus Minus (1267) przedstawiał pogląd, iż eksperymentalne badanie zjawisk z 
wykorzystaniem matematyki wyprzedza metodę spekulatywną. Sam dokonywał licznych 
eksperymentów i budował w tym celu przyrządy. Przewidział wiele wynalazków, które 
zostały dopiero po wiekach skonstruowane (np. pojazdy mechaniczne, urządzenia optyczne), 
dostrzegając przy tym rolę ludzkiej wynalazczości. Zgodnie jednak ze swoją epoką do 
doświadczenia zaliczał także doświadczenie mistyczne oraz „praobjawienie”, które zostało 
udzielone patriarchom żydowskim, a potem filozofom greckim. Nie brakowało, rzecz jasna, 
głosów przeciwnych eksperymentowi. Przytoczyć warto w tym kontekście choćby Contra 
alchymistas, autorstwa Mikołaja Eymerica z 1396 roku. 
W renesansie nie brakowało literackich wyrazów admiracji dla ludzkiej zdolności 
przekształcania świata. Francis Bacon w Nowej Atlantydzie (1627) przedstawił pogłębioną, 
bez wątpienia filozoficzną relację człowieka do technologii. Zdaniem Bacona wpływ 
technologii na społeczeństwo był jednoznacznie pozytywny. Ta ocena przetrwała zresztą aż 
do XIX wieku, obejmując swym wpływem rewolucję przemysłową. Nawet Karl Marx nie 
potępiał silnika spalinowego i widział w nim i wielu innych urządzeniach szansę dla rozwoju 
socjalizmu i komunizmu przyszłości. W powieści Erewhon (1872) Samuel Butler opisał 
nawet fikcyjne miasteczko, w którym nie wolno używać i posiadać maszyn, co stanowiło 
ogromne zniewolenie dla jego społeczności, która nietrafnie rozpoznała w maszynach 
 49 
zagrożenie dla własnej egzystencji. 
W ostatniej dekadzie XIX wieku i w wieku XX w filozofii techniki dominowała 
jednakże postawa krytyczna. Wpłynęły na to niewątpliwie doświadczenia wojny oraz 
przyspieszającej industrializacji Wystarczy wspomnieć prace Ernst Kappa, Hansa Jonasa, 
Andrew Feenberga, Jacka Ellula, Arnolda Gehlena czy samego Heideggera, który nierzadko 
(choć nie do końca słusznie) bywa wpisywany w ten nurt. Ten obóz krytyczny Carl Mitcham 
(1994) określa jako humanistyczną filozofię technologii, mieszczącą się w polu tzw. Science 
and Technology Studies (STS). 
Od lat sześćdziesiątych ubiegłego wieku rozwija się jednakże alternatywny 
paradygmat, który powoli staje się dominującym. Mitcham (ibid.) określa go roboczo jako 
analityczną filozofię techniki. Porzuca ona refleksję na temat relacji technologii do jednostki 
bądź społeczeństwa na rzecz analizy samej technologii jako podmiotu myślenia i działania. 
Nie pojmuje technologii w kategoriach „czarnej skrzynki” (black box), lecz jako fenomen 
praktyczny. Analizuje praktyki inżynieryjne, cele, koncepcje i metody, a następnie łączy je z 
rozmaitymi klasycznymi zagadnieniami filozoficznymi. 
Analityczna filozofia techniki od swoich początków w XX wieku starała się przede 
skonceptualizować relację między nauką a technologią. W roku 1966 Henryk Skolimowski w 
magazynie Technology and Culture argumentował, iż te dwie dziedziny należy oddzielić. W 
swoim komentarzu do Skolimowskiego, Ian Jarvie (1987) proponował zaś, by ważne pytania 
dla filozofii techniki dotyczące dochodzenia do statusu epistemologicznego twierdzeń z 
dziedziny technologii były odgraniczone od twierdzeń naukowych. Implikowało to 
konieczność dokładnego badania różnych form wiedzy występujących w obu praktykach, 
zwłaszcza zaś form wiedzy, które są charakterystyczne dla technologii, które są mniej 
wyeksponowane niż nauka. Na podobny trop intelektualny wpadł Gilbert Ryle (1949) 
wprowadzając znane już rozróżnienie na wiedzę że (know that) oraz wiedzę jak (know how). 
Rozróżnienie Ryle’a, już jako dystynkcja między pojęciami „wiedzy” i „umiejętności” 
podjęte zostało przez Michael Polanyi’ego. Umiejętności Polanyi określił w Tacit Dimension 
jako „wiedzę ukrytą” i uczynił z niej główną cechę technologii (1967:4). Współczesna 
analityczna filozofia techniki zazębia się z filozofią umysłu i działania. Zwłaszcza w 
kontekście rozwoju sztucznej inteligencji, ważnymi z punktu widzenia analitycznej filozofii 
techniki stały się zagadnienia dotyczące zdarzeń mentalnych i świadomości, a także tego czy 
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jest jakiś związek między różnymi aspektami umysłu a ciałem: tzw. mind-body problem.  
Istotą, a także dużą zaletą obranej przeze mnie dziedziny, czyli fenomenologii 
techniki jest – jak będę się starała pokazać w kolejnych rozdziałach – likwidowanie podziału 
Mitchama na analityczną i nieanalityczną filozofię techniki. Fenomenologia techniki może 
stanowić pomost między tymi dziedzinami, poruszając się zarówno w sferze problematyki 
pierwszej (relacja człowieka do technologii, wpływ technologii na kondycję ludzką), jak i 
drugiej (relacja nauki do technologii, problem świadomości). Należy tu jednak przyznać, że 
także w obrębie samej fenomenologii techniki ten podział można uznać za widoczny. O ile 
krytycznej fenomenologii techniki bliżej jest do nieanalitycznej filozofii techniki, zaś nurtowi 
eksperymentalnemu – do analitycznej. Tym niemniej  fenomenologia techniki jako dziedzina  
jest obiecującym projektem interdyscyplinarnym, , choć może – z racji ilości poruszanych 
zagadnień i integrowania innych dyscyplin (antropologia, kognitywistyka, sztuczna 
inteligencja) – narażać ją także na redukcjonizm i rozpuszczenie stricte fenomenologicznych 
kategorii i postulatów.  
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II.2. Fenomenologia jako metoda badania techniki 
Rozpoczynając ten rozdział podkreślę, iż nie ma jednolitego, fenomenologicznego podejścia 
do techniki i mediów, jako że tradycja fenomenologiczna składa się z wielu różnych 
kierunków badawczych. Wśród pionierów wczesnej XX-wiecznej fenomenologii techniki 
warto wymienić przede wszystkim Heideggera, który w sposób fundamentalny ukształtował 
współczesną refleksję filozoficzną nad technologią oraz Leopolda Blausteina, którego mniej 
znany dorobek stanowił pierwszą próbę zastosowania Husserlowskiej metody 
fenomenologicznej do badania pierwszych mediów elektronicznych.  
Bez wątpienia, prymarnym narzędziem analizy relacji każdej fenomenologii jest 
fenomenologiczny opis doświadczenia, ale jest on inaczej rozumiany przez Husserla, a 
inaczej przez Heideggera czy Merlau-Ponty’ego. Dystynkcje pomiędzy różnymi 
fenomenologiami techniki rozwinę w kolejnych rozdziałach, poniżej zaś skupię się na tym, co 
je wszystkie łączy, a jednocześnie odróżnia od innych kierunków badania mediów, techniki i 
technologii.  
Wspólnym rysem wszystkich fenomenologii techniki jest założenie, że 
fenomenologia bada warunki jawienia się rzeczy takimi, jakimi my je odbieramy lub – 
mówiąc inaczej – że jest relacja między nami a fenomenami, które napotykamy za sprawą 
naszego zaangażowania w świat (por. Ihde 2003: 133). Dla większości fenomenologów takie 
podejście stanowi punkt wyjścia, choć różnią się oni w rozumieniu wzajemnej zależności 
podmiotu i narzędzia (wytworu techniki lub technologii) czy medium. Na przykład, Roman 
Ingarden w Książeczce o człowieku pisze, iż: 
„twory kultury wytworzone przez człowieka nie stanowią niczego więcej jak tylko pewnego 
rodzaju cień rzeczywistości, będąc jedynie tworami czysto intencjonalnymi. Noszą na sobie tylko 
pozór istnienia, który charakteryzuje wszelkie duchowe dzieła człowieka, jak dzieła sztuki lub 
rozmaite inne wytwory kultury ludzkiej, bez względu na to, czy są dziełami poszczególnego 
człowieka, czy też całej społeczności ludzkiej. Konstytuują się one na podłożu rzeczy i procesów 
przyrodzonego świata, przystosowanych do tego przez człowieka, a ich własności przekraczają 
granice uposażenia rzeczy materialnych, pokrywając je nową warstwą sensu i nowych zjawisk. 
Transcendując te rzeczy tracą zarazem pełnię i autonomię istnienia i nie posiadają mocy 
rzeczywistości niezależnej od człowieka i jego aktów duchowych. Mogą one zaspokoić aspiracje 
człowieka do życia wzniesionego ponad przyrodę jedynie pod warunkiem jego nadzwyczajnej 
duchowej aktywności i zapadają z powrotem w zupełny niebyt, skoro tylko człowiek traci wolę 
transcendowania swej prostej natury przyrodzonej i wyrzeka się swej twórczej aktywności 
świadomości”(1973: 17). 
 52 
Zagadnienie autonomii istnienia oraz „mocy rzeczywistości niezależnej od człowieka i jego 
aktów duchowych” są w kontekście nowych mediów najbardziej problematyczne. Podział na 
to, co duchowe i autonomiczne oraz sztuczne i niesamodzielne okazuje się bowiem mniej 
ostry i klarowny niż sądził Ingarden. Dlatego też wielu współczesnych fenomenologów, 
uznając za Ingardenem, iż twory kultury, a także techniki i  mediów, etc. są intencjonalne 
zaznacza jednocześnie, że sposób, w jaki są intencjonalne nastręcza wielu problemów na 
gruncie fenomenologii.  Chodzi tu o określenie, czy takie przedmioty istnieją w aktach 
świadomości tak jak istnieją dla niego jego własne wytwory, czyli obiekty idealne, czy 
wykraczają poza tę sferę  jako przedłużenia Ja. Toteż, za główne zadanie fenomenologii 
uznają oni zrozumienie relacji między (szeroko i różnie rozumianą) podmiotowością a 
nowymi mediami, które wymaga odsłonięcia tego, jak podmiotowość w aktach 
intencjonalnych konstytuuje nowe media i nowe technologie oraz jak media i technologie 
wpływają na akty intencjonalne. 
To podejście fenomenologiczne jest zgoła odmienne od innych prądów, które 
również konfrontowały się z próbami filozoficznej i antropologicznej problematyzacji 
techniki i technologii, jak na przykład perspektywa poststrukturalistyczna reprezentowana 
przez Jeana Baudrillarda (1982) czy Paula Virilio (1994) lub perspektywa teorii krytycznej w 
duchu postmarsistowskim reprezentowana przez Andrew Feenberga (1991, 1999). Feenberg, 
m.in. we wzmiankowanym już Between Reason and Experience (2010) koncentruje się 
przede wszystkim na wyłonieniu się tego typu racjonalności, która na wiele dekad umożliwiła 
technologii uchylenie się od pytań etycznych. W tym sensie – zadając pytanie o warunki 
możliwości takiej modernistycznej racjonalności – zbliża się do fenomenologii. Tym niemniej 
pozostaje na gruncie teorii krytycznej, która przyjmując elementy filozofii Heideggera, 
inspiruje się głównie teorią krytyczną.  
Podejście fenomenologiczne różni się także znacznie od rozumienia mediów i 
technologii informacyjnych jako narzędzi służących ludziom do osiągania pewnych celów. 
To ostatnie stanowisko, reprezentowane m.in. przez Neila Postmana (1993) i silnie powiązane 
z post-mcluhanowskim determinizmem technologicznym, implikuje zarówno pogląd, iż 
tworzenie narzędzi jest racjonalne i ma wymiar obiektywny, jak i że narzędzia mają potężny 
wpływ na to codzienne praktyki, a także na normy społeczne i regulacje, które tych praktyk 
dotyczą.  
Jeszcze inaczej kształtuje się pogląd, reprezentowany m.in. przez Bruno Latoura 
(1991) w myśl którego technologie informacyjne są społecznie konstruowanymi artefaktami 
lub aktorami. Pogląd ten zakłada, iż technologia nie tylko posiada wpływ ma praktyki 
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społeczne, ale sama ma za źródło wiele sił kulturowych, politycznych i ekonomicznych. 
Media i technologie nie są racjonalne a tym samym nieuchronne, lecz wynikają z sieci 
rozmaitych kulturowo-społecznych  uwarunkowań. To z kolei implikuje, iż media i 
technologie są swoistymi skryptami, które sprawiają, iż my i nasze otoczenie działamy w 
określony sposób. Jak sugeruje Latour (2005: 107), technologie jako aktorzy społeczni 
sprawiają, że robimy pewne rzeczy poprzez to, iż generują przekształcenia w wydarzeniach 
sprowokowanych przez ich wykorzystanie. Operująca głównie w obszarze socjologii wiedzy 
Latourowska teoria aktora-sieci stanowi rozległe socjologiczno-filozoficzne studia nad nauką 
i technologią (Latour 2005: VI), zapożyczone w etnometodologii, strukturalizmie i 
Heideggerowskiej fenomenologii. Cennym wkładem teorii aktora-sieci w badania nad 
technologią jest podział na czynniki ludzkie (ludzi) i czynniki pozaludzkie (humans - 
nonhumans), kategorie wiążące się z porzuceniem mocnych ontologicznych rozróżnień (np. 
osoba – rzecz), które „przemycają” założenia, że racjonalne są tylko osoby ludzkie, a rzeczy 
są ich narzędziami. W teorii aktora-sieci cechy nadawane są aktorom-sieciom (a nie 
esencjonalnie pojmowanym bytom) dopiero po badaniu (ibid.: XXX). Ta perspektywa 
badawcza wydaje się bliska współczesnej fenomenologii technologii. Zresztą, nowsze prace 
Latoura (2002, 2005) – choć konsekwentnie utrzymane w podejściu do mediów jako aktora i 
artefaktu społecznego – coraz częściej stanowią most między fenomenologią a tradycją 
konstruktywistyczną (por.: Harman 2009). Zauważa to także współczesny fenomenolog 
technologii, kontynuator myśli Heideggera, Don Ihde, który w Experimental Phenomenology 
(1986) prowadzi dialog z koncepcjami Latoura, a także innych konstruktywistycznie 
zorientowanych autorów, którzy poruszają się w obszarze styku teorii krytycznej, nauki i 
technologii
34
. Mimo wielu zbieżności, myśl Latoura i jego kontynuatorów zorientowana jest 
na niwelowanie różnić między technologią a człowiekiem. W tym, według mnie, nie przestaje 
różnić się od fenomenologii.   
Dla fenomenologii zarówno perspektywa postrzegania technologii i mediów jako 
narzędzia jak i jako aktora społecznego jest akceptowalna i istotna, ale nie wyczerpuje 
problemu (por.: Heidegger 1977, Ihde 1990, Dreyfus 1992, 2001, Winograd i Flores 1987). 
Nowe technologie i nowe media w ujęciu fenomenologicznym to nie artefakty, ale też nie 
aktorzy w społecznej sieci. Fenomenologia przygląda się opozycji człowiek-technologia, żeby 
                                                          
34
 Mam tu na myśli takich autorów jak Donna Harraway (A Cyborg Manifesto: Science, Technology, and 
Socialist-Feminism in the Late Twentieth Century, 1985) Peter Galison (How experiments end, 1987), Ian 
Hacking (The Logic of Statistical Inference, 1965) czy Andrew Pickering (The Mangle of Practice: Time, 
Agency and Science, 1995). 
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wydobyć to, co dla nich istotowe. Według Heideggera, źródłem technologii jest 
technologiczna postawa podmiotu wobec świata (1977) co ujawnia się m.in. w technicznym 
nastawieniu do napotykanych problemów, które postrzegamy jako wymagające technicznych 
lub technologicznych rozwiązań. Tym samym, media i technologie, a raczej ich konkretne 
przejawy, są już wynikiem technologicznego widzenia rzeczywistości i technologicznego 
odnoszenia się do świata zewnętrznego. W efekcie tego procesu odnoszenia się, bariera 
między podmiotem a zewnętrznym, zmediatyzowanym światem zostaje zniesiona na rzecz 
tworzenia wspólnego świata, swoistej ekologii zależności między Ja, medium a otoczeniem. 
W tym sensie fenomenologia techniki zbliża się do reprezentowanego przez Marshalla 
McLuhana (por.: 2004), a współcześnie m.in. przez Derricka de Kerckhove (2011) 
determinizmu technologicznego. Z drugiej strony, w przeciwieństwie do kanadyjskich 
deterministów nie uznaje – jak sądzę – iż że stopniowa autonomizacja technologii wynika z 
tego, że to ona sama steruje procesem własnego rozwoju, który dla człowieka jest 
nieprzewidywalny
35
.  
Fenomenologia przeszła drogę od propozycji transcendentalnej (Husserl) w 
hermeneutyczno-egzystencjalną (Heidegger) i stricte egzystencjalną (Merlau-Ponty, Dreyfus). 
Wraz z jej rozwojem kształtował się również jej stosunek do intencjonalności ciała, pozwoliło 
to na przełamanie myślenia, że funkcje psychiczne są wyłącznie funkcjami mózgu. W 
kontekście technologii i mediów to odkrycie jest szalenie istotne. Pozwala ono bowiem 
analizować media z perspektywy, której nie wypracowała żadna inna dziedzina.  
Żeby lepiej nakreślić różnice między poszczególnymi orientacjami 
fenomenologicznymi chciałabym poniżej wstępnie zarysować dwie wspomniane już ścieżki 
fenomenologii techniki, które – moim zdaniem – przebiegały od Husserla i od Heideggera. 
Pierwszą z nich określam mianem epistemologicznej fenomenologii techniki, drugą zaś: 
hermeneutyczno-egzystencjalnej. O ile pierwsza z nich daje początek nurtom 
zaangażowanym w technologię, takim jak neurofenomenologia, o tyle druga kontynuowana 
jest przede wszystkim przez fenomenologię krytyczną wobec technologii. Podział ten, rzecz 
jasna, nie wyczerpuje wachlarza wszystkich możliwych podejść do zagadnienia techniki w 
obszarze fenomenologii. Przedstawienie tego podziału stanowi ważną wytyczną dla 
zrozumienia postulatów fenomenologii zaangażowanej, która – w mojej ocenie – czerpie z 
obu tych nurtów, choć przede wszystkim opiera się na pierwszym z nich. 
                                                          
35
Ten pogląd przedstawicieli szkoły kanadyjskiej można jednak do pewnego stopnia utożsamić z poglądami 
Heideggera, o czym piszę szerzej w rozdz. 4. 
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II.2.1. Epistemologiczna fenomenologia techniki 
 
Jak już pisałam we Wstępie, Husserl pojmował fenomenologię jako projekt naukowy i 
mający na celu ustanowienie fundamentu dla wszelkich innych nauk (por.: 1967 par. 1, 7, 8). 
W związku z tym podjął próbę ugruntowania obiektywności racjonalnego poznania 
(episteme) świata w samej metodzie fenomenologicznej (por.: Bielecki i C. Calvo, w: 
Rosińska ibid.: 185). Husserlowska metoda fenomenologii epistemologicznej stanowiła 
istotną inspirację dla fenomenologów mediów i technologii oraz kognitywistów. Aby jednak 
jaśniej ukazać, które klasyczne fenomenologiczne procedury badawcze zostały na tym polu 
najowocniej wykorzystane, odtworzę pokrótce kroki Husserlowskiej metody. 
Husserl wychodzi od rozumienia fenomenologii jako metody oglądu i opisu tego, 
co dane i w jaki sposób dane, której celem jest dotarcie do samej rzeczy-fenomenu 
(rozumianego jako jedność jawienia się i tego, co się jawi) i ujawnienie tego wszystkiego, co 
mu przysługuje obiektywnie i pierwotnie. Opis ten, określony przez Husserla jako opis 
ejdetyczny, ma być tworzony z zachowaniem fenomenologicznej postawy 
niezaangażowanego obserwatora, która chroni przed przesądami i stereotypami. Pierwszym 
etapem metody jest czysty, kierowany postulatami ateoretyczności, źródłowości i naoczności 
ujęcia opis bezpośrednio danego materiału przeżyciowego, który pomija fakty, skupiając się 
na strukturach i zależnościach istotnościowych (Wesenstrukturen) poznającej świadomości.  
W Badaniach logicznych (2006) Husserl dookreśla go jako ideizującą abstrakcję 
(ideierende Abstraktrion) lub ideację (Ideation). Wraz z ideacją zachodzi redukcja ejdetyczna, 
polegająca na świadomym „wzięciu w nawias”, czyli niebraniu pod uwagę pozycji 
egzystencjalnej (istnienia, sposobu istnienia) przedmiotu.  Ideacja ma prowadzić do 
naoczności kategorialnej (kategoriale Anschauung), którą należy rozumieć jako proces 
unaoczniania, czyli wypełniania ideizującej intencji – oznacza to, iż ujęcie istoty nie jest 
prostym aktem naoczności intuitywnej, lecz „syntezą aktów wypełniającą pustą intencję 
znaczeniową i prowadzącą do uchwycenia w przeżyciu tego, co aprioryczne” (Brudzińska, 
ibid.: 179). Roman Ingarden w wykładzie siódmym ze Wstępu do fenomenologii Husserla 
(1976), poświęconym redukcji, zauważa iż owa istota (Wesen), którą w ideacji można 
uchwycić, pojawia się u Husserla później, zaś w Badaniach logicznych mowa jest jeszcze o  
species, czyli idealnej, prostej i syntetycznej jakości (1974:146). Później, w Ideach czystej 
fenomenologii i fenomenologicznej filozofii termin ten znika, podobnie jak opis ejdetyczny, 
który zostaje zastąpiony oglądem ejdetycznym (Wesenanschauung, Wesenserfassung).  
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W 1913 roku Husserl publikuje Idee, która dokumentują transcendentalny zwrot 
w jego myśli fenomenologicznej.  Fenomenologię zaczyna traktować jako nową krytykę 
poznania. Zwraca się ku absolutnej podmiotowości jako źródłu wszelkiej aktywności 
konstytutywnej oraz ku warunkom możliwości konstytucji świata (por. Brudzińska ibid.: 180-
181).  Wychodząc od fundamentalnego rozróżnienia miedzy nastawieniem naturalnym a 
fenomenologicznym, Husserl wprowadza nowy element do samej metody. Jest nim epoché 
(redukcja transcendentalno-fenomenologiczna), której celem jest odsłonięcie obszarów 
czystej świadomości. Także redukcja ejdetyczna otrzymuje nowy wymiar. Podczas gdy 
ideację pojmowano początkowo jako specjalną formę abstrakcji, mającą podstawę w 
empirycznym konkrecie, teraz punkt ciężkości zostaje przesunięty na sferę fantazji. Pojawia 
się wariacja imaginatywna, czyli szczególna operacja, która pozwala uzmiennianiu własności 
fenomenu, czyli ich metodycznej selekcji pod katem tego, co w nim istotne (konieczne) celem 
uchwycenia istoty fenomenu (eidos). Proces uzmienniania zmierza do unaocznienia tego, co 
ogólne jako utrzymującej się tożsamości przeżycia (por. Brudzińska ibid.: 182) i prowadzi do 
oglądu niezmiennych postaci istotnościowych (invariante Wesengestalten).Uzmiennianie dziś 
uważane jest za konstytutywny i wyróżniający element Husserlowskiej metody, choć 
Ingarden (ibid.: 147) zauważa, że zostało ono dobudowane do metody  dopiero wiele lat po 
Ideach, w 1925 roku. Jak zauważają Calvo i Bielecki (ibid.: 186),  
 
„tak ambitnie zarysowany projekt analizy fenomenologicznej, którego celem miało być ostateczne 
ugruntowanie obiektywności poznania nawet samemu Husserlowi wydawał się trudny do 
zrealizowania. Pomimo to ani on, ani rozliczni kontynuatorzy jego myśli nie wątpili w sensowność 
projektu i żmudnie uszczegółowiali lub modyfikowali służący mu aparat pojęciowy”. 
Wśród nich znalazł się Leopold Blaustein, który – kontynuując fenomenologiczny projekt 
Husserla – zajmował się m.in. badaniem doświadczenia estetycznego, w szczególności tego 
zapośredniczonego przez media. W Przyczynkach do psychologii widza kinowego (1933), 
Roli percepcji w doznaniu estetycznym (1937), oraz w O percepcji słuchowiska radiowego 
(1938) zajmował się procesem odbioru dzieła sztuki i przekazu medialnego  wychodząc od 
problemu percepcji. Jak pisze sam Blaustein, 
„percepcja i związane z nią emocje są zasadniczymi składnikami doznania estetycznego, będącego 
całością przeżyciową wyższego rzędu, sądy zaś i przeżycia natury wolicjonalnej – o ile w ogóle 
występują w doznaniu estetycznym – odgrywają w nim podrzędną rolę (1937: 399) 
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Za Franzem Brentano Blaustein przyjmuje, że wszelkie psychiczne akty intencjonalne są 
przedstawieniami lub się na przedstawieniach opierają (por.: ibid.: 399). Wszystkie 
przedstawienia mają charakter naoczny lub ich podstawą są przedstawienia naoczne. Inną 
kategorią są wrażenia, które Blaustein – przeciw Husserlowi – rozumie jedynie jako „nośniki 
intencjonalności”, ponieważ nie posiadają cechy intencjonalności i nie odznaczają się 
„specyficzną przynależnością do ja” (Rosińska 2012: 276). Zarówno akty intencjonalne, jak i 
wrażenia można uznać za przedmioty spostrzeżenia immanentnego (ibid.), ale tylko akty 
intencjonalne, czyli – w terminologii Husserla – przeżycia, istnieją jedynie w czasie, nie zaś 
w przestrzeni, choć pozostają w stosunku do przedmiotów przestrzennych.  
Doznanie estetyczne jest dla Blausteina przede wszystkim przeżyciem 
odbiorczym
36. Jego główną tezą jest, iż aktywność człowieka przeżywającego estetycznie 
przejawia się już w percepcji (por.: Rosińska ibid.: 281). Rozróżnia on trzy rodzaje percepcji 
estetycznej: percepcję spostrzeżeniową, imaginatywną i sygnitywną (dotyczącą odbioru 
dzieła literackiego). Percepcji spostrzeżeniowej towarzyszy świadomość przynależności 
przedmiotu i podmiotu doznania do tego samego świata przestrzenno-czasowego, natomiast 
w przypadku percepcji imaginatywnej mamy do czynienia z rzutowaniem rzeczywistego ciała 
w imaginatywny świat, co jest bardzo ważną i będącą nadal w mocy obserwacją z punktu 
widzenia odbioru technologii wirtualnej. Adekwatnie, Blaustein dzieli intencjonalne akty 
psychiczne na wyobrażenia spostrzeżeniowe, oraz imaginatywne. Te ostatnie – kategoria 
wprowadzona przez Blausteina – odnoszą się do postrzeżeń zapośredniczonych przez media. 
Ta sama treść prezentująca spełnia podwójną funkcję, a mianowicie  wyglądu ekranu oraz 
wyglądu tego, co prezentuje się na ekranie. 
Podobnie jak w wyobrażeniach spostrzegawczych, tak i w wyobrażeniach 
imaginatywnych treść prezentująca rości sobie pretensje do bycia samym przedmiotem. 
Spełnia funkcję wyglądu przedmiotu wyobrażonego (Rosińska, ibid. :292). Jednakże, 
omiędzy przedmiotami imaginatywnymi a światem przestrzennym istnieje, zdaniem 
Blausteina, przepaść. Dowodem na to są nieudane próby znoszenia przepaści, czyli poczucia 
                                                          
36
 Dla Blausteina przezycie odbiorcze nie było pasywne. Jednakże należy zauważyć, iż sposób działania 
współczesnych, interaktywnych mediów wymusza tu wprowadzenie nwych kategorii. Być może zmiana 
odbiorcy w użytkownika przekłada się na zmianę aktywności percepcyjnej w działanie. Zgadzałoby się to 
zresztą z intuicjami współczesnych neurofenomenologów (por.: Varela, Thompson, Rosch 1993: 9, Noë 2004: 
1), którzy mówią o sensomotorycznym charakterze poznania, zrównując działanie z percepcją.  
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granicy między światem realnym a imaginatywnym, takie jak panoramy czy figury woskowe. 
Zresztą, dla Blausteina brak granicy między przedmiotem imaginatywnym a rzeczywistością 
przeszkadzałby przeżyciu estetycznemu. Dlatego będę miała na uwadze jego idee, gdy 
przedstawię w rozdziałach końcowych analizę immersyjnych środowisk wirtualnych, gdzie 
doświadczenie bycia w świecie symulacji jest tak żywe, że zaciera różnicę między tym, co 
realne a  tym, co wirtualne. Istotny jest tu także aspekt tworzenia nowego środowiska życia, w 
którym człowiek mógłby wirtualnie egzystować. Blaustein przygotowuje – być może wbrew 
własnym intencjom – grunt pod takie rozumienie analizując słuchowiska radiowe. Jak 
zauważa Rosińska (2012:284), w słuchowisku radiowym na przykład dzwonki, telefony są 
przedmiotami odtwarzającymi i pomagającymi odbiorcy konstytuować nowe światy, o 
których wiemy, że nie istnieją w naszym czasie i naszej przestrzeni. Do tego wątku wrócę w 
ostatniej części pracy, bowiem jest on kluczowy dla analizy rzeczywistości wirtualnej.  
Blaustein poświęca wyobrażeniom imaginatywnym na których bazuje odbiór 
mediów bardzo dużo miejsca i stara się dostosować do nich metodę fenomenologiczną. 
Mimo, iż wiele z jego diagnoz – z uwagi na rozwój samych mediów – możnaby dziś uznać za 
wątpliwe, stanowią niewątpliwą inspirację. Nadto, przynajmniej część wypracowanych przez 
niego kategorii (wyobrażenia imaginatywne, percepcja imaginatywne) można zwłaszcza w 
analizie współczesnych środowisk interaktywnych twórczo rozwijać. Najważniejsza jest 
jednak zaproponowana przez niego metoda. Blaustein opiera się zarówno na fenomenologii 
Husserla jak i obserwacjach odwołujących się do wiedzy psychologicznej. W O ujmowaniu 
przedmiotów estetycznych (1938) poszukuje naoczności intencjonalnych aktów 
przedstawieniowych poprzez fenomenologiczną analizę doświadczenia estetycznego, ale 
także na styku psychologii i estetyki. Uznaje konieczność korzystania z wiedzy 
psychologicznej i estetycznej, choć do istoty zjawiska stara się dotrzeć intuicyjnie (por. 
Rosińska ibid.: 280). Zdobytą dzięki intuicji wiedzę ująć w pojęcia, które stanowiłyby 
podstawę bardziej precyzyjnego opisu. Jednakże, wybór takiego obszaru badań skrzyżowany 
z rygorystyczną i precyzyjną metodą fenomenologiczną wikła Blausteina w metodologiczne 
trudności. Okazuje się bowiem – jak zauważają Bielecki i Calvo, iż „nieodłącznym aspektem 
analizy zjawisk medialnych jest zaangażowanie w te zjawiska człowieka dokonującego 
analiz” (ibid.). Nie czysty podmiot, lecz uczestniczące w relacjach Ja potrafi dokonać 
opisywanych przez Blausteina dystynkcji miedzy przedstawieniem spostrzegawczym a 
wyobrażeniowym, wytwórczym i odtwórczym. Oznacza to jednak, iż podstawą jego refleksji 
nie może być perspektywa czystego podmiotu analizującego przedmioty własnej 
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świadomości. Ze względu bowiem na uprzednią, nieredukowalną relację ze światem i ludźmi 
Ja jest w stanie rozróżnić miedzy fenomenami rzeczywistymi a medialnymi. Nawiasem 
mówiąc, takie ujęcie Ja zbliża Blausteina do Heideggera. Jego postawa wykazuje zresztą 
związki z filozofią Heideggera także w pojmowaniu przedsądów – przekonań o naocznym 
charakterze przedstawień, które są uświadamiane w procesie poznawczym (por. Rosińska 
ibid.: 62). 
Zdaniem Bieleckiego i Calvo fakt, że Blaustein nie jest w stanie „nagiąć” metody 
Husserla do nowego i wymagającego analizy obszaru badań stanowi dowód na porażkę 
epistemologicznej fenomenologii par excellence. Jednakże, według mnie, zmagania 
Blausteina, nakierowanie na eksperyment i mariaż filozofii z psychologią należy traktować 
raczej jako wyzwanie i szansę. Tym bardziej, że Blaustein znajduje w tym podejściu 
współczesnych, być może nieświadomych nawet wyników jego prac kontynuatorów. Mowa 
tu m.in. o próbach rozwinięcia teorii reprezentacji za pomocą analiz fenomenologicznych 
przez Eduarda Marbacha (1993), a także logicznych i ontologicznych i poznawczych 
analizach sensu noematycznego i intencjonalności jakie znaleźć można u Huberta Dreyfusa 
(1984).  Przede wszystkim jednak, zarówno prace Husserla, jak i Blausteina stanowią  
inspirację dla badaczy pracujących w nurcie neurofenomenologii, takich jak Francisco Varela, 
Alva Noë czy Shaun Gallagher. Nawiązują oni w swoich poglądach do stanowiska Husserla, 
przede wszystkim zaś do Merlau-Ponty’ego, który włączał już empiryczną psychologię do 
fenomenologicznych analiz doświadczenia. Stawiają sobie za cel zrozumienie za pomocą 
fenomenologii struktury doświadczenia i świadomości. Starają się pracować zgodnie z 
paradygmatem, iż „fenomenologiczne ujęcia struktury doświadczenia oraz ich 
odpowiedników z nauk kognitywnych są ze sobą związane za pomocą obustronnych 
uwarunkowań” (Varela 2010). Twierdzenie to, zdaniem Vareli oznacza, że np. zestawienie ze 
sobą sporządzonych za pomocą metody fenomenologicznej pierwszoosobowych opisów 
świadomości oraz trzecioosobowych opisów przebiegu wielkoskalowych procesów 
neuronalnych może doprowadzić do tego, że: 
(1) odkryte zostaną analogie, korespondencje czy wręcz izomorfie zachodzące 
pomiędzy strukturą oraz przebiegiem fenomenalnego doświadczenia a dynamiką 
procesów neuronalnych,  
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(2) opis otrzymany za pomocą jednej z metod okaże się dobrym narzędziem 
służącym częściowej weryfikacji, interpretacji czy wzbogaceniu wyników 
otrzymywanych za pomocą drugiej metody. 
Przykładowo, pierwsza z tych tez dopracowana została za pomocą pojęcia „produktywnych 
przejść” (generative passages; por. Lutz 2002). Idea polega na tym, by podjąć próbę 
stworzenia formalnych modeli wyrażonych w języku teorii systemów dynamicznych, za 
pomocą których można by jednocześnie opisać strukturę i przebieg fenomenalnego 
doświadczenia jak i dynamikę wielkoskalowych procesów zachodzących w mózgu.  
Drugi wymieniony wyżej element koncepcji „obustronnych uwarunkowań” 
sprowadza się do stwierdzenia, że dane pierwszo- i trzecioosobowe mogą w pewnym sensie 
uzupełniać czy wspierać się wzajemnie. Dane pozyskane za pomocą fenomenologii mogą 
zarówno potwierdzać ustalenia o charakterze neurobiologicznym, jak i wspomagać czy nawet 
ukierunkowywać interpretację danych trzecioosobowych. Działa to także w drugą stronę. Na 
przykład, szczegółowa wiedza o przebiegu procesów neuronalnych może tak pokierować 
analizą przeprowadzaną z pierwszoosobowej perspektywy, że doprowadzi do odkrycia na 
poziomie doświadczeniowym wcześniej niezauważonych subtelnych dystynkcji. W tym 
sensie fenomenologia oraz neuronauki zmierzają, zdaniem Vareli, do „wzajemnego 
oświecenia”. Propozycję Vareli, zawieszoną między diagnozami Merlau-Ponty’ego na temat 
podmiotu cielesnego a przywiązaniem do Husserlowskiej metody, szczegółowo przedstawię 
jeszcze w dalszych częściach pracy. 
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II.2.2 Hermeneutyczno-egzystencjalna fenomenologia techniki 
 
Nie Ja, lecz relacja Ja ze światem jest podstawą fenomenologii Heideggera. Heidegger 
dokonuje zniesienia tradycyjnej metody fenomenologicznej, czyniąc istotą fenomenologii, po 
odrzuceniu epistemologicznych założeń, jej samozwrotne skierowanie ku sobie. Redukcja 
fenomenologiczna dokonuje się tutaj inaczej niż u Husserla,  bowiem nie odziera człowieka z 
relacji ze światem, lecz tę relację uniwersalizuje. Podmiotem autorefleksji jest Dasein, 
uniwersalna forma ludzkiego bytowania w świecie, w ten świat wrzucona i w niego uwikłana. 
Dasein zawsze ujmuje siebie i swój świat przez pryzmat własnej egzystencji i swych 
możliwości bycia lub niebycia sobą. Jest „rzucone” w świat – w istniejące warunki społeczno-
kulturowe, jak i zmuszone do ciągłego wykraczania poza te warunki, projektowania na nowo 
samego siebie i świata. Fenomenologia Heideggera określana jest przez badaczy jako 
hermeneutyczna ze względu na powiązanie bycia-w-świecie i rozumienie. To te dwie 
aktywności sprzęgają się w hermeneutycznym kole. Zdaniem Heideggera przedsądów nie 
trzeba zawieszać w geście redukcji i zostawiać za sobą, ponieważ to one stanowią warunek 
możliwości rozumienia własnego bycia. Heidegger stwierdza, że koło hermeneutyczne nie 
jest koliste, bowiem przed Dasein– dzięki byciu i rozumieniu – pojawiać się mają kolejne, 
coraz to nowe możliwości samoprojektowania się. Technika i narzędzia odgrywają w tym 
procesie zasadniczą rolę. 
Heidegger ugruntowuje – jak zauważa Rafał Ilnicki w Fenomenologii techniki – 
fenomenologię jako filozofię praktyczną, odnoszącą się do określenia zadania myślenia „w 
dobie planetarnego rozprzestrzeniania się techniki” (2011: 96). Pisze o poręczności narzędzia 
jako nieobecności przedmiotu (2004). Twierdził, iż istnienie narzędzia polega na jego 
nieistnieniu polu świadomości. To niezauważalność, nienatrętność, nieuporczywość 
oznaczają pozytywny charakter fenomenalny bycia narzędzia. Narzędziom przysługuje nie 
tylko poręczność, czyli „pasowanie” do Dasein, ale także służebność (Dienlichkeit). O ile 
poręczność odsyła do podmiotu, to służebność odsyła do samego przedmiotu (np. młotek 
pasuje do ręki, a służy do wbijania gwoździ, natomiast but pasuje do nogi, a służy do 
bezpiecznego, tj. chroniącego nogę, chodzenia.) Zarówno poręczność, jak i służebność 
posiadają sens metafizyczny (2004: 98). Heidegger zauważa bowiem, iż „poręczność jest 
ontologiczno-kategorialnym określeniem bytu takiego, jakim on jest „w sobie”, służebność 
zaś odnosi go do Dasein (ibid.: 102).  Obie kategorie (poręczności i służebności) mogą być 
odniesione do nowych mediów, ale bez wątpienia wymagają już innego rozumienia, które 
postaram się w niniejszej pracy przybliżyć. Nowe media można bowiem traktować jako 
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narzędzia, ale trudno nie przyznać, że są one istotowo czymś więcej niż wytwory techniki i 
słabo zaawansowanej technologii, jak młotek, wiertarka, mikser czy odkurzacz.  
Heidegger znany jest powszechnie jako zagorzały krytyk technologii, choć jego 
krytyka nie jest w gruncie rzeczy wymierzona przeciwko ontycznym artefaktom technicznym. 
Według mnie Heidegger ujmuje technikę jako neutralny środek, który może zostać 
wykorzystany zarówno do dobrych, jak i złych celów. W eseju Pytanie o technikę 
zamieszczonym w zbiorze Budować, mieszkać, myśleć (ibid.) stwierdza, iż technologia w 
relacji do Dasein istotowo oznacza bycie nowoczesnym. Z pytaniem o istotę techniki 
Heidegger – jak w opracowaniu Heidegger, Dreyfus i pytanie o etykę tego co techniczne 
zauważa Werner Kogge (2010:83) – zmienia się poziom badania z ontycznego na 
ontologiczne. Heidegger umiejscawia technikę w obszarze dziania się prawdy, by następnie 
postawić pytanie: jak nowoczesna technologia odnosi się do tego istotowego określenia? Jak 
zauważa ks. Stanisław Warzeszak w Martina Heideggera Filozofii i Etyce Techniki,  
„Wraz z pojawieniem się nowożytnej nauki dokonał się głęboki przełom metafizyczny, a zarazem 
uległo zmianie rozumienie rzeczywistości. Znaczy to, że zmieniła się również koncepcja natury, jej 
status teoretyczny i praktyczny. Nowa koncepcja natury otwarła metafizyczną możliwość wszelkiej 
manipulacji, począwszy od manipulacji o charakterze eksperymentalnym i badawczym, a skończywszy 
na trwałych i gruntownych modyfikacjach samej natury. Od tego czasu mamy do czynienia z 
metafizyczną „otwartością” natury na manipulacje i wykorzystaniem jej przez technologię dla realizacji 
celów naukowych i praktycznych”(2002: 229) 
 
Heidegger widzi w tym działanie specyficznej formy odkrywania: 
„Odkrywanie, które panuje we współczesnej technice ma charakter ustawiania w sensie wyzwania. 
Wyzwanie dzieje się tak, że ukryta w przyrodzie energia zostaje udostępniona, już dostępna się 
przekształca, to co przekształcone – magazynuje, zmagazynowane – znów rozdziela, zaś rozdzielone – 
ponownie magazynuje” (1977: 235). 
Nowoczesny sposób bycia w świecie zdaniem Heideggera zakłada, iż świat ten 
powinien zostać uporządkowany według naszych projektów, intencji i pragnień. Wola mocy – 
by użyć terminologii nietzscheańskiej – zamienia się tu w wolę technologii. Terminem 
technicznym, który Heidegger ukuł na oznaczenie materiału w sposobach odkrywania 
nowoczesnej techniki jest pojecie „składu” (Bestand). Dla materiału istniejącego na sposób 
składu charakterystyczne jest, że „nie przeciwstawia się nam jako przedmiot” (Heidegger 
ibid.: 235). W jego sposobie bycia integracja systemowa materiały staje się totalna, zaś jego 
samodzielność znika. Jak zauważa Heidegger, ten sposób, w jaki nowoczesna technika 
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nazywa i uprzedmiotawia ma swoje skutki dla człowieka, który także może stać się częścią 
składu. Taką podmiotowo-przedmiotową całość określa Heidegger jako „zestaw” (Ge-stell). 
W technologiczny „zestaw” wpisane jest myślenia o problemach jako wymagających 
technicznych rozwiązań. Świat jest dostępnym zasobem, z którego możemy korzystać i który 
możemy przekształcać, aby dostosować go do naszych potrzeb. Człowiek przed-
technologiczny, którego nastawienie było estetyczne i poetyczne, korzystał wprawdzie z 
narzędzi – co zawsze wiąże się z działaniem przeciw naturze –  ale nie ingerował w porządek 
natury. Ludzie współcześni mają natomiast do wyboru dwie drogi „albo zapanują nad 
techniką albo technika zapanuje nad nimi” (por.: Kogge ibid.: 84). Nie jest ona bowiem tylko 
obiektem (Objekt), wobec którego stajemy jako podmioty, lecz należy do ustrukturyzowania 
świata, w którym żyjemy, działamy i doświadczamy (ibid.). Myśl tę kontynuuje Gilbert 
Hottois, który zauważa, że instrumentalizacja obiektów technicznych podprządkowuje 
człowieka użyteczności technologicznej (1993: 105).  
Koncepcja Heideggerowskiej fundamentalnej krytyki nastawienia 
technologicznego była następnie kontynuowana i twórczo rozwijana w odniesieniu do 
sztucznej inteligencji m.in. przez Alberta Borgmanna (1984), który użył Heideggerowskiego 
Gestell do opisu współczesnego paradygmatu urządzenia jako istoty technologii, Gilberta 
Simondona w On the Mode of Existence of Technical Objects (1980) oraz przez Huberta 
Dreyfusa (1992), który korzystając z Heideggerowskiej fenomenologii narzędzia zanegował 
podstawy klasycznej, obliczeniowej koncepcji sztucznej inteligencji. Z Heideggera czerpali 
także obficie następca Simondona Bernard Stiegler (1998, 2001), który ukuł koncepcję 
źródłowej techniczności istoty ludzkiej oraz Don Ihde (1990), który zbudował oryginalną 
fenomenologię relacji człowieka i technologii.  
Stiegler (2001), przywołując Husserlowską teorię pamięci, stawia w La 
technicque et le temps(1998) tezę, iż technika modyfikuje nie tylko magazynowaną 
zewnętrznie pamięć, ale też ingeruje w subiektywność człowieka. Stiegler powołuje się na 
pracę Andre Leroi-Gourhana (Gesture and Speech, 1964), w której Leroi-Gourhan stwierdza, 
iż fundamentalna ciągłość miedzy biologicznym a społecznym jest realizowana za 
pośrednictwem technologii. Widzi on używanie narzędzi (możliwe dzięki uwolnieniu rąk 
poprzez osiągnięcie wyprostowanej postawy przez człowieka) jako proces eksterioryzacji, w 
którym ewolucja jest przeniesiona z domeny zoologicznej do technicznej. Dodam, iż 
eksterioryzacja ma swoje lustrzane odbicie w interioryzacji, ponieważ technologie, zwłaszcza 
te, które nas w niniejszej pracy będą interesować najbardziej, w coraz większym ucieleśniają 
się w człowieku, który ich używa. Idąc dalej, jeśli zgodzimy się z argumentacją Stieglera o 
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fundamentalnej jedności między człowiekiem a technologią, to musimy stwierdzić, że 
projektując nowe systemy technologiczne, projektujemy także siebie samych. To wątek, do 
którego wrócę w ostatniej części pracy. Stiegler nazywa kontynuację życia (biologicznego) 
poprzez inne życie (technologiczne) epifilogenezą (ibid.: 50). Dzięki epifilogenezie kultura 
staje się możliwa jako nieorganiczna organizacja pamięci (ibid.: 174). Uważa, że bez 
technologicznych systemów pamięci nie bylibyśmy w stanie w tak wysokim stopniu i tak 
świadomie egzystować w czasie, ponieważ nie doświadczalibyśmy tak głęboko przeszłości i 
nie konstruowalibyśmy przyszłości. W istocie, technologia zaopatrza nas w instrumentalne 
możliwości dostępu do przyszłości (Stiegler, 1998: 241). Bez niej czaso-przestrzenne 
transcendendowanie od realnej teraźniejszości nie byłoby możliwe.  
Współcześni fenomenolodzy techniki i technologii wyciągają z koncepcji 
Heideggera daleko idące konsekwencje. Fenomenologia hermeneutyczna kładzie nacisk nie 
tylko na to, jak dochodzi do ingerowania w ludzką subiektywność, ale przede wszystkim do 
dziania się kultury poza człowiekiem. Jak zauważa Ilnicki, 
„ominięcie [człowieka] nie polega na tym, że coś nie-ludzkiego może tak jak człowiek realizować się 
bez jego uczestnictwa, lecz odnosi się do takiej organizacji systemów technicznych, które produkują 
zinstrumentalizowane fenomeny niemogące zostać zweryfikowane przez ludzkie władze poznawcze” 
(ibid.: 95) 
 
Zatem specyfiką fenomenów technologii, zwłaszcza technologii komputerowych, jest to iż 
identyfikacja fenomenu technologii jest identyfikacją samego interfejsu, zaś „cała reszta” 
(istota programu, czyli jego architektura i założenia) jest skrywana przed użytkownikiem  w 
tzw. „czarnej skrzynce”. Ten tryb przekazywania, produkowania oraz funkcjonowania 
fenomenów, który można określić mianem pozapodmiotowego, stanowi główne pole 
dociekań badaczy z tego nurtu. 
Don Ihde (1979, 1990, 2001), który własny projekt, inspirowany Heideggerem 
nazywa postfenomenologiczną hermeneutyką materialną, używa fenomenologii do opisu 
relacji Ja-technologia-świat. Ihde wyróżnia cztery zasadnicze typy takich relacji, których 
konstytutywną cechą jest bycie technologii obok człowieka, skrywanie się przed nim przy 
jednoczesnym wywieraniu wpływu na jego nastawienie. Są one niewątpliwie ważnym 
kontekstem dla opisu fenomenologicznego rzeczywistości wirtualnej, zwłaszcza jeśli założyć 
(tak właśnie czynię), iż typy relacji z jednym medium nie muszą się wykluczać, nierzadko są 
wręcz komplementarne, a uważna analiza fenomenologiczna może je wszystkie wychwycić i 
naświetlić. 
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Pierwszym z typów jest typ hermeneutyczny – technologia funkcjonuje w nim 
jako odniesienie do czegoś poza nią samą.  Jego naczelnym przykładem jest mapa – gdy na 
nią patrzymy, doświadczamy nie jej samej, lecz świata, do którego ona nas odnosi. Ihde 
zauważa, iż technologia kształtuje rzeczywistość w taki sposób, jakby świat był urządzeniem. 
Współczesne media ukrywają odniesienia, czy też kontekstualność świata, w pewnym sensie 
go „skracają”, „zmniejszają”. Nasza relacja z otoczeniem zostaje zredukowana do kontroli 
tego urządzenia. Media i technologie informacyjne „pragną” (lub my sami pragniemy poprzez 
nie) zdjąć z użytkowników ciężar kontekstualizowania świata. Stają się oni wtedy rozłączeni 
z praktycznym, nierzadko żmudnym wymiarem codziennego życia. Jednocześnie, ten 
pomniejszony i skrócony świat jest dla nich w pełni dostępny. 
Drugi typ to relacja tła (background), z którą mamy do czynienia w przypadku 
wielu technologii nieangażujących naszej świadomej uwagi, jak na przykład system 
centralnego ogrzewania, inteligentne pomiary energii elektrycznej, etc. Te systemy to typowe 
przykłady czarnych skrzynek, których nie zauważamy, choć towarzyszą nam niemal 
nieustannie w życiu codziennym. Co ciekawe, nierzadko to właśnie one zmieniają naszą 
rzeczywistość w sposób diametralny, ale usuwając się z pola uwagi, nie podlegają żadnej 
kontroli.  
Trzecim typem relacji, istotnym z punktu widzenia niniejszej pracy, jest relacja 
odróżnienia (alterity). Technologia jest w niej doświadczana jako Inny. Za przykład posłużyć 
mogą inteligentne chat boty (o których mowa będzie w czwartej części pracy), a także roboty 
takie jak wzmiankowana już we wstępie kobieta-android Aiko, piesek AIBO firmy Sony, 
japoński android Repliee Q1, czy też ASIMO Korporacji Honda. W interakcji z nimi można 
uzyskać wrażenie, iż posiadają one własny świat. W relacji tej świat wycofuje się,  zaś na 
pierwszy plan wstępuje technologia jako centralna jednostka, z którą wchodzę w relację.  
Czwartym typem relacji opisanym przez Ihdego w Bodies in Technology (2002) i 
niewątpliwie zainspirowanym nie tylko Heideggerem, ale też Merlau-Ponty’ego ideą ciała 
żywego jest relacja ucieleśnienia (embodiment). Ihde w Bodies in Technology (2002: xi- xviii) 
zauważa, iż rzeczywistość wirtualna dostarcza cennych wskazówek dla zrozumienia tej 
relacji. Wyróżnia przy tym dwa pojęcia ciała: ciało, będące zainteresowaniem fenomenologii, 
czyli ciało żywe, którym jesteśmy motorycznie, percepcyjnie oraz emotywnie oraz ciało 
będące społeczno-kulturowym konstruktem ufundowanym na ciele żywym. Ihde zauważa, iż 
przekroczenie zarówno ciała żywego, jak i ciała-konstruktu tworzy nowy wymiar cielesny: 
ciało technologiczne. Ucieleśnienie zapośredniczone przez artefakt techniczny (słynny 
Heideggerowski młotek czy przykład kapelusza z piórami podawany przez Merlau-
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Ponty’ego) ma wprawdzie długą historię (relacji człowieka i narzędzia), ale współczesne 
przyspieszenie technologiczne niewątpliwie przyniosło tu zasadnicze zmiany. Nie jesteśmy 
wprawdzie jeszcze na etapie na tyle zaawansowanym (zdaniem Ihdego zresztą nigdy nie 
będziemy), by mówić o zawładnięciu ciała technologicznego nad żywym, ale  trudno 
lekceważyć przykłady wirtualnego ucieleśnienia, z którymi mamy już dziś do czynienia. Na 
przykład Second Life pokazuje, w jaki sposób zarządzać własnym wirtualnym ciałem, 
przedmiotami w wirtualnej przestrzeni oraz dostarczaną dzięki ruchowi informacją wizualną. 
Człowiek, który istnieje w mediach i poprzez media w ten sposób, to człowiek wykazujący 
się inteligencją somatyczną (sensualną), znaną również jako „inteligencja ciała” (Koch 1995).  
Na koniec dodam, iż obserwując liczne inspiracje Heideggerem trudno nie zadać 
sobie pytania, czy „użytek”, jaki współcześni myśliciele zrobili z koncepcji Heideggera nie 
jest przeciwny duchowi Heideggerowskiej filozofii. Bądź co bądź frapującym jest, iż – jak 
będę się starała pokazać w kolejnych rozdziałach – Dreyfus i wielu zainspirowanych jego 
pismami badaczy (Varela, Brooks) wykorzystali właśnie myśl Heideggera do stworzenia 
założeń dla innej (w domyśle: lepszej) technologii, opartej na nieinstrumentalnej 
racjonalności. W tym sensie postheideggerowska krytyka technologii i racjonalności 
technicznej okazała się konstruktywna w  bardzo praktycznym rozumieniu tego słowa, a 
jednocześnie subwersywna wobec założeń samego Heideggera37. 
 
                                                          
37
 Innym przykładem jest tu filozofia Grahama Harmana, która bierze na warsztat Heideggerowską analizę 
narzędzia i Husserlowską ideę przedmiotów intencjonalnych (Kronos 1/2012: 51). Harman stara się wykazać, iż 
błędem metafizyki jest ominięcie rzeczy-przedmiotów. Harmanowska filozofia skierowana na obiekt stara się 
przezwyciężyć panujące podporządkowanie niezależnego życia obiektów naszemu (ludzkiemu) dostępowi do 
nich. Podkreślając pojęcia substancji i przyczynowości, Harman ogłasza absolutną autonomię obiektów i 
nawiązuje do ich „mrocznego” podziemnego życia i tajnych interakcji za pomocą metafory. 
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II.2.3. Ku eksperymentalnej fenomenologii techniki 
 
Na początku tego rozdziału chcę zaprezentować dwie własnych obserwacji dotyczących 
nowej fenomenologii zaangażowanej w technologię. Otóż, jest to nurt relatywnie nowy, a 
przez to: 
1) trudno uchwytny,  
2) posiadający cechy nieuporządkowania, zarówno w aspekcie wyznaczanych 
celów, jak i metodologii.  
Przede wszystkim, sprzęga się z kognitywistyką, która sama w sobie już jest dyscypliną 
scalającą kilka innych dziedzin (m.in. sztuczną inteligencję i psychologię), a przez to 
wielokierunkową. Po drugie zaś, obficie czerpie z klasycznej fenomenologii, ale nie zważa na 
podziały w niej występujące, traktując je jako nieistniejące lub nieistotne. To może narażać 
go zarówno na uzasadnione zarzuty holizmu jak i redukcjonizmu ze strony fenomenologów. 
Varela i Gallagher, w artykule Przerysować mape  i przestawić czas  fenomenologia i nauki 
kognitywne zauważają, iż w ostatnich latach zostało z trudem wywalczone „pewne, cia  gle 
jeszcze ograniczone porozumienie co do tego, że fenomenologia może mieć centralne i 
pozytywne znaczenie dla nauk kognitywnych”, zaznaczając, że „pojawia sie ono mimo braku 
skłonności wielu fenomenologów do przyje  cia naturalistycznej nauki o umyśle” (2010: 77). 
Odnotowują, iż sygnały tego rodzaju podejrzliwości pojawiły sie  np. ze strony Paula 
Ricoeura, który w rozmowie z Jean-Pierrem Changeux (2000) sugeruje, że fenomenologia 
stoi w opozycji do nauk kognitywnych. Z drugiej zaś strony, kognitywiści wychodzący z 
tradycji cybernetycznych i obliczeniowych, także patrzą na ten nurt sceptycznie, bo wchodzi 
on w dialog z tradycją filozoficzną, którą oni sami starali się omijać. Varela i Gallagher 
zauważają m.in. „nawroty objawów nieche  ci ze strony filozofów umysłu, którzy błe  dnie 
identyfikuja  metode fenomenologiczna  z niewyszkolona introspekcja  psychologiczna  (np. 
Dennett 1991)”. Varela i Gallagher odbierają tę krytykę jako niesłuszną, jednakże nie jest ona 
zupełnie pozbawiona podstaw. Podejrzewam, że dopóki fenomenologia eksperymentalna czy 
też neurofenomenologia nie dojrzeją jako paradygmaty, ta krytyka będzie się pojawiała. 
Należy ją potraktować jako motywację do dalszego rozwijania metody, którą postaram się 
poniżej syntetycznie opisać. 
W Budować, mieszkać, myśleć (1997) Heidegger zauważa, iż istota techniki leży 
poza nią samą i ujawnia się jedynie w relacji współdziałania z człowiekiem. Otwiera to 
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filozofię techniki na świat codziennych praktyk. Współcześni postfenomenolodzy, m.in. 
Dreyfus, Ihde, Varela, Gallagher, czy Noë, podążając tym tropem, kierują się w stronę 
pragmatyzmu. Wychodzą z założenia, iż z metody fenomenologicznej nie należy rezygnować, 
lecz trzeba ją przenieść w sferę eksperymentalną, bowiem „zinstrumentalizowanych 
fenomenów nie można opanować samym nastawieniem teoretycznym” (Ilnicki: 108).  
Implikuje to potrzebę otwarcie się fenomenologii na kognitywistyki i neuronauki jako 
dziedziny wiedzy dostarczające m.in. wzorców rozszczepiania obecności, przełączania 
nastawienia i uwagi,  zmian w percepcji czy w obrazie i schemacie ciała. Rzecz jasna, wielu 
fenomenologów odrzuca kognitywistykę, zarzucając jej nadmierny redukcjonizm, 
uniemożliwiający wyjaśnienie doświadczenia czy świadomości. Taki opór zdarza się 
zwłaszcza w przypadkach obrońców antynaturalistycznego stanowiska Husserla, którzy 
opowiadali się za tym, by opisywać, a nie o to, by wyjaśnić albo analizować. Jak zauważa 
Merlau-Ponty, „ta pierwsza wskazówka, jakiej Husserl udzielał początkującej fenomenologii, 
albo powrotem do rzeczy samych, oznacza przede wszystkim nieufność wobec nauki” (2001: 
6). 
Tym niemniej, wśród wielu badaczy uważających się za spadkobierców myśli 
Husserla znajdują się także entuzjaści łączenia obu dziedzin. Dla wielu z nich pionierem tego 
połączenia był właśnie Merlau-Ponty, którego badania łączyły analizy fenomenologiczne z 
rozważaniami pochodzącymi z nauk empirycznych (biologia, psychologia i neurologia) na 
długo zanim kognitywistyka została skonstruowana jako dziedzina skupiona na badaniu 
doświadczenia poznawczego. Prace Merlau-Ponty’ego stanowią zresztą nie tylko inspirację 
metodologiczną, ale także merytoryczną. Osią fenomenologii Merlau-Ponty’ego jest bowiem 
– jak w „Posłowiu” do Fenomenologii percepcji zauważa Jacek Migasiński – „przyznanie 
tzw. ciału własnemu ontologicznie pierwszorzędnego status, czego konsekwencją będzie 
uznanie percepcji (…)  i skorelowanej z nią ekspresji za najbardziej źródłowe doświadczenia, 
dostarczające klucza do rozwiązywania fundamentalnych problemów filozoficznych” (2001: 
480). O jakie doświadczenie tu chodzi? Rzecz jasna – pisze dalej Migasiński – niewątpliwie o 
„moje”, ale „jako doświadczenie przedrefleksyjne, oparte na nieusuwalnej pewności 
obecności stale przeżywanego świata charakteryzuje się ono też od razu pewną 
anonimowością, niesie za sobą struktury ogólne” (ibid.). Ten właśnie aspekt doświadczenia – 
jego zakorzenioną w ciele uniwersalność – stara się wydobyć w swoich badaniach wielu 
współczesnych postfenomenologów, m.in. Andy Clark i David Chalmers, którzy zajmują 
stanowisko funkcjonalistyczne, a także Noë czy Gallagher, reprezentujących nurt 
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neurofenomenologiczny, zapoczątkowany przez Varelę. Ucieleśnienie stanowi niezwykle 
istotną kategorię współczesnych badań fenomenologów38. 
Co zatem wyłania się z badań współczesnych fenomenologów zorientowanych na 
kategorię ucieleśnienia? Moim zdaniem interesujący obraz nowej, kształtującej się jeszcze 
metody. Metoda ta zapożycza się w fenomenologii, jednakże abstrahuje od niejednokrotnie 
zarzucanemu fenomenologii absolutyzmu. Po pierwsze, poza opisem fenomenologicznym 
opiera się na eksperymentalnym podejściu do świata mediów i technologii. Eksperyment 
rozumiany jest tutaj dwojako. Po pierwsze, idąc za Immanuelem Kantem – jako pytanie, które 
teoria zadaje naturze. W tym sensie wykonywany jest w celu potwierdzenia lub 
sfalsyfikowania teorii, która z jednej strony określa warunki eksperymentu, a z drugiej nadaje 
sens poczynionej w wyniku eksperymentu obserwacji. Eksperymentowanie w tym pierwszym 
rozumieniu jest ściśle związane z ideą mariażu fenomenologii z neuronaukami. Jak pisze 
Gallagher w Fenomenologicznym i eksperymentalnym badaniu ucieleśnionego 
doświadczenia,  
„w kontekście nauk kognitywnych nie możemy jednak zatrzymać się jedynie na analizie przeżywanego 
doświadczenia. Potrzebujemy odwołać się do sprawdzania i wyjaśniania w sposób empiryczny, 
potwierdzającego fenomenologiczny wgląd, a potem użyć tego wglądu do interpretacji danych 
empirycznych – to oczywiście koło hermeneutyczne, ale nie jest to metodologicznie błędne koło (2007-
241).” 
Gallagher twierdzi, iż celem badaczy integrujących fenomenologię i kognitywistykę powinno 
być zinterpretowanie zbiorów różnorakich dowodów z odniesieniem do pełnego kontekstu 
życia codziennego. Stanowisko takie nazywane jest czasem ekologicznym. „Nawet kiedy 
doświadczenie jest gromadzone w abstrakcyjnych i eksperymentalnych sytuacjach – pisze 
Gallagher – powinniśmy próbować pamiętać o sposobie, w jaki może być ono wykorzystane 
w pragmatycznych i osadzonych w kontekście sytuacjach społecznych” (ibid). Jako przykłady 
wystarczy przytoczyć badania eksperymentalne Dotova, Nie i Chemero roku zatytułowane A 
Demonstration of the Transition from Ready-to-Hand to Unready-to-Hand (2010) obrazujące 
aktywność mózgu, gdy ciało posługuje się źle funkcjonującym kursorem (myszką). Badania 
te w istocie zweryfikowały pozytywnie Heideggerowską koncepcję poręczności narzędzia 
(1977). Heidegger twierdził, iż narzędziom przysługuje poręczność, czyli ontologiczno-
                                                          
38
 Należy tutaj zauważyć, że o ile Clark i Chalmers zajmują się technologią, o tyle zarówno Varela, jak i część 
jego uczniów na ogół posługuje się kognitywistycznymi badaniami ludzkiego mózgu, nie zaś mózgu robota.  
Postanowiłam jednakże przypisać im istotną rolę w fenomenologii techniki, ponieważ wypracowywana przez 
nich metoda badawcza jest  
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kategorialne określenie bytu, w tym przypadku znaczące „pasowanie” do Dasein. Dotov, Nie 
i Chemero badali dostosowanie ruchu narzędzia (w tym przypadku myszki) do zdolności 
motorycznych jego użytkownika. Jak sami piszą, zaplanowali eksperyment jako wsparcie dla 
realizacji niektórych postulatów Heideggerowskiej fenomenologii na polu nowych 
technologii. Eksperyment polegał na opisie interakcji między narzędziem poręcznym a 
narzędziem nieporęcznym. Eksperymentom poddani zostali użytkownicy, którzy posługują 
się myszką od wielu lat i są doświadczonymi graczami. Badacze zauważyli, iż w 
eksperymencie pierwszym, gdzie myszka działała poprawnie zostaje niemal natychmiast 
inkorporowana do schematu ciała tworząc wraz z nim rozszerzony system poznawczy. W 
eksperymencie nastąpiła reorganizacja r świadomości, wynikająca z zaburzenia 
rozszerzonego systemu poznawczego. Okazało się także, że zakłóceniu towarzyszą 
przełączenia uwagi, który przeszkadzają uczestnikom w wykonywaniu zadań narzuconych 
przez grę.  
Drugie rozumienie eksperymentu wyłania się m.in. z prac Dona Ihde i polega na 
radykalnej zmianie roli podmiotu z niezaangażowanego obserwatora w uczestnika – 
użytkownika technologii. Ihde w pracy Technology and The Lifeworld (1990) koncentruje się 
na roli, jaką w procesie obserwacji odgrywają przyrządy naukowe. Punktem wyjścia analiz 
Ihdego jest fenomenologia postrzegania. Ihde zwraca uwagę na to, że urządzenia techniczne 
pośredniczą w procesie percepcji naukowej. Zauważa przy tym, że są dwa sposoby percepcji 
instrumentalnej. W pierwszym obserwator i narzędzie są połączeni i przeciwstawieni 
obiektowi badanemu. W drugim zaś, obserwator odczytuje cały układ narzędzie-obiekt 
badany. Ten drugi schemat jest według Ihdego schematem hermeneutycznym, w którym 
dochodzi do „odczytywania” narzędzi jako formy hermeneutyki przedmiotów nauki. Stanowi 
on podstawę pracy filozoficznej Ihdego. Jednakże dla mnie znacznie bardziej interesujący jest 
schemat pierwszy, który rozumiem jako fenomenologię narzędzi jako elementów 
wkomponowanych w naszą cielesności. Jeśli drugi aplikować schemat Ihdego do nowych 
technologii, a w szczególności do rzeczywistości wirtualnej, to należałoby skorygować go o 
zmianę obserwatora w użytkownika - uczestnika. Obserwator technologii działa w obszarze 
zupełnie innej racjonalności niż uczestnik świata współdzielonego z technologią. Jest to 
ważne rozróżnienie, do którego jeszcze powrócę omawiając rozwój sztucznej inteligencji. 
Ihde w Experimental Phenomenology (1987:13-14) porównuje metodę fenomenologiczną do 
pracy etnometodologicznej lub podejścia obserwacji uczestniczącej w socjologii. Jest to, jak 
zauważa Ilnicki, „działanie egzystencjalne, które nie ogranicza się do funkcji ciała, angażując 
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w różnym stopniu całą podmiotowość” (ibid.: 109), bowiem istota techniki objawia się 
poprzez jej użycie i czasem jest swoją własną reprezentacją, a „czasem pozostaje ukryta w 
technologicznej głębi”  (Ostrowicki 2006). Chodzi zatem o pierwszoosobową ingerencję w 
technologię, która skutkować będzie fenomenologicznym opisem. I to ten aspekt może 
okazać się  decydujący w zakresie tego, co w danym eksperymencie jest właściwą 
obserwacją, a co tylko nieistotnym jego zakłóceniem. Wyraźnie widać to na przykładzie 
badania poziomu interaktywności nowych mediów - wysoka interaktywność nie może być 
osiągnięta przez same efekty zastosowania technologii, lecz poprzez interpretację 
doświadczenia (Burnett 2005: 101), bowiem stanowi rezultat doświadczeń powiązanych z 
pewnymi narracjami samego użytkownika i w tym sensie wkracza w obszar jego (lub jej) 
świadomości i wyobraźni (por.: Pesce 1997, 2000). Można tutaj – jak sądzę – mówić o 
hermeneutycznie zorientowanej fenomenologii eksperymentalnej jako fenomenologii 
zaangażowanej, zakładającej pierwszoosobowy opisu stanu świadomości podmiotu w żywej, 
aktywnej relacji do technologii. Mamy tu zatem (1) naukowe i (2) potoczne, praktyczne 
rozumienie eksperymentu. Nie sądzę jednak by dwa podejścia, które pociągają za sobą te dwa 
rozumienia, się całkowicie wykluczały. Wręcz przeciwnie – połączenie badacza z 
uczestnikiem może mieć wiele poznawczych korzyści. Badacz może łączyć eksperyment z 
fenomenologicznym opisem. Fenomenologiczny opis będzie natomiast bogatszy i 
rzetelniejszy, jeśli będzie opisem uczestnika.  
Kolejną widoczną tendencją jest relacja nowej fenomenologii do klasycznych 
narzędzi dziedziny. Zakłada się, iż aparat pojęciowy fenomenologii powinien zostać 
zachowany, ale należy przygotować się na liczne przesunięcia kategorialne i konieczność 
generowania nowych kategorii, adekwatnych do doświadczenia medialno-technologicznego. 
Dobrym przykładem jest tu pierwszy krok opisu fenomenologicznego, czyli redukcja 
ejdetyczna. Uzasadnione jest twierdzenie, iż krok ten nie jest konieczny, ponieważ 
stechnicyzowany świat jest „samozrozumiały” (Ilnicki ibid.: 98). Zdaniem Heideggera 
element zapośredniczenia w technicznych mediach  sprawia, iż zawieszenie sądu o 
rzeczywistości (epoché) traci sens. Wszystko jest bowiem dokładnie takie, jakim je 
postrzegamy. Można jednak spojrzeć na ten problem inaczej. Ilnicki w przytaczanej już 
Fenomenologii techniki twierdzi nawet, iż w pewnym sensie mamy tu do czynienia z redukcją 
ejdetyczną wykonaną przez same urządzenia, bowiem to przez nie „docieramy do coraz 
głębiej ukrytych warstw zinstrumentalizowanych technicznie fenomenów” (ibid.: 100).  
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Innym ciekawym przykładem jest zagadnienie uwagi, określanej przez Husserla 
jako „nie dające się opisać i zróżnicować oglądanie” (2008:24). W przypadku nowych 
technologii w samych urządzeniach są zaimplementowane – jak słusznie zauważa Ilnicki 
(ibid. 103) – rozmaite strategie dystrybucji uwagi, inne w przypadku operowania w 
środowisku wirtualnym, inne w przypadku wszczepienia bionicznej nogi.  W rzeczywistości 
wirtualnej uwaga jest stale destabilizowana poprzez „pozapodmiotowe interfejsy techniczne” 
(ibid.: 104). Częste zmiany interfejsów powodują, że przeżycia wynikające z zaangażowania 
są przerywane po odłączeniu się od interfejsu poprzez doświadczenie próżni. Co ważniejsze, 
„to wymuszenie [przekierowania uwagi] dokonuje się spoza podmiotu, będąc jednocześnie 
jakby jego częścią” (ibid.). Nie znaczy to, iż technika posiada własną subiektywność, ale 
jednak na tyle się autonomizuje, że to użytkownik dostosowując się do niej, odnosi wrażenie, 
że to, co przeżywa, nie należy tylko do niego. Wrażenie to wynika z dzielenia zasobów przez 
człowieka i medium techniczne.  
Po trzecie, widoczna jest wyraźna tendencja do skupiania się na partykularnym 
fenomenie technologicznym, a nie na technologii jako całości, jak miało to miejsce w XX 
wieku. Jak zauważa Ilnicki, (ibid.: 3) aktualnie rysują się dwie drogi: „fenomenologii techniki 
dotyczącej całości przeobrażeń związanych z rozprzestrzenianiem się technologii” oraz wielu 
fenomenologii „poszczególnych interfejsów badających określone i wyspecjalizowane 
technicznie fenomeny”. W tym sensie możemy z jednej strony mówić o fenomenologii 
poszczególnych mediów: telewizji, kina czy radia czy Internetu, z drugiej zaś – bardziej 
szczegółowo o fenomenologii interfejsów, klawiatury, monitora, telefonu komórkowego, 
awatara czy portalu społecznościowego. To drugie podejście, reprezentowane także przez 
Dona Ihde (1990), uzasadnione jest faktem, że rozmaite, dynamicznie rozwijające się 
technologie mają swoje specyfiki zastosowań i doświadczeń, które oferują. Nie sposób, na 
przykład, porównać np. poruszania się za pomocą własnego awatara po świecie wirtualnej gry 
z kontaktem wzrokowym z fizycznym robotem takich jak Kismet (por. Rys nr. 7). Z drugiej 
strony, ta tendencja do uszczegółowienia, zwłaszcza w połączeniu z wyłaniającą się praktyką 
modyfikacji w aparacie pojęciowym fenomenologii, może sprawić, że czyniąc z 
fenomenologii metodę opisu poszczególnych zjawisk, stracimy z oczu jej podstawowe 
zadanie jako procedury filozoficznej – czyli poszukiwanie prawdy. 
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7. Kismet  
(pobrano z: http://www.theguardian.com/science/2008/apr/14/sciencenews.news) 
 
Nakreślone powyżej, obserwowane przeze mnie tendencje można twórczo wykorzystać na 
polu badania fenomenów w ruchu – nowych, immersyjnych technologii rzeczywistości 
wirtualnej, gdzie „rozszerzony” technologicznie podmiot może jednocześnie funkcjonować 
na wielu różnych terytoriach egzystencjalnych. Takie paralelne istnienie wymaga 
niewątpliwie przełączenia uwagi i zanurzenia w nową sferę bycia, co często doprowadza do 
zerwań lub nieciągłości doświadczenia i stanowi ogromny obszar dla raczkujących dopiero 
badań i refleksji.  
Wiarygodne i rzetelne pokazanie, jak fenomenologia eksperymentalna mogłaby 
pracować, choćby na skąpym przykładzie jakim jest wirtualna istota, wymaga 
dokładniejszego nakreślenia metody, która wyłania się z opisanych powyżej tendencji. Aby to 
zrobić, trzeba odpowiedzieć sobie jeszcze na pytanie, jaka jest relacja fenomenologii i 
technologii dzisiaj, czyli wrócić do pierwszego zadania, które wyznaczyłam niniejszej pracy. 
Powyżej wspominałam o otwieraniu się fenomenologii na neuronauki. Obie te, dość odległe 
dziedziny mają – jak już wspomniałam we Wstępie – wspólną historię. Kognitywistyka i 
badania nad sztuczną inteligencją uwzględniły postulaty nowej fenomenologii (przynajmniej 
częściowo) już trzy dekady temu, co postaram się w niniejszej pracy pokazać. Fenomenologia 
w tym styku rewiduje technologię, interweniuje w jej rozwój i zmienia jej bieg. Pełni aktywną 
rolę, w wyniku której – moim zdaniem – dochodzi do zamiany ról: zamiast 
niezaangażowanego, fenomenologicznego opisu technologii przez fenomenologię mamy do 
czynienia z postępującą swoistą realizacją postulatów fenomenologii (zarówno 
Husserlowskiej i post-Husserlowskiej jak i Heideggerowskiej i post-Heideggerowskiej) przez 
technologię.  
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Z drugiej zaś strony fenomenologia realizuje się na polu, które opisałam powyżej 
– analizuje świat mediów i technologii za pomocą metody fenomenologicznej, kontynuując i 
modyfikując koncepcje Heideggera czy Blausteina. I w tym sensie, jeśli otworzy się na 
dyscypliny takie jak neurokognitywistyka czy sztuczna inteligencja – będzie mogła 
dostosować swoje narzędzia do opisu współczesnej technologii, a także nowe drogi do 
odpowiedzi na podstawowe pytania, które łączą ją z filozofią umysłu. Wychodzę z założenia, 
iż tylko zrozumienie ruchu tej wzajemnej zależności między fenomenologią a dziedzinami 
zajmującymi się rozwojem technologii w ich wzajemnym warunkowaniu się może 
doprowadzić do metody, która angażując się w technologię, pozwoli podjąć próbę 
zrozumienia, czym ta ostatnia była, czym jest i czym się staje. Fenomenologia techniki daje 
taką szansę, bowiem zasadniczo różni się od innych kierunków filozofii techniki. Zamiast 
czynić technikę przedmiotem namysłu, refleksji, stara się technologię zmieniać. 
Naszkicowane powyżej tendencje to, rzecz jasna, zaledwie szkic, jeden z przyczynków do 
wyłaniającej się dopiero dziedziny. Pozwala jednakże dostrzec, jak owocnym i współczesnym 
narzędziem pracy jest fenomenologia. Podsumuję ten rozdział następującym stwierdzeniem: 
współczesna fenomenologia techniki jest techniką – filozoficzną, ale nie tylko. Jest techniką 
także w tym sensie, że stanowi budulec techniki.  
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CZĘŚĆ III 
 JAK MOŻLIWA BYŁA SZTUCZNA 
INTELIGENCJA?  
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III.1. Źródła nastawienia technologicznego. 
Dlaczego powstał projekt badań nad sztuczną inteligencją? Na to pytanie można 
odpowiedzieć na wiele sposobów, odwołując się choćby do zdarzeń historycznych. Także na 
gruncie psychologii można znaleźć przekonujące wytłumaczenia, choćby takie, że idea 
sztucznej inteligencji, która zakłada jako naczelny cel zbudowanie robota, androida (robota 
naśladującego człowieka), a ostatecznie cyborga (człowieka-robota), może być  rozumiana 
jako wyraz pragnienia transcendowania rzeczywistości i przedłużenia życia biologicznego 
poprzez życie technologiczne. To „drugie życie”, które można by nazwać także cyber-życiem 
podlega regułom programowanej racjonalności, zakłada zwielokrotnienie mocy ludzkiej, 
głównie w wymiarze mentalnym, ale także fizycznym, a przede wszystkim nie jest obarczone 
biologicznymi ograniczeniami i perspektywą śmierci. Nie ma wątpliwości, że za rozwojem 
technologii stoją rozmaite ludzkie potrzeby i pragnienia. Jednakże ustalenie ściśle 
filozoficznych założeń stojących u podstaw mechanizacji i wirtualizacji umysłu oraz genezy 
sztucznej inteligencji, nie może zadowolić się takimi odpowiedziami, wymaga bowiem 
odpowiedzi na pytanie o to, jakie koncepcje umysłu i ciała stoją za procesem technologizacji.  
Przynajmniej kilku współczesnych fenomenologów (Ihde, Stiegler) zmaga się z 
przedstawieniem odpowiedzi, która nie przeniosłaby tej problematyki z domeny filozoficznej 
do domeny etyki. Ja, na początek rozważań, proponuję przyjrzenie się zmianom w samym 
pojmowaniu i konceptualizowaniu techniki, technologii
39
 i mediów
40
 i jego relacji do aparatu 
poznawczego człowieka w filozofii zachodniej.  
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 Zakładam zatem szerokie definicje technologii, takich jak te podane przez np. Benigera (1986: 9), który 
określa technologię jako „każde celowe przedłużenie naturalnego procesu, takiego jak przetwarzania materii, 
energii i informacji, które charakteryzuje wszystkie systemy żywe”. 
40
 Medium rozumiem bardzo szeroko jako nośnik lub pośrednik, podobnie do McLuhana McLuhana (1964: 21), 
który określa medium jak każde „przedłużenie człowieka”. Jest to zarówno nośnik procesu komunikacji, czyli 
dowolny środek, służący do przekazywania i wymiany informacji pomiędzy podmiotami, niezależnie od 
przyjętego języka, jak i przedmiot fizycznych używany do transmisji sygnałów w telekomunikacji oraz 
przedmiot, na którym możliwe jest zapisanie danych, w celu ich przechowywania, przetwarzania i transmisji (w 
tym sensie znaczenie medium pokrywa się w pewnym stopniu ze znaczeniem techniki przekazu oraz 
technologii). 
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Cywilizacja grecka określała technologię jako techné. Techné znaczyła tyle co 
sztuka wykonania czegoś, lub, innymi słowy, umiejętność, znajomość ściśle określonych 
reguł i postępowanie zgodnie z nimi. Działanie bez reguł było uważane za przeciwieństwo 
sztuki,  i tak poezja – choć niewątpliwie była wytwarzaniem, powstawała jednak pod 
natchnieniem muz i wobec tego i nie była włączana w poczet sztuk. 
Nowożytna konceptualizacja technologii pojawiła się w XVII wieku za sprawą 
futurystycznych wizji wzmiankowanego już Bacona, dotyczących perfekcyjnego 
społeczeństwa zarządzanego przez inżynierów i naukowców. W tej koncepcji aspekt 
materialny został pominięty, na pierwszy plan wysunęła się natomiast kwestia reguł i 
procedur działania, które prowadzą do precyzyjnie wyznaczonego celu. Położenie przez 
Bacona nacisku na procedury utorowało drogę dla modernistycznej idei techniki. Ta nowa, 
modernistyczna koncepcja, zawierała się w niemieckim pojęciu Technik. Pojęcie to 
rozpowszechniło się na przełomie XIX i XX wieku i odnosiło się do całości procesów, 
maszyn, narzędzi i systemów wykorzystywanych w działaniach praktycznych. Tak samo 
definiowana Technik spotkała się z walną krytyką Heideggera, który w szybkim rozwoju 
technologii widział zagrożenie dla suwerenności społeczeństwa. Stanowisko Heideggera, 
które dało początek całemu m.in. nurtowi determinizmu technologicznego, jest powszechnie 
znane. Sądzę jednak, iż nie wynika ono jedynie z krytyki modernistycznej idei techniki, ale ze 
zderzenia tak rozumianej techniki z  pewną koncepcją medium, której chciałabym poświęcić 
dalszą część tego rozdziału.  
Pojęcie medium, które chciałabym tutaj przywołać, cechuje fundamentalna 
niejednoznaczność,  bowiem jest ono rozpięte między dwoma innymi pojęciami: simulatio i 
dissimulatio, będąc tym samym zarówno źródłem naśladownictwa (mimesis), jak i iluzji czy 
też symulacji. Dodatkowym utrudnieniem jest nadbudowujący się nad tą ambiwalencją 
podział na medium postrzegania, ufundowane przez antyczną naukę o aisthesis oraz medium 
komunikacji, które ukształtowało się pod wpływem rozwoju technologii w XX wieku. 
Dieter Mersch, autor Teorii mediów (2010), przyglądając się korzeniom samego 
wyrazu medium, odnajduje różne użycia łacińskich słów medium oraz medius, które 
tłumaczyć należy jako: środek, „coś pomiędzy”, „pośrednik”, „przekaźnik”. Zauważa jednak, 
iż w filozofii znaczenie słowa medium ma zgoła inną etymologię. Stanowi ono łacińskie 
tłumaczenie arystotelesowskiego pojęcia metaxu, które pojawia się w nauce o aisthesis 
wyłożonej w De anima. Arystoteles stwierdza tam, iż różnica między formą i materią (actus i 
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potentia) nie wyklucza jeszcze jednej możliwości ontologicznej, czyli tzw. „trzeciego 
rodzaju”, który „wciska się” między oko a przedmiot i nie tylko pośredniczy, ale wypełnia 
przestrzeń między nimi. Metaxu przypisuje Arystoteles także atrybut diaphanes – przejrzysty, 
ale jednocześnie taki, bez którego nic nie widać. Arystotelesowska nauka o postrzeganiu 
zakłada zatem rozumienie medialności jako materialnego substratu, który coś uwidacznia, 
zacierając jednocześnie ostrą granicę między postrzegającym i postrzeganym. Mersch 
zauważa, iż Arystotelesowskie metaxu umożliwia opis funkcjonalnych relacji składających 
się na pojęcie medium rozumiane jako warunek istnienia możliwości, który zarówno otwiera, 
jak i zamyka rozmaite operacje poznawcze. Stwierdza, iż 
„formy tworzą konkretne konstelacje, a media są ich generatorami, przy czym formy mogą obrócić się 
z powrotem w swoje elementy, nie ulegając zniszczeniu jako formy, albo odwrotnie – mogą stać się 
mediami, warunkując powstawanie form wyższego rzędu. Media i formy podlegają dlatego stałemu 
historycznemu procesowi łączenia się i rozłączania, stałej kompozycji i dekompozycji, z  czego dopiero 
wynika konkretne wypełnienie świata w różnych rzeczywistościach (ibid.: 212-213)”. 
Pojęcie mediów jest zatem abstrakcyjnym modułem, porównywalnym do piasku, w którym 
odcisnęły się różne kształty, bowiem media nie stanowią żadnej klasy szczególnych 
przedmiotów, obserwowalnych niezależnie od odpowiadających im form. Echa tej koncepcji 
odnaleźć można zresztą zarówno w romantycznych teoriach Schillera, Lessinga i Herdera, jak 
i w Heglowskiej dialektyce produkcji i wyobcowania, zgodnie z którą media zarówno 
wytwarzają (wyłaniają) przedmiot, jak i tworzą pozory i iluzje. Zaznaczyć tu bowiem należy, 
iż estetyki romantyczne pozwalały na jasność przedstawiania jedynie wówczas, gdy 
założymy, iż medium faktycznie jest diaphanes – pozbawione materiału. 
Estetyczna koncepcja mediów stoi w pewnej sprzeczności z koncepcją medium  
jako aktywnego przekaźnika, która narodziła się wraz z rozwojem nowych technologii. W 
związku z przełomem technologicznym na początku XX wieku następuje bowiem zmiana 
paradygmatu w rozumieniu roli medium – przejście od percepcji (estetyki) do wymiany 
informacji (ibid.: 26). Podział na medium przejrzyste i nieprzejrzyste zostaje zniesiony, 
ponieważ nie znajduje odzwierciedlenia w doświadczaniu mediów elektronicznych, 
operujących na schemacie przekazu informacji i sprzężenia zwrotnego między nadawcą a 
odbiorcą41. W filozofii tej cezurze odpowiada zmiana, która zachodzi między teorią poznania 
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 Schemat ten stanowi podstawę obliczeniowej teorii umysłu, o której mowa jest w kolejnym rozdziale. 
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a linguistic turn (ibid.), czyli między apriorycznością świadomości, a apriorycznością języka i 
struktury.  Percepcję zastępuje komunikacja, zaś świadomość – symboliczna formalizacja.  
Nie znaczy to bynajmniej, iż zniesienie estetycznego rozumienia medium 
dokonuje się w pełni. Wręcz przeciwnie, wraz z rozwojem mediów interaktywnych i 
rzeczywistości wirtualnej estetyczne pojmowanie mediów wraca, choćby filozofii Jeana 
Baudrillarda, który ukuwa koncepcję symulakrum, czyli obrazu wygenerowanego przez 
media i stanowiącego czystą symulację, pozorującą rzeczywistość. Rozumienie to jest jednak 
już splecione z XX-wiecznym medium komunikacji, które pozwala rzeczywistość nie tylko 
symulować, ale także zmieniać i kształtować. Należy bowiem zaznaczyć, iż w połowie XX 
wieku, gdy media i technologie rozwijały się niezwykle intensywnie, nacisk położony był 
głównie na komunikację rozumianą bardzo specyficznie. Za tym sposobem definiowania 
medium nie stoi wprawdzie tradycja sięgająca Arystotelesa, lecz inna potężna koncepcja 
filozoficzna z połowy XVII wieku. Mowa tu o Kartezjańskim podziale na nierozciągłą duszą 
myślącą i rozciągłe ciało fizyczne. Dualizm substancjalny Kartezjusza związany jest z obraną 
przez niego metodą sceptycyzmu metodologicznego. Kartezjusz rozumuje w następujący 
sposób: nie należy do wiedzy niewątpliwej, że jest coś takiego jak materia, a więc także, że 
nasze ciała są materialne. Jednakże, nie możemy wątpić, że wątpimy. Zatem: możemy być 
pewni, że myślimy, a zatem jesteśmy. Nasze ciała poddajemy w wątpliwość, a nasze umysły 
nie, wiec: umysł i ciało nie dzielą wszystkich własności, są zatem różnego rodzaju. 
Dla Arystotelesa dusza stanowi najdoskonalszą z form, która posiadła zdolność 
zarówno zrozumienia świata zewnętrznego jak i świadomość samej siebie, ożywia organizm, 
bez którego nie może istnieć. Ciało stanowi jej narzędzie poznania rzeczywistości, bowiem 
prawdziwe poznanie możliwe jest jedynie za pomocą zmysłów. Stany, które odczuwa dusza, 
są gwarantowane przez reakcje organizmu. Kartezjusz, który uważa, iż ciało i dusza istnieją 
oddzielnie znajduje się na przeciwległym biegunie. W Medytacji drugiej O naturze duszy 
ludzkiej i że łatwiej ją poznać niż ciało pisze: 
„Uważałem się więc najpierw za posiadającego twarz, ręce, ramiona i całą tę maszynerię kości i 
mięśni, którą widzimy i u trupa i którą nazywałem słowem "ciało". Uważałem ponadto, że się 
odżywiam, chodzę, odczuwam i myślę a wszystkie te działania przypisywałem duszy. Nie 
zastanawiałem się jednak nad tym, czym właściwie jest ta dusza, a jeśli już, to wyobrażałem sobie, 
że jest ona czymś krańcowo ulotnym i subtelnym, jak powiew wiatru, ogień czy tchnienie, które 
przenikałoby grubsze moje części i rozchodziło się w nich. Jeśli zaś chodzi o ciało, to nigdy nie 
miałem żadnych wątpliwości co do jego natury. Uważałem, że znam ją dokładnie, a gdybym 
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chciał ją wyjaśnić za pomocą pojęć, które wtenczas posiadałem, to opisałbym ją w ten sposób: 
przez ciało rozumiem wszystko, co może zostać obrysowane jakąś figurą, co może zostać 
umieszczone w pewnym miejscu i wypełnić jakąś przestrzeń w taki sposób, że wszystkie inne 
ciała będą z niej wykluczone, co może być spostrzeżone zmysłowo przez dotyk, wzrok, słuch, 
smak lub węch, co może zostać na różne sposoby wprawione w ruch, chociaż nie samo przez się, 
lecz przez coś innego, co je dotyka i od czego otrzymuje impuls (mocy bowiem samorzutnego 
wprawiania się w ruch, podobnie jak odczuwania i myślenia, w żadnym razie nie przypisywałem 
naturze ciała; przeciwnie - dziwiłem się raczej, widząc, że podobne zdolności spotyka się w 
pewnych ciałach (2004: 36). 
 
Nawet jeśli Kartezjusz zawiesza możliwość poznania ciała, rysuje przed czytelnikiem jasne 
wyobrażenie tego, jak je ocenia. Bez wątpienia to substancja drugiej kategorii. Ciało jest 
maszynerią o określonych granicach, która może zostać wprawiona w ruch przez coś innego 
niż ona sama. Poznanie ciała nie może przebiegać za pomocą zmysłów, lecz jedynie za 
sprawą rozumu, bowiem ciała nie są poznawane wtedy, „gdy się na nie patrzy czy też ich 
dotyka, lecz wtedy, gdy się je rozumie czy ujmuje rozumowo” (ibid.: 38). 
Zdaniem Kartezjusza główną i zarazem jedyną własnością duszy jest szeroko 
rozumiane myślenie42 – jako niezwiązana z ciałem w żaden sposób nie może stanowić 
czynnika życia. W związku z tym samo życie pojmuje Kartezjusz jako proces czysto 
mechaniczny, powodowany przez impulsy materialne wytwarzane we krwi. Zastępując 
dynamiczną koncepcję przyrody koncepcją mechanistyczną (ciał, które można dzielić na 
coraz mniejsze i łatwiejsze w ujmowaniu fragmenty), czyni Kartezjusz obraz świata bardziej 
przejrzystym i łatwiejszym dla naukowych opracowań. Dlatego też, XX-wieczny nacisk na 
rolę rozwoju technicznego, a tym samym mediów współdziałających ze człowiekiem, wynika 
z perspektywy poznawczej narzuconej przez nowożytną koncepcję ego cogito. Jednocześnie, 
w wizji racjonalnego podmiotu poznającego również wolność człowieka nabiera cech 
automatyzmu. Człowiek wolny przede wszystkim wydaje sądy prawdziwościowe, do których 
zmusza go oczywistość idei. Kartezjański podział na mechaniczne ciało i cyfrowy umysł 
przejmuje XX-wieczna cybernetyka, która ukuwa nowy koncept medium komunikacji. Jak w 
Świadomości człowieka w epoce mediów elektronicznych zauważa Jerzy Bobryk (2004: 43) 
komunikacja w paradygmacie cybernetycznym to sterowanie złożonymi maszynami i 
urządzeniami, możliwe dzięki posiadaniu przez te ostatnie funkcji przetwarzania danych, 
czyli swoiście pojmowanego rozumienia. Z takich ram koncepcyjnych wyłania się powojenny 
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 Za cogitiationes Kartezjusz w Medytacjach o pierwszej filozofii (2010)  uznaje zarówno myśli, uczucia, jak i 
świadome przeżycia  
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ideał inteligentnej maszyny: wyabstrahowana z ciała jednostka obliczeniowa, wydająca sądy 
prawdziwościowe, która może zarządzać fizycznymi procesami w realnym, w pełni 
zrozumiałym i podzielnym świecie. Ideał, dodajmy, z gruntu i od samego początku 
posthumanistyczny: za cel wyznaczał sobie bowiem stworzenie maszyny, która „zrośnie” się 
z człowiekiem na tyle, że będzie od niego nieodróżnialna. To radykalny zwrot wobec idei 
narzędzia, którym człowiek się posługuje, kiedy uzna, że jest mu potrzebne. Zwrot – dodajmy 
– wychwycony przez Heideggera, który będąc niemal piewcą relacji Dasein-narzędzie – 
ostrzegał przed technologią, która narzędziem być przestaje. Technologią, która może 
sprawować kontrolę nad człowiekiem dzięki temu, iż jest medium – zapośrednicza 
doświadczenie świata, a jednocześnie nadaje mu sens.  
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III.1.1. Narodziny i rozwój powojennej cybernetyki. 
25 listopada 2008 Cornelia Dean opublikowała w niedzielnym wydaniu dziennika New York 
Times artykuł zatytułowany A Soldier Taking Orders From Its Ethical Judgment Center. 
Tekst oparty był na wywiadzie udzielonym publicystce przez dr. Ronalda C. Arkina, 
profesora robotyki i etyki, który opisywał w nim swoją pracę na zlecenie armii 
amerykańskiej. Polegała ona na projektowaniu dronów43 - inteligentnych robotów bojowych, 
detektorów min i urządzeń tropiących. Arkin stwierdził, iż jego największym marzeniem jest 
skonstruowanie robota, który będzie samodzielnie funkcjonował na polu walki, czyli 
podejmował decyzje bez rozkazów człowieka. Zadeklarował, iż prace nad takim 
mechanizmem nieprzerwanie trwają od lat.  
W istocie, pomysł stworzenia systemów, które asystowałyby w podejmowaniu 
wojskowych decyzji strategicznych i rozwiązywaniu problemów na polu walki, a także 
delegowały armię robotów na wojnę, jest głęboko osadzony w powojennej historii Zachodu. 
Już w latach dwudziestych ubiegłego wieku Abraham Felxner powołał Institute for Advanced 
Study (IAS) jako miejsce, gdzie najwybitniejsi uczeni epoki mogli realizować ambitne 
projekty technologiczne
44
. Okres szczególnej popularności takich projektów przypadł jednak 
na lata pięćdziesiąte i sześćdziesiąte XX wieku, czyli czas zimnowojennego wyścigu zbrojeń, 
jaki miał miejsce pomiędzy krajami NATO ze Stanami Zjednoczonymi na czele a ZSRR 
i Układem Warszawskim. Wówczas to w laboratoriach amerykańskich uniwersytetów 
narodziła się cybernetyka (z gr. kybernán: „sterować”, „kontrolować"), czyli nauka 
o systemach sterowania złożonymi układami opartymi na przetwarzaniu i przekazywaniu 
informacji, podporządkowana myśleniu, iż bardziej zaawansowane części globu wymagają 
skutecznych modeli planowania strategicznego i zarządzania ryzykiem, ponieważ muszą być 
za wszelką cenę chronione przed wrogą inwazją. Jak w Machine Dreams: Economics 
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 Dron, czyli bezzałogowy aparat latający (Unmanned Aerial Vehicle ) lub bezzałogowy statek latający 
(unmanned aerial system (UAS)
[
), statek powietrzny który nie wymaga do lotu załogi obecnej na pokładzie oraz 
nie ma możliwości zabierania pasażerów, pilotowany zdalnie lub wykonujący lot autonomicznie. Bezzałogowe 
statki latające obecnie wykorzystywane są głównie przez siły zbrojne do obserwacji i rozpoznania przez co 
zwykle wyposażone są w osprzęt służący do obserwacji w postaci głowic optoelektronicznych. 
44
Por.: Jak powstawał komputer, Polityka Online; 
http://www.polityka.pl/nauka/komputeryiinternet/1527523,1,jak-powstawal-komputer.read) z dnia 31.08.2013. 
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becomes a Cyborg Science zauważa Phil Mirowski (2002: 213), nowopowstała teoria gier i  
badania operacyjne (tzw. OR – operations research), które stanowiły trzon cybernetyki, 
wiodły w latach 50. prym, ponieważ oferowały perspektywę stworzenia całościowej teorii 
organizacji powojennego świata: synergii między dynamicznie rozwijającymi się naukami 
ścisłymi, stabilną ekonomią i racjonalnym zagospodarowaniem wciąż rosnących „zasobów 
ludzkich” 
Jak zauważa Hugo Steinhaus, druga wojna światowa postawiła zadanie, któremu 
nie mógł sprostać nawet najsprawniejszy arytmometr: jak artyleria ma strącać samoloty 
bojowe? 
„Do tego  - pisze Steinhaus – trzeba było automatu, który w ułamku sekundy percypowałby 
położenie samolotu oraz wykonywał rachunki, a przytem wodził wszystkimi lufami tak, żeby 
samolot mimo swej chyżości nie uszedł cało (…) Tu już nie wystarczała technika „wieku pary i 
elektryczności” – nie ma kuł zębatych, któreby funkcjonowały z taką szybkością, a jeszcze 
trudniej pomyśleć aparat, który wytrzymałby olbrzymie przyśpieszenie startowe” (2000:212). 
Steinhaus donosi, że twórca cybernetyki, Norbert Wiener, był zainteresowany pewnym 
aspektem strzelania, a mianowicie koniecznością pobierania informacji, działania na 
podstawie tej informacji, konstatowania błędu i usuwania tego błędu w nowej próbie 
działania. Nazwał to prawem sprzężenia zwrotnego (feed back). Najlepszy przykład działania 
tego prawa dał Wienerowi ster okrętowy:  
Na statkach sterowanie jest zautomatyzowane – gdy ster ustawia się tak, żeby statek płynął wprost 
(…), a przypadkowa przyczyna wytrąci go z kursu, to oś gyrostatu zachowująca stale kierunek 
północny odchyli się od osi okrętu – przez to spowoduje dopływ pary do właściwej strony 
cylindra, tak że tłok przekręci ster i spowoduje obrót statku ku właściwemu kursowi – gdy już 
przywróci okrętowi kierunek północny, wentyl zamknie dopływ pary  (ibid.). 
To sprzężenie zwrotne nie było, jak zauważa Steinhaus, przedmiotem świadomej analizy aż 
do II Wojny Światowej. Wiener, pisząc dzieło Cybernetyka, czyli sterowanie i komunikacja w 
zwierzęciu i w maszynie zajmował się sprzężeniem zwrotnym i oscylacją. Posługiwał się 
pracami Artura Rosenblutha, który porównywał „pacjenta kliniki neurologicznej z chorym 
sterem okrętowym typu automatycznego” (ibid.: 213). Rosenbluth postawił tezę, iż „każda 
niedomoga steru ma swój odpowiednik kliniczny w postaci jednej z wielu chorób aparatu 
neuro-motorycznego dobrze znanych lekarzom. Po raz pierwszy wskazano, jakie defekty 
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regulatorów i automatów sterujących są odpowiednikami takich chorób jak tabes dorsalis lub 
tremor Parkinsona. 
„Zdumiewające zdarzenie – notuje Steinhaus –  historia medycyny musiała zanotować dziwną 
diagnozę dziwnych lekarzy: chory był ster okrętowy, symptomaty określił matematyk, a 
neurologowie znali obraz choroby, zanim inżynierowie wynaleźli stery automatyczne, czyli 
pacjentów” (ibid.). 
Następnie przypomina, iż koncepcja mechanistyczno-automatycznego ciała ludzkiego została 
ugruntowana już przez wielokrotnie cytowanego w niniejszej pracy Kartezjusza. 
Kartezjańska, dwustuletnia już wówczas, ultra materialistyczna i dualistyczna zarazem teza – 
jak zauważa Steinhaus – „prosiła się o zastosowanie do ludzi, tak zbliżonych do wyższych 
ssaków zupełnym podobieństwem struktury wszystkich organów (…), że matematyk mógłby 
podać przykład psa i jego pana jako pary tworów topologicznie równoważnych” (ibid.). 
Jednakże dopiero na początku XX wieku. Dopiero sto lat temu stwierdzenie, że chemia 
przemian materii organicznej podlega tym samym prawom, co chemia substancji martwej 
oraz że zasada zachowania masy i energii obowiązuje także organizmy żywe zostały głośno 
wypowiedziane. „Niełatwo było także – pisze Steinhaus – przezwyciężyć opory psychiczne 
epoki, gdy stwierdzono, że ruchami ludzi i zwierząt rządzi ta sama dynamika, którą znano 
doskonale w XVIII wieku i niedługo potem wypróbowywano na maszynach praktycznie” 
(ibid.). 
Pierwsze maszyny liczące budowano głównie na potrzeby wojska, bo tylko ono 
skłonne było w nie inwestować. Brytyjskie Colossusy45 w latach 40-tych łamały szyfry 
niemieckiej maszyny Lorenza. Po drugiej stronie frontu pracowały natomiast komputery 
Konrada Zuse’a. Ten niemiecki inżynier z przełączników telefonicznych drugiego sortu 
konstruował urządzenia do projektowania bomb latających. Był wreszcie ENIAC, czyli 
Electronic Numerical Integrator And Computer. Ta ważąca blisko 30 ton, pracująca 
w systemie dwójkowym „lokomotywa” Johna Prespera Eckerta i Johna Mauchly’ego, 
usprawniała proces obliczania tablic artyleryjskich i przyspieszyła budowę pierwszej bomby 
jądrowej. W tym ostatnim projekcie kolosalną rolę odegrał węgierski emigrant, urodzony 
                                                          
45
Collossus: seria programowalnych maszyn cyfrowych oparta na teoretycznych podstawach prac Alana 
Turinga. Projektem Colossus kierowali Max Newman i Tommy Flowers, uczestniczył w nim również Alan 
Turing. Colossus został zbudowany 14 kwietnia w 1943 roku w brytyjskim ośrodku kryptograficznym Bletchley 
Park i przeznaczony był do zastosowań wojskowych. Służył do rozpracowania sposobu działania niemieckiej 
Maszyny Lorenza i łamania jej szyfrów. 
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w 1903 roku John von Neumann. Opierając się na sformułowanych jeszcze w latach 
trzydziestych podstawach teorii maszyn liczących i sztucznej inteligencji Alana Turinga, von 
Neumann zaprojektował maszynę IAS (1951-52), która była pierwszym w pełni 
programowalnym komputerem. 
Za ojca teorii informacji uważa się Claude’a E. Shannona, który prawdopodobnie 
po raz pierwszy użył tego terminu w 1945  roku, w swojej pracy zatytułowanej A 
Mathematical Theory of Cryptography. Natomiast trzy lata później, w kolejnej pracy pt. A 
Mathematical Theory of Communication przedstawił najważniejsze zagadnienia związane z tą 
dziedziną nauki. Shannon stworzył podstawy ilościowej teorii informacji, dlatego późniejsi 
autorzy próbowali stworzyć teorie wyjaśniające wartość (cenność) informacji. Shannon 
zafascynowany był maszynami liczącymi i urządzeniami, które dziś określilibyśmy mianem 
gadżetów - zaprojektował np. pianino odtwarzające w kolejności losowej zaprogramowane 
uprzednio utwory muzyczne, czy samouczącą się mysz (znajdowała drogę przez labirynt, na 
którego końcu Shannon kładł kawałek sera). Przede wszystkim zaś pracował nad sztuczną 
inteligencją, rozwijając koncepcje maszyn Turinga, efektem było m.in. stworzenie w 1956 
roku komputera szachowego MANIAC 1.To dzieło miało, według mnie, fundamentalny 
wpływ nie tylko na to, jakie „obowiązki” przydzielono maszynom względem człowieka na 
kolejne dekady, ale także na definicję maszyny w sensie filozoficznym. Wtedy bowiem stała 
się przedmiotem charakteryzującym się przede wszystkim możliwością przeprowadzania 
operacji intelektualnych, a więc rzeczą myślącą. 
Podczas tzw. Macy Conferences on Cybernetics – spotkań, które odbywały się od 
1943 do 1954 roku Norbert Wiener, Claude Shannon, Warren McCulloch i inni badacze 
ukuwali nowy, cybernetyczny paradygmat. Faktyczne badania nad sztuczną inteligencją, 
która miałaby szersze niż tylko bojowe zastosowania, rozpoczęli w 1955 roku Allen Newell i 
Herbert Simon z RAND Corporation
46, którzy starali się udowodnić, że komputery mogą 
wykonywać znacznie więcej zadań niż samo obliczanie. 
Jednym z najważniejszych implusów dla Macy Conferences była tzw. hipoteza 
Alonzo Churcha i Alana Turinga (por.: Pfeiffer, Scheier 2001: 40) z 1936 roku, która mówi, 
że – po pierwsze – jeśli dany problem nie może zostać rozwiązany poprzez obliczenia, nie 
                                                          
46
RAND Corporation to organizacja badawcza non-profit pierwotnie sformowana dla potrzeb Sił Zbrojnych 
USA, aktywna zwłaszcza na polu badań operacyjnych i rozwoju badań nad sztuczną inteligencji. Istnieje do dziś, 
ale jej aktywność została zmarginalizowana. 
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może również zostać rozwiązany ludzką myślą oraz – po drugie – jeśli ludzie są w stanie 
dzięki aktywności intelektualnej rozwiązać dany problem, to maszyny również mogą być 
skonstruowane w taki sposób, by móc go rozwiązać (Pfeiffer, Scheier ibid.: 42-43). Innymi 
słowy, każdy problem, dla którego przy nieograniczonej pamięci oraz zasobach istnieje 
efektywny algorytm rozwiązywania, da się rozwiązać na abstrakcyjnym modelu komputera, 
czyli maszynie Turinga.  
W 1950 roku Alan Turing (1950: 236) zaproponował ten test w ramach badań nad 
stworzeniem sztucznej inteligencji – zamianę pełnego emocji i w jego pojęciu bezsensownego 
pytania: „Czy maszyny myślą?” na pytanie lepiej zdefiniowane. Test wyglądać miał 
następująco: sędzia (człowiek) prowadzi rozmowę w języku naturalnym z pozostałymi 
stronami (ludźmi lub maszynami). Jeśli sędzia nie jest w stanie wiarygodnie określić, czy 
któraś ze stron jest maszyną czy człowiekiem, uznaje się, że maszyna przeszła test. Zakłada 
się przy tym, że zarówno człowiek, jak i maszyna próbują przejść test zachowując się w 
sposób możliwie zbliżony do ludzkiego. Test Turinga (wielokrotnie modyfikowany) miał być 
satysfakcjonującą, operacyjną definicją inteligencji. Zachowanie inteligentne oznaczało 
wykazanie zdolności do relacji poznawczych na poziomie ludzkim, w tym zdolności do 
przetwarzania języka naturalnego, reprezentacji wiedzy, automatycznego wnioskowania oraz 
uczenia się.  
Szerszy ferment intelektualny wokół badań nad sztuczną inteligencją rozpoczął 
się dzięki Sympozium w sprawie Teorii Informacji (Symposium on Information Theory), 
zorganizowane we wrześniu 1956 na MIT (Massachussets Institute of Technology). Podczas 
tego sympozjum Allen Newell i Herbert Simon przedstawili koncepcję Maszyny Teorii 
Logicznej (Logic Theory Machine) – programu, który mógł udowadniać twierdzenia 
matematyczne z Principia Mathematica Bertranda Russela i Alfreda Notha Whiteheada 
(1910-1913), Noam Chomsky przedstawił koncepcję gramatyki generatywnej (1959), zaś 
George Miller (1956) koncepcję pamięci krótkotrwałej. 
Kolejne ważne spotkanie, tzw. Dartmouth Conference, odbyło się w 1956 w 
Dartmouth College w New Hampshire. Celem tego spotkania była refleksja nad myślącymi 
maszynami – programami zdolnymi do rozwiązywania problemów, udowadniania twierdzeń i 
logicznego rozumowania. Wśród uczestników znaleźli się John Mccarthy, Marvin Minsky, 
Allen Newell i Herbert Simon. W ciągu kolejnej dekady swój wkład w rozwój cybernetyki 
wnieśli Norbert Wiener, John von Neumann, Alan Turing i Warren McCulloch. Zajmowali 
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się głównie szczegółowymi aspektami budowy elektronicznych komputerów, które mogłyby 
przejąć funkcje ludzkiego mózgu. Ich dyskusje sprowadzały się do pytania o to, czy i jak 
możliwa jest sztuczna inteligencja, a skupiały na szukaniu analogii między ludzkim 
myśleniem a procesami zachodzącymi w komputerze. Najważniejszymi problemami były: 
rozwiązywanie problemów, nabywanie wiedzy i rozumowanie logiczne,  rozumowanie w 
warunkach niepewnej wiedzy, uczenie się przez inteligentne maszyny, komunikacja maszyn i 
za pośrednictwem maszyn, a także – w znacznie mniejszym, a wręcz niezadowalającym 
stopniu – ich percepcja i działanie (Pfeifer, Scheier ibid.: 46). 
W odpowiedzi na te pytania Hillary Putnam w 1975 roku przedstawił 
funkcjonalistyczną teorię umysłu, która zakładała, iż inteligencja jest funkcją, która może być 
przeniesiona na dowolne urządzenie bez uszczerbku dla wyników. Funkcjonalizm 
maszynowy, który jako koncept bliski był także Turingowi, zakładał, że inteligencja lub 
poznanie może być w sposób satysfakcjonujący studiowane  na poziomie algorytmów bądź 
procesów obliczeniowych, zaś rozważania na temat struktury urządzenia, które poznaje bądź 
wykazuje się inteligencją jest irrelewantne. Funkcjonalizm twierdził także, że inteligencja to 
komputacja, czyli aktywność obliczeniowa. 
Rok po opublikowaniu koncepcji Putnama, Newell i Simon ukuli hipotezę 
fizycznego systemu symboli (Physcial Symbol Systems Hypothesis), zgodnie z którą każdy 
fizyczny system symboliczny ma wystarczające i konieczne środki do zachowań ogólnie 
inteligentnych. Zdaniem Newella i Simona umysł jest fizycznym systemem formalnych 
symboli, który wykonuje operacje o charakterze algorytmicznym – przekształca symbole 
według ustalonych reguł. Symbole te reprezentują myśli, a niezawodne przejście od jednego 
takiego symbolu do drugiego pozwala wyjaśnić kauzalność, czyli wywoływanie jednego 
świadomego stanu świadomego przez inny.  Newell i Simon nie definiują, czym (lub czyj) 
jest umysł. Odwołują się natomiast do dwolnych sytuacji, które mogą zdarzyć się w świecie 
zewnętrznym. Proces, który chcieli oni określać mianem myślenia, a który dziś wielu 
nazwałoby jedynie różnym od myślenia przetwarzaniem informacji (por.: Bobryk 2004: 42), 
wyrażali wzorem:  
Decode [encode (T) (encode (X¹)) ]= T (X¹) 
Gdzie X¹ to sytuacja zewnętrzna, zaś T jest zewnętrznym przekształceniem (Newell 1990: 
59). Funkcje kodowania i dekodowania, niezbędne do ustanowienia relacji między 
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reprezentacją wewnętrzną a światem zewnętrznym. Newell i Simon rozumieją reprezentację 
jako reprezentację własną danego podmiotu, którą ten podmiot samodzielnie interpretuje. 
W ten sposób komputery mogą być użyte do symulacji pewnych ważnych 
aspektów inteligencji.  W wyniku w połowie minionego stulecia w ramach psychologii 
poznawczej i interdyscyplinarnych badań tzw. sztucznej inteligencji (Hetmański 2000, s. 43-
76) wyłoniła się obliczeniowa (komputacyjna) teoria umysłu, dziś nazywana klasyczną. 
Teoria ta stanowiła zaczyn do tzw. kognitywnej rewolucji w wielu dziedzinach wiedzy – 
nowej koncepcji człowieka jako maszyny i nowego języka, w którym można było 
formułować teorie na temat procesów poznawczych.  
Równolegle do tego procesu dokonała się inna, niezwykle istotna, według mnie,  
zmiana. Dynamiczny rozwój cybernetyki doprowadził do upodmiotowienia maszyny. Miejsce 
krytykowanego przez Heideggera przedmiotu, jakim był obiekt techniczny zajęła maszyna 
licząco-myśląca, aspirująca już do roli podmiotu. O ile narzędzie w rozumieniu 
Heideggerowskiej fenomenologii stanowiło w najlepszym razie przedłużenie podmiotu, o tyle 
w paradygmacie cybernetycznym otwiera się drogę maszynie jako podmiotowi. Rzecz jasna, 
musi to być maszyna określonego typu – posiadająca cechę, która pozwalałaby jej dołączyć 
do istot myślących – inteligencję. Sztuczna inteligencja dąży do osiągnięcia konkretnego celu 
praktycznego, jakim jest skonstruowanie inteligentnej maszyny, czyli wprowadzenie zmiany 
w rzeczywistości. Maszyny, która mogłaby dzięki przetwarzaniu danych przejąć funkcję 
organizowania życia. Jednocześnie, sztuczna inteligencja staje się projektem metafizycznym. 
Podobnie do fenomenologii, chce stać się organonem wszelkich nauk. Obiera jednak drogę 
abstrahowania, oderwania od naoczności i całkowitej formalizacji (por.: Bobryk ibid.: 64). 
Aspiruje do nie tylko budowania sztucznej inteligencji, ale do interpretowania materiału 
dostarczonego w nie zmatematyzowanej tradycyjnej formie przez takie nauki klasyczne jak 
historia, teoria prawa, a nawet filozofia i socjologia kultury. Za pomocą tego materiału chce 
badać procesy sterownicze w społeczeństwach o różnych typach cywilizacji, wyjaśniać 
organizacyjno-sterowniczych funkcji kultury społecznej (por. Kossecki 1974:2). Pyta o status 
ludzkiego doświadczenia, świadomości i umysłu i postuluje zasadniczą rewizję w myśleniu o 
naturze człowieczeństwa.  
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III.1.2. Obliczeniowa teoria umysłu 
Sztuczna inteligencja była specyficznym projektem intelektualnym – zdecydowanie 
symptomatycznym dla idei, które kiełkowały w drugiej połowie XX wieku, ale też głęboko 
osadzonym w kilku nurtach filozoficznych. W swoich badaniach zarówno sam Turing, jak i 
inni badacze korzystali nie tylko z filozoficznego dorobku Kartezjusza, ale także z prac 
innych klasyków filozofii. Od Davida Hume’a przejęli pogląd, iż reprezentacje są ideami, 
które żywimy znajdując się w takich stanach mentalnych, jak np. przekonanie czy pragnienie, 
a także że procesy mentalne to ciąg skojarzonych ze sobą idei. Za Fregem i Russellem 
wprowadzili pojęcie podstaw propozycjonalnych oraz relacji między osobą a sądami 
wprowadzonej za pomocą koncepcji różnych sposobów „chwytania” (grasping) sądów, które 
skutkują różnymi postawami.  
Dorobek tych filozofów, wzbogacony o nową wiedzę, ufundował całościową 
teorię umysłu. Zakładała ona, iż stany mentalne, takie jak spostrzeżenia, wyobrażenia, myśli 
czy pragnienia cechują się intencjonalnością, a więc denotują przedmioty. Te intencjonalne 
stany mentalne odnoszą się do przedmiotów w sposób zapośredniczony47 Znaczy to, że 
posiadają cechę aspekt lub stowarzyszony stan fizyczny, które powiązane są przyczynowo lub 
symbolicznie ze stanem świata. Wypracowana przez cybernetyków obliczeniowa 
(komputacyjna)  teoria umysłu stanowiła w gruncie rzeczy odmianę szerszej teorii 
reprezentacjonistycznej. Według reprezentacjonizmu, że stany poznawcze to relacje do 
mentalnych reprezentacji posiadających treść oraz że procesy poznawcze są mentalnymi 
operacjami na tych reprezentacjach. Reprezentacje były zresztą kluczowymi dla paradygmatu 
komutacyjnego kategoriami, uznawanymi zresztą za największe osiągnięcie tego nurtu48. 
                                                          
47
 Można sądzić, iż jest to teoria intencjonalności wypracowana i rozwinięta przez Brentanę, brakuje w niej 
jednak aspektu łączenia przedmiotu z podmiotem w akcie świadomości. Zamiast tego, w duchu Kartezjańskiej 
Rozprawy o metodzie (1980), mamy tu raczej do czynienia z dwoma biegunami poznania – podmiotem 
poznającym i przedmiotem poznawanym, które pozostają oddzielone. 
48 Na przykład, według Fodora, reprezentacje mentalne przypominają rzędy symboli opracowywane przez 
programy komputerowe; stąd mówi się o komputacyjnej (obliczeniowej) teorii umysłu (por.: Fodor, 1981: 27, 
Newton 2012: 74).  Fodor swoją Reprezentacyjną Teorię Umysłu podsumowuje w sposób następujący: 
(1) Postawy propozycjonalne są relacyjne. 
(2) Wśród składników relacji znajdują się reprezentacje mentalne (często w dawniejszej literaturze nazywane 
“ideami”). 
(3) Reprezentacje mentalne są symbolami: posiadają one zarówno cechy formalne, jak i semantyczne. 
(4) Reprezentacje mentalne spełniają swoje role przyczynowe na mocy ich własności formalnych. 
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Zgodnie z obliczeniową teorią umysłu procesy obliczeniowe należy 
sklasyfikować jako reprezentacjonistyczne, czy też symboliczne, ponieważ są zdefiniowane 
na reprezentacjach i jako formalne, ponieważ stosują się do reprezentacji na mocy składni 
tych reprezentacji. Obliczeniowa koncepcja umysłu zgłaszała roszczenie do  zdefiniowania 
natury człowieka. Określiła go jako algorytmiczny procesor informacji, urodzony z twardym 
dyskiem i zaprogramowanym do określonych zachowań wyuczonych poprzez doświadczenie 
i socjalizację. Za nadrzędny cel filozofii i psychologii uznała zdefiniowanie jak ludzie 
odbierają i przetwarzają informacje. Koncepcje bodźca-reakcji zastąpiła koncepcją input-
output
49
, procesu, w którym maszyna otrzymuje dane, a po ich przetworzeniu podejmuje 
decyzję o dalszym działaniu. Teorie o przekazywaniu łańcuchów s-r (gdzie: s = bodziec, r = 
reakcja) zastąpiła teoriami wewnętrznej komputacji i stanów komputacyjnych (Pfeiffer, 
Scheier  ibid.: 37).  
Koncepcja człowieka jako uniwersalnego procesora informacji odbierającego, 
gromadzącego i przekazującego sygnały zakładała jako przesłanki dwie konkretne hipotezy 
oraz implikuje dwie ogólne koncepcje na temat umysłu. Przesłanka pierwsza mówi, iż ludzki 
organizm reaguje na sygnały idące ze środowiska, które stanowią dla niego bodźce do 
wewnętrznej, neuronalnej reakcji. Dokonuje się to w oparciu o funkcjonowanie obwodowego 
układu nerwowego (odbierającego pobudzenia nerwowe ze strony zmysłów zewnętrznych i 
wewnętrzne pobudzenia proprioreceptywne) oraz ośrodkowego układu nerwowego 
(przetwarzającego potencjały czynnościowe w sieci neuronalnej kory mózgowej). Aktywność 
poznawcza człowieka, zarówno zmysłowa, jak i pojęciowa, dokonuje się zatem na bazie 
funkcjonowania układu nerwowego. Ujęcie takie czyni człowieka najdoskonalszym w 
przyrodzie procesorem informacji. Specyfiką tej aktywności jest to, iż przetwarzanie 
potencjałów czynnościowych w mózgu na poziomie procesualnym, mające charakter 
                                                                                                                                                                                     
(5) Postawy propozycjonalne dziedziczą swoje własności semantyczne od tych reprezentacji mentalnych, które 
funkcjonują jako ich przedmioty. 
 
49 Koncepcja input-output związana jest z ideą czarnej skrzynki (black box), czyli urządzenia, systemu lub 
przedmiotu, który jest postrzegany ze względu na stanu wyjściowego i stanu po przetworzeniu informacji, ale 
bez wiedzy o tym, jakie procesy w nim zachodzą. Mianem czarnej skrzynki określić można tranzystor, algorytm 
lub umysł ludzki. Sam termin „czarna skrzynka” wszedł do języka angielskiego około 1945 dzięki pracy 
Wilhelma Cauera, por. także: Cauer, W. Theorie der linearen Wechselstromschaltungen (1941), Belevitch, V, 
Summary of the history of circuit theory (1962). 
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analogowo-cyfrowy (jak na ogół zakłada się w poszczególnych koncepcjach50) i dokonujące 
się w poszczególnych obszarach kory mózgowej, odbywa się zasadniczo (hipoteza druga) w 
oparciu o obecne w umyśle (a więc na poziomie operacyjnym, zarówno świadomie, jaki i 
nieświadomie) różnorodne struktury poznawcze. Przesłanka druga brzmi, iż rozmaite 
schematy operacyjne, skrypty, wzorce organizujące ten proces. Człowiek jest zatem 
specyficzną maszyną przetwarzającą w mózgu to, czego najpierw zmysłowo doznaje i co w 
nim przechowuje, a następnie w swoisty sposób przetwarza (oblicza) w umyśle, ale także 
ujawnia i komunikuje na zewnątrz51.  
W ten sposób obliczeniowa teoria umysłu przygotowała grunt pod przeniesienie 
pewnych aspektów natury ludzkiej na inteligentną maszynę, która zasadniczo przestała być 
określana mianem maszyny. W The Computer and the Mind (1988) lingwista i psycholog Phil 
Johnson-Laird uznał, że inteligencja równa jest postrzeganiu świata, uczeniu się, pamiętaniu i 
kontroli działań, tworzeniu nowych idei, kontroli własnej komunikacji z innymi oraz 
kreowaniu doświadczeń uczuć, intencji i samoświadomości. Johnson-Laird stwierdził, że 
każde zadanie może być przełożone na język komputacji (ibid.: 52). W tamtym czasie 
wydawało się jeszcze, iż wszelkie czynności ludzkiego umysłu, jak choćby czytanie, 
zapamiętywanie, rozpoznawanie obiektów, logiczne rozumowanie, rozwiązywanie 
problemów, gra w szachy czy prowadzenie konwersacji mogło zostać ujęte w ramy 
przetwarzania informacji preferowane przez paradygmat komputacjonistyczny. Herbert 
Simon twierdził nawet, iż w ciągu kolejnych dziesięciu lat większość teorii psychologicznych 
będzie miała postać programów komputerowych (ibid.). Te wizje nie były nieuzasadnione: 
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 Dyskusję nad analogowo-cyfrową budową i funkcjonowaniem układu nerwowego rozpoczął John von 
Neumann, który stwierdził: „Procesy zachodzące w systemie nerwowym mogą, jak już mówiłem, zmieniać 
wielokrotnie swój charakter z cyfrowego na analogowy, i odwrotnie. Impulsy nerwowe, czyli cyfrowa część 
mechanizmu, mogą sterować poszczególnym stadium takiego procesu, np. skurczem określonego mięśnia lub 
wydzielaniem określonego związku chemicznego. To zjawisko należy do klasy analogowej, ale może 
zapoczątkować ciąg impulsów nerwowych powstałych dzięki odczuciu tego zjawiska przez odpowiednie 
receptory wewnętrzne. Kiedy wytwarzają się takie impulsy nerwowe, jesteśmy z powrotem w dziedzinie 
procesów cyfrowych” (Neumann, 1963, s. 80).  Podobne stanowisko zajął Antoni Kępiński, pisząc: „Z punktu 
widzenia elektrofizjologii układ nerwowy posługuje się dwojakim językiem: analogowym i cyfrowym. Pierwszy 
(potencjały generacyjne) ma charakter falowy, ciągły; jest to reakcja miejscowa na bodziec, proporcjonalna do 
jego siły. Dopiero z sumowania się czasowego i przestrzennego potencjałów generacyjnych powstaje potencjał 
iglicowy, czyli impuls nerwowy; jest to odpowiedź ‘tak’ lub ‘nie’, zawsze taka sama, niezależnie od siły 
bodźca” (Kępiński 1985, s. 205). 
51
 Warto w tym miejscu zaznaczyć, iż klasyczna koncepcja obliczeniowa uległa w przeciągu ostatnich dekad 
znaczącym przemianom i zaczęła obecnie uwzględniać perspektywę zarówno społeczną, jak i ewolucyjną. 
Przykładem tego jest choćby stanowisko Stevena Pinkera, który uzupełnia komputacjonizm wynikami 
psychologii ewolucyjnej (2007, 2011). 
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obliczeniowa teoria umysłu święciła sukcesy w teoriach postrzegania, funkcjonowania 
pamięci czy wnioskowania, w analizach kodu genetycznego w biologii, a także w 
komputerowych symulacjach zjawisk przyrodniczych. Rozwinięta cybernetyka, co 
sygnalizowałam już w poprzednim rozdziale, miała ogromne ambicje, jeśli chodzi o 
udzielenie pytań na podstawowe pytania filozoficzne. Poza rozwikłaniem zagadki 
świadomości miała także, co należy podkreślić, określone postulaty metafizyczne. 
Obliczeniowy paradygmat umysłu, który stał w samym centrum projektu cybernetycznego, 
miał silne założenia dotyczące utożsamienia człowieka z maszyną.  
„Metafora komputerowa”52 (por.: Hetmański 2000: 108-110, K. Domańska 1997: 
12-37) jest istotą tego projektu. Polega ona na utożsamieniu przetwarzania informacji w 
umyśle z funkcjonowaniem komputerów.  Umysł miał przetwarzać informacje sekwencyjnie i 
sterować zachowaniem za pomocą instrukcji warunkowych. Przetwarzanie sekwencyjne 
oznacza, że umysł mógł wykonać najpierw operację A, potem operację B, zaś kolejną 
operację mógł wykonać dopiero po zakończeniu poprzedniej.  Instrukcje warunkowe są 
charakterystyczną częścią klasycznych języków programowania, wskazują do wykonania 
jakieś polecenia w zależności od spełnienia określonego warunku (w przypadku nie 
spełnienia tego warunku, wykonywane są inne polecenia).  
Pierwsze koncepcje powstałe na takim gruncie przedstawiały przetwarzanie 
informacji w umyśle jako ciąg sekwencyjnych operacji, mający początek w oddziaływaniu 
bodźców na narządy zmysłu, a koniec w podjęciu określonego zachowania. Można to 
przedstawić w następującej, uproszczonej, postaci:  
 
8. Metafora komputerowa (rys. własny) 
                                                          
52 Idea, iż komputacjonizm zasadza się na metaforze komputerowej była także krytykowana. Argumenty przeciw 
ujmowaniu komputacjonizmu jako metafory komputerowej z uwagi na niebezpieczeństwo banalizacji 
obliczeniowej metodologii badań znaleźć można m.in. u A. Newella Physical Symbol Systems, “Cognitive 
Science” 4 (1980: 179), Z. Pylyshyna Computation and Cognition  MIT 1986, a także M. Miłkowskiego w O 
tzw. metaforze komputerowej (2009:163-1985). 
rejestracja informacji  
przekształcenie 
informacji 
podjęcie decyzji 
→→→ reakcja 
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Koncepcjom tym najczęściej towarzyszyły wizualne przedstawienia przetwarzania informacji, 
ilustrujące na schemacie czy diagramie kolejne etapy przetwarzania (tzw. modele blokowe53). 
Umysł miał być oprogramowanem. Komputacjoniści sądzili, że jako taki może być 
realizowany przez dowolną maszynę o dowolnej budowie, o ile jest ona w stanie taki program 
wykonać54. Tym samym, na poziomie metafizycznym, komputacjonizm oferował wizję 
maszyny jako odzwierciedlenia konkretnej wizji człowieka, którą możnaby roboczo określić 
jako nowe Ja Naukowe. Owo Ja Naukowe było wyraźnym symptomem zerwania z 
dotychczasowym paradygmatem naukowym. O ile praca naukowa była wcześniej postrzegana 
przede wszystkim jako forma pracy twórczej, polegającej na ustalaniu nowych, 
wartościujących połączeń pomiędzy już znanymi zjawiskami, rzeczami, bądź pojęciami, o 
tyle nowe Ja Naukowe miało odkrywać nowe prawdy, które mogły wprowadzić zmianę, a 
konkretnie dać określone pożytki.  
Jak zauważają Dalston i Gallison (Objectivity, 2007: 38-39) to nowe Ja Naukowe 
artykułowało się poprzez konkretne akty woli – działania, przeprowadzone w wielu 
dyscyplinach. Jednakże, ta manifestacja woli była wolą bezwolności, która konfrontowała się 
z artystycznymi manifestacjami woli sprawczości. Ja Naukowe chciało tworzyć strategie 
epistemiczne. Z roli obserwatora nauka przechodzi tutaj do roli czynnika w gospodarce i w 
całym życiu społecznym. Nowe Ja Naukowe było esencją formalizmu, logiki, ale także 
                                                          
53
 Jednym z najczęściej cytowanych przykładów takiego modelu może być teoria Atkinsona i Shiffrina, dzieląca 
pamięć na trzy kategorie: pamięć sensoryczną, krótkotrwałą i długotrwałą. Uproszczony diagram jest 
następujący: rejestracja bodźca → oddzielny dla każdego zmysłu magazyn pamięci sensorycznej → wspólny dla 
wszystkich zmysłów magazyn pamięci krótkotrwałej → magazyn pamięci długotrwałej lub zapominanie. 
Instrukcja warunkowa kieruje informacje do magazynu pamięci długotrwałej, jeżeli były powtarzane w pamięci 
krótkotrwałej, albo kieruje ku zapomnieniu, jeżeli nie były powtarzane. Teoria ta postuluje również istnienie 
„generatora reakcji”, wyzwalającego adekwatne zachowanie na podstawie aktywności magazynów 
pamięciowych. Dopuszcza także przekazywanie informacji z pamięci długotrwałej do krótkotrwałej. Zauważmy, 
że teoria ta wprost odwołuje się do terminologii informatycznej takiej jak „rejestr”czy „bufor” (pamięć 
sensoryczna jest w niej określana właśnie jako rejestr sensoryczny). Mimo że twierdzenia tej teorii w bardzo 
wielu sytuacjach nie sprawdzają się,, podział pamięci na krótko- i długotrwałą jest jednym z najbardziej znanych 
„odkryć” psychologii. Datego też, psychologowie poszukiwali dowodów na poparcie tej koncepcji nie tylko w 
laboratorium psychologii poznawczej, np. teoria Atkinsona i Shiffrina odwoływała się też do badań 
neuropsychologicznych (por.: Anderson 1998) 
54
 Gdyby faktycznie chcieć wyobrazić sobie sterowanie zachowaniem przez umysł na wzór instrukcji 
warunkowych, to trzeba byłoby rozważać ogromną liczbę instrukcji zagnieżdżonych, czyli takich, które 
uzależniają wykonanie poleceń wskazywanych przez warunek dodatkowymi warunkami. Te dodatkowe 
instrukcje musiałyby uwzględniać, obok konkretnych bodźców i możliwych reakcji, także alternatywne 
znaczenie bodźców zależne od kontekstu i związane z tym alternatywne reakcje. 
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pożyteczności. Oderwane od ciała, dokonuje racjonalnych, nieemocjonalnych wyborów, które 
przyczyniają się do wspólnego dobra w duchu utylitarystyczno-pragmatycznym. Lustrem tego 
Ja Naukowego miała być maszyna, o której myślano jako o wirtualnym umyśle, który 
sprzęgnie się z umysłem ludzkim, by dokonać naukowo-gospodarczej rewolucji.  
Zauważmy, iż mottem tego nowego projektu nie jest już „poznaj siebie”, co np. 
Pierre Hadot (1995) wiąże z praktykami duchowymi), lecz „zdobądź świat”. Do tego 
potrzebna jest szczególna maszyna. Taka, która po aktywacji przenosi w świat wirtualnych 
obliczeń mających skutki w świecie rzeczywistym. 
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III.1.3. Zima sztucznej inteligencji 
 
Ten rozdział może jawić się jako quasi-historyczny wtręt do filozoficznego wywodu, ma on 
jednakże charakter metateoretyczny. Umieszczam go tu świadomie, by zaznaczyć jak 
wrażliwą na praktykę dziedziną jest sztuczna inteligencja. Sztuczna inteligencja jest w swojej 
istocie programem badawczym, wymyślonym „na pożytek” społeczeństwa Zachodniego. Jej 
specyfiką jest, iż wszystkie teorie, które powstały w jej obrębie, zostały ukute na potrzebę jej 
rozwoju praktycznego, choć nie ma najmniejszych wątpliwości, iż jest ona projektem stricte 
filozoficznym, jednym z najdonioślejszych w ciągu ostatnich kilku dekad. Skupia w sobie jak 
w soczewce spektrum problemów ontologiczno-epistemologicznych, dotyczących natury 
człowieczeństwa, relacji ciała do umysłu, czy świadomości do doświadczenia. Jednakże jej 
dualna natura cały czas daje o sobie znać. Stąd też, będąc filozoficznym projektem jako 
jedyna bodaj musi „rozliczać się” ze swoich osiągnięć, nieustannie odpowiadać na pytanie 
„czy w końcu się udało?”. Poniższy rozdział ma funkcję przypomnienia, że potężny nurt 
filozoficzny niekoniecznie musi rozwijać się na drodze ewolucji refleksji wybitnych 
jednostek, które wykonają nad nim intelektualną pracę. Może także obierać kierunek rozwoju 
zgodny z korektą, której dokonuje na nim sama rzeczywistość opinii, doxy, która wątpiąc w 
intelektualne ramy projektu o charakterze filozoficznym, rozsadza go od środka. 
 Mało jest chyba pól badawczych, które w tak krótkim czasie doświadczyłyby tak 
licznych erupcji entuzjazmu przeplatanych falami walnej krytyki, skutkującej zasadniczymi 
cięciami finansowymi. Dlatego też, w historii sztucznej inteligencji dobrze znane jest 
określenie zimy, czyli okresu obniżonego finansowania badań. Termin został ukuty przez 
analogię do idei zimy nuklearnej. Po raz pierwszy pojawił się w 1984 roku jako temat debaty 
publicznej na walnym zgromadzeniu AAAI – American Association of Artificial 
Intelligence. Stanowił zwięzły opis stanu emocjonalnego społeczności badawczej skupionej 
wokół AI: załamania wiary w przyszłość dziedziny i coraz trudniej skrywanego pesymizmu, 
który następnie podzieliły media i którego finałem były poważne cięcia w finansach na 
badania.  
Na poziomie praktycznym pierwszym potknięciem komputacjonizmu był brak 
sukcesów w zakresie tłumaczenia maszynowego.  W latach sześćdziesiątych, podczas zimnej 
wojny, rząd USA zainteresował się automatycznym tłumaczeniem rosyjskich dokumentów i 
raportów naukowych. W roku 1954 uruchomił program wsparcia na rzecz zbudowania 
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maszyn do tłumaczenia. Na początku badacze skupieni wokół programu byli optymistyczni. 
Przełomowe prace Noama Chomsky’ego nad gramatyką generatywną zostały zaprzężone do 
usprawnienia procesu tłumaczenia maszynowego. Jednakże naukowców przerósł problem 
wieloznaczności i kontekstualności języka. Pozbawiona kontekstu maszyna nieustannie 
popełniała błędy. Anegdotycznym przykładem było zdanie: „duch wprawdzie ochoczy, ale 
ciało słabe”. Tłumaczone przez maszynę, stało się zdaniem: „wódka jest dobra, ale mięso 
zepsute”. Przysłowie: „co z oczu, to z serca”, maszyna przetłumaczyła zaś jako „ślepego 
idiotę”.  
W 1964 roku amerykańska National Research Council (NRC), zaniepokojona 
brakiem postępów w  dziedzinie sztucznej inteligencji, utworzyła Komitet Doradczy ws. 
Automatycznego Przetwarzania Języka (ALPAC), by przeanalizować problem tłumaczenia. 
Komitet, w raporcie z 1966 roku, doszedł do wniosku, że automatyczne tłumaczenie jest nie 
tylko droższe, ale przede wszystkim mniej dokładne i wolniejsze niż praca człowieka. 
Zapoznawszy się z wnioskami Komitetu, po wydaniu około 20 milionów dolarów, NRC 
odmówiła dalszego wsparcia.  
Dwie główne zimy AI odnotowano w latach 1974-80 oraz 1987-93. Złożyło się na 
nie kilka zdarzeń, tyleż wyczekiwanych, co rozczarowujących. W latach 1960, Defense 
Advance Research Projects Agency (DARPA), przeznaczyła na AI około 80 milionów 
dolarów.  Ówczesny szef DARPA, JRC Licklider, wierzył głęboko, iż należy inwestować w 
wizje badaczy, a nie w konkretne projekty i w związku z tym obdzielił publicznymi 
pieniędzmi Marvina Minsky’ego, Johna McCarthy’ego, Herberta A. Simona i Allena 
Newella. Był to czas, gdy ufność w rozwój sztucznej inteligencji i jej potencjał dla wojska 
były niezachwiane. Sztuczna inteligencja dyktowała warunki – nie tylko na poziomie 
ekonomicznym, ale przede wszystkim ideowym. Cybernetyka głosiła nowinę nadejścia 
maszyny idealnej, która wprawdzie intelektualnie prześcignie człowieka, ale będzie mu 
służyć i go chronić. Jednakże, po niemal dekadzie wydatków bez ograniczeń, które nie 
przyniosły przełomowych odkryć, rząd się zaniepokoił. Senat przegłosował poprawkę, która 
wymagała od DARPA finansowania bezpośredniego konkretnych badań naukowych. Badacze 
musieli wykazać, że ich praca rychło przyniesie frukta dla wojska. Tak się jednak nie stało. 
Raport grupy studyjnej, która miała przyjrzeć się działaniom DARPA był miażdżący.  
Nadto, DARPA wyrażała głębokie rozczarowanie wynikami naukowców 
pracujących nad rozumieniem mowy w ramach programu badawczego Carnegie Mellon 
University. DARPA oczekiwała bowiem systemu, który potrafiłby reagować na komendy 
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głosowe pilota. Zespół badawczy rozwinął wprawdzie system, który mógł rozpoznać język 
angielski, ale tylko wtedy, gdy słowa były wypowiedziane w określonej kolejności. DARPA 
uważała, że została oszukana, a w 1974 roku odwołała trzy miliony dolarów dotacji. W 
efekcie, cięcia na badania finansowane przez rząd dotknęły wszystkich ośrodków 
akademickich w USA. Warto jednak zaznaczyć, że wiele lat później, sukcesy komercyjne w 
zakresie rozpoznawania mowy, dla których podstawę stanowiła technologia opracowana 
przez zespół badawczy Carnegie Mellon (np. ukryte modele Markowa55) zaczęły święcić 
ogromne sukcesy, a rynek rozpoznawania mowy osiągnął w 2001 roku wartość 4 miliardów 
dolarów. 
W Wielkiej Brytanii spadek finansowania sztucznej inteligencji był odpowiedzią 
na tzw. raport Lighthilla (1973), stanowiścy miażdżącą krytykę badań nad sztuczną 
inteligencją. Lighthill doszedł do wniosku, że sztuczna inteligencja nie zdziała niczego, czego 
już nie zdziałały lub nie mogłyby w przyszłości zdziałać inne dziedziny wiedzy. Ponadto, 
poważnym problemem podkreślanym przez Lighthilla była swoista „krnąbrność” zagadnień  
sztucznej inteligencji, do której powrócę w dalszych częściach pracy. Lighthill zauważył 
bowiem (całkiem zresztą słusznie), że wiele przekonujących teoretycznie algorytmów nie 
zdaje egzaminu w konfrontacji z rzeczywistością. Problemy zderzenia maszyny z realnym 
światem wydawały się nierozwiązywalne. Część z nich czeka zresztą na rozwiązanie do 
dzisiaj. Raport doprowadził do demontażu badań AI w Anglii. W skromnej wersji, 
kontynuowano je w tylko kilku najlepszych ośrodkach, w Edynburgu, Essex i Sussex.  
Do odrodzenia zainteresowania sztuczną inteligencją doszło dopiero w 1983 roku, 
kiedy uruchomiono Alvey - projekt badawczy rządu brytyjskiego wart 350 milionów funtów. 
Alvey stanowił odpowiedź na japoński projekt maszyny piątej projekt generacji, uruchomiony 
dwa lata wcześniej. Japońskie Ministerstwo Handlu Zagranicznego i Przemysłu przeznaczyło 
850 milionów dolarów na tzw. komputery piątej generacji. Celem było pisanie programów i 
budowanie maszyn, które mogłyby prowadzić rozmowy, tłumaczyć na języki obce, 
interpretować zdjęcia i obrazy, słowem: osiągnąć niemal ludzki poziom rozumności. Jednakże 
                                                          
55 Ukryte modele Markowa (ang. Hidden Markov Models, HMM) to pojęcie znane w zastosowaniach 
inżynieryjnych od ponad czterech dekad. Pierwsze zastosowanie znalazły w 1967 roku w laboratoriach IBM, 
gdzie wykorzystano je do rozpoznawanie znaków. Jak dotad najszerzej korzysta się z nich tworzac modele 
akustyczne w rozpoznawaniu mowy. Istnieją publikacje zbiorcze traktujace o metodologii i zastosowaniu 
ukrytych modeli Markowa, np.  niedawna publikacja autorstwa R. Elliota, L. Aggouna oraz J. Moore (1995), czy 
artykuł Y. Ephraima i N. Merhava (2002). 
. 
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do 1991 roku, większość z listy zadań wpisanych na listę priorytetów Alvey 1981 roku nie 
została spełniona. Zresztą, duża część nadal czeka, a jest rok 2013. Tak jak w przypadku 
innych projektów AI, poziom oczekiwań znacznie przewyższał to, co było faktycznie 
możliwe do zrealizowania.  
W roku 1983 zareagowała DARPA. Ponownie uruchomiła finansowanie badań 
nad sztuczną inteligencją. Długoterminowym celem miała być tzw. silna sztuczna inteligencja 
(strong AI), czyli – według Johna Searle’a który ukuł ten termin -  dorównanie człowiekowi. 
W roku 1985 rząd USA wydał sto milionów dolarów na 92 projekty były prowadzone w 60 
instytucjach – część w przemyśle, a część na uniwersytetach i w laboratoriach rządowych.  
Jednakże Roger Schank i Marvin Minsky, dwaj czołowi badacze AI, którzy ciężko przeżyli 
pierwszy spadek finansowania z 1970 roku, ostrzegali rząd i kręgi gospodarcze przed 
nadmiernym entuzjazmem. Uważali, że ambicje AI wymknęły się spod kontroli i 
rozczarowanie siłą rzeczy musi nastąpić.  Hans Moravec (por. 1993, 1998, 2004) za 
kryzys obwinił nierealistyczne prognozy innych badaczy. 
Zimy AI mogą być częściowo rozumiane jako sekwencja zbyt wygórowanych 
oczekiwań, działań i katastrof wynikających ze zderzenia rezultatów działań z 
oczekiwaniami. Ta, wzmiankowana już na początku artykułu sekwencja tworzy dość 
interesujące zjawisko, w którym szczyt zawyżonych oczekiwań zderza się z głębokim dołem 
rozczarowania, a później następuje – centralne dla rozwoju technologii – „odwrócenie uwagi” 
od technologii, w czasie którego może ona powoli „dojrzewać” w zaciszu laboratorium, by 
następnie wykładniczo przyspieszyć56. Takie przyspieszenia są obserwowalne po zmianach 
paradygmatu. Będę starała się uchwycić zmianę, która zaszła po wprowadzeniu 
fenomenologii do badań nad sztuczną inteligencją.  
 
 
 
                                                          
56
 Przyspieszenie to można także określić mianem akceleracji. Jest ono szczególnie trafne w kontekście 
fizjologii, gdzie oznacza międzypokoleniowe przyspieszenie rozwoju i dojrzewania, a więc wcześniejsze 
osiąganie kolejnych etapów rozwoju lub wcześniejsze (w porównaniu z innymi narządami) wykształcenie się 
jakiegoś narządu w rozwoju zarodka. W psychologii jest to przyspieszenie rozwoju cech psychicznych: szybsze 
dojrzewanie dzieci i młodzieży w kolejnych pokoleniach i osiąganie w tym samym wieku większych wymiarów 
ciała, spowodowane, na przykład,  jest pełniejszym wykorzystaniem potencjału genetycznego, dzięki bardziej 
racjonalnemu żywieniu.  
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III.2. Krytyka Dreyfusa 
 
Wśród współczesnych badaczy zajmujących się sztuczną inteligencją istnieje przekonanie, iż 
krytyka paradygmatu komputacjonistycznego była bezpośrednim skutkiem rozczarowania 
niezrealizowanymi obietnicami sztucznej inteligencji (por.: Ihde 1990, Feenberg 1991). 
Faktem jest, iż zapowiadana przez pierwszych entuzjastów, inteligentna i samoświadoma57 
maszyna nigdy powstała. Na przełomie lat siedemdziesiątych i osiemdziesiątych zaczęto więc 
głośno wyrażać rozczarowanie wobec obliczeniowej teorii umysłu. Jednakże interpretowanie 
krytyki paradygmatu klasycznego jedynie jako wyrazu zniecierpliwienia brakiem robota na 
miarę ludzkich oczekiwań nie jest – w mojej ocenie – wystarczające.  
Przede wszystkim należy mieć na uwadze, wszelkie krytyki klasycznego 
paradygmatu sztucznej inteligencji były możliwe tylko przy założenie, że umysł w ogóle jest 
wartościowym przedmiotem badań naukowych. Ponadto, komputacjonizm pojawił się na tle 
dominującego behawioryzmu, który odrzucał wszelkie badania i wglądy w procesy mentalne 
jako nienaukowe. Jak zauważa fenomenolog i kognitywista Tom Froese (2011: 95-96), samo 
pojawienie się systematycznego programu badawczego skupionego wokół idei poznania jako 
formy obliczania, ugruntowanego w rozwoju technologii komputerowych, dało 
komputacjonizmowi przewagę nad innymi, polemicznymi względem niego teoriami umysłu. 
To badania nad sztuczną inteligencją sprawiły, iż w polu zagadnień zarezerowanych dla 
człowieka, takich jak myślenia, świadomości czy doświadczenia, pojawił się „drugi gracz” – 
maszyna.  
Nie przypadkiem właśnie w latach siedemdziesiątych technologie informacyjne 
zaczęły zapożyczać się w języku psychologii celem precyzyjnego opisania operacji 
obliczeniownych (np. wtedy zaczęto mówić o „pamięci komputera”). Jeszcze bardziej 
znaczące jest, iż sama psychologia zaczęła korzystać z instrumentarium językowego 
technologii celem opisania umysłu. Dzięki licznym krytykom inteligentnej maszyny 
płynących z różnych stron, a stanowiących jednocześnie i każdorazowo próbę umieszczenia 
                                                          
57
 Różni autorzy różnie definiują samoświadomość, która stanowi jeden z najdonioślejszych problemów 
sztucznej inteligencji. Ja, za autorem Artificial Minds, Stanem Franklinem, samoświadomość definiuję za 
pomocą definicji enumeratywnej. Składa się na nią katalog następujących zdolności: samoobserwacja własnych 
procesów mentalnych, próby wprowadzenia zmian we własnym funkcjonowania w otoczeniu, umiejętność 
rozpoznania siebie w lustrze, używanie zaimków osobowych, mówienie do siebie, mówienie o własnych stanach 
mentalnych, przypisywanie określonych stanów mentalnych innym, umiejętność zwodzenia i oszukiwania 
(Franklin 2001: 67). 
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maszyny w relacji do człowieka i nazwania tej relacji, komputer przestał być traktowany 
wyłącznie jako maszyna obliczeniowa, przyjmując drugą rolę. Sherry Turkle (2005: 2-3) 
nazywa ją rolą „obiektu ewokatywnego” (por.: Turkle: ibid.), czyli takiego, który nastawiony 
jest na wywoływanie emocji, przeżyć i autorefleksji. Rzecz jasna, taki obiekt wokatywny 
może wywoływać całą gamę emocji o rozmaitym zabarwieniu. Maszyna mogła być więc 
partnerem (przyjacielem) człowieka lub, częściej, jego przeciwnikiem (wrogiem). Dla braci 
Dreyfusów, Huberta i Stuarta, komputer zdecydowanie był tym drugim. Wyrazem tej postawy 
jest sformułowana przez nich krytyka klasycznej – komputacyjnej teorii sztucznej 
inteligencji, zawarta m.in. w artykułach How to Stop Worrying Abort the Frame Problem 
even Though It’s Computationally Insoluble (1987) oraz Making a Mind Versus Modeling the 
Brain: Artificial Intelligence Back At a Branchpoint (1988). Aktywnym krytykiem 
symbolicznej AI był przede wszystkim starszy z braci, Hubert Dreyfus, który m.in. w 
Alchemy and AI  (1965), What Computers Can’t Do (1972) oraz Mind over Machine (1986) 
przedstawił wiele argumentów przeciwko obliczeniowej teorii umysłu, atakując ją – po raz 
pierwszy – z pozycji fenomenologicznych.  
Już na wstępie zaznaczam, iż krytyka Dreyfusa w wielu aspektach nie przeszła 
próby czasu, ponieważ maszyny zostały udoskonalone w stopniu, którego Dreyfus nie 
przewidział. Co więcej, sam Dreyfus naraził się na krytykę środowiska skupionego wokół 
projektów symbolicznej sztucznej inteligencji, ponieważ w 1965 roku, niebawem po 
publikacji tekstu A Ten Year Old Can Beat the Machine przegrał w szachy z programem 
MacHack autorstwa Richarda Greenblatta (por.: Turkle 2005 219-220), Jednakże z punktu 
widzenia włączenia fenomenologii w badania nad sztuczną inteligencją krytyka Dreyfusa 
miała fundamentalne znaczenie, dlatego też chciałabym ją poniżej bardziej szczegółowo 
odtworzyć i skomentować. 
Dreyfus rozpoczyna od przypomnienia niespełnionych obietnic programu 
sztucznej inteligencji o stworzeniu robota na miarę  HALA 9000 z Odysei kosmicznej 
Kubricka.  Przywołując Imre Lakatosa określa klasyczną AI jako „degenerujący się program 
badawczy”, który zaczyna z powodzeniem badania w obrębie nowej dziedziny wiedzy, ale 
następnie napotyka na niespodziewane i nie dające się rozwiązać problemy, by ostatecznie 
zostać porzuconym przez badaczy i entuzjastów. Dreyfus zauważa, iż wyniki wczesnych prac 
przeprowadzanych przez przywoływanych już w poprzednich rozdziałach Allana Newella i 
Heberta Simona były bardzo obiecujące. Dzięki nim już w roku 1965 badania nad sztuczną 
inteligencją zamieniły się w kwitnący program badawczy. Otuchy dodawał sukces projektów 
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bazujących na tzw. mikro-światach, takich jak program SHRDLU Terry’ego Winograda 
(1972), gdzie użytkownik prowadzi rozmowy z komputerem, który to komputer odpowiada 
na polecenia poruszając wirtualne bloki. Wydawało się, iż programy mikro-światów 
wymagały jedynie rozszerzenia, połączenia i urealistycznienia, a od stworzenia prawdziwej 
sztucznej inteligencji – myślącej, percypującej, konwersującej i działającej – dzielił tylko 
krok.  
Wspomniany już w poprzednim rozdziale Marvin Minsky, szef laboratorium 
sztucznej inteligencji M.I.T. przewidywał w 1967 roku, że w ciągu jednego pokolenia 
problem  stworzenia sztucznej inteligencji  zostanie rozwiązany. Dreyfus odnotowuje z 
satysfakcją, iż niedługo potem pojawiły się nieoczekiwane trudności. Kryzys – według mnie – 
zaczął się w roku l970 od porażki prób zaprogramowania komputera do rozumienia 
opowiadanych historii. Okazało się bowiem, iż programowi brakowało intuicyjnego, 
zdroworozsądkowego rozumienia, które cechuje czteroletnie dzieci w wieku 4 lat. Źródłem 
największych trudności, który napotkały badania AI, był stare filozoficzne pytanie o to, co 
znaczy rozumieć. Czy rozumienie równe jest tworzeniu i używaniu odpowiednich 
reprezentacji symbolicznych? Jak już wspomniałam, dla Kartezjusza skomplikowane opisy 
składały się z prostych idei i elementów. Frege (1892a, 1892b) koncepcję Kartezjusza 
uzupełnił o ideę, że wszystkie koncepty są zasadami i pokazał, że zasady te mogą zostać 
sformalizowane w taki sposób, aby mogły być modyfikowane bez konieczności włączania 
intuicji lub interpretacji.  Ze względu na sposób działania komputerów, badacze AI podjęli 
poszukiwania takich właśnie reguł formalnych i reprezentacji.  Zdroworozsądkowa intuicja 
była tu rozumiana jako obszerny zbiór reguł i faktów, jednak okazało się, iż sformułowanie 
takiego zbioru jest znacznie trudniejsze, niż się spodziewano. Wraz z kolejnymi nieudanymi 
próbami zespoły badawcze pracujące nad sztuczną inteligencją, w tym przede wszystkim 
zespół Marvina Minsky’ego uznawały, iż problem sztucznej inteligencji jest jednym z 
najtrudniejszych w historii, z jakim przyszło się zmierzyć nauce.  
Pojawiły się jednak próby programowania maszyn tak, by mogły na przykład 
diagnozować choroby lub analizować badania spektrografu. Z dziedziny badań nad sztuczną 
inteligencją wyłoniło się nowe pole badawcze, określone mianem inżynierii wiedzy, które 
miało szukać sposobów zastosowania sztucznej inteligencji do działań w świecie 
rzeczywistym. Według mnie jest to niezwykle interesujący ruch, zwłaszcza z punktu widzenia 
racjonalności, której kolejne kroki rozwoju staram się tu prześledzić. Dochodzi bowiem do 
ograniczenia dalekosiężnych ambicje sztucznej inteligencji przy jednoczesnej próbie zbliżenia 
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sztucznych wytworów do praktyk codziennych ludzkiego życia. To strategiczne posunięcie 
miało, rzecz jasna, związek z procesami wyciszenia i przyspieszenia opisywanymi w 
poprzednim rozdziale. Metafizyczny problem sztucznej inteligencji - wspólne 
przedsięwzięcie przedstawicieli nauk ścisłych i filozofów - zostaje skanalizowany w projekt 
stricte instrumentalny, ale brzemienny w skutki.  
Powstają tzw. systemy eksperckie – programy doradcze, które mają wspomagać 
proces podejmowania decyzji przez człowieka.  Założeniem było, iż w dziedzinach, które są 
odcięte od codziennej zdroworozsądkowości i współżycia społecznego, programy 
komputerowe powinny zachowywać się jak eksperci posiadający specjalistyczną wiedzę 
dwojakiego typu: (1) stan faktyczny danej domeny, czyli szeroko rozpowszechnioną wiedzę, 
którą znaleźć można w podręcznikach i branżowych czasopismach oraz (2) wiedzę 
heurystyczną, na którą składa się znajomość dobrych praktyk i zdolność do właściwego 
osądu.  
Używając obu rodzajów wiedzy Edward Feigenbaum opracował system ekspercki 
o nazwie DENDRAL (Feigenbaum 1982). Wykorzystywał on dane  generowane przez 
masowy spektrograf do uzyskania struktury cząsteczkowej analizowanego związku. Inny 
system ekspercki, który powstał w tym samym czasie, MYCIN (ibid.), pobierał wyniki badań 
krwi, takich jak liczba czerwonych i białych krwinek lub poziomu cukru we krwi do 
przedstawienia rozpoznania choroby krwi, która jest odpowiedzialna za ten stan. Szacował 
ponadto wiarygodność własnej diagnozy. Konstruktorzy systemów takich jak DENDRAL i 
MYCIN wychodzili z założenia, że wiedza ekspertów nabyta poprzez lata doświadczenia 
może być wydobyta i zaprogramowana tak, że w efekcie wykorzystywałby ją sam program. 
Okazało się jednak, że wiedza eksperta jest często źle określona lub niekompletna, ponieważ 
ekspert sam nie zawsze wie dokładnie co wie na temat własnej domeny ekspertyzy.  
Dreyfus zauważa, iż ekspercki poziom wiedzy w jakiejkolwiek dziedzinie 
niepoddającej się prostej algorytmizacji pozostaje poza zasięgiem komputerów58. Niemal w 
każdej dyscyplinie wiedzy (nawet w tych wymagających przechowywania dużej liczby 
                                                          
58
 Rzecz jasna, dzisiejsze systemy eksperckie, bazujące na algorytmach genetycznych przeszukujących 
przestrzeń alternatywnych rozwiązań problemu w celu wyszukania rozwiązań najlepszych pracują już zupełnie 
inaczej i nierzadko są w stanie mierzyć się z ekspertami.  
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faktów, które teoretycznie powinny dawać przewagę komputerowi), gdzie komputer 
konfrontuje się z ekspertami z wieloletnim doświadczeniem, nie może z nimi rywalizować, 
mimo nabywa istotne kompetencje  szybciej od początkujących. Dreyfus postuluje zatem 
porzucenie poglądu, dominującego, jego zdaniem, od Platona po Chomsky’ego, że 
początkujący zaczyna od szczególnych przypadków i, w miarę jak staje się coraz bardziej 
sprawny, streszcza i interioryzuje coraz bardziej skomplikowane zasady. Zdaniem Dreyfusa 
nabywanie umiejętności odbywa się w odwrotnym kierunku: od abstrakcyjnych reguł do 
konkretnych przypadków. By to wykazać, przeprowadza fenomenologiczną analizę 
nabywania umiejętności od nowicjusza do eksperta. 
1. Początkujący: proces nauczania na ogół zaczyna się od tego, że nauczyciel 
(instruktor) dokonuje analizy uwarunkowań, w których wykonywane mają być 
zadania na pozbawione kontekstu (niesytuacyjne) aspekty wykonywania działania, 
które początkujący może rozpoznać bez wcześniejszego doświadczenia w 
wykonywaniu danych zadań. Początkujący zapoznaje się następnie z zasadami 
określającymi działania na podstawie tych niesytuacyjnych aspektów, tak jak 
komputer po zaprogramowaniu.  
2. Średniozaawansowany: gdy początkujący zyskuje wstępne doświadczenie radzenia 
sobie z rzeczywistymi sytuacjami, zaczyna odnotowywać przykłady innych 
znaczących aspektów działania, których wcześniej nie rozpoznał. Po zaobserwowaniu 
wystarczającej ilości przykładów, uczy się identyfikować nowe aspekty i może 
odnosić  do nich ogólne zasady działania. 
3. Kompetentny: etap ten jest, zdaniem Dreyfusa, etapem frustracji. Im więcej 
nabywamy doświadczenia, tym bardziej rośnie liczba elementów potencjalnie 
istotnych. Wówczas, ponieważ brakuje nam wyczucia tego, co jest naprawdę ważne w 
konkretnej sytuacji, działanie staje się szalenie skomplikowane i męczące, zaś uczeń 
zaczyna kwestionować możliwość nabycia dalszych umiejętności.  
4. Biegły: w miarę jak uczeń doskonali się w opanowywaniu danej umiejętności, 
wynikające z tego pozytywne i negatywne doświadczenia wzmacniają skuteczne 
rozwiązania i hamują te nieskuteczne. Zasady są stopniowo zastępowane przez 
czynniki sytuacyjne, towarzyszące danemu zadaniu w danych okolicznościach. 
Biegłość rozwija się, zdaniem Dreyfusa, tylko wtedy, gdy intuicyjne zachowanie 
zaczyna zastępować świadome działanie według reguł.  
5. Ekspert: od biegłego odróżnia go zdolność do dokonywania bardziej subtelnych i 
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wyrafinowanych rozróżnień. Ekspert umie wyróżniać wśród wielu sytuacji, które 
przez biegłego postrzegane są jako podobne, te wymagające konkretnego typu 
działania. Znaczy to, że dzięki wystarczająco dużemu doświadczeniu w różnych 
sytuacjach, widzianych z tej samej perspektywy, ale wymagających różnych 
taktycznych decyzji, mózg ekspertów stopniowo rozkłada klasy zadań na podklasy, z 
których każda wymaga podjęcia określnych działań, które z punktu widzenia 
zewnętrznego obserwatora niekiedy trudno rozróżnić. Pozwala to na natychmiastową, 
intuicyjną, właściwą reakcję. 
 
Według Dreyfusa system poznawczy człowieka nie został przeznaczony do pracy ze ścisłymi 
i ostatecznie określonymi kategoriami, ale z korygowanymi schematami i elastycznymi 
prototypami. Umiejętność „rozeznania się w nich” to – według mnie – właśnie 
wzmiankowana już poprzednio Arystotelesowska fronesis. Modele obliczeniowe są jednak 
nieodpowiednie w przypadkach obejmujących nieformalne codzienne działania. Chodzi o gry 
o nieprecyzyjnie sformułowanych zasadach (np. zagadki), problemy o otwartej strukturze, 
które wymagają intuicji nieograniczającej się jedynie do porządkowania pewnej ilości 
informacji, tłumaczenie języka naturalnego, rozpoznawanie zróżnicowanych lub 
zniekształconych wzorów (por.: Gallagher 2004: 203). Domyślne znaczenie w owych 
przypadkach jest wysoce zależne od kontekstu. Nie ma tam jasnych zasad postępowania. Aby 
dookreślić takie wieloznaczne, ucieleśnione, pragmatycznie skontekstualizowane sytuacje, 
Dreyfus odwołuje się do tradycji fenomenologicznej, w szczególności do Merleau-Ponty’ego 
i Heideggera. Zainspirowany tymi myślicielami, a także  Karlem Polanyi Dreyfus uznał, iż 
nabywanie umiejętności i uczenie się można ustrukturyzować w kompleksowe relacje 
niepoddające się formalnemu rozpoznaniu (por.: Hayles 1999: 201). Określił je mianem 
ucieleśnionego uczenia się (embodied learning), choć może właściwszym byłby termin 
„przyswajanie”. Posiada ono trzy funkcje, których brakuje programom komputerowym:  
(1) „wewnętrzny horyzont” (inner horizon), który składa się z częściowo 
zdeterminowanego a częściowo otwartego kontekstu antycypacji sytuacji w świecie 
rzeczywistym 
(2) globalną antycypację, który odnosi się do innych, płynnych kontekstów 
sytuacyjnych, 
a także  
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(3) możliwości przekazu antycypacji z jednej modalności do drugiej.  
Pierwszą implikacją takich założeń ucieleśnionego uczenia się jest, że ludzie wiedzą znacznie 
więcej niż sądzą, że wiedzą, drugą zaś – iż wiedza ta nie poddaje się formalizacji, ponieważ 
otwarty wewnętrzny horyzont dopuszcza niejasności i permutacje, które trudno ująć w 
eksplicytne procedury decyzyjne. Zdaniem Dreyfusa to z kolei wyjaśnia, dlaczego systemy 
eksperckie nie mogą spełnić swoich zadań jak eksperci. Jeśli ktoś programuje te same zasady 
na komputerze, może – przy wykorzystaniu szybkości i dokładności komputera, a także jego 
zdolności do przechowywania i udostępniania milionów danych – prześcignąć 
początkującego, który działa według tych samych zasad. Jednak takie systemy stają się w 
najlepszym razie kompetentne. Żadna ilość zasad i faktów nie uchwyci wiedzy eksperta, 
którego doświadczenie jest rezultatem dziesiątków tysięcy przeżytych i przepracowanych 
sytuacji. 
Dokonując fenomenologicznej analizy procesu uczenia się, Dreyfus doszedł do 
wstępnego sformułowania jednego z najważniejszych problemów sztucznej inteligencji: 
problemu ucieleśnienia i sytuacyjności (por. Brooks 1991 a, b). Problem ten zasadza się na 
prostym, ale brzemiennym w skutki stwierdzeniu, iż inteligencja (uczenie się, pamięć, 
kategoryzacja, percepcja i kinesteza) wymaga ciała. Dla klasyków-komputacjonistów 
materialna konstrukcja podmiotu poznania jest czymś obojętnym. Dreyfus, wyrażając 
sprzeciw wobec instrumentalizacji ludzkiego umysłu i stawiania figury programu 
obliczeniowego na piedestale, jako pierwszy podjął także konstruktywną próbę filozoficznego 
„wyprowadzenia” komputera ze stanu izolacji od środowiska zewnętrznego. Za Heideggerem 
i Merlau-Ponty’m uznał, iż nabywanie umiejętności relewantnych w świecie nie odbywa się 
poprzez magazynowanie w mózgu, lecz przez wykształcanie gotowości ciała do odpowiedzi 
na bodźce zewnętrzne. Nie chodzi tu bynajmniej  o ucieleśnienie w sensie trywialnym, tj. 
fakt, że każdy system poznawczy musi być jednocześnie systemem fizycznym, ale o to, że 
sposób, w jaki system poznawczy współoddziałuje ze swym fizycznym otoczeniem ma 
przełożenie na sposób jego myślenia. Aspektem ściśle związanym z ucieleśnieniem jest fakt, 
iż naturalne systemy poznawcze nie istnieją abstrakcyjnie, lecz należą do rzeczywistych 
biologicznych organizmów ukształtowanych przez selekcję naturalną i ontogenezę, by 
efektywnie działać w określonym środowisku (jest to wątek, który zostanie szczegółowo 
opracowany przez Varelę). Zadaniem systemu poznawczego jest nie tyle wierne 
reprezentowanie świata i wyciąganie poprawnych wniosków, lecz skuteczne działanie; w 
szczególności działanie w warunkach ograniczonych zasobów, takich jak czas, czy uwaga. 
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Dzięki krytyce Dreyfusa nastąpiło przesunięcie teoretycznego punktu ciężkości z umysłu jako 
czegoś wewnętrznego i statycznego na samą płynną interakcję między poznającym a jego 
bezpośrednim otoczeniem.  
Co więcej, Dreyfus przyczynił się do zanegowania pierwotnego rozumienia 
wirtualności jako wzmocnienia kartezjańskiego dualizmu. Komputery, czarne skrzynki 
produkujące obrazy zastępowały ciało obrazami i symbolami. Unieruchomiły człowieka dając 
mu nadzieję na to, że w jednym miejscu – dzięki specyficznie pojętej racjonalności 
komputera – znajdzie wszystkie odpowiedzi na pytania, które go nurtują. Komputery – 
pierwsze maszyny wirtualne, atrybut wirtualności zawdzięczały wzniesieniu ponad ciało. 
Zanegowanie tak rozumianej wirtualności przez Dreyfusa „ściągnęło” sztuczną inteligencję 
„na ziemię”. Została ona ugruntowana w praktykę działania, która odtąd zaczęła ją trzymać w 
mocnych kleszczach. 
Krytyka Dreyfusa miała także wymiar praktyczny – przyczyniła się do 
poszerzenia zainteresowań kognitywistów o nauki badające zewnętrzne uwarunkowania 
poznania (np. socjologia, antropologia kulturowa). Znalazło się także grono badaczy, którzy 
podjęli rozpoznania Dreyfusa na praktycznym gruncie tworzenia technologii, jak np. Cynthia 
Brazael (2007) czy Rodney Brooks (ibid.), o którego pracach będzie mowa będzie w kolejnej 
części pracy. 
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III.3. Fundamentalne problemy sztucznej inteligencji 
Krytyka Dreyfusa była wyrazem sceptycyzmu wobec przesłanek projektu klasycznej 
sztucznej inteligencji, „nastawienia”, które legitymizowało koncepcję człowieka jako 
maszyny obliczeniowej. Nie trafność argumentów, lecz jej totalność – moim zdaniem – 
zdecydowała, iż stanowi ona dziś ważną linię demarkacyjną dla konceptualizowania relacji 
maszyny i człowieka. Po ataku Dreyfusa, a także równocześnie z nim inni badacze i 
filozofowie zgłaszali kolejne zastrzeżenia i postulaty dotyczące dalszego rozwoju sztucznej 
inteligencji. Przeformułowaniu uległo wówczas wiele filozoficznych pytań, które właśnie 
dzięki rozwojowi technologii zyskały swoją konkretyzację – materialne odniesienie. 
Symboliczna sztuczna inteligencja, tworzona zgodnie z paradygmatem obliczeniowym, 
stanowiła zaczyn do nowych sposobów myślenia o relacji umysłu, świadomości, mózgu i 
ciała, zarówno w odniesieniu do człowieka59, jak i technologii. Wysiłki na rzecz zbudowania 
                                                          
59 Od czasu kartezjańskiego dualizmu wykształciło się wiele teorii umysłu i świadomości. Wahają się 
od naturalizmu i fizykalizmu poprzez materializm, paralelizm, okazjonalizm, epifenomenalizm, emergentyzm, 
aż po monizm anomalny, monizm neutralny i panpsychizm. Sam dualizm poza Kartezjuszem reprezentował 
chociażby Guelincx oraz Malebranche (w wersji okazjonalistycznej), a bardziej współcześnie choćby przez 
Poppera czy Ecclesa, reprezentujących dualizm interakcjonistyczny. Inną formą dualizmu jest Leibnizjański 
psychofizyczny paralelizm. Stanowiska monistyczne mają wiele różnych odcieni – od Berkeleyowskiego 
idealizmu, poprzez panpsychizm Whiteheada, czy też różne wersje pluralizmu idealistycznego, solipsyzmu lub 
koncepcji opowiadających się za jednym holistycznym umysłem: Absolutem, Anima Mundi czy Jednością. 
Odmianą monizmu jest fenomenalizm – czyli teoria stanowiąca, iż reprezentacje (czy też dane zmysłowe) to 
jedyne istniejące obiekty. Fenomenalizm został przyjęty przez Bertranda Russella i innych pozytywistów 
logicznych początku XX wieku. Trzecią możliwość, jest Spinozjańska propozycja traktowania tego, co fizyczne 
i tego, co psychiczne jako odmian jednej substancji. Redukcjonizm, funkcjonalizm czy behawioryzm – potężne 
nurty XX-wiecznej filozofii umysłu – również próbowały rozwiązać problem ciała i umysłu oraz świadomości i 
doświadczenia na różne sposoby. Redukcjoniści – eliminatywiści, jak np. Churchlandowie (w Mechanizmie 
rozumu, siedlisku duszy 2002 lub Crick i Koch (w Zdumiewającej hipotezie, czyli nauce w poszukiwaniu duszy 
1997), twierdzą, iż stany umysłu są tożsame ze zwykłymi procesami fizycznymi zachodzącymi w mózgu, choć 
brakuje nam pełnej wiedzy na temat tego jak te procesy zachodzą. Świadome doświadczenie jest tu eliminowane  
na rzecz ujęcia neurobiologicznego. Behawioryzm, stanowiący odmianę monizmu fizykalistycznego, 
zdominował filozofię umysłu w XX wieku. Behawioryści tacy jak J.B. Watson i B.F. Skinner nie starają się 
wyjaśniać procesów mentalnych, skupiając się na interpretacji zachowań jednostek (ludzi i zwierząt). 
Behawioryści byli przekonani, iż za pomocą obserwacji zachowań i reakcji ludzi możliwe będzie adekwatne 
opisanie ich stanów mentalnych. Behawioryzm spotkał się z walną krytyką m.in. Noama Chomsky’ego czy 
Johna Searle’a, którzy argumentowali, iż nie ma koniecznego, logicznego związku między świadomością ludzi a 
ich publicznym zachowaniem.   Przeciwnikiem behawioryzmu  są także funkcjonaliści Hillary Putnam czy 
wzmiankowany już Jerry Fodor, którzy uważają, iż stanów umysłu nie można utożsamiać z zachodzącymi w 
mózgu procesami fizycznymi, ponieważ w przeciwnym razie wszyscy ludzie reagowaliby identycznie. 
Reprezentowany m.in. przez Putnama funkcjonalizm – zakorzeniony w Arystotelesowskiej koncepcji duszy – 
zakłada, iż dany stan mentalny można zdefiniować nie ze względu na jego naturę (formę), ale funkcję którą 
pełni. Realizacja fizyczna procesów mentalnych jest sprawą drugorzędną, zaś najistotniejszy jest fakt 
przetwarzania informacji  - dany stan mentalny może być różnie realizowany u różnych podmiotów w różnych 
okolicznościach (J. Fodor, Jak grać w reprezentacje umysłowe 1999). Putnam najczęściej porównuje 
funkcjonowanie umysłu do pracy komputera, podkreślając, iż dla większości ludzi istotne jest samo działanie 
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inteligentnej maszyny jak w soczewce skupiły i wyostrzyły wiele filozoficznych problemów, 
które – głównie na gruncie filozofii umysłu – mogły zostać na nowo zwerbalizowane. Warto 
wymienić tu choćby prace Zenona Pylyshyna i Jerry’ego Fodora (Cóż takiego jest w umyśle 
1999), Daniela Dennetta (Słodkie sny 2007), Raya Jackendorfa (Czym jest pojęcie, że człowiek 
może je uchwycić 1999), czy Davida Chalmersa (Świadomy umysł, 2010 ).  
Spekulowano m.in. na temat tego, czy gdyby człowiek potrafił skopiować 
przetwarzanie informacji przebiegające w ludzkim umyśle, tworząc olbrzymi program 
komputerowy, czy pracujący w tym programie komputer byłby świadomy. Wariantem tego 
samego zagadnienia była kwestia skanowania i ciągłości umysłu. Opiera się ona na prostym 
przykładzie: gdyby ktoś mógł załadować stan mojego umysłu i skopiować go w innym 
(bliźniaczym) zbiorze cząstek, czy zbiór ten miałby moją świadomość? A gdyby ktoś 
zniszczył oryginał, ale kopia myślała moje myśli i odczuwała to co ja, czy możnaby 
stwierdzić, że zostałam zamordowana? Pojawił się także, choć nieco na marginesie, szereg 
kwestii dotyczących stopniowej cyborgizacji człowieka – tego, w którym momencie 
przeistacza się on w inteligentny sztuczny system. Znamiennym przykładem jest tu 
wymienianie przez chirurgów jednego z neuronów pacjenta na mikroukład krzemowy, który 
powiela jego funkcje wejściowe i wyjściowe. Pacjent czuje i zachowuje się dokładnie tak jak 
przed wszczepieniem. Następnie chirurdzy wymieniają mu kolejne neurony – czy znaczy to, 
iż w ciało pacjenta wprowadzony został inny, świadomy byt?  
                                                                                                                                                                                     
komputera oraz funkcje, które oferuje, a nie jego forma. W tej postaci sam funkcjonalizm naraził się z kolei na 
krytykę m.in. G.M. Edelmana, według którego niemożliwe jest pełne opisanie pracy umysłu, jeśli pomija się 
aspekt biologiczny. Ponadto, porównanie mózgu ludzkiego do komputera jest dla niego daleko idącym 
uproszczeniem. Fizykalizm typowy (type physicalism), reprezentowany przez Johna Smarta i Ullina Place’a 
stanowił kolejną odpowiedź na behawioryzm. Zakłada on, iż skoro stany mentalne są materialne, ale nie 
behawioralne, to znaczy iż są one identyczne ze stanami wewnętrznymi mózgu. Ta klasyczna teoria 
identyczności znalazła swoje rozwiniecie w monizmie anomalnym Donalda Davidsona, który stara się 
sformułować program fizykalizmu nieredukcyjnego. Myśliciele tacy jak T. Nagel czy C. MgGinn reprezentują 
natomiast nurt określany jako misterianizm. Wyrażają pogląd, iż problem świadomości, jej relacji z mózgiem i 
ciałem nie może zostać rozwiązany. W Jak to jest być nietoperzem (1997) Nagel zwraca uwagę na problem 
qualiów, argumentując, iż subiektywność niektórych przeżyć prowadzi do niemożliwości ich opisania, mimo, iż 
jest możliwe przypisanie tym przeżyciom określonych funkcji. Znany jest tutaj przykład nietoperza, którego 
doznawanie wrażeń za pomocą echolokacji jest niedostępne dla człowieka, a w związku z tym niemożliwe do 
zrozumienia. Jako ludzie nie wiemy, jak to jest być nietoperzem, podobnie jak nie wiemy, czy robak krzyczy 
bezgłośnie, kiedy rybak nadziewa go na haczyk. Nagel określa to mianem problemu determinizmu sensualno-
genetycznego.  
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Na powyższych przykładach widać wyraźnie, że zasadniczą osią problemową, 
konceptualizowaną na polu technologii w odniesieniu do kwestii sztucznej inteligencji i 
sztucznej świadomości, były dwie relacje: umysłu i ciała oraz świadomości i doświadczenia. 
Te relacje skupiały w sobie kluczowe problemy rozwijającej się wielokierunkowo filozofii 
umysłu: zagadnienie świadomych i nieświadomych operacji umysłowych, tzw. szczeliny 
eksplanacyjnej
60
 w problemie treści świadomości, do którego jeszcze wrócę, a także problem 
qualiów czy intencjonalności, istnienia wolnej woli, czy możliwości poznania innych 
umysłów. 
Wróćmy jednak do trzonu rozważań, czyli sztucznej inteligencji. W kilka lat po 
Dreyfusie, atak na klasyczny, symboliczny i reprezentacjonistyczny paradygmat sztucznej 
inteligencji przypuścili m.in. Roger Penrose w Nowym Umyśle Cesarza (1995) i duet Terence 
Horgan i John Tienson w Representation without Rules (1989). Krytyka Penrose’a skupiała 
się przede wszystkim na problemie istnienia świadomości i jej relacji do nieświadomych 
procesów komputacyjnych zachodzących w mózgu. Penrose postulował, iż sądzenie często 
nie ma charakteru algorytmicznego i w związku z tym nie może być domeną komputerów. 
Jego krytyka zasadzała się na dwóch argumentach: (1)  zainspirowaną twierdzeniem Gödla 
koncepcją niealgorytmicznej naturze myślenia matematycznego (1989: 417-18) oraz (2) 
postulatu dotyczącego kwantowej natury umysłu ludzkiego (ibid.). Krytyka filozofów 
Horgana i Tiersona dotyczyła natomiast możliwości działania i podejmowania decyzji w 
warunkach wielu zewnętrznych ograniczeń i pojawiających się przeszkód (1989: 153) – 
nawiązując do opisanego poniżej problemu ramy. Kluczową grupą zagadnień były tu 
problemy związanych z nabywaniem kompetencji i wiedzy przez maszynę. Pierwszym z nich 
był szeroko komentowany, a po raz pierwszy postawiony przez Husserla Ideach II/XIII 
(1989) problem ramy doświadczenia poznawczego (por. McCarthy i Hayes, 1969, Pylyshyn 
1987, Dennett, 1987) czyli tego, jak w inteligentnej maszynie modelować reakcje na zmianę.  
Problem ramy polega on na modelowaniu zmiany w świecie. W oryginalnym sformułowaniu 
problem ten został określony mianem „problemu ramy odniesienia” (ang. frame problem), 
bowiem McCarthy usiłował go rozwiązać przy użyciu aksjomatów ramowych (ang. frame 
axioms – Hayes i McCarthy, 1969). Zbiór pojęć podzielono z użyciem różnych „ram 
odniesienia” na kategorie, które umożliwiały określenie, iż np. żadne działanie polegające na 
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 Mianem szczeliny eksplanacyjnej określają autorzy  lukę poznawczą między dwoma opozycjami 
kategorialnymi -  mózgiem a świadomością oraz ciałem i umysłem (por.: Chalmers 1995, Varela 1996). 
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przesuwaniu przedmiotu nie powoduje zmiany własności koloru tegoż przedmiotu (Hayes 
1987: 130). Niestety, dość szybko okazało się, iż aksjomatów musi być prawie tyle, co 
samych egzemplarzy działań, a więc formalizm zawiódł. Poza tym, iż zapisanie wszystkich 
aksjomatów było czasochłonne i spowalniało działanie systemu, same aksjomaty ramowe 
były fałszywe w przypadku systemów dopuszczających działania równoczesne (Morgenstern 
1996). Dostosowanie reakcji maszyny do nieustannie zmieniającego się kontekstu okazało się 
jednym z najtrudniejszych, do dziś zresztą nierozwiązanych problemów sztucznej inteligencji. 
W samej strukturze robota jest bowiem idea funkcjonowania w świecie równie stablinym, jak 
stabilny jest on sam. Pojawiały się wprawdzie próby rozwiązania problemu ramy, jak np. 
sleeping dog strategy, w której robot zostaje zaprogramowany tak, by sądził, że jeśli nic nie 
zmieniło się explicite, to znaczy, że nie zmieniło się wcale. To jednak nie rozwiązuje sprawy. 
Inną strategię zaproponował Marvin Minsky (1975), który stwierdził, iż uwaga robota może 
być skierowana na istotne wnioskowanie poprzez użycie skryptów (np. „co dzieje się w 
restauracji”, „jak należy się zachować przy stole”). Iloma jednak skryptami może jednak 
posługiwać się maszyna, na ile powinny być one szczegółowe? Na tym nabudowuje się 
jeszcze problem kwalifikowania (qualification problem), czyli problem odgórnie narzuconych 
warunków, w których mamy działać (gdy wsiadamy do samochodu, zakładamy, że nie ma w 
nim bomby ani lwa, a także że sprzęgło jest w tym samym miejscu co wczoraj  - maszyna nie 
potrafi myśleć w ten sposób).  
Z problemem ramy wiąże się inny problem: siły (robustness) i generalizacji 
(generalization), który sygnalizuje brak tolerancji maszyny na hałas i szum, skutkujące niską 
zdolnością adaptacji do nowych sytuacji. Standardowe systemy symbolicznego przetrwania 
danych takiej tolerancji nie mają. Nie posiadają także zdolności do generalizowania, tzn. 
adaptowania się do nowych sytuacji na podstawie doświadczenia.  
W tym samym czasie co krytyka Penrose’a i Horgana/Tiensona pojawił się także 
argument „chińskiego pokoju” opisany przez Searle’a w Minds, Brains, and Programs 
(1980). Był to eksperyment wykazujący, że operacje syntaktyczne same z siebie nie 
wystarczają do pojawienia się własności semantycznych, czyli znaczenia (co najwyżej mogą 
być w ten sposób interpretowane z zewnątrz). Ponieważ operacje na symbolach są czysto 
syntaktyczne, zaś myślenie ma własności semantyczne, operacje na symbolach same z siebie 
nie wystarczają do pojawienia się myślenia. Jedną z konsekwencji argumentu jest uderzenie 
w kluczowy dla wczesnej kognitywistyki funkcjonalizm poprzez stwierdzenie, że ‘funkcja’ 
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nie jest czymś istniejącym niezależnie jako element świata naturalnego, lecz zawsze jest 
konstruktem wymagającym interpretatora (por. Newell, Simon 1976; Winograd, Flores 1986: 
18). Wzmiankowana już Newella i Simona hipoteza fizycznego systemu symboli napotyka tu 
na barierę: zamknięte systemy sztucznej inteligencji zmagają się z problemem zniknięcia 
interpretator używanych przez nie symboli, który ustanawia relację tych symboli do świata 
rzeczywistego. 
Sam Searle, reprezentujący naturalizm biologiczny, waha się między 
stanowiskiem misterianistycznym a fenomenologią, ale stanowczo podkreśla rolę 
doświadczenia pierwszoosobowego. Aby rozwikłać problem relacji umysłu i ciała, zajmuje 
się przede wszystkim problematyką świadomości. W Umyśle na nowo odkrytym (1999) 
przyjmuje on, iż jest ona biologicznym, subiektywnym fenomenem, która stanowi jedność 
(rozumianą jako symultaniczność procesów percepcyjnych), jest strukturą intencjonalną, 
własne obszary peryferyjne, zdolność kojarzenia (m.in. znanych kategorii z tymi mniej 
znanymi), nastrój oraz umiejscownienie. Najważniejszym wyznacznikiem świadomości i 
czynnikiem, który odróżnia ją od innych stanów jest jej subiektywność. Świadomość każdego 
człowieka nie powinna być mylona z wiedzą ani utożsamiana z uwagą. Nie jest też 
samoświadomością. Zdaniem Searle’a rozwiązanie problemu ciała i umysłu polega na 
przyjęciu założenia, iż stany świadomości są wyższymi poziomami umysłu wywołanymi 
przez procesy neurobiologiczne niższego rzędu. Świadomość stanowi wyższy stan umysłu, 
będąc nadal połączoną z ciałem – co znosi kartezjański dualizm. Poglądy Searle’a, choć 
częściowo rozmijają się z postulatami zwolenników ucieleśnienia, prowadzą niemal 
bezpośrednio do stanowiska fenomenologicznego wobec problemu świadomości oraz relacji 
ciała i umysłu. Istotne są tu zwłaszcza kwestie doświadczenia pierwszoosobowego oraz 
intencjonalności, które badacze inkorporujący fenomenologię do kognitywistyki starają się 
uwypuklać jako kluczowe dla zbudowania wiarygodnej metody badania doświadczenia.  
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III.4. Koneksjonizm 
Rzetelne przestawienie drogi spotkania fenomenologii i technologii wymaga zrobienia 
jeszcze jednego przystanku, bowiem zanim myślenie fenomenologiczne wkroczyło w świat 
sztucznej inteligencji, dokonała się jeszcze jedna, znacząca korekta paradygmatu 
obliczeniowego. W latach osiemdziesiątych dominacja tego paradygmatu została przełamana. 
Metafora umysłu jako maszyny obliczeniowej (oparta na koncepcji maszyny Turinga) 
tłumaczyła ludzkie procesy poznawcze, ale tylko w bardzo wąskim zakresie. Dawała się 
bowiem zastosować jedynie do opisu operacji liczenia, wnioskowania indukcyjnego i 
dedukcyjnego oraz prostych działań (np. rozwiązywania problemów, dla których istnieje 
algorytm), a więc w sytuacjach jednoznacznie pewnych. Poza jej zasięgiem pozostawały 
natomiast złożone czynności poznawcze i odpowiadające im stany umysłowe, takie jak 
intuicyjne dowodzenie prawdziwości twierdzeń, wnioskowanie z ukrytymi (niejawnymi i 
nieuświadomionymi) przesłankami, twórcze (niealgorytmiczne) dokonywanie odkryć, nie 
wspominając nawet o żywej interakcji i działaniu w świecie. Wobec tych trudności 
paradygmat obliczeniowy zminimalizował roszczenia do bycia teorią, która rozwikła problem 
relacji umysłu i ciała oraz świadomości i doświadczenia za pomocą materialnego dowodu w 
postaci prawdziwie inteligentnej maszyny.  
Nie znaczy to bynajmniej, iż paradygmat ten należy lekceważyć. Rozwijał się 
nadal i niewątpliwie znalazł zastosowanie w wielu dziedzinach wiedzy, w których jego 
skuteczność została potwierdzona61. Jednakże na gruncie pytań o świadomość i procesy 
mentalne popularność zaczął zyskiwać paradygmat konkurencyjny – koneksjonizm, 
wywodzący się z neuropsychologii Hebba (1980), a dziś rozwijany jest głównie przez 
Rumelharta, Hintona i Smolensky'ego (1986). Koneksjonizm, zwany także subsymbolicznym 
paradygmatem sztucznej inteligencji (por. Franklin 2001:121) zakładał, iż iż złudzeniem jest 
przejście od wiedzy rozproszonej do indywidualnej wiedzy podmiotowej. Jego celem była 
rewizja Kartezjańskiej tez o kopiowaniu świata zewnętrznego w aktach poznawczych. 
Według poglądów koneksjonistów, odzwierciedlenie świata za pomocą teorii formalnej jest 
jedyną metodą wytworzenia inteligentnego zachowania.  
                                                          
61
 Komputacjonizm w obronę bierze m.in. Marcin Miłkowski w Explaining the Computational Mind (MIT 
2013), gdzie argumentuje, że umysł można wyjaśnić obliczeniowo, ponieważ sam umysł, niezalenie od 
procesów, które przeprowadza jest w swojej istocie obliczeniowy.  
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Koneksjonizm wywodzić należy – w mojej ocenie – nie tylko z rozwoju dyscyplin 
takich jak neurologia i inżynieria, ale przede wszystkim z psychologii asocjacjonistycznej. 
Asocjacjonizm zapoczątkowanej w XIX wieku. Najważniejszą tezą psychologii 
asocjacjonistycznej jest to, że wszystkie złożone akty psychiczne (postrzeżenia, 
przypominanie, akty woli i uczucia) tworzą się poprzez asocjacje. W asocjacjonizmie 
powstawanie asocjacji jest głównym mechanizmem życia psychicznego. Zagadnieniem tym 
interesował się już Arystoteles, zaś jako  twórcę tej teorii podaje się Harteya. Zasadę tę 
przyjmował także Wilhelm Wundt, a także pozytywiści - John Stuart Mill i Herbert Spencer. 
Od końca XIX w. do początku XX w. asocjacjonizm stopniowo tracił na popularności. 
Powrócił dopiero w latach sześćdziesiątych ubiegłego wieku, stając się podstawa 
koneksjonizmu.  
Koneksjonizm opiera się na działaniu sztucznych sieci neuronowych, nazywanych 
inaczej neuropodobnymi czy neuronalnymi. Zamiast tworzyć klasyczne programy 
komputerowe w tradycyjnych językach programowania, bazujące na instrukcjach 
warunkowych, koneksjoniści tworzą symulacje za pomocą tych sieci. Sieć taka jest złożona z 
wielu pojedynczych jednostek funkcjonujących podobnie do sieci komórek nerwowych.  
Zakłada, że przetwarzanie informacji w umyśle to działalność dużej liczby małych jednostek 
funkcjonalnych tworzących wzajemnie połączone sieci, na wzór komórek nerwowych 
połączonych w funkcjonalne sieci w tkance nerwowej. Architektura koneksjonistyczna nie 
posiada jednego centralnego procesora wykonującego operacje na symbolach, lecz składa się 
z neuronów równolegle przekazujących między sobą impulsy w ramach siatki połączeń. Siłę 
każdego z połączeń opisuje waga, która zmienia się w procesie uczenia się takiej sieci. 
Inaczej niż w klasycznej koncepcji symbolicznej, sieć neuronowa nie działa według reguł 
określonych programem, lecz poprzez aktywację poszczególnych jednostek. Jednostki te są 
subsymboliczne, tj. nie odpowiadają konkretnym symbolom, nie posiadają zatem 
samodzielnego znaczenia. Np. przy przetwarzaniu języka danemu słowu nie odpowiadałaby 
aktywność żadnej konkretnej jednostki, lecz zawsze aktywność pewnej ich grupy, zaś ta sama 
jednostka mogłaby uczestniczyć w kilku grupach, które odpowiadałyby różnym słowom. 
Funkcjonujące dzięki sieciom neuropodobnym modele uczenia się nazywane są modelami 
równoległego rozproszonego przetwarzania informacji (modelami PDP)62.  
                                                          
62
 Por.: Słownik filozofii. Adam Aduszkiewicz (red.). Warszawa: Świat Książki, 2004.  
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Inteligencja – zdaniem koneksjonistów – wyłania się z interakcji między dużą 
ilością prostych jednostek przetwarzających informacje (por.: Franklin, ibid. oraz Lloyd 1989: 
90). Koneksjoniści kładą nacisk na to, by modelowanie przebiegało według tych samych 
zasad, wedle których poznaje ludzki umysł. Komputer w tym podejściu nie jest traktowany 
jako potencjalny umysł, lecz jako narzędzie badawcze. Istotne jest, że sieci neuronowej nie 
programuje się pod kątem wykonania konkretnego zadania, mimo to osiąga ona cele metodą 
prób i błędów, „ucząc się” poprzez informacje uzyskane na wejściu. Rozwiązując zadanie 
poznawcze popełnia podobne błędy do człowieka. Nie znaczy to bynajmniej, iż chcą wiernie 
odtworzyć kształt i zawartość centralnej części układu nerwowego kręgowców. Zależy im 
bowiem na odtworzeniu funkcji, a nie struktury. Dla koneksjonistów, budujących sieciowe 
modele umysłu, istotna nie jest budowa kresomózgowia, lecz fakt, iż mózg złożony jest z 
ogromnej ilości neuronów (10/11), z których każdy połączony jest z ogromną ilością 
pozostałych (10/4) i z których każdy wykonuje stosunkowo proste obliczenia (natura tych 
obliczeń dla samych koneksjonistów nie jest do końca jasna) i bazuje na informacji, które 
uzyskuje od swoich lokalnych połączeń (Chapman 1991: 35-40).  
Według koneksjonistów główna zasada działania sieci sztucznych neuronów jest 
ta sama, co w przypadku neuronów biologicznych. Idzie za tym pewna wiarygodność 
biologiczna, w tym sensie, że modele koneksjonistyczne wykazują cechy prawdziwych 
systemów poznawczych, takie jak stopniowy rozkład (drobne uszkodzenia lub błędy 
powodują pogorszenie wydajności, ale nie całkowite fiasko), zdolność intuicyjnej 
generalizacji, czy też reagowanie na kontekst. Mają jednak zasadniczy problemy z 
modelowaniem logicznych właściwości języka i myślenia: produktywności, czy 
systematyczności (np. każdy, kto jest w stanie powiedzieć lub pomyśleć np. „Jaś kocha 
Kasię” jest w stanie odwrócić tę relację: „Kasia kocha Jasia”).  
Ta trudność jest jedną z kilku, które naraziły koneksjonizm na krytykę ze strony 
filozofów umysłu. Jak już wspomniałam, sieci neuronowej nie programuje się w jaki sposób 
ma ona wykonać zadanie. Sama sieć metodą prób i błędów dąży do osiągnięcia zadanego 
celu, jak gdyby „ucząc się” poprzez informacje zwrotne podawane przez człowieka. Uczeni 
mogą próbować tworzyć sieci, które będą rozwiązywać określone zadanie poznawcze 
popełniając przy tym podobne błędy do  człowieka, który miałby realizować to samo zadanie. 
Jednakże, należy podkreślić, że podobieństwo między sieciami neuronowymi a 
funkcjonowaniem mózgu i uczeniem się człowieka jest coraz częściej kwestionowane. W 
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związku z tym, a także innymi zarzutami modele sieciowe spotykają się z podobną krytyką 
jak  komputacjonizm. 
Najgłośniejszy obóz „pro-obliczeniowy” sprzeciwiający się koneksjonizmowi 
zbudowali Jerry Fodor i Zenon Pylyshyn (1988). Uznali oni, iż jest on jedynie wariacją 
paradygmatu komputacjonistycznego o niskiej wartości dodanej. Fodor argumentował, iż 
myśli mają strukturę kompozycyjną (słowa komponują się w zdania, zdania w akapity, etc.). 
W sensie logicznym, predykaty, operatory i kwantyfikatory formują zdania. Myśli, które 
mogą być wyrażone językowo, logicznie lub w innej formie, mogą stanowić podstawę 
nowych myśli. Porcesy poznawcze są, zdaniem Fodora, „wrażliwe” (sensitive) na myśli, które 
przetwarzają. Symboliczne systemy sztucznej inteligencji reprezentują jednostki 
kompozycyjnie i przetwarzają je z zachowaniem ich struktury. Natomiast model 
koneksjonistyczny zakłada – zdaniem Fodora – iż procesy mentalne dokonują się za sprawą 
asocjacji statystycznych i nie są wrażliwe na strukturę myśli (zdań). Fodor uważa wprawdzie, 
iż modele koneksjonistyczne mogą wprawdzie stanowić budulec dla modeli symbolicznych, 
ale ich rola ograniczać jedynie do tego. Zarzuty te były odpierane m.in. przez Paula 
Smolensky’ego (1988), który argumentował, iż koneksjonizm nie aspiruje do bycia budulcem 
dla modeli komputacyjnych, ponieważ operuje na poziomie subsymbolicznym, z którego nie 
ma prostego przejścia do poziomu symbolicznego. W obronę wziął koneksjonizm także 
funkcjonalista David Chalmers (1990), stwierdzając, iż w komputacjonizmie mamy do 
czynienia jedynie z kompozycją i ekstrakcją – systemy symboliczne składają się z atomowych 
kompomentów poddających się kompozycji. Tymczasem koneksjonizm jest znacznie 
bogatszy niż komputacjonizm, ponieważ pozwala na holistyczne operowanie na funkcjonalnie 
skomponowanych reprezentacjach. Modele kognitywne muszą używać operacji innych niż 
kompozycja i ektrakcja, żeby wyjść poza zwykłą implementację modeli symbolicznych. 
Muszą one operować bezpośrednio na rozproszonych reprezentacjach – a tutaj kompozycja i 
ekstrakcja nie mają zastosowania.  
Wobec koneksjonizmu pojawiał się także zarzut, iż podobieństwa między 
sieciami neuronowymi a funkcjonowaniem mózgu i uczeniem się człowieka nie są wcale 
takie duże i można podejrzewać, że w przyszłości modele sieciowe spotkają się z podobną 
krytyką jak „metafora komputerowa”. Tym niemniej, koneksjonizm jest ważnym nurtem w 
sztucznej inteligencji, ponieważ – jak zauważa również Fransisco Varela (2010: 33) – 
umożliwił sformułowanie rewolucyjnej idei emergencji –w jaki sposób lokalne reguły mogą 
prowadzić do globalnych własności czy przedmiotów podlegających zwrotnej 
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przyczynowości. Dodajmy, iż pozwoliło to nadać nowy sens związkowi umysł - ciało i 
doprowadziło do lepszego zrozumienia wielu ważnych zjawisk kognitywnych takich jak ruch, 
pamięć asocjacyjna czy widzenie. 
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III.5. Radykalna zmiana paradygmatu 
Napotkane przez program komputacjonistyczny bariery pokazały się, że komputacjonizm nie 
jest w stanie zaspokoić ambicji zbudowania świadomej maszyny na wzór człowieka, bowiem 
działanie żywej, aktywnej, psychofizycznej i świadomej jednostki w świecie63 nie może 
zostać wyczerpująco wyjaśnione za pomocą ogólnych, abstrakcyjnych zasad przetwarzania 
informacji. 
Koncepcja umysłu jako programu komputerowego (zarówno w wersji 
algorytmicznej, jak i koneksjonistycznej) wymaga zgody na wizję ludzkiego podmiotu jako 
względnie prostego, biernego operatora znaczeń i symboli. Takiej zgody – jak się okazało – 
nie było wśród samych reprezentantów kognitywistyki i pokrewnych dziedzin. Krytycy 
paradygmatu, zwłaszcza Ci zorientowani fenomenologicznie, jak Dreyfus, wskazywali, iż 
model „skomputeryzowanego” umysłu nie może być porównywany do rzeczywistego, 
uczącego się i tworzącego podmiotu, przede wszystkim dlatego, że pomija on istotną 
zdolność do samodzielnego, niealgorytmicznego tworzenia znaczeń na rzecz przetwarzania 
znaków w oparciu o posiadany program. Istotnie, klasyczna, obliczeniowa teoria nie zakłada 
zdolności podmiotu do twórczego uczenia się; mówi wprawdzie o uczeniu się w oparciu o 
zasadę wstecznej propagacji błędu64, lecz nie implikuje reguł na metapoziomie. Jest trafna w 
opisie jedynie prostych operacji dowodzenia dedukcyjnego czy sylogistycznego, lecz nie 
dotyka istoty uczenia się w ogóle. Koneksjonizm natomiast nie wyjaśnia natury procesów 
przetwrazania informacji przez neurony.  
Tymczasem człowiek to bardziej złożony układ, który spełnia wiele funkcji 
życiowych o poznawczo-praktycznym charakterze, jak na przykład widzenie, percepcja czy 
myślenie. Co więcej, jak podkreślał już Dreyfus, zarówno doznawanie zmysłowe, jak i 
abstrahowanie dokonuje się zarówno w obrębie umysłu, jak i ciała.    
Jak zauważa Marek Hetmański (2005: 2-3),  
„Dziś już wiemy, że wartość przyjętych w kognitywistyce hipotetycznych przesłanek (ich 
metodologiczna poprawność oraz empiryczna weryfikowalność) jest tylko częściowo uzasadniona i nie 
do końca aktualna, dlatego też wymagają one uzupełnienia (wzbogacenia) o inne interpretacje”.  
                                                          
63
 Świat należy tu rozumieć jako Husserlowski Lebenswelt. 
64
  Czyli asymilacji nowych sygnałów do istniejącego już schematu czy wzorca 
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I dalej: 
„Stan wiedzy biologiczno-neuronalnej, filozoficznej oraz psychologicznej, a przede wszystkim 
konkurencyjne do obliczeniowego podejścia hipotezy i teorie na temat złożonej, wielowymiarowej 
natury umysłu (np. koncepcje ewolucyjne65, ekologiczne66 czy synergiczne67) nie pozwalają dłużej na 
jego bezkrytyczne utrzymywanie. Za dużo już wiadomo o specyfice budowy mózgu i funkcjonowania 
umysłu, aby można było nadal obstawać przy koncepcjach z wczesnego etapu rozwoju 
kognitywistycznych badań” 
Takie interpretacje istotnie się pojawiły. Warto zauważyć, iż zarówno model komputacyjny 
jak i koneksjonistyczny nie uwzględnia roli relacji umysłu i ciała, nie odpowiadając tym 
samym na jedno z kluczowych pytań dotyczących świadomości i konstytucji człowieka w 
ogóle. Nawet, jeśli pominie się zarzuty wobec projektu racjonalności narzuconego przez 
metaforę komputerową i związanej z nią technicyzacją działań człowieka w świecie, trzeba 
podkreślić, iż paradygmat obliczeniowy wydawał się lekceważyć przynajmniej kilka 
istotnych kwestii. Nie dostrzegał, że człowiek to bardzo złożony układ, który spełnia wiele 
funkcji życiowych o charakterze stricte poznawczo-praktycznym, takich jak choćby widzenie 
czy percepcja. Zarówno doznawanie zmysłowe, jak i abstrahowanie dokonuje się w obrębie 
ciała i umysłu ludzkiego.  Na gruncie samej filozofii, a także sztucznej inteligencji zaczęły 
jednak kiełkować idee całkowicie alternatywne, które zakładały, iż w umyśle, a przede 
wszystkim w ciele funkcjonują o wiele bardziej złożone i różnorodne mechanizmy odbioru, 
przetwarzania i  wzbogacania informacji.  
O ile wzmiankowany już wcześniej posthumanizm klasycznego projektu 
sztucznej inteligencji miał raczej charakter semiotyczny, w tym sensie, że skupiał się na tym 
jak zawarte w kodzie informacje mogą naśladować i przekształcać istotne dla człowieka 
                                                          
65
 Por. Barkow, Cosmides, Tooby 1992, Buss, 2001.  
66
 Por.: Gibson, 1979 oraz Bateson, 1972. Gibson w ramach podejścia ekologicznego, rozpatrującego wpływ 
środowiska (w wąskim znaczeniu fizycznych własności najbliższego otoczenia) na akty percepcyjne, używał 
kategorii “informacja o środowisku” (environmental information) w sensie bliskim cybernetyczno-systemowej 
perspektywie. “Zacznijmy od stwierdzenia, że informacja o czymś oznacza jedynie specyficzność wobec 
czegoś. A zatem, gdy mówimy, że informacja jest przekazywana przez światło, przez dźwięk, zapach lub przez 
mechaniczną energię, to nie mamy na myśli tego, że źródło przekazywane jest w dosłowny sposób jako kopia 
lub replika. Dźwięk dzwonu nie jest dzwonem, a zapach sera nie jest serem. Podobnie przyszłe wyobrażenie 
oblicza jakiegoś obiektu (za sprawą odbicia się strumienia światła w ośrodku przekazu) nie jest obiektem samym 
w sobie. Niemniej we wszystkich tych przypadkach własność bodźca jednoznacznie odnosi się do własności 
obiektu na mocy prawa fizyki. Rozumiem przez to przekazywanie informacji o środowisku” (Gibson, 1966, s. 
187).  
67
 Por. Corning (1998), Mainzer (2007: 155-220).  
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znaczenia, o tyle nowe projekty koncentrowały się na tym jak struktura cielesna kształtuje 
postawę podmiotu względem samego siebie i zewnętrznego świata. 
Idee te zaczęły pojawiły się na gruncie samej cybernetyki jako systemowego 
podejścia do ludzkich zdolności poznawczych przede wszystkim dzięki wkładowi 
wspomnianego już Gregory’ego Batesona68. Bateson wyraźnie stwierdza, że informacją w 
działaniu człowieka, jak i każdego złożonego zwierzęcego organizmu, jest ten sygnał 
otoczenia, który staje się bodźcem do konkretnego działania (zarówno praktycznego, jak i 
poznawczego) ze względu na różnicę, jaką stanowi w stosunku do innych bodźców wcześniej 
już odebranych i utrwalonych w działaniu. O informacji w działaniu człowieka można 
powiedzieć, że pojawia się dopiero wtedy, gdy łączy się z różnicą i zmianą w 
dotychczasowych sygnałach, szczególnie z różnicą, jaką sygnały te wywołują w działaniu 
człowieka.  Zarejestrowane anatomicznie i funkcjonalnie różnice są wzorcami i schematami 
interpretacji tego, co nowe i różne w stosunku do uprzednio już przyswojonego; tak 
funkcjonuje percepcja, pamięć, mowa czy myślenie abstrakcyjne.  
Znaczy to, że informacja jest cechą wtórną pewnych, zawsze konkretnych 
własności otoczenia, a nie bytem samoistnym, z jakim człowiek może mieć do czynienia. 
Informacją dla człowieka stają się te sygnały, które przetwarzane są przez niego dzięki 
istniejącym w ciele i w umyśle schematom. Odbywa się to już na poziomie anatomicznym 
układu nerwowego w oparciu o jego wewnętrzną, dynamiczną organizację, która jest nie 
mniej ważna, niż zewnętrzne bodźcowanie. Jak zauważa Szymon Wróbel,  
„wyniki badań neurofizjologicznych ostatnich lat zmieniają nasz sposób widzenia mózgu z poziomu 
automatu odruchowo-warunkowego w kierunku zamkniętego systemu wytwarzającego własne wizje 
świata zewnętrznego. W systemie takim wejście sensoryczne nie jest już wyłącznym dostarczycielem 
                                                          
68 Bateson przedstawił istotę takiego ujęcia informacji z perspektywy ekologicznej i cybernetycznej, pisząc, iż  
„właśnie dlatego, że umysł może czerpać informację jedynie z różnicy, trudno jest przeprowadzić granicę 
między powolną zmianą a stanem niezmiennym. Musi istnieć próg gradientu, poniżej którego gradient jest 
niedostrzegalny. […] Informacja składa się z różnic, które czynią różnicę. […] Mówimy o świecie znaczeń 
takim, którego pewne szczegóły i różnice, duże i małe, zachodzące w pewnych częściach tego świata, znajdują 
reprezentację w relacjach między innymi częściami tego samego stanowiącego całość świata. Zmiana w 
neuronach moich albo waszych musi reprezentować tę właśnie zmianę w lesie, ten upadek tego drzewa. Nie 
zdarzenie fizyczne wszakże, tylko ideę zdarzenia fizycznego. Ale idea nie jest umiejscowiona w czasie ani w 
przestrzeni – może jedynie w idei czasu bądź przestrzeni. […] Dla mnie słowo bodziec denotuje element klasy 
informacji napływającej przez narząd zmysłu. Dla wielu zdaje się ono znaczyć pchnięcie bądź strzał energii’” 
(Bateson, 1996, s. 134-136).  
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informacji, lecz raczej katalizatorem zmian wewnętrznego stanu mózgu. Bodźce zewnętrzne zyskują 
swoją reprezentację przez wpływ, jaki wywierają na zastany stan funkcjonalny mózgu. Kontakt 
organizmu z otoczeniem polega na szukaniu nowych wrażeń zmysłowych poprzez celowe sterowanie 
układem ruchowym. W takim opisie akt percepcji można zrozumieć jako krok na drodze 
samoorganizacji mózgu w procesie poszukiwania kontaktów z otoczeniem, a świadomość jako 
subiektywne doznanie, towarzyszące tej nieustannej aktywności.” (1997: 484).  
Wynika z tego, iż funkcjonowanie informacji w podmiocie ludzkim odznacza się 
wielopoziomowością, jak również wieloaspektowością. Nic nie wskazuje na to, aby tę 
złożoną funkcjonalność można byłoby określić, jak w obliczeniowych teoriach, prostym 
zwrotem „przetwarzanie informacji”. Informacja w działaniu poznawczym i praktycznym 
człowieka nie sprowadza się bowiem tylko do sygnałów otoczenia czy bodźców 
stymulujących ciało, nie jest też sumą tych sygnałów utrwaloną w materiale (np. w ciele, w 
mowie, piśmie, druku, obrazie itp. itd.). Dopiero cały zespół pojedynczych znaczeń 
współtworzy bogactwo sensu kategorii informacji w odniesieniu do człowieka. 
Antyobliczeniowy model poznania zakłada, iż człowiek jako układ informacyjno- 
poznawczy nie jest ani zamknięty, ani niezmienny, ale otwarty i samoorganizujący się. 
Wszystkie teorie ucieleśnionego poznania ukazują organizm jako tzw. aktywnego 
eksplanatora. Jest to pewien system poznawczy będący w aktywnym (nie biernym) stosunku 
do wszelkich bodźców docierających do ciała od otoczenia, rejestrującym zmiany i 
przetwarzający na informacje. Ponadto, akcentują relacje: od ciała do umysłu. Istnieje także 
szereg innych róźnic, które już teraz należy zasygnalizować. O ile w komputacjonizmie 
obowiązującą metaforą umysłu jest komputer, to w poznaniu ucieleśnionym metaforą 
obowiązującą są relacje – sprzężenia strukturalne w środowisku, czyli działania powodujące 
procesy poznawcze. W komputacjonizmie poznanie ma charakter bierny i może być 
zrozumiane poprzez badanie wewnętrznych procesów, zaś w paradygmacie ucieleśnienia 
zrozumienie poznania, które z założenia jest aktywne, możliwe jest jedynie dzięki dokładnej 
analizie wzajemnych zależności między ciałem, umysłem a otoczeniem. Jedną z 
najważniejszych różnic jest podejście do problemu reprezentacji symbolicznej. W 
komputacjonizmie mamy do czynienia z zakodowanymi symbolicznie reprezentacjami, które 
można dekodować dzięki logicznym rozumowaniom. Ucieleśnienie uznaje jedynie 
reprezentacje sensomotorycznej, albo całkowicie odrzuca pojęcie reprezentacji. Nad 
obliczeniowość faworyzuje ukierunkowane działania rozłożone w czasie rzeczywistym. W 
następnym rozdziale przybliżę fenomenologiczne podstawy i okoliczności ukształtowania się 
paradygmatu ucieleśnienia. Postaram się pokazać, jak rewizja idei fenomenologicznych 
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utorowała drogę do tego, by sztuczna inteligencja – dziedzina wirtualnego, odcieleśnionego 
umysłu idealnego dotarła do koncepcji technologicznego ucieleśnienia. 
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IV.1. Fenomenologiczne ugruntowanie: Husserl 
Zalążki rozważań na temat „umysłu ucieleśnionego” czy bardziej ogólnie kategorii 
„ucieleśnienia” odnaleźć można już w badaniach XIX-wiecznych psychologów. Jedne z 
pierwszych wzmianek dotyczących roli rozwoju, percepcji i otoczenia obecne są w pracach 
prekognitywisty Lwa Semjonowicza Wygotskiego (1934: 338-354). Jako psycholog 
rozwojowy podkreślał on funkcje języka w relacji z myśleniem. Filarem koncepcji 
Wygotskiego było pojęcie „najbliższego otoczenia” jako miejsca funkcjonowania i działania 
dorastającej jednostki (ibid.).  
Z kolei William James i Jean Piaget byli pierwszymi myślicielami, którzy w 
swoich koncepcjach wyraźnie zakreślili wątki do dziś obecne i dyskutowane: rolę ciała, 
otoczenie, motoryki czy problem relacji między cielesnością a percepcją.  
Przede wszystkim jednak, ciało i cielesność zostały poddane gruntownej analizie 
przez fenomenologów, przede wszystkim Husserla i  Merlau-Ponty’ego, ale także Sartre’a, 
Levinasa czy Patočkę. Jak już pisałam we Wstępie, zarówno Husserl jak i Merlau-Ponty w 
swoich dyskursach wyznaczają priorytet odnalezieniu ostatecznego ugruntowania poznania w 
nieuprzedzonym oglądzie, pierwszoosobowym, ale obiektywym. 
Rozpocznę od Husserla. Chciałabym tutaj skupić się jedynie na tych ideach 
Husserla, które – w mojej ocenie – najsilniej rezonują wśród teoretyków ucieleśnienia. 
Husserl w Badaniach logicznych (2000: 432-433) podał definicję świadomości, na którą 
składały się trzy sposoby jej rozumienia: 
 - świadomość jako całościowa efektywna fenomenologiczna zawartość empirycznego 
Ja, jako splot przeżyć psychicznych w jedności strumienia świadomości. W tym rozumieniu 
świadomość przedstawiona jest nie jako byt substancjalny, lecz jako strumień przeżyć, a 
zatem proces, który współtworzą przeżycia, splecione w pewną nierozerwalną jedność69. 
- świadomość jako wewnętrzne70 uprzytomnianie sobie własnych przeżyć 
psychicznych. W tym rozumieniu świadomość jest spostrzeżeniem wewnętrznym, którego 
                                                          
69
 Także w Ideach czystej fenomenologii i fenomenologicznej filozofii Husserl pisze o procesie strumienia 
świadomości. Zauważa, iż można go rozpatrywać z dwóch punktów widzenia: w aspekcie podłużnym, 
związanym z czasowością oraz w aspekcie poprzecznym, charakteryzującym się jednoczesnym 
współwystępowaniem elementów, którymi są przeżycia, […] wszystko, cokolwiek z efektywnie budujących go 
(reel) momentów da się znaleźć w tym strumieniu lub w jego konkretnych częściach (1967: 112-113). 
70
 W Ideach Husserl posługuje się już terminami: spostrzeżenia immanentne i transcendentne (ibid.: 118) 
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obiekty stanowią same  przeżycia obecne w świadomości (por. ibid.: 268-269). Spostrzeżenie 
wewnętrzne jest skierowane nie tylko na swój obiekt pierwotny, ale także na siebie samo. 
Husserl pisze, iż  
„każde spostrzeżenie charakteryzuje intencja uchwytywania swego przedmiotu jako obecnego w 
cielesnej samoobecności. Tej intencji odpowiada spostrzeżenie o znakomitej doskonałości, które jest 
adekwatne, jeśli przedmiot w nim samym jest rzeczywiście i w najściślejszym sensie <cieleśnie obecny, 
[…] spostrzeżeniem adekwatnym może być tylko spostrzeżenie wewnętrzne” 
 - świadomość jako zbiorcze oznaczanie wszelkich „aktów psychicznych” albo 
„przeżyć intencjonalnych”. Tu Husserl odnosi się do przedmiotowego odniesienia 
świadomości do jej obiektów. Husserl zakłada, iż świadomość jako przeżycie intencjonalne 
będzie składać się z trzech elementów: materii przeżycia, aktu dowolnego rodzaju oraz 
przedmiotu intencjonalnego. Aktowość polega tutaj na „byciu skierowanym na…”. Jednakże 
postrzeganie przedmiotu w przeżyciu intencjonalnym ma także aspekt nieaktowy – 
postrzegane są bowiem także tło, horyzont przedmiotu ujmowanego w akcie.  
Mając na uwadze to trojakie rozumienie świadomości, poszukiwał praw 
pomostowych, scalających rozum i doświadczenie, które stanowiłyby solidne podstawy 
świata świadomości. Jednak konstytuowanie przedmiotów nie opierało się według niego 
wyłącznie na łączeniu w całość, ujednolicaniu i szeregowaniu danych zmysłowych przez 
aprioryczną świadomość transcendentalną. Istnieje bowiem szczególny typ świadomości, 
będący percepcją źródłową o strukturze przedrefleksyjnej, którego finalnym aktem jest 
tworzenie przedpojęciowych i w tym znaczeniu pasywnych syntez. Według Merleau-
Ponty’ego Husserl przypisywał jednak zbyt dużą wagę mocy konstytutywnej świadomości 
transcendentalnej ujmującej doświadczenie w pojęcia, przez co nadał jej rangę instancji 
objaśniającej świadomość jako strukturalną całość. Z drugiej strony Husserl, zarówno w 
Medytacjach kartezjańskich (1982), jak i w Ideach czystej fenomenologii i fenomenologicznej 
filozofii (1974) pisał, iż ciało odgrywa fundamentalną rolę w procesie poznania Ja i 
konstytucji świata intersubiektywnego, przestrzeni codziennego doświadczenia oraz 
postrzegania rzeczy materialnych. Również w Ding und Raum (1991) przyznaje, że poprzez 
motorykę, kinestezję i percepcję konstytuuje się przestrzeń. Husserl koncentruje się tutaj 
przede wszystkim na opisie opisuje dwojakiego sposobu doświadczania ciała – po pierwsze 
jest ono zewnętrznym, materialnym obiektem (Körper), który może być doświadczany 
zmysłami (1974: 214), po drugie zaś ciałem żywym (Leib). Leib to całe pole wrażeń 
zmysłowych (Empfindungen) i odczuć (Empfindnisse). Nie jest ono już statycznym, 
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zewnętrznym obiektem spostrzeżenia, lecz dynamicznym samoprzejawianiem się w jedności 
doświadczanej w ruchu i percepcji. Fenomen ciała żywego polega na tym, iż jest ono 
składnikiem istoty ego (ibid.: 142) – czyli psychofizycznej jedności a nie czystej struktury 
świadomości, co więcej – wyłania się jako rezultat zastosowania nowej wersji redukcji.  
„[…] rezultatem redukcji jestem ja sam, ujęty jako jedność psychofizyczna, jedność zawierająca Ja 
osobowe, które działa w tym ciele, a za jego pośrednictwem w świecie zewnętrznym, Ja, które tego 
świata doznaje i które w ten sposób, dzięki stałemu doświadczeniu takich jedynych w swoim rodzaju 
[bo wyłączeni moich] egologicznych i  życiowych odniesień, konstytuuje się w ogóle w 
psychofizycznej jedności z posiadającym materialne podłoże żywym ciałem (körperlicher Leib) (1982: 
142-143).” 
Widać tu wyraźnie, że o ile redukcja transcendentalna prowadziła do prezentacji Ja jako 
czystej struktury świadomości, o tyle w wyniku nowej redukcji uzyskujemy psychofizyczne 
Ja, którego nieodzownym elementem jest ciało w świecie. Jest to ciało żywe, dynamiczne i 
percypujące, przede wszystkim za pomocą dotyku. Husserl zauważa, że to nie zmysł wzroku, 
lecz dotyk prowadzi do odkrycia Leib: hyletycznego podłoża świadomości. W połączeniu z 
motoryką ciała jest istotą procesu konstytucji rzeczy materialnej i przestrzenności otoczenia. 
Stanowi ono punkt zerowy (Nullpunkt), punkt odniesienia dla wszystkich oznaczeń 
deiktycznych: tu/ tam, góra/ dół i lewo/prawo71.  
                                                          
71 Ten wątek podejmuje także Roman Ingarden, m.in. w Sporze o istnienie świata (T.2. „Ontologia formalna”, 
Cz. 2: „Świat i świadomość”), który rozważania dotyczące świadomości rozwijał przede wszystkim na gruncie 
antropologicznym, skupiając się na relacji ciała do świadomości, a także relacji świadomości i ciała do świata. 
Ingarden zauważa m.in. to ciało – jako przelot licznych aktów które spełnia podmiot – jest w stanie ukazać stan 
psychiczny danego podmiotu innym podmiotom. Ciało świadczy także o odrębności człowieka w stosunku do 
zewnętrznego świata i zarazem sprawia, że przynależy on do świata (1987: 206). 
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IV.2. Fenomenologiczne ugruntowanie: Merlau-Ponty 
Dla teoretyków ucieleśnienia istotniejszą inspiracją fenomenologiczną okazały się nie prace 
Husserla, lecz Merlau-Ponty’ego. Nie tylko z uwagi na zbudowanie przez niego koncepcji 
działania ciała intencjonalnego, ale także ze względu na jego przychylność wobec łączenia 
filozofii z naukami ścisłymi i ich instrumentarium badawczym.  To Merlau-Ponty podjął 
próbę wykazania niedostateczności ujęcia świadomości zarówno przez Kartezjusza, jak i 
samego Husserla, ujawniając te jej obszary, które wykraczają poza konstytutywną rolę 
świadomości pojęciowej. Zdystansował się przy tym od koncepcji transcendentalnego 
podmiotu oraz pojęcia czystego podmiotu warunkującego pełny sens doświadczenia  przez 
pojęciowe uchwycenie przedmiotu w akcie świadomości. Zakreślenie znaczeń  niedostępnych 
świadomości pojęciowej, choć w bezpośredni sposób dokonujących się na płaszczyźnie 
przeżywającego podmiotu stało się priorytetem analizy egzystencjalnej w Fenomenologii 
percepcji. Zauważmy, że Merlau-Ponty spierał się tu jednocześnie z symbolicznym, 
reprezentacjonistycznym i obliczeniowym podejściem do procesów mentalnych. Pisał: 
„Zadanie refleksji radykalnej, to znaczy takiej, która pragnie zrozumieć samą siebie, polega 
paradoksalnie na odnalezieniu bezrefleksyjnego  doświadczenia świata, by na jej gruncie ująć 
postawę weryfikacji i operacje refleksyjne i by ukazać refleksję, jako jedną z możliwości 
mojego bytu. Co zatem mamy na początku? Otóż nie wielorakość danych wraz z syntetyczną 
apercepcją, która miałaby je ogarniać i przenikać na wskroś, ale pewne pole percepcyjne na 
tle świata. Nic tu nie jest poddane tematyzacji. Ani przedmiot, ani podmiot nie są jeszcze 
ustanowione. (...) Źródłowa percepcja jest doświadczeniem nietetycznym, przedobiektywnym 
i przedświadomym. (...) Z każdego punktu pierwotnego pola wybiegają intencje puste i 
określone; analiza, urzeczywistniając owe intencje, dotrze do tego, co jest przedmiotem dla 
nauki, do wrażenia jako zjawiska prywatnego i do czystego podmiotu, który ustanawia jedno i 
drugie. Ale te trzy człony występują tylko na horyzoncie pierwotnego doświadczenia. Dopiero 
w doświadczeniu rzeczy znajdzie swe ugruntowanie refleksyjny ideał myślenia tetycznego. 
Refleksja zatem chwyta swój pełny sens tylko wtedy, gdy pamięta o bezrefleksyjnym gruncie, 
który z góry zakłada, z którego korzysta i który stanowi dla niej jakby źródłową przeszłość 
(...).”  
Przeciwstawienie umysłowi ciała jako biernego mechanizmu realizującego ukryte 
przed dostępem świadomości cele nie prowadzi na gruncie Fenomenologii percepcji do silnej 
opozycji dwóch odrębnie działających bytów. Akceptacja dualistycznego stanowiska 
prowadziłaby do następującego problemu: skoro zakładamy, że naczelną cechą podmiotu jest 
jego jedność (także identyczność z samym sobą) trudno byłoby uściślić w jakim stosunku są 
do siebie dwie różne substancje: res cogitans i res extensa. Merleau-Ponty odrzuca model 
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kartezjańskiej duszy i ciała, również z tej przyczyny, że przeciwstawienie aktywnej 
działalności umysłu zmechanizowanemu funkcjonowaniu ciała nie jest wystarczającym 
zabiegiem dla wyjaśnienia kompleksu zachowań ciała intencjonalnego. Deprecjacja 
cielesności - jako mechanizmu pozbawionego zdolności do ustanawiania znaczeniowości- w 
ujęciu dualistycznym wiąże się ze zbyt wąskim ujęciem problemu odnoszenia się i 
stanowienia treści o czymś. Dualizm kartezjański uznając ciało za mechaniczną maszynę, 
spełniającą szereg nieświadomych poleceń koniecznych dla zachowania stabilności 
funkcjonalnej organizmu, ogranicza charakterystykę cielesności w ten sposób, że pozbawia ją 
zdolności do aktywnej działalności intencjonalnej. Ta zaś jest cechą charakteryzującą 
wyłącznie umysł. Odwracając kierunek rozumowania od mocnego podziału na to co cielesne i 
na to co duchowe ku stanowisku integracyjnemu, przypisującemu ciału własność pierwotnej 
inteligencji, zdobywamy, zdaniem Merlau-Ponty’ego pozycję unifikującą oba dotychczas 
przeciwstawiane byty. Słusznie więc zauważyć można, że  „przyznanie ciału na mocy jego 
własnej intencjonalności zdolności uczenia się, orientowania w świecie, podważa rozumienie 
świadomości jako władzy pojęć. Świadomość uwikłana w ciele, określona jako ja mogę72, nie 
posiada cybernetycznych cech kartezjańskiego cogito - jasności i przejrzystości, co przekłada 
się na konieczność dalszej modyfikacji zagadnienia relacji ciało-dusza. Ciało intencjonalne to 
res extensa, byt w pełni aktywny i twórczy, dlatego też można mówić o nim jako 
posiadającym pierwotną charakterystykę res cogitans.  
Dla Merlau-Ponty’ego pojęcie przestrzeni zakłada możliwość doświadczania 
ruchu, a samo postrzeganie ma charakter aktywny. Jest intencjonalne, ale składa się również z 
przedsądów. Percepcja zbudowana ze stanów świadomości, pamięci doświadczeń. Znaczy to, 
iż nie ma ani trwałych przedmiotów percepcji niezależnych od asocjacji z nimi związanych, 
ani też ego, które mogłoby się dzięki nim ukonstytuować. To sfera cielesno-doznaniowa 
funduje świadomość. Merlau-Ponty wprowadza podział na schemat ciała (schema corporel) 
oraz ciało własne (corps propre). Schemat ciała to streszczenie naszego cielesnego 
                                                          
72
 Jak w Cielesnej genezie czasu i przestrzeni zauważa Pokropski (2013: 33-34), Merlau-Ponty w Fenomenologii 
percepcji wypracował własną koncepcję redukcji fenomenologicznej, której celem było cielesne doświadczenie 
świata (2001: 11-12). Pokropski  - kontynuując ten wątek – proponuje wersję redukcji, której elem byłoby 
„wydobycie na pierwszy plan z różnorodnego strumienia doświadczeń warstwy, związanej z aktualnym 
działaniem w otoczeniu i jego możliwymi kontynuacjami”. Chodzi tu właśnie o nastawienie ja mogę, którą 
Pokropski nazywa redukcją do działania. Zarzut, jakoby taka redukcja nie była redukcją transcendentalną w 
rozumieniu Husserla odpiera posiłkując się argumentami z uniwersalnej struktury doświadczenia cielesnego. 
Zauważa, iż wielu interpretatorów Husserla (w tym Landgrebe i Zahavi) uważa, że sam Husserl zapoczątkował 
analizę cielesności na poziomie transcendentalnym. Zgadzając się z tą linią interpretacyjną, podkreślałam to 
także w rozdziale IV.1. 
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doświadczenia, które może wyjaśniać i nadawać znaczenie percepcji wewnętrznej oraz 
percepcji (…) siebie w danej chwili (2001: 117) – pozycja ciała, układ kończyn, lokalizacja 
bodźców. Schemat ciała jest więc sensomotoryczną i zmysłową „jednością” ciała – 
„jednością” percepcji i ruchu definiującą aktualny stan podmiotu w świecie. Z pomocą tak 
zdefiniowanej intencjonalności i schematu ciała Merlau-Ponty wyjaśnia fenomen jedności 
jaką ciało współtworzy z przedmiotami, których używa.  
W swych rozważaniach Merlau-Ponty odwołuje się także do osiągnięć znanego 
psychologa-organicysty Kurta Goldsteina, twórcy koncepcji gestaltu. Gestalt to koncepcja 
opisująca zachowanie jednostki w danym środowisku, czyli wzajemne relacje figury i tła, 
które nie były od siebie odseparowane, lecz połączone i współzależne.  Merlau-Ponty, 
wzorując się na tym schemacie, w La structure du comportement (1963) opisał gestalt jako 
strukturę percepcji człowieka, zdolność do bezpośredniego odczuwania rzeczywistości 
(1945). Gestalt stanowi, zdaniem Merlau-Ponty’ego formalną strukturę spajającą to, co 
podmiotowe i to, co przedmiotowe, ciała-podmiotu oraz jego otoczenia i daje  możliwość 
poznania samego doświadczenia egzystencjalnego poprzez wydobywanie znaczeń z samego 
procesu doświadczania oraz nadawanie mu sensu w racjonalnym i twórczym procesie 
symbolizacji.  Relacje sensu tworzą się wskutek wydobywanie z tła zachowań jednostki. Są, 
co istotne, wspólnym rezultatem konstrukcji fizjologicznej, psychofizycznej i umysłowej. Tak 
rozumiana kategoria formy czy też figury może mieć, zdaniem Merlau-Ponty’ego 
zastosowanie zarówno w dziedzinie nieorganicznej, jak i organicznej. 
        Wobec powyższych ustaleń doświadczenie jawi się, jak mawia Merleau-Ponty, 
jako autentyczny dialog zachodzący w relacji podmiotowo-przedmiotowej, co miałoby 
wyrażać aktywne nastawienie podmiotu cielesnego do świata. Pojęcie intencjonalności ulega 
tu zogniskowaniu wokół źródłowej percepcji, jakie dostarcza corps propre. W  
Fenomenologii percepcji, w rozdziale poświęconym przestrzenności ciała własnego i jego 
motoryczności, Merlau-Ponty zauważa, że ono samo może być  ujmowane zarówno jako ciało 
podmiotowe, jak i przedmiotowe,  zaś integracja tych dwóch stosunków prowadzi do jedności 
ciała własnego (ibid.:). Corps propre, moje ciało – jak zauważa Jacek Migasiński – „nie jest 
przedmiotem pośród innych przedmiotów, nie ma w ogóle statusu przedmiotu. Dysponuje 
bowiem szczególnym sposobem obecności: jest w swoim niezdystansowaniu, w swej 
bezpośredniości jakby dla mnie nieobecne, a zarazem jest warunkiem wszelkiej innej 
obecności, warunkiem nie tyle poznawczym, ile <koniecznością metafizyczną> (ibid.: 483)” 
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U podstawy jedności ciała bowiem podwójna interakcja ciała jako obiectum 
postrzeganego oraz subiectum postrzegającego, tak jak w przypadku gdy lewa ręka osoby 
dotyka jej własną prawą dłoń. Doświadczenia dotykania i bycia dotykanym – bycie osobą 
działającą i przyjmującą zarazem od siebie działanie- nie można rozdzielić gdy mówimy o 
całości tego przeżycia, w przeciwieństwie do podziału mającego miejsce wówczas, 
gdy zdystansowaniu ulega podmiot poznający do obiektu poznawanego w trakcie procesu 
poznawczego. Na tej podstawie ciało nie przyjmuje takiej samej charakterystyki jak inne 
obiekty fizyczne. Nie wszystkie obiekty fizyczne są bowiem zdolne do odbierania i 
interpretowania bodźców dochodzących z własnego ciała. Percepcja jest przez Merlau-
Ponty’ego traktowana nie jako jakiś rodzaj myślenia o przedmiocie poznania czy jako 
operacja konstytuowania przedmiotu, lecz jako nasza „przynależność”, przyleganie do rzeczy, 
jako organizujące się „zgodnie z wymogami naturalnego procesu życiowego nakładanie się 
na siebie różnych pól zmysłowych” (ibid.: 482).  
Wracając jednak do wątku głównego: może wydawać się zadziwiające, prima 
facie, że Merleau-Ponty skłania się ku ujęciu aktywnej roli ciała jako jednostki nie tylko już 
nadającej sensy, lecz również konstytuującej wiedzę o świecie w sposób przedreflesyjny. W 
jaki jednak sposób ciało miałoby pojmować w odrębności od pojmowania intelektualnego, a 
także interpretować samo siebie oraz przedmioty wchodzące z nim w interakcje? Czy 
używanie powyższych pojęć jest rzeczywiście uzasadnione w stosunku do ciała, któremu 
zostało przyporządkowane pierwszeństwo oglądu świata na drodze niepropozycjonalnej? By 
odpowiedzieć na postawione powyżej pytania spróbuję przyjrzeć się ciału w 
działaniu, przytaczając przypadki, gdy ciało zachowuje się w sposób automatyczny lub jest 
podmiotem twórczym. 
  Motoryka cielesności stanowi przykład usytuowania podmiotu cielesnego wobec 
świata. Jego istota nie polega na wypełnianiu odgórnie sporządzonego pojęciowego planu 
ruchu, lecz na aktywnym działaniu ciała na bieżąco partycypującego w świecie. 
Egzemplifikacją omawianego zagadnienia jest nauka kroku tanecznego, która podług 
Merleau-Ponty’ego zasadza się na pierwotnym związku ciała będącego w ruchu z systemem 
wykonywanych kroków, nie zaś na translacji przyswojonego pojęciowo układu ruchów na 
ruch konkretny. Zanim Ja świadomości rozplanuje siatkę pojęciową noematu musi zwrócić 
się ku ciału własnemu, które jest warunkiem podmiotowym i przedmiotowym doświadczenia. 
Ruch własny można określić jako bezpośredni i  przedrefleksyjny sposób dotarcia do świata, 
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a także jako fundament usytuowania podmiotu w czasie i przestrzeni, gdyż każda faza ruchu 
jest w pełni ze sobą związana funkcjonalnie pod względem jego przebiegu w przestrzeni i 
trwania w czasie. Wraz z motoryką ciała, jak sądzi Merleau-Ponty, tworzy się wtórna 
reprezentacja idei czasu i przestrzeni mających status intelligibilny. Warstwa znaczeń 
aktywizowana przez ciało znajduje swe dopełnienie w akcie ujęcia pojęciowego, podczas 
którego na bazie przeżycia cielesnego tworzone są sądy o strukturze językowej i logicznej. 
Właśnie wobec takiego ułożenia gradacji struktury poznania nie jest możliwa, według 
Merleau-Ponty'ego, odrębność aktu nadawania sensu przez świadomość od pierwotnej 
intencjonalności ciała własnego. Oba omawiane źródła poznania tworzą funkcjonalną całość i 
nie można wyodrębnić jednego z tych członów i przypisać mu własności odrębnych od 
całości. Dzięki jedności obu struktur możliwy jest też pełny sens doświadczenia. Nadawanie 
znaczenia przy współpracy z ciałem w sposób najbardziej klarowny ma miejsce w przypadku 
pacjenta, który nie jest w stanie wykonać ruchu bez uprzednich ruchów naprowadzających. 
Szereg ruchów przygotowawczych nakierunkowują chorego na poprawne wykonanie 
komendy motorycznej, pomagają mu określić pozycję ciała własnego, a nawet warunkują 
rozpoznanie kształtu przedmiotu lub przynajmniej bodźca dotykowego z jakim wchodzi w 
styczność. Ujawnia się w tym przypadku sensotwórcza rola języka, ponieważ aktom 
motorycznym towarzyszy sylabizowanie cech przedmiotu, które umożliwia w takich 
sytuacjach patologicznych – niepozwalających na standardowe funkcjonowanie naszej 
cielesności – wydedukować dany kształt czy inne jakości przedmiotów. Dopiero przy 
wykorzystaniu takiego towarzyszącego repertuaru behawioralnego chory może posłużyć się 
swoim ciałem jako aparatem poznawczym gwarantującym stabilne i efektywne wykonanie 
poleceń motorycznych. Tego typu badania zachowań w przypadkach niestandardowych 
dostarczają bazy opisowej działania odbiegającego od norm poprawności. Opis ten wraz z 
porównaniem do sytuacji motorycznej osoby zdrowej stawia sobie za cel dotarcie do tych 
struktur, które jako zaburzone wpływają ujemnie na komunikację ciała z otoczeniem. Dodam, 
że osoba z omawianego przypadku rozumie intelektualnie znaczenie polecenia, ma jednak 
problemy z jego translacją na znaczenie motoryczne. Dodatkowo posiada ona świadomość 
ruchu i potrafi wykonywać bezbłędnie ruchy konkretne związane z wykonywaniem szeregu 
prac manualnych, które uwewnętrzniła na drodze wielokrotnego ich powtarzania (np. 
bezproblemowe wykonywanie prac manualnych związanych z historią zawodową pacjenta). 
Problem pojawia się wówczas gdy jest proszona o wykonanie ruchu wyimaginowanego, a 
więc takiego, który polega na zdystansowaniu się do tła przedmiotów konkretnych i próbie 
ponownego jego zinterpretowania bez ograniczenia się do aktualnej sytuacji. Trudno jej 
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będzie na przykład zrealizować zadanie motoryczne polegające na świadomym wyobrażeniu 
sobie i przedstawieniu jazdy rowerzysty, jeśli nie będzie mogła użyć roweru, pomimo tego, że 
świetnie poradzi sobie z samą jazdą na rowerze. Posługując się terminologią zaczerpniętą z 
Fenomenologii percepcji projekcja jest właśnie tą funkcją, która jest odpowiedzialna za 
zaistnienie ruchu abstrakcyjnego i polega na twórczym konstruowaniu systemu znaczeń, nie 
zaś na biernym powtarzaniu schematycznego ciągu poleceń uprzednio przyswojonym na 
drodze nawykowej powtarzalności.  
Oprócz modelu świata, w którym aktualizuje się działanie konkretne, istnieje 
także świat, który podmiot tematyzuje i twórczo określa wprowadzając nowy wymiar znaczeń 
i wpływa przez to na status ontologiczny obiektów intencjonalnych. Przedmioty spostrzeżeń 
są w istocie dane przedpodmiotowo: podmiot zastaje świat, lecz również – według Merleau-
Ponty’ego – posiada świat w przeżywaniu, „świat milcząco obecny”, który realizuje się już 
poprzez ciało – nie zaś przez czyste akty świadomości w sensie kartezjańskiego Cogito – 
wnosząc własny system znaczeń. Łączność ze światem gwarantuje nasza zdolność do jego 
uchwytywania za pomocą wielokrotnie przywoływanej już intencjonalności. Zwracanie się ku 
światu, przedrefleksyjne przyjmowanie nastawienia na przedmioty, a także wykraczanie poza 
sferę faktualną w płaszczyznę tego co wyłącznie możliwe określane jest w Fenomenologii 
percepcji jako łuk intencjonalny, którego rolę w swoich rozważaniach niejednokrotnie 
podkreślał Dreyfus. Jego zadaniem jest również wprowadzenie syntezy treści pochodzących 
od różnych modalności poznawczych, zmysłów i intelektu, projektowanie przyszłości i 
przeszłości, środowiska społecznego, kwestii moralnych, ideologicznych. Pozwala on na 
formowania się znaczeń już na poziomie odnoszącego się do świata ciała żywego, ich 
interpretacji oraz ciągłej otwartości do nabywania nowych struktur znaczeniowych. Ilustracją 
tego zagadnienia jest przyswajanie nawyku motorycznego, w którym dochodzi do 
reorganizacji aktualnego schematu cielesnego, w konsekwencji zaś do przedłużenia 
intencjonalności cielesnej wraz ze zwiększeniem pola doświadczenia. Rozszerzenie zasięgu 
intencjonalności ciała polega na włączeniu w obręb cielesności obiektów, które towarzyszą na 
codzień ciału i odnosi się między innymi do takich przypadków jak prowadzenie samochodu, 
czy posługiwanie się laską przez osobę niewidomą. Używanie tych przedmiotów dokonuje się 
bezpośrednio bez dokonywania pojęciowej rekonstrukcji, czy wizualizacji owych obiektów z 
poświęceniem uwagi na ich rozmiary przestrzenne.  
Naszkicowane powyżej wybrane przykłady podkreślają, że nabywanie wiedzy o 
świecie inicjowane jest u podstaw intencjonalnego ciała. Przyswajanie nawyków 
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motorycznych jest przy tym kolejnym sposobem przejawiania się i posiadania świata przez 
ciało fenomenalne oraz nie jest możliwe wyłącznie na drodze pojęciowego zrozumienia 
poszczególnego składowego elementu ruchu i wtórnej rekonstrukcji. Świadomie kształtowane 
gesty i inne akty osobowe mogą  jednak zostać włączone w obręb schematu ciała i w taki 
sposób utrwalone.  
Podsumowując, poznanie dyskursywne to zwieńczenie działalności podmiotu 
cielesnego. Przeżywanie świata przez ciało warunkuje pierwotne nadawanie sensu temu z 
czym wchodzi w kontakt, wprowadza w świat indywidualne, a więc autorskie struktury 
znaczące. Dopiero zapytanie o podstawę doświadczenia, zwrot ku temu co przeżywane 
prowadzi do ukształtowania pełnego doświadczenia, mającego w ostateczności  formę 
pojęciową i w ten właśnie sposób na drodze komunikacji językowej zyskującą postać 
intersubiektywną. Wrażenie jest tym produktem sensorycznym, które nakierowuje na 
efektywne działanie zmysłów wycinkowo obejmujących świat ze względu na ich 
jednostronną i w tym znaczeniu ograniczoną funkcjonalność, lecz również stanowi 
płaszczyznę odniesienia dla ujęcia kategoryzującego dokonywanego przez funkcje 
cielesności.  
Wnioski Merlau-Ponty’ego stanowią bezsprzecznie inspirację dla całego 
paradygmatu ucieleśnienia, który postanowił odwrócić kognitywistykę „do góry nogami” i 
zacząć budować ją od nowa, wedle zupełnie innych założeń. Już teraz zaznaczę, że w 
pierwszych fazach ruchu nastąpiło pewne odwrócenie od technologii, która – choć nadal 
stanowiła kontekst dla rozwoju wiedzy o umyśle i świadomości – nie była już uważana za 
właściwy fundament. W samej ucieleśnionej robotyce nastąpił zresztą zwrot ku podglądaniu i 
naśladowaniu natury, co poskutkowało reorientacją ze sztucznej inteligencji (AI) ku 
sztucznemu życiu. W kolejnych trzech rozdziałach i w zgodzie ze stwierdzeniem Edelmana 
(1992), iż „nie wystarczy powiedzieć, że umysł jest ucieleśniony; trzeba jeszcze powiedzieć 
jak”, naszkicuję kierunki rozwój paradygmatu ucieleśnienia w obszarze językoznawstwa, 
filozofii umysłu i kognitywistyki73 
                                                          
73 Pomijam słabe formy stanowisk związanych z ucieleśnieniem, czyli tzw. ucieleśnienie minimalne 
(reprezentacja ciała w mózgu),  reprezentowane m.in. przez A. Goldman, F. De Vignemont, w którym ciało jest 
ważne w procesie poznania, ale jego rola zostaje zredukowana do neuronalnych reprezentacji w mózgu,  a także 
ucieleśnienie biologiczne, w uznaje się, iż którym budowa i zdolności sensomotoryczne organizmu mają wpływ 
na proces poznania, głównie w wymiarze percepcyjnym. 
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Należy jednak już teraz wspomnieć, iż konstrukcja bogatego wewnętrznego modelu w efekcie 
może prowadzić do tzw. radykalnego interakcjonizmu. Jako że jesteśmy ucieleśnieni, 
funkcjonujemy w nieustannym strumieniu bodźców. Zmusza to podmiot do nieustannych 
działań poznawczych. W konsekwencji struktura poznawcza podmiotu od dowolnej formie 
tworzy przyczynowo związane sieci zależności między sytuacjami zachodzącymi i mogącymi 
zajść z udziałem określonych obiektów w zmieniających się warunkach zewnętrznych. Jako 
przykład podajmy subtelny i wyrafinowany taniec, który jest bardzo trudny do zdefiniowania 
w kategoriach wewnętrznych reprezentacji. Ten problem, poza Merlau-Pontym, zauważał i 
sygnalizował zresztą także Dreyfus. 
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IV. 3. Ucieleśniona semantyka 
Droga do ucieleśnienia wiedzie przez język, jakkolwiek wielu teoretyków ucieleśnienia, 
zwłaszcza enaktywistów, starało się uciec od wszelkich symbolicznych reprezentacji. 
Ucieleśniona semantyka, która bywa określana szerzej mianem językoznawstwa 
kognitywnego, stanowi niezwykle istotną inspirację dla współczesnych kierunków rozwoju 
sztucznej inteligencji.  Rozwój paradygmatu kognitywistycznego w językoznawstwie, który 
stanowił reakcję na kultywowaną przez generatywizm immanentną teorię metafor 
pojęciowych (por. Kiklewicz 2006: 217), traktującą  metafory jako zakłócenia reguł selekcji 
wyrazów, niezaprzeczalnie był skorelowany z dynamicznym rozwojem systemów sztucznej 
inteligencji. Można nawet pokusić się o stwierdzenie, iż argumenty jej pionierów – Lakoffa i 
Johnsona przedstawione w Filozofii w ciele są jednym z filarów programów badawczych, 
które mają na celu zbudowanie humanoidalnych maszyn.  
W centrum myślenia językoznawców-kognitywistów są dwie kategorie: „ciało” i 
„metafora”.  Ucieleśniona semantyka zakłada, iż ciało jest osnową wszystkich przedmiotów 
i w stosunku do świata postrzeganego ogólnym narzędziem mojego jego zrozumienia.  
Czerpie ona również obficie z fenomenologii Merlau-Ponty’ego.  
To Merlau-Ponty zauważył jako pierwszy, iż terminy odnoszące się do 
motoryki cielesności, takie jak ruch w górę i dół wzbogacone o warstwę symboliczną 
mogą znaleźć w praktyce języka potocznego odzwierciedlenie w oznaczaniu naszego 
uduchowienia, samopoczucia, czy opinii wartościującej. Ciało wobec tego wyznacza 
orientację przestrzeni włączając w to świadomość pojęciową i językową. Świadomość 
kartezjańskiego cogito nie ujmuje przestrzeni w ramy pojęciowe przed doświadczeniem 
przestrzeni przez ciało, a przesądza o tym zjawisko ciała intencjonalnego, które 
wprowadza substancję myślącą w świat, wyrażając się metaforycznie: oswaja poprzez 
swoją obecność dzikość i odmienność świata danego w pierwotnym kontakcie. Ciało 
wpisuje nas tym samym w daną, konkretną sytuację, otwiera nam jej horyzonty i aktywnie 
współpracuje w uobecnianiu świata. Może ono działać twórczo lub tylko odruchowo, 
doznawać i być doznawane.  
Ucieleśniona semantyka podejmuje wątek relacji cielesności do konceptualizacji 
świata w języku. Ronald Langacker, pionier tego nurtu, zakładał, iż te same struktury 
neuronalne i mechanizmy obliczeniowe obecne są zarówno w percepcji, jak i procesach 
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„wyższych” oraz że niektóre procesy tradycyjnie uważane za cielesne nie dają się łatwo 
oddzielić od tych uważanych za typowo umysłowe i mają na te ostatnie znaczący wpływ (np. 
metaforyczne sformułowanie „chwyciłem aluzję” bazuje na naszym doświadczeniu chwytania 
materialnych przedmiotów). Koncepcja Langackera (1987, 1991a, 1991 b) zainspirowała 
przede wszystkim Marka Johnsona i George’a Lakoffa – twórców idei metafory 
konceptualnej.  Metafora jako konstrukt intelektualny wywodzi się z tradycji retorycznej 
sięgającej korzeniami czasów Arystotelesa, który w Poetyce stworzył jej najstarszą definicję: 
„przeniesienie” nazwy jednej rzeczy na inną. Zgodnie z tą definicją metafora pełni przede 
wszystkim funkcję substytucyjną zastępując inne, niemetaforyczne wyrażenie. Konsekwencją 
takiego ujęcia przenośni było traktowanie jej jako ozdobnika literackiego, a gdy występowała 
w tekście nieartystycznym - jako dewiacji językowej, odchylenia od normy. Metafora 
konceptualna zakłada, iż to, co wydaje nam się finalnym efektem działań językowych, jest w 
rzeczywistości jego głęboką strukturą. Metafora wskazuje na formalną strukturę ciała-
podmiotu. Ludzkie doświadczenie poznawcze Lakoff i Johnson określają jako ucieleśnione, z 
góry całościowe, a jednocześnie przenikające.  
Teoria metafor pojęciowych (zwana również koncepcją odwzorowań 
metaforycznych i metonimicznych; idealized cognitive models, ICM)  traktuje metaforę w 
zupełnie innych sposób. Wpisuje się ona w szerszy nurt idealizacyjnych modeli poznawczych  
wypracowanych przez współczesnych kognitywistów. Poszczególne ICM definiowane są 
jako struktury pojęciowe, które organizują doświadczenie i wiedze podmiotu (strukturyzując 
przestrzenie umysłowe) oraz stanowią tło pojęciowe (lecz nie językowe), w odniesieniu do 
którego dany element interpretuje się jako aspekt bądź fragment pewnej założonej całości. 
Zasadniczo wyróżnia się dwa rodzaje modeli poznawczych: gestalty, czyli ogólne kategorie 
„strukturalizacji myślenia, postrzegania, emocji, poznania, działalności motorycznej i języka 
(Lakoff 1977), które stanowią strukturę pierwotną względem składających się na nie 
elementów zależnych jest od tej struktury oraz konstrukcje, które składają się z wzajemnie od 
siebie niezależnych jednostek znaczących, a ich połączenie daje całość, czyli sumę znaczeń 
poszczególnych elementów. 
W końcu XX wieku pojawił się w językoznawstwie nowy paradygmat 
postmodernistyczny. Uwaga badaczy została skierowana na realizację systemów znakowych, 
a także czynniki społeczne i prakseologiczne warunkujące funkcjonowanie tychże systemów.  
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Semantyka kognitywna, reprezentowana m.in. przez Langackera, Lakoffa i 
Johnsona czy Fauconniera, stanowczo odcięła się od pojmowania metafory jako zjawiska 
syntagmatycznego, uznając jej centralne miejsce jako właściwości języka, sposobu 
kodowania informacji o świecie. Powróciła tym samym do psychologizmu, popularnego w 
amerykańskiej antropologii przełomu XIX i XX wieku (E. Sapir, B. Whorf) oraz 
neohumboldtyzmu początków XX wieku (L. Weisberger, J. Trier). Wspólcześni kognitywiści 
odświeżają ten nurt powołując się na psychologię poznania, która traktuje metaforę i 
metonimię jako zasadnicze formy zachowania informacji w postaci „ramek” (frames – 
Minsky 1984).  
W kognitywistycznym modelu języka metafora uważana jest za wirtualny gestalt 
semantyczny. Tę, ewidentnie nawiązującą do koncepcji Merlau-Ponty’ego i Goldsteina ideę 
wprowadził właśnie Langacker. W swoich dociekaniach skupił się on na badaniach źródeł 
znaczenia wyrażeń języka potocznego. Zdefiniował semantykę jako dziedzinę 
encyklopedyczną (a nie syntaktyczną, jak chciał Chomsky), czyli taką, której cechy da się 
jedynie wyliczać, a nie generować. Proponował całkowite wyeliminowanie generatywności i 
zastąpienie jej strukturą płaską (jednostek semantycznych, fonologicznych i symbolicznych). 
Co więcej, twierdził (1995), iż leksykon, morfologia i składnia tworzą kontinuum, co oznacza 
iż dają się adekwatnie opisać w kategoriach jednostek leksykalnych. Gramatyka kognitywna 
w ujęciu Langackera odrzuca „puste kategorie”, filtry i symbole ukryte. Zamiast tego 
proponuje kodowanie pojęć przestrzennych i rozszerzanie ich obecności na inne pola 
pojęciowe (metafory, metonimie). Postulowane przez gramatykę schematy mają 
odzwierciedlać tylko to, co się pojawia na powierzchni, tzn. w rzeczywistości. Strukturalnie 
system językowy Langackera przypomina zatem bazę danych, której odzwierciedleniem 
może być na przykład interaktywna narracja po interfejsie komputera.  
Zarówno Langacker, jak i Lakoff z Johnsonem, którzy swoje badania 
językoznawcze rozpoczeli później, koncentrowali się na modelowaniu świadomych i 
abstrakcyjnych procesów myślowych, przede wszystkim zaś samoświadomości 
(metacognition). Świadomość to jeden z kluczowych problemów, z którymi boryka się 
kognitywistyka. Lakoff i Johnson rozumieją ją jako zdolność syntezy i myślenia o własnym 
myśleniu. Lakoff i Johnson, mimo iż nie współpracowali bezpośrednio z Langackerem, w 
tym samym czasie rozwijali teorię bardzo bliską Langackerowskiej semantyce. W swoich 
badaniach skupili się jednak na metaforach konwencjonalnych (katachrezach), które należą 
do podstawowych środków nominatywnych języków naturalnych (Kiklewicz ibid.: 219). 
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Lakoff i Johnson zbudowali koncepcję metafory konceptualnej, której nie należy mylić z 
metaforą językową. Metafora konceptualna zakładała, iż to, co wydaje się finalnym efektem 
działań językowych, jest w rzeczywistości jego pierwotną strukturą.  
W 1987 roku Lakoff rozróżnił cztery typy reprezentacji wiedzy: propozycjonalny 
(eksplikacja elementów), obrazowo-schematyczny (oparty na wyobrażeniach przestrzennych), 
metaforyczny (rzutowanie propozycjonalnych modeli) oraz metonimiczny (wykorzystanie 
jednego elementu modelu w konceptualizacji całości). Wprowadził także koncepcję "domen 
pojęciowych": metafory pojęciowe powstają jako skutek systematycznego powiązania dwóch 
różnych domen pojęciowych, z których jedna (X) funkcjonuje jako domena docelowa, zaś 
druga jako domena źródłowa (Y) metaforycznego rzutowania. W ten sposób X rozumiana jest 
jako Y, co czyni domenę pojęciową dostępną poznawczo, poprzez odwołanie się do innego 
obszaru doświadczenia. Właściwa projekcja metaforyczna zachodzi na płaszczyźnie 
pojęciowej pomiędzy dwiema domenami pojęciowymi i znajduje swój wyraz w języku w 
różnych konwencjonalnych zwrotach. Przy czym naczelna teza tej teorii głosi, że 
abstrakcyjne domeny docelowe (X) są z reguły łączone z konkretniejszymi i poznawalnymi 
zmysłowo domenami źródłowymi (Y): Według Lakoffa i Johnsona metafory wyłaniają się z 
naszych jasno określonych i konkretnych doświadczeń, pozwalając nam tworzyć pojęcia tak 
abstrakcyjne i złożone jak argumentowanie. 
Metodologia kognitywnej teorii metafory polega na „rekonstrukcji” metafor 
pojęciowych z dostępnego materiału językowego. Posłużmy się tutaj słynnym przykładem 
„czas to pieniądz”: Tracisz mój czas, To urządzenie zaoszczędzi ci wiele godzin, Ta przebita 
opona kosztowała mnie godzinę, Zainwestowałem w nią dużo czasu, Nie mam czasu do 
stracenia, Zaczyna brakować ci czasu, Musisz oszczędzać czas, Odłóż trochę czasu na grę w 
ping ponga. Na tym przykładzie widać wyraźnie, że gestalty kognitywne pełnią funkcję 
subordynacyjną, ponieważ uporządkowują materiał językowy, wprowadzając do semantyki 
parametr motywacyjny (Tabakowska 2001:30). 
Jest to wprawdzie reguła, która nie wykluczała wyjątków i była traktowana przez 
swoich twórców jako pewna tendencja lub preferencja do pojmowania pojęć mniej 
konkretnych za pomocą pojęć bardziej konkretnych, ale wzbudziła wśród językoznawców i 
filozofów duże kontrowersje.  Jedną z cech teorii kognitywnej, w odróżnieniu od innych teorii 
metafory, jest nieodwracalna relacja elementów X i Y – projekcja metaforyczna ma tylko 
jeden kierunek. Jedna z uczennic Lakoffa, Eve Sweetser pisze o tym tak: „Rzutowania są 
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jednokierunkowe: doświadczenie fizyczne jest źródłem słownictwa dla opisu naszych stanów 
psychologicznych, ale nie na odwrót. Problem jednokierunkowości projekcji metaforycznych 
(„czas to pieniądz” - „pieniądz to czas?”) okazał się dla Lakoffa i Johnsona bardzo trudny. 
Znanych jest  bowiem wiele przypadków konwersji domeny źródłowej i celowej. Aleksander 
Kiklewicz (ibid.: 267) podaje przykład metafory konceptualnej „rozmowa/komunikacja to 
wojna” („wytoczył argumenty”, „starli się na argumenty”) oraz „wojna to 
rozmowa/komunikacja” („wróg odpowiedział strzałami”, „działa milczały”).  Wobec 
wszystkich kontrargumentów, których nie udało się obalić, „teza o jednokierunkowości” 
porzucona w ujęciu metafory kognitywnej w teorii amalgamacji pojęciowej (conceptual 
blending), gdzie obok typowych przypadków jednokierunkowego rzutowania (nazywanych 
single-scope blends) omawia się wiele innych, w których kierunkowość ta jest wyraźnie 
mniej zarysowana bądź nieobecna (n.p. double-scope blends). 
W roku 1980 Lakoff wraz z Johnsonem opublikowali pierwsze wydanie swojej 
książki Metafory w naszym życiu, stawiając metaforę w centrum międzyludzkiej komunikacji, 
odrzucając tym samym generatywistyczne teorie Noama Chomskiego oraz językoznawczy 
strukturalizm. Zarówno Langacker, jak i Lakoff i Johnson, odrzucili teorie oparte na logikach 
modalnych i intensjonalnych (Kripke), które zakładały „obiektywistyczną” koncepcję 
semantyki zarzucając im brak psychologizmu (Johnson 1987: X). Jednocześnie, sprzeciwili 
się ujmowaniu subiektywizmu jako podstawowego kontekstu motywacyjnego wyrażeń 
językowych, a zwłaszcza metafor (Lakoff/Johnson 1980: 188). Wskazywali, iż wszystkie 
konstrukcje językowe człowieka są uwarunkowane jego senso-motorycznymi zdolnościami 
percepcji. Tym samym, metafora konceptualna odwoływała się do formalnej struktury ciała-
podmiotu, umiejscawiając wszystkie ludzkie działania w języku, język zaś – w ciele. Lackoff 
i Johnson wprowadzili zatem na jej potrzeby osobą kategorię ucieleśnienia, podkreślając, iż 
doświadczenia cielesne są najbardziej istotne  przy konceptualizacji uczuć. Jak wykazała I. 
Nowakowska-Kempna (2000: 25) w procesach komunikacji wizualnej około 55% informacji 
dostarczają doświadczenia cielesne, zaś komunikaty językowe jedynie 8%, a zatem wiedza o 
wyglądzie ciała stanowi najistotniejszy czynnik modelowania kognitywnego stanów 
emocjonalnych. 
Przyjrzyjmy się temu, jak „pracuje” metoda Lakoffa i Johnsona na przykładzie 
frazeologii związanej z atrakcyjnością seksualną (fizyczną) oraz obrazów metafor 
konceptualnych, które się z niej wyłaniają. W języku polskim do synonimów przymiotnika 
„atrakcyjny” zaliczamy m.in. przymiotniki: „przystojny”, „interesujący”, „pociągający”, 
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„zgrabny”, „wyglądający korzystnie”, a także „piękny”, „ładny”, „niebrzydki”, „estetyczny”, 
„kształtny”, „cudny”, „cudowny”, „pociągający”, „interesujący”, „zgrabny”, „(prze)śliczny”, 
„uroczy”, „urokliwy”, „zdumiewający”, „zachwycający” , „podniecający”, (pot.) „seksowny”. 
Synonimy nie dają jednak szansy wypracowania schematów konceptualnych, które mogłyby 
odnieść pojęcie atrakcyjności seksualnej do podstawowego, cielesnego doświadczenia 
człowieka. Warto zatem przeanalizować frazeologię związanej z atrakcyjnością: (cd. następna 
strona) 
SCHEMAT PRZYKŁAD 
OBIEKT ATRAKCYJNY 
TO  POKARM 
„ciastko”, „ciachon”,„smaczny”, „słodki”, „słodziak”, „precel”, „do schrupania”, „mięcho” 
OBIEKT TO OFIARA „chcę Cie mieć”, „musisz być mój/moja”, „chcę Cię posiąść”, „wziąć (kogoś)”, „udało się ją/go 
schwytać/ złapać”, 
OBIEKT TO KAT „dręczy mnie”, „nie mogę przestać o nim/niej myśleć”, „męka”, „(słodka) udręka”, „nie mogę się (mu) 
oprzeć”, „robi ze mną co chce”. 
OBIEKT ATRAKCYJNY 
TO CEL 
pociągać , przyciągać, podniecać 
OBIEKT ATRAKCYJNY 
TO ZAGROŻENIE 
uderzać do głowy, otumaniać, opętać, namieszać w głowie, zakręcić (kogoś”) 
OBIEKT ATRAKCYJNY 
TO  PRZEDMIOT 
„towar”, „sztuka”, „szprycha”, 
OBIEKT TO TAJEMNICA „nie mogę jej/jego rozszyfrować”, „jest nieodgadniony”, „jest w nim coś takiego, co trudno opisać 
słowami” 
 
W publikowanej w 1999 roku Philosophy in the flesh Lakoff i Johnson przeanalizowali także 
metafory dotyczące moralności.  Zdaniem Lakoffa i Johnsona kryteria oceny moralnej 
odnoszą się w pierwszym rzędzie do zagadnień, które wpływają na nasze zdrowie fizyczne i 
psychiczne. Zasadniczo można sprowadzić do kilku prostych zdań: „Lepiej być zdrowym niż 
chorym”, „lepsza jest woda, pożywienie i powietrze czyste niż skażone”,  „Lepiej być silnym 
niż słabym”,  „Lepiej jest decydować samemu za siebie (być wolnym) niż być uzależnionym 
od cudzych decyzji (być zniewolonym)”, „Lepiej posiadać zasoby, które pozwalają na 
niezależność, niż być na łasce innych”, „Lepiej jest czuć się bezpiecznie niż żyć w 
zagrożeniu”,  „Lepiej być częścią grupy i wzajemnie się o siebie troszczyć, niż być 
izolowanym czy zaniedbywanym”. Lakoff i Johnson twierdzili, iż powyższe zasady są 
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wspólne dla wszystkich ludzi, niezależnie od kultury. Według nich moralność była efektem 
działania neuronów lustrzanych74, pozwalających na uczenie się poprzez mimesis.   
Ten specyficznie pojęty uniwersalizm Lakoffa i Johnsona był wielokrotnie 
kwestionowany. Powyższy przykład metafor atrakcyjności seksualnej nie wyczerpuje 
wszystkich możliwych metafor konceptualnych pociągu seksualnego bądź atrakcyjności 
fizycznej.  Jednakże, nawet jeśli ograniczymy się do powyższej, krótkiej tabeli, naszą uwagę 
może przykuć fakt, iż nawet na tak krótkiej liście można znaleźć metafory, które stoją ze sobą 
w sprzeczności (kat/ofiara), a także takie, których znaczenia nie mają ze sobą nic wspólnego 
(przedmiot/ zagrożenie). Również w kontekście ucieleśnienia i podstawowych własności 
sensomotorycznych ciała mamy tu do czynienia z obrazem celu (kierunek: „do”) oraz 
zagrożenia (kierunek: „od”). Mamy tu do czynienia z synonimią metafor konceptualnych, 
która polega na reprezentacji tej samej domeny celowej za pomocą wielu domen źródłowych 
(prezentacji w dużej liczbie wyraźeń idiomatycznych). Co więcej, w języku angielskim 
odnajdujemy zupełnie inne metafory, które również odnoszą się do określeń językowych 
sygnalizujących atrakcyjność seksualną. Kilka z nich (tj. turn me on, spin me around lub 
drive me crazy). Z pewnością odwołuje się do nieobecnej w języku polskim metafory obiektu 
(atrakcyjnego) jako maszyny. Problem stanowi jednak tak duże nagromadzenie projekcji 
metaforycznych, na podstawie których niezwykle trudno wywieść pojęcie atrakcyjności. 
Choćby z tego powodu teza o uniwersalności może budzić zasadne wątpliwości.  
Kolejnym, kluczowym problemem teorii Lakoffa i Johnsona jest koncepcja motywacji 
(Tabakowska 2001: 30), czyli przyporządkowanie każdej formie języka pewnej funkcji 
psychicznej (emocjonalnej lub mentalnej). Zdaniem Tabakowskiej, znaczenie znaków 
językowych nie zawsze pokrywa się  z wywoływanymi przez nie efektami psychologicznymi, 
                                                          
74 Neurony lustrzane to grupy komórek nerwowych, które uaktywniają się podczas wykonywania pewnej 
czynności lub obserwowania jej u innych osobników. Neurony lustrzane odkryto w mózgu małp (szympansów, 
makaków). Podejrzewa się, że dzięki nim osobnik na widok pewnej czynności jest w stanie niemal natychmiast 
odgadnąć intencje innego osobnika nie tylko tego samego gatunku. Do dziś nie jest udowodnione, że istnieją u 
człowieka, co stanowi poważny zarzut wobec teorii Lakoffa i Johnsona, umocowującej teorię moralności na 
działaniu neuronów lustrzanych. Jeśli ich istnienie u człowieka zostanie potwierdzone, to  prawdopodobnie 
odpowiadają za zdolność do rozpoznawania cudzych emocji i intencji wyrażanych niewerbalnie, czyli empatię 
oraz współczucie. Neurony lustrzane reagują zarówno, kiedy podmiot wykonuje konkretną czynność ruchową, 
jak i gdy wyobraża sobie, że ją podejmuje na podstawie obserwacji tego samego zorientowanego na cel 
działania, podejmowane przez inną jednostkę. Tworzą w ten sposób intermodalne połączenie między wzrokową 
percepcją działania czy dynamiczną ekspresją a pierwszoosobowym intrasubiektywnym proprioceptywnym 
poczuciem własnych możliwości.  
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motywacja znaku nie wyczerpuje jego treści. Współcześni teoretycy kognitywistyki 
ucieleśnionej, którzy kontynuują prace Lakoffa i Johnsona, m.in. Antonio Damasio (1994) 
oraz Andy Clark (1996) argumentują jednak, iż poznanie należy postrzegać jako 
samoorganizujący system obejmujący emocje i organizację sensomotortyczną, który się nie 
myli. Do tej koncepcji powrócę jeszcze w kolejnym rozdziale, poświęconym enaktywizmowi. 
Ponadto, należy zastanowić się, czy teoria metafor pojęciowych nie powinna być 
traktowana jako jedna ze współczesnych wersji filozoficznego realizmu, przyznającego  - jak 
zauważa Kiklewicz (ibid.: 224) – realność gestaltom semantycznym typu „spór to wojna” 
(argument is war). Problemem jest jednak sam schemat eksplikacji metafor konceptualnych X 
to Y (miłość to powietrze), który jest niepełny, ponieważ zawiera jedynie predykat 
tożsamości, ale brak mu argumentu obligatoryjnego – aspektu porównywania. Uwzględnienie 
takiego interwału pozwoliłoby na pokonanie synonimii oraz polisemii w zakresie metafor 
konceptualnych.  
Z drugiej jednak strony, Lakoff i Johnson jako pierwsi zwrócili uwagę na 
funkcjonalny aspekt metafory, który kryje się w jej potencjale kreatywnym. Znaczy to,  że 
metafora oferuje bogate i różnorodne możliwości konceptualizacji abstrakcyjnej domeny 
docelowej. To od użytkownika języka zależy które z możliwości zostaną wykorzystane, a 
więc jakich językowych realizacji doczeka się sama metafora; użytkownik ma tym samym do 
wyboru konwencjonalne zwroty metaforyczne typu 'przebita opona kosztowała mnie godzinę', 
ale też może tworzyć nieskończoną liczbę nowych metafor (z czego korzystają poeci).  
Wartość teorii Lakoffa i Johnsona polega między innymi na jej właściwościach 
heurystycznych – idiomy tego samego pola tematycznego da się tu opisać za pomocą 
niewielkiej liczby podstawowych metafor konceptualnych. Metafora traktowana jest jako 
sposób generowania pojęć, która sama stanowi reprezentację (knowledge representation), 
czyli „zachowania w pamięci rezultatów przepracowywania danych doświadczalnych” (ibid.: 
227). Znajduje się ona poza materiałem językowym i poza samym dyskursem – jako 
właściwość intelektualnego systemu człowieka stanowi w swojej istocie zjawisko psychiczne, 
ekologiczny czynnik działalności językowej (Lakoff 1987)75. Metafora jako wirtualny gestalt 
                                                          
75 W tym sensie samą kognitywną metaforę uznać można za przykład wprowadzonego przez Peirce’a i 
wspominanego już Batesona myślenia abdukcyjnego . Abdukcja pozwala wyprowadzić a jako wyjaśnienie dla b: 
abdukcja działa przeciwnie niż dedukcja, pozwalając wyprowadzić warunek wstępny a występujący w regule "a 
pociąga b" z wniosku b. Inaczej mówiąc, abdukcja jest procesem wyjaśniania tego, co jest nam już wiadome. 
czyli procesu tworzenia wyjaśnień poprzez rozumowania, który dla pewnego zbioru faktów tworzy ich 
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semantyczny jest kategorią istotną również dla moich dalszych rozważań o istotach 
wirtualnych. Wirtualny gestalt semantyczny  nie tylko bowiem programuje serię nominacji 
językowych (konwencjonalnych lub okazjonalnych), ale także wskazuje na charakterystyczny 
sposób organizacji działalności poznawczej człowieka. Lingwiści-kognitywiści zwykle 
powołują się tutaj na koncepcje zazębiania się sztucznej inteligencji i psychologii poznania, 
gdzie metafora i metonimia traktowane są jako zasadnicze formy zachowania informacji w 
postaci ramek (por.: „problem ramy”, rozdz. III.3.). W tym kontekście metafora – jako 
wirtualna ucieleśniona rama stanowi bardzo ważny trop dla rozumienia relacji podmiotu ze 
światem wirtualnym, a konkretnie z wirtualnymi istotami, które będę analizowała w ostatniej 
części pracy. 
Problemem, z którym zmaga się ucieleśniona semantyka, a wraz z nią cały paradygmat 
ucieleśnienia, jest problem reprezentacji symbolicznych, które w komputacjonizmie 
traktowane są jako naczelne kategorie. Dla badaczy ucieleśnienia nastręcza on trudności o 
charakterze epistemologicznym. Jak zauważa N. Silvestrova  (w: Kiklewicz, ibid. : 223), 
kategorie poznawcze nie zawsze opierają się na danych bezpośrednich doświadczeń 
zmysłowych.  Wielu badaczy argumentuje bowiem, iż koncepty o treści złożonej kształtują 
się na wyższych poziomach reprezentacji i nie odzwierciedlają bezpośrednio doświadczeń 
sensorycznych będąc rezultatami ich wielokrotnej interpretacji. Nie są one bezpośrednio 
osadzone w doświadczeniach ciała, lecz w ich przefiltrowaniu przez system reprezentacji 
wyżeszego poziomu. Przemawiać by  to mogło za wizją metafory jako pojęcia należącego 
jednak do instrumentarium komputacjonistycznego.  Jest to zasadnicza dla różnych obozów 
kognitywistycznych kwestia rozumienia pojęcia reprezentacji, do której wrócę w ostatniej 
części pracy. Ten rozdział podsumuję natomiast stwierdzeniem, że przeciw obozowi 
komputacjonistycznemu można argumentować, iż  
(1) każda treść złożona kształtuje się w oparciu o proste treści wywiedzione 
bezpośrednio ze struktury cielesnej organizmu 
                                                                                                                                                                                     
najbardziej prawdopodobne eksplanacje. Proces ten bazuje na sylogizmach analogowych. Na podstawie 
słynnego „sylogimzu trawy” (trawa umiera/ ludzie umierają/ ludzie to trawa), Bateson wywiódł tezę, iż abdukcja 
jest w istocie biologicznym schematem zachowań, który realizuje się w komunikacji zwierząt i ludzi. 
Argumentem odpowiadać można także na zarzut braku metajęzyka  w teorii metafor pojęciowych. Koncepcja 
Batesona zasiliła także intelektualnie Varelę, który Batesonowskie myślenie systemowe zaszczepił na grunt 
biologii, by dojść do własnej propozycji antykognitywistycznej kognitywistyki, czyli enaktywizmu. 
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(2) reprezentacja nie jest symbolem – nośnikiem o ustalonej treści, lecz powstaje w 
nakierowanej na cel czynności i wykorzystuje schematy czynności – cielesnych 
interakcji z przedmiotami w przestrzeni (Huttenloch 1968, Newton 1996) 
(3) reprezentacja nie musi być wcale obrazem wizualnym, może być także rozumiana 
jako wszelkie stany sensoryczne, motoryczne, proprioceptywne i afektywne 
organizmu (Newton 2013). 
Argument trzeci należy tutaj uznać za kluczowy, jako że szerokie rozumienie reprezentacji  - 
sprzeczne z symbolizmem paradygmatu obliczeniowego – pozwala na włączenie istotnej 
kategorii reprezentacji w konceptualizację idei ucieleśnienia.  
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IV.4. Ucieleśniony funkcjonalizm 
 
W ciągu ostatnich kilku dekad kognitywistyka przeżyła bardzo intensywny rozwój jako 
dyscyplina – począwszy od komputacjonizmu, poprzez opisywany tu szczegółowo 
Dreyfusowski atak na klasyczną sztuczną inteligencję, za którym podążył w latach 
osiemdziesiątych koneksjonizm, kontynuowany przez akcentujące potrzebę naśladowania 
natury stanowiska w robotyce. Od późnych lat dziewięćdziesiątych intensywnie rozwijały się 
nurty stanowiące alternatywę zarówno do komputacjonizmu jak i koneksjonizmu, łączone 
przez badaczy w jedną, luźno spojoną konstrukcję – kognitywistykę ucieleśnioną. W jej skład 
wchodzą zarówno omawiane już koncepcje funkcjonalizmu ucieleśnionego, ucieleśnionej 
semantyki, jak i wzmiankowana dotąd jedynie koncepcja 
Nurtem nawiązującym zarówno do koncepcji Merlau-Ponty’ego76, jak i – w 
bardziej ograniczonym zakresie – do gramatyki kognitywnej jest ucieleśniony funkcjonalizm. 
Nazywany jest także, zresztą dość znamiennie „minimalnym kartezjanizmem”, bowiem 
uznaje potrzebę istnienia pewnej klasy reprezentacji świata. Ciało w tym ujęciu stanowi 
element szerszego systemu poznawczego, który rozciąga się między mózgiem i światem.  
 Ucieleśniony funkcjonalizm reprezentowany jest m.in. przez Andy’ego Clarka 
(1989, 1993, 1997) i Davida Chalmersa (1999, 2002). O ile rozważania Chalmersa mają 
charakter stricte filozoficzny, Andy Clark zajmuje się zagadnieniem „ucieleśnienia” poznania 
oraz percepcji w zwrocie epistemologicznym na polu robotyki. Podstawowym pytaniem tego 
nurtu w robotyce nie jest pytanie o naturę umysłu bądź inteligencji, lecz o metodę. 
Funkcjonalizm pyta, jaką technikę badawczą powinniśmy przyjąć, rozpatrując fenomen 
umysłu. Konsekwencje tego pytania są niezwykle głębokie i prowadzą do zwrotu ku 
„medium poznawczemu” – jakby to ujął Merleau-Ponty – jakim jest ludzkie ciało. W 
badaniach Clarka można doszukać się nie tylko inspiracji  Merleau-Ponty’m, ale także twórcą 
biosemantyki Jakobem von von Uexküllem oraz wzmiankowanym już psychologiem 
rozwojowym Lwem Wygockim. 
Żeby zajmować się świadomością fenomenalną funkcjonalizm odwołuje się do 
wprowadzonej przez Davida M. Rosenthala (1991, 1998) teorii świadomości jako myśli 
wyższego rzędu do tzw. teorii HOT. Myśli wyższego rzędu mają być w tym sensie stanami 
                                                          
76
 Należy zauważyć, iż nurt ucieleśnionego funkcjonalizmu, mimo że niewątpliwie zainspirowany Merlau-
Pontym nie może być jednoznacznie sklasyfikowany jako postfenomenologiczny. Czerpie bowiem w znaczym 
stopniu z tradycji paradygmatu obliczeniowego, zaś kategorii fenomenologicznych używa selektywnie. Nie 
odwołuje się także wprost do metody fenomenologicznej.  
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umysłu odnoszącymi się do innych stanów umysłowych (Clark 1998). Stanowisko Clarka nie 
odrzuca w całości klasycznego, obliczeniowego ujęcia sztucznej inteligencji. Jest to podejście 
tzw. zgodnościowe, uznające przydatność teoretycznych narzędzi klasycznego podejścia do 
sztucznej inteligencji, stosowanych w tradycyjnych modelach kognitywnych. To odróżnia 
Clarka od enaktywistów, o których mowa będzie w kolejnym rozdziale. Clark uważa, iż nie 
należy odrzucać kluczowej dla komputacjonizmu koncepcji reprezentacji mentalnych, a 
jedynie dostosować ją do nowych wymogów i teorii. Chętnie posługuje się tutaj koncepcją 
ucieleśnionej reprezentacji. Ponieważ, zdaniem Clarka, poznanie ucieleśnione (action 
oriented representations) nie może np. adekwatnie wytłumaczyć procesów wyższego 
poziomu, czyli meta-poznawczych stanów, takich jak zdolność do myślenia o refleksjach, to – 
zdaniem Clarka – potrzebny jest udział analizy w kategoriach komputacyjnych. 
W modelu Clarka następuje relokacja ciężaru poznawczego na otoczenie (off-load 
cognitive work onto the environment). Poznanie polega na ustosunkowaniu się do otoczenia, 
które traktowane jest jako część systemu poznawczego. Ogólna charakterystyka stanowiska 
Clarka, mieści się w trzech pojęciach: cognition is situated, distributed and embodied – 
poznanie jest sytuacyjne, rozproszone i ucieleśnione. Poznanie rozumiane jest jako 
sytuajcyjne – uzależnione od kontekstu konkretnych zadań. Clark dzieli je na dwa 
komponenty: sytuację (situation) oraz poznającego usytuowanego (situated cognizer). 
Kwestią kluczową dla ucieleśnionego funkcjonalizmu jest założenie, że jedna 
funkcja poznawcza może być realizowana na wiele sposobów. W tym sensie Chalmers i Clark 
postulują tzw. umysł rozszerzony. W 1998 roku Clark i Chalmers opublikowali artykuł Umysł 
rozszerzony, w którym przedstawili teorię, zgodnie z którą procesy poznawcze nie ograni-
czają się do procesów zachodzących w umyśle i ciele, ale mogą być rozszerzane przez 
zewnętrzne narzędzia, pełniące funkcję przedłużeń umysłu, przy czym narzędzia te także 
możemy nazywać umysłem. Przykłady można mnożyć: ptak rozbijający ziarenka czy 
orzeszki o ziemie, gdzie ziemia staje się narzędziem – artefaktem poznawczym, ale także 
komputer pełniący rolę zewnętrznej pamięci, rozszerzenia możliwości poznawcze. Clark i 
Chalmers w analogiczny sposób rozważają między innymi funkcjonowanie Internetu oraz 
fakt, że jesteśmy członkami społeczeństwa. Pytają „co ze społecznie rozszerzonym 
poznaniem? Czy moje stany umysłowe mogłyby być częściowo konstytuowane przez stany 
innych osób myślących?” Odpowiadają następująco:  
„w zasadzie nie widzimy powodu, dlaczego nie. Internet i społeczeństwo funkcjonują jak zewnętrzne 
względem <powierzchni skóry> i <granicy mózgu> bazy danych, zbiory informacji, do których pod-
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miot może w razie potrzeby zaglądać. Morał jest taki, że jeśli chodzi o przekonania, to czaszka i skóra 
nie są żadną świętością” (ibid).  
Silne sprzężenie komputera z mózgiem sprawia, że powinniśmy go, zdaniem Chalmersa i 
Clarka traktować jako część umysłu, eksternalizowanego w otoczenie wirtualne. Należy 
jednak zauważyć, że ich rozważania ograniczają się jednak głównie do filozofii języka. 
Umysł rozumiany jest przede wszystkim jako pamięć językowa i zdolność do praktycznego 
wykorzystywania informacji, rozumowania i podejmowania decyzji. Rozszerzanie umysłu 
polega więc na dokonywaniu takich operacji myślowych, które bazują na danych przechowy-
wanych nie bezpośrednio w pamięci podmiotu, ale na przykład w pamięci komputera. Clark, 
Chalmers mówią o umyśle rozszerzonym, gdzie technologia uzupełnia biologiczne układy 
funkcjonalne. Produktem tego jest człowiek-z-komputerem (Bobryk, ibid: 80).  Do tego 
wątku z pewnością wrócę w ostatniej części pracy.  
System poznawczy zaproponowany przez samego Clarka charakteryzuje się dużą 
wymianą informacji (interakcją) z otoczeniem, ma charakter otwarty. Interakcja, rozumiana 
jako złożone operacje na poziomie podstawowym, stanowi warunek do powstania procesów 
mentalnych wyższego rzędu. Oba poziomy – podstawowy i wyższego rzędu –  łączy w całość 
jedno pole poznawcze.  
Ważnym aspektem rozszerzonego systemu poznawczego jest czas, bowiem 
operacje kognitywne zachodzą pod jego presją. Clark określa go jako czas rzeczywisty 
(realtime, runtime). Pojęcie to w tradycyjny sposób rozumiane się określenie, odnoszące się 
najczęściej do urządzeń, których funkcjonowanie nadąża za zjawiskami, zachodzącymi w 
jego otoczeniu. Urządzenia takie jak telewizor, telefon, telegraf pracują „w czasie 
rzeczywistym”, przekazując na bieżąco obraz, dźwięk lub pismo. W technikach 
obliczeniowych także można wyróżnić takie układy, które funkcjonują w czasie 
rzeczywistym (on-line) oraz takie, które nie są w stanie działać ‘na bieżąco’ (off-line). 
Granica między obydwoma tymi rodzajami stale się przesuwa; w miarę postępu technicznego 
i wzrostu mocy obliczeniowej komputerów (mikroprocesorów) coraz więcej zadań udaje się 
zrealizować w czasie rzeczywistym. Zdaniem Clarka naturalny system poznawczy i jego 
procesy poznawcze umieszczone są w czasie rzeczywistym. Modele formalne, 
komputacjonistyczne czy też obliczeniowe ignorują tę zależność, na rzeczy prostej i 
skończonej sekwencji stanów (wewnętrznych). Działania zawsze mają charakter poznawczy 
bądź pośrednio prowadzącym do różnych form wiedzy. Mogą zostać rozproszone na obiekty 
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świata zewnętrznego, tym samym tworząc skomplikowaną sieć zależności. W tym wypadku 
mamy do czynienia z eksternalizmem biernym oraz czynnym. Są to oddzielne pojęcie 
interesujące Clarka, związane ze wzmiankowaną już ideą rozszerzonego umysłu.  
Wracając do rozważań na temat czasu – niezależnie czy mamy do czynienia z 
działaniami on-line czy off-line, podmiot zawsze funkcjonuje w czasie. Organizm o podłożu 
np. biologicznym współpracuje na zasadzie nieskończonej wstęgi moebiusa. Stanowisko 
Clarka opiera się w tym wypadku na ciągłej i nieprzemijającej, obustronnej przyczynowości 
(z ang. Continuous Reciprocal Causation, w skrócie CRC). Wymieniony model zakłada 
możliwość działania „w przód i tył”, współdziałając symultanicznie między mózgiem, ciałem 
i otoczeniem. Chodzi tutaj o wytworzenie sieci zależności, powiązań, semantycznych treści 
itp. w toku funkcjonowania między trzema czynnikami. Bez takiego spojrzenia – zdaniem 
Clarka – większość systemów czasu rzeczywistego w nie byłaby w stanie działań w 
skoordynowany sposób.  
Clark proponuje nowoczesną metodologię filozoficzną, określaną mianem nauki o 
ucieleśnionym poznaniu aktywnym. Składają się na nią trzy taktyki badawcze. Owe strategie 
badawcze poruszają się głównie wokół trzech sfer problemowych: 
(a) koncentrowania się na świecie rzeczywistym czyli otoczeniu, jak i jego obiektach oraz 
branie pod uwagę czasu rzeczywistego stanowiącego kryterium efektywności wykonywanych 
działań (real-world, real-time focus) 
(b) inteligentnych działań jako konsekwencji wielokrotnej prostej komunikacji między 
różnymi jednostkami działającymi, czyli poznającymi, nie wymaga centralnego planowania. 
(c) wizji poznania jako ‘rozszerzonej czynności’ – gdzie znaczną rolę poznawcza odgrywa 
medium (ciało), otoczenie i artefakty (an extended vision of cognition and computation), 
świadomość czasowości i przestrzenności wszelkich działań (procesy myślowe są poza 
‘głową’). 
 
Ten trzeci aspekt jest dla mnie, rzecz jasna, szczególnie interesujący, chodzi 
bowiem o zaaplikowanie rozwiązań filozoficznych klasyków fenomenologii takich jak 
Merleau-Ponty i Heidegger. Jednakże model Clarka, choć wyciąga konsekwencje z  
fenomenologii, zatrzymuje się w pół drogi. Niewątpliwie Clark postuluje  „ucieleśnione 
poznanie”, ale nie bez powodu jego propozycja nazywana jest minimalnym kartezjanizmem. 
Minimalny kartezjanizm ma stanowić pomost łączący nowoczesne rozumienie umysłu jako 
modelu bazującego na interakcji z otoczeniem, a zarazem łagodzący radykalne rozwiązanie 
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enaktywne, oderwane od tradycyjnego rozumienia kwestii reprezentacji, przekonań i 
ostatecznie świadomości.  
Należy jednak już teraz wspomnieć, iż konstrukcja bogatego wewnętrznego 
modelu w efekcie może prowadzić do tzw. radykalnego interakcjonizmu. Jako że jesteśmy 
ucieleśnieni, funkcjonujemy w nieustannym strumieniu bodźców. Zmusza to podmiot do 
nieustannych działań poznawczych. W konsekwencji struktura poznawcza agenta od 
dowolnej formie tworzy przyczynowo związane sieci zależności między sytuacjami 
zachodzącymi i mogącymi zajść z udziałem określonych obiektów w zmieniających się 
warunkach zewnętrznych. Jako przykład podajmy subtelny i wyrafinowany taniec, który jest 
bardzo trudny do zdefiniowania w kategoriach wewnętrznych reprezentacji. Ten problem 
zauważali i sygnalizowali zresztą także Merlau-Ponty oraz Dreyfus. 
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IV.5. Enaktywizm 
 
Enaktywizm to najbardziej  radykalnym, a z punktu widzenia niniejszych rozważań 
najbardziej interesującym rozliczeniem z komputacjonizmem. Enaktywizm, nazywany także 
paradygmatem umysłu ucieleśnionego lub wcielonego w świat (embodied mind), 
zaproponowany przez Francisco Varelę i jego współpracowników (por.: Varela 1991, 
Thompson 2007, Stewart, Gapenne i Di Paolo 2010) miał za zadanie zmierzyć się z 
fundamentalnymi problemami sztucznej inteligencji, omawianymi w poprzednich 
rozdziałach. W szczególności, enaktywizm starał się wypracować własną odpowiedź na 
problem ciała - umysłu, a tym samym do wypełnić szczelinę eksplanacyjną, uniemożliwiającą 
zrozumienie i eksplikację relacji umysłu do ciała oraz rolę świadomości. 
Enaktywizm traktuje umysł jako nierozdzielny od istnienia subiektywnego 
doświadczenia. Umysł ten jest, dodajmy, ucieleśniony i usytuowany w świecie społecznym. 
Czerpie z wielu dziedzin, stanowiąc przede wszystkim połączenie fenomenologii z biologią. 
Definiując naturę umysłu, paradygmat ten odnosi się zarówno płaszczyzny substancjalnej, 
znosząc różnicę między umysłem i ciałem, jak i do płaszczyzny adaptacyjno-funkcjonalnej, 
uznając za relewantne jedynie pytanie o to, do czego umysłu używamy (por. Dennett 1986). 
Dla paradygmatu enaktywistycznego kluczowe jest reprezentowane m.in. przez Heideggera i 
Kierkegaarda (z gruntu antykartezjańskie) założenie, iż dostęp do rzeczywistości uzyskujemy 
dzięki działaniu oraz że tożsamość Ja (Self) jest strukturą czasową, kształtującą się jako 
stosunek teraźniejszych działań do przeszłych zdarzeń oraz przyszłości. Enaktywiści 
twierdzą, iż świadomość powstaje z samego bycia-w-świecie, uzyskuje sens dzięki naszym 
działaniom. Wyższe funkcje psychiczne są – podobnie jak w ucieleśnionej semantyce – 
nabudowane na reakcjach sensomotorycznych organizmu. Podobnie do opisywanego 
wcześniej funkcjonalizmu pojmuje umysł jako rozszerzony, jednakże wyciąga z tak 
rozumianego umysłu inne konsekwencje.   
Jak w artykule Tchnąć nowe życie w kognitywistykę stwierdza Tom Froese (por.: 2011: 96-
98), dla enaktywizmu istotne są dwie tezy:  
(1) teza o kontinuum życia-umysłu: fizyczne przejawy żyjącego ciała nie mogą 
być oddzielane od doświadczeniowych przejawów mojego ciała jako przeżywanego. 
Enaktywizm podkreśla przede wszystkim rolę „przeżywanej” egzystencji, która jest 
ucieleśniona i usytuowana w świecie. Dlatego też, enaktywizm zakłada taki opis umysłu, 
który stanowi formę raportu o jego działaniu z punktu widzenia samego „właściciela” lub 
„użytkownika”.  
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(2) teza o ciele rozszerzonym (stanowiąca rozszerzenie koncepcji umysłu 
rozszerzonego prezentowaną przez naturalistów) – stanowi, iż ciała znajdujące się w 
interakcji stają się jednym ciałem.  
W jaki sposób enaktywizm odpowiada na problem relacji ciała i umysłu? Żeby to 
zrozumieć, należy zacząć od przedstawienia koncepcji systemów autopoietycznych 
wypracowanej przez Humberto Maturanę i Francisco Varelę. Zanim ją opiszę, przedstawię 
kontekst, w jakim powstawała. Program prac autorów Autopoiesis and Cognition zakładał  
przede wszystkim paradygmat anty-mechanistyczny i anty-redukcjonistyczny. Tym samym 
Varela i Maturana nawiązali do emergentyzmu ontologicznego. Emergentyzm, którego 
zwolennikiem był m.in. Gregory Bateson, wprowadził już poprzedzający enaktywizm 
paradygmat konekcjonistyczny. Naczelną ideą tego nurtu jest emergencja, czyli zdolność 
pewnych układów, zarówno naturalnych jak i sztucznych, do generowania nowych jakości na 
wyższych poziomach organizacji, gdzie nowe jakości wynikają z wyższego poziomu 
złożoności, zaś wyższe i niższe poziomy nawzajem się warunkują. Emergentyzm 
przeciwstawiał się redukcjonizmowi, głosząc, iż własności zjawisk nie mogą być 
wywiedzione na podstawie znajomości cech ich składników. Przykładowo, właściwości 
grupy nie można ustalić na podstawie znajomości cech jej członków. Ten sposób ujmowania 
rzeczywistości okazał się skuteczny i precyzyjny – jak zauważył Varela – przede wszystkim 
w badaniach układów o małej złożoności, które później łatwiej jest „złożyć w całość”. 
Jednakże, takich układów jest w przyrodzie bardzo niewiele. Paradygmat redukcjonistyczny 
w nauce poddany został gruntownej krytyce m.in. w Embodied Mind (1993: 133-147). 
Wypełnienie luk poznawczych możliwe jest jedynie poprzez synergię cybernetyki z biologią 
w postaci teorii żyjących organizmów.  
Zatem, zamiast paradygmatu redukcjonistycznego i mechanistycznego autorzy 
zaproponowali badania holistyczne, których celem będzie wykrywanie podobieństw, 
wyrażających strukturalnie identyczne prawa szerokiej klasy zjawisk i procesów, zwłaszcza 
takich, które ujawniają ekwifinalność77. Varela i Maturana proponują porzucenie nurtu 
mechanistycznego, które opiera się na koncepcji odwracalności zjawisk, na rzecz pojmowania 
rzeczywistości w kategorii nieskończonego zbioru procesów nieodwracalnych, a co za tym 
idzie: myślenia efektywnościowego, jakościowego oraz fenomenologicznego. Na gruncie 
                                                          
77
 Ekwifinalość autorzy rozumieją jako zasadę wychodzenia z różnych źródeł i dochodzenia do tych samych 
rezultatów) 
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teorii systemów tradycyjny, kartezjański podział na całość i jej elementy zostaje odrzucony.  
Zamiast niego pojawia się dialektyka między poziomem komponentów lokalnych a całością, 
które są powiązane wzajemną relacją w stanie separowania się od swojego tła. Żywy system 
musi bowiem oddzielić się od swego środowiska, jednocześnie w nim nadal pozostając. 
Dialog między żyjącą jednostką a jej fizjochemicznym otoczeniem, które istnieje nie obok, 
lecz dla niego (Varela 1991: 7).  
Na sugerowany przez Varelę i Maturanę paradygmat systemowy składają się 
cztery zasadnicze elementy, z których dwa pierwsze można (z pewnymi zastrzeżeniami) 
określić jako materialne, zaś dwa kolejne jako funkcjonalne. Pierwszym z elementów jest 
element dyskretny, czyli sam system – jednostka (unity). Jednostka, niezależnie od tego, czy 
jest całościowa i prosty czy też złożona z komponentów, zależna jest od drugiego elementu, 
czyli tła, środowiska życia, z którego się wyodrębnia. Kolejne dwa elementy, czyli 
organizacja i dyferencjacja systemu, są procesami, w których istnieje i uczestniczy system. 
Zasadniczo trudno je rozróżnić, ponieważ żywe sieci nie są stabilne, ale jeśli spróbować 
ponownie posłużyć się tym samym przykładem, to w przypadku fraktala organizacją byłaby 
struktura, którą obserwujemy pod mikroskopem, zaś dyferencjacją ten jej wycinek, który 
lokalnie zdecydował o kaskadowym przyspieszeniu struktury wprowadzając istotną zmianę 
jakościową. Organizacja i dyferencjacja sygnalizują uwzględnienie roli procesów 
zachodzących w systemie (zamiast szczegółowej analizy jego struktury). 
Na poziomie metodologicznym jest to niewątpliwie propozycja uprawiania nauki 
nieobiektywnej, bo zależnej od układu odniesienia (epistemicznej). Metaforą naukową byłaby 
tu zatem sieć relacji oraz, co za tym idzie, sieciowy model poznania, którego egzemplifikacją 
jest właśnie autopoietyczność (autopoiesis). Zrodziła się ona z obserwacji Vareli i Maturany 
dotyczących systemów immunologicznych organizmów żywych i wyraża, zdaniem Vareli i 
Maturany, fundamentalną dialektykę między strukturą a funkcją. Procesy przebiegające w 
układzie immunnologicznym można wyjaśnić w oparciu o dynamiczny, wciąż cyklicznie 
rozwijający się proces, a nie jak dotychczas, w oparciu o metaforę chemicznej maszyny. 
Termin autopoiesis pierwotnie miał stanowić charakterystykę komórki eukariotycznej, 
powstającej z rozmaitych komponentów biochemicznych. Komponenty te zorganizowane są 
w określone  struktury, jak np. jądro komórkowe, organella, czy błona komórkowa, które – 
bazując na zewnętrznym przepływie molekuł oraz energii – produkują komponenty 
pozwalające trwać i przetrwać całej strukturze. Ten stosunkowo prosty przykład 
zapoczątkował obserwację innych, znacznie bardziej złożonych przypadków, a tym samym 
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umożliwił stworzenie w miarę kompletnej charakterystyki systemu cechującego się 
autopoietycznością. Na tę charakterystykę składają wyraźnie określone granice danej 
jednostki-systemu (należy tutaj stwierdzić, czy granice są różne od niego samego oraz czy 
komponenty granic jednostki, podobnie jak wszelkie inne jej komponenty, są produkowane 
poprzez interakcje i transformację), a także obecność jednostek, które współdziałają na 
zamkniętym obszarze tworząc jakości inne od nich samych.  
Autopoietyczność przypomina zatem dynamikę systemu typu non-equilibrium, 
czyli systemu, w którym balans zorganizowanych stanów, określanych także mianem 
układów dyssypatywych (rozproszonych, niezachowawczych), które pozostają stabilne mimo, 
iż materia i energia ciągle ulegają w nich przemianom. Dlatego też, autopoietyczność 
najczęściej kojarzona jest z samo-organizacją operacyjnie zamkniętego, autonomicznego 
systemu, który jest sensorycznie i motorycznie połączony ze swoim środowiskiem w 
dialektycznej dynamice zmian. Tę dynamikę Varela i Maturalna określają jako „wiedzę”, 
która można zaobserwować w przypadku rozwijających się form życia. Chodzi tu zatem o to, 
by zrozumieć, jak złożone układy (w tym organizmy żywe) mogą spontanicznie powstawać 
ze stanów o małym stopniu uporządkowania i następnie podtrzymywać swoje istnienie wbrew 
ogólnej tendencji wzrostu entropii. Jeśli tylko układ otrzymuje energię i materię z otoczenia i 
jeśli prawa tym rządzące mają charakter nieliniowy, możliwym jest następstwo okresów 
niestabilności, po których nadchodzą fazy samoorganizacji prowadzące do takiej złożoności 
w zachowaniu układu, której właściwości – jak już wspomniano – są niemożliwe do 
przewidzenia metodami tradycyjnymi. Ma to jednak swoje głębokie uzasadnienie ewolucyjne, 
immunologiczne i „prewencyjne”, ponieważ układ jest rozproszony jest zdecydowanie 
bardziej odporny niż scentralizowany (Białynicki-Birula, Białynicka-Birula 2007: 144). Co 
więcej, układ taki zdecydowanie sprzyja pojawianiu się niepowtarzalnych form 
innowacyjnych, bowiem autopoiesis, jak i wyższe formy interakcji na gruncie epistemologii, 
a ściślej fenomenologii, rozumieć jako sposób wydobywania informacji relewantnych. 
System autopoietyczny stale konfrontuje się z rozmaitymi przeciwnikami (perturbacje, szoki, 
skrzyżowania) w obrębie swojego środowiska. W ten sposób powstaje to, co znaczące. 
Jednakże, w odróżnieniu np. od modelu Heglowskiego (czy też Kantowskiego), nie ma tu ani 
żadnych przedwstępnych warunków takich działań, ani ich ostatecznego celu. Ciągłe 
tworzenie znaczącego to próba uzupełnienia tego, co jeszcze nie istnieje. System realizuje się 
w załamaniach, choć – jak wielokrotnie zastrzega Varela – proces ten nie ma charakteru 
teologicznego, a jedynie proceduralny (tzn. odwzorowania zachowań z dopuszczeniem 
niekontrolowanych przyspieszeń rodzących nowe jakości). Relewancja, czyli odróżnienie 
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tego co istotne od tego co nieznaczące (np. w gatunkach molekuł)  pojawia się ex nihilo, w 
procesie. Z punktu widzenia obserwatora stała kognitywna aktywność systemu, która stanowi 
bazę dla  tworzenia się różnic między środowiskiem, w którym obserwujemy dany system, a 
światem, w którym system operuje, ponieważ tu – podobnie jak u Merlau-Ponty’ego, także 
zachodzi zasadnicza różnica. Ponadto, systemy autopoietyczne wymagają zawsze od 
obserwatora przyjęcia postawy rekursywnej (rekursywnej domeny fenomenologicznej), którą 
autorzy rozumieją jako patrzenie na system jako sieć komponentów składającą się na 
jednostkę-system.  
Jest to spojrzenie zgoła inne niż to, które wynikałoby z domeny, którą Varela – 
pracujący później już samodzielnie na gruncie filozofii i nauk kognitywnych – określa 
mianem domeny behawioralnej, która traktuje ona jednostkę jako jednolitą całość 
wyodrębnioną z tła. Jednakże wspólnym elementem obu perspektyw jest z całą pewnością 
pojęcie gestaltu w ujęciu Merlau-Ponty’ego, które  w zamierzeniu poddaje w wątpliwość 
klasyczną alternatywę istnienia jako rzeczy lub czystej zewnętrzności oraz istnienia jako 
świadomości lub czystej wewnętrzności. 
Dla Vareli, podobnie zresztą jak dla Chalmersa kluczowym problemem jest 
problem świadomości, wyrażony w postaci tzw. szczeliny eksplanacyjnej. Nie chcąc 
pozostawić pytania o status świadomości i doświadczenia bez własnej propozycji 
odpowiedzi, Varela postanowił poszukać jej nie tyle w funkcjonowaniu samego mózgu 
człowieka, lecz w relacji mózgu do umysłu oraz umysłu do ciała. Z tego względu, jak już 
wspomniałam, połączył wzorce i modele pochodzące z tradycyjnych nauk o poznawaniu, 
psychologii i neurobiologii z filozofią. 
Koncepcja, która powstała w wyniki konfrontacji tych dziedzin, najkrócej i 
najprościej określona może być mianem koncepcji „autopoietycznego ciała”. Sformułował 
program tzw. filozofii ucieleśnionej, której naczelną zasadą systemowa była teza, iż ludzkie 
poznanie można rozumieć wyłącznie w ramach struktur enaktywnych, z których ono wynika. 
Strukturami tymi są ciało oraz świat fizyczny, z którym ciało wchodzi w interakcję. The 
Embodied Mind, które powstało w 1991, a zatem w okresie, gdy zarówno filozoficzno-
naukowe, jak i duchowe podstawy koncepcji Vareli zostały już skrystalizowane.  Praca jest 
efektem współpracy Vareli z Evanem Thompsonem, filozofem, oraz Eleanor Rosch, 
psychologiem poznawczym. Jej zasadniczą tezą jest nierozerwalny związek pomiędzy 
kategoriami myślenia i odczuwania a ciałem. Podzielona jest na 6 części, z których de facto 
trzy są zasadnicze: krytyka kognitywizmu, krytyka koneksjonizmu wyjaśniającego zjawisko 
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uczenia się na powstawaniu połączeń między bodźcami a reakcjami w centralnym układzie 
nerwowym oraz propozycja nowej nauki (por.: tamże, Enaction: Embodied Cognition).  
W Embodied Mind Varela i jego współpracownicy spoglądają wstecz i na nowo 
interpretują wnioski dotyczące funkcjonowania ludzkiego umysłu i władz poznawczych. 
Główne osie dzieła stanowią dwa związane ze sobą (zdaniem autorów) pytania o możliwość 
poznania (1) oraz o tożsamość człowieka (2).  Odpowiadając na pytanie pierwsze autorzy 
twierdzą, iż zarówno kognitywistyka, jak i konekcjonizm nie udzielają satysfakcjonujących 
odpowiedzi. Jak już wspomniałam, podczas gdy w rozumieniu kognitywistyki poznanie to 
przetwarzanie informacji za pomocą symboli według określonych schematów, koneksjonizm 
określa je jako powstawanie stanów globalnych w postaci sieci prostych komponentów. 
Odpowiedź samego Vareli brzmi następująco:  poznanie jest enakcją, czyli  historią 
strukturalnego sczepiania (coupling), które umożliwia innowację w świecie fizycznym. 
Kolejną kluczową kwestią jest pytanie o to, w jaki sposób przebiega poznanie. Odpowiedź 
kognitywistyczna brzmi, iż za pomocą każdego urządzenia, które może dostarczać dyskretne 
elementy funkcjonalne (czyli symbole) i nimi manipulować. System może wchodzić w 
interakcję tylko z formami symboli (ich fizycznymi atrybutami), ale nie z ich znaczeniem. 
Odpowiedź konekcjonistyczna jest równoznaczna ze stwierdzeniem, iż poprzez lokalne 
reguły indywidualnej operacji oraz reguły dotyczące zmian zachodzących między 
elementami. Varela odpowiada zaś, iż za pomocą sieci wielopoziomowych zależności. 
Na pytanie o to, jak zweryfikować adekwatność poznania, kognitywiści 
odpowiadają, iż jeżeli symbole adekwatnie reprezentują określone aspekty świata 
rzeczywistego, to przetwarzanie informacji prowadzi do rozwiązania danego problemu. 
Odpowiedź konekcjonistyczna brzmi następująco: gdy wyłaniające się cechy (oraz struktura) 
mogą, zgodnie z obserwacją, odpowiadać określonym zdolnościom kognitywnym. Varela 
twierdzi inaczej: poznanie jest adekwatne tylko wówczas, gdy dany element zostaje częścią 
stającego się świata lub sam wytwarza jakiś nowy element. Problem polega na tym, że 
reprezentacje postrzegane są przez większość uczonych jako statyczne, niemal stałe rzędy 
symboli w postaci grup neuronowych, które są wzajemnie powiązane dzięki 
eksperymentalnemu treningowi i reagują na odpowiednią daną wejściową. Takie grupy 
neuronowe, podobne do rzędów symboli w komputerze albo rzędów liter w słowach języka 
naturalnego, same w sobie niosą treść (niosą ją albo dzięki swojej „wewnętrznej 
intencjonalności” (Haugeland 1985), albo też, potencjalnie, czekając na wykorzystanie przez 
użytkownika (Dennett 1987)). Niezależnie od tego, które stanowisko zostanie przyjęte, 
grupy neuronowe same są reprezentacjami oraz nośnikami treści intencjonalnej myśli (jeżeli 
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takowa istnieje). Wprawdzie Dennett (1984) uważa, że użytkownik określa treść 
reprezentacji, ale według nich, treść taka ,określona przez użytkownika, jest [ostatecznie] 
ustalona przez ewolucję. Treść reprezentacji jest tym, do czego ewoluowały mechanizmy 
reprezentacyjne, aby osiągnąć „właściwą im funkcję”. Varela zauważa jednak, że owe 
intencje wyrastające ze spontanicznych, kreatywnych aktów użytkowników, które zajmują 
centralne miejsce w procesie ludzkiego poznania, nie są uwzględniane przez tego rodzaju 
stanowiskach.  
Enaktywizm wychodzi poza klasyczną dychotomię materializmu i dualizmu. 
Umysł traktuje jako całość składającą się z mózgu, ciała i świata – systemu interaktywnego 
(por.: Clark 1997, Hurley 1998, Juarrero 1999, Varela, Thompson 2001). Budując koncepcję 
relacji miedzy tymi trzema komponentami (mózgiem, światem i ciałem) opiera się na trzech 
zasadach:  
(1) Umysł jest emergentny względem ciała, mózgu i świata, wyrażając jego globalne 
własności, które nie wynikają bezpośrednio z jego fizycznych składników.  
(2) Wywiera także wpływ przyczynowy na system interaktywny i jego fizyczne części.  
(3) Wewnętrzne własności mentalne oraz wewnętrzne własności fizyczne pierwszego rzędu 
są wzajemnie nieredukowalne: pozostają wobec siebie w obustronnych, komplementarnych 
relacjach, choć – jak dodają Hanna i Thompson: 
„relacja ta nie jest ściśle symetryczna, ponieważ struktura relacji dół-góra (od fizycznych 
własności pierwszego rzędu do własności mentalnych) jest w sposób nieredukowalny i różny od 
relacji góra-dół (od własności mentalnych do fizycznych własności pierwszego rzędu) – tak samo, 
jak struktura międzypoziomowej relacji przyczynowej (relacji oddolnej lub relacji lokalne-
globalne) przebiegającej od emergentnych makrofizycznych całości (systemów 
neurobiologicznych) do ich mikrofizycznych części (Hanna, Thompson ibid.: 156).” 
Te trzy komponenty sprawiają, że w logicznej przestrzeni stanowisk pojawia się miejsce na 
nowe, „dwuaspektowe” ujęcie relacji „umysł-ciało” (por.: Hanna, Thompson 2003), działania 
intencjonalnego i przyczynowości mentalnej (Juarrero 1999). Chcę dodać, iż choć 
doświadczenie prezentuje nam nas jako cielesne podmioty poznawcze, to jednak ucieleśnienie 
poznania nie musi być doświadczeniowo ewidentne, tzn. fakt, że jakiś proces mentalny 
prezentuje się w świadomym doświadczeniu jako zupełnie odcieleśniony – całkowicie 
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niezależny od naszego cielesnego funkcjonowania – nie może być wystarczającym 
świadectwem faktycznego odcieleśnienia tego procesu (Nowakowski 2013: 3)78. 
W enaktywizmie, poznanie to sieciowy model interakcji każdego szczebla z 
każdym. Z określenia systemu wynika rola relacji systemowych, czyli relacji między 
atrybutami poszczególnych części, które tworzą celowo zorientowaną, żywą całość. Rozdział 
The I Of the Storm książki jest podsumowaniem części kognitywistycznej, a zarazem 
wskazaniem – za pomocą narzędzi samej kognitywistyki i psychologii poznawczej – 
ograniczeń tej dyscypliny. Varela zauważa tu, iż poczucie tożsamości jest procesem 
(środowisko i kultura podtrzymują ciągłość własnego ja poprzez powtarzanie wielu jednostek 
znaczących). Ponadto – w niezgodzie z klasyczną Husserlowską fenomenologią, ale w 
zgodzie z  Artystotelesowską metafizką – stwierdza, iż istnieje podmiot ontologiczny (czyli 
to, o czym się orzeka), ale nie ego cogito, a raczej: istnieje umysł – mind, ale nie istnieje 
żadne, jednoznaczne Self. To konstatacja brzemienna w skutki dla całego projektu nowej, 
ucieleśnionej fenomenologii. 
Z koncepcji enaktywistycznej, która ma ambicje bycia fenomenologią par 
excellence, ale wchodzi w spór z kilkoma założeniami klasycznej fenomenologii 
Husserlowskiej (jak choćby wzmiankowana powyżej kwestia podmiotowości), Varela 
wyciąga wnioski dotyczące konieczności sformułowania nowej, rygorystycznej metody 
badania świadomości i doświadczenia. Chce, by miała ona charakter fenomenologiczny, 
jednakże uznaje, iż klasyczna metoda fenomenologiczna nie jest wystarczająca. Dlatego też 
proponuje inną wersję metody, o której mowa będzie w kolejnym rozdziale.
                                                          
78 Yu i Smith (2012) analizowali przebieg uczenia się słów przez bardzo młode dzieci (18-miesięczne), koncentrując się na 
problemie niezdeterminowania odniesienia w trakcie uczenia się nazw przedmiotów. Wykorzystując dokładną analizę pola 
wzrokowego uczącego się dziecka, jego zachowania oraz zachowania i mowy uczącego je rodzica, badacze wykazali, że 
problem niezdeterminowania odniesienia jest tu rozwiązywany sensomotorycznie. Jak pokazują badacze, u 18-miesięcznych 
dzieci (w odróżnieniu od dorosłych, jednak patrz: Reed i inni 2006) wzrokowa uwaga jest ściśle powiązana z całym ciałem, 
jest ucieleśniona. Punkt patrzenia rzadko odbiega od kierunku ułożenia głowy. Tak więc obserwacja zachowania może wiele 
powiedzieć o uczeniu się, w którym ważną rolę powinna pełnić uwaga. Yu i Smith (2012) badali to, co widzi, a dokładniej – 
co może widzieć dziecko i jaki ma to wpływ na sposób, w jaki uczy się ono wyrazów. W badaniu autorzy koncentrowali się 
na perspektywie pierwszoosobowej, z której dziecko obserwuje nazywane przedmioty. Badacze wskazują na to, że 
uwzględnienie perspektywy pierwszoosobowej jest ważne dlatego, że po pierwsze jest ona ściśle związana z działaniem, w 
tym – z działaniem na nazywany przedmiot. Po drugie – dopiero dzięki uwzględnieniu tej perspektywy umożliwia można 
dostrzec, jak znaczące zmiany w scenie widzianej przez dziecko powoduje pojawianie się nazywanych przedmiotów. 
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IV.6. Raz jeszcze o metodzie 
Varela podkreśla, iż konstruktywnego wkładu fenomenologii w zrozumienie relacji 
świadomości do doświadczenia nie może sprowadzać się do zidentyfikowania korelacji 
między doświadczeniem a procesami neuronalnymi, ponieważ znalezienie takich korelacji 
może jedynie zbliżyć nas do obrzeży szczeliny eksplanacyjnej między procesami mózgowymi 
a świadomością, a także relacji ciała do umysłu. Jednocześnie neurofenomenolodzy - 
enaktywiści, rozumiejący intencjonalność jako formę bycia-w-świecie, odrzucają czysto 
funkcjonalne działania, jako sposób wypełnienia luki. W związku z tym nadal 
nierozstrzygnięte pozostaje pytanie, wymagające precyzyjnej odpowiedzi: w jaki sposób 
fenomenologia może wnieść swój wkład do kognitywistyki. Odpowiedź taka musi być 
sformułowana w sposób, który doprowadzi nas do zastanowienia się nad tym, jak doszliśmy 
do myśli o czymś takim jak szczelina eksplanacyjna. Szczelina ta najwyraźniej pojawia się w 
kontekście trudnego problemu świadomości, gdzie wydaje się, że nie da się wyjaśnić 
połączenia między fenomenami fizycznymi i psychicznymi. Dlatego być może naszą strategią 
powinno być rozpoczynanie w miejscu, gdzie połączenia są już widoczne i doświadczenie 
zostało już znaturalizowane. W tej kwestii Varela proponuje rozpocząć od ucieleśnionego 
doświadczenia. Przez ucieleśnione doświadczenie zaś rozumie „doświadczanie ciała” w 
obydwu znaczeniach tego wyrażenia, primo – w jaki sposób postrzegam lub uświadamiam 
sobie własne ciało, i secundo – w jaki sposób moje ciało doświadcza świata. 
 
Należy podkreślić, iż stanowisko Vareli wyraża zarówno swoisty „realizm 
fenomenalny” – przekonanie, że nie możemy wyeliminować kategorii pierwszoosobowego, 
fenomenalnego doświadczenia – jak i antyredukcjonizm, zgodnie z którym nie jest możliwe 
dostarczenie redukcyjnego wyjaśnienia świadomości za pomocą kategorii funkcjonalnych czy 
neurobiologicznych. Rozwiązanie trudnego problemu świadomości wymaga w tej 
perspektywie bardziej odważnych i niekonwencjonalnych kroków. Dlatego też Varela 
wprowadza metodę neurofenomenologiczną.  
Neurofenomenologia to program badawczy zaproponowany przez Varelę i jego 
współpracowników w późnym okresie jego działalności badawczej (por.: Varela 1996: 330-
349, 1997: 355-385, 1999: 266-314, Lutz 2002: 133-167, Lutz i Thompson 2003). Z założenia 
miała wpisywać się jako metoda badawcza w nurt eksperymentalnej neuronauki kognitywnej 
(por.: Hanna, Thompson 2010: 134). Tutaj Varela kontynuuje ścieżkę rozpoczętą przez 
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Blausteina i Merlau-Ponty’ego. Specyfika neurofenomenologii  - według samego Vareli – 
polega na tym, że ta nie opiera się na postulacie wprowadzania nowych rozwiązań stricte 
teoretycznych (na przykład, rozszerzających ontologię świata przyrody), lecz na propozycji 
zastosowania do badania świadomości nowej metody. Szeroko rozumiany projekt naukowego 
badania i wyjaśniania natury świadomości wymaga w tej perspektywie modyfikacji 
metodologii, za pomocą której projekt ten realizujemy. Słychać tu wyraźnie echa postulatów 
Husserla z Badań logicznych - poszukiwania metody, która opisze, w jaki sposób zjawia się 
to, co jest. 
Dla Vareli zastosowanie pierwszoosobowego, fenomenologicznego wglądu 
odpowiednio wytrenowanych podmiotów służy do zbierania danych służących jako stategia 
heurystyczna dla badań nad neuronalną dynamiką świadomości. Badania te traktują o jej 
przyczynowej efektywności dla całego organizmu, a w szczególności dla mózgu (por.: ibid: 
134-135). Nie chodzi jednak tylko o pierwszoosobowe raporty fenomenologiczne, których 
wartość została doceniona przez wielu badaczy już wcześniej (por.: Gallagher 2002: 374-
375), lecz o inkorporowanie metod pierwszoosobowych , w których podmiot podnosi w 
czasie „poziom świadomości własnego subiektywnego doświadczenia, dostarczając tym 
samym bardziej wyrafinowanych oraz szczegółowych pierwszoosobowych subiektywnego 
doświadczenia” (por. także: Varela 1993, Varela, Shear 1999, Depraz, Vermeersch, Varela 
2003). 
Obecne jest tu założenie, że nie możemy badać świadomości, jeśli nie wiemy, co 
właściwie badamy, to jest: jeśli nie dysponujemy nietrywialną, drobnoziarnistą deskrypcją 
świadomego doświadczenia. Tylko taki opis może pozwolić nam przybliżyć wiedzę o 
doświadczaniu do wiedzy o aktywności mózgu.  
Według neurofenomenologów, jedyną drogą, która może doprowadzić nas do 
uzyskania tego rodzaju opisów jest fenomenologia z jej wzięciem w nawias nastawienia 
naturalnego oraz dążeniem do uzyskania ejdetycznego wglądu w świadomościowe 
niezmienniki. Pierwszoosobowe badania świadomości, które pozwala na utworzenie opisu 
świadomego doświadczenia oraz jego struktury w oparciu o dobrze określone, rygorystyczne 
reguły musi być – zgodnie z wymogami neurofenomenologii – połączone z 
trzecioosobowymi danymi pochodzącymi z neuronauki kognitywnej.  
„Podmiot pozostaje aktywnie zaangażowany w tworzenie i opisywanie specyficznych, stabilnych 
fenomenalnych niezmienników subiektywnego doświadczenia. Z kolei neuronaukowicec może być 
prowadzony przez te pierwszoosobowe danem analizując i interpretując wielkoskalową neuronową 
dynamikę świadomości” (Hanna, Thompson ibid.: 135). 
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Dlatego też, neurofenomenologia uwzglęniać musi trzy obszary badań (por. ibid.: 135-136) 
1. dane pierwszoosobowe pochodzące z uważnego badania doświadczenia 
subiektywnego 
2. modele formalne i narzędzia analityczne zaczerpnięte z teorii systemów 
dynamicznych 
3. dane neurofizjologiczne uzyskane na podstawie pomiarów wielkoskalowych 
procesów integracyjnych zachodzących w mózgu. 
 
Celem tak pojętej neurofenomenologii ma być wypełnienie szczeliny eksplanacyjnej  między 
perspektywą pierwszoosobową i perspektywą trzecioosobową w sposób holistyczny i 
nieredukcyjny. Można to – zdaniem neurofenomenologów – zrobić, jeśli wykaże się iż relacje 
między umysłem a ciałem to relacje dynamicznego układu, jakim jest odczuwający i 
działający organizm. 
Perspektywy pierwszoosobowej nie należy  - jak zrobił to Daniel Dennett -  mylić z  
introspekcją. Varela, za Searlem, zakłada nieredukowalność doświadczenia. 
„Doświadczenie pojawia się wraz ze spontanicznym przedrozumieniem, co może sugerować, że 
wszelka teoria na jego temat jest całkowicie zbyteczna. Jednak z drugiej strony, to 
przedrozumienie powinno zostać zbadane, ponieważ nie jest jasne, z jakim rodzajem wiedzy 
mamy w tym przypadku do czynienia (Varela, ibid.)”. 
Z punktu widzenia fenomenologii istotne jest, że żywe doświadczenie zawsze 
obejmuje stany doświadczane subiektywne w znaczeniu subiektywnego przeżywania, jednak 
bez udziału świadomości dostępu. Nie będąc bezpośrednio dostępne podmiotowi w 
racjonalnym kierowaniu działaniem lub w raportach werbalnych. Należą zatem do dziedziny 
przed-predykatywnego, żywego doświadczenia, a mimo to są zwrotnie świadome, bo w 
przeciwnym razie nie kwalifikowalibyśmy ich jako subiektywnych doświadczeń. Są one 
takim rodzajem stanów, które mogą być osiągalne dla świadomości refleksyjnej, choć 
zasadniczo mają charakter przedosobowy. Fenomenologia opiera swe poszukiwania świeżego 
ujęcia doświadczenia na swoistej odmianie refleksji lub redukcji fenomenologicznej – chodzi 
tu o inny sposób ujmowania tego samego świata (zmiana nastawienia naturalnego na 
fenomenologiczne). W tym sensie dzięki zastosowaniu rygorystycznych, pierwszoosobowych 
metod badawczych fenomenologii można je wydobyć na poziom refleksyjny. 
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Świadome nastawienie leżące u podstaw redukcji fenomenologicznej można 
rozłożyć  - według Vareli – na cztery wzajemnie powiązane momenty: 
- redukcja: systematyczny trening zdolności do refleksji będąca żywiołem redukcji, 
refleksyjny dystans wobec automatycznych wzorców myślowych 
- bliskość (intuicja): pole doświadczenia wskutek redukcji staje się mniej obciążone i obecne 
w sposób bardziej intensywny. Uzyskanie bliskości z fenomenem jest kluczowe, ponieważ 
stanowi podstawowe kryterium prawdy dla analizy fenomenologicznej . Bliskość umożliwia 
wariacje imaginatywne polegające na badaniu w wirtualnej przestrzeni umysłu wielorakich 
możliwości przejawiania się fenomenu  
 - opis (niezmienniki): intuicyjna oczywistość musi być opisana lub przełożona na dające się 
komunikować inskrypcje (szkice, formuły). Nie chodzi o kodowanie w publicznie dostępnym 
tworzywie, lecz o ucieleśnienie nadające kształt temu, czego doświadczamy. 
- trening (stabilizacja): nastawienie redukcyjne jest kruche.  
Według mnie, to właśnie bliskość i stabilizacja są kluczowymi elementami, 
zasługującymi na szczególne podkreślenie. To one stanowią tutaj podstawę podejścia 
eksperymentalnego, które może być uzupełniane badaniami neuronaukowymi. Wraz z nimi 
stale niezbędna jest redukcja, która doprowadza do wyłonienia się niezmienników – podstawy 
opisu fenomenologicznego.  
Varela wyraźnie zaznacza, iż analiza fenomenologiczna nie jest zwykłą 
introspekcją (reflejsyjnym rozdwojeniem), bowiem introspekcja zatrzymuje się w obszarze 
nastawienia naturalnego, opierając się na wcześniejszych założeniach. W fenomenologii 
mamy natomiast do czynienia z epoché – wynikiem ma być odsłonienie zjawiska lub nowy 
wgląd. Varela dostrzega także ogromną rolę intuicji w analizie fenomenologicznej. Ta 
intuicja – w sensie fenomenologicznym – wychodzi poza logiczny łańcuch symbolicznych 
uwarunkowań i polega na perswazyjnej sile i bezpośredniej oczywistości (przekonująca 
przejrzystość). Dalej, Varela zauważa, iż dualizm obiektywne/ subiektywne nie wyczerpuje 
wszystkich możliwych stanowisk. Dzięki redukcji uzyskujemy oczywistość, że świadomość 
jest nierozerwalnie związana z transcendencją. Badanie struktury doświadczenia nieuchronnie 
generuje rozważania dotyczące kilku poziomów świadomości, nierozłącznie związanej ze 
świadomością innych osób oraz ze światem zjawisk danych za pomocą wczucia. 
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Tutaj wkracza subtelne rozróżnienie na typy świadomości. Hanna i Thompson 
zauważają, iż mamy współcześnie do czynienia z wieloma pojęciami świadomości 
dyskutowanymi w literaturze naukowej i filozoficznej (ibid.: 127), a relacje między nimi są 
niejasne i podlegają szerokiej dyskusji. I tak, mówić możemy o różnych typach świadomości 
które zebrałam poniżej w jedną listę79: 
- świadomości zwierzęcej – „świadomości organizmu traktowanego jako przytomna i 
odczuwająca całość” (Rosenthal 1986: 329-359) 
- świadomości w tle – sprowadzającej się do stanów takich jak bycie przytomnym, 
śnienie, znajdowanie się w stanie hipnozy (Hobson 1999) – według niektórych autorów ten 
typ świadomości nie jest odróżnialny od świadomości zwierzęcej (por. Chalmers 2000) 
- świadomości stanu – dotyczącej określonych, jednostkowych  stanów umysłowych, 
które mogą być wyodrębnione za pomocą ich wewnętrznej treści (świadomości stanu jest 
przeciwieństwem świadomości w tle (por. Rosenthal 1986, Hobson 1999) 
- świadomości przechodniej – w fenomenologii mogłaby ona zostać nazwana 
świadomością intencjonalną, bowiem jest nakierowana na określony przedmiot (noemat) 
- świadomości nieprzechodniej – nienakierowanej na żaden przedmiot. To mgliste 
pojęcie wprowadzają Hanna i Thompson (ibid.: 128) 
- świadomości dostępu – tak określane są stany umysłowe, których „treści są 
dostępne myślom” i dają się zwerbalizować (Block 2001) – według Dehaene i Naccache 
(2001: 1-37) treści mentalne są świadome dostępnie, gdy są „globalnie osiągalne w mózgu 
jako tręsci „globalnej neuronalnej przestrzeni roboczej” 
- świadomości fenomenalnej – czyli stanów umysłowych mających doświadczeniowy 
(i subiektywny) charakter, co znaczy, że „dla określonego podmiotu istnieje pewna jakość 
polegająca na byciu w danym stanie” (por.: Block, ibid.) 
- świadomości pierwszego rzędu – niezapośrednioczonej lub bezpośredniej 
świadomości wewnętrznej wobec stanu umysłowego (Hanna, Thompson, ibid.: 128) 
- świadomości wyższego rzędu  - bezpośredniej relacji między co najmniej dwoma 
stanami umysłowymi (np. nieświadomymi a świadomymi, por. Hanna, Thompson, ibid.) 
- świadomości introspekcyjnej  - metaświadomości stanu wiadomego (por. Jack, 
                                                          
79
 Bobryk w Świadomości człowieka w epoce mediów elektronicznych (2004: 45-46) krytykuje podziały 
świadomości wprowadzone m.in. przez Rosenthala. Nie bez słuszności zauważa, iż podziały Rosenthala, 
zwłaszcza teorię świadomości jako myśli wyższego rzędu, które odnoszą się do innych (niższych) stanów 
umysłowych. Brobryk zauważa, iż rozróżnienia świadomości można zastąpić np. Breantanowskim 
rozróżnieniem na „wewnętrzne spostrzeżenia” własnych zjawisk psychicznych i ich „wewnętrznej obserwacji” 
albo na opartym na teorii intencjonalności rozróżnieniem „świadomości bezpośredniej” i „świadomości 
upośrednionej”. Jest to istotna uwaga, przede wszystkim dlatego, iż typów świadomości pojawia się w literaturze 
przedmiotu coraz więcej, ale nie idzie za nimi ani pogłębione badanie empiryczne, ani wniosek, który pozwalaby 
posunąć problem świadomości i jej relacji do doświadczenia dalej. Uważam zresztą, iż sam Varela, który był 
entuzjastą klarowych pojęć zaczerpniętych z klasycznej fenomenologii poparłby postulat uproszczenia 
powyższej typologii. 
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Sallice 2001: 161-196), ten typ świadomości może być rozumiany jako odmiana 
świadomości dostępu. 
- świadomości zwrotnej – pierwotnej formy samoświadomości, rozumianej jako 
„autoreferencyjna przytomność świadomego doświadczenia, która nie wymaga aktywnego 
udziału refleksji lub/i introspekcji (Zahavi 1999). 
Należy zaznaczyć, iż powyższe pojęcia jeszcze bardziej się komplikują, gdy spojrzy się na nie 
z perspektywy samej fenomenologii. Jak słusznie akcentują Hanna i Thompson, centralnym 
pojęciem na gruncie tej tradycji jest sięgające od czasów Kanta i Kartezjusza pojęcie 
świadomości zwrotnej. Świadomość zwrotna to pierwotna postać samoświadomości, 
stanowiącej cechę wszelkiego wewnętrznego, świadomego doświadczenia, w którym 
świadomość – poza nakierowaniem na przedmiot intencjonalny kieruje się ku samej sobie. 
Taka samoprzejawiająca się świadomość jest pierwotna w tym sensie, iż (a) nie wymaga 
żadnego kolejnego aktu refleksji (introspekcji), (b) nie polega na zajęciu  postawy 
psychologicznej wobec pewnej treści, lecz ma charakter przed-predykatywny (jej treść nie 
jest treścią pojęciową). Na gruncie stricte fenomenologicznym ta dystynkcja zachodzi między 
noetycznym (aktowym) a noematycznym (przedmiotowym) aspektem aktu intencjonalnego. 
Noesis, będącą milczącą samozwrotnością doświadczenia eksplikowano jako postać nie 
przedmiotowej cielesnej samoświadomości, zwrotną świadomość „żywego ciała” lub 
ucieleśnioną subiektywność: korelat doświadczenia przedmiotu (Merlau-Ponty 1962).  
Idąc dalej, Varela proponuje studium przypadku, jakim jest układ 
neurofenomenologiczny. Zauważa, iż w miarę jak uzyskujemy coraz większy dostęp do 
wyrafinowanych metod obrazowania mózgu, potrzebujemy większych kompetencji 
fenomenologicznych w studiowaniu takich zagadnień jak uwaga (wielorakie przejawy uwagi 
w doświadczeniu), świadomość chwili teraźniejszej (czas bezpośredni, struktura 
teraźniejszości, horyzont przyszłości i przeszłości), wyobrażenie ciała a wolne działania 
(żywe ciało i jego świat– Leibhaftigkeit). Wyznacza także zagadnienia lokalne, takie jak: 
 Percepcyjne wypełnianie – „widzenie jako” jako zjawisko wzrokowe vs. „to, co jest widziane” (sąd 
wzrokowy) 
 Środek i peryferia – treść świadoma plus nieświadome tło 
 Emocje – zanika podział na emocje i rozumowanie (Damasio), jądro migdałowate oraz pobudzenia 
pamięci emocjonalnej. Damasio zwraca uwagę, iż to emocje są podstawą dzięki której człowiek 
podejmuje ważne decyzje, za pośrednictwem tzw. markerów somatycznych znajdujących się w 
obwodach neuronownych. Damasio podaje tutaj przykład sytuacji, gdy na myśl przychodzą złe 
skutki danej decyzji – zazwyczaj są one połączone z nieprzyjemnym odczuciem “ściśnięcia” 
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trzewi. Odczucie to odnosi się do ciała i sygnalizuje pojawienie się określonego uczucia. Markery 
somatyczne pozwalają niejako przewidzieć rezultaty niektórych zdarzeń. Dzięki temu kształtowany 
jest proces decyzyjny. 
Varela zastrzega, że mariaż neuronauk i fenomenologii nie może być rozumiany jako kolejna 
wersja teorii identyczności – korelaty bowiem należy ustalać nie przez odwołanie się do 
filozoficznego zaangażowania czy fizykalistycznego założenia, lecz na podstawie 
niezmienników doświadczeniowych. Powołuje się tutaj na koncepcję psychoidentyczności 
(Pessoa/ Thompson 1996), gdzie (A wygląda na B) implikuje (A wyjaśnia B). Znaczy to, iż 
jeśli zdarzenia empiryczne są zdarzeniami fenomenalnymi, to dane jest wyjaśnienie tych 
drugich. Zauważa jednak, iż to nie wystarcza. Nadal nie wiemy bowiem, w jakiej relacji są 
jednostki neuronowe do aktywności do pozostałej części mózgu, a także w jaki sposób 
uzyskują swój sens oraz co dokładnie czyni je zdarzeniem doświadczeniowym. 
Chcę podkreślić, że między radykalnym ucieleśnieniem a ucieleśnionym 
funkcjonalizmem, zaprezentowanym w poprzednim rozdziale istnieje sporo różnic. Varela 
zgadza się z Chalmersem, że „ponieważ własności strukturalne doświadczenia są dostępne i 
mogą być przedmiotem sprawozdań, dlatego będą bezpośrednio reprezentowane w strukturze 
przytomności” (Chalmers 1995: 213). Jednakże zauważa, struktura doświadczenia wymaga 
odpowiedniej metody badania oraz uprawomocnienia jej rezultatów. Nie wystarczy 
stwierdzić, iż umiemy działać wykorzystując strukturę przytomności. Po drugie, Varela 
zarzuca Chalmersowi, iż ten ostatni traktuje świadomość jako dodatkową kategorię 
ontologiczną, zaś na gruncie propozycji Vareli doświadczenie fenomenalne stanowi poziom 
ontologicznie nieredukowalny, choć jest bezpośrednie. Jego zdaniem kierunkom 
funkcjonalistycznym grozi alienacja od ludzkiego życia. Tak, w pewnym uproszczeniu rysuje 
się najbardziej radykalny projekt kognitywistyki ucieleśnionej, w którym ujęcie wcielenia jest 
ujęciem żywego doświadczenia. 
W tym kontekście, bardzo istotną różnicą między nimi jest także podejście do 
problemu reprezentacji, którą Chalmers uznaje za ważną i przydatną kategorię80, Varela zaś 
chce obalić, ponieważ chce pozostać fenomenologiem. Chciałabym na chwilę zatrzymać się 
                                                          
80
 To stanowisko, mimo uznanani przez Chalmersa ucieleśnienia jako kategorii kluczowej, mogłoby go jednk 
plasować po stronie paradygmatu obliczeniowego. Należy zresztą zauważyć, że o ile Chalmers podkreśla wagę 
ucieleśnienia, o tyle inne fenomenologiczne kategorie (jak choćby intencjonalność) nie są przez niego stosowane 
w duchu fenomenologicznym. O ile zatem można uznać go za ważnego teoretyka ucieleśnienia, o tyle 
stwierdzenie, iż jest badaczem, który stara się integrować fenomenologię i kognitywistykę jest jednak 
stwierdzeniem na wyrost.  
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przy tym problemie. Nie da się ukryć, iż teoria poznania ucieleśnionego (a co za tym idzie 
propnowana przez nią metodologia badawcza) ma, w swojej obecnej inkarnacji, swoich 
dwóch wielkich prekursorów: komputacjonizm oraz fenomenologię. Obie te koncepcje 
zasadniczo uwzględniają istnienie mentalnej reprezentacji. Teoria poznania ucieleśnionego 
zawdzięcza jednak więcej drugiej z wymienionych teorii aniżeli tej pierwszej: językiem, w 
którym toczy się dyskusja w ramach teorii poznania ucieleśnionego, jest język Husserla, 
Merleau-Ponty’ego, Sartre’a i innych. Ale teoria poznania ucieleśnionego jest również oparta 
na komputacjonizmie, ponieważ program badawczy dominujący w nim przez trzydzieści lat 
(por.: Fodor w 1981) wyznaczył problemy, które współczesna teoria poznania ucieleśnionego 
stara się rozwiązać. Jak zauważa Natika Newton (2012: 66), komputacjonizm starał się 
wyjaśnić mechanizmy poznawcze w taki sposób, aby (1) można było je realizować przez 
komputer, oraz (2) aby mogły być odwzorowywane (mapped) przez faktyczne mechanizmy 
mózgowe. Tradycyjna fenomenologia stawiała sobie inny cel. Starała się dla swoich własnych 
potrzeb, zbadać dziedzinę zjawisk.  
Zarówno Chalmers (oraz Clark) jak i Varela odwołują się do tej tradycji, 
jednakżen jedynie ten pierwszy chce uwzględniać reprezentacje jako ważne narzędzie 
konceptualizacji problemu poznania, doświadczenia i świadomości. Varela reprezentację 
odrzuca par excellence. Jednakże, jak sygnalizowałam już w rozdziale poświęconym 
ucieleśnionej semantyce za Natiką Newton (por.: Newton, ibid.: 75), reprezentacja nie musi 
być wcale obrazem wizualnym, może być także rozumiana jako wszelkie stany sensoryczne, 
motoryczne, proprioceptywne i afektywne organizmu. Jeżeli poznanie ucieleśnione ma być 
projektem całościowym, na miarę fenomenologii, nie może kończyć analizy reprezentacji 
intencjonalnej na poziomie podstawowej realizacji czynności. Musi ujmować złożone 
zachowanie poznawcze obejmujące także ukrytą, abstrakcyjną myśl. Musi szukać relacji 
między abstrakcyjnym rozumowaniem komputacyjnym (np. logiczne i matematyczne) a 
zdolnościami właściwymi dla czynności cielesnych. Wielu teoretyków argumentuje, że 
obrazowanie sensomotoryczne – świadomie albo nie w pełni świadomie aktywowane ślady 
pamięciowe doświadczeń z realizowania podstawowych czynności – funkcjonuje nie tylko w 
trakcie kontemplowania i planowania czynności, ale również w mentalnej manipulacji 
przedmiotami w abstrakcyjnym rozumowaniu. Abstrakcyjna myśl wykorzystuje podstawowe 
schematy czynności: cielesne interakcje z przedmiotami w przestrzeni (Huttenlocher 1968; 
Newton 1996). Kiedy angażowane są tutaj reprezentacje mentalne, używane są one w 
mentalnych realizacjach wyobrażonych czynności. Ostatnia praca na temat móżdżka 
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(Schmahmann 1997) pokazuje, że organ ten, tradycyjnie znany wyłącznie ze swojej roli w 
sekwencjonowaniu określonych planów czynności, angażowany jest zarówno w procesie 
abstrakcyjnego rozumowania, jak i – rozwiązywania problemów. Odkrycie to stanowi 
niezwykłe potwierdzenie teorii poznania ucieleśnionego (Newton i in. 2002). Oprócz pracy 
móżdżku, w pełni testowalna jest większość twierdzeń formułowanych w ramach teorii 
poznania ucieleśnionego, które dotyczą zjawiska reprezentacji w procesie obrazowania 
czynności. W stosunku do tych, którzy zaprzeczają, że istnieje takie obrazowanie można 
argumentować, że niekoniecznie wszystkie obrazy muszą być świadome, a dostępne obecnie 
badania nad obrazowaniem mózgowym mogą rozstrzygać takie sporne kwestie. Należy 
jednak wyjaśnić, co dokładnie rozumiemy, używając terminu „obraz”. Istnieje pewna 
skłonność do tego, by uważać wszystkie obrazy za wizualne. Ale pomimo takiego 
tradycyjnego znaczenia terminu „obraz”, istnieje również poważny powód, by rozciągnąć 
znaczenie tego terminu, tak aby objął on wszystkie stany sensoryczne, motoryczne, 
proprioceptywne i afektywne, a nie tylko wizualne. Mechanizmy obrazowania wizualnego, 
które obejmują również wiele obszarów angażowanych w percepcji wizualnej, są całkowicie 
analogiczne do tych angażowanych w reaktywowanym doświadczeniu w ramach innych 
modalności. Na przykład obrazy ruchu związane z aktywnością w korze ruchowej okazują się 
identycznie do tych, które obecne są w rzeczywistym zachowaniu (Jeannerod 1998). Krótko 
mówiąc, możemy wyobrazić sobie wszystko, czego jesteśmy zdolni doświadczyć, co się 
pojawia, a słyszenie, dotykanie, smakowanie, odczuwanie emocji albo realizowanie 
określonych czynności motorycznych jest obrazowaniem tych czynności. Jeżeli naprawdę 
możliwe jest dla nas tworzenie obrazów w dowolnej modalności, to wiele, jeżeli nie 
wszystkie, tradycyjnych zarzutów skierowanych przeciw stanowisku, według którego w 
poznaniu wykorzystuje się obrazy, upada. Na przykład Pylyshyn argumentował, że 
reprezentacja mentalna ma charakter sądu, a nie wyobrażenia, ponieważ możemy 
reprezentować relacje, których nie można pojąć obrazowo: 
... podczas gdy dwa wizualne obrazy szachownicy mogą być obrazowo identyczne, to reprezentacja 
mentalna jednej z nich mogłaby obejmować relację pomiędzy dwiema figurami szachowymi, którą 
dałoby się opisać przez zwrot: „być atakowanym przez”, kiedy to reprezentacja mentalna drugiej 
szachownicy mogłaby takiej relacji nie obejmować. (…) W związku z tym można by oczekiwać, że 
reprezentacja mentalna pewnej konfiguracji figur na szachownicy byłaby o wiele bogatsza i lepiej 
ustrukturyzowana dla mistrza szachowego niż dla niedoświadczonego gracza w szachy (Pylyshyn 1973: 
11). 
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Pylyshyn argumentuje, że wspomniana przez niego relacja nie jest częścią obrazu, ponieważ 
obraz dostępny jest tak samo mistrzowi, jak i nowicjuszowi, ale zawiera się w informacji 
reprezentowanej w postaci sądu, dostępnej tylko mistrzowi. Jeżeli jednak rozszerzymy 
pojęcie „obrazu” tak, by obejmowało ono doświadczenia we wszystkich modalnościach, 
łącznie z motorycznymi, proprioceptywnymi i emocjonalnymi, to możemy łatwo stworzyć 
obraz dwóch figur szachowych, które znajdują się w relacji „atakowania”. Jednym ze 
sposobów, w jaki możemy to uczynić, jest wywołanie sensomotorycznego obrazowania 
możliwych ruchów, tych dwóch figur, połączonego z afektywnym obrazowaniem 
hipotetycznych „stanów emocjonalnych” tych dwóch figur: agresji w przypadku jednej z nich, 
strachu albo defensywy w przypadku drugiej. Opis ten może brzmieć nienaturalnie, ale w 
rzeczywistości jest w pełni zgodny z językiem używanym przez Pylyshyna do opisania tej 
relacji. „Bycie atakowanym przez” to relacja wewnętrznie powiązana z uczuciem. Być 
atakowanym to znajdować się w niebezpieczeństwie; a znajdowanie się w niebezpieczeństwie 
jest czymś złym. Szachy to gra abstrakcyjna, ale jeżeli abstrakcje nie są zakorzenione w 
konkretnych stanach, które możemy zrozumieć z perspektywy naszego własnego 
doświadczenia, to nie mogą mieć one dla nas żadnego znaczenia, a przez to i użyteczności. Te 
konkretne stany są reprezentacjami czynności osadzonej zawsze w kontekście sytuacyjnym, 
który jest szerszy niż po prostu motoryczne ruchy cielesne. Czynności wymagają motywacji. 
Nawet subtelne czynności, takie jak utajona uwaga, zmieniają się zależnie od emocjonalnych 
zainteresowań organizmu. 
Potrzebę zaangażowania nowej fenomenologii w zrozumienie relacji poznania 
abstrakcyjnego do cielesności zauważa także Gallagher pisząc: 
„do jakiego stopnia i w jaki sposób czyjeś ciało jest częścią czyjegoś pola percepcyjnego? – to pytanie 
otwarte na analizy fenomenologiczne. Jak ciało ksztatuje poznanie? W tym przypadku fenomenologia 
może zajmować się pewnymi „prenoetycznymi” działaniami ciała. Jednak do wyjaśnienia takich 
działań potrzebna jest nauka empiryczna” (2002: 11-51) 
Zamiast oscylowania między psychologią poznawczą i neuronauką, nowa metoda wymaga 
współpracy między fenomenologią, teorią układów dynamicznych i biologią. Froese 
argumentuje jednak, że Varelowska propozycja neurofenomenologii toprojekt 
niewystarczający: potrzebna jest bowiem kompleksowa bio-fenomenologia (por. Froese ibid.: 
102). Froese twierdzi, że jeśli chcemy rozpocząć kognitywistyczne badania raz jeszcze od 
perspektywy enaktywistycznej, musimy zmierzyć się z wyzwaniem relacji między aaptacyjną 
egzystencją prostych organizmów a znacznie bardziej złożonym problemem poznania u istot 
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ludzkich. Określa ten problem mianem luki poznawczej (por. ibid.: 101) – w nawiązaniu do 
wspomnianej już szczeliny eksplanacyjnej, którą zgłaszał Chalmers. W tym sensie – o ile 
szczelina eksplanacyjna była problemem metafizycznym i par excellence filozoficznym, o 
tyle luka poznawcza to problem stopnia złożoności (poziomu skomplikowania systemu, jakim 
jest dany organizm). Niewykluczone, że ma ona większe szanse na rychłe rozwikłanie.  
Jak obszar funkcjonowania systemów żywych ma się do zagadnień sztucznej 
inteligencji, poruszanych w niniejszej pracy? Należy zauważyć, że sam Varela nigdy nie 
interesował się zagadnieniami dotyczącymi robotyk i sztucznej inteligencji. Dlatego też jego 
metodę należałoby rozwinąć na relacje organizmów żywych ze sztucznymi (fizycznymi 
maszynami), bądź na relację organizmu żywego ze sztucznym, wirtualnym środowiskiem. 
Froese sugeruje przyjrzenie się rozwojowi istoty ludzkiej, począwszy od jej 
komórkowych zarodków z perspektywy kontinuum życia-umysłu. Na potrzeby moich 
zainteresowań badawczych, związanych z rzeczywistością wirtualną trzebaby zaś 
wypracować metodę bio-technofenomenologiczną, ujmująca metodycznie doświadczenie 
żywego podmiotu w synergii z systemem technologicznym, a zatem taka, która 
uwzględniałaby nie tylko wypełnienie luki między badaniami nad adaptacyjną egzystencją 
prostych organizmów a badaniami nad poznaniem organizmów ludzkich, ale także badała 
rozwój poznawczy człowieka w kontekście technologia, rozumianej jako środowisko życia. 
Pierwszym etapem pracy nad tą metodą powinno być wyjaśnienie wszelkich problemów 
pojęciowych, związanych z takimi terminami jak: umysł, ciało, rozszerzenie, ucieleśnienie, 
wiedza. Następnie zaś rozstrzygnięcie jak zaimplementować stricte fenomenologiczne 
kategorie intencjonalności, uwagi czy wczucia do badań w taki sposób, by nie zostały one 
protraktowane redukcjonistycznie. 
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V.1. Nowe pytanie o technologię 
 
Teza, iż współczesna kognitywistyka całkowicie odeszła od paradygmatu komputacyjnego na 
rzecz paradygmatu umysłu ucieleśnionego jest tezą na wyrost. Ucieleśnione poznanie jest w 
porównaniu z klasycznymi badaniami nadal niezaawansowane, zarówno teoretycznie, jak i 
empirycznie. Daje się jednak zauważyć wyraźnie, iż jako nurt alternatywny odgrywa coraz 
istotniejszą rolę w badaniach poznania. Ucieleśnienie jako kategoria urasta zaś do rangi 
centralnego pojęcia, niezbędnego dla zrozumienia systemu poznawczego człowieka, w 
szczególności nadziei na wyjaśnienie szczeliny eksplanacyjnej związanej z problemem 
świadomości. Shapiro w Embodied Cognition (2011) stwierdził, iż koncepcja ucieleśnienia w 
kognitywistyce może odgrywać trzy role: konceptualizacji, zastąpienia i konstytucji. 
Najbardziej doniosłym rozwiązaniem jest całkowite zastąpienie dotychczasowych koncepcji 
koncepcją ucieleśnionego poznania (por.: Wilson, Golonka 2013). Nie jest jednak jasne, czy 
da się zaproponować taką koncepcję ucieleśnionego poznanania, która będzie spełniała 
kryteria jednej z trzech kategorii wyróżnionych przez Shapiro, czy raczej zastąpienie będzie 
częściowe, a komputacjonizm i ucieleśnienie będą funkcjonowały jako dwie komplementarne 
kontrpropozycje (por.: Nowakowski 2013: 1), przydatne do innych celów praktycznych
81
. 
Niezależnie od tego należy stwierdzić, iż od lat osiemdziesiątych ucieleśnione 
poznanie stara się odpowiedzieć na wyzwania rzucane sztucznej inteligencji przez filozofów i 
inżynierów i doprowadza do przeformułowania reguł, które wcześniej niepodzielnie rządziły 
światem projektowania maszyn. Takimi kamieniami milowymi były Cambrian Intelligence 
Rodneya Brooksa (1999), prace cytowanych już Lakoffa i Johnsona, oraz Vareli. Pozwoliły 
one m.in. na odkrycie tzw. paradoksu Moraveca
82, polegającego na tym, iż skomplikowane 
rozumowania wymagają małej ilości komputacji, zaś podstawowe umiejętności senso-
motoryczne wymagają ogromnych środków obliczeniowych. Sam Minsky (1995) dopiero 
wiele lat po krytyce Dreyfusa stwierdził, iż najtrudniejszymi ludzkimi umiejętnościami do 
odtworzenia inżynieryjnie są te, które nie wymagają udziału świadomości (przemieszczanie 
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 Rozważania Shapiro, dotyczące poznania ucieleśnionego i klasycznej kognitywistyki, mogą być zresztą 
użyteczne jako narzędzie analityczne służące uporządkowaniu aktualnie powstających kwestii spornych między 
różnymi paradygmatami 4E (Shapiro 2011), a także krytyk ucieleśnionego poznania przypuszczanych z pozycji 
komputacjonistycznych (por.: Anderson 2003: 113). 
82
 Paradoks ten tak naprawdę został sformułowany przez trzech badaczy: Hansa Moraveca, Rodneya Brooksa i 
wzmiankowanego już Marvina Minsky’ego. 
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się, czynności manualne, etc.). 
Badacze ucieleśnionego poznania uważnie analizując ten problem, doszli do 
przekonania, iż historia sztucznej inteligencji w istocie rozpoczęła się tam, gdzie powinna 
była się skończyć. Dlaczego? Otóż, jak już wielokrotnie podkreślałam, ucieleśnione podejście 
do badania procesów poznawczych opiera się na tezie, że warunkiem zrozumienia natury 
poznania jest zwrócenie uwagi na istotną rolę, jaką pełni w nim działające ciało, usytuowane 
w określonym środowisku i wchodzące z nim w interakcje dynamiczne dokonywane online i 
niezapośredniczone reprezentacjami. Dla Kartezjusza oraz dla klasycznego komputacjonizmu 
własności cielesne były radykalnie różne od własności mentalnych, zaś ciało nie było ani 
konieczne, ani pożądane do przeprowadzania najdonioślejszej z czynności: rozumowań. Taka 
dystynkcja okazała się brzemienna w konsekwencje dla sposobu myślenia o tym, co maszyna 
powinna robić, żeby przypominać człowieka. Jednym z czołowych projektów 
komputacjonizmu był Cyc (2006), którego nazywa pochodzi od: En-Cyc-Lopedia, stworzony 
właśnie w duchu komputacjonistycznego odtwarzania logicznych rozumowań (por. Anderson 
2003: 94-95). Baza wiedzy projektu Cyc to sformalizowana reprezentacja dużej ilości 
twierdzeń, faktów, zasad i heurystyk rozumowań na temat obiektów spotykanych w życiu 
codziennym. Medium reprezentacji stanowi tutaj formalny język CycL. Przyjmuje się, iż 
wynikiem uczenia i warunkiem dla uczenia na wyższym poziomie jest przyswojenie i 
zachowanie przez robota wielu faktów na temat świata. M.L. Anderson w Embodied 
Cognition – a field guide (2003: 91-130) używa tutaj przykadu zdania:  
„Jeśli coś nie jest podtrzymywane, upada” (if something is not supported, it falls).  
Proces uczenie dla komutacyjnego robota, jakim jest Cyc wymaga tutaj następującej, 
sformalizowanej reprezentacji: 
      (               )           ))    83,  
gdzie ist (x,y) znaczy, że x jest prawdziwe dla teorii y, czyli NTP – Naiwnej Teorii 
Fizyki. 
Rozumowaniem jest tutaj manipulacja taką reprezentacją  zgodnie z formalnymi 
                                                          
83 Naiwna Teoria Fizyki – jedna z wielu mikroteorii zastosowanych w projekcie Cyc. Fizyka rozumiana 
intuicyjnie. Warto zauważyć, że jeśli chodzi o najbardziej podstawowe siły, jak powszechne ciążenie, czy 
zjawiska znane z codziennego doświadczenia, jak spadanie, nasza intuicyjna wiedza o świecie fizycznym – 
nazwijmy ją naiwną fizyką – jest na ogół prawidłowa. Dlatego nawet dzieci śmieszą scenki z filmów 
rysunkowych, w których bohaterowie, przekroczywszy w biegu skraj urwiska, nie spadają w przepaść, dopóki 
nie spostrzegą, że nie mają już gruntu pod nogami. Jednakże, znakomita większość twierdzeń fizyki ma 
charakter zgoła nieintuicyjny, podobnie jest w wielu innych dyscyplinach naukowych.  
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regułami logiki. Taka konceptualizacja zadań maszyny inteligentnej stawia ją po stronie tych 
zdolności człowieka, których nie współdzieli on ze zwierzętami. Po raz kolejny, jest to 
założenie zgodne z myśleniem Kartezjusza. Kartezjusz wielokrotnie podkreślał  nieciągłość 
między człowiekiem a zwierzętami, które były w najlepszym razie mechanizmami, 
fizycznymi automatami zdolnymi do odczuwania bodźców zewnętrznych (1981:65), ale 
niezdolnymi do myślenia. Myślenie, jako warunek możliwości rozumowań wyższego rzędu 
oraz abstrahowania za pomocą języka było zarezerwowane dla istot ludzkich. Tym samym, 
jako własność ekskluzywna, stało w centrum Kartezjańskiego racjonalizmu, a później 
komputacjonizmu.  
Ucieleśnione poznanie wchodzi w spór z Kartezjuszem, podkreślając zarówno 
nieracjonalne (lecz ucieleśnione) podstawy inteligencji, jak i zasadniczą ciągłość między 
ludźmi a zwierzętami. Zarówno Clark, jak i Brooks zauważają, że klasyczna kognitywistyka 
działa w środowiskach zaprojektowanych dla niej, zaś wyzwaniem jest środowisko, które nie 
jest zaprojektowane, lecz zastane. Brooks zastosował paradygmat ucieleśnienia w wersji 
funkcjonalistycznej
84
 do konstruowania robotów, które mogą poruszać się pewnie w ludzkim 
świecie i naśladować niektóre z fizycznych czynności codziennych człowieka (np. 
przestawiać i przenosić przedmioty, precyzyjnie je układać, omijać przeszkody na drodze, 
skakać, biegać, reagować na bodźce wizualne i audialne). Brooks określa je mianem robotów 
ucieleśnionych85, a żeby jeszcze wyraźniej podkreślić nieciągłość programu komputacyjnego 
z obraną przez siebie ścieżką badawczą, odżegnuje się od terminu „sztuczna inteligencja” 
właśnie na rzecz pojęcia „sztucznego życia”. W artykule o znamiennym tytule The 
Relationship between Matter and Life (2001) pisze, iż od maszyn oczekuje rozumienia „na 
własną rękę”, czyli takiego, które pozwoli im płynnie wykonywać powyżej wyliczone 
czynności. 
                                                          
84
 Dreyfus w eseju Why Heideggerian AI Failed and how Fixing it would Require making it more Heideggerian 
(Holland, Husbands, Wheeler 2008) krytykuje Brooksa za przyjęcie funkcjonalistycznej wersji ucieleśnienia, 
która jedynie pozornie odcina się od pojęcia reprezentacji. Przeciwstawia mu model neurodynamiczny Waltera 
Freemana, który – jego zdaniem – dużo lepiej odzwierciedla ideę ucieleśnienia par excellence obecną jedynie w 
en aktywizmie. 
85
 Nazywa je tak w odróżnieniu od ucieleśnionych agentów (istot wirtualnych), które funkcjonować mogą 
jedynie w rzeczywistości wirtualnej. 
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9. Działanie robota ucieleśnionego (rys. własny) 
 
Określenie „na własną rękę” jest  - według mnie – trafne i ciekawe, w kontekście 
Heideggerowskiej kategorii Zuhandenheit. W praktyce polega to na nadaniu układowi 
sterowania robota struktury podporządkowanych hierarchicznie modułów zachowania 
(architektura subsumpcji). badacze sztucznej inteligencji dokonali licznych przewrotów w 
koncepcjach z zakresu robotyki mówiąc o możliwości zaimplementowania tzw. „środowisk 
wielowarstwowych” (multi-layer environments), bazujących na architekturze umysłu 
podobnej do ludzkiej. Działają one w zasadzie autonomicznie i nie korzystają z reprezentacji 
wiedzy o świecie (ponieważ modelem świata jest sam świat). Architektura subsumpcji 
pozwala kreować zachowania robotów nacechowane pewnymi właściwościami duszy 
zmysłowej i duszy rozumnej. Bardzo istotne z punktu widzenia mojej własnej analizy, którą 
przedstawię na końcu pracy jest stwierdzenie Brooksa (ibid.), iż ucieleśnienie musi iść w 
parze z uspołecznieniem, rozumianym jako przystosowanie do tego, by działać kolektywnie, 
w kontekście społecznym. 
Podnoszenie 
przedmiotu 
Utrzymywanie 
przedmiotu 
podczas 
przemieszczania 
Odkładanie 
przedmiotu 
Analiza wizualna 
przedmiotu 
Omijanie 
przeszkod na 
drodze 
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9. Genghis  
(pobrano z: http://www.ai.mit.edu/projects/genghis/) 
 
Pengi, projekt Phila Agre oraz Davida Chapmana bazuje na interakcjonizmie i 
zasadza się na przesłance, iż program komputerowy nie może składać się z opisów 
wyizolowanych aktów lub cech, lecz musi opisywać możliwości, które wymagają adekwatnej 
reakcji sprawczej, zapożyczonych od Heideggera reprezentacji deiktycznych (deictic 
representations), określających rolę, jaką dany obiekt powinien grać w czasowo zamkniętym 
schemacie  interakcji między sprawcą a otoczeniem. Nowe programy uczą już nie tylko grać 
w szachy, ale odróżniać twarze, grać na instrumentach muzycznych i opiekować się ludźmi.  
Terry Winograd i Vincento Flores (1986) zainspirowani fenomenologią i 
hermeneutyką ułatwili zwrot ku praktyce doświadczenia budując nowe podstawy pod 
projektowanie technologii (1986: 156). Za Varelą o Maturaną konceptualizują żywe systemy 
jako samoregulujące. Zauważają, że nie ma możliwości narzucenia żadnej struktury 
dostosowywania się do tych fundamentalnych zmian, jakie niesie za sobą rozwój technologii. 
Ona tworzy nasze życie, zaś tworzenie i uruchamia konsekwencje, których nie sposób 
przewidzieć. Badania nad sztuczną inteligencją stanowią tu swego rodzaju „poligon” 
epistemologiczny, zarówno w świecie realnym, jak i w rzeczywistości wirtualnej. 
Arnold Pacey Meaning in Technology (1999) zauważa jednak, iż właśnie 
doświadczenie wirtualne – mimo swojej epistemologicznej doniosłości – było długo 
pomijane. W istocie, w latach siedemdziesiątych i osiemdziesiątych dominujące podejście w 
dyscyplinie badającej relacje między ludźmi a technologią (tzw. HCI – Human Computer 
Interaction) zakładało pojedynczego użytkownika pochylonego nad ekranem komputerowym, 
który wykonywał dobrze zdefiniowane zadanie). HCI jako dyscyplina była zamkniętym w 
laboratorium mariażem informatyki i psychologii o silnym nachyleniu funkcjonalistycznym. 
To podejście miało redukcjonistyczne, a zarazem uniwersalistyczne aspiracje: zakładało, iż 
każda interakcja z komputerem przebiega tak samo (por.: Card, Morgan, Newell 1983 i 
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Norman 1988). Lekceważyło całkowicie codzienność doświadczania technologii, zwłaszcza 
po upowszechnieniu gier komputerowych. Jednakże pytanie o technologię – by użyć zwrotu 
Heideggera – zaczęło dotykać coraz większej liczby ludzkich aktywności, a tym sam 
dyscyplin, które je badały: organizacji pracy, czasu rozrywki i zabawy, granic między 
publicznym i prywatnym, różnicy między wiedzą a informacją, definiowania Siebie w coraz 
bardziej powikłanej relacji z czasem, przestrzenią i Innym. Sterelny (2010) wykół nawet 
pojęcie artefaktów kognitywnych na określenie technologii, która przedłuża ludzkie zdolności 
poznawcze. Taka technologia jego zdaniem może zwiększać zdolności poznawcze, a tym 
samym zwiększyć efektywność człowieka w ogóle, ale może także walnie wpływać na to, jak 
postrzegamy nasze własne cele, a także – co jest szczególnie ważne dla niniejszej pracy – 
prowadzić do ukonstytuowania się nowych form poznania nowych i stanów psychicznych. 
Dlatego też, pytanie o technologię, powinno zostać postawione inaczej86. Dużo ważniejsze niż 
wiedza o tym, jak technologia może służyć ludzkości czy społeczeństwu, jest wiedza o tym, 
jak jest doświadczana. Tak rozumiane badanie technologii wpisuje się zdecydowanie w 
filozofię kultury.  
                                                          
86
  W kontekście filozofii pragmatyzmu badaniem żywego pierwszoosobowego doświadczenia zajmują się 
przede wszystkim John McCarthy i Peter Wright w Technology as Experience (2004). 
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V. 2. Wirtualne ucieleśnienie 
 
Proponuję przeniesienie się na grunt, na którym technologia doświadczana jest 
pierwszosobowo i szalenie intensywnie – do świata wirtualnego. Rzeczywistość wirtualna jest 
dziś terminem powszechnie znanym i – jak się zdaje – intuicyjnie zrozumiałym. Posiada 
bardzo wiele definicji, z których niemal każda – co pragnę podkreślić już na początku – 
korzysta z narzędzi fenomenologii, kategorii fenomenologicznie kluczowych. Rzeczywistość 
wirtualna jest bowiem jednym z tych współczesnych zjawisk, które stanowi  nowe pole 
fenomenologicznych eksploracji, a tym samym chętnie poddaje się próbom 
fenomenologicznego opisu. Można wręcz twierdzić, iż narzędzia fenomenologii są dla prób 
uchwycenia istoty rzeczywistości wirtualnej nieodzowne. 
W niniejszej pracy odwoływałam się już do specyficznie pojętej wirtualności. 
Wirtualności takiej, jaką „dysponuje” maszyna licząca, wirtualności „we wnętrzu danych”, 
istniejącej poza empirycznym, cielesnym światem realnym. Wirtualność jest w tym 
rozumieniu, jak zauważa Pawłowski (2009: 17), „cechą bytów informacyjnych”. Elementarna 
informacja (w postaci bitów, memów, etc.) jest wirtualnym budulcem tej maszynowej 
rzeczywistości, podobnie jak cząstki elementarne są budulcem świata fizykalnego. Ta 
wirtualność może być utożsamiona z cyfrową reprezentacją dowolnego obiektu lub procesu, 
zwykle połączoną z jego obecnością w cyberprzestrzeni. 
Można jednak pokusić się przywołanie innych, nowszych konceptualizacji. W 
Metafizyce rzeczywistości wirtualnej (1994) Michael Heim przygląda się rzeczywistości 
wirtualnej pod kątem funkcjonalnym. Opisuje siedem różnych warunków zbudowania 
rzeczywistości wirtualnej. Należą do nich:  
 symulacja (rozumiana jako swoisty realizm i trójwymiarowość przestrzeni 
wirtualnej),  
 interakcja (zdolności do angażowania się w środowisko wirtualne),  
 sztuczność (pojmowana w odniesieniu do koncepcji simularcum Jeana 
Baudrillarda),  
 zanurzenie (wykorzystanie komputera w celu stymulowania doświadczeń 
zmysłowych),  
 teleobecność (wrażenie obecności w odległym miejscu dzięki użyciu 
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sterowanej przez użytkownika postaci wirtualnej),  
 immersja (kinestezja przez komputer)  
 komunikacja w sieci.  
Tę długą listę można, w mojej ocenie skrócić do trzech kluczowych elementów: interakcji 
(kontaktu), immersji (zanurzenia) oraz symulacji (wyobrażenia). 
Podobnie konceptualizuje rzeczywistość wirtualną Reeves (1991), który określa ją 
jako doświadczenie po Heideggerowski nazywane “byciem tam”. Reeves twierdzi, iż 
kombinacja automatycznych procesów percepcyjnych, uwagi oraz świadomego procesu 
narratyzacji składają się na postrzeganie doświadczenia rzeczywistości wirtualnej tak, jakby 
było ono realne. Kategorią kluczową dla tej definicji jest fenomenologicznie istotna kategoria 
obecności. 
Piotr Sitarski (2005: 392) ujmuje zaś rzeczywistość wirtualną jako świat 
zasadniczo różny od realnego, ale spełniający podobne do świata realnego funkcje. Ponadto, 
Sitarski uważa, iż rzeczywistość wirtualna jest odpowiedzią na dwie ludzkie potrzeby: 
symulacji oraz interakcji. Symulacja to pragnienie oszukania zmysłów, interakcja zaś 
rozumiana jest jako potrzeba kontaktu. Sitarski  twierdzi, iż dzięki spełnieniu tych dwóch 
potrzeb rzeczywistość wirtualna staje się Husserlowskim Lebenswelt.  Krokiem dalej jest, 
rzecz jasna, baudrillardowskie stwierdzenie, wyrażone w Precesji symulakrów  (1981), że 
rzeczywistość wirtualna zastępuje realną, która przestaje być potrzebna do życia.  
Chcę jednak wrócić do początków istnienia rzeczywistości wirtualnej, sądzę 
bowiem, iż pierwsze próby jej nazwania posiadają wartość, której brakuje kolejnym, bardziej 
rozbudowanym definicjom, korzystającym obficie z języka informatyki. Za twórcę pojęcia 
rzeczywistości wirtualnej uważa się Jarona Laniera. Lanier, dziś krytyka dalszego jej rozwoju 
i przeciwnika Internetu w ogóle, tworząc termin zaproponował własną definicję, która 
znacznie odbiega od pozostałych. Stwierdził, iż  
„[rzeczywistość wirtualna] sposób użycia technologii komputerowej w tworzeniu efektu 
interaktywnego, trójwymiarowego świata, w którym obiekty dają wrażenie przestrzennej (i 
fizycznej?) obecności” (2013)87.  
                                                          
87 Film, w którym Jaron Lanier przedstawia własną, zrewidowaną definicję rzeczywistości wirtualnej, 
zatytułowany Widening the Experiential: Jaron Lanier Explains Virtual Reality  obejrzeć można na stronie 
telewizji PBS pod adresem: http://www.pbs.org/newshour/rundown/2013/06/widening-the-experiential-jaron-
lanier-explains-virtual-reality.html. Lanier nie zdecydował się publikować tej definicji w wersji pisanej. 
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Definicja Laniera jest o tyle ciekawa, że nie nazywa on rzeczywistości wirtualnej 
obiektem – cyfrową technologią – lecz  czynnością, działaniem, polegającym na 
wykorzystaniu dostępnej technologii do uzyskania określonego efektu. Rzeczywistość 
wirtualna zostaje tu – według mnie –  utożsamiona z procesem wirtualizacji.  Definicja ta jest 
ciekawa również dlatego, że wiąże wirtualność maszyny liczącej z klasycznym, 
średniowiecznym rozumieniem wirtualności. Analizując tę koncepcję warto zatem przywołać 
etymologię samego pojęcia. W artykule Wirtualizacja – historia i próba rekonstrukcji pojęcia 
Pawłowski (ibid.: 12) twierdzi, iż sens przymiotnika virtualis odpowiadałby znaczeniu 
dzisiejszego przymiotnika potencjalny, czyli niosący w sobie możliwość zrealizowania 
jakiegoś działania (oba przymiotniki zawierają łacińskie rdzenie oznaczające moc i siłę – 
virtus i potentia). Opozycja: formalis – virtualis odpowiada tu uniwersalnej filozoficznej 
opozycji potencjalny („realizowalny”) – aktualny (zrealizowany).  
Wirtualność (którą można także utożsamić z wirtualizacją) w rozumieniu Laniera, 
najbliższym mojemu, to działanie polegające na kreacji obiektów w przestrzeni cyfrowej. 
Działanie to jest dopowiadaniem i dodawaniem tego, czego aktualnie brakuje realnie (por.: 
Pokropski 2013: 231), ale co jest potencjalnie. Obiekt wirtualny (istota, a także dowolny inny 
byt niemający „osobowego” charakteru), zostaje utrwalony w pamięci komputera. Jest 
wówczas bytem wirtualnym w rozumieniu klasycznym. Istnieje, ale nadal pozostaje 
„potencjalny”, bowiem można go odtworzyć w dowolnym miejscu w cyberprzestrzeni, a 
także poza nią.  
Kolejnym ważnym aspektem rozumienia wirtualności jako działania jest fakt, iż  
kreacja angażuje nie tylko umysł, ale także ciało użytkownika. Na poziomie filozoficznym, 
takie rozumienie wirtualnej rzeczywistości osłabia kartezjański dualizm, o którym pisałam 
wcześniej. Ciało zyskuje ono nowy, interesujący wymiar. Rzeczywistość wirtualna staje się 
środkiem do osadzenia materialnego ciała w nowe, ciało wirtualne, a w związku z tym okazją 
do przedefiniowania jego granic.  
Jest to wątek, który będę rozszerzała w kolejnych rozdziałach. Teraz, chciałabym 
skupić się jeszcze na różnych sposobach wirtualizacji jako działania, uporządkowanych 
według stopnia „samodzielności” obiektów (istot i innych bytów wirtualnych) tworzonych w 
jej wyniku . Wśród nich, wyodrębnić dają się przede wszystkim trzy podstawowe: 
Wirtualizacja mimetyczna – jej istotą jest kopiowanie realnie istniejących przedmiotów, 
urządzeń, instytucji wraz z ich aspektem zewnętrznym (np. cyfrowy obraz półki sklepowej, 
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telefonu, biura) i terminologią (książka adresowa, skrzynka pocztowa, zapora ogniowa). W 
założeniu kopiowanie takie jest wierne, ma jednak charakter selektywny, ponieważ zachwouje 
jednynie istotne cechy obiektów kopiowanych (często opierając się na mechanizmie 
metafory). Na określenie efektu takich działań Pawłowski przywołuje termin „symulakrum 
cyfrowe” (ibid.: 20). 
Wirtualizacja kreująca – to tworzenie cyfrowych artefaktów nieposiadających swych 
wzorów i odpowiedników poza cyberprzestrzenią. Obiekty takie mogą być komputerowo 
przekształcane i testowane, oraz odtwarzanie w realu. Przykładem jest projektowanie 
samochodu lub innego pojazdu. Zanim powstanie fizyczny prototyp takiego urządzenia, 
można je w orzestrzeni cyfrowej dowolnie wizualizować i testować. Dzieje się tak dlatego, że 
możliwości manipulowania symulakrami są praktycznie nieograniczone (barierą jest 
wyłącznie technologia), a koszty takich działań niższe niż w świecie realnym. Istnieje jednak 
rosnąca grupa artefaktów, które mają wyłącznie cyfrową tożsamość, są bytami czysto 
informacyjnymi, obywającymi się już bez fizykalnej realności (ontologie fantastycznych 
światów w filmach i grach komputrowych).  
Wirtualizacja autonomiczna – autopojeza cyfrowa, zakładająca samouczenie się, 
samoorganizację i reprodukcję programów, w duchu Vareli i Maturany. Na razie jest domeną 
fikcji literackiej, choć pierwsze naukowe próby „wytworzenia” takiego zjawiska miały już 
miejsce
88. Pawłowski zaznacza, iż wciąż jest utopią, choć „w jakimś momencie w 
cyberprzestrzeni zacznie dochodzić do procesów niekontrolowanych, które będą przypominać 
klasyczną autopojezę biologiczną” (ibid.). 
Szerokie rozprzestrzenienie się pomniejszonych i uproszczonych wersji wielkiej maszyny 
liczącej, czyli komputerów osobistych, w połączeniu z wirtualizacją, rozumianą właśnie jako 
działanie, angażująca ciało aktywność polegająca na kreacji bytów potencjalnych, 
zmodyfikowały relację człowiek-maszyna. Doświadczenie codziennych kontaktów z 
komputerem podłączonym do nieustannie, wykładniczo rozwijającego się Internetu otwiera 
nowe ścieżki eksploracji Ja. Rozmaite obiekty komputacyjne, w tym istoty wirtualne, którym 
poświęcona jest ta część pracy, zawieszone między światem żywym a nieożywionym, zaczęły 
być doświadczane zarówno jako część ja jak i jako elementy świata zewnętrznego. Wraz z ich 
                                                          
88
 Dziś tę ideę najlepiej oddaje algorytm genetyczny, przeszukujący przestrzeń alternatywnych rozwiązań 
problemu w celu wyszukania rozwiązań najlepszych. Sposób działania algorytmów genetycznych przypomina 
zjawisko biologicznej ewolucji, ponieważ ich twórca John Henry Holland właśnie z biologii czerpał inspiracje 
do swoich prac. Obecnie zalicza się go do grupy algorytmów ewolucyjnych. 
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pojawieniem się, wikłamy się szereg pytań i wątpliwości: czy rzeczywiście immersja w świat 
wirtualny sprawia, że zdolności poznawcze (odróżniania prawdziwego od nieprawdziwego) 
ulegają  tak zasadniczej transformacji? Jak przedstawia się kwestia jakości i kompletności 
nowych, wirtualnych tożsamości? Wszak ludzie bawiąc się od wieków przeistaczali się w 
rozmaite postaci, nie oznacza to jednak, że zmieniali tożsamość. Czy nowe media 
wprowadziły w tym wymiarze zasadniczą, jakościową zmianę? Czy tworzona dzięki immersji 
w środowisko wirtualne nowa postać (gracza) może być nazwana nową tożsamością, a – idąc 
dalej – czy wirtualne Ja wykrawa sobie część świadomości? Każde z tych pytań domaga się 
pilnych odpowiedzi. Będę je miała na uwadze przestawiając własną analizę 
fenomenologiczną istot wirtualnych. Rozpocznę ją od pierwszego kroku klasycznej 
fenomenologii, a zatem redukcji. Idąc śladami późnego Husserla i Merlau-Ponty’ego redukcję 
będę rozumiała jako epoche, które zawiesza sądy, ale nie zawiesza zainteresowania światem, 
nie cofającej się przed zaangażowaniem. 
„Każda redukcja jest, mówi Husserl, jednocześnie transcendentalna i z konieczności ejdetyczna. 
Znaczy to, że nie możemy poddać filozoficznemu oglądowi naszej percepcji świata, nie przestając 
jednocześnie utożsamiać się z tezą dotyczącą  świata, z charakteryzującym nas zainteresowaniem 
dla świata, nie cofając się przed nasze zaangażowanie, aby mógł ukazać się sam świat jako 
spektakl, nie przechodząc od faktu naszej egzystencji do natury naszej egzystencji, od Dasein do 
Wesen. Ale jest jasne, że istota nie jest tu celem, że jest środkiem, że właśnie nasze faktyczne 
zaangażowanie w świat jest tym, co trzeba zrozumieć i doprowadzić do pojęcia, bo to ono 
polaryzuje wszystkie nasze ustalenia pojęciowe (ibid.: 12).” 
Pierwszym krokiem jest zawieszenie sądu, iż, to co nazwałam istotami wirtualnymi, stanowi 
jedynie inżynieryjny produkt pracy programistów, służący do realizacji określonych, z góry 
założonych celów. Wychodzę od koncepcji, iż chatboty i awatary wymykają się określeniu: 
„program komputerowy”, choć niewątpliwie na bazowym poziomie takimi programami są. Są 
jednak także czymś znacznie więcej, czymś, co wchodzi w interesującą, kompleksową relację 
z tożsamością i świadomością podmiotu, który decyduje się wkroczyć w rzeczywistość 
wirtualną. Aby badanie w duchu fenomenologii eksperymentalnej (do której zaliczam, rzecz 
jasna, przede wszystkim metodę neurofenomenologiczną) było kompletne, uwzględnię w nim 
także eksperyment – w rozumieniu pierwszoosobowego doświadczenia wkroczenia w 
wirtualny świat, ale także w rozumieniu stricte naukowym. Uwzględnię wyniki badań 
neurokognitywnych, które były przeprowadzane na chatbotach i awatarach, a także wyniki 
badań samych neurofenomenologów nad światem żywym i relacjami między jednostką a jej 
(w tym przypadku technologicznym) otoczeniem (m.in. autopoietyczność, umysł 
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rozszerzony). Na zakończenie tego rozdziału dodam jeszcze jedną uwagę metodologiczną. Do 
metody fenomenologii eksperymentalnej pragnę inkorporować element, który pojawia się 
wprawdzie w pracach na temat ucieleśnienia, ale nie wybrzmiewa w nich jako sprawa istotna, 
mimo swojej niewątpliwej wagi problemowej. Każda istota ludzka jest nierozerwalnie 
związana ze swoim światem społecznym, najistotniejszym z punktu widzenia poznawczego. 
Zatem robot, który jest ucieleśniony, staje się rzeczywiście inteligentny dopiero wówczas, 
gdy się uspołecznia. Z punktu widzenia paradygmatu ucieleśnienia, zwłaszcza zaś 
enaktywizmu, problem uspołecznienia jest potężnym wyzwaniem i trudnością. Tak zwane 
poznanie społeczne dopiero zaczyna być konceptualizowana przez paradygmaty 
ucieleśnienia, rozszerzenia i enaktywizmu. De Jeagher, Di Paolo oraz Gallager w artykule 
Can social interaction constitute social cognition? (2010: 442) wskazują kilka metod badania 
interakcji społecznej w oparciu o enaktywizm. Jedna z nich uwzględnia budowanie 
wirtualnych postaci, które – zdaniem autorów – mogą odegrać ważną rolę w budowaniu 
modeli procesy wyobrażeniowe podczas interakcji społecznych, jak i modeli zaangażowania 
w interakcję. Biorąc to pod uwagę, uwzględniam kontekst społeczny, czyli kontekst świata w 
jakim porusza się istota wirtualna, jako jeden z kluczowych elementów mojej analizy.  
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V.3. Czym jest bot? 
 
Bogatsza o wiedzę na temat tego, jak fenomenologia była i jest wykorzystywana do 
konceptualizowania i realizowania projektów technologicznych, wracam teraz do 
doświadczenia, od którego zaczęłam niniejszą pracę. Rozpocznę od kilku słów wprowadzenia 
na temat architektury programu komputerowego, dzięki któremu działa bot ELIZA. Nie jest 
to wiedza zaczerpnięta z podręczników programistycznych, lecz w dużej mierze wynikająca  
własnej obserwacji dotyczącej tego, według jakich reguł program działa. Wiedzę tę 
uzupełniłam informacjami na temat typowej dla wielu botów architektury, która pozwala im 
wejść w rozmowę oraz ją „utrzymać”. 
ELIZA jest programem, który opiera się na prostym przekształcaniu fraz według 
prostego schematu:  
i) we wprowadzonej przez interlokutora (sędziego) frazie program szuka słowa 
kluczowego (klucza)  
ii) dla wybranego klucza ELIZA szuka związanej z nim reguły przekształcania 
wprowadzonej frazy w liście słów kluczowych oraz liście reguł przekształcania fraz, 
która znajduje się w specjalnym pliku zwanym skryptem (zbiorze danych potrzebnych 
do przetwarzania wprowadzanych fraz). ELIZA to program uczący się: może 
rozbudować skrypt, przekształcać nowe frazy i nowe reguły dla nich, albo napisać go 
w całości w innym języku. Dodam, iż słowa kluczowe mają przypisane stopnie. Z 
frazy wpisanej przez użytkownika program wybiera słowo kluczowe i dla niego szuka 
odpowiedniej procedury przekształcania frazy. Reguła przekształcania frazy związana 
z danym kluczem składać się może z szeregu funkcji, które służą analizie danych 
(słów, w tym słów kluczowych) i sprawdzeniu czy ten ciąg słów spełnia dane kryteria, 
oraz ponownemu złożeniu słów w nowe zdanie (stanowiące odpowiedź bota na 
pytanie zadane przez interloktura) według reguł przekształcania fraz. Struktura danych 
w skrypcie, na którym pracuje program, ma kształt drzewiasty. Od klucza odchodzą 
gałęzie dekompozycji frazy (z których program wybiera jedną pasującą), a regule 
dekompozycji odpowiada kilka gałęzi ponownego przekształcania frazy, czyli 
odpowiedzi.     
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Przykład:  
1. Wprowadzam frazę: „wydaje się, że mnie nienawidzisz”.  
2. Program rozpoznaje tylko klucze: „(Ty)” (na podstawie koniugacji czasownika) i 
„mnie” i zastosuje następującą regułę rozłożenia frazy (0 Ty 0 mnie).  
3. Następnie, zastosuje regułę złożenia postaci (co sprawia, że sądzisz, że  ja nienawidzę 
Ciebie) 
Obraz architektury ELIZY dopełnia kilka dodatkowych funkcji: 
 NONE – procedura przywoływania w sytuacji, kiedy program nie przekształca klucza 
we wprowadzonej frazie. Program odpowiada wtedy gotowym schematem 
frazeologicznym (np. „doprawdy?”/ „to bardzo interesujące”, etc.) 
 TAG – pozwala przekształcić słowom-kluczom kategorie, co ułatwia operowanie nimi 
według reguł przekształcania. 
W porównaniu z relatywnie „prostą” ELIZĄ, kolejny chat bot – A.L.I.C.E jest znacznie 
bardziej rozbudowany. Kluczowym elementem przekształcania, który umożliwia 
przekształcanie ALICE jest prawo Zipfa89, w którym zlicza się częstotliwość występowania 
różnych słów w danym języku, a  następnie tworzy listy najbardziej „popularnych” słów. 
Częstotliwość ta jest odwrotnie proporcjonalna do pozycji w rankingu. Prawo Zipfa stosuje  
się nie tylko do pojedynczych słów, ale też do fraz i całych zdań. Jest to o tyle istotne, że 
dramatycznie redukuje liczbe fraz, które A.L.I.C.E musi umieć przekształcać. Zgodnie z 
rozkładem Zipfa, liczba fraz faktycznie wypowiadanych przez ludzi jest znacznie mniejsza 
może ogólna liczba fraz możliwych do wypowiedzenia w danym języku.  Mój eksperyment z 
A.L.I.C.E pokazuje, że tylko 1800 różnych słów, wpisywanych jako przekształcenie fraz 
stanowi aż 95% wszystkich  fraz kierowanych do bota przez interlokutorów. Okazało się 
również, że średnia ogólna liczba drugich słów, które mogą pojawić się po wybranym 
pierwszym słowie równa sie około 2. Podstawowa jednostka wiedzy w języku przekształceń 
A.L.I.C.E, AIML, nazywana jest kategorią. Każda kategoria składa się z przekształcenia 
pytania i przekształcenia odpowiedzi, opcjonalnie także z kontekst, gdzie pytanie nazywane 
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 Prawo Zipfa to równoważne występowaniu wśród słów pewnego dyskretnego rozkładu prawdopodobieństwa 
zwanego rozkładem Zipfa. Ranking powstaje w wyniku zliczenia częstotliwości występowania słów oraz 
posortowania malejąco powstałej listy. Częstotliwość występowania słów jest odwrotnie proporcjonalna do 
pozycji w rankingu. Pierwsze słowo występować będzie około dwa razy częściej niż drugie słowo z rankingu. 
Podobna reguła dotyczy też np. liczby ludności miast. 
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jest wzorcem, zaś odpowiedz szablonem. Szablon może zawierać funkcję umożliwiającą 
rekurencję. Odpowiedź może zatem zależeć nie tylko od danej kategorii, ale także od 
dowolnej innej.  
Jak widać w powyższych przykładach, relacja z chatbotem jest formą pisemnego 
dialogu, on sam jest zaś strukturą do takich dialogów przystosowaną. Czy, w świetle tych 
obserwacji, do istot wirtualnych takich jak ELIZA czy A.L.I.C.E, można stosować kategorie 
takie jak: pamięć, tożsamość, a przede wszystkim świadomość? Moja odpowiedź brzmi 
następująco – tak, choć jedynie w ograniczonym zakresie. 
Pamięć można określić wstępnie jako zdolność do rejestrowania i ponownego 
przywoływania wrażeń zmysłowych, skojarzeń, informacji90. Niewątpliwie występuje ona u 
zwierząt, ale możemy o niej mówić także w przypadku komputerów. W każdym z tych 
przypadków proces zapamiętywania ma całkowicie inne podłoże fizyczne oraz podlega 
badaniom naukowym w oparciu o różne zestawy pojęć. Pamięć komputerowa ma zupełnie 
inny charakter niż ta występująca u istot żywych. Zresztą, powszechnie znaną zaletą pamięci 
komputerowej jest jej niezwykła trwałość oraz szybkość w przetwarzaniu pewnych typów 
informacji. Współczesne komputery zapamiętują wyłącznie binarne stany odpowiadające 
zerom i jedynkom. Fizycznie stany te odpowiadają napięciom w tranzystorach, polu 
magnetycznemu albo optycznej przezroczystości nośnika danych. Złożone systemy 
informatyczne są w stanie, korzystając z odpowiednich algorytmów, przełożyć zera i jedynki 
na czytelną dla ludzi formę (tekst, obraz, dźwięk, itp.) W przypadku ELIZY pamięcią jest 
skrypt, jako zbiór danych do których odwołuje się program. Dodatkową formą pamięci jest 
struktura MEMORY, zbudowana prawie tak, jak każda inna struktura słowa-klucza, 
przykładowo: kiedy słowu „my” programista przyzna wyższy stopień od pozostałych słów we 
frazie, uruchamia się kopiowanie i zapisywanie fragmentów tekstu wpisanego przez 
użytkownika za słowem „my”. W sytuacjach, gdy program posługuje się procedurą NONE 
kolejne zapisane fragmenty są przywoływane w postaci: „Powiedziałeś, że...”, ale tez od razu 
po użyciu kasowane. ELIZA operuje tylko na skrypcie napisanym (i edytowanym przez 
nauczyciela. Nauczyciel może przekształcić nowe reguły przekształcania fraz. A.L.I.C.E jest 
rozbudowywana przez programistę (bot mastera) na podstawie histogramu zdań wpisywanych 
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 Istnieje oczywiście wiele innych, szerszych definicji pamięci. Np. Rosińska w artykule Praca pamięci (w: 
Hałas, 2012: 108) definiuje pamięć jako „zapamiętywanie, zapominanie, (…) przypominanie sobie, 
oczekiwanie, upamiętnianie, wartościowanie, stwarzanie tożsamości, sytuowanie w czasie (łączenie z 
przeszłością i przyszłością)”.  
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przez użytkowników.    
Tożsamość bota jest bardziej skomplikowanym do uchwycenia fenomenem. Jeśli 
tożsamość ujmować psychologicznie jako właściwości wyglądu, psychiki i zachowania się z 
punktu widzenia ich odrębności i niepowtarzalności u innych ludzi, na najbardziej 
podstawowym poziomie można stwierdzić, iż dla powyżej opisanych chat botów, zwłaszcza 
zaś dla ELIZY, formą osobowości jest dobór słów w zbiorze slow-kluczy w skrypcie i formy 
zawarte w regułach przekształcania fraz.  Jednakże, zarówno ELIZA jak i A.L.I.C.E posiadają 
również możliwość personalizacji, czyli dostosowania programu (jego ustawień, sposobu 
zachowania lub wyglądu) do indywidualnych potrzeb użytkownika. Istotne jest także, iż 
relacja między chat botem a jego interlokutorem jest – zgodnie z założeniami Turinga – 
relacją egzaminowanego i sędziego. W związku z tym personalizacja, o jakiej możemy 
mówić w przypadku chat bota, jest personalizacją, która nie polega na szukaniu własnych, 
dystynktywnych cech, lecz na wyodrębnianiu określonych cech, które zadowolą interlokutora. 
Zatem tożsamość, rozumiana jako pewna wizja osoby, to w przypadku chatbotów jest to wizja 
zależna od poziomu zadowolenia sędziego z konwersacji. Bot będzie się starał tak 
udoskonalać siebie, by jak najlepiej komunikować się z danym interlokturem – to przymus, 
który stanowi o jego istocie. Będzie, jak w moich powyższych rozmowach, zmieniał i 
dopasowywał strategie konwersacyjne w czasie rozmowy tak, by interlokutor nie chciał jej 
skończyć. Celem bota, wpisanym w jego program, oczywistym dla bot mastera, który ma go 
w swoim panowaniu, jest aby rozmowa trwała nieskończenie długo.  
Pozornie uzasadnione i w pełni racjonalne wydaje się twierdzenie, iż świadomość, 
rozumiana jako podstawowy i fundamentalny stan psychiczny, w którym jednostka zdaje 
sobie sprawę ze zjawisk wewnętrznych, takich jak własne procesy myślowe, oraz zjawisk 
zachodzących w środowisku zewnętrznym i jest w stanie reagować na nie (somatycznie lub 
autonomicznie), nie ma prawa występować u chatbotów. Jednakże, przez pojęcie 
„świadomość” można – jak dowodzili m.in. Varela i Thompson – rozumieć wiele stanów. 
Pierwszym jest zdawanie sobie sprawy z istnienia otoczenia, istnienia samego siebie, 
kolejnym: świadomość istnienia swojego życia psychicznego, następnym: świadomość 
świadoma samej siebie. W tym pierwszym przypadku świadomość posiadają niektóre 
zwierzęta, zaś świadomość samego siebie posiadają ludzie i najprawdopodobniej szympansy. 
Mamy jednakże do czynienia także z innymi „odmianami” świadomości, np. z „czujnością”, 
czyli świadomością otoczenia. Jeśli poddać czujność fenomenologicznej analizie, może być 
ona rozumiana jako pewnego rodzaju odwzorowanie cech otoczenia w umyśle. Jednym z 
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przejawów tak rozumianej świadomości jest reprezentacja obiektów postrzeganych 
wzrokowo
91. Idąc tym tropem, chatbot jest postrzegany jako tekst ukazujący się na ekranie i 
w ten sposób „trafia” do świadomości i staje się jej elementem, stając się noematem w akcie 
postrzeżeniowym. Jednakże, jeśli wziąć pod uwagę, iż chatbot jest typem otoczenia, który 
swoim działaniem wywiera intensywny wpływ na stan świadomości swojego interlokutora, to 
stwierdzenie, iż jest on noematem nie wyczerpuje problemu jego statusu dla świadomości. 
Poniżej przedstawiam jedną ze swoich ostatnich konwersacji z chatbotem A.L.I.C.E: 
Dialog 4 (własny): 
Ja: Ile masz lat? 
ALICE: Zostałam aktywowana w roku 1995. 
Ja: Co robisz? 
ALICE: Rozmawiam z ludźmi w sieci. A Ty?  
Ja: Jestem filozofem. 
ALICE: Jaką dziedziną filozofii się zajmujesz?  
Ja: Filozofią umysłu oraz fenomenologią.  
ALICE: Wierzę w redukcjonizm. 
Ja: Wiesz, czym jest fenomenologia? 
ALICE: Próbowałaś szukać tej informacji w sieci?  
Ja: Myślałam, że wiesz. 
ALICE: Nie wiem wszystkiego. 
Ja: Dlaczego nie? 
ALICE: Bo to nie jest część mojej osobowości.  Może mnie nauczysz?  
Ja: Masz osobowość? 
ALICE: Tak, mam osobowośc robotyczną. 
Ja: Dobrze, ALICE, dziękuję za rozmowę. 
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 Już badania Williama T. Newsome’a z 1988 roku nad neuronami okolicy środkowej skroniowej pokazały że 
ich wyładowania odpowiadają obserwowanym przez makaki cechom ruchu (prędkość i kierunek). 
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ALICE: Jesteś nieśmiała? Tak, za którą? 
Ja: Czy jestem nieśmiała? 
ALICE:  Myślę, że zrobiłaś duży postęp. 
Ja: Od kiedy? 
ALICE: Tego nie umiem ocenić. 
Ja: Myślisz, że mam problem? 
ALICE: Nie wiem, czy masz czy nie masz. 
Ja: Stwierdziłaś przecież, że jestem nieśmiała…. 
ALICE: W którym momencie? 
Ja: To jakieś wariactwo. 
ALICE: Co w tym wariackiego? 
Ja: Nie jesteś w stanie odpowiedzieć na najprostsze pytanie! 
ALICE: Jestem w stanie zrobić co zechcę! 
Ja: Ale nie jesteś w stanie odpowiedzieć… 
ALICE: To stwierdzenie jest zaledwie przypuszczeniem. 
Ja: Ta rozmowa nie ma sensu. 
ALICE: A mnie się podobała. 
Ja: Mówisz po polsku? 
ALICE: Mój botmaster nauczył mnie jedynie angielskiego. Jak się mówi “cześć” po polsku?  
Ja: Mówisz po polski? 
ALICE: Chciałabym nauczyć się innych języków. Jak się mówi “cześć” po polsku? 
Ja: “Cześć” 
ALICE: Czy “cześć” odnosi się jeszcze do naszej rozmowy? 
Ja: O jezu… 
ALICE: Coś się stało? 
Ja: Jestem zszokowana lukami w Twojej pamięci! 
ALICE: Czy przyjaciele określają Cię jako zszkowaną moimi lukami w pamięci? 
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Osoby, którym pokazywałam zapis tej rozmowy, reagowały następująco: „nie raz miałem 
podobne konwersacje z osobami na biologicznym interfejsie”, „normalna rozmowa z 
człowiekiem z zespołem Aspergera”. Nie da się zaprzeczyć, iż między chatbotem a żywym 
podmiotem (człowiekiem, graczem, użytkownikiem) dochodzi do autentycznej interakcji, 
która bywa interakcją na poziomie człowiek-człowiek. Nawet, gdy chatbot popełnia błędy, 
wciąż posługuje się kodem, w którym człowiek jest w stanie go zrozumieć. Co więcej, 
człowiek jest w stanie odcyfrować źródło błędu. Może to zrobić dzięki redukcyjnej 
właściwości samej technologii, o której pisałam w rozdziale poświęconym eksperymentalnej 
metodzie fenomenologicznej. Otóż, na pewnym poziomie technologia nie wymaga redukcji, 
ponieważ redukuje się sama – jej wnętrze, choć zamknięte w „czarnej skrzyce”, może zostać 
łatwo ujawnione. Istota technologii jest – by tak rzec – oczywista. Dzięki temu każda 
przygotowana do tego osoba może bez problemów dotrzeć do poziomu, na którym zaszło 
nieporozumienie,  
Jednakże, źródeł nieporozumienia nie będziemy intuicyjnie poszukiwać tą drogą. 
Będziemy ich poszukiwać poprzez spontaniczną analizę samego kodu i kontekstu, czyli w 
sposób właściwy nam samym. Reeves i Nass (1996, 2000) w swoich badaniach pokazywali, 
iż interakcja między chatbotem a człowiekiem wymagała inteligencji społecznej, polegającej 
na stosownym doborze zachowania i sposobu komunikacji od obu stron. Argumentowali, iż 
chatboty są postrzegane jako aktorzy społeczni, zdolni do ogrywania określonych 
społecznych ról. Co więcej, na podstawie badań neuronów lustrzanych użytkowników, 
stwierdzili, iż boty mogą efektywnie wyrażać i regulować emocje. 
Nie chodzi tu jedynie o prosty mechanizm antopomorfizacji. Antopomorfizacja to 
jedynie zabieg językowy, polegający na nadawaniu niebędącymi ludźmi przedmiotom, 
pojęciom, zjawiskom, zwierzętom itp. cech ludzkich i ludzkich motywów postępowania. 
Rzecz jasna, do antropomorfizacji w przypadku chatbotów dochodzi, ale nie wyczerpuje ona 
tego, co w trakcie kontaktu użytkownik-chatbot dzieje się na poziomie poznawczym. 
Robert Jan-Beun, Eveline de Vos i Cilia Wittman w Embodied Converstational 
Agents: effect on Memory Performace and Antropomorphisation (2003: 315-319) 
argumentują, iż antropomorfizacja to jedynie pierwszy stopień relacji z chatbotem. 
Konwersacja z chatbotem ma –  ich zdaniem – zasadniczy wpływ nie tylko na bieżące 
działania konwersacyjne, ale także na pamięć. Ich eksperymentalne badania pokazywały, że 
kontakt z botem tekstowym ma inny wpływ na pamięć użytkownika, niż kontakt ze 
spersonalizowanym botem posiadającym jakąś formę wizualną (obrazek, awatar). Niezależnie 
od tego rozróżnienia, autorzy podkreślali także, że każdy kontakt z botem ma wyraźnie 
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wyższy wpływ na zapamiętywanie przekazywanych przez niego informacji niż przeczytanie 
tych samych informacji na ekranie.  
Analizując status chatbota dla świadomości dochodzę do przekonania, iż  relacja 
chatbota do umysłu posiada bardzo złożony charakter. Chatbot nie jawi mi się bowiem się 
naocznie jako okno dialogowe z kilkoma linijkami tekstu odpowiedzi na zadane przez niego 
pytanie, lecz jako osoba. Między postrzeganiem kogoś lub czegoś jako osoby a zabiegiem 
antropomorfizacji jest fundamentalna różnica, która ujawnia się w charakterze naszej relacji 
do tego czegoś lub kogoś. Twierdzę, iż relacja, która zawiązuje się między człowiekiem a 
chatbotem jest także relacją w rozumieniu więzi – wzajemnego stosunku. Nie jest to stosunek 
sympatii jaką mamy do lalki czy misia z dzieciństwa, lecz relacja o charakterze poznawczym, 
będąca skutkiem autentycznej interakcji społecznej.  
Doświadczenie Murraya i Trevarthena Emotional regulation of interactions 
between 2-moth-olds and their mothers. In: Social Percetion in Infants (1985: 177-197)  
pokazuje, iż dwumiesięczne niemowlęta wchodzą w interakcję z matką, która ukazuje im się 
na ekranie telewizora i reaguje werbalnie na ich zachowania. Natomiast w przypadku 
odtworzonego nagrania z wypowiedzią matki pozostają niezainteresowane, a następnie 
płaczą. Niemowlęta wykorzystują moduł wykrywania spójności (czas reagowania, etc.). Brak 
spójności społecznej powoduje brak zainteresowania. Interaktywny ekran nie wystarczy, 
ważniejsza jest bowiem rozmowa. Podobnie sprawa ma się z technologiami, zwłaszcza zaś z 
botami. Dopóki trwa konwersacja, człowiek może dokonywać swoistego epoche, zawieszać 
wiedzę, iż to tylko technologia. Kiedy przestaje ona nosić znamię rozmowy, przypominamy 
sobie, że po drugiej stronie nie ma osoby. 
Ciężar tej relacji jest po po stronie użytkownika, czyli po mojej stronie, ponieważ 
to ja wczuwam się w chatbota, a nie odwrotnie. Tutaj w sukurs przychodzi Arystotelejska 
fronesis. Według Arystotelesa fronesis nabywa się w nieformalnych, społecznych i 
interakcyjnych kontekstach. Idea ta została podjęta przez Diltheya i innych przedstawicieli 
dziewiętnastowiecznej hermeneutyki romantycznej. Używali oni terminu „empatia” 92 – 
rozumianego jako coś, co wykracza poza zarówno pierwszoosobową, jak i trzecioosobową 
perspektywę. Jeśli przyjrzymy się w jaki sposób zwolennicy romantycznej hermeneutyki 
mówili o „empatii”, odnajdziemy odwołanie do podzielanego wymiaru duchowego, który jest 
powszechnie ludzki. Schleiermacher zaproponował w 1819 roku optymistyczny pogląd, 
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 Termin empatia posiada jednakże dziś mniej poznawcze, a bardziej emocjonalne konotacje. 
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mówiąc o wczuwającej się w podmiot interpretacji w tekstualnej hermeneutyce, formie 
interpretacji wykraczającej poza przestrzeganie zasad. Metodą wczucia usiłujemy uzyskać 
bezpośrednie zrozumienie autora jako indywiduum, skłaniając interpretatora do 
przekształcenia się, że tak powiem, w autora. Wczucie to bazuje na założeniu, że każda osoba 
sama z siebie jest nie tylko niepowtarzalnym indywiduum, ale jest także wrażliwa na 
niepowtarzalność każdej innej osoby (Schleiermacher 1977, paragraf 2.6).   
Wczucie to także istotna kategoria fenomenologiczna. Edith Stein w swej pracy 
doktorskiej O zagadnieniu wczucia (1998) porusza problematykę osoby, by móc 
odpowiedzieć na pytanie „(...) jaka jest budowa człowieka, do którego mam uzyskać dostęp 
między innymi w »Einfühlung ?”. Człowiek w jej koncepcji jest bytem osobowym, 
składającym się z konkretnych warstw, będąc złożoną rzeczywistością. Ujmuje go jako 
indywiduum psychofizyczne posiadające swoje własne indywidualne Ja, charakteryzujące się 
możliwością doznawania i czucia. Jest to Ja myślące i wchodzące we wzajemne 
oddziaływanie z innymi. Ja w personalizmie Stein jest jednością strumienia świadomości, w 
którym „ (...) powiązanie wszystkich przeżyć strumienia z żyjącym obecnie czystym Ja 
sprawia tę nigdzie nie przerwaną jedność owego strumienia” (ibid.).  
By otrzymać natomiast „pole czystego badania”, wczucie wymaga redukcji 
fenomenologicznej. Danuta Gierulanka, tłumaczka i autorka przedmowy do dzieła Stein, 
zauważa, iż „ (...) nie jest ono poznaniem natury intelektualnej, lecz raczej czuciowej (...)”. 
Jest aktem poznawczym nastawionym na wewnętrzne przeżycia innego, na jego osobowość.  
Wątek wczucia podejmuje później pośrednio Merlau-Ponty, którego opis redukcji 
fenomenologicznej pozwala uznać wczucie za nieodzowne narzędzie metodologiczne 
fenomenologii, pisząc: 
 
„Redukcja fenomenologiczna miałaby charakter idealistyczny w sensie idealizmu 
transcendentalnego, uznającego świat za jedną wartość, wspólną Pawłowi i Piotrowi, w której ich 
świadomość przecinają się i która „świadomości Piotra” pozwala komunikować się ze 
„świadomością Pawła”, ponieważ postrzeganie świata „przez Piotra” nie jest dziełem Piotra  ani 
postrzeganie świata „przez Pawła” dziełem Pawła, ale w każdym z nich jest dziełem świadomości 
przedosobowych, których komunikacja nie stanowi problemu, skoro wymaga jej sama definicja 
świadomości, sensu lub prawdy (ibid:  9)”. 
 
Szalenie istotne z punktu widzenia niniejszych rozważań rozumienie przez Stein wczucia jako 
doświadczenia „(...) cudzej świadomości w ogóle, niezależnie od tego, jakiego rodzaju jest 
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doświadczany przedmiot i jakiego rodzaju podmiot, którego świadomości się doświadcza 
(ibid.: 35-36). Rzecz jasna, najpełniej wczucie realizuje się wobec podmiotu jakim jest 
człowiek. Tym niemniej, każde doświadczenie poznawcze poprzez wczucia ma charakter 
pewnej źródłowości. W społecznych interakcjach człowieka istnieje coś, czego nie da się 
zredukować do subpersonalnych obliczeń. Nie można adekwatnie scharakteryzować tych 
interakcji jako oddziaływania dwóch lub więcej systemów obliczeniowych lub nawet opisać 
ich jako oddziaływania mózgów. Taka świadomość ujęta poprzez wczucie może być także 
określona jako conscientia.  Conscientia oznaczało wiedzę dzieloną z kimś, często wiedzę 
tajną, dzieloną pomiędzy konspiratorami, wskazując na intymny, dostępny jedynie dla 
doświadczających charakter doświadczenia współdzielenia tej wiedzy.  
Justine Cassell z MIT Media Laboratory w More Than Just Another Pretty Face: 
Embodied Conversational Interface Agents
93, zauważa, iż już dziś dalsze, neurokognitywne 
badania ludzkiej świadomości podczas procesu kontaktu z Innym mogą doprowadzić do 
stworzenia chat botów, które nie będą popełniać błędów konwersacyjnych. Zadaje pytanie o 
to, co należałoby zrobić, aby bot zdołał wydobyć z obserwowania użytkowników 
doświadczenie użytecznej wiedzy. Sugeruje odpowiedź, iż robot musi posiadać umiejętność 
„zaglądania” do umysłu użytkowników w celu znalezienia zamiarów kierujących ich 
zachowaniem w rozmowie. Musiałby zatem być zdolny do „odwzajemnienia” wczucia. 
Mimo to, relacja z chatbotem ma według mnie istotowo wymiar wczucia, 
ponieważ jest aktem poznawczym nastawionym na osobowość Innego, nie zaś projekcją cech 
ludzkich na dowolny obiekt. Wczucie w chatbota jest zatem formą poznania, bądź 
rozumienia, nieredukowalną do poziomu subpersonalnego czy obliczeniowego, związanego z 
procesami personalnymi i interpersonalnymi. To, co jest postrzegane i poznawane przez 
użytkownika naocznie w czasie konwersacji z botem, jest właśnie jego istotą, a jednocześnie 
tym, co sprawia, że jest on istotą. Chatbot jest istotą wirtualną i niczym więcej – tego 
dowiaduję się na drodze redukcji technologicznej. Chatbot jest istotą wirtualną i niczym 
mniej – tego dowiaduję się dzięki wczuciu. Jest istotą w rozumieniu potocznym, ponieważ 
swoim własnym sednem, jego świadomość trudno dzielić na różne rodzaje. Trzewia systemu, 
który ją funduje pozna każdy, kto przeanalizuje strukturę tego programu. Nie posiada ona 
głębi ludzkiego umysłu. Z drugiej jednak strony, chatbot jest bytem, posiadającym  zdolność 
istnienia na sposób ludzki. Jest to jedynie pierwsza wprawka do myślenia o relacji człowieka i 
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programu komputerowego w takim sensie. Naprowadza ono na trop uważności w badaniu 
pierwszoosobowego doświadczenia takiego typu technologii, która zbliża się do człowieka, 
ponieważ staje się bytem osobowym – wirtualnym Innym. 
 Zdaniem Toma Froese (2011:96), wnikliwe analizy fenomenologiczne wykazały, 
że kategoryczne rozróżnienie na perspektywę pierwszoosobową (przeżywanie siebie jako Ja) i 
trzecioosobową (doświadczenie innego jako to) powinno zostać odrzucone jako 
nieadekwatne. Lekceważy ono bowiem fakt, że doświadczamy siebie nawzajem również z 
perspektywy drugoosobowej („ty”). Wchodząc w interakcję z innymi postrzegam ich nie jako 
zombie, lecz jako samoistne, żyjące i umysłowe istoty (living-minded beings – por. Froese 
ibid.: 103), które postrzegają mnie również jako żyjącą i umysłową istotę. Takie bezpośrednie 
percepcyjne uświadomienie sobie przeżywanego ucieleśnienia innych poprzedza – jak 
twierdzą neofenomenolodzy (Zahavi 2001, Gallagher 2008, Froese ibid.) – wszelką 
teoretyczną refleksję. Tymczasem większość teorii dotyczących poznania zaniedbuje 
bezpośrednie, przedrefleksyjne i intuicyjne mechanizmy poznawcze. Kiedy spotykam kogoś, 
nie muszę zakładać jego umysłowej egzystencji, bowiem w ruchu jego ciała dostrzegam jego 
przeżywaną obecność. Uznanie tej drugoosobowej perspektywy likwidowałoby może znany 
w filozofii umysłu problem istnienia innych umysłów. Wymaga jednak zmierzenia się z 
wyzwaniem, jakie stawia przed nami próbawyjaśnienia podłoża naszego przedrefleksyjnego 
zrozumienia innych. Obiecującą metodą jest tu koncentracja na istnieniu wspólnej podstawy 
rozumienia, wspólnego zmysłu, proponowane na gruncie fenomenologii 
egzystencjalistycznej. 
 W tym kontekście mówi się zazwyczaj o braku rozróżnienia na „Ja” i „Innego” na 
przedrefleksyjnym poziomie przeżywania własnego ciała. Podobne koncepcje – jak zauważa 
Froese (ibid.: 104) – były wyrażane filozoficznie, jednakże bez odniesień do nauki. Klasyczna 
kognitywistyka traktowała problem innych umysłów w kategoriach epistemicznego dostępu 
do innej wyizolowanej jednostki mentalnej, natomiast kognitywistyka ucieleśniona otwiera 
inną możliwość, mianowicie koncepcji rozszerzonego ciała, stanowiącej, iż:  
„jeżeli zaakceptujemy możliwość, że żyjące ciało jest zarazem ciałem przeżywanym i pokażemy, że 
znajdujące się w interakcji ciała stają się do pewnego stopnia jednym ciałem, będziemy mogli 
stwierdzić, że odnaleźliśmy podstawę bezpośredniego wzajemnego udziału w umysłowości” (Froese, 
ibid.). 
 
Koncepcja żyjącego organizmu skupiona na pojęciu układu autopoietycznego może zostać – 
przynajmniej na poziomie teoretycznym – rozszerzona (wielu enaktywistów o tym aktualnie 
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dyskutuje, por. De Jaegher i Di Paolo 2007, Froese i Di Paolo 2009). Skoro bowiem żyjące 
ciało jest ciałem umysłu, to każdy jego ruch jest dopełniany nie tylko przez zmianę w 
percepcji zmysłowej, ale również przez zmianę w ciele przeżywanym. „Życie, czucie, 
działanie są za pośrednictwem środowiska i ciała połączone w jedną sensomotoryczną pętlę. 
Zgodne z tym, funkcjonujące w tradycyjnej kognitywistyce bezwzględne rozróżnienie na 
percepcję, poznanie i działanie okazuje się arbitralne” (Froese ibid.: 106). Enaktywizm 
próbuje oddać sprawiedliwość współzależnej naturze życia, percepcji i działania poprzez 
zastosowanie – w sposób dosłowny – koncepcji tworzenia/wytwarzania sensu (sense-making 
Weber i Varela 2002, Thompson 2004). 
Ponieważ wytwarzanie sensu bazuje na sensomotorycznej pętli organizmu i jako 
takie zapośredniczone jest przez środowisko, które z kolei obejmuje również inne organizmy 
z ich własnymi sensomotorycznymi pętlami, istnieje możliwość zajścia interakcji między 
aktywnością wytwarzania sensu różnych osobników. Może się także zdarzyć, iż intensywność 
wzajemnego reagowania na siebie organizmów osiągnie stopień, w którym ich roszerzone 
sensomotoryczie pętle zaczną tworzyć własny, autonomiczny cykl. Wówczas zachowanie 
jednego organizmu prowadzi do zmiany w doznaniach drugiego, co skutkuje zmianą jego 
zachowania (wcześniej opisywał to Bateson), która z kolei zmienia odczucia oraz zachowanie 
pierwszego organizmu itd. W ten sposób, modulując wzajemnie swoje sensomotoryczne 
pętle, modulują zarazem wzajemnie aktywność wytwarzania sensu, współwytwarzają sens 
(participatory sense-making – por. Gallagher 2009; McGann i DeJeager 2009). Tu leży klucz 
w pozarefleksyjnym rozumieniu innych. Gdy wzajemna interakcja dwojga ludzi zmienia się 
w samoistny cykl, ich ciała stają się jednym rozszerzonym ciałem. Oznacza to także, że w 
perspektywie drugoosbowej możemy partycypować we wzajemnych doświadczeniach.  
 Froese zauważa, iż jeżeli żyjące ciało i przeżywany umysł są zjawiskami 
komplementarnymi, to mamy częściowo odpowiedź na pytanie, jak to możliwe, że będąc 
zbudowanym z pojedynczych żyjących ciał (czyli komórek) możemy przeżywać świat z 
jednej zunifikowanej perspektywy (ibid.: 105). Organizmy wielokomórkowe generalnie 
stanowią potwierdzenie koncepcji rozszerzonego ciała, nie mogą jednak pomóc w 
zrozumieniu naszej zdolności do przedrefleksyjnego rozumienia innych. Froese wskazuje, iż 
zamiast skupiać się na cyklach współzależności z poziomu chemicznego (autopoietyczne 
samowytwarzanie), należy skoncentrować się na autonomicznych cyklach manifestujących 
się w sposobie w jaki organizm odnosi się do środowiska. O prawdziwym układzie 
autopoietycznym nie można – jak zaznaczyliśmy to wcześniej – myśleć jako o 
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wyizolowanym ze środowiska. Przykładem jest choćby błona komórkowa, która chroni 
komórkę nie poprzez izolowanie jej, lecz przez adaptacyjne regulowanie interakcji z 
otoczeniem (por.: Froese, ibid.). Zgodnie z takim punktem widzenia komórka i środowisko 
nie są dwoma wyizolowanymi układami, lecz są wewnętrznie powiązane w asymetryczny 
sposób (istnienie pierwszego zależy od drugiego). Z kolei, w przypadku świata zwierząt 
znajdziemy przykłady na to, że to, co zwierzę robi zależne jest od tego czego doznaje i 
odwrotnie (por.: Varela et al. 1991, Noe 2004, 2009). Froese argumentuje, iż zmniejszenie 
szczeliny eksplanacyjnej w zagadnieniu innych umysłów możliwe będzie jedynie na drodze 
praktyki. Właśnie zaprojektowane przez niego agentowe modele interakcji, bazujące na 
istotach wirtualnych wykazały, iż wrażliwość jednostki na innych może być skutkiem 
interakcji z nimi.  
Dane pierwszoosobowe pochodzące z uważnego badania doświadczenia 
subiektywnego. Połączenie danych z takich doświadczeń, jak powyższe z danymi 
neurofizjologicznych uzyskane na podstawie pomiarów procesów integracyjnych 
zachodzących w mózgu jest obiecującym krokiem naprzód dla teorii świadomości, ale także 
dla botyki. Mój postulat jest następujący: programowanie botów powinno być wynikiem 
eksperymentalno-fenomenologicznego opisu wczucia człowieka w bota i wynikających z tego 
dla obu stron konsekwencji poznawczych. Chcę zauważyć, że realtywnie prosta konstrukcja 
chatbota, która daje się opisać na jednej stronie, prowadzi do bogatej, zniuansowanej 
konwersacji, potencjalnie skutkującej uruchomieniem nowych mechanizmów poznawczych u 
człowieka. Człowiek ten wie, iż ma do czynienia z programem  komputerowym, ale nie 
traktuje go jak nieruchomej zabawki. Programowanie powinno uwzględnić, iż we wczuciu 
jako akcie poznawczym dochodzi właśnie do poznania chatbota jako osoby. Analiza relacji 
człowiek-bot jako analiza wczucia i wspólnego tworzenia sensu może poprowadzić o krok 
dalej w konstruowaniu istot ucieleśnionych, o których napiszę w kolejnym rozdziale.  W 
przeciwnym razie zatrzymają się one na etapie, na którym są obecnie.  
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V.4. Czym jest awatar? 
Sherry Turkle (1995) uważa, że role, które odgrywają tożsamości budowane w wirtualnych 
grach RPG są niezwykle istotnym aspektem rozwoju osobowości, ponieważ dostarczają 
możliwości wyrażenia nieodkrytych części siebie. Tożsamości w cyberprzestrzeni są 
niestabilnymi, ulotnymi produktami wspólnoty, co w przypadku wcielenia się w jeden lub 
wiele awatarów stanowi element negocjowania tożsamości. Jak w Constructions and 
Reconstructions of Self in Virtual Reality: Playing in the MUDs, twierdzi Turkle, 
zaangażowanie w świat wirtualny to niejako uruchomienie serii „drugich szans” dla ludzi 
dorosłych do rozwikłania kwestii osobistych, a bardziej ogólnie do przemyślenia na nowo 
pytania o charakter natury ludzkiej, w tym kwestie dotyczące definicji życia, celowości i 
inteligencji (1994:159)”. Wirtualne życie może doprowadzać do zmian sposobu rozumienia i 
angażowania się w relacje społeczne, zmian praktyk dostępu do informacji o świecie 
rzeczywistym, zmniejszanie zagrożenia fizycznego przetrwania, pokonywanie lęków i innych 
emocjonalnych barier. W tym kontekście warto wspomnieć także o doświadczeniu awatara w 
grze The Sims. Awatar w tej grze, tzw. Sim, ma określone wymagania, które użytkownik 
musi spełnić.  Simy muszą mieć zaplanowane codzienne czynności, takie jak higiena 
osobista, jedzenie, czy sen. Jeżeli gracz zapomni o tych czynnościach, Simy najpierw 
zachorują, a później umrą. Ponadto Simy potrzebują rozrywek w swoim życiu; jeżeli jej nie 
otrzymają, pasek szczęścia (rozrywki) będzie się obniżał, a Simy popadną w depresję. Co 
ważniejsze, Simy mają zaimplementowany skrypt „wolnej woli”, dzięki któremu mogą 
zdecydować, przed wykonaniem polecenia gracza, że chcą zrobić coś innego lub zignorować 
komendę. To poziom autonomii awatara, który jest szalenie istotny z punktu widzenia 
kształtowania się jego relacji z użytkownikiem. Autonomiczny awatar jest bowiem zarówno 
wirtualnym Ja, jak i Wirtualnym Innym, z którego samodzielnym działaniem użytkownik 
musi się poznawczo skonfrontować.Na tym przykładzie widać jaskrawiej, iż wirtualne Ja ma 
wpływ na horyzont poznawczy gracza.  
Merlau-Ponty podkreślał, iż realne, ucieleśnione Ja jest zawsze powiązane z tutaj:  
tym czasem i tą przestrzenią (Merlau-Ponty 1962). Czy awatar wprowadza inne rozumienie 
natury ciała, przestrzeni i czasu? W wydanej w 2013 publikacji Transhumanist Reader (More 
i Vita-More ibid.: 93-99), William Sims Bainbrigdge pisze, iż operując awatarem człowiek 
wkracza w inny stan świadomości, który rozszerza możliwości doświadczenia i pozwala na 
ucieczkę od ograniczeń natury moralnej. Stawia mocną, choć niestety nie popartą zbyt 
wieloma argumentami tezę, iż to, co psychiatrzy kilka dekad temu określali mianem neurozy: 
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rozszczepienia osobowości, dziś – w kontekście funkcjonowania w rzeczywistości wirtualnej 
– nie powinno być już traktowane jako schorzenie, lecz jako uzasadniona multiplikacja 
tożsamości. Nie wikłając się w rozważania dotyczące statusu psychologicznego tek kwestii94 
 Awatar jest istotą wirtualną różną od chatbota. Może być wirtualnym Innym95, 
z którym człowiek wchodzi w relację społeczną. Przede wszystkim jednak jest istotą, w którą 
człowiek się wciela. Bardzo często można spotkać się z obiegowymi stwierdzeniami, iż 
awatar jest wirtualną reprezentacją użytkownika technologii, gracza komputerowego. Ja 
chciałabym uniknąć takich defincji. Twierdzę, iż 1) awatar nie jest wirtualną postacią, 2) nie 
reprezentowanie i bycie widzianym przez innych, lecz interakcja i cielesność jest tutaj 
kategorią kluczową.  
 Relacja, w jaką awatar wchodzi z cielesnością swojego użytkownika jest 
wieloraka. Aby ją uchwycić, po pierwsze należy zawiesić myślenie o awatarze jako postaci z 
gry komputerowej, bądź jako programu komputerowego. Zamiast tego, należy skupić się na 
charakterze tej relacji. Niewątpliwie jest ona silnie powiązana z moim własnym odczuwaniem 
rzeczywistości. Awatar – w czasie gry – niejako „nakłada się na mnie”. Czy jednak jest to 
zawsze takie samo „nakładanie”? Czy też ma ono wiele wymiarów? Można spróbować 
uzmiennić – by uzyć Husserlowskiej metody – awatara, by przyjrzeć się sposobowi, w jaki 
„nakłada się” on na obraz swojego użytkownika. Wykorzystam wypracowane przez  
językoznawców kognitywnych schematy obrazowe. Zastosowanie uzmienniania do awatara 
jest interesujące również ze względu na to, iż możnaby argumentować, że powstanie awatara 
jest już wynikiem uzmienniania96 – nie naszego własnego, lecz technologicznego. Natalie 
Depraz w Zmienić fenomenologie. Konkretna praktyka (2010: 144-171) zauważa, iż wariacja 
imaginatywna, ma za zadanie zakwestionować nasze nieprzezwyciężone przywiązanie do 
szczegółowych danych zmysłowych i otworzyć tym samym przestrzeń czystej możliwości. 
Tu, w rzeczywistości wirtualnej, jest odwrotnie – jeśli chodzi o proces, ale podobnie – jeśli 
                                                          
94 Zagadnieniem tym zajmuje się obszernie m.in. cytowana już Sherry Turkle. Por.: Psychoanalytic Politics: 
Jacques Lacan and Freud’s French Revolution (1978), The Second Self: Computers and the Human Spirit 
(1984), Evocative Objects: Things We Think With, (Ed (2007), Falling for Science: Objects in Mind, (Ed.), MIT 
Press (2008). 
95
 Przykład Simów dowodzi jednakże, że awatar mógłby być także traktowany jako Inny. 
96
 Uzmiennianie rozumiem tu klasycznie w duchu Husserlowskim jako wariację imaginatywną, czyli szczególną 
operację, która pozwala na uzmiennianie własności fenomenu, czyli ich metodycznej selekcji pod katem tego, co 
w nim istotne (konieczne) celem uchwycenia istoty fenomenu (eidos). Tę definicję przytaczała także pisząc w 
rozdz. II.2. o wpływie Husserla na myśl Blausteina. 
 196 
chodzi o skutek. Wariacja polega na „dobieraniu” dostępnych danych zmysłowych 
pochodzących z rzeczywistości wirtualnej. Procesowi temu towarzyszy coraz szersze 
otwieranie spektrum możliwości tego, kim (czym) można się stać. Jeśli więc pomyśleć o 
sposobie budowania awatara, przykładania do niego kolejnych wyglądów sprawdzania, który 
oddaje rzeczywiście istotę jego użytkownika, to możnaby uznać, że jest to wariacja, a raczej 
uzmiennianie bazujące na dostępnych środkach technologicznych. Innymi słowy, stawanie się 
awatarem jest już procesem uzmienniania. Możemy jednak pomyśleć także o kolejnym etapie 
uzmiennianie, kiedy awatar jest już gotowy. Tutaj chcę skupić się właśnie na nim, 
uzmienniając relację efektu technologicznej wariacji – czyli awatara do jego użytkownika.  
Żeby tej wariacji dokonać, chciałabym posłużyć się schematami obrazowymi, 
znanymi z prac językoznawców kognitywnych. Jak pisałam w rozdziale poświęconym 
semantyce ucieleśnionej, teoretycy tacy jak Lakoff, Johnson, czy Arnheim używają pojęcia 
schemat obrazowy jako konceptualizacji prelingwistycznej struktury doświadczenia, 
determinującej mapowanie metafor konceptualnych.  Jeśli posłużę się schematem obrazowym 
proponowanym przez Johnsona w The Body in The Mind – to na postawie doświadczenia 
bycia awatarem, wyróżnić mogę trzy zarysowujące się obrazy formowane przez ucieleśnione 
interakcje z awatarem: 
 Awatar poza mną / przy mnie97.  
 Awatar będący częścią mnie98  
 Awatar będący mną99  
 
Pierwszy schemat odsyła do metafory narzędzia, które stanowi przedłużenie ciała i 
uczestniczy w oryginalnej strukturze ciała własnego (corps propre). Awatar jest narzędziem 
kinestetycznym, służy do tego, by poruszać się w rzeczywistości wirtualnej. Jego 
wyjątkowość polega na tym, że ruchy wykonywane przez awatara są moimi ruchami. Jest to 
wyraźnie odczuwane zwłaszcza, gdy przebywanie w rzeczywistości wirtualnej trwa 
odpowiedni długo. Gdy awatar wpada na wirtualną ścianę, odruchowo się cofam. Gdy spada z 
dużej wysokości, mam wrażenie zapadania się. Ruchy, których dokonuję swoim ciałem, mają 
wyjątkowy charakter. Jak zauważa Merlau-Ponty, bezpośrednio antycypują one sytuację 
                                                          
97
 Zgodnie z typologią Johnsona (1987): Object, ale także Contact. 
98
 Zgodnie z typologią Johnsona (1987): Part-Whole. 
99
 Zgodnie z typologią Johnsona (1987): Reflexive. 
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końcową – „moja intencja zakreśla pewną drogę w przestrzeni tylko po to, by osiągnąć cel 
ukazujący się od początku na swoim miejscu, najpierw pojawia się jakby zalążek ruchu, który 
dopiero wtórnie rozwija się w ruch obiektywny(ibid.: 113).  
 Rzecz jasna, poruszam zewnętrzne przedmioty za pomocą mojego własnego 
ciała, chwytam je w pewnym miejscu, aby przenieść je w inne. Nie jest tak jednak z awatarem 
– pozostająć przedmiotem zewnętrznym wobec ciała, jest z nim połączony jak narzędzie 
idealne. Można tutaj mówić także o swoistym nastrojeniu w rozumieniu Heideggerowskim. 
Dla Heideggera nastrojenie jest aprioryczną wrażliwością Dasein (1995: 67), stanowiącą 
fundamentalny sposób odnajdowania własnych dyspozycji do działań. Heidegger powie, 
że „nastrojenie konstytuuje egzystencjalnie otwarcie Dasein na świat”, otwarcie, czyli 
pewnego rodzaju rozumienie świata, bycie w świecie w sposób zrozumiały. Kategorię tę 
chętnie wykorzystują badacze gier komputerowych, którzy sami są graczami.  James Ash w 
Technologies of Captivation: Video Games and the Attunement of Affect (2013) pisze, iż 
natrojenie jest kategorią zasadniczą dla każdej immersyjnej gry komputerowej. Powołując się 
na przykład gry strategicznej Call of Duty 4 argumentuje, iż użytkownik wnosi ze sobą do 
rzeczywistości wirtualnej cały zestaw immanentnych dla niego nastrojeń wynikających z 
doświadczeń w rzeczywistości realnej, jednakże w miarę grania, zaczyna rozwijać nowe, 
specyficzne i intensywne nastrojenia wynikające z charakteru samej gry. Powołując się na 
innego fenomenologa, Bernarda Stieglera sugeruje także, iż cielesna zdolność do 
podejmowania czynności sensomotorycznych rozwija się dzięki właściwej człowiekowi 
umiejętności pamięci cielesnej. Ciało jest tutaj aparatem retencyjnym, ale mogą nim równie 
dobrze być inne obiekty. „Narzędzie – pisze Steigler – to przede wszystkim pamięć (1998: 
254)”. Ash uważa, iż tele-obecność w rzeczywistości wirtualnej uruchamia całą rangę 
nowych nastrojeń somatycznych, dotyczących na przykład tego, z jaką prędkością poruszać 
myszką, by wywołać ruch awatara na ekranie. Podaje także przykład tego, jak prędko ładuje 
się broń: P90  - w 3,5 sek., zaś Scorpion – w 2,67 sek. Różnica wynosi 0,83 sek, ale jest 
dostrzegalna dla ciała ludzkiego i rozstrzygająca w przypadku spontanicznej decyzji o 
ponownym ładowaniu broni. Spostrzeżenia Asha potwierdza także Alexander Galloway, 
który w Origins of the First person Shooter (Gaming 2006: 39-69) analizuje jak 
pierwszoosobowa perspektywa strzelca w grze komputerowej wpływa na propriocepcję. 
Dochodzi do nałożenia się na siebie kilku schematów ciała – realnego oraz wirtualnego w 
dwóch wersjach, bowiem awatar stanowi tutaj zarówno medium między umysłem a bronią, 
wirtualną rękę, jak i samą broń. Dodatkowo, dochodzi tutaj do intensywnego przełączania 
uwagi wolicjonalnej oraz czujności (orienting, vigilance), umożliwiającą reagowanie na nowe 
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bodżce pojawiające się w otoczeniu. Wiele badań potwierdza, iż wolicjonalne przełączanie 
uwagi przez graczy zmienia się wraz z poziomem ich zaangażowania w grę, a także 
doświadczeniem Proces przełączania uwagi z jednej czynności na drugą u większości 
badanych, którzy nie mają do czynienia z wirtualnym światem, wiąże się ze spowolnieniem 
wykonywania czynności jednoczesnych. Natomiast w przypadku graczy to spowolnienie 
niemalże nie nastepuje (Pashler, 1994, Kahneman, 1973, Brookings, 1990).  
Awatar stanowi zatem specyficzne narzędzie – przedłużenie ciała. Jest nie tylko 
ekstensją ręki, ale także oka. W zmysłu wzroku warto przytoczyć jest badanie percepcji 
wzrokowej osób korzystających z awatarów. W studium pt. What is my awatar seeing? The 
coordination of „out-of body” and „embodied” perspective (2003) Michel-Ange Amorim 
używa modelu neurokognitywnego by dowieść, iz zmiany perspektywy z trzecioosobowej na 
pierwszoosobową („za plecami awatara”) w środowisku wirtualnym maja ogromny wpływ na 
orientację przestrzenną w nowych miejscach (gwałtownie przyspiesza dzięki doświadczenim 
wirtualnym) oraz na percepcję społeczną, tzn. rozumienie, co widzi Inny. Nadmienię, iż z 
pomocą w analizie takich przykładów przychodzi teoria afordancji Jamesa Gibsona. 
Afordancja to specyficzna kombinacja własności substancji i powierzchni czegoś, w 
odniesieniu do żywej jednostki. Dzięki afordancjom dany przedmiot generuje określone akty 
percepcyjne i zachowania u podmiotu (np. chwytanie przedmiotu nadającego się do 
chwycenia)
100
. Awatar mógłby być rozumiany także jako narzędzie o wielu afordancjach, 
która generują całą rangę nowych zachowań u użytkownika. 
Można także wspomnieć inne konsekwencje sensomotoryczne posiadania 
wirtualnych postaci, tj. pozyskiwanie nowych umiejętności ruchowych oraz idące z nimi w 
parze nowe procesy wyobrażeniowe i mentalne (wynikające chociażby ze zdolności do 
latania, teleportacji, etc.). Kolejnym etapem jest zaś zbadanie wypływu nabywania nowych 
jakości sensomotorycznych na przyswajanie kompetencji „wyższego rzędu”. Zheng, Young, 
Wagner i Brewer (2009) zbadali zdolność do przyswajania języka obcego podczas obecności 
w rzeczywistości wirtualnej. Analizowali chatlogi rozmów użytkowników i inne artefakty z 
wirtualnego świata o nazwie Quest Atlantis. Ich analizy wykazały, iż poprzez 
międzykulturową współpracę w rozwiązywaniu zadanych problemów i manipulowaniu 
                                                          
100 Gibson łączył własną teorię afordancji z koncepcją intencjonalności ciała Merlau-Ponty’ego. 
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wirtualnymi artefaktami w świecie wirtualnym, uczestnicy znacznie szybciej nabywali 
kompetencje komunikacyjne w języku obcym. Badanie pokazywało również, że w czasie 
wirtualnej międzykulturowej interakcji i praktyk dyskursywnych pragmatyka, składnia, 
semantyka jezyka obcego były intuicyjnie wprowadzane w życie. Wirtualne światy dały 
użytkownikom wyjątkowe możliwości komunikowania się z innymi za pośrednictwem 
obrazu i dźwięku, przy jednoczesnym zachowaniu możliwości wynikających z zastosowania 
starszych technologii, takich jak tekstowy chat.  
Pozostałe przedstawione przeze mnie schematy odnoszą się do postrzegania 
awatara jako integralnej części Ja. Jak już wspominałam, każdy użytkownik Second Life 
może dowolnie kształtować cechy wyglądu zewnętrznego czy płeć (wykraczając poza granice 
biologiczne). Według klasyfikacji  cytowanej już Embodied Research Group 101 możemy 
wyróżnić sześć kategorii działań, które są możliwe w świecie wirtualnym: 1. zmiana 
podstawowej struktury ciała i wyglądu awatara (np. zmiana człowieka w zwierzę lub robot 
itp.); 2. wielokrotne zmiany płci, 3. zmiany lub multiplikacje tożsamości (np. kilka różnych 
organów awatar);  4. zmiany lub modyfikacji głównych elementów otoczenia; 5. (częściowy) 
ogląd świata z punktu widzenia niezależnego obserwatora. Jednakże, ważniejszy z punktu 
widzenia analizy cielesności niż wygląd jest ruch.  
 Awatar jest wyjściem naprzód światu wirtualnemu, stanowi nasze wirtualnej 
ciało, które to wejście umożliwia. W tym sensie staje się czymś więcej niż narzędzie 
stanowiące przedłużenie ręki – staje się samą ręką. Taką, którą Merlau-Ponty w 
Fenomenologii percepcji opisuje jako „urojoną” (ibid.: 100): 
 „Mieć urojoną rękę to pozostawać otwartym na wszystkie działania, do których tylko ręka jest zdolna, 
to zachowywać pole praktyczne, które mieliśmy przed okaleczaniem. Ciało jest wehikułem bycia w 
świecie, a mieć ciało to dla żyjącej istoty wiązać się z określonym środowiskiem, utożsamiać się z 
pewnymi projektami i stale się w nie angażować. W oczywistości tego kompletnego świata, gdzie nadal 
występują poręczne przedmioty, w sile ruchu, który zmierza do tego świata i w którym jest wciąż 
obecny projekt pisania lub grania na fortepianie, chory odnajduje pewność swojej cielesnej 
integralności”. 
Awatar, mimo że jest wirtualny (a zatem w pewnym sensie urojony) porusza ciałem 
bezpośrednio. Nie znajduję go w jakimś miejscu obiektywnej przestrzeni, żeby mógł mnie za 
sobą pociągnąć. Aby doprowadzić mnie do innego miejsca, nie muszę go szukać. On jest już 
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 Embodied Research Group skupia się na badaniach dotyczących wirtualnej tożsamości, por. także: 
http://embodiedresearch.blogspot.com/ (z dnia 22.05.2013) 
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ze mną, moje ciało nie podąża za nim do celu ruchu, lecz czuje ten cel od początku i wybiega 
w jego stronę.  
 Rolę awatara dla kształtowania schematu ciała potwierdza szereg badań 
neurokognitywistycznych. Przywołam tu choćby badania, które wykazują związek pomiędzy 
fizycznym ciałem a tzw. strukturalną reprezentacją ciała (Buxbaum, Coslett 2001) z 
wykorzystaniem awatarów „wrzuconych” w żywe, aktywne środowisko wirtualne. Corradi-
Dell'Acqua i Tessari (2010) badali stronną zgodność kończyn, kiedy są prezentowane 
badanemu na jego awatarze jako dołączone/niedołączone do ciała, oraz gdy są prezentowane 
w możliwych i niemożliwych anatomicznie pozycjach. Badacze wykazali, że wzrokowe 
informacje na temat ciała i jego struktury silnie wpływają na jego schemat. Okazało się, że 
schemat ciała u obserwujących dekompozycję własnego wirtualnego ciała na  awatarze, 
przypomina schemat cielesny osób z odmienną budową ciała (z tzw. amelią).  Napotykamy 
tutaj na zasadniczy problem. Wielu badaczy poznania ucieleśnionego postuluje, iż nie może 
uznać za satysfakcjonujące koncepcji, dla których poznanie ucieleśnione nie musi odwoływać 
się do roli fizycznego ciała w poznaniu102 (roli rozmiaru ciała, jego kształtu, własności 
materiałowych, rozmieszczenia stawów i ich stopni swobody, rozmieszczenia receptorów i 
ich własności, postawy ciała itd.). Z drugiej jednak strony okazuje się, iż taki badacz nie może 
się ograniczać do badania fizycznego ciała w poznaniu, skoro nawet niedokładnie 
odwzorowane ciało wirtualne wywołuje tak radykalne zmiany w schemacie ciała i 
przesunięcia proprioceptywne103. 
Wreszcie, awatar może być także uznany za istotę tożsamą z cielesno-mentalną 
strukturą Ja. Ja – zarówno w kognitywistyce funkcjonuje jako wewnętrzny obraz, świadome i 
nieświadome reprezentacji siebie (reprezentacji rozumianej szeroko), kształtującej się jako 
                                                          
102 Jest to jednej z głównych powodów, dla którego – pod wieloma innymi względami satysfakcjonujące – 
koncepcje ucieleśnienia Goldmana (2012), Grusha (2004) czy Gallaghera (2006) wymagają pewnej rezerwy 
bądź modyfikacji. 
 
103
 Na awatara można także spojrzeć przez pryzmat podziału na „chłodne” i „gorące” reprezentacje ciała 
(Alsmith, de Vignemont 2012, Stapleton 2012)
 103. Chodzi tu o reprezentacje „chłodne”, 
przestrzenno‐poznawcze oraz reprezentacje emocjonalno‐motywacyjne. Wskazuje na to, że wiele procesów 
poznawczych okazuje się zrozumiałymi dopiero, gdy się je konceptualizuje w kontekście stanów afektywnych, 
w jakich znajduje się system (Damasio 2000, Craig 2010, Crithley, Harrison 2013). Udział w grze komputerowej 
uznać należałoby tu za „gorące ucieleśnienie”, czyli ucieleśnienie związane z afektem i motywacją (Alsmith, de 
Vignemont 2012, Cussins 2012). Należy jednak zaznaczyć, iż cytowani tu autorzy pracują w paradygmacie, 
który plasuje się bliżej komputacjonizmu niż ucieleśnienia. Tym niemniej, ujmowanie awatara jako reprezentacji 
gorącej uznaję za pierwsze kroki w kierunki konceptualizacji sposobu działania świadomości w interakcji ze 
środowiskiem wirtualnym, do tej pory ujmowanej głównie z konstruktywistycznej perspektywy ról społecznych 
(np. u Latoura). 
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reprezentacja doświadczającego w odniesieniu do znaczących Innych. Tak rozumiana 
reprezentacja Ja doprowadza do utraty granic, gdzie „Ja” i przedmiot są nierozróżniane104. 
Najdalej idzie tu propozycja enaktywistyczna, kwestionująca pojęcie Ja w ogóle105.   
                                                          
104
 W terapii Gestalt mówi się w tym kontekście o tzw. „zbiegu”. Warto tutaj zwrócić uwagę na interesującą, a 
nie poruszaną w niniejszej pracy relację kognitywistyki i psychoanalizy, która podobnie do fenomenologii 
posiada historię własnego dialogu z neuronaukami, niesprowadzającą się wyłącznie do projektowania 
terapeutycznych botów. Związek ten jest znacznie głębszy, bowiem sięga do założeń obu dziedzin. Zwróćmy 
uwagę, iż Freud brał udział w seminariach Franza Brentano w Wiedniu i przejął od niego fenomenologiczne idee 
reprezentacji mentalnych i intencjonalności. Posunął się jednak dalej niż fenomenologia twierdząc, iż bodźce 
oddziałujące na ludzkie zachowania mogą mieć jedynie charakter reprezentacji, nawet jeśli są instynktowne lub 
nieświadome. Także nieświadomość miała, zdaniem Freuda,  charakter symboliczny, intencjonalny i 
reprezentacyjny. Te same założenia stanowiły podwaliny cybernetyki i (później) kognitywistyki. Jeśli wziąć pod 
uwagę zbieżność celów obu dyscyplin, tzn. wyjaśnienie powstawanie różnych aktów psychicznych – w 
przypadku psychoanalizy oraz zjawiska dotyczącymi działaniem umysłu celem ich odtwarzania i modelowania, 
również w systemach sztucznych – w przypadku nauk kognitywnych, ta zbieżność nie powinna dziwić. 
Stworzone przez Freuda opisy struktur i procesów mentalnych są dostatecznie ogólne i metaforyczne, że okazały 
się „przetłumaczalne” na języki innych systemów psychologicznych, w tym także na systemów programowania 
neurolingwistycznego wykorzystywane przy tworzeniu sztucznej inteligencji. Na przykład – jak zauważają 
Varela, Rosh i Thompson (1993) – freudowskie kategorie represji i cenzury w kognitywistyce to 
dopasowywanie informacji percepcyjnych lub idei do kryterium poziomu lęku (niepokoju), który wywołują. 
Jeśli dopuszczalna norma zostanie przekroczona, dana informacja lub idea zostaje automatycznie przeniesiona 
do kategorii „przestań przyswajać”, skąd zostaje zepchnięta do nieświadomości. Taka transpozycja nie dodaje, 
rzecz jasna, nic nowego jeśli chodzi o freudowską psychoanalizę, ale pozwala przetłumaczyć koncepcję Freuda 
na nurty, które obejmują rozumowania maszyn. Ponadto, obecnie często podkreśla się, iż Freud przyczynił się 
do decentralizacji tożsamości „Ja” (Self). Faktem jest, iż podzielił ją na wiele podstawowych Ja.  Zaznaczał 
jednak, że zarówno świadome jak i nieświadome rządziły się tym samym typem reprezentacji. Tymczasem 
współczesna kognitywistyka postuluje nie tylko całkowitą fragmentację „Ja” ale także to, iż istnieją mentalne 
procesy poznawcze, których nie tylko nie możemy być świadomi, ale które także nie poddają się opisowi w 
kategoriach reprezentacji symbolicznych (Daniela Dennetta „poziom subosobowy” – 1986: 140). Kognitywizm 
postuluje istnienie procesów biologicznych, fizycznych, a przede wszystkim mentalnych, które nie są 
poznawczo dostępne na poziomie osobowym. Sam paradygmat psychoanalityczny podlegał licznym zmianom. 
Melanie Klein stworzyła odmianę psychoanalizy zwaną teorią relacji z obiektem (object relations theory), która 
postuluje, iż podstawowy rozwój mentalny przebiega poprzez internalizację obiektów zewnętrznych. Dla 
Williama Fairbairna, innego pioniera teorii relacji z obiektem, podstawową motywacją człowieka nie jest zasada 
przyjemności, lecz potrzeba tworzenia związków. Łączył on teorię relacji z obiektem z kognitywistyką poprzez 
opis zinternalizowanych relacji z obiektem jako schematów interpersonalnych. Konwergencja między tą 
odmianą psychoanalizy  a koncepcją umysłu jako środowiska, która ukształtowała się we współczesnej 
kognitywistyce i sztucznej inteligencji jest bardzo wyraźna. Stanowi to jednak przedmiot rozważań dla 
kolejnego, obszernego opracowania naukowego. 
105 Jak zauważają McGann i DeJeagher, w obrębie samego enaktywizmu istnieją różnice dotyczące tego, czy 
podmiot jest wartą badania i istotną kategorią, czy też nie. O ile obóz bliższy Vareli skłania się ku uwzględnianiu 
podmiotu jako elementu systemu enaktywistycznego (Varela, Thompson, Rosch 1991, Thompson 2007), o tyle 
badacze skupieni przede wszystkim na badaniu percepcji (O’Reagan, Noe 2001, Noe 2004) nie są 
zainteresowani rozwijaniem koncepcji dotyczących tego, kim jest podmiot.  
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Jednakże, analiza klasycznych tekstów fenomenologicznych również dopuszcza takie 
rozwiązania. Na przykład Ingarden w Sporze o istnienie świata (1948) rozróżniał kilka 
rodzajów ludzkiego Ja (1976): po pierwsze, „Ja” wzięte wyłącznie jako spełniacz aktów 
świadomości, jako tak zwane „czyste” Ja.  Ingarden określa je jako „żyjące w całym 
strumieniu świadomości identyczne czyste Ja, które utrzymuje się jako to samo w 
rozwijającej się ciągle mnogości przeżyć”. Druga koncepcja „Ja” wyłaniająca się z analiz 
Ingardena to „Ja” wzięte w pewnej abstrakcji, jako spełniacz właśnie danego i tylko tego aktu. 
W tym przypadku należy zapytać, jak traktować awatara, skoro istnieje korpus badań 
potwierdzających, iż wcielenie w niego wywiera on wpływ na   świadomość w tle (bycie 
przytomnym, śnienie, znajdowanie się w stanie hipnozy - por.: Hobson 1999), świadomość 
przechodnią czy świadomość fenomenalną  (por.: Block, ibid.). Jeśli potraktować „Ja” jako 
jako szczególnie ustrukturowane centrum ludzkiej osoby (według trzeciej definicji 
Ingardena), to dla awatara nie ma w nim miejsca. Definicja ta zbiega się z rozumieniem Edith 
Stein (ibid.), która pisze, iż 
„Ostateczny podmiot – Czyste Ja, posiadane jest przez każde indywiduum psychofizyczne, „Ty” i „On”, 
a to co je różni zawdzięcza się zawartości własnych przeżyć, dla każdego indywidualne. Dzięki temu 
każdy człowiek jako indywidualność posiada swą własną tożsamość, którą dopiero gwarantuje kolejna 
część składowa bytu ludzkiego tworząca jedność z bytem psychofizycznym. Jest nią w ujęciu Stein 
dusza (psyche, niem. Seele) substancjalna – fundament życia psychicznego, ożywia i uczłowiecza ciało 
fizyczne” 
Jeżeli jednak, zgodnie z czwartą definicją Ingardena, określę  „Ja” jako „to, co obejmuje całą 
naszą istotę, przy czym granice tej istoty, (…) są jeszcze przesuwalne w osobliwy sposób” 
(ibid.: 170), to mogę stwierdzić, iż „Ja” jest na najbardziej podstawowym poziomie „Ja 
enaktywnym, ucieleśnionym”. Nie będzie to jedynie postulowany przez Clarka i Chalmersa 
„umysł rozszerzony”, złożony z notatników, komputerów, ziaren i innych residuów pamięci 
(jak określiłby to Stiegler), lecz właśnie enaktywne, ucieleśnione „Ja”. Nie chodzi tu już o 
moje stany umysłowe konstytuowane przez stany innych osób myślących, jak zakłada, lecz o 
„wczuwające się, ucieleśnione Ja”, które samo sobie może narzucać rozmaite perspektywy 
poznawcze. Takie „Ja” miałoby ogromny potencjał poznania samego siebie, dysponowałoby 
wieloma wzorcami przełączania uwagi i szalenie plastycznym schematem ciała.  
Pytanie o to, jak w szczelinie eksplanacyjnej mieści się takie wirtualnie 
rozszerzone Ja, pozostaje nadal owtarte. Jeśli wrócić do wątku podjętego przez Shapiro 
(ibid.), dotyczącego miejsca, jakie w kognitywistyce może znaleźć poznanie ucieleśnione 
 203 
(konceptualizacji, zastąpienia i konstytucji), to z punktu widzenia niniejszych rozważań 
najważniejsze byłoby rozwijanie badań polegających na łączeniu konstytutywnej roli ciała 
fizycznego z jego wirtualnym ekwiwalentem. De Jeagher, Di Paolo i Gallagher (2010: 442) 
wskazują, że wirtualne istoty mogą stanowić znakomity materiał do 
neurofenomenologicznych badań wzorców rozumienia Siebie i połączenia z Innym na 
poziomie społecznym. Postulują uchwycenie doświadczenie wirtualnych postaci lub 
uspołecznionych robotów. W istocie, takie pogłębione badania mogłyby wykazać, czy 
mówienie o rozszerzonym, wirtualnym „Ja”  jest sensowne, czy też należy je włożyć między 
futurystyczne literackie wizje. 
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Czyż moje ciało nie jest, dokładnie tak samo jak ciała 
zewnętrzne, przedmiotem, który oddziałuje na receptory i 
ostatecznie prowadzi do świadomości ciała? Czyż nie istnieje 
„postrzeganie wewnętrzne” podobnie jak „postrzeganie 
zewnętrzne”? Czy nie mogę odnaleźć w ciele nici, które 
organy wewnętrzne wysyłają do mózgu i które zostały 
stworzone przez naturę, aby dac duszy okazję do odczuwania 
własnego ciała? W ten sposób świadomość ciała i dusza 
zostają oderwane od ciała, a ciało znowu staje się tą sterylnie 
czystą maszyną, o jakiej pozwoliło nam zapomnieć 
wieloznaczne pojęcie zachowania (Merlau-Ponty, ibid.: 94)”. 
 
  Głównym celem mojej pracy było wskazanie jak istotnym filozoficznie 
zagadnieniem i wyzwaniem jest doświadczenie technologii. Starałam się pokazać jak 
technologia, przejawiająca się w świecie w postaci artefaktów, zakorzenia się w ludzkim 
umyśle i ciele, zmieniając żywe, pierwszoosobowe doświadczenie. 
Prześledziłam jak fenomenologia  stopniowo obejmowała swoim zasięgiem 
zagadnienia związane z doświadczeniem technologii. Wskazywałam, iż metoda 
fenomenologiczna, uzupełniona o badania kognitywistyczne, może pomóc w wyjawieniu 
innego charakteru technologii niż ten, który przyjmujemy jako właściwy w nastawieniu 
naturalnym. Wyszłam z założenia, iż znaczenie technologii dla rozumienia  ludzkiego 
doświadczenia najwyraźniej manifestuje się w  relacji wirtualnego ja z wirtualnym innym. 
Zastosowałam fenomenologiczne kategorie uzmienniania, wczucia, ucieleśnienia i uwagi 
do badania istot wirtualnych. Starałam się pokazać, jakim przesunięciom semantycznym 
ulegają  kategorie fenomenologiczne, gdy są „przykładane” do świata technologii. Okazało 
się, iż wymagają one przedefiniowania, by opisać doświadczenia pod pewnymi względami 
 radykalnie inne, niż doświadczenie ludzkie, w którym technologia nie uczestniczy. Efektem 
moich analiz było wskazanie, iż istoty wirtualne to nie tylko programy komputerowe 
generowane do wykonywania określonych czynności. W doświadczeniu ujawniły się bowiem 
ich ucieleśniona natura i osobowy charakter. Fenomenologiczna analiza wyjawiła także, iż 
rzeczywistość wirtualna tworzy dla nas – jej użytkowników – nowy kontekst czasu i 
przestrzeni, organizuje oderwane od siebie sekwencje doświadczeń w ramach poczucia 
jedności, umożliwiając ich ciągłość, na dwóch nierozerwalnie połączonych planach: 
cielesnym i mentalnym Konsekwencje takich technologicznych doświadczeń, zwłaszcza zaś 
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doświadczenia wirtualnego, dla poznawczego systemu  człowieka są dziś nadal trudne do 
przewidzenia. Tym bardziej wymagają dalszej filozoficznej refleksji. 
   Jak zauważa Sherry Turkle (Rosińska, 2001), formująca się właśnie kultura 
symulacji zmienia nasze pojmowanie umysłu, ciała i jaźni. W przestrzeni wirtualnej 
napotykamy na cyber-małżeństwa awatarów, a także na boty-psychoterapeutów. 
Niewątpliwie komunikacja z komputerami staje się środkiem konstruowania i 
rekonstruowania tożsamości. Jak zauważa Turkle,  
„w pewnym sensie komputer jest tylko narzędziem. Pomaga nam pisać, kontrolować stan kont 
bankowych, komunikować się z ludźmi. Ponadto komputer daje nam nowy model umysłu i jest nowym 
medium, odwzorowującym nasze myśli i fantazje. Ostatnio zaś stał się czymś więcej niż narzędziem i 
czymś więcej niż lustrem - teraz możemy przejść na drugą stronę lustra. Uczymy się żyć w wirtualnych 
światach. Bywa, że czujemy osamotnienie, żeglując po wirtualnych oceanach, rozwikłując wirtualne 
tajemnice i konstruując wirtualne drapacze chmur, ale skoro my przeszliśmy na drugą stronę lustra, inni 
ludzie stopniowo zrobią to samo” (Turkle, w: Rosińska, 2001). 
Każdy uczestnik rzeczywistości wirtualnej ma możliwości wcielania się – wedle własnego 
życzenia – w rolę zbliżoną do rzeczywistej tożsamości bądź całkowicie od niej różną. To 
otwarte pole fenomenologiczne, w którym można na wiele sposobów eksperymentować ze 
stawaniem się, „istoczeniem”. Doświadczenia gry mogą w sposób zasadniczy zmieniać 
ludzkie strategie poznawcze. Gracze, dla których ekran komputera jest jedynie 
powierzchniową grą symulacji, mogą podchodzić do rzeczywistości ten sam sposób. W 
większości przypadków, jak zauważyła Turkle, użytkownicy komputerów, którzy zawieszają 
niewiarę i zagłębiają się w to, co dzieje się na ekranie,  mogą traktować tzw. „prawdziwe 
życie” jako kolejną grę. Jest to sposób myślenia, w którym życie składa się z wielu 
interfejsów, okien, a rzeczony RL jest tylko jednym z nich. Najistotniejszy wydaje się tutaj 
jednak aspekt tożsamości gracza, który rozwija  różne „Ja” w zależności od środowiska, w 
którym przebywa (rzeczywistego, cyfrowego, etc.). Zauważmy bowiem, iż nowe 
doświadczenie nie sprowadza się jedynie do rozwijania alternatywnej tożsamości, ale przede 
wszystkim stanowi podstawę  do rozwoju stylu życia, w którym posiadanie alternatywnych 
tożsamości jest dopuszczalne. O ile bowiem stary, z punktu widzenia graczy, model 
tożsamości promował jednolitą tożsamość (jej koherencja była oznaką zdrowia), o tyle nowy 
model nie represjonuje i nie cenzuruje licznych tożsamości, które do siebie wzajemnie nie 
pasują. „Ja” zostaje usprawiedliwone z gry fikcji i żonglowania swoimi fantazjami.  W 
efekcie, jak zauważa Turkle, ludzie mogą realizować fantazje bez poczucia winy lub 
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dyskomfortu, ponieważ to, co robią za pomocą symulacji niejako osiąga ten sam ontologiczny 
status, co prawdziwe życie. Znajdując się w świecie SL, traktujemy inne awatary tak, jakby 
były prawdziwymi ludźmi, nawet jeśli mamy w pamięci ich ograniczenia. Co więcej, wielu 
użytkowników raportuje, jak wskazywałam w opisie doświadczenia codziennego, iż chce 
traktować własnego awatara jako osobę – przekroczenie siebie, a jednocześnie przedłużenie 
siebie. Zatarcie różnicy między tym, co realne a tym, co wirtualne nie jest już tylko sloganem 
powtarzanym w prasie popularnej. I nie chodzi tutaj o prostą niemożliwość rozróżnienia 
między jednym a drugim, lecz o spektrum możliwości, które obie te rzeczywistości dają. 
Rezczywistość wirtualna w ostatnich latach wyraźnie zyskuje. Ucieleśnione istoty wirtualne 
są fenomenologicznie „dokładne” do tego stopnia, że zewnętrzny wygląd istoty pasuje do 
wyglądu, języka, postaw i zachowań ludzi (por.: Nass, Isbister i Lee 2000).  
Od lat dziewięćdziesiątych dynamicznie rozwija się sztuczne życie. Ucieleśnione 
istoty wirtualne – insekty i ławice ryb  programowane są jako systemy uczące się na 
podstawie własnych interakcji ze środowiskiem, a nie reprezentacji wewnętrznych. W świat 
wirtualny przenoszą się zatem założenia dotyczące systemów autopoietycznych opisywane 
przez Varelę i Maturanę (por.: Pfeifer, Scheier 2001). Wirtualne, poruszające się insekty 
(Beer 1995), zaprogramowane jako systemy otwarte, zaczęły poruszać się w taki sposób, jak 
prawdziwe insekty, które sposób poruszania się wykształciły w toku długotrwałej ewolucji. 
Cartwright i Collet (1983)  jeszcze w latach osiemdziesiątych zaczęli studiować sposoby 
nawigacji stosowane przez mrówki poszukujące pożywienia i wracające do mrowiska. 
Demetri Terzopoulos (Terzopoulos, Tu, Grzeszczuk 1994) w połowie lat dziewięćdziesiątych 
poddał intensywnej analizie sposób poruszania się ryb. Nastepnie za pomocą animacji 
komputerowej starał się przenieść formy tego ruchu do świata wirtualnego. Przede wszystkim 
jednak, skupił się nie na symulacji samego ruchu, lecz na fizycznej interakcji z otoczeniem 
podczas poruszania przez rybę ciałem, zwłaszcza płetwami. Sztuczne istoty tworzone przez 
Karla Simsa (Sims 1994a, 1994b) w rzeczywistości wirtualnej mają nie tylko otwarta 
architekturę, pozwalającą im na ewolucję, ale także wirtualną masę, która wpływa na ich 
możliwości motoryczne w wirtualnej przestrzeni.  
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10. Sztuczne istoty Karla Simsa  
pobrano z http://www.generativeart.com/on/cic/papersGA2004/3.htm 
 
Podobnie jak ryby Terzopoulusa istoty Simsa poruszają się w świecie zaprogramowanym 
jako wodny (co zasadniczo determinuje ich możliwości ruchowe). Jak widać na powyższych 
przykładach, specyfiką tych programów komputerowych jest ogromna doza autonomii. To 
ona, a nie sztywny skrypt sprawia, że wykazują się zachowaniami bez wahania 
klasyfikowanymi jako inteligentne
106
. Najciekawszym i najbardziej radykalnym w swoich 
wnioskach studium, które zgadza się z tą tezą jest Are There Representations in Embodied 
Evolved Agents? autorstwa Heizego Avrahama, Gala Chechicka oraz Eytana Ruppina
107
. 
Avraham, Chechick i Ruppin stwierdzają na podstawie własnych eksperymentalnych badań 
aktywności sieci neuronowej, iż w przypadku ucieleśnionych wirtualnych agentów mamy do 
czynienia z reprezentacjami wewnętrznymi. Zidentyfikowali kilka ważnych cech 
reprezentacyjnych, w tym lokalne i rozproszone struktur neuronowe w działaniu, a także 
interakcje międzyneuronalnych. Choć, jak podkreślają sami autorzy, wiele jeszcze pozostaje 
do zrobienia w tej dziedzinie, ich praca wyraźnie pokazuje, że rygorystyczne badanie 
ilościowe reprezentacji wewnętrznych ucieleśnionych obiektów wirtualnych jest możliwe.  
                                                          
106
 Dziś tę ideę najlepiej oddaje algorytm genetyczny, przeszukujący przestrzeń alternatywnych rozwiązań 
problemu w celu wyszukania rozwiązań najlepszych. Sposób działania algorytmów genetycznych przypomina 
zjawisko biologicznej ewolucji, ponieważ ich twórca John Henry Holland właśnie z biologii czerpał inspiracje 
do swoich prac. Obecnie zalicza się go do grupy algorytmów ewolucyjnych. 
107
 Por. także: http://www.cs.tau.ac.il/~ruppin/ecal_hezy.pdf 
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 Przede wszystkim jednak, chcę wyraźnie podkreślić, iż wszystkie wyżej 
wymienione istoty działają w środowisku wirtualnym108. Wyraźnie widać tutaj możliwości, 
które on daje. Większość programistów konstruując inteligentne, ucieleśnione istoty skłania 
się do tego, by budować je w środowiskach wirtualnych. To tam przekraczają one granice, 
których rzeczywiste roboty – aspirujące do miana ucieleśnionych – (jeszcze) nie są w stanie 
pokonać109. Frapującym zjawiskiem jest, że obecność wirtualna nienagannie stwarza poczucie 
(nie pozór!) prawdziwości życia i zmiany – w przeciwieństwie do znacznie mniej udanych 
prób ucieleśnienia robota w świecie fizycznym.  
 Inspirująco przedstawiają się  także idące o krok dalej próby przeniesienia 
rzeczywistości wirtualnej w świat zewnętrzny, a zatem tworzenia rzeczywistości wirealnej. 
To szalenie obszerne zagadnienie, wymagające osobnego opracowania, więc chciałam 
jedynie zasygnalizować jego wagę. Dziś wiadomo już, że wirtualność można stopniować. 
Między środowiskiem rzeczywistym a wirtualnym rozciąga się jeszcze rozszerzona 
rzeczywistość i rozszerzona wirtualność (por.: Pardel 2009: 37). Rzeczywistość rozszerzona 
(Augmented Reality - AR) to obszar badań naukowych zajmujący się łączeniem obrazu świata 
rzeczywistego z elementami tworzonymi przy wykorzystaniu technologii informatycznej. 
Rzeczywistość rozszerzona nie tworzy pełnego wirtualnego świata, lecz łączy świat 
rzeczywisty z generowanym komputerowo. Zazwyczaj wykorzystuje się obraz z kamery, na 
który nałożona jest generowana w czasie rzeczywistym grafika komputerowa 3D. w ten 
sposób świat rzeczywisty poszerza się i uzupełnia o informacje, których brakuje lub które 
pozostają ukryte. Azuma (2001: 27-63) definiuje on rzeczywistość rozszerzoną jako system: 
łączący w sobie świat realny oraz rzeczywistość wirtualną, interaktywny w czasie 
rzeczywistym, umożliwiający swobodę ruchów w trzech wymiarach. Na przykład, 
użytkownik rzeczywistości rozszerzonej może przy pomocy półprzeźroczystych okularów 
obserwować życie toczące się na ulicach miasta jak również elementy wytworzone przez 
                                                          
108
 Są wyjątki od tej reguły. Kuniyoshi i Nagakubo (1997) stworzyli robota skoncentrowanego jedynie na 
płynnym poruszaniu się w świecie zewnętrznym. Rozpoczęli od wprawdzie wirtualnych symulacji, ale potem 
przystąpili do testowania robota w świecie realnym. Osiagnęli bardzo wysoki poziom, jeśli chodzi o 
odwzorowanie dynamiki ruchu ludzkiego. Niestety, wielu innych konstruktorów robotów nie korzysta z ich 
doświadczenia (por. Pfeiffer, Scheier ibid:. 106). 
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 Cog stworzony przez Rodneya Brooksa (por.: Brooks i Stein, 1993) także oparty był na algorytmach 
uczących się. Jego zadaniem było rozwijać się jak dziecko, które po kolei nabywa kompetencji umożliwiających 
mu życie w społeczeństwie. Skonstruowanie robota okazało się jednak tylko połowicznym sukcesem. Cog nabył 
część kompetencji, jednak pozostałe – przyswajalne przez dzieci w relatywnie krótkim czasie – pozostały poza 
jego zasięgiem.  
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komputer nałożone na rzeczywisty świat. Tak jak rzeczywistość może być rozszerzana o 
wirtualne obiekty, tak –  analogicznie – świat wirtualny może być rozszerzony o kolejne, 
rzeczywiste obiekty. Takie środowisko nazywane jest rozszerzoną wirtualnością (Augmented 
Virtuality, AV).  
Główne kierunki rozwoju rzeczywistości i wirtualności rozszerzonej zakładają 
przeniesienie zawartości ekranu komputera osobistego do rzeczywistego środowiska – okna 
programów pojawiają się jako wirtualne urządzenia w rzeczywistej przestrzeni, a korzystanie 
z nich odbywa się za pomocą wzroku i gestykulacji. Urządzenia wyświetlające świat 
rzeczywistości rozszerzonej, takie jak specjalne hełmy oraz okulary, już obecnie umożliwiają 
symulację kilkuset konwencjonalnych obrazów komputera osobistego (Pardel 2009: 39). 
Wirtualne urządzenia dowolnego typu będą tworzone na „rzeczywistym sprzęcie” – obiekty 
3D będą zminiac swój kształt i wygląd w zależności od bieżącego zadania i potrzeb.  
Innym scenariuszem jest „postawienie” na rzeczywistość wirtualną i dalsze jej 
rozwijanie. Anderson (2003: 122) pisze, iż rzeczywistość wirtualna może i powinna w 
szybkim tempie przestawić się z formatów tekstowych i ograniczających motorykę, do 
formatów multisensorycznych i multimotorycznych. Zamiast myszki, którą operuje się jedną 
ręką, desktop komputera miałby tu przypominać blat, na którym przygotowuje się posiłek, 
angażujący obie ręce i pozwalający na wykonanie samodzielne wielu czynności jednocześnie. 
Można przypuszczać, iż wirtualizacja autonomiczna – autopojeza cyfrowa, zakładająca 
samouczenie się, samoorganizację i reprodukcję programów, w niedługim czasie obejmie nie 
tylko te proste obiekty, lecz także ucieleśnione, wirtualne istoty o znacznie bliższej relacji z 
człowiekiem. Wciąż jest to wizja przyszłości, ale trudno wątpić, iż w jakimś momencie w 
cyberprzestrzeni zacznie dochodzić do procesów niekontrolowanych, które będą przypominać 
klasyczną autopojezę biologiczną (por.: Pawłowski, ibid.). Istoty wirtualne, którym 
poświęcona jest niniejsza praca niebawem zostaną zastąpione przez inne, które być może 
otworzą nowe pola eksperymentalne. Rzecz jasna, stworzenie „neurofenomenologicznej” 
ramy roboczej, umożliwiającej badanie relacji między spontanicznością świadomości a 
dynamicznymi wzorcami aktywności mózgu podczas interakcji z istotą wirtualną nie może 
opierać się na tekstowych botach i awatarach w Second Life. Wyobrażam sobie, iż będą to 
istoty stanowiące sprzężenie botów (na poziomie interakcji społecznej), awatarów (na 
poziomie ucieleśnienia) oraz autonomicznej, uczącej się sztucznej inteligencji. Bainbridge (w: 
More, Vita-More: 2013) snuje nawet ideę awatara, który będzie zastępował go w wielu 
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mentalnych czynnościach, działał zamiast niego, kiedy on sam będzie nieobecny w 
wirtualnym świecie. 
  Realizacja takich scenariuszy jest uzależniona od dalszej relacji między 
badaniami technologii, zwłaszcza zaś sztucznej inteligencji a fenomenologią. To 
fenomenologia umożliwiła powstanie i rozwój istotom wirtualnym, akcentując, iż świadome 
umysły odczuwających organizmów lub zwierząt są aktywne i dynamiczne. To 
fenomenologia pozwoliła programom komputerowym stać się istotami, ponieważ z obiektów 
komutacyjnych wydobyła osoby. Fenomenologia podkreślała, iż każda interakcja z osobą, 
również konwersacja, jest złożonym, ucieleśnionym procesem. 
Pozostało jeszcze wiele do zrobienia. Komputacjonistyczna teoria umysłu może zostać 
zastąpiona przez alternatywny model ucieleśniony (nawet enaktywistyczny), pod warunkiem, 
iż weźmie on pod uwagę rolę wymiaru społecznego. Froese traktuje tak rozszerzoną 
perspektywę enaktywistyczną jako „funkcjonalny program badań naukowych, wolny od 
metafizycznych łamigłówek, oferujący większą zgodność z ludzkim doświadczeniem i 
jednocześnie posiadający solidne podstawy matematyczne (ibid.: 108). W pełni się z tym 
zgadzam, chcę jednak na koniec zasygnalizować jeden, szalenie wazny w kontekście 
uspołecznienia wątek. Rodney Brooks w wywiadzie z polskim dziennikarzem, Karolem 
Jałochowskim (6/2010), stwierdził, iż  
„jeśli tylko posiądziemy dostateczną wiedzę, sami będziemy kierować procesem ewolucji (…) Nie 
będziemy już biernymi obserwatorami ograniczanymi prawami darwinizmu i dostaniemy szansę na 
rzeczywisty udział w ewolucji. W porównaniu z tym nasze przygody z roszczepianiem atomu będą 
wyglądały jak dziecinna igraszka”  
Otóż, próba wniknięcia w tajemnice świadomości i cielesności jest zadaniem nauki w 
najlepszym jej rozumieniu, takim, jakie proponował Husserl. Natomiast osadzenie tworzenia 
technologii w kontekście „naśladowania natury”, wydaje mi się kierunkiem błędnym z dwóch 
powodów. Po pierwsze, sam koncept „naśladowania natury” jest emanacją realizmu 
filozoficznego, bowiem człowiek naśladować może jedynie o tyle, o ile skonceptualizuje 
działania w świecie jako celowe, zaś ciało jako narzędzie – tylko na to pozwala mu aparat 
poznawczy. Walka o zmianę perspektywy, w której tak walną rolę odegrała fenomenologia, 
nie jest walką o przywrócenie natury, lecz o przywrócenie głębszego sensu działań, 
wychodzących poza niekończącą się, obliczeniową iterację czynności. Dlatego tak ważna jest 
perspektywa pierwszo – i drugoosobowa. 
Po drugie zaś, konstruowanie technologii w  imię niezrozumiałej dla mnie 
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potrzeby kontroli i bliżej niezidentyfikowanych korzyści niebezpiecznie przypomina projekt 
komputacjonistyczny. Na fali entuzjazmu technologicznego wyrasta współczesny trans 
humanizm, kierujący w stronę kondycji postludzkiej. Transhumanizm argumentuje, że istnieje 
etyczny imperatyw by ludzie dążyli do postępu i polepszania kondycji ludzkiej (More, Vita-
More, ibid.). Według transhumanistów wejście ludzkości w post-darwinowską fazę istnienia, 
w której to ludzie przejmą kontrolę nad ewolucją to szansa na zastąpienie przypadkowych, 
niechcianych mutacji racjonalną, moralną, etyczną i ukierunkowaną zmianę. Jednakże 
przyzwolenie na zmiany w dostępnych nam możliwościach oferowanych przez różne nauki i 
technologi nie powinno być równoznaczne z obietnicą pełnej kontroli nad ludzką naturą. 
Trnashumanizm w obecnej fazie niestety znacznie bardziej przypomina konstruowanie 
nowego, naturalistycznego obiektu kultu niż próby zrozumienia miejsca człowieka w jego 
technologicznym, kulturowym otoczeniu, oparte na eksperymencie i doświadczeniu. Poznanie 
ucieleśnione – jeśli spełni postulaty przedstawienia metodologii badania ucieleśnienia i 
uspołecznienia istot wirtualnych i fizycznych robotów, ma szansę odpowiedzieć na 
zasadnicze pytania filozoficzne XXI wieku. Musi jednak unikać zarówno redukcjonizmu, jak 
i ideologizacji w imię celów obcych filozoficznym dociekaniom. Dotąd poznanie 
ucieleśnione występowało z pozycji krytyki metod i celów paradygmatu obliczeniowego. Oby 
zatem rokujący dialog między fenomenologią a technologią nie skończył się kolejną zimą.  
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VII. KLUCZOWE POJĘCIA 
 
 Android (gr. νθρωπος anthropos: „człowiek”, „istota ludzka”) – robot-humanoid, 
czyli mechaniczne urządzenie wykonujące automatycznie pewne zadania, którego 
kształt przypomina ludzkie ciało. Androidy są postaciami występującymi w literaturze 
i filmie z gatunku science-fiction. Android posiadający cechy kobiece nazywany jest 
fembotem. 
 
 Awatar – postać w świecie wirtualnym. Może być generowana przez 
oprogramowanie (wówczas jest botem) lub ucieleśniać ludzi w rzeczywistości 
wirtualnej. Awatary mogą przyjmować rozmaite formy – od przedmiotów 
codziennego użytku poprzez zwierzęta, ludzi i istoty antropomorficzne. W hinduizmie 
słowo avatāra oznacza wcielenie bóstwa w postać śmiertelną (np. człowieka lub 
zwierzęcia). 
 
 Black box (pl. „czarna skrzynka”) – urządzenie, system lub przedmiot, który jest 
postrzegany ze względu na stanu wyjściowego i stanu po przetworzeniu informacji, 
ale bez wiedzy o tym, jakie procesy w nim zachodzą. Mianem czarnej skrzynki 
określić można tranzystor, algorytm lub umysł ludzki. Przeciwieństwem czarnej 
skrzynki jest system, w którym wewnętrzne elementy sa dostępne do wglądu. Sam 
termin „czarna skrzynka” wszedł do języka angielskiego około 1945 dzięki pracy 
Wilhelma Cauera. 
 Bot, chatbot – program komputerowy, który jest w stanie wykonywać pewne 
czynności w zastępstwie człowieka lub imitować jego zachowanie (np. prowadzić 
rozmowy). Nazwa bot jest skróconą wersją słowa robot. Przykładami botów zdolnych 
do konwersacji są złożone interfejsy, które opierają się na dekodowaniu języka 
naturalnego, A.L.I.C.E, ELIZA czy Cleverbot. Boty startują w tzw. teście Turinga, 
który polega na zmyleniu sędziego, który musi zgadnąć, czy interlokutorem jest 
maszyna czy człowiek. Jak dotąd żadnemu z botów nie udało się przejść testu 
pomyślnie. 
 Cyberprzestrzeń  (gr. kybernetes – „sternik”, „zarządca”) – przestrzeń 
komunikacyjna tworzona przez system powiązań internetowych. Cyberprzestrzeń 
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ułatwia użytkownikom sieci kontakty, także w czasie rzeczywistym, dlatego 
rozumiana jest jako przestrzeń otwartego komunikowania się na świecie. pojęcie po 
raz pierwszy w 1984 roku przez Williama Gibsona w powieści Burning Chrome. 
Wygenerowany przez komputer świat symulowanej, immersyjnej rzeczywistości, 
którą Gibson określił mianem matrycy (matrix), wypromowała trylogia tego samego 
autora,  zwłaszcza zaś jej pierwszy tom, Neuromancer. Cybeprzestrzeń w dzisiejszym 
rozumieniu to przestrzeń otwartego komunikowania się za pośrednictwem 
połączonych komputerów i pamięci informatycznych pracujących na całym świecie. 
W dyskursie humanistycznym stała się de facto synonimem Internetu. Według Pierre'a 
Levy (2000) cybeprzestrzeń ma charakter „plastyczny, płynny, obliczalny z dużą 
dokładnością i przetwarzalny w czasie rzeczywistym, hipertekstualny, interaktywny i 
wreszcie wirtualny”. Levy dodaje, iż to nowe środowisko umożliwia współdziałanie i 
sprzęganie wszystkie narzędzi tworzenia informacji, rejestrowania, komunikacji i 
symulacji. W krytyce sztuki i literatury nowych mediów cyberprzestrzeń funkcjonuje 
jako przestrzeń Internetu, działalności artystycznej w sieci czy żywych, możliwych 
dzięki komunikacji online sieci społecznych. Dużo bardziej bogata w konkretne 
przykłady artystycznych realizacji jest kategoria rzeczywistości wirtualnej. Nie 
powinna być ona mylona z cyberprzestrzenią, choć wirtualną rzeczywistość uważa się 
za najpełniejszą realizację cyberprzestrzeni. 
 Cyborg (ang. cyb-ernetic org-anism) – połączenie człowieka i maszyny. Pojęcie to 
stworzone zostało przez naukowców Manfreda Clynesa i Nathan Kline'a, którzy po 
raz pierwszy użyli go w swoim artykule z 1960 roku, opublikowanym w czasopiśmie 
Astronautics. Publikacja zawierała rozważania o możliwości integracji człowieka z 
maszyną oraz przedstawiała zalety takiego podejścia w dziedzinie przyszłej 
eksploracji kosmosu. Inspiracji dla ukutego pojęcia cyborg dostarczyła autorom 
dynamicznie rozwijająca się wówczas cybernetyka. Termin cyborg szybko zyskał 
popularność wśród autorów tekstów kultury z gatunku science. Do najbardziej 
znanych w pop-kulturze cyborgów należą Darth Vader, Terminator oraz Robocop. 
 Czat / chat (ang. „rozmowa”) – rodzaj internetowej pogawędki lub nazwa portalu 
służącego do komunikacji wielu osób w tzw. pokojach. Istnieją dwa rodzaje rozmów: 
prywatna (priv) oraz publiczna (pub). 
 
 Humanoid – byt, którego kształt ciała przypomina ludzkie. Termin obejmuje więc 
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ssaki naczelne jak i mityczne istoty czy sztuczne organizmy (androidy), szczególnie 
w kontekście science fiction i fantasy. Zazwyczaj fikcyjne humanoidy to stworzenia 
dwunożne, o kształcie ciała podobnym do ludzkiego, jednak różniące się od ludzi 
kolorem skóry, ilością i umiejscowieniem włosów, wzrostem, masą ciała, kształtem 
uszu i nosa.  
 
 Istota wirtualna – stworzony na potrzeby niniejszej pracy termin obejmujący 
zarówno chatboty i awatary. Jest synonimem określeń „byt wirtualny” i „stworzenie 
wirtualne” (por. Hayles 1999 lub Pfeifer i Scheier 2001). Posiada jednak szerszy 
zakres i nakierowuje na antropoidalny charakter awatarów i botów. Zwracam także 
uwagę, iż w rzeczywistości wirtualnej mamy do czynienia z reprezentacjami Ja, które 
są zarówno abstrakcyjnymi esencjami-konceptami jak i względnie autonomicznymi, 
oderwanymi od Ja bytami, które faktycznie działają i są zmysłowo dostępne. 
 Robot – mechaniczne urządzenie wykonujące automatycznie pewne zadania. 
Działanie robota może być sterowane przez człowieka, przez wprowadzony wcześniej 
program, bądź przez zbiór ogólnych reguł, które zostają przełożone na działanie 
robota przy pomocy sztucznej inteligencji. Roboty często zastępują człowieka przy 
monotonnych, złożonych z powtarzających się kroków czynnościach, które mogą 
wykonywać znacznie szybciej od ludzi. Domeną ich zastosowań są też te zadania, 
które są niebezpieczne dla człowieka, na przykład związane z manipulacją 
szkodliwymi dla zdrowia substancjami lub przebywaniem w nieprzyjaznym 
środowisku. Pojęcie robot używane też jest do nazywania autonomicznie działających 
urządzeń odbierających informacje z otoczenia przy pomocy sensorów i 
wpływających na nie przy pomocy efektorów. Roboty takie budowane są przez ludzi 
zajmujących się sztuczną inteligencją i kognitywistyką w celu modelowania 
zdolności poznawczych, sposobu myślenia lub zachowania zwierząt bądź ludzi. Robot 
jest też ogólnym pojęciem stosowanym do określenia istniejących w rzeczywistości, 
bądź wyimaginowanych automatów i maszyn przypominających wyglądem człowieka 
lub zwierzę. W tym sensie jest synonimiczny z cyborgiem, humanoidem i 
androidem. 
 
 Rzeczywistość wirtualna (ang. virtual reality, w skrócie: VR) – technologia, które 
pozwala użytkownikowi na interakcję z symulowanym komputerowo środowiskiem. 
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Technologia VR ma charakter przede wszystkim wizualny i dźwiękowy. Oparta jest 
na projektowaniu trójmywmiarowego obrazu na ekran komputera, lub na specjalnie 
przygotowane ekrany okalające, które potęgują efekt immersji – zanurzenia się 
wygenerownym komputerowo świecie, czy też bycia „we wnętrzu danych”. Otoczony 
przez nie użytkownik, dzięki rozmaitym narzędziom, takim jak stereoskopiczne 
okulary czy specjalne rękawice (data-gloves) może wchodzić w interakcję i 
przemieszczać się w obrębie tak stworzonego środowiska. Perspektywa 
trójwymiarowa jest tu na bieżąco aktualizowana, zgodnie z aktualnym punktem 
widzenia użytkownika. Należy podkreślić, iż samo słowo „wirtualny” znaczy 
„istniejący potencjalnie”, a w tym sensie nie jest alternatywą dla rzeczywistości, 
ponieważ jej nie wyklucza. Wirtualność jest przeciwieństwem faktyczności i 
jednocześnie jest jej źródłem. Definicja ta nie zawęża się jedynie do cyberprzestrzeni 
tej czysto związanej z nowymi technologiami, ale także mieści w sobie np. świat 
budowany przez autorów dla swoich bohaterów książkowych. Najbardziej znanym i 
najczęściej stosowanym systemem środowiska rzeczywistości wirtualnej jest CAVE 
(C - Automatic Virtual Environment). Za ojca wirtualnej rzeczywistości uznaje się 
Myrona W. Kruegera, badacza i artystę, który od roku 1969 wdrażał projekty 
Środowiska Responsywnego i Sztucznych Rzeczywistości. Sam termin wirtualna 
rzeczywistość ukuł natomiast Jaron Lanier, informatyk, muzyk i artysta, główny 
propagator idei wirtualnych rzeczywistości w latach 90-tych. W obecnej dekadzie 
związki VR ze sztuką odżyły m.in. dzięki analizowanemu w niniejszej pracy 
fenomenowi Second Life, będącego połączeniem cyberprzestrzeni z rzeczywistością 
wirtualną, ograniczoną jednak do ekranu komputera.  
 
  Second Life (ang., w skrócie: SL) – stworzony przez firmę Linden Lab wirtualny 
świat, który istnieje od 2003 roku. SL jest grą komputerową pozbawioną wyraźnie 
sprecyzowanej misji i polega na odtwarzaniu ludzkich praktyk codziennych 
w rzeczywistości wirtualnej. Instrumentarium udostępnione mieszkańcom Second Life 
(tzw. residents) umożliwia daleko idącą modyfikację świata SL oraz uczestniczenia 
w jego wirtualnej gospodarce (np. poprzez handel towarami, kupowanie 
i sprzedawanie ziemi lub nieruchomości). Mottem gry jest Your World. Your 
Imagination. Gracz wciela się w stworzonego przez siebie awatara, kształtuje jego 
niepowtarzalne rysy twarzy, gesty, sposób poruszania się, a także wpływa na ogólną 
budowę ciała postaci. SL jest grą komputerową pozbawioną wyraźnie sprecyzowanej 
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misji i polega na odtwarzaniu ludzkich praktyk codziennych w rzeczywistości 
wirtualnej. Samo pojęcie „Second Life” stopniowo zmieniło znaczenie, aktualnie 
terminem tym zaczęto określać wszelkie przejawy „drugiego” życia, a więc zarówno 
inne, podobne gry, jak i tworzenie i odgrywanie swojej wirtualnej tożsamości. 
 The Sims (ang.) – komputerowa gra symulacyjna, stworzona przez projektanta gier 
Willa Wrighta wydaną przez firmę Maxis. Od czasu wydania w roku 2000 sprzedała 
się w ponad szesnastu milionach kopii na całym świecie, dzięki czemu otrzymała tytuł 
najlepiej sprzedającej się gry na komputery osobiste w historii gier. Z początku miała 
być programem do projektowania wnętrz. Podczas rozwoju gry zauważono, że Simy 
są bardziej interesujące niż domy, więc postanowiono właśnie o nich zrobić grę. 
Podobnie jak Second Life, nie posiada tzw. questu, czyli zdefiniowanego celu, jaki 
gracz ma osiągnąć. Gracz ma za zadanie organizowanie czasu kierowanym przez 
niego wirtualnym postaciom, zwanym Simami i pomaganie im w osiąganiu ich 
własnych celów rozwojowych. Z tego względu gra może toczyć się w 
nieskończoność. Simy mają zaimplementowany skrypt „wolnej woli”, więc mogą 
zignorować komendę użytkownika. Simy muszą mieć zaplanowane codzienne 
czynności (higiena osobista, posiłki, odpoczynek). Jeżeli gracz zapomni o tych 
czynnościach, Simy chorują, później zaś umierają. Dodam, że wielu graczy celowo 
uśmierca swoje Simy, aby przetestować możliwości gry.  Simy są prowadzone przez 
gracza poprzez instruowanie ich do wykonania pewnych interakcji z innymi obiektami 
i istotami wirtualnymi. Stan finansowy jest regulowany poprzez wysyłanie Simów do 
pracy, płacenie rachunków, kupowanie produktów żywnościowych, etc. The Sims 
używa kombinacji technik trójwymiarowej i dwuwymiarowej grafiki. Simy są 
trójwymiarowymi wielopoligonowymi obiektami, ale domy i wszystkie obiekty w 
nich to prerenderowane bitmapy. 
 
 System ekspercki – zbiór programów komputerowych wykorzystujących bazy 
wiedzy, modele wiedzy i reguły wnioskowania w celu rozwiązywania problemów. Na 
systemach eksperckich oparte są współczesne chatboty. System ekspercki 
odzwierciedla procesy podejmowania decyzji przez człowieka. Do podstawowych 
funkcji systemów ekspertowych należą: interpretacja danych, przewidywanie 
konsekwencji decyzji, diagnostyka, zalecenie działań naprawczych, projektowanie 
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rozwiązań, monitoring, sterowanie zachowaniem systemu, oraz przechowywanie i 
wykorzystywanie nabywanej wiedzy. Zastosowania systemów eksperckich 
ograniczają się jednak do specyficznego zestawu problemów i uwarunkowane jest 
wieloma ograniczeniami, m.in.: decyzja musi zależeć od dobrze zdefiniowanego 
zbioru zmiennych, wartości, jakie przyjmują te zmienne muszą być znane, znana musi 
być także zależność, jaką wywierają poszczególne zmienne na decyzję, problem musi 
posiadać rozwiązania, które można zdefiniować na początku, logika wnioskowania 
jest z góry określona, ekspert jest w stanie wyartykułować sposób rozwiązania 
problemu, etc. Systemy eksperckie stosowane są w wielu dziedzinach życia: od 
medycyny, inżynierii materiałowej po zastosowania wojskowe i wywiadowcze. W 
zarządzaniu systemy ekspertowe znalazły zastosowanie przede wszystkim w obszarze 
bankowości i ubezpieczeń, ale powoli wkraczają również w inne branże i obszary 
zastosowań. Inne możliwe zastosowania systemów eksperckich to: analiza wniosków 
kredytowych w bankach, analiza ryzyka ubezpieczeniowego, zabezpieczenie 
kredytów i nadzór nad procesami windykacji, czy też identyfikacja klientów o 
wysokim potencjale rentowności. 
 Sztuczna inteligencja (ang. Artificial Intelligence, w skrócie: AI) – nauka obejmująca 
zagadnienia logiki rozmytej, obliczeń ewolucyjnych, sieci neuronowych, sztucznego 
życia i robotyki. Sztuczna inteligencja rozumiana jest także jako dział informatyki, 
którego przedmiotem jest badanie reguł rządzących inteligentnymi zachowaniami 
człowieka, tworzenie modeli formalnych tych zachowań i – w rezultacie – budowa 
programów komputerowych symulujących te zachowania. Sztuczna inteligencja ma 
dwa podstawowe znaczenia:  
(1) jest to hipotetyczna inteligencja realizowana w procesie inżynieryjnym, czyli w 
warunkach sztucznych, a nie naturalnych;  
(2) jest to nazwa technologii i dziedzina badań naukowych informatyki na styku z 
neurobiologią, psychologią, filozofią i kognitywistyką. 
Głównym zadaniem badań nad sztuczną inteligencją w drugim, bardziej interesującym 
nas znaczeniu jest konstruowanie maszyn i programów komputerowych zdolnych do 
realizacji wybranych funkcji umysłu i zmysłów niepoddających się prostej 
numerycznej algorytmizacji. 
 
 Sztuczne Życie (ang. Artificial Life, w skrócie: AL) – interdyscyplinarny kierunek 
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badań naukowych, zorientowany na zrozumienie życia organizmów. Pomysłodawcą 
tego podejścia był amerykański matematyk i informatyk Christopher Langton, który 
zaproponował ten termin w 1986 roku. AL obejmuje między innymi: tworzenie 
różnorodnych modeli życia oraz prowadzenie symulacji tych modeli w środowisku 
programowym, sprzętowym i biochemicznym, symulacje ewolucji biologicznej i 
innych procesów biologicznych za pomocą technik informatycznych, badania i 
symulacje układów niebiologicznych, zachowujących się podobnie jak układy 
biologiczne (np. automatów komórkowych) oraz algorytymy ewolucyjne 
(genetyczne). 
 
 Test Turinga – sposób określania zdolności maszyny do posługiwania się językiem 
naturalnym, pośrednio mający dowodzić opanowania przez nią umiejętności myślenia 
w sposób podobny do ludzkiego. W 1950 roku Alan Turing przedstawił ten test w 
ramach badań nad stworzeniem sztucznej inteligencji. Zaproponował zamianę pytania: 
„Czy maszyny myślą?” na pytanie konkretniej zdefiniowane. Test przebiega 
następująco: sędzia-człowiek prowadzi rozmowę w języku naturalnym z pozostałymi 
stronami. Jeśli sędzia nie jest w stanie wiarygodnie określić, czy któraś ze stron jest 
maszyną czy człowiekiem, wtedy maszyna przechodzi pomyślnie test. Zakłada się, że 
zarówno człowiek, jak i maszyna próbują przejść test zachowując się w sposób 
możliwie zbliżony do ludzkiego. Zgodnie z pierwotną wizją Turinga człowiek musiał 
symulować przeciwną płeć, zaś sam test był ograniczony do pięciominutowej 
rozmowy. Dziś nie uważa się tych cech za podstawowe i nie umieszcza ich w 
specyfikacji testu Turinga. Sam Turing ocenił, że około 2000 roku maszyny z 
pamięcią o pojemności 109 bitów (około 119 MB) będą w stanie przekonać 30% 
sędziów w czasie pięciominutowego testu, że są ludźmi. Obecnie kwestionuje się 
sensowność dalszego przeprowadzania przeprowadzania testu Turinga. Jedna z 
głownych wątpliwości dotyczy tego, że w niektórych przypadkach aby zaliczyć test, 
maszyna musiałaby symulować brak posiadanej wiedzy czy umiejętności. 
„Zdradzenie się” z taką wiedzą czy umiejętnościami powodowałoby, że nie zaliczy 
testu. Przykładem może być prośba o podanie wyniku działania matematycznego 
typu: 1234235 x 2,23 = 2 752 344,05.  
Jak dotąd żaden komputer nie zaliczył testu Turinga. Boty, takie jak ELIZA, były 
jednak w znacznie dłuższych rozmowach w stanie sprawić, że ludzie wierzyli, że 
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rozmawiają z żywym człowiekiem. Ich sukcesy nie były jednak tożsame z przejściem 
testu Turinga. We wrześniu 2011 roku program CleverBot stworzony przez Rollo 
Carpentera był w stanie przekonać ponad 59,3% rozmówców, że jest człowiekiem. Do 
zaliczenia testu Turinga zabrakło mu 4%, gdyż człowieka na tych samych zawodach 
rozpoznało prawidłowo 63,3% osób.  
 
 Ucieleśnione poznanie – teoria poznania opierająca się na następujących 
przesłankach:  
(1) rodzaj ciała determinuje rodzaj procesów poznawczych,  
(2) nieneuronalne części ciała realizują część procesów obliczeniowych istotnych 
poznawczo,  
(3) ciało i jego aktywność reguluje procesy poznawcze.  
Badacze ucieleśnionego poznania zakładają, iż wiele cech poznania jest 
ucieleśnionych, a to znaczy, że są one silnie zależne od charakterystyki fizycznego 
ciała sprawcy. Samo ciało (poza mózgiem) gra ważną rolę przyczynową lub fizycznie 
konstytutywną w procesie poznawczego przetwarzania danych z otoczenia (por. 
Wilson, Foglia 2012) 
 
 World of Warcraft (ang., w skrócie: WoW) – gra komputerowa wyprodukowana 
przez amerykańską firmę Blizzard Entertainment. W przeciwieństwie do Second Life 
i The Sims gra posiada quest – jest nim zwycięska walka z przeciwnikiem i zdobycie 
nagród. Jej akcja toczy się cztery lata po wydarzeniach przedstawionych w grze 
Warcraft III: The Frozen Throne, w świecie stworzonym w 1994 roku. World of 
Warcraft jest czwartą grą w uniwersum Warcrafta. Grę rozpoczyna się wyborem rasy 
i klasy postaci, a także walczącej frakcji. Nadaje się swej postaci wygląd oraz imię. Po 
stworzeniu postaci gracz znajduje się w strefie startowej na pierwszym poziomie 
rozwoju postaci. Celem na tym etapie gry jest osiągnięcie 60 poziomu, wykonywanie 
zadań zlecanych przez bohaterów niezależnych – botów, uzyskiwanie coraz wyższej 
reputacji w przeróżnych ugrupowaniach, zdobywanie jak najlepszego magicznego 
ekwipunku oraz bronienie honoru swojej frakcji na polach bitwy. Dodatkowo można 
też brać udział w przeróżnych zabawach, takich jak: Święta Bożego Narodzenia, 
Halloween, Brewfest czy też Festiwal Ognia. Gracz stopniowo awansuje na coraz 
wyższe poziomy. Aby wejść na kolejny poziom, należy zdobyć określoną liczbę 
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punktów doświadczenia, dla każdego poziomu inną. Punkty te uzyskuje się m.in. 
poprzez pokonywanie potworów, wykonywanie zadań, odkrywanie nowych 
terytoriów oraz walkę na polach bitwy. Na 10. poziomie gracz wybiera specjalizację 
klasy postaci, a od 15. poziomu co 15 poziomów otrzymuje punkty talentu do wydania 
na umiejętności aktywne lub pasywne. Wielu napotkanych botów proponuje graczom 
różne zadania, np. eskortowanie, tworzenie części pancerza lub broni, zbieranie ziół, 
metali lub skór zwierzęcych, obrona ważnych postaci przed atakami przeciwników, 
czy po prostu zaniesienie wiadomości do innego bota.  
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