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ON THE EXISTENCE OF MINIMIZERS FOR THE NEO-HOOKEAN
ENERGY IN THE AXISYMMETRIC SETTING
DUVAN HENAO AND RE´MY RODIAC
Abstract. Let Ω be a smooth bounded axisymmetric set in R3. In this paper we
investigate the existence of minimizers of the so-called neo-Hookean energy among
a class of axisymmetric maps. Due to the appearance of a critical exponent in the
energy we must face a problem of lack of compactness. Indeed as shown by an ex-
ample of Conti-De Lellis in [12, Section 6], a phenomenon of concentration of energy
can occur preventing the strong convergence in W 1,2(Ω,R3) of a minimizing sequence
along with the equi-integrability of the cofactors of that sequence. We prove that this
phenomenon can only take place on the axis of symmetry of the domain. Thus if we
consider domains that do not contain the axis of symmetry then minimizers do exist.
We also provide a partial description of the lack of compactness in terms of Cartesian
currents. Then we study the case where Ω is not necessarily axisymmetric but the
boundary data is affine. In that case if we do not allow cavitation (nor in the interior
neither at the boundary) then the affine extension is the unique minimizer, that is,
quadratic polyconvex energies are W 1,2-quasiconvex in our admissible space. At last,
in the case of an axisymmetric domain not containing its symmetry axis, we obtain
for the first time the existence of weak solutions of the energy-momentum equations
for 3D neo-Hookean materials.
Keywords. Elastic deformations, neo-Hookean model, cavitation, surface energy, dis-
tributionnal determinant, lack of compactness, Cartesian currents, energy-momentum
tensor.
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1. Introduction
The most commonly used model to describe the nonlinear behavior of elastic solids
undergoing large deformations is that of neo-Hookean materials, whose stored energy
is assumed to be of the form (see e.g. [32])
E(u) =
∫
Ω
|Du|2 +H(detDu), (1)
where Ω ⊂ R3 is the reference configuration, u : Ω → R3 is the deformation map and
H : R→ R+ is a (smooth) convex function satisfying
lim
t→+∞
H(t)
t
= lim
s→0
H(s) = +∞. (2)
In spite of this model being broadly used by mathematicians, physicists, materials sci-
entists and engineers alike, and in spite of it being justifiable from statistical mechanics
(cf. [32]), the existence of stable configurations (i.e. minimizers of E in an appropriate
function space) remains a mathematical challenge. If the quadratic exponent in E(u)
is replaced by any exponent p > 2, the existence of minimizers (in the Sobolev setting)
has already been established (cf. [1], [28], [29], [30]). However in the borderline case
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p = 2 there are delicate issues of lack of compactness, as reported by Conti-De Lellis
[12], which we explain below.
We recall (cf. [27] or [31]) that there are two important steps in the method of calculus
of variations in order to minimize a functional I in a space X :
i) Compactness of minimizing sequences: let (un)n be a minimizing sequence for
I in X , then there exists u ∈ X such that un τ→ u in X , where τ→ refers to the
convergence for a suitable topology in X.
ii) Lower semi-continuity: for a minimizing sequence (un)n such that un
τ→ u in X
we have that
I(u) ≤ lim
n→+∞
I(un).
We look for minimizers of E in a class of deformations which satisfy some invert-
ibility conditions (in order to avoid interpenetration of matter), which are orientation
preserving and have prescribed boundary data (pure displacement problem). We let
M > 0, Ω,Ω′ ⊂ R3 be smooth bounded domains, g : Ω → Ω′ be a C1-diffeomorphism
and
A := {u ∈ W 1,2 ∩ L∞(Ω,R3); u|∂Ω = g|∂Ω, ‖u‖∞ ≤M,
detDu > 0 a.e. and u is one-to-one a.e.}.
A first difficulty is that we can not reasonably hope for lower semicontinuity of E in
the space A. Indeed the space A allows the possibility of cavitation, i.e. formation of
holes in the deformed configuration Ω′ (see [2] for a presentation of the phenomenon
of cavitation in the radial setting). In [5], Ball-Murat proved that if cavitation is
energetically favorable then the functional (1) is not weakly lower semicontinuous. More
precisely if there is λ > 0 and a map u ∈ W 1,2 such that, for the unit ball B∫
B
|Du|2 +H(detDu) <
∫
B
|D(λId)|2 +H(detD(λId)), with u = λId on ∂B,
then by suitably rescaling u and covering B with small balls one can construct a se-
quence such that
uk ⇀ λId in W
1,2,
lim
k→+∞
∫
B
|Duk|2 +H(detDuk) =
∫
B
|Du|2 +H(detDu) < E(λId).
Such a bad sequence corresponds to the creation of many very small cavities of (almost)
constant total volume.
As mentioned before, working with energies of the form
Ep(u) =
∫
Ω
|Du|p +H(detDu), with p > 2 (3)
Mu¨ller-Spector proposed to consider a stored energy which is the sum of (3) and of
Per u(Ω), here Per denotes the perimeter of a set and u(Ω) has to be defined in a
certain precise sense (we need to consider the geometrical image of u cf. Definition 2.7
in [12]). The last term penalizes the creation of surface and hence cavitation. They also
introduced a notion of invertibility called condition (INV) which is stable under weak
convergence in W 1,p for p > 2 and which allows them to recover lower semicontinuity
of energies of the type Ep and compactness of minimizing sequences in the appropriate
space. The formulation of that condition relies on the topological degree (cf. [8] for more
on the degree). In [12], using the definition of the degree in W 1,2∩L∞(Ω,R3), Conti-De
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Lellis extended condition (INV) to deformations belonging to that space. We refer to
Definition 3.6 in [12] and Definition 3.2 in [29] for the precise definition of condition
(INV). However they observed that this condition is no longer closed under weak W 1,2
convergence by giving an explicit example (Section 6 in [12]). Thus minimizing the
energy E in a space of deformations which satisfy condition (INV) is a problem with
lack of compactness.
Another approach developed by Henao–Mora-Corral consists in refining the notion of
the surface energy that measures the surface created by u in the deformed configuration.
For f ∈ C∞c (Ω× R3,R3), if u ∈ W 1,2 is such that detDu ∈ L1(Ω), we define
Eu(f) =
∫
Ω
〈cofDu(x), Dxf(x, u(x))〉+ detDu(x) divy f(x, u(x))dx
and
E(u) = sup{Eu(f), f ∈ C∞c (Ω× R3,R3), ‖f‖∞ ≤ 1}.
Then they consider the minimization of a stored energy of the form
G(u) =
∫
Ω
W (x, u(x), Du(x)) + λE(u),
in the space
Ap := {u ∈ W 1,p(Ω,R3); detDu > 0 a.e , u is one-to-one a.e., u|∂Ω = g|∂Ω}
with λ > 0 and
W (x, y, F ) ≥ a(x) + c|F |p + h1(|cofF |) + h2(detF )
for a.e. x ∈ Ω, all y ∈ R3 and all F ∈ R3×3, for some p ≥ 2, a ∈ L1(Ω), some
constant c > 0, an increasing function h1 : (0,∞) → [0,∞) and a convex function
h2 : (0,∞)→ R such that
lim
t→+∞
h1(t)
t
= lim
t→+∞
h2(t)
t
= lim
t→0+
h2(t) = +∞.
The introduction of the surface energy E allows them to recover lower semicontinuity
and compactness of the problem without using a supplementary condition like (INV).
Indeed they proved that under certain conditions including a uniform bound on the
surface energy E , a sequence of one-to-one almost everywhere deformations converging
pointwise is such that the limit is also one-to-one almost everywhere (see Theorem 2 in
[20]). However their result does not include the minimization of E. The same example
of Conti-De Lellis shows that the minimization of E in the space
Anc = {u ∈ A, E(u) = 0},
for example, is also a problem with lack of compactness. Indeed, for a deformation
u ∈ W 1,2 ∩ L∞(Ω,R3), E(u) = 0 implies that DetDu = detDu (see Proposition 7.1
in [21]). Here DetDu is the distributional determinant (DetDu := 1
3
div[(cofDu)T .u]),
whereas detDu is the determinant defined pointwise. Now Conti-De Lellis constructed
a sequence (un) of bi-Lipschitz homeomorphisms (hence satisfying E(u) = 0 cf. Lemma
5.3 in [21]) such that un ⇀ u in W
1,2 and DetDu = detDu+ π
6
δp− π6 δO for two points
P,O in the domain they considered, hence E(u) 6= 0. This example corresponds to what
is called a dipole phenomenon, in harmonic maps theory for example. The notion of
dipole was introduced in [7]. It is a concentration phenomenon of the Dirichlet energy
on a segment or a curve.
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Thus we can address the problem of finding stable configurations for neo-Hookean
materials through (at least) two different approaches. Both approaches leading to two
problems, one without cavitation and one with cavitation. If we use the approach of
Henao–Mora-Corral these two problems are:
Problem 1: Minimize the energy E(u) for u in the space Anc.
Problem 2: Minimize the energy E(u) + λE(u) in the space A, for some λ > 0.
In order to translate these problems in the approach of Mu¨ller-Spector and Conti-De
Lellis we introduce
I := {u ∈ W 1,2 ∩ L∞(Ω,R3); u|∂Ω = g|∂Ω, ‖u‖∞ ≤M,
detDu > 0 a.e. and u satisfies (INV)}
and
Inc := {u ∈ I; detDu = DetDu}.
Then we are led to:
Problem 1’: Minimize the energy E(u) for u in the space Inc.
Problem 2’: Minimize the energy E(u) + λPer(imG(u)) in the space I, for some
λ > 0.
The difficulties in both approaches are similar. Indeed, in light of Theorem 1 of [20]
and Theorem 8.5 of [21], a crucial ingredient for the lower semicontinuity of E or for
the condition (INV) to pass to the weak limit in W 1,2 is the equi-integrability of the
cofactors. We can check that the cofactors are not equi-integrable in the example of
Conti-De Lellis, they concentrate on a segment. For conciseness, we shall focus only
on the first approach. We note that the example of Conti-De Lellis is axisymmetric.
Thus the axisymmetric setting seems to contain already the difficulties of the problem
although it is simpler. That is why we choose to study the existence of minimizers of the
energy E in the space of deformations that belong to Anc and are also axisymmetric.
Definition 1.1. Let Ω ⊂ R3 be a bounded axisymmetric domain (with respect to the
z axis). Let Ω0 := Ω ∩ xOz (xOz denotes the plane passing through the origin and
containing the vectors ex and ez). We say that u : Ω → R3 is axisymmetric if there
exists v = (v1, v2) : Ω0 → R2 such that
u(r cos θ, r sin θ, z) = v1(r, z)(cos θex + sin θey) + v2(r, z)ez , with v1 ≥ 0 a.e.
Definition 1.2. Let Ω ⊂ R3 and Ω′ ⊂ R3 be smooth bounded axisymmetric domains.
Let g : Ω→ Ω′ be a C1 axisymmetric diffeomorphism. We set
Aaxi := {w ∈ A;w is axisymmetric}
and
Aaxinc := {w ∈ Anc;w is axisymmetric}.
The fundamental question in this article is the following:
Is inf{E(w);w ∈ Aaxinc } attained ?
We now state our main result. We denote by Oz the z axis.
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Theorem 1.1. Let (un)n be a minimizing sequence for E in Aaxinc . Then
cofDun ⇀ cofDu in L
1(K) for every K ⊂ (Ω \ {Oz}) compact .
Furthermore if Ω is an axisymmetric domain such that inf(x,y,z)∈Ω
√
x2 + y2 > 0 then
there exists a minimizer of E in Aaxinc .
The spirit of the proof of this theorem is the following. Working in an axisymmetric
setting in R3 reduces the problem to an “almost” two-dimensional problem or a two
dimensional problem “away from the axis”. Indeed expressing the cofactor matrix in
cylindrical coordinates, we see that the problem reduces to the convergence of a 2 × 2
determinant. We can then use a theorem of Mu¨ller [26] about the weak L1 convergence
of positive determinant of transformations v ∈ W 1,n(U,Rn) with U ⊂ Rn to obtain the
weak L1 convergence of the cofactors away from the axis. The weak L1 convergence of
the 3× 3 determinant follows then from Theorem 3 in [20]. We provide an alternative
proof of this fact using a result of De Lellis-Ghiraldin, which states that under some
conditions, if DetDu is a Radon measure then its absolutely continuous part is equal
to detDu almost everywhere.
Once we obtain the existence of minimizers in the class Aaxinc a natural question is to
know if these minimizers satisfy some equations. In elasticity it is a long standing open
problem to know if minimizers do satisfy the Euler-Lagrange equations associated to
the stored energy. However we expect these minimizers to satisfy other equations like
inner-variational equations (see, e.g. [3]). Our second result states that the minimizers
we obtained do satisfy the inner-variational equations associated with the neo-Hookean
energy E. Thus we provide the first existence results of nontrivial solutions to these
equations.
Theorem 1.2. Let H be as before a C1 convex function satisfying (2). Assume fur-
thermore that there exist s > 0, c1, c2 > 0, d0 > 0 such that
c1t
−s−k ≤ (−1)k d
k
dtk
H(t) ≤ c2t−s−k for k = 0, 1 and for t < d0,
and there exist τ > 0, c3, c4 > 0 and d1 > 0 such that
c3t
τ+1 ≤ H ′(t) ≤ c4tτ+1 for t ≥ d1.
Let u be a minimizer of E in Aaxinc . Then u satisfies
Div
(
2DuTDu+
[
H ′(detDu) detDu− |Du|2 −H(detDu)] I) = 0.
That last equation can also be written
3∑
i=1
∂i
[
2∂iu · ∂ju−
(
H ′(detDu) detDu− |Du|2 −H(detDu)) δij] = 0,
for j = 1, ..., 3.
The paper is organized as follows: in Section 2 we recall the notations and definitions
needed in the sequel. In Section 3 we study the weak convergence of the cofactors
and determinants associated to a minimizing sequence for E in Aaxinc . This rests upon
computations of the energy E, the cofactors and the determinants in cylindrical coor-
dinates. For the comfort of the reader we provide these computations in the Appendix.
This weak convergence is used to obtain minimizers of the problem. In Section 4 we
discuss the lack of compactness of the problem from the point of view of geometric
measure theory and currents. In Section 5, we study the case where the boundary data
6 DUVAN HENAO AND RE´MY RODIAC
is affine, but for a general domain, and prove that, despite the lack of compactness of
the problem, minimizers do exist in this situation if we work in a class where no cavi-
tation can occur (in the interior and at the boundary of the domain). At last we prove
that the minimizers obtained satisfy the inner-variational equations of the neo-Hookean
energy E.
2. Notations and Definitions
Let n ≥ 2, the space of n × n matrices with real coefficients is denoted by Mn(R).
The identity matrix is denoted by I.
For two vectors a, b in Rn, a · b denotes their inner product. The inner product of two
matrices A,B in Mn(R) is defined by 〈A,B〉 = tr(ATB), where tr denotes the trace of
a matrix and AT is the transpose of A.
The cofactor matrix of A is denoted by cof A and satisfies AT cof A = (detA)I. For
E, F two Banach spaces and a C1 function f : E → F , we denote by Df(x) the
differential of f at x and by Df(x).h the differential of f at x applied to the vector
h ∈ E.
We use the notations x, y, z for cartesian coordinates in R3, and (r, θ, z) for cylindrical
coordinates (x = r cos θ, y = r sin θ). We let X = (r, z) in R+ × R. We use (ex, ey, ez)
as a notation for the canonical basis of R3 and we let er := cos θex + sin θey and
eθ := − sin θex + cos θey.
We denote by a ∧ b = a1b2 − a2b1 the determinant of two vectors in R2.
For general vectors a, b in Rn the tensor product a⊗ b is a tensor (which can be viewed
as a matrix) defined by its action a⊗ b.h = (b · h)a for h in Rn.
The divergence operator is denoted by Div in the reference configuration, and by div in
the deformed configuration. More precisely, the expression Div φ is used for functions
φ defined on Ω (i.e. on the x variables), while div g is used for functions g defined on
the target space (so the differentiation is with respect to y).
3. Proof of Theorem 1.1
Let Ω ⊂ R3 be a smooth axisymmetric bounded domain and u : Ω→ R3 an axisym-
metric deformation. We can write
u(r cos θ, r sin θ, z) = v1(r, z)(cos θex + sin θey) + v2(r, z)ez,
for some v = (v1, v2) : Ω0 → R2 with v1 ≥ 0 almost everywhere. We can express the
Jacobian matrix Du in the basis (er, eθ, ez) as (cf. Appendix):
Du =

∂rv1 0 ∂zv10 v1
r
0
∂rv
2 0 ∂zv
2

 .
We thus obtain that the energy of E can be written as
E(u) = 2πG(v)
with
G(v) =
∫
Ω0
(|∂rv|2 + |∂zv|2)rdrdz +
∫
Ω0
v21
r
drdz +
∫
Ω0
H(
v1
r
detDv)rdrdz. (4)
We also have that
detDu =
v1
r
detDv,
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with Dv =
(
∂rv1 ∂zv1
∂rv2 ∂zv2
)
cofDu =

 1rv1∂zv2 0 −1rv1∂zv10 detDv 0
−1
r
v1∂rv2 0
1
r
v1∂rv1


where we also expressed the cofactor matrix in the basis (er, eθ, ez). Another quantity
which will play a role is the vector field D(u) := (cofDu)T .u which can also be written
in the basis (er, eθ, ez) as
D(u) = v1
r
(v ∧ ∂zv, 0,−v ∧ ∂rv).
We now proceed to the proof of Theorem 1.1 which we divide in several propositions
describing the behavior of minimizing sequences. Note that since we assume that the
trace of the deformations in Aaxinc is the restriction to ∂Ω of a C1 diffeomorphism we
have that
0 < inf{E(w);w ∈ Aaxinc } < +∞.
We begin with
Proposition 3.1. Let (un)n be a minimizing sequence for E in Aaxinc then
cofDun ⇀ cofDu in L
1(K) for every K compact such that K ⊂ Ω \ {Oz}.
Proof. Let un = v
n
1 er + v
n
2 eθ be a minimizing sequence in Aaxinc . We have that G(vn) is
bounded (where G is defined by (4)), and hence we deduce that
* |Dvn|
√
r is bounded in L2(Ω0)
*
vn1√
r
is bounded in L2(Ω0).
In particular we have that vn ⇀ v for some v in H
1
loc(Ω0 \ {Oz}). Indeed let K be
an arbitrary compact set contained in Ω0 \ {Oz}, there exist 0 < r0 < R0 such that
r0 ≤ r ≤ R0 in K. Thus |Dvn| is bounded in L2(K) and vn is bounded in L2(K) (recall
that vn is bounded in L
∞(Ω0)). Now because we have
detDun =
1
r
vn1 detDvn > 0 a.e.
and we assumed that vn1 ≥ 0 a.e. (in the definition of axisymmetry) we deduce that
detDvn > 0 a.e.
We can thus apply a result of Mu¨ller [26] (see also [11]) to obtain that
detDvn ⇀ detDv in L
1(K).
To check that cofDun ⇀ cofDu in L
1(K) it remains to prove the same for the other
entries of the matrix cofDun. We only treat the term
1
r
vn1 ∂zv
n
2 the proof being identical
for the other terms.
Since vn is bounded in L
∞(Ω0) and |Dvn| is bounded in L2(K) we have that vn1∂zvn2
is bounded in L2(K) and hence converges weakly in that space. But thanks to the
Sobolev injections we have that vn → v strongly in L2(K). Since Dvn ⇀ Dv in L2(K)
we find that
1
r
vn1 ∂zv
n
2 ⇀
1
r
v1∂zv2 in L
2(K).
This concludes the proof.

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Proposition 3.2. Let (un)n be a minimizing sequence for E in Aaxinc we have that
detDun ⇀ detDu in L
1(Ω)
u is one-to-one almost everywhere in Ω.
Remarks: 1) Note that the weak convergence in L1 of the determinant of minimiz-
ing sequences proves the lower semicontinuity of E for minimizing sequences in Aaxinc
(cf. e.g. Theorem 1, p.12 in [18]).
2) Proposition 3.2 is a direct consequence of Theorem 3 in [20]. However we use
Theorem 2 in [20] to obtain that the limit u is one-to-one a.e. and we provide an
alternative proof of the fact that detDun ⇀ detDu, by using a result of De-Lellis-
Ghiraldin. This could be relevant in the future for the full problem of minimizing E
in Anc (without assuming axisymmetry) because Theorem 2 of [20] can be used even
without yet knowing if (cofDun)n is equi-integrable. We first recall that result:
Theorem 3.1 (De Lellis-Ghiraldin [13]). Let m ≥ 1 and Ω ⊂ Rm be an open set. Let
u ∈ Lq ∩W 1,p(Ω,Rm), with p ≥ m − 1, 1
q
+ m−1
p
≤ 1, be such that DetDu is a Radon
measure. Let ν be the density of the absolutely continuous part DetDu with respect to
the Lebesgue measure. Then ν(x) = detDu(x) for Lm-a.e. x ∈ Ω.
Proof of Proposition 3.2. First we note that we can apply Theorem 2 in [20] to obtain
that the limit u is one-to-one a.e. Now let (un)n be a minimizing sequence for E in
Aaxinc . Since supn
∫
Ω
H(detDun) < +∞, using the De La Valle´e Poussin criterion, we
have that there exists θ ∈ L1(Ω) such that
detDun ⇀ θ in L
1(Ω).
Since detDun > 0 a.e. we obtain that θ ≥ 0 a.e. If θ were zero in a set A of positive
measure, then we would have (for a subsequence) detDun → 0 in L1(A) and almost
everywhere in A. Because of the assumptions on H we would have H(detDun)→ +∞
a.e. in A and hence using Fatou’s lemma we would obtain that E(un)→ +∞, which is
impossible. Hence θ > 0 a.e. in Ω. Now since E(un) = 0 for every n we also have that
DetDun = detDun for every n, and hence
DetDun ⇀ θ in D′(Ω).
But recall that
(cofDun)
T .un =
1
r
(vn ∧ ∂zvn, 0,−vn ∧ ∂rvn).
By using the same argument as in the end of the proof of Proposition 3.1, we have that
(cofDun)
T .un ⇀ (cofDu)
T .u in L2(K)
for every compact set K ⊂ Ω \ {Oz}. Since DetDw = 13 div[(cofDw)T .w] for w in
W 1,2 ∩ L∞(Ω,R3) we find that
DetDun ⇀ DetDu in D′(Ω \ {Oz}).
Thus DetDu = θ on Ω \ {Oz}. But this means that DetDu is a Radon measure in
Ω \ {Oz}. We can then apply a result of De Lellis-Ghiraldin [13] to state that the
absolutely continuous part of the distributional Jacobian is equal to detDu a.e. in
Ω \ {Oz}:
detDu = θ > 0 a.e. on Ω \ {Oz}.
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But since Ω ∩ {Oz} has zero Lebesgue measure we find that θ = detDu a.e. in Ω and
detDun ⇀ detDu in L
1(Ω).

Proposition 3.3. Let Ω ⊂ R3 be a smooth bounded axisymmetric domain such that
inf
(x,y,z)∈Ω
√
x2 + y2 > 0.
Then inf{E(w);w ∈ Aaxinc } is attained.
Proof. Let (un)n be a minimizing sequence for E in Aaxinc , we have seen that (up to a
subsequence) un ⇀ u in W
1,2 for some u ∈ W 1,2(Ω,R3). By applying the previous
propositions we have:
detDun ⇀ detDu in L
1(Ω)
detDu > 0 almost everywhere in Ω
u is one-to-one almost everywhere in Ω.
The weak L1 convergence of the determinant implies
E(u) ≤ lim inf
n→+∞
E(un). (5)
The only thing which remains to check is that u ∈ Aaxinc . Since (up to a subsequence)
we have pointwise convergence, it is true that u is axisymmetric. We now prove that
E(u) = 0. We proceed as in the proof of Theorem 3 of [20]. Let f ∈ C∞c (Ω × R3,R3)
satisfy ‖f‖∞ ≤ 1. Since we have that cofDun ⇀ cofDu in L1(supp f) and detDun ⇀
detDu in L1(supp f) we can apply Lemma 3.1 below to prove that
lim
n→+∞
Eun(f) =
∫
Ω
〈cofDu(x), Dxf(x, u(x))〉+ detDu(x) divy f(x, u(x))dx
= Eu(f).
But since Eun(f) = 0 for all n we obtain Eu(f) = 0. This is valid for all f ∈ C∞c (Ω ×
R3,R3) satisfying ‖f‖∞ ≤ 1 and hence E(u) = 0. In other words we do have that u is
in Aaxinc and hence u minimizes the energy E in that space. 
In the previous proof we have used the following:
Lemma 3.1. [cf. Lemma 6.7 in [30] ] Let ψn ∈ L∞(Ω) and θn ∈ L1(Ω) which satisfy
ψn → ψ pointwise a.e.
θn ⇀ θ in L
1(Ω)
with ‖ψn‖L∞ ≤ C for some C > 0, θ ∈ L1(Ω) and ψ ∈ L∞(Ω). Then
θnψn ⇀ θψ in L
1(Ω).
The proof of Theorem 1.1 follows from Proposition 3.1, 3.2 and 3.3.
With the same method we used for Problem 1 we can treat Problems 2,1’ and 2’,
Once we have the weak L1 convergence of cofDun (given by Proposition 3.1, which
remains valid for the other problems) we can apply [20, Theorem 3] to obtain the lower
semicontinuity of the corresponding energy (see also [29, Theorem 4.2]). However, note
that the proof of Proposition 3.2 does not require the equi-integrability of the cofactors.
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4. Minimizing sequences in Aaxinc when the domain Ω contains the axis of
rotation
In the case where Ω is an axisymmetric domain such that inf(x,y,z)∈Ω
√
x2 + y2 > 0 we
have seen that the main ingredient is to establish that if (un)n is a minimizing sequence
for E in Aaxinc then
cofDun ⇀ cofDu in L
1(K) for all compact sets K ⊂ Ω.
As shown by the Conti-De Lellis’ example, a priori this is not true when we consider
an axisymmetric domain such that inf(x,y,z)∈Ω
√
x2 + y2 = 0. The energy could be
concentrating on a lower dimensional set, which implies that minimizing sequences do
not converge strongly in W 1,2(Ω,R3) and that the cofactors of this sequence are not
equi-integrable. The aim of this section is to (partially) describe this concentration
phenomenon. A first approach is to describe the defect measure, that is the measure µ
such that
|Dun|2 ⇀ |Du|2 + µ weakly in M(Ω).
We observe that such a measure exists (since |Dun|2 is bounded in L1(Ω)) and that
un → u strongly in W 1,2 if and only if µ = 0 in Ω. A second approach consists in
describing the lack of compactness of the problem through the theory of Cartesian
currents (see, e.g. [17], [18] for previous applications of this theory to problems in
elasticity). We now recall some definitions and properties of currents. In this section
N is an integer N ≥ 1.
Definition 4.1. Let U ⊂ RN be an open set, let k ∈ N. We say that T is a k-
dimensional current in U if T is a linear form on the set of C∞ k-differential forms
with compact support in U , denoted by Dk(U). We denote such a current by T ∈ Dk(U).
The boundary of a k-dimensional current is the (k − 1)-dimensional current defined by
〈∂T, ω〉 = 〈T, dω〉 for every ω ∈ Dk−1(U)
and the boundary of a 0-dimensional current is set to be equal to 0.
The mass of a current T is
M(T ) := sup{〈T, ω〉;ω ∈ Dk(U), |ω| ≤ 1}.
Definition 4.2. A current is said to be normal if T and ∂T have finite mass. A current
is rectifiable if it can be written as
〈T, ω〉 =
∫
M
〈ω(x), τ(x)〉θ(x)dHk(x)
where
* M is a k-rectifiable set
* τ is a unit k-dimensional vector that spans Tan(E, x) for Hk-a.e. x ∈ E, (such
a τ is called an orientation).
* θ is a real function, called the multiplicity, which satisfies
∫
E
|θ|dHk < +∞. If
T is a rectifiable current we write T = [E, θ, τ ].
Definition 4.3. A current is an integer multiplicity rectifiable current if it is a rectifi-
able current such that the multiplicity θ takes integer values.
An example of an integer multiplicity current is the one given by the integration on
the graph of a function. Let Ω ⊂ Rn be a smooth bounded domain. We denote by
A1(Ω,Rn) the class of vector-valued maps u : Ω → Rn that are a.e. approximately
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differentiable and such that all the minors of the Jacobian matrix Du are integrable.
For u ∈ A1 we let
M(Du)(x) = (e1, Du(x).e1) ∧ ... ∧ (en, Du(x).en)
where {ei}i=1,...,n is the standard basis of Rn, and here ∧ denotes the exterior product
(for the definition and properties we refer, e.g. to Section 2.1 of [17]). We also let
Gu = {(x, u(x)); x ∈ Au}
where
Au = {x ∈ Ω; u is approximately differentiable in x}.
For u ∈ A1 we can define a current Gu ∈ Dn(Rn × Rn) by
〈Gu, ω〉 =
∫
Rn×Rn
〈ξ, ω〉dHn⌊Gu
with ξ = M(Du)(x)|MDu(x)| . We can show that Gu is a countably rectifiable set and then Gu is
an integer multiplicity rectifiable current. Besides the mass of this current is equal to
M(Gu) = Hn(Gu) =
∫
Ω
|MDu|dx.
Remark: If u ∈ W 1,n−1(Ω,Rn) with detDu ∈ L1(Ω) then u ∈ A1.
We now introduce the concept of stratification of differential forms and of currents.
Definition 4.4. Let ω be an n-differential form on Rn × Rn, we can write
ω =
∑
α,β
|α|+|β|=n
fα,βdxα ∧ dyβ
with α and β some multi-indices. For every integer h we then define
ω(h) =
∑
|α|+|β|=n
|β|=h
fα,βdxα ∧ dyβ.
Let T be a current on Rnx × Rny we define the h-stratum of T by
〈(T )h, ω〉 = 〈T, ω(h)〉.
We can now make a link between the surface energy E(u) defined for u in W 1,n−1 ∩
L∞(Ω,Rn) such that detDu ∈ L1(Ω) and the theory of currents. Let f ∈ C∞c (Ω ×
Rn,Rn) we define an (n− 1)-differential form by
ωf(x, y) =
n∑
j=1
(−1)j−1f j(x, y) ˆdyj
where ˆdyj = dy1 ∧ ... ∧ dyj−1 ∧ dyj+1 ∧ ... ∧ dyn. Note that |ωf(x, y)| = |f(x, y)| for all
x, y in Ω× R3. We can check that
Eu(f) = 〈∂Gu, ωf〉
and since ωf is a (n− 1)-vertical form (i.e. a form which can be written as ω(n−1)) we
have that
E(u) = M((∂Gu)n−1).
12 DUVAN HENAO AND RE´MY RODIAC
We recall that if u ∈ W 1,p then (∂Gu)h = 0 for all h ≤ p − 1 (this can be shown by
approximation by smooth functions). Thus we have that
E(u) = M(∂Gu),
in particular if u ∈ Anc then ∂Gu = 0.
Definition 4.5. Let Ω ⊂ Rn be a smooth open bounded set in Rn. We say that T is a
Cartesian current in Ω× Rn if
i) T is an integer multiplicity rectifiable current T = [M, θ, T ];
ii) M(T ) < +∞ and
‖T‖1 := sup{〈T, |y|ϕ(x, y)dx〉;ϕ ∈ C1c (Ω× Rn), |ϕ| ≤ 1} < +∞;
iii) T⌊dx1 ∧ ... ∧ dxn is a positive Radon measure in Ω × Rn and π♯T = JΩK, with
π : Rnx × Rny → Rnx, (x, y) 7→ x;
iv) ∂T⌊Ω×Rn = 0.
Remarks:
1) If T = Gu then ‖T‖1 = ‖u‖L1. Hence if u ∈ Anc, then Gu is a Cartesian current.
2) For the definition of the push-forward of a current by a smooth function we refer
to p. 132 of [17]. We have denoted by JΩK the current defined by integration on
Ω.
The theory of Cartesian currents is well-suited for the weak convergence thanks to the
following results.
Theorem 4.1. [see [17], [18]]
1) (Th.1, p.386, of [17])
The set of Cartesian currents cart(Ω × Rn) is closed under weak convergence
in the sense of currents of sequences (Tk)k which satisfy that there exists some
C > 0 such that
M(Tk) + ‖Tk‖1 ≤ C ∀k.
2) (Th.1, p.392, of [17])
For every T in cart(Ω × Rn) there exists an a.e. approximately differentiable
map uT : Ω→ Rn such that
T = GuT + ST
where GuT is the current given by the integration on the graph of uT and ST is
a vertical current (here vertical means that π♯S = 0).
3) (Th.5, p.399 of [17])
If Tk = Guk satisfies Tk ⇀ T := GuT +ST in the sense of currents and M(Tk) +
‖Tk‖1 ≤ C for all k and for some C > 0, then
uTk ⇀ uT in BV (Ω).
We can now prove that
Proposition 4.1. Let Ω ⊂ R3 be a smooth bounded domain. Let (un)n be a minimizing
sequence for E in Anc. We suppose that un ⇀ u in W 1,2(Ω,R3) then
Gun ⇀ Gu + S
with ∂Gu = −∂S, and S is a completely vertical integer multiplicity rectifiable current
with boundary ∂S. Besides we have
〈S, ω〉 = 0 ∀ ω such that ω = ω(2) and ω(2) = dyη
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for η a 2-form with compact support (compare Proposition 1, p.149 of [18]).
Remark: S completely vertical means that S(0) = S(1) = S(3) = 0 whereas ∂S
completely vertical means 〈∂S, ω〉 = 0 for every ω = ω(1) + ω(2) ∈ D(Ω× Rn).
Proof. Since (un)n is bounded in W
1,2(Ω,R3) and E(un) = 0 we have that M(Gun)
and M(∂Gun) are uniformly bounded. Then from the compactness theorem for in-
tegral currents we have that Gun ⇀ T for some integral current T . But using that
‖Gun‖1 = ‖un‖L1 is also uniformly bounded we can apply 1) of Theorem 4.1 to obtain
that T is in cart(Ω × Rn). Now we apply the theorem of structure (2) and the con-
vergence theorem (3) of Theorem 4.1 to decompose T as T = GuT + S for some uT in
BV (Ω). But since we assumed that un ⇀ u in W
1,2 we have, from point 3) of Theorem
4.1, that uT = u.
Now let ω = ω(0) + ω(1) = ωijdxi ∧ dxj + βijdxi ∧ dyj, since 〈Guε, dω〉⇀ 〈Gu, dω〉 for
(uε)ε a sequence of smooth functions which approximate u in W
1,2(Ω,R3), we obtain
that 〈∂Gu, ω〉 = 0. This proves that 〈∂S, ω〉 = 0.
We then have
〈S, dy(ωij(x, y)dxi ∧ dyj)〉 = 〈S, d[w(x, y)dxi ∧ dyj]− 〈S, dx(ω(x, y))dxi ∧ dyj〉
= 〈∂S, ω(x, y)dxi ∧ dyj〉 − 〈S, ωxmdxm ∧ dxi ∧ dyj〉
= 0
because ∂S and S are completely vertical. 
We want to emphasize that if un ⇀ u in W
1,2(Ω,R3) and cofDun ⇀ cofDu weakly
in L1(Ω) then we have Gun ⇀ Gu in the sense of currents and then there is no defect
current S in Proposition 4.1. This can be seen using Proposition 2 p.232 of [17], and
the proof of this fact relies on Lemma 3.1. This shows once more the important role
of the equi-integrability of the cofactors of a minimizing sequence in these variational
problems.
Proposition 4.2. Let (un)n be a minimizing sequence for E in A. We suppose that
un ⇀ u in W
1,2(Ω,R3). Assume furthermore that cofDun ⇀ cofDu in L
1(Ω) then
Gun ⇀ Gu in the sense of currents.
Note that Cartesian currents can be used to describe the problem of neo-Hookean
materials in a non-cavitation setting (Problem 1 and Problem 1’) but there also exists
a class of currents adapted to the same problem where we allow for cavitation. This
is the class of graphs (cf. Definition 2, p. 385 in [17]). We have indicated at the
end of Section 3 that we can solve Problem 2 (in axisymmetric domains such that
inf(x,y,z)∈Ω
√
x2 + y2 > 0) by using the equi-integrability of the cofactors (given by
Proposition 3.1) and the weak L1 continuity of the determinant (given by Theorem 3
in [20]). With the help of the currents theory we can also give an alternative proof of
that fact. Before we recall the definition of the support of a current.
Definition 4.6. Let T be a k-dimensional current in Ω × Rn, the support of T is
the smallest closed set such that 〈T, ω〉 = 0 if the support of ω is contained in the
complement of this closed set.
supp T := ∩{K ⊂ Ω× R3;K is relatively closed in Ω× Rn
and 〈T, ω〉 = 0, ∀ω ∈ Dk(Ω×Rn); suppω ⊂ (Ω×Rn)\K}.
14 DUVAN HENAO AND RE´MY RODIAC
Proposition 4.3. Let Ω ⊂ R3 be an axisymmetric domain such that
inf
(x,y,z)∈Ω
√
x2 + y2 > 0.
For λ > 0 there exists a minimizer of E(u) + λE(u) in the space Aaxi.
Proof. (Sketch) Let (un)n be a minimizing sequence for E(u) + λE(u) in Aaxi := {v ∈
A; v is axisymmetric}. We have that, up to the extraction of a subsequence, un ⇀ u in
W 1,2. From Proposition 3.1 we have
cofDun ⇀ cofDu in L
1(K) for every compact set K ⊂ Ω \ {Oz}.
We then have thanks to a slight adaptation of Proposition 4.2 that Gun ⇀ Gu in the
sense of currents and then ∂Gun ⇀ ∂Gu. We also have (see proof of Proposition 3.2)
that detDun ⇀ θ weakly in L
1(Ω) with θ > 0, and DetDun ⇀ DetDu in D(Ω). We
now use a result of Mucci (Proposition 3.1 in [25]) which states that for every u in
W 1,2 ∩ L∞(Ω,R3) such that detDu ∈ L1(Ω) we have that for all ϕ ∈ C∞c (Ω)
〈DetDu, ϕ〉 − 〈detDu, ϕ〉 = −π♯[(∂Gu)2⌊πˆ♯ω3](g), (6)
with ω3 =
1
3
∑3
j=1(−1)j−1yj ˆdyj, π : Rn × Rn → Rn, (x, y) 7→ x and πˆ : Rn × Rn →
R
n, (x, y) 7→ y and for the push-forward (or image) operation of a current by a function
we refer to p.132 of [17]. We would like to pass to the limit in the previous expression.
For general f (f smooth), f♯ is not continuous for the convergence of currents as shown
by an example p.132 of [17]. But in our situation, since we assume that ‖un‖∞ ≤ M ,
the support of Gun cannot “go to infinity”. More precisely we have that, from the
definition:
π♯[(∂Gun)2⌊πˆ♯ω3](g) = 〈(∂Gun)2, ζnπ♯(gπˆ♯ω3)〉
with ζn ∈ C∞c (Ω× R3) such that ζn = 1 on suppGun ∩ supp π♯(gπˆ♯ω3). However, since
‖un‖∞ ≤M we can choose ζ independent of n, we can take ζ ∈ C∞c (Ω×R3) such that
ζ ≡ 1 on ⋂n∈N suppGun ∩ supp π♯(gπˆ♯ω3) for each g ∈ C∞c (Ω). This proves the desired
continuity in our special case. Thus passing to the limit in (6) we obtain that
〈DetDu, ϕ〉 − 〈θ, ϕ〉 = −π♯[(∂Gu)2⌊πˆ♯ω3](g),
for every g ∈ C∞c (Ω). But applying the identity (6) again we obtain that detDu =
θ > 0. Thus applying Theorem 2 in [20] to obtain that the limit u is one-to-one almost
everywhere, we have that u ∈ Aaxi. Besides the energy is lower semicontinuous for the
sequence un thanks to the weak L
1 continuity of the determinant for the E(u) part and
thanks to an argument similar to the one used at the end of the proof of Proposition
3.2 for the E(u) part. This concludes the proof. 
If we assume that Ω is axisymmetric we can say more about the defect current S, we
can describe its support.
Proposition 4.4. Let Ω ⊂ R3 be an axisymmetric domain. Let (un)n be a minimizing
sequence for E in Aaxinc . We assume that un ⇀ u in W 1,2 then Gun ⇀ Gu + S and
suppS ⊂ (Ω ∩ {Oz})× R3.
Proof. We have seen (cf. Proposition 3.1) that cofDun ⇀ cofDu in L
1(K) for every
compact set K ⊂ Ω\{Oz}. We have also, from Proposition 3.2, that detDun ⇀ detDu
in L1(Ω). The other minors of the Jacobian matrix (actually the coefficients of this
matrix) converge weakly in L1(Ω) to the limiting coefficients (because Dun ⇀ Du in
L2(Ω,R3)). Thus we have
〈Gun, ω〉 → 〈Gu, ω〉
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for all ω ∈ D(Ω× Rn) such that
suppω ⊂ Ω \ {Oz} × R3.
This concludes the proof. 
We have thus an information on the lack of compactness of the problem in the
axisymmetric case from the point of view of currents. There is a relation between the
defect measure and the defect current.
Proposition 4.5. Let (un)n be a minimizing sequence in Anc for E. We assume that
un ⇀ u in W
1,2, Gun ⇀ Gu + S in the sense of currents and |Dun|2 ⇀ |Du|2 + µ in
the sense of measures then:
suppS ⊆ supp µ× R3.
Proof. Let ω ∈ D3(Ω × R3) be such that suppω ⊂ (Ω \ supp µ) × R3. We claim that
〈Gun, ω〉 → 〈Gu, ω〉 because un → u in W 1,2loc (Ω \ supp µ). Indeed for every compact set
K ⊂ Ω \ supp µ we have
lim sup
n→+∞
∫
K
|Dun|2 ≤
∫
K
|Du|2
because |Dun|2 ⇀ |Du|2 in the sense of measures on Ω \ supp µ. On the other hand we
always have
∫
K
|Du|2 ≤ lim infn→+∞
∫
K
|Dun|2. We thus have that
lim
n→+∞
∫
K
|Dun|2 =
∫
K
|Du|2
and this implies the strong convergence of un in W
1,2
loc (Ω \ supp µ). Hence 〈S, ω〉 = 0 for
every ω ∈ D3((Ω \ suppµ)× R3) which means that suppS ⊂ supp µ× R3. 
We have already mentioned that the example of Conti-De Lellis corresponds to a
dipole phenomenon in harmonic maps theory. This phenomenon appears, for example if
we consider a sequence of stationary harmonic maps from a domain Ω ⊂ Rn, n ≥ 3 into
a smooth compact manifold with uniformly bounded energies. This was studied by Lin
in [22] and Lin-Rivie`re in [23]. In that case they were able to give a precise description of
the defect measure, it is supported on a rectifiable set of Hausdorff dimension (n−1). In
dimension n = 3 and when the target manifold is the sphere S2 the lack of compactness
of sequence of maps with uniformly bounded energies can be analyzed with the theory
of Cartesian currents. This has been done in [16] and [18]. In that case they proved that
the defect current is a one-dimensional rectifiable current times JS2K (the integration
on the sphere). This is another description of the dipole. Note that axisymmetric
harmonic maps have been studied in [19] and [24]. In those cases also, the singularities
are located only on the axis of rotation of the domain.
5. W 1,2-quasiconvexity of the neo-Hookean energy
The aim of this section is to consider the case where Ω ⊂ R3 is not necessarily
axisymmetric but the boundary condition is affine, i.e. u|∂Ω = λx+b for some λ ∈ R and
b ∈ R3. If we work in a class where no cavitation can occur, for example in the class Anc,
we expect
∫
Ω
detDudx to be a null-Lagrangian and, hence, the affine transformation
u(x) = λx + b to be a minimizer (using Jensen’s inequality). The heuristic argument
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is the following. Recall that if u is in Anc then detDu = DetDu = 13 div[(cofDu)T .u].
From the Jensen’s inequality we have:
1
|Ω|
∫
Ω
H(detDu) ≥ H
(
1
|Ω|
∫
Ω
detDu
)
.
Now we can think that ∫
Ω
detDu =
∫
Ω
1
3
div[(cofDu)T .u]
=
∫
∂Ω
1
3
(cofDu)T .u · ν (7)
=
1
3
∫
∂Ω
λ3x · ν + λ2b · ν
= λ3|Ω|.
Then we could infer that
∫
Ω
H(detDu) ≥ H(λ3)|Ω| with equality if u is affine and a
similar treatment of the Dirichlet part of the energy would yield that the affine trans-
formation is a minimizer. However the second inequality in (7) is not true in general.
Indeed Mu¨ller-Spector built the following example in [29]. Let C = (−1, 1)× (0, 1) they
constructed a map f ∈ W 1,p(C,R2), for every 1 ≤ p < 2 such that DetDf = detDf ,
f|∂C = Id and
∫
C
detDf 6= |C|. What happens is that f opens a cavity at the bound-
ary of the domain, which is not detected by the distributional determinant. To avoid
this phenomenon we work in a new class where both cavitation in the interior and
at the boundary are excluded. Following Sivaloganathan-Spector, [30], we avoid this
possibility of cavitation at the boundary by working in a new admissible class where
the condition E(u) = 0 is imposed in a domain slightly larger than Ω. The example
of Mu¨ller-Spector shows the failure of the divergence formula in (7) when it is under-
stood in its classical pointwise. However Chen-Frid in [10] (see also [9]) generalized
the divergence formula for weakly differentiable vector fields ((cofDu)T .u satisfies the
hypothesis in [10]) by interpreting the normal trace as some measure on ∂Ω. If we
apply that theory to a map u which exhibits cavitation at the boundary we can show
that the measure in the theory of Chen-Frid will be equal to the classical normal trace
plus a sum of Dirac masses centered at the cavitation points (each Dirac mass being
multiplied by a coefficient equal to the volume of the cavity).
We choose Ω˜ a smooth bounded domain such that Ω ⊂⊂ Ω˜ ⊂ R3. We let g(x) = λx+b
for some λ ∈ R, b ∈ R3. Let u be in Anc, by definition we have u|∂Ω = g. We define an
extension of u in the following way: we let ue be defined by
ue =
{
u(x) for x ∈ Ω
g(x) for x ∈ Ω˜ \ Ω.
Note that since u|∂Ω = g we have ue ∈ W 1,2(Ω˜,R3). We then set
Ancb = {v ∈ A; EΩ˜(ve) = 0}
where
EΩ˜(w) = sup
{∫
Ω˜
〈cofDw,Dxf(x, w(x))〉+ detDw divy f(x, w(x));
f ∈ C1c (Ω˜× R3,R3), ‖f‖∞ ≤ 1
}
.
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The difference with the definition of the surface energy E in Ω is that here the test
functions are defined in the larger domain Ω˜.
Contrarily to the situation when cavitation is allowed, in which the argument of [4] p.
10 suggests that minimizers might not exist, we do have existence of minimizers if some
affine data is prescribed on the boundary and if we exclude the possibility of cavitation
in the interior and at the boundary.
Proposition 5.1. There exists a minimizer of E in Ancb. Furthermore it is unique
and equals u(x) = λx+ b.
Proof. Let u ∈ Ancb, since H is convex Jensen’s inequality yields
1
|Ω|
∫
Ω
H(detDu) ≥ H
(
1
|Ω|
∫
Ω
detDu
)
.
Since u ∈ Ancb (in particular u ∈ Anc) we have that detDu = DetDu = 13 div
[
(cofDu)T .u
]
.
We now show that for u ∈ Ancb we have∫
Ω
detDu = λ3|Ω|.
For that we let F := 1
3
(cofDue)T .ue. We have that F is in L1(Ω˜,R3) and divF =
detDue is also in L1(Ω˜,R3) (since EΩ˜(ue) = 0). We then claim that we can find a
sequence of vector fields (Fj)j such that
* Fj ∈ C∞(Ω˜,R3)
* Fj → F strongly in L1(Ω˜,R3)
*
∫
Ω˜
| divFj | →
∫
Ω˜
| divF |
* divFj ⇀ divF weakly in M(Ω˜).
For a proof of this fact we refer to [10, Theorem 1.2] (for the first three items) and
the fourth item is an adaptation of [15, Theorem 3, p.175]. Now we consider exterior
deformations of ∂Ω. More precisely since we assumed that Ω is a non-empty smooth
(C∞) open set, we can consider the exterior normal to ∂Ω, ν : ∂Ω → R3 and we have
(cf. [14, Theorem 16.25.2]):
i) There exists δ > 0 such that the map w : ∂Ω× (−δ, δ)→ Ω˜ given by
w(x, t) = x+ tν(x) x ∈ ∂Ω, t ∈ R
is a C∞-diffeomorphism from ∂Ω × (−δ, δ) into
N(∂Ω, δ) := {x ∈ Ω˜, dist(x, ∂Ω) < δ}.
ii) The function d : Ω˜→ R given by
d(x) :=


− dist(x, ∂Ω) if x ∈ Ω,
0 if x ∈ ∂Ω,
+dist(x, ∂Ω) if x ∈ Ω˜ \ Ω,
is continuous in Ω˜ and of class C∞ in N(∂Ω, δ).
iii) For every t in (−δ, δ) the set Ωt := {x ∈ Ω; dist(x, ∂Ω) < t} is open and
compactly contained in Ω˜, and has C∞ boundary. We let νt be the exterior
normal to ∂Ωt.
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Thus, for every ϕ in C1c (R
n), thanks to the classical divergence formula we have:∫
Ωt
ϕ divFj =
∫
∂Ωt
ϕFj · νt −
∫
Ωt
Fj · ∇ϕ. (8)
Furthermore since F = λ3x + λ2b in a neighborhood of ∂Ωt we have that Fj → F
uniformly in this neighborhood (the approximation Fj is locally given by a convolution
product with a regularizing kernel). Thus we have all the ingredients to pass to the
limit as j → +∞ in (8) to obtain∫
Ωt
ϕ divF =
∫
∂Ωt
ϕF · νt −
∫
Ωt
F · ∇ϕ
=
1
3
∫
∂Ωt
λ2ϕ(λx · νt + b · νt)−
∫
Ωt
F · ∇ϕ. (9)
By using Lebesgue’s dominated convergence theorem we have
*
∫
Ωt
ϕ divF → ∫
Ω
ϕ divF =
∫
Ω
ϕ detDu as t→ 0
*
∫
Ωt
F · ∇ϕ→ ∫
Ω
F · ∇ϕ as t→ 0.
Now observe that νt = ν (where ν is the outer unit normal to ∂Ω) and by using the
change of variable x = y + tν(y) for y ∈ ∂Ω we have that
1
3
∫
∂Ωt
λ2ϕ(λx · νt + b · νt) = 1
3
∫
∂Ω
λ2ϕ(y + tν(y)) [λ(y + tν(y)) · ν(y) + b · ν(y)] .
Applying Lebesgue’s dominated convergence theorem again we obtain that∫
∂Ωt
λ2ϕ(λx · νt + b · νt)→
∫
∂Ω
λ2ϕ(λx · ν + b · ν).
We can then take ϕ ≡ 1 on Ω, and we observe that ∫
∂Ω
b · ν = 0 for a constant vector b
so we deduce that ∫
Ω
detDu =
λ3
3
∫
∂Ω
x · ν = λ3|Ω|.
For the last equality we used the divergence formula. Thus we have that, for every u
in Ancb ∫
Ω
H(detDu) ≥ |Ω|H(λ3) (10)
with equality for u = λx+ b in Ω.
On the other hand, we also have that∫
Ω
|Du|2 =
3∑
i,j=1
∫
Ω
|∂iuj|2
1
|Ω|
∫
Ω
|Du|2 ≥
3∑
i,j=1
(
1
|Ω|
∫
Ω
∂iu
j
)2
≥
3∑
i,j=1
(∫
∂Ω
uj · νi
)2
≥
3∑
i,j=1
(
1
|Ω|
∫
∂Ω
λxjνi
)2
(11)
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and again there is equality for u = λx+b on Ω (this times observe that
∫
∂Ω
xjνi = δij |Ω|
thanks to the divergence formula). This proves that u = λx+ b is a minimizer of E in
Anc. Note that since x 7→ x2 is strictly convex, thanks to the equality case in Jensen’s
equality, we have equality in (11) if and only if Du is a constant matrix. By using the
boundary condition we then find that u(x) = λx + b is the unique minimizer of E in
Anc. 
The previous proposition shows that the lack of compactness of the problem does
not prevent the existence of minimizers (at least in some cases). We note that the
example of Conti-De Lellis is local and can be built for any boundary data g. Indeed
they constructed their example in a ball, and by rescaling we can adapt their example
to any bounded domain Ω. Thus their example is not necessarily an obstruction to the
existence of minimizers.
6. Equations satisfied by a minimizer u in Aaxinc
Now that we have obtained the existence of a minimizer u of E in the set Aaxinc it is
natural to wonder if such a minimizer satisfies some equations. We note that if we can
build some variations
(−ε, ε) → Aaxinc
t 7→ ut
with ut=0 = u a minimizer of E in Aaxinc and such that t 7→ E(ut) is differentiable then
we will obtain d
dt |t=0E(ut) = 0. First we can think of variations of the form ut = u+ tΦ
with Φ ∈ C∞c (Ω,R3). However it is difficult to prove that ut is in Aaxinc for t small. It
can happen that det(Dut) = 0 on a set of positive Lebesgue measure. These variations
would lead us to some Euler-Lagrange equations for u and we note that it is an open
problem in elasticity to know if a minimizer does satisfy the Euler-Lagrange equations
associated to its functional (cf. [3]).
Instead of the previously mentioned variations we will consider some special inner
variations. For u axisymmetric there exists v : Ω0 → R2 such that u(r cos θ, r sin θ, z) =
v1(r, z)er + v2(r, z)ez, with v1(r, z) ≥ 0 a.e. in Ω0. We let X = (r, z) and
vt(X) = v(X + tϕ(X)) for t ∈ (−1, 1).
We will show that v satisfies some equations and so does u. Furthermore these equations
are the same that we would expect if u were a minimizer of E in Anc. We recall that
for u in Aaxinc with u = v1er + v2ez we have E(u) = 2πG(v) with
G(v) =
∫
Ω0
|Dv|2rdrdz +
∫
Ω0
v21
r
drdz +
∫
Ω0
H
(v1
r
detDv
)
rdrdz.
In this section we need some supplementary hypotheses on H , these are inspired by
[6]. There exist s, c1, c2, d0 > 0 such that
c1t
−s−k ≤ (−1)k d
k
dtk
H(t) ≤ c2t−s−k for k = 0, 1 and for t < d0, (12)
and there exists τ, c3, c4, d1 > 0 such that
c3t
τ+1 ≤ H ′(t) ≤ c4tτ+1 for t ≥ d1. (13)
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Theorem 6.1. Let Ω ⊂ R3 be a smooth axially symmetric bounded domain such that
inf(x,y,z)∈Ω
√
x2 + y2 > 0. Let u be a minimizer of E in Aaxinc . Let v : Ω0 → R2 such
that u(r cos θ, r sin θ, z) = v1(r, z)er + v2(r, z)ez. Then we have
1
r
∂r
(
r
[
(|∂rv|2 − |∂zv|2 − v
2
1
r2
) +H ′(
v1
r
detDv)
v1
r
detDv −H(v1
r
detDv)
])
+
∂z(2∂rv · ∂zv) = 1
r
[
−|Dv|2 + v
2
1
r2
+H ′(
v1
r
detDv)
v1
r
detDv −H(v1
r
detDv)
]
(14)
1
r
∂r(2r∂rv · ∂zv)+
∂z
[
(|∂zv|2 − |∂rv|2 − v
2
1
r2
) +H ′(
v1
r
detDv)
v1
r
detDv −H(v1
r
detDv)
]
= 0 (15)
in the sense of distributions. This is equivalent to
Div
(
2DuTDu+
[
H ′(detDu) detDu− |Du|2 −H(detDu)] I) = 0 (16)
in the sense of distributions.
Remark: The last equation means that the energy-momentum tensor of u associated
to the functional E is divergence free. That is what we would expect for a minimizer
of E in Anc. Indeed if u is a minimizer of E in Anc, we can prove as in [6] that
d
dt |t=0E(ut) = 0 with ut = u(x + tϕ(x)) for some ϕ : Ω → R3 with compact support.
The latter critical condition leads to the energy-momentum tensor being divergence free.
The rest of this section is devoted to the proof of Theorem 6.1. For the comfort of
the reader we divide that proof in several steps.
Lemma 6.1. Let u ∈ Aaxinc and v : Ω0 → R2 be such that
u(r cos θ, r sin θ, z) = v1(r, z)er + v2(r, z)ez .
For each ϕ ∈ C1c (Ω0,R2) there exists ε0 > 0 such that vt(X) := v(X + tϕ(X)) satisfies
that ut = v
1
t er + v
2
t ez is in Aaxinc for |t| < ε0.
Proof. Let vt and ut be as in the statement of the lemma. It is clear that ut is axially
symmetric and v1t ≥ 0 a.e. For t small enough X + tϕ(X) is a C1-diffeomorphism of Ω0
thus vt is one-to-one a.e. in Ω0 since v is one-to-one a.e. in Ω0. This also means that ut
is one-to-one a.e. in Ω. We also have that ‖vt‖L∞ = ‖v‖L∞ and then ‖ut‖L∞ ≤ M .
It holds that Dvt(X) = Dv(X + tϕ(X))(I + tDϕ(X)) and thus detDvt > 0 a.e. in Ω0
for t small enough. In particular we have detDut > 0 a.e. for t small enough.
We now check that E(ut) = E(u) = 0. More generally we prove that for every family
of diffeomorphisms θt : Ω → Ω with t small enough and such that θ0 = Id, we have
E(u ◦ θt) = E(u). This would prove the result since we can write ut = u ◦ θt for the
following family of diffeomorphisms
θt : Ω → Ω
(r, z, θ) 7→ (r + tϕ1, z + tϕ2, θ)
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Now let f ∈ C1c (Ω× R3,R3),
Eu◦θt(f) =
∫
Ω
〈cofD(u ◦ θt), Dxf(x, u ◦ θt(x))〉+ detD(u ◦ θt) divy f(x, u ◦ θt(x))dx
=
∫
Ω
〈[cofDu(θt) cofDθt], Dxf(x, u(θt))〉+∫
Ω
detDu(θt) detDθt divy f(x, u(θt))dx.
We make the following change of variables: z = θt(x) and we let ft(z, y) := f(θ
−1
t (z), y).
We note that detDθt(x) > 0 a.e. for t small enough, and we also observe that
Dz[ft(z, y)] = Dxf(θ
−1
t (z), y)Dθ
−1
t (z)
= Dxf(θ
−1
t (z), y)
cofDθTt
detDθt
.
We thus obtain that
Eu◦θt(f) =
∫
Ω
〈cofDu(z), Dxf(θ−1t (z), u(z))〉 + detDu(z) divy f(θ−1t (z), u(z))dz
= Eu(ft).
From that it follows that E(u ◦ θt) = E(u) = 0. 
It remains to show that for the variations we are considering t 7→ E(ut) is differen-
tiable at t = 0 and we need to compute the derivative. Since E(u) = 2πG(v) we will
show that t 7→ G(vt) is differentiable at t = 0 and compute its derivative. We proceed
in two steps, first we deal with the potential term of the energy.
To prove that the term A(v) =
∫
Ω0
H(v1
r
detDv)rdrdz is differentiable with respect
to the type of variations we are considering we first establish an abstract lemma giving
conditions under which a functional is differentiable for inner variations and then we
check that A satisfies these conditions. The next lemma is very close to Theorem A.1
of [6], we only need minor modifications to treat the case where the integrand of the
functional is not autonomous (i.e. depends on x and also on u). Before stating the
lemma we need some notations. We let
B = {v : Ω0 → R2; u(r cos θ, r sin θ, z) = v1(r, z)er + v2(r, z)ez ∈ Aaxinc }.
Let γ : Ω0 × R2 ×M+2 (R)→ R satisfy:
γ ≥ 0 on Ω0 × R2 ×M+2 (R).
γ ∈ C1(Ω0 × R2 ×M+2 (R)).
There exist θ > 0, N > 0 such that if |X − Y | < θ and |C − I| < θ then
|DXγ(Y, p, FC)| ≤ N(1 + |F |2 + γ(X, p, F )) and
|F TDFγ(Y, p, FC)| ≤ N(1 + |F |2 + γ(X, p, F )).
We let
W (v) =
∫
Ω0
γ(X, v,Dv)dX.
Lemma 6.2. Let W, γ as before and v ∈ B such that W (v) < +∞ . For every ϕ ∈
C1c (Ω0,R
2), there exists ε0 > 0 such that
i) vt(X) := v(X + tϕ(X)) is in B for |t| < ε0,
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ii) d
dt |t=0W (vt) exists and is equal to
d
dt |t=0
W (vt) = −
∫
Ω0
DXγ(X, v,Dv) · ϕ
+ 〈DvTDFγ(X, v,Dv), Dϕ〉 − γ(X, v,Dv) trDϕdX (17)
Proof. We prove that we can pass to the limit in the quotient 1
t
(W (vt)−W (v)) by using
the dominated convergence. We have
1
t
(W (vt)−W (v)) = 1
t
∫
Ω0
[γ(X, vt, Dvt)− γ(X, v,Dv)]dX
=
1
t
[∫
Ω0
γ(Y − tϕ, v(y), Dv(Y )(I + tDϕ)) det(I + tDϕ)−1dY − γ(Y, v,Dv)dY
]
=
∫
Ω0
1
t
[γ(Y − tϕ, v,Dv(Y )(I + tDϕ))− γ(Y, v,Dv)] det(I + tDϕ)−1dY
+
∫
Ω0
γ(Y, v,Dv)
1
t
(det(I + tDϕ)−1 − 1)dY
We claim that, for t small enough, we have
|γ(Y − tϕ(X), v, Dv(Y )(I+ tDϕ(x))−γ(Y, v,Dv)| ≤ Nt[1+ |Dv|2+γ(Y, v,Dv)]. (18)
We can then apply the dominated convergence theorem for the first term of the r.h.s
of the last equality since for t small enough we have 1
4
≤ det(I + tDϕ)−1 ≤ 4 and that
lim
t→0
1
t
[γ(Y − tϕ, v,Dv(Y )(I + tDϕ))− γ(Y, v,Dv)] = −DY γ(Y, v,Dv) · ϕ(Y )
+ 〈DvTDFγ(Y, v,Dv), Dϕ(Y )〉.
For the second term we note that 1
t
(det(I + tDϕ)−1 − 1) converges uniformly for
Y ∈ Ω0 to − trDϕ(Y ). We now prove (18). It suffices to check that
|γ(Y, p, FC)− γ(X, p, F )| ≤ Nθ[1 + |F |2 + γ(X, p, F )]
for |X − Y | < θ and |C − I| < θ. But
γ(Y, p, FC)− γ(X, p, F ) =
∫ 1
0
d
dt
γ (Y (t), p, FC(t)) dt
with Y (t) = (1− t)X + tY and C(t) = (1− t)I + tC. We note that |Y (t)−X| < θ and
|C(t)− I| < θ. We also have
d
dt
γ(Y (t), p, FC(t)) = DXγ(Y (t), FC(t)) · Y ′(t) +
2∑
i,j,k=1
∂γ
∂Fij
(FC(t)).Fik(C − I)kj
= DXγ(Y (t), p, FC(t)) · (Y −X)
+
2∑
j,k
[F TDFγ(Y (t), p, FC(t))]kj(C − I)kj
Thus
| d
dt
γ(Y (t), p, FC(t))| ≤ |DXγ(Y (t), p, FC(t))||Y −X|
+|F TDFγ(Y (t), p, FC(t))||C − I|
≤ N(1 + |F |2 + γ(X, p, F ))θ.
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This concludes the proof. 
We now show that A(v) =
∫
Ω0
H
(
v1
r
detDv
)
rdrdz satisfies the hypothesis of the
previous lemma if Ω is an axisymmetric domain such that inf(x,y,z)∈Ω
√
x2 + y2 > 0.
Lemma 6.3. Let Ω be a smooth axisymmetric bounded domain such that
inf(x,y,z)∈Ω
√
x2 + y2 > 0. Then A(v) =
∫
Ω0
H(v1
r
detDv)rdrdz satisfies the hypotheses
of Lemma 6.2. Hence for each ϕ ∈ C∞c (Ω0,R2) if we set vt(X) = v(X + tϕ(X)) then
A(vt) is differentiable at t = 0 and
d
dt |t=0
A(vt) =
∫
Ω0
−
[−v1
r
detDvH ′(
v1
r
detDv) +H(
v1
r
detDv)
]
ϕ1drdz +∫
Ω0
[
H ′(
v1
r
detDv)v1 detDv −H(v1
r
detDv)r
]
tr(Dϕ)drdz. (19)
Proof. Let γ(X, p, F ) = H(p1
r
detF )r. A direct computation shows that
F TDFγ(X, p, F ) = (detF )H
′(
p1
r
detF )p1I.
Thus
|F TDFγ(Y, p, FC)| ≤ (detF )(detC)H ′(p1
r′
detF detC)p1
where we let Y = (r′, z′). We also let d := detF and c := detC. We want to prove that
p1cd|H ′(p1cd
r
)| ≤M1(1 + d+ rH(p1
r
d))
for some M1 > 0, for r, d > 0, for 0 ≤ p1 ≤M (recall that M is a positive real number
such that ‖u‖L∞ ≤M if u is in A) and 14 ≤ c ≤ 4.
This will prove the result since detF ≤ |F |2 in two dimensions. We use the hypothesis
on H to obtain that there exists M2 > 0 such that for all r, d > 0 and
1
4
≤ c ≤ 4 we
have
|H ′(p1cd
r′
)| ≤ M2(1 + (p1cd
r′
)−s−1 + (
p1cd
r′
)τ+1)
(20)
Hence using that 0 ≤ p1 ≤M and that 14 ≤ c ≤ 4 we obtain that, for some M2 > 0
p1cd|H ′(p1cd
r′
)| ≤ M2(d+ (p1d)−sr′s+1 + (p1)dτ+2r′−τ+1)
However since |r − r′| < θ and since there exist 0 < r0 < R0 such that r0 < r, r′ < R0,
we can apply the mean value theorem to get that
|r−τ−1 − r′−τ−1| ≤ M3|r − r′| ≤M3θ
|rs+1 − r′s+1| ≤ M3|r − r′| ≤M3θ,
for some M3 > 0. We use again that r0 < r, r
′ < R0 and we can deduce that
p1cd|H ′(p1cd
r′
)| ≤M4
(
d+ (p1d)
−srs+1 + (p1)dτ+2r−τ+1
)
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Now we use the hypothesis on H but this time to obtain a lower bound and we have
that, for some M5 > 0
rH(
p1d
r
) ≥ M5r
(
1 + (
p1d
r
)−s + (
p1d
r
)τ+2
)
≥ M2
(
1 + (p1d)
−srs+1 + (p1)dτ+2r−τ+1
)
. (21)
This proves that
|F TDFγ(Y, p, CF )| ≤ C[1 + |F |2 + γ(X, p, F )].
We proceed in the same way to prove that |DXγ(Y, p, FC)| ≤ N(1 + |F |2+ γ(X, p, F ))
for |X − Y | < θ and |C − I| < θ with θ small enough, the key ingredient being that
there exist 0 < r0 < R0 such that r0 < r < R0. Once we have that A(v) satisfies the
hypothesis of Lemma 6.2 then to compute its derivative at t = 0 for variations vt as
before we use the formula in that lemma. 
We now deal with the Dirichlet part of the energy.
Lemma 6.4. Let F (v) :=
∫
Ω0
|Dv|2rdrdz + ∫
Ω0
v2
1
r
drdz defined for v : Ω0 → R2. For
all ϕ ∈ C1c (Ω0,R2) we set vt(X) = v(X + tϕ(X)). Then ddt |t=0F (vt) exists and
d
dt |t=0
F (vt) =
∫
Ω0
〈2DvTDv− (|Dv|2+ v
2
1
r2
)I,Dϕ(X)〉rdrdz−
∫
Ω0
(
|Dv|2 − v
2
1
r2
)
ϕ1drdz
(22)
Proof. To prove the differentiability of F (vt) we prove that we can pass to the limit in
the quotient 1
t
(F (vt)− F (v)) by first changing variables to X˜ = X + tϕ(X) and then
applying the Lebesgue dominated convergence. Then we compute the derivative using
power series expansion in t. The details are left to the reader (compare with the proof
of Lemma 6.2). 
We conclude the proof of Theorem 6.1.
Proof of Theorem 6.1. Thanks to Lemmas 6.1, 6.4, 6.2 and 6.3 we can see that for each
ϕ ∈ C∞c (Ω0,R2), G(vt) is differentiable at t = 0 for vt = v(X + tϕ(X)) and
d
dt |t=0
G(vt) =
∫
Ω0
[
〈2DvTDv − (|Dv|2 + v
2
1
r2
)I,Dϕ(X)〉r−
(
|Dv|2 − v
2
1
r2
)
ϕ1
]
drdz
+
∫
Ω0
[v1
r
detDvH ′(
v1
r
detDv)−H(v1
r
detDv)
]
ϕ1drdz
+
∫
Ω0
[(
H ′(
v1
r
detDv)v1 detDv −H(v1
r
detDv)r
)
trDϕ
]
rdrdz.
Since ut=0 = u minimizes the energy E in Aaxinc we have that ddt |t=0G(vt) = 0. Thus for
all ϕ ∈ C∞c (Ω0,R2) we have that the right hand side of (23) must be zero and this is
equivalent to equations (14) and (15). To show that these equations are equivalent to
Div
(
2DuTDu+ [H ′(detDu) detDu− |Du|2 −H(detDu)]I) = 0
in the sense of distributions we write this last equation in cylindrical coordinates. For
that we use the expression of Du in the basis (er, eθ, ez) (cf. Appendix)
Du =

∂rv1 0 ∂zv10 v1
r
0
∂rv2 0 ∂zv2

 .
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Thus
DuTDu =

 |∂rv|2 0 ∂rv · ∂zv0 v21
r2
0
∂zv · ∂rv 0 |∂zv|2


and since |Du|2 = |Dv|2+ v21
r
= |∂rv|2 + |∂zv|2 + v
2
1
r
we find that the energy-momentum
tensor
Tu := 2Du
TDu+ [H ′(detDu) detDu− |Du|2 −H(detDu)]I
can be expressed in cylindrical coordinates as
Tu =

|∂rv|
2 − |∂zv|2 − v
2
1
r2
0 2∂rv · ∂zv
0 −|Dv|2 + v21
r2
0
2∂rv · ∂zv 0 |∂zv|2 − |∂rv|2 − v
2
1
r2


+
[
H ′(
v1
r
detDv)
v1
r
detDv −H(v1
r
detDv)
]
I. (23)
By using that if f is vector-valued and if a, b are vector valued then Div(fa ⊗ b) =
a⊗ b.∇ϕ+ ϕDa.b+ (Div b)a) we obtain that for a tensor A we have
DivA =

∂rArr + 1r∂θArθ + ∂zArz + Arr−Aθθr∂rAθr + 1r∂θAθθ + ∂zAθz + Arθ+Aθrr
∂rAzr +
1
r
∂θAzθ + ∂zAzz +
Azr
r

 . (24)
We thus find that div Tu = 0 corresponds to (14) and (15). 
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Appendix
In this appendix we give the expressions of various quantities of interest in cylindrical
coordinates. Let u be an axisymmetric map u(r cos θ, r sin θ, z) = v1(r, z)er+ v2(r, z)ez,
for some v : Ω0 → R2 with v1 ≥ 0. We begin with the expression of the Jacobian matrix
in cylindrical coordinates (i.e. in the basis (er, eθ, ez)). To derive this expression we use
that, by definition, for any C1 curve γ(t) we have that
d
dt
[u(γ(t))] = Du(γ(t)).γ′(t).
We thus consider a C1 curve γ(t) = (r(t), θ(t), z(t)) and we compute:
d
dt
[u(γ(t))] =
d
dt
[v1(r, z)er + v2(r, z)ez]
= (∂rv1(r, z)r˙ + ∂zv1(r, z)z˙)er + v1(r, z)θ˙eθ +
d
dt
[v2(r, z)]ez
= (∂rv1er · γ˙ + ∂zv1ez · γ˙) er + v1eθ 1
r
eθ · γ˙ +
(∂rv2er · γ˙ + ∂zv2ez · γ˙) ez
26 DUVAN HENAO AND RE´MY RODIAC
Now we use that, by definition of the tensorial product of two vectors we have
a⊗ b · h = (b · h)a. Hence
Du = ∂rv1er ⊗ er + ∂zv1er ⊗ ez + v1
r
eθ ⊗ eθ + ∂rv2ez ⊗ er + ∂zv2ez ⊗ ez. (25)
In other words
Du =

∂rv1 0 ∂zv10 v1
r
0
∂rv2 0 ∂zv2

 . (26)
We can now deduce that
detDu =
1
r
v1 detDv, (27)
cofDu =

 v1r ∂zv2 0 −v1r ∂rv20 detDv 0
−v1
r
∂zv1 0
v1
r
∂rv1

 (28)
D(u) = cofDuT .u = v1
r
(v ∧ ∂zv, 0,−v ∧ ∂rv). (29)
In conclusion,
E(u) = 2πG(v)
= 2π
∫
Ω0
[(|∂rv|2 + |∂zv|2) r + v21
r
+H(
v1
r
detDv)r
]
drdz.
References
[1] J. M. Ball. Convexity conditions and existence theorems in nonlinear elasticity. Arch. Rational
Mech. Anal., 63(4):337–403, 1976/77.
[2] J. M. Ball. Discontinuous equilibrium solutions and cavitation in nonlinear elasticity. Philos.
Trans. Roy. Soc. London Ser. A, 306(1496):557–611, 1982.
[3] J. M. Ball. Minimizers and the Euler-Lagrange equations. In Trends and applications of pure
mathematics to mechanics (Palaiseau, 1983), volume 195 of Lecture Notes in Phys., pages 1–4.
Springer, Berlin, 1984.
[4] J. M. Ball. Progress and puzzles in nonlinear elasticity, proceedings of course on poly-, quasi- and
rank-one convexity in applied mechanics. https://people.maths.ox.ac.uk/ball/publications.shtml,
2009.
[5] J. M. Ball and F. Murat. W 1,p-quasiconvexity and variational problems for multiple integrals. J.
Funct. Anal., 58(3):225–253, 1984.
[6] P. Bauman, N. C. Owen, and D. Phillips. Maximum principles and a priori estimates for a class
of problems from nonlinear elasticity. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 8(2):119–157,
1991.
[7] H. Brezis, J-M. Coron, and E. H. Lieb. Harmonic maps with defects. Comm. Math. Phys.,
107(4):649–705, 1986.
[8] H. Brezis and L. Nirenberg. Degree theory and BMO. II. Compact manifolds with boundaries.
Selecta Math. (N.S.), 2(3):309–368, 1996. With an appendix by the authors and Petru Mironescu.
[9] G-Q. Chen, M. Torres, and W. P. Ziemer. Gauss-Green theorem for weakly differentiable vector
fields, sets of finite perimeter, and balance laws. Comm. Pure Appl. Math., 62(2):242–304, 2009.
[10] Gui-Qiang Chen and Hermano Frid. Divergence-measure fields and hyperbolic conservation laws.
Arch. Ration. Mech. Anal., 147(2):89–118, 1999.
[11] R. Coifman, P.-L. Lions, Y. Meyer, and S. Semmes. Compensated compactness and Hardy spaces.
J. Math. Pures Appl. (9), 72(3):247–286, 1993.
[12] S. Conti and C. De Lellis. Some remarks on the theory of elasticity for compressible Neohookean
materials. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 2(3):521–549, 2003.
[13] C. De Lellis and F. Ghiraldin. An extension of the identity Det = det. C. R. Math. Acad. Sci.
Paris, 348(17-18):973–976, 2010.
ON THE EXISTENCE OF MINIMIZERS FOR THE NEO-HOOKEAN ENERGY 27
[14] J. Dieudonne´. Treatise on analysis. Vol. III. Academic Press, New York-London, 1972. Translated
from the French by I. G. MacDonald, Pure and Applied Mathematics, Vol. 10-III.
[15] L. C. Evans and R. F. Gariepy. Measure theory and fine properties of functions. Studies in Ad-
vanced Mathematics. CRC Press, Boca Raton, FL, 1992.
[16] M. Giaquinta, G. Modica, and J. Soucˇek. Cartesian currents and variational problems for map-
pings into spheres. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 16(3):393–485 (1990), 1989.
[17] M. Giaquinta, G. Modica, and J. Soucˇek. Cartesian currents in the calculus of variations. I,
volume 37 of Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern
Surveys in Mathematics. Springer-Verlag, Berlin, 1998. Cartesian currents.
[18] M. Giaquinta, G. Modica, and J. Soucˇek. Cartesian currents in the calculus of variations. II,
volume 38 of Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern
Surveys in Mathematics. Springer-Verlag, Berlin, 1998. Variational integrals.
[19] R. Hardt, F-H. Lin, and C-C. Poon. Axially symmetric harmonic maps minimizing a relaxed
energy. Comm. Pure Appl. Math., 45(4):417–459, 1992.
[20] D. Henao and C. Mora-Corral. Invertibility and weak continuity of the determinant for the mod-
elling of cavitation and fracture in nonlinear elasticity. Arch. Ration. Mech. Anal., 197(2):619–655,
2010.
[21] D. Henao and C. Mora-Corral. Lusin’s condition and the distributional determinant for deforma-
tions with finite energy. Adv. Calc. Var., 5(4):355–409, 2012.
[22] F-H. Lin. Gradient estimates and blow-up analysis for stationary harmonic maps. Ann. of Math.
(2), 149(3):785–829, 1999.
[23] F-H. Lin and T. Rivie`re. Energy quantization for harmonic maps. Duke Math. J., 111(1):177–193,
2002.
[24] L. Martinazzi. A note on n-axially symmetric harmonic maps from B3 to S2 minimizing the
relaxed energy. J. Funct. Anal., 261(10):3099–3117, 2011.
[25] D. Mucci. A variational problem involving the distributional determinant. Riv. Math. Univ. Parma
(N.S.), 1(2):321–345, 2010.
[26] S. Mu¨ller. Higher integrability of determinants and weak convergence in L1. J. Reine Angew.
Math., 412:20–34, 1990.
[27] S Mu¨ller. Notes for the lectures partial differential equations and modelling.
http://bolzano.iam.uni-bonn.de/ zwicknagl/pdem, 2013.
[28] S. Mu¨ller, Tang Qi, and B. S. Yan. On a new class of elastic deformations not allowing for
cavitation. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 11(2):217–243, 1994.
[29] S. Mu¨ller and S. J. Spector. An existence theory for nonlinear elasticity that allows for cavitation.
Arch. Rational Mech. Anal., 131(1):1–66, 1995.
[30] J.l Sivaloganathan and S. J. Spector. On the existence of minimizers with prescribed singular
points in nonlinear elasticity. J. Elasticity, 59(1-3):83–113, 2000. In recognition of the sixtieth
birthday of Roger L. Fosdick (Blacksburg, VA, 1999).
[31] M. Struwe. Variational methods, volume 34 of Ergebnisse der Mathematik und ihrer Grenzgebiete.
3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas.
3rd Series. A Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, fourth edition,
2008. Applications to nonlinear partial differential equations and Hamiltonian systems.
[32] L.R. G. Treloar. The physics of rubber elasticity. Oxford University Press, USA, 1975.
(D.Henao) Facultad de Matematica´s, Pontificia Universidad Cato´lica de Chile, Vicun˜a
Mackenna 4860, Macul, Santiago Chile
E-mail address : dhenao@mat.puc.cl
(R.Rodiac) Facultad de Matematica´s, Pontificia Universidad Cato´lica de Chile, Vicun˜a
Mackenna 4860, Macul, Santiago Chile
E-mail address : remy.rodiac@mat.uc.cl
