Abstract: Heavy air pollution, especially fine particulate matter (PM 2.5 ), poses serious challenges to environmental sustainability in Beijing. Epidemiological studies and the identification of measures for preventing serious air pollution both require accurate PM 2.5 spatial distribution data. Land use regression (LUR) models are promising for estimating the spatial distribution of PM 2.5 at a high spatial resolution. However, typical LUR models have a limited sampling point explanation rate (SPER, i.e., the rate of the sampling points with reasonable predicted concentrations to the total number of sampling points) and accuracy. Hence, self-adaptive revised LUR models are proposed in this paper for improving the SPER and accuracy of typical LUR models. The self-adaptive revised LUR model combines a typical LUR model with self-adaptive LUR model groups. The typical LUR model was used to estimate the PM 2.5 concentrations, and the self-adaptive LUR model groups were constructed for all of the sampling points removed from the typical LUR model because they were beyond the prediction data range, which was from 60% of the minimum observation to 120% of the maximum observation. The final results were analyzed using three methods, including an accuracy analysis, and were compared with typical LUR model results and the spatial variations in Beijing. The accuracy satisfied the demands of the analysis, and the accuracies at the different monitoring sites indicated spatial variations in the accuracy of the self-adaptive revised LUR model. The accuracy was high in the central area and low in suburban areas. The comparison analysis showed that the self-adaptive LUR model increased the SPER from 75% to 90% and increased the accuracy (based on the root-mean-square error) from 20.643 µg/m 3 to 17.443 µg/m 3 for the PM 2.5 concentrations during the winter of 2014 in Beijing. The spatial variation analysis for Beijing showed that the PM 2.5 concentrations were low in the north, especially in the northwest region, and high in the southern and central portions of Beijing. This spatial variation was consistent with the fact that the northern region is mountainous and has fewer people and less traffic, which results in lower air pollution, than in the central region, which has a high population density and heavy traffic. Moreover, the southern region is adjacent to Hebei province, which contains many polluting enterprises; thus, this area exhibits higher air pollution levels than Beijing. Therefore, the self-adaptive revised LUR model is effective and reliable.
Introduction
Sustainability is important for human living environment, but the heavy air pollution in developed cities (e.g., Beijing in China), makes environmental sustainability more difficult to achieve. Thus, effective measures of preventing air pollution are indispensable to achieving sustainability. Accurate air pollution distribution is the analysis base for effective measures of preventing air the LUR model has been widely used to study the spatial distribution of environmental pollutants (such as fine particulate pollutants [24, [26] [27] [28] [29] , black carbon [30, 31] , NO 2 [12, [32] [33] [34] , NO x [12] , and O 3 [35] ). The LUR model uses geographic information systems (i.e., spatial analysis, spatial overlay, and buffer analysis) to compute the quantitative values of several predictor variables (such as land use, road traffic, and terrain variables) for specific buffers. In this case, the predictor variable is considered as the independent variable and the air pollutant concentration is considered as the dependent variable to establish a regression model that is combined with a spatial interpolation method (such as Kriging and inverse distance weighing) to predict the air pollutant concentrations in regions without monitoring sites. Numerous studies have used LUR models to focus on the following aspects: model improvement, spatio-temporal analysis of PM 2.5 distributions, and the links between PM 2.5 pollution and public health. The studies for the model improvement have aimed to improve the accuracy of the typical LUR model. For example, a hybrid approach was proposed in which a typical LUR model and a machine learning method were selected and combined the Bayesian Maximum Entropy (BME) interpolation of the LUR space-time residuals [24] . A novel LUR model was proposed using data generated from a dispersion model instead of available monitoring data [36] . Moreover, LUR models and dispersion modeling methods were compared to determine the most appropriate approaches for specific areas and specific air pollutants [37] . Spatio-temporal analysis has also been the focus of many recent works because different time scales can be applied for spatio-temporal analysis when using LUR models. For example, yearly data were used to analyze the temporal variations in Taibei [38] . A two-stage spatio-temporal model was developed to predict daily fine particulate matter distributions [29] . Moreover, real-time hourly data were used to formulate separate morning and afternoon models [2] . Another focus of LUR model studies is the association between PM 2.5 concentrations and public health. For example, the LUR was used to determine the association between natural mortality and mortality due to long-term exposure to the elemental components of particulate matter [11] . In addition, a national LUR model was generated to evaluate the associations between long-term exposure to air pollution and non-accidental mortality and the mortality resulting from specific causes in the Netherlands [39] .
All of these studies have resolved problems. However, some challenges remain for the LUR modeling community regarding the application of LUR models. One of the most important of these challenges is obtaining an accurate sampling point explanation rate (SPER, i.e., the rate of the sampling points with reasonable predicted concentrations to the total number of sampling points) for LUR models. However, the SPER is limiting for all the sampling locations when using LUR, especially for fine spatial scale analysis, e.g., the LUR models for interurban areas [40] . In addition, the SPER is low when estimating PM 2.5 in Beijing and results in some negative concentration estimations, which is not consistent with the fact that the minimum PM 2.5 concentration should be zero [41] . In some recent studies, attempts were made to improve the accuracy of PM 2.5 estimates by using the following two approaches: (1) adding more predictor variables, e.g., on-road mobile emissions and stationary emissions data were added to LUR models in [27] , satellite data were added in [33] , and industry, commerce, and construction activities were added in [42] ; and (2) combining LUR models with other models, e.g., a dispersion model in [36] , and the Bayesian maximum entropy method in [38] . The first approach has more restrictions because the use of different regions in different countries results in different types of variables. Meanwhile, data regarding some air pollution predictors cannot be obtained because these data are not open-source. For the second approach, current studies have focused on combining LUR models with other estimation methods; however, this method requires more work than the first approach and only focuses on specific applications.
Recognizing the above challenges, a self-adaptive revised LUR models were proposed herein to obtain higher SPERs for sampling locations in the target region to improve the accuracy of the LUR models. Specifically, we combined self-adaptive LUR groups for the removed sampling locations during the general LUR (typical LUR) model screening. For the typical LUR model, if the model accuracy was not sufficiently high for the predicted concentrations (e.g., the predicted results included multiple negative values estimated by LUR in [41] ), the minimum predicted concentration should be zero and should be removed from the model. However, in this study, we constructed self-adaptive LUR models to address this issue based on exiting predictor variables and predicted concentrations. Self-adaptive means that a multivariable regression model is adapted to the independent variables at individual sampling locations; thus, a specific LUR model can be constructed for every sampling location.
Materials and Methods

Study Area
Beijing is the capital of China and is located in the northern part of the North China Plain (39˝56 1 N and 116˝20 1 E). Beijing is surrounded by Tianjin Municipality to the east and Hebei Province to the north, west, and south and covers a total area of 16,410.54 square km with 16 districts and counties. By June 2015, the population in Beijing reached 21.689 million. Beijing is located in a warm temperate zone with a semi-humid climate and four distinctive seasons: spring, autumn, summer, and winter. Hot and wet conditions occur during the summer, and cold and dry conditions persist throughout the winter. Air pollution is more serious in Beijing during the winter because pollution is emitted from traffic, industries, coal combustion, and biomass combustion for cooking and winter heating [43] . In'addition, activities such as lighting fireworks for spring festivals contribute to air pollution in Beijing. It is difficult to accurately estimate air pollution when the total air pollution is high. Consequently, the winter period of 2014 was selected as the study period for determining the characteristics of and spatial variations in the PM 2.5 pollution in Beijing.
PM 2.5 Data and Predictor Variables
The data discussed and analyzed in this paper include PM 2.5 monitoring data and statistical data for predictor variables. [44] , which is the same as the Technical Regulation on Ambient Air Quality Index (on trial) [45] , has been applied in Beijing. The new version of the NAAQS is different from the old version regarding which pollutants have concentration limits. In the new standards, the national standard for fluoride was abolished, and 24 h and annual average concentrations for fine particulate matter (i.e., PM 2.5 ) were added.
Overall, 35 monitoring sites are managed by the Beijing municipal environmental monitoring center. Continuous real-time environmental monitoring data are released hourly from the monitoring sites and include SO 2 , NO 2 , PM 10 , PM 2.5 , O 3 , and CO concentrations. Among the monitored environmental pollutants, PM 2.5 is one of the most important in terms of air quality and public health impacts, which is why PM 2.5 was analyzed in this study. The 35 monitoring sites were divided into four categories, including 12 urban environmental evaluation sites, 11 rural environmental evaluation sites, seven regional background and control sites, and five traffic pollution monitoring sites. The distributions of these 35 monitoring sites are shown in Figure 1 , which is overlain by a vector map of Beijing. From Figure 1 , the minimum distance between each set of two nearest monitoring stations is more than 2000 m, and the maximum distance is more than 20,000 m. The monitoring sites are also unevenly distributed across the site, and the distances between two nearest monitoring sites are greater in the suburban area than in the urban area. This distribution is related to higher environmental pollution levels near the city center. Moreover, as described in Section 2.1, the most serious air pollution occurs during the winter and the model proposed in this paper is found to have performance better at high levels of pollution; thus, data for the winter of 2014 (i.e., 1 December 2014 to 1 February 2015) were collected and analyzed in this paper. Daily PM 2.5 data were calculated from the hourly updated data, and the average PM 2.5 concentrations for the three-month period were calculated for each monitoring site. The average PM 2.5 concentrations for winter at different monitoring sites are shown in Figure 2 , in which different colored circles represent different concentration ranges of PM 2.5 . According to Figure 2 , the southern area of Beijing had the most severe PM 2.5 pollution within the studied area. 
PM2.5 Data and Predictor Variables
The data discussed and analyzed in this paper include PM2.5 monitoring data and statistical data for predictor variables.
2.2.1. Environmental Pollutant Monitoring Data for PM2.5 PM2.5 monitoring data were obtained online from the Beijing municipal environmental monitoring center. Since 1 January 2013, the third version of the Ambient Air Quality Standards (NAAQS) (GB3095-2012) [44] , which is the same as the Technical Regulation on Ambient Air Quality Index (on trial) [45] , has been applied in Beijing. The new version of the NAAQS is different from the old version regarding which pollutants have concentration limits. In the new standards, the national standard for fluoride was abolished, and 24 h and annual average concentrations for fine particulate matter (i.e., PM2.5) were added.
Overall, 35 monitoring sites are managed by the Beijing municipal environmental monitoring center. Continuous real-time environmental monitoring data are released hourly from the monitoring sites and include SO2, NO2, PM10, PM2.5, O3, and CO concentrations. Among the monitored environmental pollutants, PM2.5 is one of the most important in terms of air quality and public health impacts, which is why PM2.5 was analyzed in this study. The 35 monitoring sites were divided into four categories, including 12 urban environmental evaluation sites, 11 rural environmental evaluation sites, seven regional background and control sites, and five traffic pollution monitoring sites. The distributions of these 35 monitoring sites are shown in Figure 1 , which is overlain by a vector map of Beijing. From Figure 1 , the minimum distance between each set of two nearest monitoring stations is more than 2000 m, and the maximum distance is more than 20,000 m. The monitoring sites are also unevenly distributed across the site, and the distances between two nearest monitoring sites are greater in the suburban area than in the urban area. This distribution is related to higher environmental pollution levels near the city center. Moreover, as described in Section 2.1, the most serious air pollution occurs during the winter and the model proposed in this paper is found to have performance better at high levels of pollution; thus, data for the winter of 2014 (i.e., 1 December 2014 to 1 February 2015) were collected and analyzed in this paper. Daily PM2.5 data were calculated from the hourly updated data, and the average PM2.5 concentrations for the three-month period were calculated for each monitoring site. The average PM2.5 concentrations for winter at different monitoring sites are shown in Figure 2 , in which different colored circles represent different concentration ranges of PM2.5. According to Figure 2 , the southern area of Beijing had the most severe PM2.5 pollution within the studied area. 
Predictor Variables
Nine classes of predictor factors and 16 predictor variables were used in this study. Each of the predictor factors contains one or more predictor variables.
(1) Land use. Land use data for Beijing were primarily obtained from the latest national census dataset of year 2012 and were classified according to the Chinese National Land Use Classification Standard [46] . After extracting the land use variables for Beijing, it was observed that the main types of land use were farmland, forest land, garden plots, urban land, water, grassland, and roadways. Due to the small roadways and grassland areas, these two types of land use were not considered in this paper. Thus, five predictor variables were used for land class at the area of Beijing: farmland x1, forest land x2, garden plots x3, urban land x4, and water x5. (2) Terrain. The terrain of Beijing consists of mountains in the northwest and plains in the southeast. Thus, the terrain is more complex in the northwest region of Beijing and less complex in the southeast. Terrain data were obtained from the ASTER GDEM with a resolution of 30 m. For the terrain class, two predictor variables were selected: the average elevation, x6, and the average slope in degrees, x7. (3) Transportation. The transportation lines in Beijing are more densely located in the center of the city than in the suburbs and include fine street lines x8, railways x9 and water lines x10. Transportation data were obtained from Open Street Map [47] , which is an open-source resource. (4) Population. Demographic data were obtained from the Beijing 2014 statistical yearbook [48] .
Based on the different administrative units, the population x11 distribution was used as the main statistic. 
(1) Land use. Land use data for Beijing were primarily obtained from the latest national census dataset of year 2012 and were classified according to the Chinese National Land Use Classification Standard [46] . After extracting the land use variables for Beijing, it was observed that the main types of land use were farmland, forest land, garden plots, urban land, water, grassland, and roadways. Due to the small roadways and grassland areas, these two types of land use were not considered in this paper. Thus, five predictor variables were used for land class at the area of Beijing: farmland x 1 , forest land x 2 , garden plots x 3 , urban land x 4 , and water x 5 . (2) Terrain. The terrain of Beijing consists of mountains in the northwest and plains in the southeast.
Thus, the terrain is more complex in the northwest region of Beijing and less complex in the southeast. Terrain data were obtained from the ASTER GDEM with a resolution of 30 m. For the terrain class, two predictor variables were selected: the average elevation, x 6 , and the average slope in degrees, x 7 . (3) Transportation. The transportation lines in Beijing are more densely located in the center of the city than in the suburbs and include fine street lines x 8 , railways x 9 and water lines x 10 . Transportation data were obtained from Open Street Map [47] , which is an open-source resource. (4) Population. Demographic data were obtained from the Beijing 2014 statistical yearbook [48] .
Based on the different administrative units, the population x 11 distribution was used as the main statistic. (5) Polluting enterprises. Enterprises that release pollutants to the environment are important factors for estimating the environmental pollutant concentrations. Numbers and locations of the polluting enterprises have been obtained from the National Administration for Code Allocation to Organization, and the data were collected in 2012. Based on the national organization code, polluting enterprises can be extracted. The number of polluting enterprises, x 12 , was selected as the predictor variable for this class. (7) Distance to the city center. Because most companies and people are distributed in the heart of the city, the distance to the city center x 14 from the different monitoring points was selected as a predictor variable. (8) Buildings. Buildings influence the distribution of people and environmental pollutants.
Building data were obtained from Open Street Map [47] , and a geometric correction was needed for the source data. The area at the top of building, x 15 , was used as a predictor variable. (9) Natural landscape. The natural landscape is different from the land uses discussed above and is defined as the area x 16 that has not been affected by human activities. Therefore, area was selected as the predictor variable for this class. Natural landscape information was also collected from Open Street Map [47] .
In this paper, the nine types of predictor factors, which included 16 predictor variables, were computed for 10 buffers (semi-diameters of 500 m, 1000 m, 1500 m, 2000 m, 2500 m, 3000 m, 3500 m, 4000 m, 4500 m, and 5000 m), with the monitoring stations located at the centers of the buffers. Thus, 151 total predictor variables were used in this study because the distance to center x 14 was not considered in the different buffers. Details of the 151 predictor variables are provided in Table 1 . 
Self-Adaptive Revised LUR Model
In this paper, a self-adaptive revised LUR models based on the typical LUR model was applied to revise and improve the accuracy of the typical LUR model. variable for the regression equations is the monitored environmental pollutant concentration, and the independent variables for the regressions are the predictor variables calculated for different buffers at the center of the monitoring sites. Specifically, three procedures can be used to apply LUR models and estimate the concentrations of environmental pollutants.
First, the basic predictor variables are selected and screened. These variables, which are listed in Section 2.2.2, should be selected as the variables that are most closely related to the environmental pollutant concentrations, and multicollinearity between each set of two predictor variables should be avoided. The basic predictor variables are screened based on a correlation analysis, in which the dependent variable is the monitored concentration of the environmental pollutants and the independent variables are the basic predictor variables in different buffer zones around the monitoring sites. The screen of the predictor variables should adhere to the following rule: the predictor variables with correlation coefficients less than 0.3 and p-values of more than 0.05 should be removed. For the remaining predictor variables, many buffers exist for one type of predictor variable; however, the performance of the predictor variable is affected by the buffer. Thus, it is important to choose the best buffer variable for the available predictors, which is the variable with the highest correlation coefficient among all of the buffers. Thus, an optimal buffer variable can be obtained for the remaining predictor variables and the maximum to minimum correlation coefficients can be recorded. To avoid multicollinearity among all of the best buffer variables, correlation tests were performed between each set of two best buffer predictor variables. For every set of two predictor variables, one variable that is less related to the PM 2.5 concentrations should be removed if the correlation coefficient is greater than 0.6.
Second, the LUR model is constructed using regression analysis, and independent variables are selected from the available predictor variables and the dependent variable (i.e., the PM 2.5 concentration). After determining the PM 2.5 concentrations at the sampled points, data truncation is necessary because some predicted values may differ substantially from the true values (i.e., the predicted values are outside the predicted data range). The data range is set as 60% of the observed minimum value to 120% of the observed maximum value for each monitoring site (which is applied in [39, 45] ).
Third, the PM 2.5 concentration map is computed based on sampling points in the target area, and the pollutant concentrations at the sampling points are computed using the derived LUR model. Even points are always sampled in the target area. The resolution of the sampling points directly influences the output resolution of the distribution map; hence, a higher resolution results in better results. Simultaneously, the sampling point interval can be slightly coarser than the output resolution because studies [49] have indicated that the LUR model is more accurate when it is combined with the Kriging interpolation method. Therefore, if an output concentration map with a resolution of 1000 m is desired, points should be sampled every 2500 m to 5000 so that the required 1000 m resolution can be obtained via interpolation. Thus, the best method for sampling points in the target area is to sample at a distance that closely resembles the resolution of the output map and the available computing resources. If the computing performance is not very good, it is difficult to compute the statistical values of the predictor variables when the sampled interval is less than 1000 m (e.g., for the buildings layer). In this case, it is very complicated to compute and overlay the 10 buffers when many polygons with small areas are present; thus, every two buffers can be overlain on each other. Finally, to obtain a fine-scale pollutant concentration map based on the sampled points, a finer-scale interpolation method is needed.
Four key points must be addressed when applying the derived LUR model for estimating the concentrations of environmental pollutants. First, the optimal buffer semi-diameter is determined by the scale and area of the predictor variables. Therefore, the statistics for each variable over the different buffer distances must be computed from low to high. Second, a unified standard for defining the predictor variables to be used in the LUR model does not exist. Predictor variables are always derived from different data sources, and the target region is different, which results in different predictor variables in all studies. However, the most commonly used predictor variables in LUR models are land use (green land, residential land, and construction land), transportation, water, and terrain data. In addition, researchers [39] have applied POI data, such as restaurant data, crossroads, bus stops, etc. Third, most studies have used linear regressions as prediction models because they are easy to implement. Finally, the choice of the spatial interpolation method is critical. Most studies have found that the final pollutant concentration distribution map is more accurate when combined with the Kriging interpolation method [50] .
Self-adaptive means that the LUR model can adapt to its independent variables and can change locally. The self-adaptive method is used to improve the SPER of LUR, and low SPERs result when the various prediction concentrations of sampling points are outside of the concentration data range (we also refer to this as being out of range in this study). No rigorous standards exist for computing the predicted concentration data range; however, negative values should not exist among the prediction values because the minimum PM 2.5 should be zero. We found that negative results primarily resulted from the improper selection of the best related buffer variables for particulate sampling points at a specific local region. Because the best predictor variables may not exist for different regions of the experimental area, the given predictor variable will not be the best for this sampling location. In this situation, rather than only examining the predictor variable with the highest correlation score with PM 2.5 , other predictor variables were examined for the LUR model to select the models that provided the best performance. Thus, the final accuracy of the LUR model can be improved. Consequently, a special LUR model should be computed for each out-of-range sampling point based on the existing and re-selected best predictor buffer variables. The self-adaptive LUR model can change in real time and when the variable type is changed in the target area.
The procedures for applying self-adaptive LUR revised models to estimate the concentrations of environmental pollutants at the fine-scale are based on the typical LUR method. Thus, the typical LUR model should be calculated first. Then, all of the points with results that are out of range should be identified. Next, the self-adaptive LUR model can be applied to these points. Compared with the typical LUR method, the procedures for the self-adaptive revised LUR models are different for the first and last steps, and the second step is the same. Figure 3 shows the improved steps in brown. The main steps for the self-adaptive revised LUR model are discussed in the following paragraph.
First, compared with the typical LUR model, all of the related predictor variable correlation coefficient values must be recorded for the self-adaptive LUR model. Moreover, for each predictor variable, the most related buffers must be computed for the typical LUR model if the predictor variable is closely related with the PM 2.5 concentrations. A correlation analysis can be performed using the PM 2.5 concentrations at the 35 monitoring sites as the dependent variable and an independent variable selected from the 151 predictor variables. The variables selected for the self-adaptive LUR models are likely different from those used in the typical LUR model. In the typical LUR model, most of the correlated variables are only computed once. However, in the self-adaptive LUR model, the sampled points with out-of-range data are removed, resulting in a different set of best predictor variables. For each point with out-of-range data in the target area, most of the correlated variables must be determined from the existing variables obtained from the sampling points in the different buffers.
Second, correlation tests should be computed to avoid multicollinearity among all of the best buffer variables before generating a general LUR model based on the correlation test rule described in Section 2.3.1. After this process, the values of the predictor variables from the monitoring sites can be used as independent variables, and the PM 2.5 data from all of the monitoring sites can be used as dependent variables. Next, a stepwise regression method can be used to avoid the problem of multicollinearity in the independent variables and to build the typical LUR model. Third, the generation component of the concentration map is divided into two different parts. The first part requires computing the PM 2.5 concentrations by using the typical LUR model, and the second part involves the construction of the self-adaptive LUR model after removing the out-of-range points. The concentrations at the out-of-range points are computed again using the self-adaptive LUR model. For the first part, points in the target area should be sampled and the quantitative values should be computed for all of the predictor variables used in the typical LUR model. Then, these values should be input into the LUR model to obtain the PM 2.5 concentrations at each sampled point. The maximum PM 2.5 concentration observed between the 35 monitoring sites was 177.830 µg/m 3 , and the minimum concentration was 53.447 µg/m 3 . Thus, the data range for the predicted concentration was [213.395, 32.068]. Out-of-range data can be extracted based on this data range. For all of the out-of-range points, self-adaptive LUR models must be constructed. In a typical method, a single regression model is generated using pollutant concentration as the dependent variable and a selected variable as the independent variable. However, for the self-adaptive method, a group of LUR models is generated and the screened variables are calculated from the first step while removing the variables that do not exist for the considered sample point. The best buffer is selected based on the current variable. Next, the LUR model can be generated for a sampled point by using pollutant concentration as the dependent variable and the best correlated variables among the computed buffers at the current sampled point as the independent variables. In the self-adaptive method, the LUR model may be different for every out-of-range sampled point because the selected variables are different. When computing the LUR model for each out-of-range point, the predicted pollutant concentrations can be determined from the new LUR model. Meanwhile, for all of the LUR models, the out-of-range points should be screened to ensure that the adjusted R-square is greater than 0.5 and the p-value is less than 0.05, which indicates that the point is significant.
After these two steps are completed, the final concentrations of the sampled points are determined based on the concentration primarily predicted by the sampled points in the general LUR model and the concentrations predicted by the self-adaptive LUR model for the removed sampled points. Then, the final results are screened based on the defined data range. Finally, the selected sampled points are interpolated to obtain a final concentration map.
Results from the Constructed Self-Adaptive Revised LUR Model for Beijing
In this section, the results for each step in the construction of the self-adaptive revised LUR model for Beijing are shown. The first step is the data processing component, which is used to determine the predictor variables and the main environmental pollutant concentrations observed from all of the monitoring sites in Beijing. The second step is the construction of the typical LUR model and the self-adaptive LUR models for the out-of-range points in the target area. The final step is to obtain the results, which are the PM 2.5 concentrations based on spatial interpolation. The average seasonal PM 2.5 data were used as the dependent variable. Using Matlab software, the average seasonal PM 2.5 values were extracted from the source data, which included 24-h data for the main environmental pollutants at the 35 monitoring sites in Beijing.
Data Processing and Predictor Variable Screening
As shown in Table 1 in Section 2.2.1, statistical parameters were determined for the predictor variables in each of the buffers. For the spatial city scale, all of the monitoring sites behaved in the same way as the predictor variables, which is shown in reference [39] . For higher spatial scales, e.g., the national scale, the monitoring sites located in different regions of the nation may behave differently than the predictor variables. Hence, under this assumption, a correlation analysis can be used to screen the results (see Table 2 ). Statistical significance values are shown in Table 2 , in which the listed p-values are all less than 0.05. The p-values that were not significant in Table 2 are denoted by dashed lines and were removed. 
Distance to city center (i = 14)´0.633 Table 2 , the predictor variables of garden plots, average slope, population, streets, waterways, polluting enterprises, buildings, and natural landscapes were not significantly related to the PM 2.5 concentrations. The absence of correlations for these features potentially occurred for the following reasons. The distributions of the garden plots, waterways, buildings, and natural landscape predictor variables were uneven, with many values of zero in the best buffers. For the street predictor variable, the analysis scale was not suitable for city scale analysis. For the population and polluting enterprise variables, high correlations were observed for the summer and spring (data not shown), mainly because the winter PM 2.5 pollution concentrations were different between winter and other seasons. Table 2 shows the screened predictor variables for the self-adaptive LUR model. The best buffers for each variable must be determined. The results in Table 2 were screened using the highest correlation coefficient as the primary indicator of the best buffer. These findings are listed in Table 3 . 
Typical LUR Model Construction and Evaluations of Initial PM 2.5 Concentrations
The typical LUR model and initial PM 2.5 concentration evaluation were used as a basis for the self-adaptive revised LUR model.
(1) The typical LUR model (which is also called the general LUR model in this paper) was constructed as follows. As shown in Figure 3 , after the optimal semi-diameter buffer for each variable has been selected via correlation analysis, the correlation analyses between each two predictor variables should be used to remove the collinear variable based on the rules described in Section 2.2.1. The general LUR model for winter 2014 (the predicted R-squared value is 0.736, the adjusted R-squared value is 0.679 and the p-value of the model is 5.405ˆ10´7) is expressed as follows:
y " 75.067`8.798ˆ10´6ˆx 2´3 .559ˆ10´7ˆx 3´1 .012ˆ10´6ˆx 53 .725ˆ10´1ˆx 6´1 .050ˆ10´2ˆx 9`4 .741ˆ10´4ˆx 14 (1) where x 1 , x 2 , . . . , x 16 represent the predictor variable names; the units are shown in Table 3 ; and Y represents the PM 2.5 concentrations in µg/m 3 .
(2) Initial PM 2.5 concentration evaluation
To evaluate the initial PM 2.5 concentrations, the two following procedures are used. In the first procedure, even points are sampled in the target area to calculate the predicted PM 2.5 concentrations. In the second procedure, the predicted concentration is screened based on the method described in Section 2.3.2. In this study, the output resolution was set as 1000 m, and the interval between the sampled points was set as 5000 m. Hence, 1119 points were contained within the target area, as shown in Figure 4 . To evaluate the initial PM2.5 concentrations, the two following procedures are used. In the first procedure, even points are sampled in the target area to calculate the predicted PM2.5 concentrations. In the second procedure, the predicted concentration is screened based on the method described in Section 2.3.2. In this study, the output resolution was set as 1000 m, and the interval between the sampled points was set as 5000 m. Hence, 1119 points were contained within the target area, as shown in Figure 4 . For the second method, the predicted values beyond this range were removed. Overall, 280 sampling points were observed for the concentration data range. These sampling points were extracted and used for the self-adaptive LUR model.
Self-Adaptive LUR Model Computation
According to the flow chart for calculating the PM2.5 concentrations (Figure 3) , the self-adaptive LUR models must be calculated to determine the PM2.5 output concentrations. After screening the predictor variables and determining the out-of-range points, self-adaptive LUR models can be computed.
Three main steps are used for the construction of self-adaptive LUR models. First, compared with the screened predictor variables listed in Table 2 for the 151 predictor variables (xi,j, the quantitative value of the ith variable in the jth buffer, e.g., if j = 2, the semi-diameter is 1000 m), 38 predictor variables are left. Once the out-of-range data are removed and the out-of-range sampling points are extracted, the quantitative values of the predictor values at the sampling points should be calculated. For example, for sample point k, the variable xi is the predictor variable of the water if i = 5 and is zero for the buffers when j = 1 (buffer 500 m) and j = 2 (buffer 1000 m). Thus, the statistical values of the nonzero buffers j = 3 through j = 10 must be computed. However, if i = 4, the values must be checked during screening (Table 2) , which indicates that the buffer semi-diameter of 1500 m is nonzero. In this case, the values must be calculated for this variable. Thus, for every out-of-range sampling point, 38 predictor variables must be computed (a total of 38 × 1119 = 42,522 calculations).
Second, independence for every out-of-range point must be examined. For every out-of-range point, the best variable from the remaining options must be selected. For each sampled point, the For the second method, the predicted values beyond this range were removed. Overall, 280 sampling points were observed for the concentration data range. These sampling points were extracted and used for the self-adaptive LUR model.
According to the flow chart for calculating the PM 2.5 concentrations (Figure 3) , the self-adaptive LUR models must be calculated to determine the PM 2.5 output concentrations. After screening the predictor variables and determining the out-of-range points, self-adaptive LUR models can be computed.
Three main steps are used for the construction of self-adaptive LUR models. First, compared with the screened predictor variables listed in Table 2 for the 151 predictor variables (x i,j , the quantitative value of the ith variable in the jth buffer, e.g., if j = 2, the semi-diameter is 1000 m), 38 predictor variables are left. Once the out-of-range data are removed and the out-of-range sampling points are extracted, the quantitative values of the predictor values at the sampling points should be calculated. For example, for sample point k, the variable x i is the predictor variable of the water if i = 5 and is zero for the buffers when j = 1 (buffer 500 m) and j = 2 (buffer 1000 m). Thus, the statistical values of the nonzero buffers j = 3 through j = 10 must be computed. However, if i = 4, the values must be checked during screening (Table 2) , which indicates that the buffer semi-diameter of 1500 m is nonzero. In this case, the values must be calculated for this variable. Thus, for every out-of-range sampling point, 38 predictor variables must be computed (a total of 38ˆ1119 = 42,522 calculations).
Second, independence for every out-of-range point must be examined. For every out-of-range point, the best variable from the remaining options must be selected. For each sampled point, the values can be calculated and screened, and for every variable type i (if it is not removed at the screening step), the value must be calculated, compared for all of the buffers, and checked for zero values. Some variables are unevenly distributed in the target areas, which is shown in Figure 1 . For example, the water area is zero south of Beijing. Then, the values are compared with the values in Table 2 , and the best buffer j best is chosen for variable i based on the highest correlation. For example, for the water variable (i = 5), the screened buffers are 1500 m (buffer j = 3), 2000 m (buffer j = 4), 2500 m (buffer j = 5), 3000 m (buffer j = 6), 3500 m (buffer j = 7), and 4000 m (buffer j = 8). For the sample point k = 1, the water statistic is zero up to the buffer j = 3, 4, 5, 6, and only buffers j = 7 and j = 8 have non-zero values. The best buffer is chosen based on these findings. As shown in Table 2 , buffer 7 had a higher correlation coefficient among j = 7 and 8. Thus, the best buffer is j = 7 for variable 5, which means that the variable x 5,7 was chosen for the LUR model. If the statistical values of the predictor variables are zero for all of the buffers, this predictor variable should be removed for the sampled point. After determining the best buffers, the corresponding statistical values of the prediction variables at the monitoring sites were used as independent variables, while the PM 2.5 concentrations at the different monitoring sites were used as dependent values. For example, for sample point k, the basic variables were cropland, water area and terrain. After step 2, the cropland values were zero in all regions; thus, this variable was removed from the analysis. The final set was x 5,best and x 6,best , which corresponded with x 5,6 and x 6,10 .
Finally, the LUR model was computed for every sampled point. The LUR model is a regression model based on the screened variables. To avoid the problem of multicollinearity, correlation analyses between each of two best buffer predictor variables should be conducted using the rules described in Section 2.3.1 while using a stepwise regression method, and the adjusted R-square value should be more than 0.5. If the adjusted R-square value is not adjusted, the model for the sampling point should be removed. After determining all of the regression models (i.e., self-adaptive LUR models), the LUR model group was defined for the target area.
The algorithm used for constructing the self-adaptive models is described below. First, the following variables must be defined: k represents the sampled points, with a total of 1119 sampled points; t represents the monitoring site, with a total of 35 monitoring sites; i represents an individual variable (16 variables were considered); j represents the buffer, with a total of 10 buffers; S k,i,j represents the value of variable i in buffer j for the sampled point k; X t,i,j represents the value of variable i in buffer j for the monitored site t; X k,i,j represents the value of variable i in buffer j for the out-of-range sampling point k; Co i,j represents the coefficients for the variable i in the buffer j (shown in Table 2 ).
Step 1: define k as the current computation point id, i as the current computation variable id, and j as the current computation buffer id;
Step 2: define the loop for k with an initial value of 0; if k < 1119, k increases by one;
Step 3: define the loop for i with an initial value of 0; if i < 16, i increases by one;
Step 4: define the loop for j with an initial value of 0; if j < 10, j increases by one;
Step 5: if S k,i,j equals 0, go step 4; otherwise, go step 6;
Step 6: find the maximum value of Co i,j as the best related buffer j (i.e., Co i,best ); if found, go to step 3 until i = 16; then go to step 7;
Step 7: compute an array x to store all values of the variables at the 35 monitoring sites using the selected best buffer, i.e., x[i][t] = x t,i,best ;
Step 8 
PM2.5 Map Generation
The following map ( Figure 5 ) shows the final concentration map based on the self-adaptive revised LUR model for winter 2014 in Beijing. Compared with Figure 2 , Figure 5 shows high PM2.5 concentrations in the southern regions of Beijing and low PM2.5 concentrations in the north and northwestern regions of Beijing. 
Discussion of the Results
In this section, we analyze the results from the three following aspects: accuracy analysis, comparison with the typical LUR model, and a characteristic analysis of the PM2.5 concentrations for Beijing in the winter of 2014. The reliability, superiority, and limitations of the self-adaptive revised LUR model are discussed in the final portions of this section.
Accuracy Analysis
For the general LUR model, we use leave-one-out (LOO) cross-validation to evaluate the accuracy [34, 41] . LOO uses N-1 sampling points (herein the monitoring sites) to train or construct a model and then uses the remaining true values observed at the sites to evaluate the accuracy of the model prediction at a site. This procedure was repeated N times so that all sites were used as the evaluation site. However, the self-adaptive revised LUR model is a model group that combines the general LUR model; thus, we use the accuracy of the final map to evaluate its stability. To obtain the 
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Accuracy Analysis
For the general LUR model, we use leave-one-out (LOO) cross-validation to evaluate the accuracy [34, 41] . LOO uses N-1 sampling points (herein the monitoring sites) to train or construct a model and then uses the remaining true values observed at the sites to evaluate the accuracy of the model prediction at a site. This procedure was repeated N times so that all sites were used as the evaluation site. However, the self-adaptive revised LUR model is a model group that combines the general LUR model; thus, we use the accuracy of the final map to evaluate its stability. To obtain the accuracy of the final map, we extracted the prediction values at the monitoring sites and compared them with the true values. This analysis was carried out for the 35 monitoring sites based on the differences between the true values and the predicted values. Accuracy was determined using the following four evaluation methods: the mean error (ME), root-mean-square error (RMSE), standard deviation (SD), and mean error rate (MER). These accuracy metrics were computed using the following equations:
where ε i represents the difference between the true value and the predicted value for the ith predictor variable, N is the total number of true values involved in the accuracy analysis, and T i is the true value of the ith variable. These four error evaluation methods have the following meanings. Smaller RMSEs correspond with higher accuracies. If the errors are distributed around the mean, the ME should be nearly zero. When the RMSE and SD are nearly the same, the accuracy is high. The MER reflects the proportion of the error relative to the true value, with smaller MERs indicating higher accuracy.
In this paper, accuracy was evaluated from two perspectives. First, the accuracy was determined based on the PM 2.5 concentration errors in the winter (as shown in Table 4 in Section 4.2, the general LUR model is evaluated based on the LOO validation and the accuracy of the final map). Second, a statistical analysis of the different monitoring sites (shown in Table 5 in Section 4.2) was conducted to determine the characteristics of the spatial variations in accuracy based on the self-adaptive and revised LUR models.
As shown in Table 4 (comparison analysis), the total average error for winter based on the RMSE was 17.443 µg/m 3 , and the SD was 17.395 µg/m 3 , which is near the RMSE. In addition, the ME was 1.296 µg/m 3 , which is nearly 0. Thus, the accuracy was sufficient. As shown in Table 5 , the variations of the spatial accuracy based on the self-adaptive revised LUR models show specific characteristics. The traffic pollution monitoring sites had the lowest RMSEs and MERs, and the RMSEs and the SDs were nearly 0. Moreover, the MEs were nearly 0. Thus, the prediction model (self-adaptive revised LUR model) had the highest accuracy for the traffic pollution monitoring sites. In addition, the suburban environmental evaluation sites and the regional background control sites exhibited lower accuracy than the urban environmental evaluation sites and the traffic pollution monitoring sites. As shown in Figure 1 , the urban environmental evaluation sites and traffic pollution monitoring sites are located around the city center, and suburban pollution monitoring and regional background control sites are located in the suburbs. Thus, the self-adaptive revised LUR model was more accurate near the center of Beijing than in the suburbs.
Comparison with the Typical LUR Method
We also compared the self-adaptive and revised methods using the typical LUR model from the following two aspects: SPER and accuracy.
(1) SPER One of the most obvious advantages of the self-adaptive revised LUR model is its ability to improve the SPER relative to the typical LUR model. The SPER of the typical LUR model for the winter of 2014 in Beijing is 75%, while our method improves it to 90%.
(2) Accuracy
In this study, the typical LUR model and the self-adaptive revised LUR model were constructed using the same predictor variables. Then, we compared the ME, RMSE, SD, and ME for the self-adaptive LUR model and the typical LUR model using the final map accuracy with LOO cross-validation to evaluate the accuracy. The results are shown in Table 4 . In addition, we compared the accuracies of the different monitoring sites (by evaluating the accuracy of the final map) to determine the spatial variation of the accuracy (shown in Table 5 ). According to Table 4 , the ME, RMSE, SD, and MER computed from the self-adaptive LUR models were all smaller than those computed using the typical LUR model based on both final map accuracy and LOO cross-validation. Specifically, the ME was closer to 0, the predicted values all changed around the true value, and the RMSE and MER were small, which indicated higher accuracy. Moreover, the RMSE was closer to the SD for the self-adaptive LUR model than the typical model, which also indicated higher accuracy. Generally, the accuracy of the PM 2.5 concentrations was computed using the self-adaptive LUR model and was higher than the typical LUR model. In addition, the accuracy of the typical LUR model evaluated using LOO cross validation (result before Kriging interpolation) was less than the final map accuracy, which verified that Kriging improves the accuracy of the LUR model [50] .
According to Table 5 , the MEs, RMSEs, SDs, and MERs were all small when computed using the self-adaptive revised LUR model than the typical model. For the suburban environmental evaluation sites, the self-adaptive revised LUR model and the typical model exhibited similar accuracies. Generally, the self-adaptive revised LUR model improved the accuracy of the typical LUR model.
Spatial Variations of the PM 2.5 Concentrations
We also analyzed the spatial distribution characteristics of PM 2.5 in Beijing during the winter. To make this analysis more intuitive, we drew a line from north to south that successively crossed the different ring roads in Beijing as well as the center of Beijing, which is the brown line shown in Figure 6 . In addition, we extracted the PM 2.5 concentrations for the area denoted in Figure 6 , which are also shown in Figure 7 , to analyze changes in the PM 2.5 concentrations in the different regions. To make this analysis more intuitive, we drew a line from north to south that successively crossed the different ring roads in Beijing as well as the center of Beijing, which is the brown line shown in Figure 6 . In addition, we extracted the PM2.5 concentrations for the area denoted in Figure  6 , which are also shown in Figure 7 , to analyze changes in the PM2.5 concentrations in the different regions. According to Figure 5 , the spatial distribution characteristics can be summarized as follows. (1) The PM2.5 concentrations in the region southeast of Beijing were generally higher than those in the northwest; (2) The most seriously polluted areas in Beijing in the winter were the Tongzhou and Daxing Districts, the southwest region of the Fangshan District, Miyun County and its surrounding area, the southwest region of Yanqing County, the southern region of the Pinggu District, and the south regions of the Shunyi, Chaoyang, and Dongcheng Districts. To analyze the characteristics of To make this analysis more intuitive, we drew a line from north to south that successively crossed the different ring roads in Beijing as well as the center of Beijing, which is the brown line shown in Figure 6 . In addition, we extracted the PM2.5 concentrations for the area denoted in Figure  6 , which are also shown in Figure 7 , to analyze changes in the PM2.5 concentrations in the different regions. According to Figure 5 , the spatial distribution characteristics can be summarized as follows. (1) The PM2.5 concentrations in the region southeast of Beijing were generally higher than those in the northwest; (2) The most seriously polluted areas in Beijing in the winter were the Tongzhou and Daxing Districts, the southwest region of the Fangshan District, Miyun County and its surrounding area, the southwest region of Yanqing County, the southern region of the Pinggu District, and the south regions of the Shunyi, Chaoyang, and Dongcheng Districts. To analyze the characteristics of According to Figure 5 , the spatial distribution characteristics can be summarized as follows.
(1) The PM 2.5 concentrations in the region southeast of Beijing were generally higher than those in the northwest; (2) The most seriously polluted areas in Beijing in the winter were the Tongzhou and Daxing Districts, the southwest region of the Fangshan District, Miyun County and its surrounding area, the southwest region of Yanqing County, the southern region of the Pinggu District, and the south regions of the Shunyi, Chaoyang, and Dongcheng Districts. To analyze the characteristics of the spatial variation of PM 2.5 in Beijing, we analyzed the PM 2.5 concentration profile (Figure 7 ). Figure 7 shows that the spatial distribution of PM 2.5 in Beijing varied from north to south as follows: (1) the PM 2.5 concentration generally increased from north to south, validating the first characteristic discussed above; and (2) the highest PM 2.5 concentration during the winter was observed from the south fourth ring road to the southern suburban area and the lowest PM 2.5 concentration during the winter was found in the northern suburban area.
Overall, the spatial distribution of PM 2.5 in Beijing in 2014 exhibited the following main characteristics: the PM 2.5 concentrations were low in the north, particularly in the northwest, and were high in the central and southern regions. (1) Reliability of the self-adaptive revised LUR model: The accuracy analysis showed that the overall accuracy is satisfactory, and the analysis of spatial variations in accuracy showed that the accuracy was highest near the city center, which is consistent with the fact that the monitoring sites are concentrated in central Beijing. The spatial variation analysis showed that the PM 2.5 concentrations were low to the north, particularly in the northwest region of Beijing, and high in the southern and central regions of Beijing. The spatial variation analysis results were consistent with the fact that the northern region of Beijing is mountainous and contains few people; thus, less transportation is used in this region than in other regions, resulting in reduced pollutant concentrations. In the central region, a high population density and heavy traffic resulted in high pollution levels. Furthermore, the area south and southwest of Beijing, which is adjacent to Hebei province, contains many polluting enterprises. Consequently, high PM 2.5 concentrations were found in this region. Therefore, the results are consistent and show the reliability of the self-adaptive revised LUR model. An error distribution map is shown in Figure 8 , which is consistent with the results that suburban environmental evaluation sites have low accuracies in Section 4.1. The spatial autocorrelated analysis also showed the errors are not autocorrelated, which increased the reliability of this model. (2) Superiority of the self-adaptive LUR model: The SPER of the self-adaptive LUR model relative to the typical LUR model increased from 75% to 90%. In addition, the accuracy increased with RMSE from 20.643 µg/m 3 to 17.443 µg/m 3 . Meanwhile, the adjusted R-squared value for the general LUR model was 0.679, and the adjusted R-squared values for the self-adaptive LUR models for the out-of-range sampling points were more than 0.5. Hence, the self-adaptive revised LUR model was superior to the typical LUR model. (3) Limitations of the self-adaptive LUR model: When the typical LUR model does not result in an SPER of at least 80%, or when negative values are observed in the prediction results, the self-adaptive revised LUR model can be used for improving the SPER and accuracy. If the SPER is at least 90%, the self-adaptive LUR model will not improve the accuracy of the typical LUR model. Thus, if the explanation ability of the model is high and we want to improve the accuracy, the best predictor variables should be chosen because previous studies have indicated that more comprehensive predictor variables result in more accurate final LUR models. (4) Future work: The effectiveness of the self-adaptive revised LUR model for estimating the PM 2.5 concentrations for winter 2014 in Beijing is shown in this study. The presented approach will be effective for estimating the concentrations of other pollutants and other periods (e.g., spring, summer, and autumn of a year) in the future. Furthermore, this method can be used at high spatial scales, such as the national scale, because more sampled points will be outside of the data range, and the self-adaptive revised LUR model will be more effective. However, we used several open-sourced predictor variables. Thus, if possible, more predictor variables (i.e., meteorological data) should be used in future studies.
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Conclusions
Compared with previous studies, we aimed to improve the accuracy of LUR model. Thus, we introduced a novel approach for estimating PM 2.5 concentrations in this paper (i.e., a self-adaptive revised LUR model). The developed self-adaptive revised LUR model combines the typical LUR model and the self-adaptive LUR model group. The typical LUR model was used as a general model for predicting the sampled points in the target area. The self-adaptive LUR model group was used to remove sampled points that did not satisfy the concentration range. Moreover, the self-adaptive LUR model (a regression model) is adaptive to its own independent variables, which are nonzero for each sample point. The self-adaptive LUR model is a real-time model and may provide different results for each sample point. The self-adaptive LUR model group is only suitable for sampled points that are removed by the typical LUR model because of negative or out-of-range values. The PM 2.5 concentrations were estimated for winter 2014 to illustrate the model. Both the typical and self-adaptive revised LUR models were used. The results were discussed, and the reliability and superiority of the self-adaptive revised LUR model were shown.
The self-adaptive, revised LUR model can improve the accuracy of air pollution distributions. The results of this investigation demonstrate that such enhancements can contribute to the tools needed to predict future scenarios, which is an important part of pollution prevention and sustainable solutions. Thus more effective measures for air pollution can be realized based on different methods for different level of air pollution in different districts, or villages. For example, we can analyze the specific reason for different level of air pollution though the way of overlaying the air pollution distribution maps with the other thematic maps. e.g., if the accurate PM 2.5 distribution map is overlaid with a road map, then we can find out whether the area with high road density has a high level of air pollution; if the accurate PM 2.5 distribution map is overlaid with a land use map, we can see which type of land use has higher air pollution and which has less, and the measures can be made for the high air pollution areas with less forest land through planting more trees. Moreover, with the highest and the lowest rank of the air pollution for different districts of a city, which were obtained from the air pollution distribution map, the government can advocate for effective measures from regions with less air pollution. In short, a novel, effective way to achieve accurate distribution of PM 2.5 air pollution is an analysis base for preventing air pollution and improving environmental sustainability.
