ABSTRACT High-power electric grid networks require extreme reliability in their associated telecommunication network to ensure protection and control throughout the power transportation. Whereas historical events are often available and carefully documented, a few tools have been proposed to retrieve the information dealing with the heterogeneous data from maintenance forms and to support the network managers. In this paper, we propose the use of Big Data and bootstrap resampling techniques in order to analyze the historical events on power communication networks based on the different data types that are more often used in maintenance forms, namely, numerical (such as duration), categorical (such as location), or text (such as anomaly description). Bootstrap difference tests are provided to create a similar framework for proportions, means, standard deviations, and bag-of-word (BoW) distributions, and they provide us with an automatic significance level on the relevance of each field to measure the anomaly and failure severity in the communication network. Some few geographical regions and subregions were identified as prone to experiment more severe events, as well as some temporal patters corresponding to the week beginning and to the year ending. BoW analysis showed some few words being clearly present in more severe patterns, and their statistical distributions were sometimes multimodal, differently from the other features. Finally, duration analysis allowed us to quantify and to statistically describe the shorter duration of the event for the high-severity ones. These results offer a homogeneous framework for a single-feature-based study in event analysis from maintenance forms in power communication networks, and they pave the way toward the principled use of more advanced multivariate techniques.
I. INTRODUCTION
Red Eléctrica de España (REE, or Spanish Electric Network in English) is the transmission and system operator in the Spanish high voltage power grid. One of the main issues in the operation of this electric grid is the reliability of the vast set of associated telecommunication assets. A highly reliable telecommunication network containing around 30 000 km of optical-fiber cables has been built throughout the country to cover the needs arising from the conveyed information that is continuously interchanged among relays and installations [1] . A model capable of assessing the reliability of this network was previously created based on statistical learning methods [2] . Hence, an analytical estimation of reliability in the telecommunication services can be made, and accurate comparison of the global impact of different circuit configurations can be performed and quantified. Important services in the telecommunication system need to be assessed in terms of reliability, hence providing an estimation of the impact that telecommunication failures have on the network, and this is usually achieved by means of elaborated and informative parameters, such as the mean time to repair. In addition to statistical descriptions of its communication network, REE has a dedicated maintenance team, whose mission is to ensure the continuity and quality of the telecommunications services. Moreover, a staff of highly qualified personnel manages and supervises the REE network acting as a unique command for incidences, failures, traffic rerouting, security attacks, service provision and commissioning, troubleshooting, and programmed-work coordination [3] . One of their missions is to collect all the incidents throughout the year. These incidents are usually registered in a set of forms, which accumulate over the years and represent a valuable historical asset, as this data can be further exploited to extract the valuable information which it is expected to contain. However, it has been pointed out that organisations with large and growing databases could still better exploit all the potential in them, and should not be limiting themselves to elaborate seasonal summary reports [4] .
Big Data technologies have emerged and strongly developed in recent years, and they constitute nowadays a promising technology to extract relevant information from large amounts of data in a number of applications [5] . In this work, we addressed the use of Big Data analytics in order to exploit the historical events recorded in the available maintenance forms from power communication networks. For this purpose, we established a framework starting from simple and single-variable statistical descriptions of the usual features in these forms. The different data types in these forms require the analysis of categorical, numerical, or text features described by a bag-of-word (BoW) approach [6] , [7] , which represents a heterogeneous data source. Therefore, we aimed to establish a similar framework for all of them, hence making the results and interpretability readily available to the managers. Specifically, this systematic analysis framework was established in terms of statistical tests for proportions, means, standard deviations, and bag-of-word distributions, thanks to the establishment of nonparametric statistical estimation using bootstrap resampling [8] , [9] . The application field of the proposal is a telecommunication network that is embedded in a high-power grid and used to convey critical services such as electrical protection and supervision, the reliability of which needs to be extremely high. The availability of an important collection of historical events from maintenance forms has made possible its systematic analysis here, and the results show that Big Data and bootstrap techniques can be a useful tool to deal with the inherent messiness of the heterogeneous data in maintenance.
The scheme of the paper is as follows. In Section II, we include a set of related works in terms of several relevant and multidisciplinary aspects. In Section III, we present the basic statistical tests for estimating proportions, means and standard deviations, and their adaptation to data types given by dates and BoW. In Section IV, the characteristics of the maintenance database are described. In Section V, the experiments and results are presented. Finally, in Section VI, discussion and conclusions are drawn.
II. BACKGROUND AND RELATED WORKS
Many fields are opening to the new view provided by Big Data and the related technologies. In [10] , supervisory control and data acquisition databases are used for safety and secure operation of modern power systems and to provide essential on-line information about the power system state to the system operator. Other works in the literature focus on real-time analysis from physical measurements, where outlier-detection algorithms often can fail, whereas simple preprocessing algorithms can provide improved detection of a number of relevant events affecting the system. An increasing number of proposals scrutinize the use of Big Data techniques for network reliability purposes, and their impact is probably just starting to provide the network managers with effective maintenance support [11] - [13] . Examples of new developments in maintenance applications are going far beyond classical prediction approaches, and it has been shown that warranty and optimization costs can be accurately tackled [4] . Relevant use cases have been delivered for spatial-temporal structure analysis and invisible factor modelling at predictive maintenance in Industry 4.0 scenarios [14] , or for prediction of the remaining useful life based on deep learning and industrial Big Data analytics [15] . In [16] , a complete framework is presented to optimize the maintenance schedule through condition-based optimization, which also improves the prediction accuracy on the remaining life from gas turbine simulation data. Special attention is still to be paid to the effective use of text analytics in order to provide automated analysis of the free texts that are often contained in the anomaly descriptions [17] .
Broadly speaking, it can be said that the use of Big Data analytics on a given field can be addressed from two different views. On the one hand, data analysis problems can be stated in terms of multivariate analysis methods from machine learning being adapted to large amounts of data. For instance, the use of Map-Reduce for imbalanced Big Data problems has been scrutinized when using random forest classifiers where the class of events to be detected is the target one [18] . Also, the large-scale insurance data mining has been addressed from the use of random forest and support vector machine nonlinear classifiers [19] . On the other hand, it has been pointed out that large databases themselves convey much relevant information, in such a way that their analysis from simple statistical description tests can be really worth. For example, as detailed in [20] , the use of bootstrap resampling with proportion test allowed to determine the client profile in Customer Relationship Management systems from the hospitality sector. The use of bootstrap resampling techniques in Big Data scenarios is gaining increasing attention, as they offer a good quality estimation of the underlying distributions for the classical statistical tests. In [21] , scalable statistically robust and computationally efficient methods are analyzed, which are similar to the bag-of-little-bootstrap method.
Big Data analytics represents one of the supporting concepts for our analysis. Several reviews and tutorials can be found in this setting (see e.g. [22] and references therein) which not only point out the growing possibilities of these techniques, but also they bring some words of caution on the so-called the hype on Big Data, by sending a warning on the adequate application of these technologies, their use in arenas where they are actually needed, and their differentiation and relationship with conventional machine learning and data mining methods. Nevertheless, the arrival of Big Data technologies is bringing such new viewpoints that many experts are highlighting their necessary role in the information extraction. For instance, the analysis of time series from space, climate, seismology, and engineering on newly available large time series [23] shows that we simply did not understand well some of the problems until now. Data with variable spectra were shown to be just evolving among different modes, whereas these modes had not yet been resolved in short data blocks to date. In our case, we restricted our analysis to simple hypothesis tests, which have made evident the robustness of data analysis when based on large number of observations, as it is the case of the maintenance forms assembled along years. But probably the growing analysis of large amounts of data will show the actual data structure being different from some few rules, and also being difficult to explain through statistics with few samples.
Some inspiring, yet different approaches to the use of Big Data in similar scenarios are being intensely proposed on Wireless Communication Networks. In mobile networks, works can be found [24] - [26] addressing the so-called Big Sensor Data in the Cloud, where fast error detection and their location in the networks are tackled by using these techniques. Wireless communication reviews on the design of scalable wireless systems [27] have started to embrace the Big Data possibilities by capitalizing on the vast traffic data, rather than regarding it as an unwanted burden. Other works propose new types of communication networks, called data and energy integrated communication network, motivated by wireless Big Data coming from wireless sensors producing a large amount of small pieces of data, as well as by clusterbased data fusion [28] , [29] . Understanding and exploiting mobile data for social networks extends the mobile Big Data from the typical spatial and temporal dimensions [30] , and wireless networks would benefit from these facts for planing and operation. While these concepts are not straightforwardly translated into the high-voltage power grid environments, it is a matter of time that the possibilities and necessities are eventually established here, following their own path.
Although the focus of this work is a telecommunication network embedded in a power grid, it is also interesting to observe experiences in high power environments for smart grids. For example, a smart grid design based on intelligence functions has been proposed to achieve an efficient and flexible power network operation and control [31] . Energy metering data in low voltage segments of smart grids are represented in [32] with a process oriented approach, an original interpretation in terms of accumulated energy in which digital events lead to the formulation of the final event-based data gathering, and it is tested in a residential air conditioning grid example. Big Data has been already stated as a useful tool for planing and handling power network dispatching in smart grids [33] . Other specific examples from related application fields can be found on the analysis of smart maintenance decision support systems based on corporate data from a Fortune 500 company, which evidenced the existence of two possible analytical decision models that eventually were adapted to that company [34] .
III. STATISTICAL TESTS FOR HETEROGENEOUS DATA
Quality registers are usually based on storing a set of fields and their values for each recorded event in a maintenance unit. From a database point of view, we are often working with a simple and single table, which in the case of quality recordings represents the electronic form that is filled by the staff in charge in order to follow-up and manage every event in a network. If we denote the set of N events as {E n , n = 1, · · · , N }, its associated form has a data structure given by a concatenation of J features, denoted as {F j , j = 1, · · · J }. It can be seen as a two-dimensional entity, though it is not exactly a numerical matrix because of the different data type of each feature. Four of the most usual feature types are metric, categorical, date, and free text types. This way, we can define a property type for each j th feature, which can be denoted by
where special letters in the set denote the four mentioned data types considered in this work, respectively, and the order and type of the J features define the simple table data structure used in a simple quality form. For each instance, the n th event has a field value which is denoted as E n j if we see it as a twodimensional table. Accordingly, we denote by E n the set of values of the n th event in the observation table, whereas F j denotes the set of observed values for the j th feature in the register table.
A. MEAN, DEVIATION, AND DENSITY TESTS
The notation for mean differences in a metric variable is as follows. Be F j a variable such that C j .type = M, which we denote by M j . Its probability density function (pdf) [35] is denoted as f M j (M j ). We use some convenient criterion to establish two groups of the network events, namely, G 1 (the low-severity group) and G 2 (the high-severity group). Then, the conditional distributions for this variable fullfill
where P(G 1 ), P(G 2 ) are the a priori probabilities of the events in each group. Each conditional density has its own distribution parameters, and without loss of generality, we consider their conditional mean, deviation, and pdf equation itself, denoted by:
We can define their differences in both groups so that they can be used as statistic measurements or as statistic functions, as follows:
so that they can be readily used to make statistical tests to detect significant differences in the two event groups.
B. PROPORTION AND DATE TESTS
The notation for the proportion test in a categorical variable is as follows. Be F j a variable such that F j .type = C, which we denote by C j . This variable can have a set of possible values or categories among a discrete set, which is
where K j is the number of possible categories for variable C j . The probability mass function (pmf) of that categorical variable is given by P(v j k ), which can be seen as the proportion of presence of this category in a finite set of observed events. If we again consider two groups, the conditional probabilities for that variable are as follows,
We can define a convenient statistic with their pmf difference,
and the differences in all the categories of this variable can be grouped in a feature vector, given by
This same proportion test can be used to analyze variables with date types, in terms of the day of the week, the day of the month, the (number of) month, and the year, as any of them can be expressed as categorical variables.
C. BAG-OF-WORD TESTS
The notation for a possible statistical test in a free-text field variable is as follows. Be F j a variable such that F j .type = T, which we denote by T j . It is usual to address text-analytic problems by means of BoW, which basically consists of thresholded histograms for the number of appearances of each word in the free-text field for each event. In [36] , several representative examples of the flexibility of a BoW search are displayed with detail. In our problem, be
that can be found in the text and their corresponding frequency f k j , which can be sorted with descending frequency without loss of generality.
The pmf of the BoW variable can be used to yield a vector which is expressed as
and we can define the following vector difference to make statistical tests with them:
which again can be seen as a vector collection of proportion difference tests.
D. BIG DATA CALCULATIONS
Statistical learning and machine learning methods are very popular when extracting useful information from sets of available data. However, the number of data and variables has been increasing considerably in the last years, which has caused issues of memory, storage, and computational cost when applying these methods. To overcome this limitation, Big Data solutions are being proposed and solving them to a certain extent. With these new techniques, statistical methods and machine learning are being adapted and implemented with new tools, making possible their efficient application. One of the best known Big Data tools is MapReduce [37] . This technique consists in that all those tasks that are embarrassingly parallelizable are executed (mapped) on different parts of the data distributed in different computing nodes. These tasks are known as map functions and they return a key-value pair. To gather all the results in the different keys, a so-called reduce function is used, which summarizes all the values of the same key in a certain value.
As mentioned above, in this study we considered up to four types of variables, namely, categorical (among which are those that are date type), numerical, and free-text. Depending on the type of variable, a different statistical test can be applied, being the test of difference of proportions for the categorical ones, the test of difference of means for the numerical ones, and the test of BoW for the textual ones. In order to calculate these tests, an initial step is required to know the amount or proportion of each particular case. If the number of categories (in the case of categorical variables) or of different words (in the case of textual variables) is very high, this step can become unfeasible. To overcome this bottleneck by making the proposed solution scalable, a map-reduce technique can be applied to obtain these counts, and from them, it is possible to compute those tests without computational, memory, or storage problems.
In order to obtain efficiently these tests, a bootstrap resampling procedure has been applied over all the computed counts for each feature and category at hand.
IV. TELECOMMUNICATION NETWORK AND MAINTENANCE DATABASE
REE main mission is to ensure the continuity and security of the electricity supply, the coordination between the electricity production and its consumption, and the development of the transmission grid. It is also in charge of the management of the transmission grid. REE electrical grid is complex and consists of more than 37 000 km of very high voltage transmission lines with more than 70 000 MVA of transformer capacity. Since REE has been operating the Spanish grid for more than 30 years, it has assembled a high amount of maintenance data in its telecommunication assets. In order to provide efficient operation and the right use of these assets, a high-quality maintenance planning has been carried out to ensure the requested reliability and availability. Consequently, a unified database has been generated during this time, where events and incidents have been registered and detailed. Figure 1 shows the architecture of the running processing system. It consist of several processes, namely, the remote supervision, on-site troubleshooting, data acquisition, and data analysis. Some of the maintenance issues are to spot problem areas, to follow-up critical network components, and to adjust network infrastructure to ensure high reliability. Some of the most critical factors in this setting are the fieldteam coordination, the downtime, and the spare-part logistics.
The data employed in this study were assembled from 2007 to 2016 with about 20 000 registers, hence creating a large database of recorded anomalies. The information contained in this database is issued by maintenance operators in accordance with international and sector-specific standards, whose objectives are to act as a repository for all the nonconformity conditions. The stored information consists of a structured data set based on maintenance forms reflecting anomalies in the telecommunication network. Examples of the main attributes of each anomaly are the time of occurrence, its duration, its geographical location, involved equipment, or administrative division, among others. As this represents a sophisticated and real telecommunication network, there have been many changes in the underlying technology as well as in the style of recording the information that sometimes can generate uncertainty. Therefore, the data set is rich, heterogeneous, and not easy to interpret and harness. The systematic and advanced exploitation of this knowledge, notwithstanding the inherent clutter conditions of data, has been the main purpose of this work.
Specifically, data selected for this work consisted of 19 849 registers with 12 fields each that are currently stored in a corporate SAP R3˙database with possibility to export to standard spreadsheets. Its structure is one-dimensional in a single table with no relations to other repositories. Table 1 shows a high-level description of the fields associated to the most relevant variables (note that a variable can be expressed as a set of fields, as in the case of location). Date are stored in raw text format, time fields were adapted to export to a spreadsheet, and no further data conversions were made, so that data in this work have been processed as they were originally recorded. Database was finally exported from the intermediate spreadsheet to the custom-made analysis tool using Map-Reduce or datastore access to large datafiles. Other fields were considered to be non-relevant for the present study.
V. EXPERIMENTS AND RESULTS
The data in the available maintenance forms were analyzed by following the described methodology. Features were grouped according to their nature for their analysis. We started by analyzing the categorical features in general terms, and then, the results from dates and from the BoW variables were specifically scrutinized as categorical features but according to their specific data structure. Afterwards, one of the most relevant numerical features, the duration of the event, was statistically analyzed. The shown features in the next subsections have been provided to display representative examples where event management can be effectively and efficiently supported with the proposed method.
In all cases, two groups were created by using the severity of each anomaly, according to its evaluation by the maintenance staff. Several severity levels were available in the description of the raw data, which were assembled in order to assign a single severity type among two possible choices, namely, low and moderate severity events were assigned to G 1 , whereas high severity events were assigned to G 2 .
A. RESULTS WITH CATEGORICAL FEATURES
A representative example of categorical features in the REE maintenance forms can be obtained from the fields devoted to the geographical location of the network events. Two categorical features were used to this end, which can be called region and subregion. These features divide the national Spanish territory into 11 regions and 34 subregions, with several subregions being included each into a single region. These areas were the subdivisions routinely used for maintenance and administration in the organization. We conducted the proportion difference analysis in order to scrutinize if some geographical bias was present in the severity of the events. Recall that, for this particular case statistic, p represents the difference between the proportions for every category in the studied categorical feature and between both severity groups, namely, G 1 for low-medium severity and G 2 for high severity events. Figure 2 shows a representation of the results for the geographical divisions in REE. The upper panel shows the bootstrap estimated distributions for the p statistic in each of the categories of feature region. Note that the pdf of this statistic is plot as normalized to unit maximum amplitude, which is very convenient for visualization purposes. In this representation, the pdf of each category are sorted from larger to lower mode value of their p according to the bootstrap estimated distribution. In accordance with this, we can have three possible situations for each pdf. First, if p overlaps zero, this means that the probability of low severity anomalies (from G 1 ) being in that particular geographical region is similar to the probability of high severity ones (from G 2 ), so these regions have no particular bias or additional information in terms of event severity. Second, a p with its pdf significantly located at negative (positive) values means that anomalies are preponderantly of high (low) severity in this category or region. Note that, again for representation purposes, each estimated pdf is plot in thicker line stile, and also the category label is displayed at the top of the pdf for those significant categories, hence allowing us to scrutinize the most relevant categories for each feature.
According to these previous considerations, the upper panel in Fig. 2 shows that: (a) Severity is predominantly higher in region M ; (b) It is predominantly lower in regions E, B, and A; And (c) it has no relevant proportion differences in the other regions. Based on this result, more detailed information can be obtained by considering the subregions for each zone, as shown in the lower panel. It is interesting to note that category A2 exhibits larger p compared to the other significantly positive categories, and that B subregions are less particularly significant when considered separately. Also, for the negative regions, only 3 subregions are separately significant. Only one subregion is significant from region M , despite the fact that is one of the most significant regions.
From a network management point of view, this implies that we can readily observe that in some subregions there is a prevalence in the severity of the anomalies, pointing out hot zones to be subjected to ulterior maintenance efforts, such as D3. As a result of this assessment, controls should be imposed to reduce the involved risks in these areas, which may include an evaluation of the environment in which the works take place, a relocation of the spare parts, or the redefinition of the maintenance cycle, among others.
As a result of the analysis of geographical factors from a large enough dataset, geographical biases can be seen in the maintenance activity, and specific variations showed up clearly, indicating those areas where further effort should be applied. In this setting, Spain is a large country with diverse climatological criteria, which affects the severity of the network events. The associated fiber network, which is the backbone of the telecommunication network is a very long wide infrastructure that covers the whole of the country as it is shown in Fig. 3 . Also the network maturity is geographically heterogeneous, basically associated to the differences between high and low population density (urban and rural areas), raising different evolution of the maintenance and behaviour of the network. Very broadly speaking, regions with longer history are usually linked to grid distribution in larger population and industrially developed areas, which usually have less severe events. In these cases, there are more frequent small failures but implying few and moderate supply cuts, hence low severity. In non-urban areas there are few failures but with higher severity and larger rate of cuts, given that the network is not so densely meshed and maintenance response is harder to provide.
B. TESTS FOR DATE FEATURES
Another representative analysis regarding the time of anomaly was conducted, aiming to identifying time patterns that exhibited informative behaviour from a maintenance viewpoint. In particular the following variables were obtained from the available date fields in the database: First, the year was represented by a categorical feature with 10 possible values, corresponding events taking place on years 2006 to 2015; Second, the day of the month was represented with categories from day 1 up to day 31 (from the beginning to the end of month); Third, the day of the week was coded in a categorical feature with values from 1 (Monday) to 7 (Sunday); Finally, the month was coded in a categorical feature with values from 1 (January) to 12 (December). Figure 4 shows the normalized pdf representation of the results for the proposed date features. There is a changing trend in the severity throughout the years, with an initial significantly prevalence of high-severity events in 2006, then some years with significant prevalence of low-severity events until about 2010, and finally some years (not all of them) with prevalence of high-severity events. It was checked that about 2010 there was a change in the management directive of the severity, which was clearly observed on a more detailed look to the raw event data empirical distributions (not shown). In the case of the days of the month, few significant trends were observed, only days 4 an 15 showed a significant lowseverity distribution, but they seemed to correspond more to isolated cases of random significance that to the presence of some structure patterns in this feature. In the case of the day of the week, it can be seen that Monday and Wednesday is when severity is expected to be significantly higher, which is related to the days of the week when the electric load is in general larger and when there is more workload in VOLUME 6, 2018 the installations. On the other hand, the event severity on Saturday is significantly lower, probably by a similar effect of reduced electric load in the grid and much reduced workload of the staff in the weekend. Finally, it should be noted that a significant increase of severity at the end of the year is detected and clearly patent, uncovering a weather effect of the cold days and the workload increase that happens during these dates.
Previous results provide an intuitive inside benchmarking justified by the fact that it is difficult to acquire otherwise troubleshooting strategic knowledge. Based on these results, some recommendations minimizing the expected troubleshooting cost were inferred, such as balancing the workload in hot periods of time such as the end of the year and the beginning of the week. Accordingly, a carefully implemented task planning can further enhance the network reliability.
C. RESULTS WITH BOW FEATURES
Many of the analysed events have several descriptions attached, which were manually typed by the maintenance operator at the moment that the anomaly was registered. As the events were collected along several years by many different human operators, this kind of descriptions are far from homogeneous or systematic. One has to take into account that fee-text fields aim to supply the human with the possibility of including the relevant aspects of the event which are not covered by the description through the existing categorical fields. For this reason, it is highly recommendable to try to extract relevant knowledge with proper tools from this kind of fields. One possibility that is excluded here is the use of natural language processing, given that the annotations often do not follow a narrative style. Instead, we decided to implement the described statistical test for the BoW profile of the free-text fields. By using categories representing the total set of words existing in a field for all the events, we first thresholded those words with very low number of appearances. Then, usual non-representative words were also excluded (for example, and, or, the, and a complete set of them as usual in this kind of analysis). We constructed a word representation where the number of occurrences for the remaining set of words are calculated for each event, and their normalized frequencies can be used to establish the proportion difference of the BoW distributions. Figure 5 shows the graphical representation of the BoW difference distribution profile in two different free-text fields, one for simple anomaly description and another for the location description. The first one was mostly free text, whereas the second one consisted on a set of non-regularized description terms which just exhibited so much marked interoperator variability that it was not possible to deal with it as a categorical field. Note that, in this case, the values for pdf are much smaller in general, because the number of possible categories (existing words in the BoW description) is larger than in the preceding cases (here we work with vectors with several hundreds of descriptive words). The proposed analysis acts as a word filter which emphasizes which words are associated with a higher or a lower severity of the event in terms of their appearance in the text field. In both cases, there are some few words which are significantly different in both types of events, but they exhibit a clearly different category distribution shape with respect to the non-significant ones. In addition, it is very interesting to note here that the relevant category distributions are often multimodal, a characteristic that was not present in the preceding features, and that the nonparametric character of the used bootstrap resampling techniques has allowed us to deal with them in a similar framework. Finally, note that the number of significantly different words is larger in the fully free-text feature than in the other case.
This BoW model is to be used as an information retrieval process where occurrence of each term is used as a feature. The complexity comes in deciding how to score the presence of known words. Nonetheless, word frequencies are not unquestionably the best depiction for its importance. In this particular case an heuristic rough guess was made searching for terms without immediate and expected relation with failures. From this analysis, relevant conditions that are not straightforwardly related to the communication equipment were encountered, such as the fact that auxiliary power and cooling systems are particularly attached to an important number of severe communication failures.
D. RESULTS WITH EVENT DURATION TESTS
One of the key parameters for data quality maintenance and management is the event duration, which can be defined as the elapsed time of an anomaly since it is detected until it is resolved. This factor has an obvious impact on the overall reliability and availability of the network, and it is widely used to elaborate widespread used service parameters such as the Mean Time To Repair. Factors affecting the event duration could be related to causes with very different nature, such as geographical areas or time of the year. In our case, we constrained ourselves to analyze the duration of the events. Several technical considerations should be taken into account for this purpose. First, the duration required to be calculated by subtraction of the ending date and hour from the beginning date and hour, and this made that some cases had to be considered as missing data, for instance, empty fields in one or another date, or wrongly inputted dates due to human errors. These cases were not considered for the analysis of the duration statistics. Second, it was evident that the duration distribution was more clearly scrutinized when including a logarithmic transformation on the data, due to the heavy tails observed in natural units. Figure 6 shows the statistical analysis in several description levels. First, the estimated pdf for both groups was significantly larger in G 2 between -2 and 0.5 (intermediate VOLUME 6, 2018 values), whereas it was significantly larger in G 1 after about 1 in the abscissa axis, showing that the event durations are clearly and consistently shorter in high-severity events. Note the asymmetric profile on the distribution, specially for G 2 , in which we can see an even more complex profile due to the presence of multimodality. Again, the use of nonparametric bootstrap resampling techniques allows us to establish statistical tests with a robust and homogeneous framework also for this variable. The panel to the left shows the estimated pdf for the m and the σ parameters, where it can be clearly seen that not only the average duration is larger in the lowseverity events (about 0.35), but also its standard deviation is (about 0.50). Taking into account the interpretation of the logarithmic scale on the difference of statistical parameters, it can be stated that the average (standard deviation of the) duration in low-severity events is about 2.2 (3.1) times larger than in high-severity events.
The property of the group with high severity having shorter duration is obviously consistent with the overall concept of troubleshooting, where important failures require to be solved first. Nevertheless, this analysis provides a way to quantify this intuitive property and it allows the manager to follow the objective of its reduction for future years.
VI. DISCUSSION AND CONCLUSIONS
A new method has been proposed and applied to the analysis of data from 10 past years in the telecommunication network of REE, which was capable of making evident the significantly relevant features from the usual maintenance reporting forms. The outcome extracted from the data has led to elucidate critical areas with high proportion of critical anomalies and it has exposed relevant conditions to be taken into account, such as auxiliary systems. This way, the proposed method readily provides the managers with relevant information from their maintenance forms and it can be used to establish troubleshooting procedures, ensuring more confident decisions about the optimal time for making inspections at predetermined intervals and about early warning detection of equipment performance degradation. Moreover, the method has helped to create a set of guidelines for optimization in corrective maintenance, hence reducing the actions carried out when following a failure detection and aimed to restore normal operating conditions. The exposed methodology shows complex statistical shapes in the data reflecting the implicit maintenance behaviour. A trend associated to geographical and administrative division was uncovered, this suggesting focus on it for ulterior efforts. Accordingly, critical areas were designated after this result. The outcome extracted from the scrutinised data has led to transform the maintenance strategy and to predict the optimal time and site for making inspections at predetermined intervals, aimed at early warning detection of equipment performance degradation. Moreover, it has helped to create additional guidelines for optimization in corrective maintenance, hence reducing actions carried out just following detection of a failure and aimed at restoring normal operating conditions. Furthermore, and again from an organization point of view, this study advocates a new perspective where the proposed model becomes a support for the expert intuition, since it allows a new form of homogeneous representation and statistical check of the anomaly severity.
Although the data used for this study could not have considerable dimensions to be considered Big Data depending of the authors, the company does have the dimensions and the volume of work necessary for this set to become Big Data very quickly. Therefore, solutions designed to extract value from this data must be scalable for growing and future increasingly larger sizes. Hence, the algorithm proposed in this paper does make use of Big Data techniques, enabling its execution of an embarrasingly parallel way. Therefore, what we can call Big Data is the algorithm that we have proposed, because it is designed to be capable of dealing with Big Data sets.
The focus of the present work has been to provide the managers with knowledge and expertise based on the exploitation of maintenance forms. At this point, simple statistical descriptors are shown to be useful, and single-feature analysis has been driven. Hence, a mixed approach has been done somehow including data science and consulting viewpoints. In particular, -type statistics have been considered as the key indicators for an interesting maintenance condition, and their significance is provided by the tool when their pdf is statistically far apart from being zero, hence this condition can be readily and advantageously used to trigger further analysis and possible alerts. Nevertheless, other advanced analysis can probably benefit from the availability of large amounts of data, and it is very likely that more compact approaches can be done in terms of adequate multivariate methods. The proposed analysis could be used in the maintenance system by generating alerts if several of the significant values of the significant features are reached by a new form in the system by the maintenance staff, so that the severity estimated by the system can be contrasted with the incorporated by the expert and maybe some relevant situations can be detected. However, while technically possible, it is very likely that this approach will generate a large amount of false alarms. Multivariate methods could be used to design an on-line alert system which can actually support the managers, and their design and specifications should be previously worked together with them as end users.
It is possible to extrapolate this model to maintenance of other energetic and linear structures, such as low voltage electrical grids, telecommunications networks, or oil-pipes. Special interest is to be placed on wide area networks, where geographical bias should be taken into account. Moreover, a further and easy-to-take step would be a combined analysis of the fields in the database with external databases and information sources, as it is the case of Geographical Information Systems (GIS). On the other hand, the customdeveloped tool has been designed to provide the user with independence from the data source, so that it is not necessary either customising or performing conversion rather than conventional spreadsheet format on the available information, and it could be readily integrated in general maintenance information systems and control panels.
The use of time series and recorded data for failure prediction has been certainly studied in the past in the current scenario [38] . While it has worked well in previous years, it is still based on the traditional experience based judgement and there is a growing need to update it from the points of view of both the evolving infrastructure and the new maintenance needs. In our telecommunication network application, reasons supporting the approach to Big Data raise from the interest to avoid a rigid and soaring demand for timely and integrated data. This way, huge efforts are not wasted in identifying, cleaning, refining, and categorizing the data. The proposed and simple bootstrap algorithms were observed to fit adequately with the intrinsic messiness present in troubleshooting data. These schemes are to be definitely in constant evolution, with a progressive deployment of remote management and intelligent tools enabling an early warning and preventive troubleshooting actions. Thus, experiences relating to maintenance aspects are to be used to feedback procedures and to set a valid knowledge transfer process. The proposed method needs to evolve, likely guided by the requirements of the high power networks, but it already can be used to interpret a wide variety of information, including some points which apparently are not directly devoted to maintenance. These results show the analysis power of the methods when driven by large amounts of data, and they pave the way towards a principled extension to the use of multivariate and possible non-linear techniques.
