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PROJECTION INEQUALITIES FOR ANTICHAINS
KONRAD ENGEL, THEMIS MITSIS, CHRISTOS PELEKIS, AND CHRISTIAN REIHER
Abstract. Let n be an integer with n ě 2. A set A Ď Rn is called an antichain
(resp. weak antichain) if it does not contain two distinct elements x “ px1, . . . , xnq and
y “ py1, . . . , ynq satisfying xi ď yi (resp. xi ă yi) for all i P t1, . . . , nu. We show that the
Hausdorff dimension of a weak antichain A in the n-dimensional unit cube r0, 1sn is at
most n´1 and that the pn´1q-dimensional Hausdorff measure of A is at most n, which are
the best possible bounds. This result is derived as a corollary of the following projection
inequality, which may be of independent interest: The pn ´ 1q-dimensional Hausdorff
measure of a (weak) antichain A Ď r0, 1sn cannot exceed the sum of the pn´1q-dimensional
Hausdorff measures of the n orthogonal projections of A onto the facets of the unit n-cube
containing the origin. For the proof of this result we establish a discrete variant of the
projection inequality applicable to weak antichains in Zn and combine it with ideas from
geometric measure theory.
§1. Introduction
Sperner’s theorem [20], a cornerstone of extremal set theory, determines for each positive
integer n the maximal size of an antichain in the power set of an n-element set and describes
the extremal configurations. In the statement that follows, rns denotes the set t1, . . . , nu
of the first n natural numbers and A Ď ℘prnsq is said to be an antichain if x Ę y holds for
any distinct x, y P A.
Theorem 1.1 (Sperner). If n ě 1 is an integer and A Ď ℘prnsq is an antichain, then
|A| ď ` ntn{2u˘. Equality holds if and only if for some ` P  tn{2u, rn{2s( the set A is the
collection of all `-element subsets of rns.
Sperner’s fundamental result has been generalised in various ways and gave rise to a
substantial body of future developments both within extremal set theory and beyond
(see [1, 10]).
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Observe that via characteristic vectors the power set ℘prnsq can be identified with the
set t0, 1un of n-dimensional 0-1-vectors. Moreover, for any two subsets x and y of rns we
have x Ď y if and only if the characteristic vector of x is coordinate-wise at most the
characteristic vector of y. Therefore, Sperner’s theorem can be reformulated as a statement
about t0, 1un equipped with the product partial ordering. It seems natural to ask what
happens when one replaces t0, 1un by the n-dimensional unit cube r0, 1sn.
Let us fix the following notation for discussing such situations. Given two n-tuples
x “ px1, . . . , xnq and y “ py1, . . . , ynq in Rn, we write x ď y if xi ď yi for all i P rns.
Moreover, if x ď y and x ‰ y we write x ă y, while x*y has the stronger meaning that
xi ă yi holds for all i P rns. A set A Ď Rn is called an antichain (resp. weak antichain) if
it does not contain two elements x and y satisfying x ă y (resp. x*y). So every antichain
is also a weak antichain.
In order to get some deeper insight first we replace the unit cube r0, 1sn by its discretiza-
tion Dnm “
 0
m
, 1
m
, . . . , m´1
m
(n, where m is a fixed positive integer. De Bruijn et al. [6]
proved that the sets An,` “
 
x P Dnm :
řn
i“1 xi “ `
(
, where ` P  tnpm´1q{2u, rnpm´1q{2s(,
are maximum antichains. Using chains of the form
¨ ¨ ¨ ă px1, x2, . . . , xnq ă
`
x1 ` 1m , x2 ` 1m , . . . , xn ` 1m
˘ ă ¨ ¨ ¨
it is easy to show that the set Wn “ tx P Dnm : xi “ 0 for some iu is a maximum weak
antichain. Note that |An,`| “ O pmn{?nq as n Ñ 8 and that |Wn| “ mn ´ pm ´ 1qn,
whence |An,`|{|Wn| “ Op1{?nq as nÑ 8.
Now we come back to the unit cube r0, 1sn. Obviously, the set
A‹n “
!
x P r0, 1sn :
nÿ
i“1
xi “ n{2
)
is an antichain and the set
W ‹n “
 
x P r0, 1sn : xi “ 0 for some i
(
is a weak antichain in r0, 1sn. In view of its similarity with the previous extremal config-
urations one might expect them to have an interesting maximality property. Questions
addressing the extremality of (weak) antichains in r0, 1sn become meaningful as soon as
one agrees on an (outer) measure on r0, 1sn that allows us to compare any two different
candidates. The first measure on r0, 1sn that usually comes to mind is the n-dimensional
Lebesgue measure. However, the antichain A‹n (and also the weak antichain W ‹n) is null
with respect to this measure and the following result due to the first author [9] shows that,
actually, all other antichains in r0, 1sn are null in this sense as well.
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Theorem 1.2. If c ą 0 and A is a Lebesgue measurable subset of r0, 1sn that does not
contain two elements x ď y with řni“1pyi´ xiq ě c, then the Lebesgue measure of A cannot
exceed the Lebesgue measure of the optimal set
Apcq “
!
x P r0, 1sn : n´ c2 ď
nÿ
i“1
xi ă n` c2
)
.
As a matter of fact, the antichain A‹n and the weak antichain W ‹n are not only null with
respect to the Lebesgue measure, but they also have the intuitively stronger property of
being pn´ 1q-dimensional. One may thus wonder
(1 ) whether every antichain and weak antichain in r0, 1sn is at most pn´1q-dimensional
(2 ) and if so, whether A‹n andW ‹n are in a natural sense the “largest” pn´1q-dimensional
antichain resp. weak antichain in r0, 1sn.
The perhaps most natural measure theoretic concepts for making these questions precise
are Hausdorff dimension and Hausdorff measure, so let us briefly recall their definitions. If U
is a non-empty subset of Rn, we denote its diameter by diampUq. For real numbers s ě 0,
δ ą 0 and for A Ď Rn we write
HsδpAq “ αs inf
!ÿ
iPN diampUiq
s : A Ď
ď
iPN Ui and diampUiq ď δ for every i P N
)
,
where the normalisation factor αs “ pis{22sΓps{2`1q denotes the volume of the s-dimensional
sphere of radius 12 . Its presence ensures that if s “ n and tUi : i P Nu is a collection of
mutually disjoint balls, then the right side agrees with the total volume of these balls. For
later use we remark that these quantities HsδpAq are very robust under the addition of
various regularity properties that can be imposed on the sets Ui. For instance, one could
insist that these sets need to be closed (see e.g. [2, p.4]).
Evidently for fixed s and A, the value of HsδpAq increases as δ decreases and thus the
limit
HspAq “ lim
δÑ0H
s
δpAq ,
called the s-dimensional Hausdorff measure of A, exists. It is well-known that Hn agrees
on Rn with the n-dimensional Lebesgue outer measure (see e.g. [11, p.87]). In particular,
Hnpr0, 1snq “ 1.
The Hausdorff dimension of A, denoted by dimH A, is defined by
dimHpAq “ inf ts : HspAq “ 0u .
One checks easily that s ă dimHpAq implies HspAq “ 8, while for s ą dimHpAq one
has HspAq “ 0. Therefore, for fixed A the only value of s for which HspAq can have a
“non-trivial” value is s “ dimHpAq. We refer to [2,11,12] for legible textbooks on the topic.
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Let us now return to our problems (1 ) and (2 ). Our main result does indeed imply that
every weak antichain (and hence also every antichain) A Ď r0, 1sn satisfies dimHpAq ď n´1.
The second question, however, has a negative answer concerning antichains, but a positive
answer concerning weak antichains. Notice that W ‹n is a union of n facets of the unit
n-cube, wherefore Hn´1pW ‹nq “ n.
In order to prove the optimality of W ‹n we establish a more general result, which we call
the projection inequality. It asserts that the Hn´1-measure of a weak antichain A Ď r0, 1sn
is at most the sum of the Hn´1-measures of the orthogonal projections of A to the n facets
of the unit cube containing the origin. Such projections are just deleting a fixed coordinate.
When n is clear from the context and i P rns we write pii : Rn ÝÑ Rn´1 for the projection
defined by
piipx1, . . . , xnq “ px1, . . . , xi´1, xi`1, . . . , xnq .
Our main result on weak antichains in the unit n-cube reads as follows.
Theorem 1.3. If A is a weak antichain in r0, 1sn, then
Hn´1pAq ď
nÿ
i“1
Hn´1`piipAq˘ .
In particular,
Hn´1pAq ď n and dimHpAq ď n´ 1 . (1.1)
In order to find “better” antichains than A‹n one can start with the “best” weak antichain
W ‹n and deform it slightly to obtain an antichain. This can be done in a polyhedral way,
but here we present a “smooth” way: Consider the hypersurface
Ap “ tx P r0, 1sn : }x}p “ 1u
as pÑ 8. One can easily verify that the `p-unit ball Bp “ tx P Rn : }x}p ď 1u converges
with respect to the Hausdorff metric to the `8-unit ball as p Ñ 8. Moreover, it is well-
known ([19, p.219]) that if a sequence of convex bodies Ki converges to a convex body K
with respect to the Hausdorff metric, then Hn´1pBKiq Ñ Hn´1pBKq. For these reasons we
have Hn´1pApq Ñ n as pÑ 8.
Corollary 1.4. For every positive integer n we have
sup
 Hn´1pAq : A Ď r0, 1sn is an antichain( “ n .
Note that H1pA‹2q “
?
2 ă 2 and H2pA‹3q “ 3
?
3{4 ă 3, and in general one can easily
check that Hn´1pA‹nq ă n and thus A‹n is indeed not optimal.
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Obviously, for every antichain A Ď Rn, the restriction of pii to A is injective. We
emphasise, however, that the projection inequality does not remain true if the antichain-
condition is relaxed to an injectivity-condition. Indeed, Foran [13, p.813] constructed
bijective functions from r0, 1s onto r0, 1s whose graphs have arbitrary large H1-measure.
One of the two central ideas in our approach is to discretise Theorem 1.3. In particular,
a basic tool for the proof of Theorem 1.3 is the following discrete variant of the projection
inequality replacing Hn´1 by the counting measure.
Theorem 1.5. If A is a finite weak antichain in Zn, then
|A| ď
nÿ
i“1
|piipAq| .
Our article is motivated by the idea that several combinatorial statements have continuous
counterparts. This is a rather old idea, which dates back at least to the 70s, and since its
conception many results have been reported in a “measurable” setting (see e.g. [4,5,9,15,16])
or in a “vector space” setting (see e.g. [14, 17]).
Organisation. In Section 2 we prove Theorem 1.5. We use this result together with
some ideas pertaining to geometric measure theory in Section 3 for proving the special
case of Theorem 1.3 where A is an antichain. This section might be the technically most
demanding part of the article and we defer an outline of the argument to Subsection 3.1.
In Section 4 we complete the proof of Theorem 1.3 by reducing it to the special case that A
is an antichain. The concluding remarks in Section 5 describe several problems for future
research.
§2. The discrete projection inequality
The key observation on which the proof of Theorem 1.5 relies is that every weak antichain
in Zn can be partitioned into n parts such that for each i P rns the projection piip¨q is
injective on the i-th part.
Proof of Theorem 1.5. Let A Ď Zn be a weak antichain. Define recursively disjoint sub-
sets A1, . . . , An of A as follows. If for some i P rns the sets A1, . . . , Ai´1 have just
been constructed, set Bi “ A r pA1 Y . . . Y Ai´1q and let Ai be the set of points
in Bi whose i-th coordinates are minimal. In other words, Ai is defined so as to con-
tain those points px1, . . . , xnq P Bi for which there exists no integer yi ă xi such that
px1, . . . , xi´1, yi, xi`1, . . . , xnq P Bi.
We contend that the set Bn`1 “ Ar pA1Y . . .YAnq is empty. Indeed, assume indirectly
that some point x “ px1, . . . , xnq belongs to Bn`1. Using the definitions of An, . . . , A1 in
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this order we find integers yn ă xn, . . . , y1 ă x1 such that px1, . . . , xi´1, yi, . . . , ynq P Ai for
every i P rns. In particular, the point y “ py1, . . . , ynq is in A and satisfies y*x, contrary
to A being a weak antichain. This proves that A “ A1 Y¨ A2 Y¨ . . . Y¨ An is a partition.
Now obviously for every i P rns the projection pii is injective on Ai, whence
|Ai| “ |piipAiq| ď |piipAq| .
We conclude that
|A| “
nÿ
i“1
|Ai| ď
nÿ
i“1
|piipAq| ,
as desired. 
§3. Antichains
3.1. Overview. This section deals with a special case of our main theorem, where rather
than weak antichains we only consider antichains. So explicitly we aim at the following
result.
Proposition 3.1. If A is an antichain in r0, 1sn, then
Hn´1pAq ď
nÿ
i“1
Hn´1`piipAq˘ .
As the proof of this estimate is somewhat involved, we would like to devote the present
subsection to a discussion of our basic strategy. An obvious approach is the following
discretisation procedure: Take a large natural number m, cut the unit cube into mn smaller
cubes of side length 1
m
and keep track which of these cubes intersect A. This situation
can be encoded as a weak antichain in rmsn, to which the discrete projection inequality
(Theorem 1.5) applies. On first sight one might hope that in the limitmÑ 8 this argument
would yield Proposition 3.1. But when working out the details, one discovers that one
looses a constant factor which depends on the dimension n, but not on the antichain A
itself.
Lemma 3.2. For every positive integer n there exists a constant D ą 0 such that every
weak antichain A Ď r0, 1sn satisfies
Hn´1pAq ď D ¨
nÿ
i“1
Hn´1`piipAq˘ .
To aid the reader’s orientation we remark that in Subsection 3.2 we will show this
estimate for
D “ npn´1q{2 ¨ αn´1 “
c
2
pi2n
¨
´pie
2
¯n{2 p1` op1qq , (3.1)
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but the precise value of D will be rather immaterial to what follows.
A completely different and more analytical approach to Proposition 3.1 starts from the
following observation. Suppose that f : r0, 1sn´1 ÝÑ r0, 1s is decreasing in each coordinate
and sufficiently smooth, and that we want to study the antichain
A “  px, fpxqq : x P r0, 1sn´1( .
Denoting the partial derivatives of f by D1f, . . . , Dn´1f one checks easily that
Hn´1pAq “
ż
r0,1sn´1
a
1` |D1fpxq|2 ` . . .` |Dn´1fpxq|2 dx
and
Hn´1`piipAq˘ “ ż
r0,1sn´1
ˇˇ
Difpxq
ˇˇ
dx for all i P rn´ 1s,
for which reason the projection inequality for A follows froma
1` |D1fpxq|2 ` . . .` |Dn´1fpxq|2 ď 1` |D1fpxq| ` . . .` |Dn´1fpxq|
and from pinpAq “ r0, 1sn´1.
In general we need to look at antichains of the form
A “  px, fpxqq : x P B( , (3.2)
where B “ pinpAq Ď r0, 1sn´1 is arbitrary and f : B ÝÑ r0, 1s is only known to be decreasing
in each coordinate, but not necessarily smooth. The question to what extent arguments
that work well for smooth functions can be extended to more general scenarios lies at the
very heart of a mathematical area known as geometric measure theory. In Subsection 3.4
we shall use some methods from this subject in order to generalise the previous idea as
follows.
Lemma 3.3. Given an antichain A Ď r0, 1sn and δ ą 0 there exists a Borel set B Ď r0, 1sn´1
such that
(i ) Hn´1pBq ą 1´ δ
(ii ) and the set A1 “ AX pi´1n pBq satisfies Hn´1pA1q ď
řn
i“1Hn´1
`
piipA1q
˘` δ.
Now roughly speaking one may hope to prove Proposition 3.1 (up to an arbitrarily small
additive error) by using Lemma 3.3 in each coordinate direction, each time cutting out a
substantial piece of A whose Hn´1-measure can be estimated quite efficiently by part (ii ).
There will remain a “small” left-over part of A, which can then be handled by means of
Lemma 3.2.
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There is one final technical hurdle one needs to overcome when pursuing such a plan.
The problem is that, in general, Hausdorff measure is only known to be subadditive. So
when one attempts to prove the projection inequality for an antichain A by splitting it
into two pieces, handling both pieces separately, and adding up the results, one can get
into trouble with the right sides. We shall use the following lemma for getting around this
difficulty.
Lemma 3.4. Let A Ď r0, 1sn be an antichain and let r0, 1sn´1 “ B1 Y¨ B2 be a partition
of the pn ´ 1q-dimensional unit cube into Borel sets. Setting A1 “ A X pi´1n pB1q and
A2 “ AX pi´1n pB2q we have
Hn´1`piipAq˘ “ Hn´1`piipA1q˘`Hn´1`piipA2q˘
for every i P rns.
We conclude the present subsection by showing that our three lemmas do indeed imply
Proposition 3.1. The proofs of the lemmas themselves are deferred to the three subsections
that follow. But it will be convenient to prove Lemma 3.4 in Subsection 3.3 before we turn
our attention to Lemma 3.3 in Subsection 3.4.
Proof of Proposition 3.1 assuming Lemma 3.2–3.4. Fix a dimension n ě 1 as well as some
δ ą 0 and let D be the number provided by Lemma 3.2. We call a subset I Ď rns good if
every antichain A Ď r0, 1sn with Hn´1ppiipAqq ď δ for all i P I satisfies
Hn´1pAq ď
nÿ
i“1
Hn´1`piipAq˘` pnD ` n´ |I|qδ .
As a consequence of Lemma 3.2 we know that the set rns is good. Hence there exists a
minimal good set I Ď rns. Assume for the sake of contradiction that I ‰ ∅. By permuting
the coordinates if necessary we may suppose that n P I. Consider any antichain A Ď r0, 1sn
with
Hn´1`piipAq˘ ď δ for all i P I r tnu . (3.3)
By Lemma 3.3 there exists a Borel set B1 with Hn´1pB1q ą 1 ´ δ such that the set
A1 “ AX pi´1n pB1q satisfies
Hn´1pA1q ď
nÿ
i“1
Hn´1`piipA1q˘` δ . (3.4)
Set B2 “ r0, 1sn´1rB1 and A2 “ AX pi´1n pB2q. Notice that Hn´1ppiipA2qq ď δ for all i P I.
This is because for i P I r tnu we have
Hn´1`piipA2q˘ ď Hn´1`piipAq˘ ď δ ,
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while for i “ n the first property of B1 yields
Hn´1`pinpA2q˘ ď Hn´1pB2q “ 1´Hn´1pB1q ď δ .
Since I is good, it follows that
Hn´1pA2q ď
nÿ
i“1
Hn´1`piipA2q˘` pnD ` n´ |I|qδ .
Adding (3.4) and taking Lemma 3.4 into account, we deduce
Hn´1pAq ď Hn´1pA1q `Hn´1pA2q
ď
nÿ
i“1
`Hn´1`piipA1q˘`Hn´1`piipA2q˘˘` pnD ` n´ |I|qδ ` δ
“
nÿ
i“1
Hn´1`piipAq˘` pnD ` n´ |I r tnu|qδ .
As this argument applies to any antichain A with (3.3), we have thereby shown that the
set I r tnu is good as well, contrary to the minimality of I.
This contradiction proves that I “ ∅ is good, or in other words that for every antichain
A Ď r0, 1sn the estimate
Hn´1pAq ď
nÿ
i“1
Hn´1`piipAq˘` npD ` 1qδ
holds. In the limit δ Ñ 0 this proves Proposition 3.1. 
3.2. Discretisation. This subsection deals with the proof of Lemma 3.2. Let us recall the
following well-known continuity property of the Hausdorff measure (see [18, Theorem 1.4],
the remarks that follow, and [18, Corollary 4.5]).
Fact 3.5. If m ě k ě 1 are integers, E1 Ď E2 Ď ¨ ¨ ¨ Ď Rm are arbitrary sets, and
E “ Ť`ě1E`, then
HkpEq “ lim
`Ñ8H
kpE`q . l
The discretisation procedure by means of which we shall establish Lemma 3.2 works
as follows. Fix a large positive integer m the size of which determines how fine our
approximation is going to be. Let r0, 1s “ I1 Y¨ . . . Y¨ Im be a partition of the unit interval
into m consecutive intervals of length 1
m
. It is somewhat immaterial how we proceed with
the boundary points 1
m
, . . . , m´1
m
, but for definiteness we set
Ij “
$&%
“
j´1
m
, j
m
˘
if j P rm´ 1s,“
m´1
m
, 1
‰
if j “ m.
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This gives rise to the partition
r0, 1sn “
ď¨
dPrmsn
Cpdq
of the n-dimensional unit cube into mn subcubes defined by
Cpdq “ Id1 ˆ ¨ ¨ ¨ ˆ Idn
for every d “ pd1, . . . , dnq P rmsn.
For any subset W Ď r0, 1sn (not necessarily an antichain) we set
GmpW q “
 
d P rmsn : Cpdq XW ‰ ∅(
and observe that the disjoint union
HmpW q “
ď¨
dPGmpW q
Cpdq (3.5)
is a superset of W . Conversely, every point in HmpW q has at most the distance ?n{m,
the common diameter of our small cubes, from an appropriate point in W .
Let us introduce some useful notation for such situations. Given S Ď Rn and a point
x P Rn, we set distpx, Sq “ inft}x ´ s} : s P Su, where } ¨ } denotes the Euclidean norm.
For a given positive real number δ and S Ď Rn the δ-neighbourhood of S is defined by
Spδq “ tx P Rn : distpx, Sq ď δu . (3.6)
Summarising the above discussion, we have
W Ď HmpW q Ď W p
?
n{mq
for every W Ď r0, 1sn and every m P N. In the special case where W is closed we have
W “ Şmě1W p?n{mq and, consequently, Fact 3.5 yields
lim
mÑ8
|GmpW q|
mn
“ HnpW q . (3.7)
Lemma 3.6. If A1, . . . , An Ď r0, 1sn´1 are closed sets and A Ď r0, 1sn is a weak antichain
with piipAq Ď Ai for all i P rns, then
Hn´1pAq ď D ¨
nÿ
i“1
Hn´1pAiq ,
where D denotes the constant introduced in (3.1).
Proof. Fix δ ą 0, consider an arbitrary positive integer m ě ?n{δ, and set B “ GmpAq.
The covering A Ď ŤdPB Cpdq of A uses |B| cubes of diameter ?n{m ď δ and thus we have
Hn´1δ pAq ď αn´1 ¨ |B| ¨
ˆ?
n
m
˙n´1
(3.1)“ D|B|
mn´1
.
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Since A is a weak antichain in r0, 1sn, the set B is a weak antichain in Zn and Theorem 1.5
discloses
|B| ď
nÿ
i“1
|piipBq| .
Obviously, piipBq Ď GmpAiq for every i P rns (where the operator Gm is applied to the
pn´ 1q-dimensional unit cube). Hence
Hn´1δ pAq ď D ¨
nÿ
i“1
|piipBq|
mn´1
ď D ¨
nÿ
i“1
|GmpAiq|
mn´1
and by (3.7) we obtain in the limit mÑ 8 that
Hn´1δ pAq ď D ¨
nÿ
i“1
Hn´1pAiq .
Finally δ Ñ 0 yields the desired result. 
Now a standard application of Fact 3.5 leads to Lemma 3.2.
Proof of Lemma 3.2. Let ε ą 0 be arbitrary. Pick for every i P rns a sequence pCi,kqkě1 of
closed subsets of r0, 1sn´1 such thatÿ
k
Hn´1pCi,kq ď Hn´1
`
piipAq
˘` ε (3.8)
and piipAq Ď Ťk Ci,k.
Now consider an arbitrary ` ě 1. Setting
A
p`q
i “
ď
kPr`s
Ci,k
for every i P rns and
Ap`q “
č
iPrns
pi´1i
`
A
p`q
i
˘
we deduce from Lemma 3.6 that
Hn´1pAX Ap`qq ď D ¨
nÿ
i“1
Hn´1`Ap`qi ˘ .
Using A Ď Ť`ě1Ap`q, Fact 3.5, and (3.8) we obtain in the limit `Ñ 8 that
Hn´1pAq ď D ¨
nÿ
i“1
Hn´1`piipAq˘` nDε .
As ε ą 0 was arbitrary, this proves Lemma 3.2. 
Corollary 3.7. If A Ď r0, 1sn is a weak antichain, then Hn´1pAq ď Dn is finite and,
consequently, HnpAq “ 0. l
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3.3. The decomposition Lemma. Let an n-dimensional antichain A Ď r0, 1sn be given,
where n ě 2. Since no two points in A can agree in their first n ´ 1 coordinates, there
exists a function fA : pinpAq ÝÑ r0, 1s such that
A “  px, fApxqq : x P pinpAq( .
The fact that A is indeed an antichain is equivalent to fpxq ą fpyq whenever x ă y are
in pinpAq. It is often convenient to extend this function fA in a monotonicity preserving way
to the whole pn´ 1q-dimensional unit cube. To this end one defines fˆA : r0, 1sn´1 ÝÑ r0, 1s
by
fˆApxq “ inf
 
fApaq : a P pinpAq and a ď x
(
(3.9)
for all x P r0, 1sn´1, where, in this context, infp∅q “ 1. By the aforementioned fact on
fA we have fˆApxq “ fApxq for all x P pinpAq. Moreover, if x ď y are in r0, 1sn´1, then
fpxq ě fpyq. We shall refer to fˆA as the function associated with the antichain A.
More generally, we call a function f : r0, 1sn´1 ÝÑ r0, 1s order-reversing, if we have
fpxq ě fpyq whenever x ď y. So for instance the function fˆA associated with an
antichain A has just been observed to be order-reversing. We will need the following
properties of such functions proved in [7].
Lemma 3.8. If f : r0, 1sn´1 ÝÑ r0, 1s is order-reversing, then it is measurable in the sense
that preimages of Borel sets are Lebesgue measurable. Moreover, f is almost everywhere
differentiable.
Let us record an easy consequence.
Fact 3.9. Given an antichain A Ď r0, 1s with associated function fˆA : r0, 1sn´1 ÝÑ r0, 1s
and c P r0, 1s, the set
L “  px1, . . . , xn´1q P r0, 1sn´1 : xn´1 ă fˆApx1, . . . , xn´2, cq(
is Lebesgue measurable.
Proof. By Lemma 3.8 it suffices to check that the characteristic function 1L of L is order-
reversing. So let px, xn´1q ď py, yn´1q be given, where x,y P r0, 1sn´2. We need to prove
that
1Lpx, xn´1q ě 1Lpy, yn´1q .
If py, yn´1q R L this is clear, so we may suppose that py, yn´1q P L. Since fˆA is order-
reversing, it follows that
xn´1 ď yn´1 ă fˆApy, cq ď fˆApx, cq ,
which in turn implies that px, xn´1q P L. 
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Now we are ready for the proof of Lemma 3.4, which will occupy the remainder of this
subsection.
Proof of Lemma 3.4. For i “ n this follows from the Lebesgue measurability of the set B1
and from the fact that in Rn´1 the pn´ 1q-dimensional Hausdorff outer measure coincides
with the pn ´ 1q-dimensional Lebesgue outer measure. So without loss of generality we
may henceforth assume that i “ n´ 1.
Define the set-function ν : ℘pr0, 1sn´1q ÝÑ r0, 1s by setting
νpEq “ Hn´1`pin´1ppi´1n pEq X Aq˘
for every E Ď r0, 1sn´1. In other words, if fˆA : r0, 1sn´1 ÝÑ r0, 1s is the function associated
with the antichain A, then νpEq “ Hn´1pFEq, where
FE “
 px1, . . . , xn´2, fˆApx1, . . . , xn´1qq : px1, . . . , xn´1q P E X pinpAq( .
Notice that ν is an outer measure. We will show later that B1 is ν-measurable. This will
imply that
ν
`
pinpAq
˘ “ ν`pinpAq XB1˘` ν`pinpAq XB2˘ ,
which is equivalent to
Hn´1`pin´1pAq˘ “ Hn´1`pin´1pA1q˘`Hn´1`pin´1pA2q˘ ,
and the result will follow.
Thus it remains to show that all Borel sets B1 are ν-measurable. It is well known that the
sigma algebra of Borel subsets of r0, 1sn´1 is generated by the closed half-spaces bounded by
hyperplanes which are orthogonal to the coordinate axes. Therefore it suffices to establish
that for all c P r0, 1s and i P rn´ 1s the set
Bipcq “
 px1, . . . , xn´1q : xi ď c(
is ν-measurable. This means that for each test set E Ď r0, 1sn´1 we need to prove (see
[3, Proposition 1.5.11]) that
νpEq “ ν`E XBipcq˘` ν`E rBipcq˘ . (3.10)
In case i P rn´ 2s this rewrites as
Hn´1pFEq “ Hn´1
`
FE XBipcq
˘`Hn´1`FE rBipcq˘
and follows from the measurability of Bipcq. Thus we may suppose i “ n´ 1 from now on.
Setting
F´E “
 px1, . . . , xn´2, fˆApx1, . . . , xn´1qq : px1, . . . , xn´1q P E X pinpAq and xn´1 ď c( ,
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and
F`E “
 px1, . . . , xn´2, fˆApx1, . . . , xn´1qq : px1, . . . , xn´1q P E X pinpAq and xn´1 ą c(
we can reformulate (3.10) as
Hn´1pFEq “ Hn´1pF´E q `Hn´1pF`E q . (3.11)
Now by Fact 3.9 the set
L “  px1, . . . , xn´1q P r0, 1sn´1 : xn´1 ă fˆApx1, . . . , xn´2, cq(
is Lebesgue measurable, whence
Hn´1pFEq “ Hn´1pFE r Lq `Hn´1pFE X Lq . (3.12)
Moreover, the set
N “  px1, . . . , xn´2, fˆApx1, . . . , xn´2, cqq : x1, . . . , xn´2 P r0, 1s(
is a weak antichain in r0, 1sn´1, so by Corollary 3.7 we have Hn´1pNq “ 0.
Together with the inclusions
pFE r LqrN Ď F´E Ď FE r L
and FE X L Ď F`E Ď pFE X Lq YN ,
which follow from the fact that fˆA is order-reversing, this shows
Hn´1pF´E q “ Hn´1pFE r Lq and Hn´1pF`E q “ Hn´1pFE X Lq .
Therefore (3.12) implies (3.11). 
3.4. Proof of Lemma 3.3. There are two issues that need to be addressed when transfer-
ring the proof of the projection inequality for smooth antichains sketched in Subsection 3.1
to the general case. Starting with the representation (3.2) of a given antichain A with an
order-reversing function f , we need to deal with the fact that B may fail to be measurable
and, moreover, with the possible non-differentiability of f . It turns out that these two
points can be handled separately from each other and we start by giving an argument that
applies to the case where f is linear and B may be arbitrary.
Lemma 3.10. If L : Rn´1 ÝÑ R is a linear function, B Ď r0, 1sn´1 is arbitrary and
S “  px, Lpxqq : x P B( ,
then
Hn´1pSq ď Hn´1pBq `
n´1ÿ
i“1
Hn´1`piipSq˘ .
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Proof. Let L be given by
px1, . . . , xn´1q ÞÝÑ
n´1ÿ
i“1
cixi .
For i P rn´ 1s the map: B ÝÑ piipSq given by
px1, . . . , xn´1q ÞÝÑ px1, . . . , xi´1, xi`1, . . . , xn´1, c1x1 ` . . .` cn´1xn´1q
and the map: B ÝÑ S given by
px1, . . . , xn´1q ÞÝÑ px1, . . . , xn´1, c1x1 ` . . .` cn´1xn´1q
are linear and surjective. Since the pn ´ 1q-dimensional Hausdorff measure of B agrees
with the pn´ 1q-dimensional Lebesgue outer measure of B, we have (see e.g. [11, p.114])
Hn´1
`
piipSq
˘“ |ci| ¨Hn´1pBq and Hn´1pSq “ `1 `řn´1i“1 c2i ˘1{2Hn´1pBq. Thus it remains
to remark `
1`
n´1ÿ
i“1
c2i
˘1{2 ď 1` n´1ÿ
i“1
|ci| ,
which is clear. 
Recall that a function f : F Ď Rn ÝÑ Rm is Lipschitz with constant K (or K-Lipschitz
for short) if
}fpxq ´ fpyq} ď K ¨ }x ´ y} for all x,y P F .
We use several times the following well-known result concerning the s-dimensional Hausdorff
measure (see [12, p.24]).
Lemma 3.11. Let m and n be positive integers and let F Ď Rn. If f : F ÝÑ Rm is a
K-Lipschitz function, then HspfpF qq ď Ks ¨HspF q.
For the rest of this subsection we fix an antichain A in r0, 1sn and a positive real number δ
for which we would like to establish Lemma 3.3. Let fˆA be the function associated with A
(see (3.9)). If for some x P p0, 1qn´1 and i P rn´ 1s the i-th partial derivative of fˆA at x
exists, we denote it by DifˆApxq. Furthermore, if a point x has the property that all partial
derivatives D1fˆApxq, . . . , Dn´1fˆApxq exist, we define Lx : Rn´1 ÝÑ R to be the linear form
given by
Lxpv1, . . . , vn´1q “
n´1ÿ
i“1
DifˆApxqvi .
The Borel set B we need to exhibit will be a subset of a closed set C Ď p0, 1qn´1 on
which fˆA has some useful differentiability properties collected in the lemma that follows.
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Lemma 3.12. There exists a closed set C Ď p0, 1qn´1 such that
(i ) Hn´1pCq ą 1´ δ{2;
(ii ) all partial derivatives of fˆA exist and are continuous on C;
(iii ) for every x P C, the function fˆA is differentiable at x with the derivative Lx;
(iv ) the differentiability of fˆA is uniform on C, i.e., for every η ą 0 there exists an ε ą 0
such that for all a,x P C with }a ´ x} ă ε we haveˇˇ
fˆApaq ´ fˆApxq ´ Lxpa ´ xq
ˇˇ ď η}a ´ x} .
Proof. Since the function fˆA is order-reversing, Lemma 3.8 implies that it is almost
everywhere differentiable. Hence there exists a measurable set C1 Ď p0, 1qn´1, whose
measure equals 1, such that for every x P C1 all partial derivatives of fˆA exist and,
moreover, fˆA is differentiable at x with the derivative Lx. So by choosing C Ď C1 later,
we can ensure (iii ) as well as the first part of (ii ).
Next, by Lusin’s theorem (see e.g. [3, Theorem 2.2.10]), there exists a closed set C2 Ď C1
with Hn´1pC2q ą 1´ δ{4 such that all partial derivatives DifˆA exist and are continuous
on C2. So every C Ď C2 satisfies (ii ) as well.
Now define for every m P N the measurable function gm : C2 ÝÑ R by
gmpxq “ sup
" |fˆApaq ´ fˆApxq ´ Lxpa ´ xq|
}a ´ x} : a P
`
QX p0, 1q˘n´1, 0 ă }a ´ x} ă 1{m* .
Since limmÑ8 gmpxq “ 0 holds for every x P C2, Egoroff’s theorem (see e.g. [3, Theo-
rem 2.2.1]) implies that there exists a closed set C Ď C2 with Hn´1pCq ą 1´ δ{2 and such
that gm Ñ 0 holds uniformly on C. Such a set has the properties (i ) and (iv ) as well. 
Throughout the remainder of this subsection, C denotes a set provided by the previous
lemma. Set
K “
ˆ
1` δ
n
˙1{p2n´2q
(3.13)
and for x P p0, 1qn´1 and ε ą 0 let
Qεpxq “
 
y P Rn´1 : }x ´ y}8 ă ε
(
be the ε-cube around x. Next we intend to show for every x P C, that if ε ą 0 is sufficiently
small, then the projection inequality holds in an approximate form for AX pi´1n pC XQεpxqq
instead of A. Once this is known, a Vitali covering argument will allow us to combine
many such cubes, so that the desired set B can be taken to be a disjoint union of several
sets of the form C XQεpxq. The definition that follows collects some properties of such
cubes that will be useful for implementing this strategy.
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Definition 3.13. Given x P C and ε ą 0 the ε-cube Q “ Qεpxq is said to be nice if it has
the following properties:
(a ) Q Ď r0, 1sn´1.
(b ) If a,b P QX C, thenˇˇ
fˆApaq ´ fˆApbq
ˇˇ2 ď pK2 ´ 1q ¨ }a ´ b}2 `K2 ¨ ˇˇLxpa ´ bqˇˇ2 .
(c ) If a,b P QX C, i P rn´ 1s, and DifˆApxq ‰ 0, thenˇˇ
Lxpa ´ bq
ˇˇ2 ď pK2 ´ 1q ÿ
jPrn´1srtiu
|aj ´ bj|2 `K2 ¨
ˇˇ
fˆApaq ´ fˆApbq
ˇˇ2
.
The following result shows that nice cubes determine parts of A, for which the projection
inequality holds up to a multiplicative factor that is close to 1.
Lemma 3.14. If Q “ Qεpxq is a nice cube and AQ “ AX pi´1n pQX Cq, then
Hn´1pAQq ď K2pn´1q ¨
nÿ
i“1
Hn´1`piipAQq˘ .
Proof. Observe that Definition 3.13(b ) asserts that the map
`
a, Lxpaq
˘ ÞÝÑ `a, fˆApaq˘
from the set S “  pa, Lxpaqq : a P pinpAQq( onto the set AQ is Lipschitz with constant K.
Therefore Lemma 3.11 and Lemma 3.10 (applied with pinpAq and Lx here in place of B
and L there) yield
Hn´1pAQq ď Kn´1 ¨Hn´1pSq
ď Kn´1
´
Hn´1`pinpAQq˘` n´1ÿ
i“1
Hn´1`piipSq˘¯ .
So to conclude the proof it suffices to show
Hn´1`piipSq˘ ď Kn´1Hn´1`piipAQq˘ for all i P rn´ 1s . (3.14)
If DifˆApxq “ 0, the set piipSq is contained in an pn ´ 2q-dimensional vector space
and (3.14) is clear. On the other hand, if DifˆApxq ‰ 0, then Definition 3.13(c ) implies
that the map `
ai, fˆApaq
˘ ÞÝÑ `ai, Lxpaq˘
from piipAQq to piipSq is Lipschitz with constant K, which entails (3.14) in view of
Lemma 3.11. 
Next we show that nice cubes are ubiquitous.
Lemma 3.15. Given x P C, the cube Qεpxq is nice for every sufficiently small ε ą 0.
18 K. ENGEL, TH. MITSIS, CHR. PELEKIS, AND CHR. REIHER
Proof. We verify for each of the three clauses in Defintion 3.13 separately that it holds for
every sufficiently small ε ą 0. Since C Ď p0, 1qn´1, this is immediate for (a ). For (b ), we
put
η “ K
2 ´ 1
2K
and let ε ą 0 be sufficiently small. For arbitrary a,b P Qεpxq X C Lemma 3.12 yieldsˇˇ
fˆApaq ´ fˆApbq
ˇˇ (iv )ď |Lapa ´ bq| ` η}a ´ b}
ď |Lxpa ´ bq| ` p}Lx ´ La} ` ηq}a ´ b}
(ii )ď |Lxpa ´ bq| ` 2η}a ´ b} .
Now the Cauchy-Schwarz inequality implies
ˇˇ
fˆApaq ´ fˆApbq
ˇˇ2 ď ˆ 1
K
¨K ¨ |Lxpa ´ bq| ` 2η?
K2 ´ 1 ¨
?
K2 ´ 1 ¨ }a ´ b}
˙2
ď
ˆ
1
K2
` 4η
2
K2 ´ 1
˙
¨ `K2 ¨ |Lxpa ´ bq|2 ` pK2 ´ 1q ¨ }a ´ b}2˘ ,
and, as the first factor is equal to 1 by the definition of η, this proves part (b ) of
Definition 3.13.
It remains to check (c ). Without loss of generality, we may assume that i “ n´ 1 and
Dn´1fpxq ‰ 0. Set
λ1 “
ˆn´2ÿ
i“1
DifˆApxq2
˙1{2
,
λ2 “ ˇˇDn´1fˆApxqˇˇ ,
ξ “ min
"
λ2
2 ,
λ2
?
K2 ´ 1
2pλ1 ` λ2q
*
,
η “ pK ´ 1qξ2K ,
let ε ą 0 be sufficiently small, and fix arbitrary points a,b P Qεpxq X C. Recall that we
have to show ˇˇ
Lxpa ´ bq
ˇˇ2 ď pK2 ´ 1q n´2ÿ
i“1
pai ´ biq2 `K2 ¨
ˇˇ
fˆApaq ´ fˆApbq
ˇˇ2
.
To this end, it suffices to establish the following two implications:
(1 ) If |Lxpa ´ bq| ě ξ ¨ }a ´ b}, then |Lxpa ´ bq| ď K|fˆpaq ´ fˆpbq|.
(2 ) If |Lxpa ´ bq| ď ξ ¨ }a ´ b}, then |Lxpa ´ bq| ď
?
K2 ´ 1 ¨ }an´1 ´ bn´1},
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where an´1 “ pa1, . . . , an´2q and bn´1 is defined analogously. For the proof of (1 ) we
observe that, similarly as before, Lemma 3.12 yields
|fˆApaq ´ fˆApbq|
(iv )ě |Lapa ´ bq| ´ η}a ´ b}
ě |Lxpa ´ bq| ´ p}Lx ´ La} ` ηq ¨ }a ´ b}
(ii )ě |Lxpa ´ bq| ´ 2η}a ´ b} .
Moreover, the definitions of ξ and η imply
2η}a ´ b} “ K ´ 1
K
¨ ξ ¨ }a ´ b} ď K ´ 1
K
¨ |Lxpa ´ bq| ,
so that altogether we arrive at the desired estimate
|fˆpaq ´ fˆpbq| ě 1
K
¨ |Lxpa ´ bq| .
Proceeding with (2 ) we set ci “ DifˆApxq for every i P rn ´ 1s and c “ pc1, . . . , cn´1q.
Thus λ1 “ }cn´1}, λ2 “ |cn´1|, and Lxpa´ bq “ c ¨ pa´ bq. Owing to the Cauchy-Schwarz
inequality, the triangle inequality, and the assumption of (2 ) we have
λ2 ¨ |an´1 ´ bn´1| ´ λ1 ¨ }an´1 ´ bn´1} “ |cn´1pan´1 ´ bn´1q| ´ }cn´1}}an´1 ´ bn´1}
ď |cn´1pan´1 ´ bn´1q| ´ |cn´1 ¨ pan´1 ´ bn´1q|
ď |c ¨ pa ´ bq|
ď ξ ¨ }a ´ b}
ď ξ ¨ |an´1 ´ bn´1| ` ξ ¨ }an´1 ´ bn´1} .
Since ξ ď λ22 , this leads to
λ2 ¨ |an´1 ´ bn´1| ď p2λ1 ` λ2q ¨ }an´1 ´ bn´1} ,
wherefore
}a ´ b} ď }an´1 ´ bn´1} ` |an´1 ´ bn´1| ď 2pλ
1 ` λ2q
λ2
¨ }an´1 ´ bn´1} .
Hence we have indeed
|Lxpa ´ bq| ď ξ ¨ }a ´ b} ď
?
K2 ´ 1 ¨ }an´1 ´ bn´1} ,
which concludes the proof. 
Given a measurable set S Ď Rd, we shall say that a family V of open d-dimensional
cubes forms a Vitali covering of S if for every x P S and ε ą 0 there is a cube Q P V
with x P Q and diampQq ă ε. Recall that by Vitali’s Covering Theorem (see e.g. [8, p.164])
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in such a situation there is a countable subset U Ď V such that the members of U are
mutually disjoint and S r
ŤU is null with respect to the Lebesgue measure.
Proof of Lemma 3.3. By Lemma 3.15 the collection of nice cubes forms a Vitali covering
of C. Therefore Vitali’s Covering Theorem yields countably many mutually disjoint nice
cubes that cover C except for a null set. In view of the compactness of C and Lemma 3.12(i )
this leads to finitely many mutually disjoint nice cubes, say Qp1q, . . . , QpNq, such that the
Borel set
B “
ď
kPrNs
`
C XQpkq˘
satisfies Hn´1pBq ą 1´ δ. It remains to show
Hn´1pA1q ď
nÿ
i“1
Hn´1`piipA1q˘` δ , (3.15)
where A1 “ AX pi´1n pBq.
Setting
Apkq “ AX pi´1n
`
C XQpkq˘
for every k P rN s, we infer
Hn´1pApkqq ď K2pn´1q ¨
nÿ
i“1
Hn´1`piipApkqq˘ (3.16)
from Lemma 3.14.
Next we observe that due to
A1 “
ď
kPrNs
Apkq
a repeated application of Lemma 3.4 reveals
Nÿ
k“1
Hn´1`piipApkqq˘ “ Hn´1`piipA1q˘
for every i P rns. Therefore, by summing (3.16) over k we obtain
Hn´1pA1q ď
Nÿ
k“1
Hn´1`Apkq˘
ď K2pn´1q ¨
nÿ
i“1
Hn´1`piipA1q˘
ď
nÿ
i“1
Hn´1`piipA1q˘` n`K2pn´1q ´ 1˘
and our choice of K in (3.13) leads to the desired estimate (3.15). 
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§4. Proof of the main Theorem
Let n ě 2 be fixed throughout this section. We begin by describing a construction that
allows us to “approximate” a given n-dimensional weak antichain with arbitrary “accuracy”
by an antichain.
It will be convenient to write Spxq “ řni“1 xi for x P Rn. Moreover, for every ε P `0, 12n˘
we let fε : Rn Ñ Rn denote the linear transformation
px1, . . . , xnq ÞÝÑ
`
x1 ´ εSpxq, . . . , xn ´ εSpxq
˘
,
and set
Lε “ 1?1´ 2nε . (4.1)
One checks easily that
Spfεpxqq “ p1´ nεqSpxq (4.2)
and, consequently, fε is invertible. Let us also note that fε maps r0, 1sn into r´1, 1sn.
Fact 4.1. Let ε P `0, 12n˘.
(i ) The inverse f´1ε is Lε-Lipschitz.
(ii ) If A Ď r0, 1sn is a weak antichain, then fεpAq is an antichain.
Proof. For part (i ) it is enough to verify
}fεpxq ´ fεpyq}2 ě p1´ 2nεq}x ´ y}2
for any two points x,y P Rn. In terms of a “ x ´ y this rewrites as
nÿ
i“1
`
ai ´ εSpaq
˘2 ě p1´ 2nεq nÿ
i“1
a2i ,
i.e.,
2nε
nÿ
i“1
a2i ě p2ε´ nε2qSpaq2 .
This follows from the fact that the Cauchy-Schwarz inequality yields the even stronger
estimate
n ¨
nÿ
i“1
a2i ě Spaq2 .
Now assume that contrary to (ii ) we have a weak antichain A Ď r0, 1sn and two distinct
points fεpxq, fεpyq P fεpAq with fεpxq ď fεpyq. Using Spfεpxqq ă Spfεpyqq and (4.2) we
obtain Spxq ă Spyq. So for every i P rns the assumption
xi ´ εSpxq ď yi ´ εSpyq
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yields
xi ď yi ` εpSpxq ´ Spyqq ă yi .
But x*y contradicts A being a weak antichain. 
Later it will be useful to know that in the situation of Fact 4.1(ii ) the projection
inequality (as in Proposition 3.1) applies to fεpAq Ď r´1, 1sn. This is because the homothety
from r´1, 1sn onto r0, 1sn sends fεpAq Ď r´1, 1sn onto an antichain in r0, 1sn and the Hn´1-
measure gets rescaled by a factor of 2n´1 under this map.
Proof of Theorem 1.3. We divide the argument into three steps.
Part I. Suppose first that A is a compact set. Let ε P `0, 12n˘ be arbitrary and recall that
by Fact 4.1(ii ) the projection inequality applies to fεpAq. In combination with Lemma 3.11
and Fact 4.1(i ) we obtain
Hn´1pAq ď Ln´1ε ¨Hn´1
`
fεpAq
˘ ď Ln´1ε ¨ nÿ
i“1
Hn´1`piipfεpAqq˘ .
Therefore it suffices to prove for every i P rns that
lim inf
εÑ0 H
n´1`piipfεpAqq˘ ď Hn´1`piipAq˘ . (4.3)
Fix i P rns. Since }piipfεpaqq ´ piipaq} ď n2ε holds for all a P A and ε ą 0, we have
pii
`
fεpAq
˘ Ď piipAqpn2εq ,
where the notation is as in (3.6). Thus a complementary variant of Fact 3.5 yields
lim inf
εÑ0 H
n´1`piipfεpAqq˘ ď lim inf
εÑ0 H
n´1`piipAqpn2εq˘ ď Hn´1 ´č
εą0 piipAq
pn2εq
¯
.
As the compactness of A implies
Ş
εą0 piipAqpn2εq “ piipAq, we thereby arrive at (4.3).
Part II. Next we treat the more general case that A is Hn´1-measurable. For every
compact K Ď AX p0, 1qn the result of the first part entails
Hn´1pKq ď
nÿ
i“1
Hn´1`piipKq˘ ď nÿ
i“1
Hn´1`piipAq˘ . (4.4)
Since Hn´1pAq is finite by Corollary 3.7, the measurability of A implies (see e.g. [11,
Theorem 1.7 and Theorem 1.8(ii)]) that
Hn´1pAq “ sup Hn´1pKq : K is a compact subset of A( .
So the desired result follows from (4.4).
Part III. Assume finally that A is an arbitrary weak antichain. We claim that the
closure A¯ of A is likewise a weak antichain. Otherwise there existed two distinct points
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a,b P A¯ such that a*b. Observe that there are sufficiently small neighbourhoods Upaq
and Upbq of a and b respectively, such that c*d holds for all c P Upaq and all d P Upbq.
Since Upaq and Upbq necessarily contain points of A, we get a contradiction to the fact
that A is a weak antichain. This proves that A¯ is indeed a weak antichain.
Now by the Borel regularity of the Hausdorff measure, there exists for every i P rns
a Borel set Bi Ě piipAq such that Hn´1ppiipAqq “ Hn´1pBiq. Applying the result of the
previous step to the measurable weak antichain
A‹ “ A¯X
nč
i“1
pi´1i pBiq ,
we obtain
Hn´1pAq ď Hn´1pA‹q ď
nÿ
i“1
Hn´1`piipA‹q˘
ď
nÿ
i“1
Hn´1pBiq “
nÿ
i“1
Hn´1`piipAq˘ ,
as required. 
§5. Concluding remarks
5.1. The discrete case. For n ě 2 the only case where equality holds in Theorem 1.5
occurs when A “ ∅. This gives rise to the following question.
Problem 5.1. Determine an optimal lower bound gpn,mq on the gap řni“1 |piipAq| ´ |A|
as A varies over weak antichains in Zn of size m.
Let us mention that a slightly improved version of the argument presented in Section 2
yields
gpn,mq ě n´ 1
for all integers m,n ě 1. This can be easily seen using |Ai| ă |piipAq| if Ai “ ∅ and
piipAi´1q ‰ piipAiq and consequently |piipAiq| ă |piipAq| if Ai ‰ ∅ and i ě 2.
5.2. Supremum vs. Maximum. In connection with Corollary 1.4 one may wonder
for which values of n the supremum is attained. For instance for n “ 1 any one-point
antichain in r0, 1s has H0-measure 1 and a more sophisticated construction mentioned
below shows that for n “ 2 the supremum is a maximum as well. We believe that actually
such antichains exist in all dimensions.
Conjecture 5.2. For every n ě 1 there is an antichain in r0, 1sn whose pn´1q-dimensional
Hausdorff measure equals n.
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The aforementioned planar example exploits the known fact (see [13, p. 810]) that the
1-dimensional Hausdorff measure of the graph of a decreasing function f : r0, 1s ÝÑ r0, 1s
is at most 2 and that this bound is attained by singular functions (i.e., strictly decreasing
functions whose derivative equals zero almost everywhere). It remains to observe that the
graph of a singular function is an antichain in r0, 1s2.
5.3. Skewed projections of weak antichains. So far we focused on inequalities for the
orthogonal projections of weak antichains, but we believe that, actually, more general
statements hold. In order to be more precise, we need some additional notation.
Given A Ď r0, 1sn and i P rns, we set
Ai “ AX
 px1, . . . , xnq P r0, 1sn : xi “ mintx1, . . . , xnu( .
Moreover, let for i P rns the skewed projections ∆i : Ai ÝÑ r0, 1sn´1 be defined by
px1, . . . , xnq ÞÝÑ px1 ´ xi, . . . , xi´1 ´ xi, xi`1 ´ xi, . . . , xn ´ xiq .
Notice that the skewed projections restricted to a weak antichain are injective.
Conjecture 5.3. If A Ď r0, 1sn is a weak antichain, then
Hn´1pAq ď
nÿ
i“1
Hn´1`∆ipAiq˘ .
Let us note that, if true, this would furnish a different proof of Hn´1pAq ď n. As a final
result, we verify the validity of this conjecture when n “ 2.
Theorem 5.4. Conjecture 5.3 is true when n “ 2.
Proof. Since A1 is a weak antichain, it follows that ∆1 is a bijection from Ai onto its image.
Given two numbers a, b P ∆1pA1q with a ă b their inverse images under ∆1 are of the form
∆´11 paq “ px, yq and ∆´11 pbq “ px´ δ, y ` εq for some x, y P r0, 1s and δ, ε ě 0. Owing to
}∆´11 paq ´∆´11 pbq} “
?
δ2 ` ε2 ď δ ` ε “ |a´ b|
the map ∆´11 is Lipschitz with constant 1 and Lemma 3.11 yields
H1pA1q ď H1
`
∆1pA1q
˘
.
Applying the same reasoning to ∆2 : A2 ÝÑ r0, 1s we infer
H1pA2q ď H1p∆2
`
A2q
˘
.
From these two inequalities we conclude
H1pAq ď H1`∆1pA1q˘`H1`∆2pA2q˘ ,
as required. 
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