1.. Introduction
================

The evaluation of quality in red meat products is needed because producers, agents of the logistic chain and vendors need to ensure that they offer products that meet the quality expectations of customers. Additionally safety evaluations of such products are needed because the industry and also regulatory bodies need to ensure that red meat that reaches the market is safe. The shelf-life of meat may be defined as the time elapsing between production and spoilage. The spoilage of meat is a sensorial quality and may consist in the occurrence of off-odours and off-flavours or discoloration \[[@b1-sensors-08-00142]-[@b3-sensors-08-00142]\]. In red meats, the off-odours resulting from bacterial activity determine their shelf-life. It is generally accepted that detectable organoleptic spoilage is a result of decomposition and the formation of metabolites caused by the growth of microorganisms \[[@b4-sensors-08-00142]\]. It is known that a post-mortem endogenous enzymatic activity within muscle tissue can contribute to significant changes during meat storage \[[@b5-sensors-08-00142]\]. Consumption of spoiled meat products could cause serious health hazards. Since sensory analysis is very expensive and not always possible, developing automated sensing techniques able to ensure the safety and quality of meat products is a priority task and would benefit both producers and consumers. This is why many efforts are underway or have been conducted to develop different types of sensors for meat quality or safety applications \[[@b6-sensors-08-00142]\].

The reference method currently used for determining the spoilage status of meat is analysing the total count of bacteria and/ or specific spoilage bacteria. An obvious drawback with such a bacteriological method is the incubation period of 1--2 days that is required for colony formation and, additionally, the lack of correlation between the degree of spoilage (from the sensorial point of view) and the total count of bacteria that is often observed \[[@b3-sensors-08-00142]\]. Although, bacterial growth on meat samples has been extensively studied, methods based on the total count of bacteria that correlate well with shelf-life determination are still under investigation \[[@b7-sensors-08-00142]\]. In spite of its drawbacks, bacteriological methods can be employed in many cases to define the desired product quality and are a good indicator of product safety. Furthermore, the results obtained from a bacteriological analysis can then be used to train alternative methods such as an electronic nose system \[[@b7-sensors-08-00142]\].

Some chemical compounds may be used as spoilage indicators. In previous studies, acetate, alcohols, H~2~S have been put forward as possible spoilage indicators in vacuum-packaged meat and meat products \[[@b7-sensors-08-00142], [@b8-sensors-08-00142]\] while acetone, methyl ethyl ketone, dimethyl sulphide or dimethyl disulphide appear in meats kept under cold storage in the presence of oxygen \[[@b4-sensors-08-00142]\]. However, the use of a few chemical compounds as spoilage indicators in meat (i.e., their quantitative analysis) involves laborious sampling, extraction and analysis procedures.

Quality and safety control of red meats may also be performed using an electronic nose system. According to Gardner and Bartlett \[[@b9-sensors-08-00142]\], the electronic nose is an instrument which comprises an array of electronic chemical sensors with partial specificity and an appropriate pattern recognition system, capable of recognising simple or complex odours. In order to classify samples, an electronic nose combines the response profiles of various sensors, which react to different types of volatile compounds in the odour. Many groups are attempting to develop an electronic nose for the quality control of red meat \[[@b10-sensors-08-00142]-[@b13-sensors-08-00142]\].

In this paper, an electronic nose is used to assess the quality of beef and sheep meats stored at 4 °C. The purpose of this study is to evaluate the electronic nose performance as an additional instrument for the quality/ safety control of beef and sheep meats. To perform an objective evaluation of the artificial olfactory system, it is absolutely necessary to compare its predictions against bacteriological results since, nowadays, although far from perfect, bacteriological tests are the only generally accepted way to estimate the shelf life of meat in an objective manner.

2.. Experimental
================

2.1.. Sample preparation and sampling
-------------------------------------

Two different types of meat species representative of Moroccan production and purchased from a local market were analysed. The samples from different animal species (beef and sheep) were cut into pieces of the same weight (10 g ± 1 g) immediately after receiving, placed in plastic bags (bags for freezing food) and introduced in a refrigerator kept at a constant temperature of 4°C ± 1°C. For each measurement, a meat sample was taken from the refrigerator and put inside a 500 ml glass bottle. The sampling bottles were sealed with septum and held at room temperature (22°C ± 2°C) for 50 min in order to reach a stable composition of the headspace. Measurements were performed each day for up to 2 weeks. Every day two replicate samples were withdrawn from the refrigerator to undergo microbiological analysis and six replicate samples were employed for electronic nose analysis. This procedure was repeated with the two types of red meats under investigation.

2.2.. Microbiological population enumeration
--------------------------------------------

A 25 g sample of each product was taken aseptically and placed in a sterile stomacher bag containing 225 ml of 0.1 % (wt/vol) peptone water (PW, Oxoid Ltd., Hampshire. England). The sample and the PW were stomached for 2 min. Decimal dilutions were prepared using the same diluent. These dilutions were subsequently plated on the surface of a Plate Count Agar (PCA, Oxoid Ltd.). The plates were incubated at 30 °C for 2 days. The total viable counts (TVC) were obtained by enumerating the colonies present, and calculated as log~10~ colony forming units (cfu)/g of the sample.

2.3.. Electronic nose system
----------------------------

An electronic nose system was employed to obtain the smell patterns from the headspace of meat samples ([Fig. 1](#f1-sensors-08-00142){ref-type="fig"}). This electronic nose system contains an array of six tin oxide based Taguchi gas sensors obtained from Figaro Engineering, a temperature sensor (National Semiconductors LM35DZ), and humidity sensor (PHILIPS H1). The identification codes of the Figaro sensors that were used are as follows (their target gases, as suggested by the manufacturer, are also indicated): TGS 823 (Alcohols, Xylene and Toluene), TGS 825 (H~2~S), TGS 826 (NH~3~), TGS 831 (Chlorofluorocarbons), TGS 832 (Halocarbons) and TGS 882 (Alcohols) \[[@b14-sensors-08-00142]\]. The TGS sensors from the 8 series have been used by other authors in the quality control of red meats \[[@b13-sensors-08-00142]\]. These sensors, which are based on tin oxide doped with noble metal catalysts show good responsiveness to acetone, and nitrogen and sulphur compounds, which have been suggested as spoilage indicators for read meat \[[@b4-sensors-08-00142], [@b7-sensors-08-00142], [@b8-sensors-08-00142]\]. Full details on the electronic nose system implemented here can be found elsewhere \[[@b15-sensors-08-00142]\].

In a typical measurement, the headspace from a meat sample is fluxed into the electronic nose sensor chamber. Pure nitrogen is used at a constant flow of 500 sccm to allow the volatile species from the headspace to reach the sensor chamber. The electronic nose response is sampled (1 sample/s) for a time interval of 50 min. After the 50 min measurement, nitrogen is flushed again to clean the system until the steady state baseline resistance of the sensors is reached.

The variation of the sensors\' conductivity is acquired and then digitised using a data acquisition board (PCL 812PG, Advantech). A program in LabVIEW was developed to control the data acquisition process.

Data processing and pattern recognition are decisive factors in order to obtain a versatile instrument able to reliably recognize a wide variety of odours. MATLAB 6.5 software is used for pre-processing and data analysis.

### 2.3.1.. Feature extraction and pre-processing

To calculate the sensor response to the headspace of a meat sample, the following expression was used: $${\text{G} = (\text{G}}_{\text{M}}{- \text{G}}_{\text{N}}{)/\text{M}}$$where G is the response, G~N~ the value of the conductance in nitrogen, G~M~ is the value of the sensor conductance in the presence of the meat sample and M is the weight of the meat samples being measured.

The features used for data analysis are extracted from the temporal responses of the sensor array (i.e. from the temporal evolution of G). [Fig. 2](#f2-sensors-08-00142){ref-type="fig"} shows an example of the temporal responses of the sensor array at day 9 for beef and sheep meats. From these sub-plots, which represent the conductance variation of the sensor array (as defined by [Eq. 1](#FD1){ref-type="disp-formula"}), a slight variation in conductance is observed during the first 15 minutes of exposure. Then, a sharp increase in conductance occurs in the time interval between 15 and 40 minutes. Finally, the responses show a tendency to stabilise. To better exploit the information obtained from each experiment, a set of additional features that can be extracted from sensor response was employed. Therefore, for every sensor within the array and measurement performed, four representative features from the response signal are extracted. These are: G0: the initial conductance of a sensor calculated as the average value of its conductance during the first 15 minutes of a measurement (using the definition in [Eq. 1](#FD1){ref-type="disp-formula"}).Gs: the steady-state conductance calculated as the average value of its conductance during the last 5 minutes of a measurement.dG/dt: the dynamic slope of the conductance calculated between minute 15 and 35 of a measurement. This corresponds to a phase where a fast increase of sensor conductance is observed.A: the area below the conductance curve in a time interval defined between 15 and 40 min of a measurement. This area is estimated by the trapeze method.

Extracting the four aforementioned features from each sensor response and pre-processing the resulting data matrix was an automated process via a written-in-house MATLAB 6.5 program. Following the procedures described above, 84 measurements were performed for each meat product, which corresponded to six replicate measurements per storage day during 14 days. Therefore, the original data matrix had 84 rows (i.e., measurements) and 24 columns (i.e., 6 sensors × 4 response features/sensor). The datasets were pre-processed using an auto-scaling procedure when principal component analysis (PCA) was employed. In all data analysis, the datasets were normalised to set their range to (0, 1) when PCA or SVM were used.

The occurrence of drift in the sensor signals was not measured explicitly, since no measurements with a calibrated gas were performed during the 14-day measurement phase. However, no significant response drift was observed during this experimental period for the raw value of the sensors\' resistance measured in the presence of the reference gas. Even though some slight upward or downward random variation in the baseline resistance could be detected, a trend could not be identified for these variations and, therefore, it can be considered that drift was negligible during the whole measurement phase.

### 2.3.2.. Data analysis

#### 2.3.2.1.. Principal component analysis (PCA)

This method is a powerful linear unsupervised pattern recognition method which is usually successfully used in gas sensor applications \[[@b16-sensors-08-00142], [@b17-sensors-08-00142]\]. Generally, the PCA method reduces the dimensionality of a multivariate problem. In fact, this method consists in extracting features by projecting the high-dimensional data set in a dimensionally reduced space constituted by the uncorrelated and orthogonal eigenvectors of the covariance matrix computed from the sensor responses, called principal components. The magnitude of the single eigenvector or percentage of ''information" is expressed by the own eigenvalue, which gives a measure of the variance related to that principal component.

#### 2.3.2.2. Partial least squares regression (PLS)

In order to compare the electronic nose performance with a bacteriological technique, measurements were performed concurrently with both techniques. PLS models were used to describe the relationships between the results of the two techniques and to make predictions on the quality of samples. Unlike PCA, PLS is a supervised method: it includes information that helps to obtain a score plot best describing the known differences between the samples \[[@b18-sensors-08-00142]\]. It is a prediction method that consists of three steps: model building, model validation with known samples, and prediction of unknown samples. In the strategy that was employed here, during the training phase, the PLS algorithm built a model that described the relationship between sensor signals and microbial counts. In the evaluation phase, the model predicted microbial counts using new electronic nose measurements that had not been used for training.

In other words, PLS regression models were built for the TVC in beef and sheep using the electronic nose responses s as input data and the microbiological counts as output data.

#### 2.3.2.3.. Support vector machines (SVM)

Support vector machines \[[@b19-sensors-08-00142]\] are a core machine learning technology. SVM were originally designed for binary classification. How to effectively extend it for multi-class classification is still an on-going research issue. Several methods have been proposed where typically a multi-class classifier is constructed by combining several binary classifiers.

In this section we discuss briefly the one versus one approach. It was first introduced in \[[@b20-sensors-08-00142]\] for training neural network based classifiers, and the first use of this strategy on SVM was reported in \[[@b21-sensors-08-00142]\], \[[@b22-sensors-08-00142]\]. This method trains ½*M*×(*M* - 1) binary SVM models, where each one is trained on data from two classes and M is the number of classes. To classify a data object, the one vs. one approach combines the scores of these ½*M*×(*M* - 1) classifiers. Each of the ½*M*×(*M* - 1) binary SVM classifiers provides a partial decision for classifying a measurement. There are different methods of combining the results obtained from the classifiers, among which, the most common is a simple voting scheme \[[@b21-sensors-08-00142]\]. When classifying a new instance, each one of the base classifiers casts a vote for one of the two classes used in its training.

3.. Results and Discussion
==========================

3.1.. Bacterial analysis
------------------------

The results of the bacterial analysis performed on the red meats, which were used in the development of the classification models with the electronic nose, are presented in [Fig. 3](#f3-sensors-08-00142){ref-type="fig"}. This figure shows the evolution of log~10~ cfu/g developed in the two types of meat as a function of the days of cold storage. It was decided that a quality criterion corresponding to a 10^6^ cfu/g for TVC should be applied to discriminate between unspoiled and spoiled samples in this study, because this is the general microbiological safety guideline applied for food quality \[[@b13-sensors-08-00142], [@b23-sensors-08-00142], [@b24-sensors-08-00142]\]. A similar behaviour was observed for the two types of meat analysed. The TVC shows a slight variation in the first five days followed by a very fast increase between days five and ten, and finally in the last days of conservation the curves show a tendency to stabilize. For the first five storage days, the two TVC for beef and sheep meats are near 3 log~10~ cfu/g and 4 log~10~ cfu/g, respectively. That is, just after slaughter beef or sheep meat samples were already contaminated by bacteria at a level lower than 3.5 log~10~ cfu/g. During this initial storage period, bacteria did not proliferate rapidly. However, when storage time further increased, bacteria increased rapidly and reached 8.8 log~10~ cfu/g in beef and 9.37 log~10~ cfu/g in sheep samples after ten days. When storage time increases, the level of nourishing elements increases in meat and this could explain the growth of bacteria. [Fig. 3](#f3-sensors-08-00142){ref-type="fig"} indicates that the deterioration of meat quality starts from days four or five, when meat is stored at 4 °C. The meat, which contains bacteria at a level of less than 5 log~10~ cfu/g, is said to be acceptable for consumption. However, the meat is spoiled and not suitable for consumption when viable counts exceed 6 log~10~ cfu/g. At this stage, a putrid smell was released from the meat. In addition, it can be noticed from [Fig. 4](#f4-sensors-08-00142){ref-type="fig"} that the TVC increases at a slightly faster pace in sheep than in beef meat. This can be explained by the fact that sheep meat contains more proteins and lipids than beef meat \[[@b25-sensors-08-00142]\]. It can be noticed also that the threshold of consumption acceptability (i.e., microbial counts \< 6 log~10~ cfu/g) \[[@b13-sensors-08-00142]\] is reached at day seven for beef meat and at day five for sheep meat.

3.2.. Electronic nose analysis
------------------------------

### 3.2.1.. PCA analysis

In parallel to the bacteriological analysis, an analysis employing the electronic nose system was made. In the first step a PCA was used as an unsupervised classification method to visualize the resemblance and the difference among the different measurements in the datasets. In the second step, the method was employed to compare the deterioration speed between beef and sheep meats.

[Fig. 4](#f4-sensors-08-00142){ref-type="fig"} shows the score plot of the data in the PC1-PC2 plane for beef and sheep meats. For beef meat ([Fig. 4-a](#f4-sensors-08-00142){ref-type="fig"}) it can be noticed that the measurements cluster together in three different groups. The first group corresponds to samples having undergone up to 6 days of storage. The second group corresponds to the samples having undergone from 7 up to 8 days of storage. Finally, the third group corresponds to samples that underwent from 9, up to 15 days of storage. However, the bacteriological analysis shows that beef meat stored 7 and 8 days should be considered as unspoiled and spoiled, respectively. So, it is difficult to reach a correct determination of shelf-life for beef meat by using a PCA method. For sheep meat ([Fig. 4-b](#f4-sensors-08-00142){ref-type="fig"}) it can be noticed that the dataset measurements are grouped in two groups. The measurements corresponding to the first five storage days formed the first group and the measurements corresponding to 6-15 storage days formed the second one. In this case the PCA method shows a good separation between unspoiled and spoiled sheep meats. So, the method could be used for the rapid shelf-life determination of sheep meat.

In order to compare the speed of deterioration between beef and sheep meats, the scores on PC1 were employed. [Fig. 5](#f5-sensors-08-00142){ref-type="fig"} shows the evolution of the scores on the first principal component PC1 as a function of storage time and its polynomial fitting for the case of beef and sheep meats. These scores show a monotonic decrease during the period of storage. A slight variation in the first five storage days followed by a very fast decrease of the scores on PC1 in the last storage days can be seen. It is observed that PC1 mainly describes the change in the degree of meat spoilage \[[@b12-sensors-08-00142]\]. It can be noticed that the spoilage of sheep meat is faster than that of beef meat, which is in good agreement with the bacteriological analysis results.

### 3.2.2.. SVM analysis

A supervised pattern recognition method such as SVM was employed for classification tasks. SVM was applied to test he ability of the electronic nose set-up for separating between unspoiled and spoiled beef or sheep meat. SVM with the multi class approach one vs. one was used to develop a rule of decision to classify the observations of the dataset into spoiled or unspoiled samples. Taking into consideration the bacteriological analysis results, we divided the dataset in two categories defined as unspoiled and spoiled. As in the PCA, 24 response features from the sensor array were used as inputs to the SVMs. Different kernel function were tested in order to check the robustness of the classifier model. Finally, second- order polynomial kernel function were used to project the training data to a space that maximized the margin hyperplane (i.e., the separation between spoiled and un-spoiled samples). The optimal regularization parameter of the SVM was set to C = 50. This value was found experimentally by minimizing the leave-one-out error over the training set, which provides an estimate of the generalization performances of the final classifier. The kernel parameters and the value of the constant C determine the complexity of the SVM solution and hence, its generalization ability.

The performance of the final SVM model was evaluated using a leave-one-out cross-validation method. The process was as follows: given *n* measurements (*n* = 84 measurements within each training matrix), the model was trained 84 times using 83 vectors. The vector left out was then used for testing the model. Performance in training was estimated as the averaged performance over the 84 tests. A very good success rate in classification was obtained in the spoilage classification of beef and sheep meats, (98.81 % and 96.43 %) respectively. [Figure 6](#f6-sensors-08-00142){ref-type="fig"} shows the performance of the SVM model in the classification of beef and sheep spoilage. For beef meat just one mistake occurred: one measurement belonging to a spoiled sample was misclassified as being unspoiled. For sheep meat three mistakes occurred: one measurement belonging to an unspoiled sample (having undergone 5 days of storage) was misclassified as being spoiled (6 days of storage were predicted) and two spoiled measurements (having undergone 6 days of storage) were misclassified as being unspoiled (5 days of storage were predicted). It is important to stress that these misclassified samples are close to the threshold of acceptability.

3.3.. Correlation between e-nose and bacterial analysis
-------------------------------------------------------

To investigate whether the results of the electronic nose correlate well with those of bacteriological analysis, different PLS calibration models were built and validated. The underlying objective was to assess if the electronic nose could predict microbial counts (TVC) in beef and sheep meats.

PLS is a linear and supervised multivariate calibration method that attempts to find factors (i.e. latent variables), which capture as much variance as possible in the predictor block X-matrix, under the constraint of being correlated with the predicted block Y-matrix \[[@b26-sensors-08-00142]\].

The X-block consisted in the response matrix acquired with the electronic nose. The Y-block was a column matrix with the results of the bacteriological analysis, i.e. TVC. In this way, the ability of the electronic nose to predict TVC was investigated in beef and sheep meats. The X and Y blocks were mean-centred before the PLS were performed.

The training phase and the prediction ability of the different models built were evaluated. For each meat product, the response matrix, **R** (84 × 24), was split into different matrices: training matrix and validation matrix.

In fact, three different training and their corresponding validation matrices were used. (i.e. threefold training and validation process). In the first fold, replicate measurements 1 and 2 for each sampling day (i.e. day 2 up to day 15, a total of 14 sampling days) were gathered in the validation matrix **V**~1~ (28 × 24) and the remaining measurements were gathered in the training matrix **T**~1~ (56 × 24). In the second and third folds the validation matrices used replicate measurements 3 and 4 (**V**~2~), and 5 and 6 (**V**~3~), respectively. The corresponding training matrices **T**~2~ and **T**~3~ were formed by the remaining replicate measurements.

The effectiveness of the training process was evaluated calculating the root mean square error of cross-validation (RMSECV) according to the following equation: $$\textit{RMSECV} = \sqrt{\frac{\sum_{i\  = 1}^{N}{(Y_{i}\  - y_{i})}^{2}}{N}}$$where *Y~i~* is the actual value of the response and *y~i~* the prediction of the PLS-model. Because training is evaluated using a leave-one-out cross-validation, the error is averaged over the N test (N = 56).

The selection of the number of latent variables to build the models was done by representing the evolution of RMSECV versus the number of latent variables. Generally the value of RMSECV decreases when the number of factors is increased and either increases again or stabilises if more factors are added. The number of latent variables selected to build the PLS models the on corresponding to the minimum in the RMSECV.

To better assess the accuracy of the different PLS models, regression between the actual TVC and those predicted by the models was performed. The correlation coefficients were calculated. A perfect prediction would yield 1 as correlation coefficient.

A summary of the average results of this study (for training and validation) for all the PLS models used to predict TVC in beef and sheep meats is shown in [Table 1](#t1-sensors-08-00142){ref-type="table"}. [Fig. 7](#f7-sensors-08-00142){ref-type="fig"} shows the predicted TVC with PLS models versus the actual values. The circles are the results of the leave-one-out cross-validation using the training measurements and the crosses correspond to the validation measurements. The predictions for validation measurements (i.e., not used for training) lie in the range of the predictions for training measurements. The numbers of LVs used by the models for beef or sheep meat analysis are 11 and 10, respectively. A very good correlation between the electronic nose results (i.e. sensor response) and bacterial analysis is obtained. In fact, correlation coefficients of 0.89 and 0.84 in training and validation are obtained for beef meat, respectively. Similarly, in the case of sheep meat, correlation coefficients of 0.92 and 0.83 in training and validation were obtained, respectively. This good agreement can be explained because the electronic nose analyses the development of volatile components that result from the bacterial degradation of meat. Since the sensorial spoilage of meat is mostly due to microbial activity, it seems appropriate to use microbial counts as an indicator of meat spoilage \[[@b27-sensors-08-00142], [@b28-sensors-08-00142]\]. Due to the good correlation existing between the electronic nose response and bacterial counts, the electronic nose could be used as a rapid and alternative way for TVC prediction in red meats.

4.. Conclusion
==============

In the present investigation, a bacterial analysis was used as a complementary method to develop a simple and rapid electronic nose technique for the spoilage classification of red meat. The electronic nose technique, unlike the bacteriological method, has the advantage of being fast and non destructive. The bacterial analysis could be employed to define the self-life of beef or sheep meats, however an obvious drawback with this method is the incubation period of 1--2 days that is required for colony formation.

The effectiveness of the electronic nose in the quality control of red meat was demonstrated in two different applications. First, the electronic nose was used to classify beef and sheep meats according to unspoiled or spoiled. The electronic nose coupled to PCA or SVMs showed very good results for spoilage classification. PCA (a linear technique) could be used to determine the shelf-life of beef meat. However, this was not the case of sheep meat. A very good success rate in the classification of spoiled or unspoiled beef and sheep meats (98.81 and 96.43 %, respectively) was obtained when (non linear) SVM were employed. In the second step, the electronic nose was used to predict the results of the TVC by building quantitative PLS models. The correlation between our electronic nose and the bacteriological analysis was investigated. A good correlation existed between the electronic nose and bacteriological analysis results (the correlation coefficients for beef meat in training and validation were (0.89 and 0.84) and for sheep meat were (0.92 and 0.83). Therefore, the electronic nose could be used as a rapid and reliable method for the quality control of red meat.

According to these results, our electronic nose system can become an alternative tool for shelf-life determination (i.e. quality assessment) and spoilage classification (safety assessment) of red meats.

Part of this work has been funded by the AECI under project no. A/5390/06.
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![Results of the PLS models. Actual vs. predicted values of the TVC in beef (a) and sheep meats (b). The circles are the results of a leave-one-out cross-validation performed using training measurements and the crosses correspond to predictions for validation measurements.](sensors-08-00142f7){#f7-sensors-08-00142}

###### 

Training and validation results of the PLS models.

            Beef              Sheep          
  --------- ------ ------ --- ------- ------ ----
  Fold 1    0.95   0.88   7   0.93    0.80   11
  Fold 2    0.78   0.70   7   0.93    0.84   11
  Fold 3    0.94   0.93   7   0.9     0.86   9
  Average   0.89   0.84   7   0.92    0.83   10
