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Abstract
This paper dealswith the bias reduction ofAkaike information criterion (AIC) for selecting variables
inmultivariate normal linear regressionmodelswhen the true distribution of observation is an unknown
nonnormal distribution. We propose a corrected version of AIC which is partially constructed by the
jackknife method and is adjusted to the exact unbiased estimator of the risk when the candidate model
includes the true model. It is pointed out that the inﬂuence of nonnormality in the bias of our criterion
is smaller than the ones in AIC and TIC. We verify that our criterion is better than the AIC, TIC and
EIC by conducting numerical experiments.
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1. Introduction
LetY = (y1, . . . , yn)′ be an n×p observation matrix and X = (x1, . . . , xn)′ be an n× k
matrix of nonstochastic explanatory variables with full rank k, where n is the sample size.
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We consider a selection of variables in the multivariate normal linear regression of response
variables y = (y1, . . . , yp)′ on a subset of k explanatory variables x1, . . . , xk as
M : Y ∼ Nn×p(X,⊗ In). (1)
In our setting there is a difference between the distribution of candidate models and that
of the true model, i.e., the true distribution of Y is not distributed according to a normal
distribution. It is assumed that the true model is denoted by
M∗ : Y = + E1/2∗ , (2)
where  = (1, . . . , n)′ and ∗ are n × p and p × p unknown matrices, respectively, and
each p × 1 row vector i of error matrix E = (1, . . . , n)′ is independently and identically
distributed following an unknown nonnormal distribution with the mean E[i] = 0 and
covariance matrix Cov[i] = Ip.
Akaike information criterion (AIC), whichwas proposed byAkaike [1] and is an estimator
of risk based on the Kullback–Leibler (K–L) information [8] between the true model and
the candidate model, is being used universally in selecting variables. Akaike evaluated
AIC under the assumption that the distribution of candidate models corresponds to the true
distribution. Hence a correction term for the bias of risk in AIC is ﬁxed for any distribution,
even if its risk is changed by the true distribution. Takeuchi [11] recalculated this correction
term under the assumption that the distribution of candidate models does not correspond
to the true distribution, which is called Takeuchi information criterion (TIC). TIC is an
asymptotic unbiased estimator for risk in any model if the distribution of observation is an
i.i.d. case. However, Fujikoshi et al. [5] pointed out that TIC has a constant bias in selecting
variables in multivariate linear regression models, because linear regression models are
not i.i.d. cases. Also, their paper reported that TIC does not correct the bias in actual use.
The bias correction term of TIC mainly consists of an estimator of the kurtosis of the true
distribution. This estimator has a large bias, even if the sample size n is moderate. In order
to obtain a “good” estimate of the kurtosis, which means that this estimate has a small
bias, we need a tremendous sample size (see [14]). Therefore, it is necessary to reduce the
bias even for TIC. In this paper, we propose a corrected version of AIC which reduces the
bias and inﬂuence of nonnormality. This criterion is partially constructed by the jackknife
method and is adjusted to the exact unbiased estimator of the risk when the candidate model
includes the true model.
The present paper is organized in the following way. In Section 2, we state the derivation
of our proposed criterion. In Section 3, some asymptotic properties of the new criterion are
presented. In Section 4, we comment on the bias of the proposed criterion. In Section 5,
by conducting numerical experiments, we verify that our criterion is better than the AIC,
TIC and an extended information criterion (EIC, [6]), which is a bias-corrected criterion
constructed by the bootstrap method. In Section 6, we discuss our conclusion. Technical
details are provided in Appendix.
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2. Corrected version of AIC
First, the risk based on the K–L information [8] in the candidate model M(1) is consid-
ered. Let U = (u1, . . . ,un)′ be an n × p future observation matrix. We assume that U is
independent ofY and each ui is independently distributed according to the same distribution
of yi (i = 1, . . . , n). Hence, the risk under a normal assumption is deﬁned by
RKL = nE∗Y
[
log |ˆ|
]
+ np log(2)
+
n∑
i=1
E∗UE
∗
Y
[(
ui − ˆ′xi
)′
ˆ
−1 (
ui − ˆ′xi
)]
, (3)
where ˆ and ˆ are maximum likelihood estimators (MLE) under a normal assumption as
follows:
ˆ = (X′X)−1X′Y, ˆ = 1
n
Y′(In − PX)Y.
Here, E∗ means the expectation under the true distribution, and PA is the projection matrix
to the space spanned by the columns of A, i.e., PA = A(A′A)−1A′. By tracing over the
residuals based on the future observation in (3) to predicted residuals, i.e., by partially
using the jackknife method, we propose the new criterion under a normal assumption as
follows.
Deﬁnition. LetY(−i) andX(−i) be obtained fromY andX by deleting yi and xi , respectively,
and ˆ[−i] and ˆ[−i] be MLEs of  and  under a normal assumption, which consist of
Y(−i) and X(−i), i.e.,
ˆ[−i] = (X′(−i)X(−i))−1X′(−i)Y(−i), ˆ[−i] =
1
n − 1Y
′
(−i)(In−1 − PX(−i) )Y(−i).
ThecorrectedversionofAIC (CAIC) in the candidatemodelM,which is partially constructed
by the predicted residuals, is given by
CAIC = n log |ˆ| + np log(2)
+c1
n∑
i=1
(
yi − ˆ
′
[−i]xi
)′
ˆ
−1
[−i]
(
yi − ˆ
′
[−i]xi
)
, (4)
where coefﬁcient c1 is deﬁned by
c1 = n(n + k)(n − k − p − 2)
(n − 1)(n − k − p − 1)
/
n∑
i=1
1
1 − (PX)ii , (n > k + p + 2). (5)
Here, (A)ij denotes the (i, j)th element of matrix A.
By using the formulas for cross-validation in Fujikoshi et al. [3], CAIC can be rewritten
as a simple equation which does not imply ˆ[−i] and ˆ[−i].
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Theorem 2.1. CAIC can be simpliﬁed as
CAIC = n log |ˆ| + np log(2)
+c2
n∑
i=1
ˆ′i ˆi
{1 − (PX)ii}{1 − (PX)ii − ˆ′i ˆi/n}
, (6)
where ˆi is an ordinary least-squares residual given by
ˆi = ˆ−1/2(yi − ˆ
′
xi ), (7)
and coefﬁcient c2 is deﬁned by (n − 1)c1/n, i.e.,
c2 = (n + k)(n − k − p − 2)
(n − k − p − 1)
/
n∑
i=1
1
1 − (PX)ii , (n > k + p + 2). (8)
Proof. From Fujikoshi et al. [3], we obtain the following equation:
(i) yi − ˆ
′
[−i]xi =
1
1 − (PX)ii
(
yi − ˆ
′
xi
)
,
(ii) ˆ−1[−i] =
n − 1
n
ˆ
−1/2
[
Ip + ˆi ˆ
′
i
n{1 − (PX)ii} − ˆ′i ˆi
]
ˆ
−1/2
.
Substituting these equations into (4) yields Theorem 2.1. 
By using this theorem,CAIC can be obtained without n-iterations of calculations of ˆ[−i]
and ˆ[−i].
3. Asymptotic properties of CAIC
In this section, we state several asymptotic properties of CAIC in (4). It is well known
that AIC in the candidate model M (1) is given by
AIC = n log |ˆ| + np{log(2) + 1} + 2kp + p(p + 1). (9)
TIC in the candidate model M (see [5]) is given by
T IC = n log |ˆ| + np {log(2) + 1}
+2
n∑
i=1
ˆ′i ˆi (PX)ii +
1
n
n∑
i=1
(
ˆ′i ˆi
)2 − p
= AIC + 2
n∑
i=1
(ˆ′i ˆi − p)(PX)ii + ˆ(1)4 , (10)
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where ˆi is given by (7) and ˆ(1)4 is an estimator of a multivariate kurtosis proposed by
Mardia [9], which is deﬁned by
ˆ(1)4 =
1
n
n∑
i=1
(
ˆ′i ˆi
)2 − p(p + 2). (11)
Here the multivariate kurtosis (see e.g., [7,9]) is deﬁned by
(1)4 = E∗E
[
(′)2
]
− p(p + 2), (12)
where  is a p × 1 random vector which is distributed according to the same distribution as
i (i = 1, . . . , n) in the true model M∗ (2). First, we obtain the relationship between CAIC
and TIC in the following theorem.
Theorem 3.1. The order of difference between CAIC and TIC is Op(n−1), i.e., CAIC =
T IC + Op(n−1).
Proof. It is easy to obtain
∑n
i=1 ˆ
′
i ˆi = np. Note that, if the assumption in Appendix
A.1 holds,
∑n
i=1{(PX)ii}k = O(n−k+1). By using the formula (6), we expand the sum of
predicted residuals as follows:
n∑
i=1
(
yi − ˆ
′
[−i]xi
)′
ˆ
−1
[−i]
(
yi − ˆ
′
[−i]xi
)
=
(
1 − 1
n
) n∑
i=1
ˆ′i ˆi
{1 − (PX)ii}2 +
1
n
n∑
i=1
(ˆ′i ˆi )2
{1 − (PX)ii}3 + Op(n
−1)
= (n − 1)p + 2
n∑
i=1
ˆ′i ˆi (PX)ii +
1
n
n∑
i=1
(
ˆ′i ˆi
)2 + Op(n−1).
Since c1 in (5) is expanded as c1 = 1 + O(n−2), we obtain the asymptotic relationship
CAIC = T IC + Op(n−1). 
A candidate model M in (1) is called an overspeciﬁed model or an underspeciﬁed model,
depending on whether PX =  or PX = . In our nonnormal setting the terminology
of “overspeciﬁed model” or “underspeciﬁed model” is not necessary to imply whether a
candidate model includes the true model or not. In the normal setting as in Fujikoshi and
Satoh [4], the terminology corresponds to inclusion or exclusion of the true model.
Next, in order to see the asymptotic behavior of bias ofCAIC, we calculate the asymptotic
expansions of bias of CAIC, BCAIC = RKL − E∗Y[CAIC], for the underspeciﬁed and
overspeciﬁed models.
Theorem 3.2. Let  be a noncentrality parameter matrix deﬁned by
 = 1
n
−1/2∗ ′(In − PX)−1/2∗ , (13)
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and  consist of  as
 = (Ip +)−1. (14)
Then, the bias of CAIC for the underspeciﬁed models is expanded as follows:
BCAIC = tr
{
(− Ip)2
}
−
n∑
i=1
′ii
{
2(PX)ii + 1
n
′ii
}
+ O(n−1),
where
i = −1/2∗ {i − ′X(X′X)−1xi}. (15)
Proof. FromTheorem 3.1, we can see thatCAIC = T IC+Op(n−1). Therefore,BCAIC =
BTIC + O(n−1), where BTIC is the bias of TIC. The expansion of BTIC was calculated by
Fujikoshi et al. [5] as
BTIC = tr
{
(− Ip)2
}
−
n∑
i=1
′ii
{
2(PX)ii + 1
n
′ii
}
+ O(n−1).
Therefore, we obtain the result in Theorem 3.2. 
We can see that if the candidate model is an overspeciﬁed model, then  = O. This
makes  = Ip and i = 0.
Theorem 3.3. The bias of CAIC for overspeciﬁed models is expanded as follows.
BCAIC = −1
n
(1)4 + O(n−2),
where (1)4 is the multivariate kurtosis given by (12).
Proof. From the result in Fujikoshi et al. [5], if the candidate model is the overspeciﬁed
model, the risk RKL in (3) is expanded as
RKL = nE∗Y[log |ˆ|] + np{log(2) + 1} + (1)4 + 2kp + p(p + 1)
+1
n
[
(1)4,4 + 2(2)4,4 − (1)6 + 2
{
2(a1 − 1)(1)3,3 + (2a1 − 3)(2)3,3
}
+(k + p − 1)(1)4 + p(k + p + 1)(2k + p + 1)
]
+ O(n−2), (16)
where coefﬁcient a1 is deﬁned by
a1 = 1
n
1′nPX1n (0 < a11), (17)
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and sums of multivariate cumulants are deﬁned by
(1)4 =
p∑
ab
aabb, 
(1)
3,3 =
p∑
abc
2abc, 
(2)
3,3 =
p∑
abc
aabbcc,
(1)6 =
p∑
abc
aabbcc, 
(1)
4,4 =
p∑
abcd
2abcd , 
(2)
4,4 =
p∑
abcd
aabcbcdd .
Here, a1···al is the lth multivariate cumulant,
∑p
a1...al
means
∑p
a1=1 . . .
∑p
al=1, and 1n is an
n× 1 vector, all of whose elements are 1. A detail of the multivariate cumulant is discussed
in Appendix A.2. From (6), we expand the expectation of CAIC as
E∗Y[CAIC] = nE∗Y[log |ˆ|] + np log(2) + c2
{
nb0 + b1 + b2
n
}
+ O(n−2),
where
b0 = 1
n
n∑
i=1
{
1 + 2(PX)ii + 3 {(PX)ii}2
}
E∗Y
[
ˆ′i ˆi
]
,
b1 = 1
n
n∑
i=1
{1 + 3(PX)ii}E∗Y
[(
ˆ′i ˆi
)2]
, b2 = 1
n
n∑
i=1
E∗Y
[(
ˆ′i ˆi
)3]
.
By using the same calculation as in Fujikoshi et al. [5], which is an asymptotic expansion
with respect to the expectations of Z and V having asymptotic normality, where
Z = (X′X)−1/2X′E, V = 1√
n
n∑
i=1
(i
′
i − Ip),
asymptotic expansions of b0, b1 and b2 are obtained as follows:
b0 = p + 2
n
kp + 1
n2
(2k2 + a2)p + O(n−3),
b1 = (1)4 + p(p + 2)
+1
n
[
(1)4,4 + 2(2)4,4 − 2(1)6 + 4
{
(a1 − 2)(1)3,3 + (a1 − 3)(2)3,3
}
+(k − 2p − 11)(1)4 + p(p + 2)(3k − 2)
]
+ O(n−2),
b2 = (1)6 + 2
(
2(1)3,3 + 3(2)3,3
)
+ 3(p + 4)(1)4 + p(p + 2)(p + 4) + O(n−1),
where coefﬁcient a2 is deﬁned by
a2 = n
n∑
i=1
{(PX)ii}2 (a2k2). (18)
Note that c2 in (8) is expanded as
c2 = 1 − 1
n
− 1
n2
(k + p + 1 + a2) + O(n−3).
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The asymptotic expansion of E∗Y[CAIC] is given by
E∗Y[CAIC] = nE∗Y[log |ˆ|] + np{log(2) + 1} + (1)4 + 2kp + p(p + 1)
+1
n
[
(1)4,4 + 2(2)4,4 − (1)6 + 2
{
2(a1 − 1)(1)3,3 + (2a1 − 3)(2)3,3
}
+(k + p)(1)4 + p(k + p + 1)(2k + p + 1)
]
+ O(n−2). (19)
Taking (19) from (16) yields the result in Theorem 3.3. 
If the error vector i is i.i.d. Np(0, Ip), the bias of CAIC has the special form deﬁned in
the following theorem.
Theorem 3.4. When the candidate model includes the true model, i.e., i ∼ i.i.d. Np(0, Ip)
and PX = , then the bias of CAIC is exactly 0.
Proof. By using Lemma 3.1 in Fujikoshi et al. [3], the following equations are shown when
i is distributed according to a normal distribution:
(i) yi − ˆ
′
[−i]xi and ˆ[−i] are independent of each other.
(ii) yi − ˆ
′
[−i]xi ∼ Np(0, {1 + x′i(X′(−i)X(−i))−1xi}∗) and (n − 1)ˆ[−i] ∼ Wp(n − k −
1,∗).
Therefore, we obtain
E∗Y
[(
yi − ˆ
′
[−i]xi
)′
ˆ
−1
[−i]
(
yi − ˆ
′
[−i]xi
)]
=
{
1 + x′i (X′(−i)X(−i))−1xi
}
E∗Y
[
tr
(
∗ˆ[−i]
)]
.
By using the formula for the expectation of the inverse Wishart matrix (see e.g., [10, p. 74,
Theorem 2.4.6]), the following equation is derived:
E∗Y
[
tr
(
∗ˆ[−i]
)]
= (n − 1)p
(n − k − p − 2) , (n > k + p + 2).
Note that
1 + x′i (X′(−i)X(−i))−1xi =
1
1 − (PX)ii .
We obtain the expectation of sum of predicted residuals as follows:
E∗Y
[
n∑
i=1
(
yi − ˆ
′
[−i]xi
)′
ˆ
−1
[−i]
(
yi − ˆ
′
[−i]xi
)]
= (n − 1)p
(n − k − p − 2)
n∑
i=1
1
1 − (PX)ii .
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Therefore,
E∗Y[CAIC] = nE∗Y[log |ˆ|] + np log(2) +
n(n + k)p
n − k − p − 1 . (20)
From the result in Fujikoshi and Satoh [4], when i ∼ i.i.d. Np(0, Ip) and PX = , the
risk based on the K–L information for the overspeciﬁed models can be precisely written as
RKL = nE∗Y[log |ˆ|] + np log(2) +
n(n + k)p
n − k − p − 1 . (21)
We can see that Eq. (20) corresponds to (21). Therefore, the bias of CAIC is exactly 0 when
i is i.i.d. Np(0, Ip). 
4. Some comments on the bias of CAIC
In this section, we offer some comments on the bias of CAIC in (4) by comparing it with
the biases of other criteria.
From Fujikoshi et al. [5], the biases ofAIC (9) andTIC (10) are expressed in the following
lemma.
Lemma 4.1. The biases of AIC and TIC can be expanded as follows.
(i) The bias of AIC, BAIC
(1) The underspeciﬁed model:
BAIC = 2k tr(− Ip) −
{
tr(− Ip)
}2 − tr {(− Ip)2}
+4() + 4
n
1′n(In − PX)−1/2∗ 3() + O(n−1), (22)
where  is given by (14) and
3() = E∗E
[
(′)
]
,
4() = E∗E
[
(′)2
]
− {tr()}2 − 2tr(2).
(2) The overspeciﬁed model:
BAIC = (1)4 +
1
n
[
(1)4,4 + 2(2)4,4 − (1)6
+2
{
2(a1 − 1)(1)3,3 + (2a1 − 3)(2)3,3
}
+ (k + p − 1)(1)4
+p(k + p + 1)(2k + p + 1)
]
+ O(n−2), (23)
where coefﬁcient a1 is given by (17).
(ii) The bias of TIC, BTIC
(1) The underspeciﬁed model:
BTIC = tr
{
(− Ip)2
}
−
n∑
i=1
′ii
{
2(PX)ii + 1
n
′ii
}
+ O(n−1). (24)
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(2) The overspeciﬁed model:
BTIC = 1
n
[
(1)6 + 2
{
2(1)3,3 + 3(2)3,3
}
+ 3(k + p + 4)(1)4
+p
{
k2 + 3(p + 1)k + p2 + 4p + 5 + a2
}]
+ O(n−2), (25)
where coefﬁcient a2 is given by (18).
Next, we prepare another bias-corrected criterion constructed by the bootstrap method,
which was named EIC by Ishiguro et al. [6]. Also, Fujikoshi et al. [5] proposed EIC for
selecting multivariate linear regression models based on resampling data drawn from esti-
mated residuals in the full model. In this paper, we resample from estimated residuals in the
candidate model M (1). In the overspeciﬁed model, the criterion has a smaller bias than the
one in Fujikoshi et al. [5]. Therefore, we work the resampling from the candidate model.
Let e˜i be the bootstrap data resampled randomly from Eˆ = (eˆ1, . . . , eˆn)′ with replace-
ment, where eˆi = yi − ˆ
′
xi (i = 1, . . . , n). Then the bootstrap resample of observation Y˜
is deﬁned by
Y˜ = Xˆ+ E˜, (26)
where E˜ = (e˜i , . . . , e˜n)′ (see e.g., [2]). Let Y˜{j} (j = 1, . . . , m) be the jth bootstrap data
by resampling, and ˜{j} and ˜{j} be MLEs of  and under a normal assumption, which
consist of Y˜{j} and X, i.e.,
˜{j} = (X′X)−1X′Y˜{j}, ˜{j} = 1
n
Y˜′{j}(In − PX)Y˜{j}.
Then, EIC in the candidate model M is given by
EIC = n log |ˆ| + np log(2) + CˆEIC, (27)
where
CˆEIC = 1
m
m∑
j=1
tr
{
˜
−1
{j}
(
Y − PXY˜{j}
)′ (
Y − PXY˜{j}
)}
. (28)
The bias of EIC is expressed in the following theorem (the derivation of Theorem 4.1 is
given in Appendix A.3).
Theorem 4.1. Suppose that the explanatory variablematrixX includes 1n, i.e.,PX1n = 1n.
Then the bias of EIC, BEIC , is expanded as follows.
(1) The underspeciﬁed model:
BEIC = tr
{
(− Ip)2
}
+ 2k tr(− Ip) − 1
n
n∑
i=1
(′ii )2 + O(n−1). (29)
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(2) The overspeciﬁed model:
BEIC = −1
n
[
(1)4,4 + 2(2)4,4 − 2(1)6 + 4
{
(a1 − 2)(1)3,3 + (a1 − 3)(2)3,3
}
−(2k + 2p + 11)(1)4 − 2p(p + 2)
]
+ O(n−2). (30)
Theorem 3.2 implies that the top term in the asymptotic expansion of BCAIC for the un-
derspeciﬁed models, as well as the top terms in BTIC and BEIC , does not depend on the
nonnormality of the true distribution. The top term in the expansion of BAIC for the under-
speciﬁed models depends on the 3rd and 4th cumulants of a transformed  by 1/2. The
matrix  is changed for every underspeciﬁed model. Therefore, the inﬂuence of nonnor-
mality in BAIC is changed for every underspeciﬁed model, but the inﬂuence is not changed
for BTIC , BEIC and BCAIC , if the terms of O(n−1) are neglected. From Theorem 3.3, we can
see that the order of BCAIC for the overspeciﬁed models is O(n−1). However the n−1 terms
in the expansions of BCAIC are common in all overspeciﬁed models and depend only on the
4th cumulant, although BAIC , BTIC and BEIC depend on the 6th cumulant. Therefore, the
inﬂuence of nonnormality is small, if the term of O(n−2) is neglected. Moreover, although
the orders of BTIC and BEIC are O(n−1) as well as the one of BCAIC , the n−1 terms in both
expansions include k × (1)4 . We regard that the inﬂuences of nonnormality in TIC and EIC
are changeable for every overspeciﬁed model compared with the one in CAIC. Especially,
it seems that ∣∣∣(1)6 + 2 {2(1)3,3 + 3(2)3,3}+ 3(p + k + 4)(1)4
+p
{
k2 + 3(p + 1)k + p2 + 4p + 5 + a2
}∣∣∣  |(1)4 |, (31)
when kp2 (the proof is given inAppendixA.4). This implies that the inequality |BTIC |
|BCAIC | is satisﬁed asymptotically when the candidate model is the overspeciﬁed model. On
the other hand, from (A.5) in Appendix A.3, BEIC for the overspeciﬁed models expanded
as BEIC = (1)4 −E∗Y[ˆ(1)4 ]+O(n−2), where ˆ(1)4 is the estimator of (1)4 (12) given by (11).
From the properties of ˆ(1)4 inYanagihara [14], it seems that BEIC becomes large when 
(1)
4
becomes large, and tends to be positive if (1)4 > 0 and tends to be negative if 
(1)
4 < 0.
Furthermore, from simulation studies inYanagihara [14], we can see that |(1)4 − E∗Y[ˆ(1)4 ]|
is larger than n−1|(1)4 | in the most cases. Therefore, |BCAIC | tends to be smaller than |BEIC |
when the candidate model is the overspeciﬁed model.As mentioned above, we can consider
the inﬂuence of nonnormality in the bias of CAIC as tending to be smaller than the ones of
AIC, TIC and EIC.
5. Numerical examination
In this section, we examine the numerical studies for average biases and frequencies
of the selected model by criteria. Through the simulation, we compare the inﬂuences of
nonnormality on the biases and frequencies of the selected model in our proposed CAIC
(4), and also AIC (9), TIC (10) and EIC (27).
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Fig. 1. Risk and averages of criteria in the case p = 2.
The distributions considered for an error are as follows:
• Normal distribution: Each of the p variables is generated independently from N(0, 1)
((1)3,3 = (2)3,3 = 0 and (1)4 = 0),• t-distribution: Each of the p variables is generated independently from a t-distribution
with 5 degrees of freedom divided by a standard deviation
√
5/3 ((1)3,3 = (2)3,3 = 0 and
(1)4 = 6p),• Uniform distribution: Each of the p variables is generated independently from a uniform
distribution U(−5, 5) divided by a standard deviation 5/√3 ((1)3,3 = (2)3,3 = 0 and
(1)4 = −6p/5),• Chi-square distribution (1): each of the p variables is generated independently from 2
distribution with 8 degrees of freedom standardized by a mean 8 and a standard deviation
4 ((1)3,3 = (2)3,3 = p and (1)4 = 3p/2),
• Chi-square distribution (2): each of the p variables is generated independently from 2
distribution with 3 degrees of freedom standardized by a mean 3 and a standard deviation√
6 ((1)3,3 = (2)3,3 = 2p and (1)4 = 4p).
We prepared the nested models with n = 30 as the candidate model M in (1). First, we
constructed the n × 7 explanatory variable matrix X0, whose ﬁrst column was 1n and next
columns were generated by U(−1, 1). The explanatory variable matrix of candidate model
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Fig. 2. Frequencies of the model selected in the case p = 2.
{j} consisted from the ﬁrst column to (j +1)th column of X0. The true model was the model
{3}, that is,  = X0µ∗1′p, where µ∗ = (0, 1, 2, 3, 0, 0, 0)′. CˆEIC in (28) was obtained by
resampling 1000 times. Figs. 1 and 3 show the average risk, CAIC, AIC, TIC and EIC in the
cases p = 2 and 6, respectively. Figs. 2 and 4 show the frequencies of the model selected
by criteria in the cases p = 2 and 6, respectively. These average values were obtained for
10,000 times iterations.
From these ﬁgures, we can see that the means of the proposed criterion were almost in
agreement with the risk in the overspeciﬁed models. It means that CAIC has the smallest
bias in all criteria, that is the purpose of our paper. Furthermore, the frequencies of themodel
with the smallest risk selected when using CAIC were improved more sharply than the ones
using AIC and TIC. The AIC and TIC had very large biases in the overspeciﬁed models.
Especially, if the kurtosis of the true distribution becomes large, their biases became large.
On the other hand, the biases of EIC were smaller than the ones of AIC and TIC in the
overspeciﬁed models. But the biases were larger than the ones of CAIC. Besides, there was
a tendency for the bias of EIC to positive if the kurtosis is positive, e.g., t-distribution and
chi-square distributions, and to negative if the kurtosis is negative, e.g., uniform distribution.
The frequencies of themodelwith the smallest risk selectedwhen usingEICwere the highest
in all criteria, although the biases of EIC were not the smallest in all criteria. However, the
differences in the frequencies of EIC and CAIC were only a few. We have studied several
other models, and have obtained similar results.
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Fig. 3. Risk and averages of criteria in the case p = 6.
6. Conclusion
We proposed a new criterion, CAIC in (4), for selecting variables in multivariate normal
linear regression models, which is partially constructed by the jackknife method and is
adjusted to the exact unbiased estimator of the risk when the candidate modelM (1) includes
the true model M∗ (2). Our criterion reduces the inﬂuence of nonnormality and the bias for
the riskRKL (3) based onK–L information.We veriﬁed the reduction of bias by calculating
asymptotic expansions and constructing simulation experiments.
The orders of biases in CAIC, TIC (10) and EIC (27) are the same, i.e., O(1) in the
underspeciﬁed models and O(n−1) in the overspeciﬁed models. Although the orders of
biases in three criteria are the same, the highest degrees of cumulants in biases are different
in the overspeciﬁed models. The one in CAIC is 4th although the ones in TIC and EIC are
6th. In general, if j ′ > j ′′, then 2j ′th cumulant is larger than 2j ′′th cumulant (see example
in [12]). Besides, |BCAIC | |BTIC | is satisﬁed asymptotically when kp2. Therefore, we
consider that the inﬂuence of nonnormality in the bias of CAIC is smaller than the ones of
TIC and EIC.
The biases of TIC in the overspeciﬁed models became very large in spite of correcting the
bias to O(n−1). Even when the sample size is not small, TIC was not so different from AIC
(9). This is mainly because the estimator of kurtosis ˆ(1)4 (11) in TIC does not work well.
The estimator has large bias even if the sample size is moderate (see [14]). Consequently,
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Fig. 4. Frequencies of the model selected in the case p = 6.
the bias of TIC is large, too. Conversely, CAIC work well because it does not consist of
such estimator. Also, there is another reason why CAIC work well. It is the coefﬁcient c1
(5), which adjusts CAIC to an unbiased estimator for the risk in the special case. The bias
of CAIC becomes large if there is not c1 in CAIC. Especially, it becomes large when the
dimension of observation p and the number of the explanatory variables k become large.
We consider that c1 not only adjusts CAIC to unbiased in the special case but also always
makes small inﬂuences about increases of p and k in the bias.
On the other hand, although the biases of EIC were not the smallest in all criteria, the
frequencies of the model with the smallest risk selected when using EIC were the highest in
all criteria. However, the differences in the frequencies of EIC and CAIC were only a few.
Besides, there is an advantage of CAIC for EIC. Namely, a repetition is unnecessary to get
CAIC, but it is necessary to get EIC. In our setting of the numerical studies, the number of
candidate models is 6. However, in actual case, such number will become large. Especially,
when the model selection is used for not a conﬁrmatory method but an exploratory method,
the number of the candidate models will grow large explosively (see e.g., [15]). Then, it is
more desirable that the criterion, which decides the best model, can be obtained without
iterations. In addition, the bias of EIC becomes large as p becomes large. When p becomes
large, sometimes the determinant of ˜{j}, which is close to 0, comes out. Then, ˜
−1
{j} gives a
poor value. This is the reason why the correction by bootstrapping becomes poor when p is
large. Therefore, EIC should not be used so often when dimension p is large in comparison
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with sample size n. The same results for the bootstrap method in a multivariate model were
reported in Fujikoshi et al. [5] and Wakaki et al. [13].
Asmentioned above, we encourage the use ofCAIC for selecting variables inmultivariate
normal linear regression models.
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Appendix A.
A.1. Assumption
We assume the same conditions for the true distribution, an explanatory variables matrix
X and an unknown mean matrix  as given in Fujikoshi et al. [5].
Assumption. Let ‖ · ‖ denote the Euclidean norm. Then, the assumptions A1–A8 are:
A1. For some integer s3, E∗E[‖‖s] < ∞,
A2. For some integer s3, lim sup
n→∞
1
n
n∑
i=1
‖−1/2∗ i‖s < ∞,
A3. lim inf
n→∞
n
n
> 0, where n is the smallest eigenvalue of a noncentrality parameter
matrix  given by (13),
A4. lim sup
n→∞
n
n
< ∞, where n is the largest eigenvalue of −1/2∗ ′−1/2∗ ,
A5. For some constant 0 < 1/2, max
i=1,...,n ‖
−1/2∗ i‖ = O(n1/2−),
A6. For some integer s3, lim sup
n→∞
1
n
n∑
i=1
‖xi‖s < ∞,
A7. lim inf
n→∞
n
n
> 0, where n is the smallest eigenvalue of X′X,
A8. For some constant 0 < 1/2, max
i=1,...,n ‖xi‖ = O(n
1/2−).
In order to get the validity of asymptotic expansions, we consider that this assumption
has been satisﬁed throughout this paper.
A.2. Higher-order cumulants
Let  = (ε1, . . . , εp)′ be a p × 1 random vector which is distributed according to the
same distribution with i (i = 1, . . . , n). We deﬁne the lth moment of  as a1···al given by
a1···al = E∗E[εa1 · · · εal ].
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Similarly, the corresponding lth cumulant of  is expressed as a1···al . Then, the following
relationships between moments and cumulants are:
abc = abc, abcd = abcd +
∑
[3]
abcd ,
abcdef = abcdef +
∑
[10]
abcdef +
∑
[15]
ababcd +
∑
[15]
abcdef ,
where ab is the Kronecker delta, i.e., aa = 1 and ab = 0 for a = b, and∑[j ] denotes the
sum of all possible j combinations, i.e., ∑[3] abcd = abcd + acbd + adbc. These
expressions imply the following formulas:
(1)4 =
p∑
ab
aabb = (1)4 + p(p + 2),
(1)3,3 =
p∑
abc
2abc = (1)3,3, (2)3,3 =
p∑
abc
aabbcc = (2)3,3,
(1)6 =
p∑
abc
aabbcc = (1)6 + 2
(
2(1)3,3 + 3(2)3,3
)
+ 3(p + 4)(1)4 + p(p + 2)(p + 4),
(1)4,4 =
p∑
abcd
2abcd = (1)4,4 + 6(1)4 + 3p(p + 2),
(2)4,4 =
p∑
abcd
aabcbcdd = (2)4,4 + 2(p + 2)(1)4 + p(p + 2)2.
A.3. Derivation of the Theorem 4.1
Let E˜ = (˜1, . . . , ˜n)′ = E˜ˆ−1/2, where E˜ is given by (26), and ˜ be a p × 1 random
vector which is distributed according to the same distribution as ˜i (i = 1, . . . , n) under a
condition that an observationmatrixY is given. If an explanatory variablesmatrixX includes
1n, i.e., PX1n = 1n, then each ˜i is independently and identically distributed according to
the distribution with the mean 0 and the covariance matrix Ip under a condition that an
observation matrix Y is given. Also, sums of multivariate conditional moments of ˜ are
given by
ˆ(1)4 =
1
n
n∑
i=1
(ˆ′i ˆi )2, ˆ
(1)
3,3 =
1
n2
n∑
ij
(ˆ′i ˆj )3, ˆ
(2)
3,3 =
1
n2
n∑
ij
(ˆ′i ˆi )(ˆ
′
i ˆj )(ˆ
′
j ˆj ),
ˆ(1)6 =
1
n
n∑
i=1
(ˆ′i ˆi )3, ˆ
(1)
4,4 =
1
n2
n∑
ij
(ˆ′i ˆj )4, ˆ
(2)
4,4 =
1
n2
n∑
ij
(ˆ′i ˆi )(ˆ
′
i ˆj )
2(ˆ′j ˆj ),
where ˆi is an ordinary least-squares residual given by (7), and sums of multivariate condi-
tional cumulants of ˜ are given by
ˆ(1)4 = ˆ(1)4 − p(p + 2), ˆ(1)3,3 = ˆ(1)3,3, ˆ(2)3,3 = ˆ(2)3,3,
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ˆ(1)6 = ˆ(1)6 − 2
(
2ˆ(1)3,3 + 3ˆ(2)3,3
)
− 3(p + 4)ˆ(1)4 − p(p + 2)(p + 4),
ˆ(1)4,4 = ˆ(1)4,4 − 6ˆ(1)4 − 3p(p + 2), ˆ(2)4,4 = ˆ(2)4,4 − 2(p + 2)ˆ(1)4 − p(p + 2)2.
Noting that when the number of bootstrap repetitions m tends to inﬁnity, CˆEIC in (28) is
rewritten by the conditional expectation for Y as
CˆEIC = EE˜
[
tr
(
˜
−1 {
ˆ+ (Xˆ− X˜)′(Xˆ− X˜)
})∣∣∣Y] , (A.1)
where
˜ = (X′X)−1X′Y˜, ˜ = 1
n
Y˜′(In − PX)Y˜,
and Y˜ is a bootstrap resample given by (26). By comparing Eq. (A.1) with the risk RKL in
(3), we can see that CˆEIC is corresponding to the last term of the risk in the overspeciﬁed
model. Therefore, by replacing the cumulants of  with the conditional cumulants of ˜ in
the asymptotic expansion (16), a perturbation expansion of CˆEIC is obtained as
CˆEIC = np + ˆ(1)4 + 2kp + p(p + 1)
+1
n
[
ˆ(1)4,4 + 2ˆ(2)4,4 − ˆ(1)6 + 2
{
2(a1 − 1)ˆ(1)3,3 + (2a1 − 3)ˆ(2)3,3
}
+(k + p − 1)ˆ(1)4 + p(k + p + 1)(2k + p + 1)
]
+ Op(n−2), (A.2)
where coefﬁcient a1 is given by (17). Substituting (A.2) into (27) yields the following
relation between TIC and EIC in the underspeciﬁed model:
E∗Y[T IC] − E∗Y[EIC] = 2
n∑
i=1
(PX)iiE∗Y
[
ˆ′i ˆi
]− 2kp + O(n−1), (A.3)
where and i are given by (14) and (15), respectively. From Fujikoshi et al. [5], we obtain
n∑
i=1
(PX)iiE∗Y
[
ˆ′i ˆi
] = n∑
i=1
(PX)ii′ii + k tr() + O(n−1). (A.4)
By using (A.3), (A.4) and the expansion of BTIC for the underspeciﬁed models in (24), we
expand BEIC for the underspeciﬁed models as in (29). On the other hand, when the candi-
date model is the overspeciﬁed model, the conditional cumulants of ˜ become consistent
estimators of the cumulants of . By comparing Eqs. (16) with (A.2), the bias of EIC in the
overspeciﬁed model is simpliﬁed as
RKL − E∗Y[EIC] = (1)4 − E∗Y
[
ˆ(1)4
]
+ O(n−2). (A.5)
FromYanagihara [14], the expansion of E∗Y[ˆ(1)4 ] is obtained as
E∗Y
[
ˆ(1)4
]
= (1)4 +
1
n
[
(1)4,4 + 2(2)4,4 − 2(1)6 + 4
{
(a1 − 2)(1)3,3
+(a1 − 3)(2)3,3
}
− (2k + 2p + 11)(1)4 − 2p(p + 2)
]
+ O(n−2).
(A.6)
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Substituting (A.6) into (A.5) yields an expansion of BEIC for the overspeciﬁed models as
in (30).
A.4. Proof of the inequality (31)
Let n−1	6 be the top term of BTIC for the overspeciﬁed models in (25), i.e.,
	6 = (1)6 + 2
{
2(1)3,3 + 3(2)3,3
}
+ 3(p + k + 4)(1)4
+p
{
k2 + 3(p + 1)k + p2 + 4p + 5 + a2
}
.
From Fujikoshi et al. [5], and inequalities (1)4  − 2p and a2k2 (18), the following
inequality holds when kp2:
	6 > (
(1)
4 + 2p) + p
{
k2 + 3(p − 1)k + (p + 1)(p − 3) + a2
}
p
{
2k2 + 3(p − 1)k + (p + 1)(p − 3)
}
> 0.
If (1)4 0, then
|	6| − |(1)4 | > 2p + p
{
2k2 + 3(p − 1)k + (p + 1)(p − 3)
}
> 0.
On the other hand, if −2p(1)4 < 0, then
|	6| − |(1)4 | > p
{
2k2 + 3(p − 1)k + (p − 1)(p + 3)
}
− 2p.
If kp2, then 2k2 + 3(p − 1)k + p2 − 2p − 50. Therefore, if kp2, the inequality
|	6| |(1)4 | holds.
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