Clustering is a basic operation in image processing and computer vision, and it plays an important role in unsupervised pattern recognition and image segmentation. While there are many methods for clustering, the single-link hierarchical clustering is one of the most popular techniques. In this paper, with the advantages of both optical transmission and electronic computation, we design efficient parallel hierarchical clustering algorithms on the arrays with reconfigurable optical buses (AROB). We first design three efficient basic operations which include the matrix multiplication of two N_N matrices, finding the minimum spanning tree of a graph with N vertices, and identifying the connected component containing a specified vertex. Based on these three data operations, an O(log N) time parallel hierarchical clustering algorithm is proposed using N 3 processors. Furthermore, if the connectivity of the AROB with four-port connection is allowed, two constant time clustering algorithms can be also derived using N 4 and N 3 processors, respectively. These results improve on previously known algorithms developed on various parallel computational models.
INTRODUCTION
Clustering techniques are widely applied in many aspects such as life sciences, medical sciences, social sciences, earth sciences, and image processing, and the applications continue to grow [1, 11] . Clustering is especially useful when only a very little prior information about the problem is available. Cluster analysis is the process of classifying objects into subsets that have meaning in the context of a particular problem [11] . Conventionally, the objects are characterized as patterns, and the patterns are numerical vectors in the pattern analysis. Assuming that there are M features and each pattern contains all M features, clustering is a process of partitioning these N patterns in M-dimensional spaces into meaningful subsets or clusters. The clustering of such patterns is achieved by minimizing intracluster dissimilarity and maximizing intercluster dissimilarity. The detailed survey of the cluster analysis can be found in the literature [1, 11, 12] .
Many hierarchical clustering methods have been proposed using different distance metrics and techniques [11] . Because of its simplicity and efficiency, hierarchical clustering with the single-link method described by Johnson [13] is one of the popular clustering methods. The agglomerative approach starts with the disjoint partition, where each pattern is set to a distinct cluster initially. Then, two clusters are merged to form a new cluster from the current level to the next level, according to the dissimilarity among all of the remaining clusters. Repeat this process to produce a sequence of nested partitions until only a single cluster exists. Finally, a dendrogram is constructed.
Efficient sequential and parallel clustering algorithms have been studied extensively from researchers. Assuming N patterns each with M features, the sequential hierarchical clustering algorithm can be computed in O(N 2 M+N 3 ) time in a straightforward manner. Kurita [16] proposed an O(N 2 log N) time sequential algorithm to solve this problem. Li and Fang [20] proposed an O(N log N) time parallel algorithm on the SIMD hypercube multiprocessors with MN processors. Li [19] also proposed an O(N 2 ) time parallel algorithm on the SIMD shuffle-exchange networks using N processors. Gower and Ross [7] first specified that the hierarchical clustering with the single-link method can be derived from the minimum spanning tree (MST). Recently, based on the MST of a proximity matrix, Tsai and Horng et al. [37] also proposed an O(log 2 N) time parallel algorithm on the processor array with a reconfigurable bus system (PARBS) using N 3 processors. Images are often represented as a two-dimensional (2-D) array of pixels and each image contains a large amount of data. The mesh-connected computer (MCC) is useful for solving these problems because of its simplicity and regularity in architecture. There are two drawbacks of the MCC: fixed architecture and long communication diameter, and these degrade the performance of the proposed algorithms. These two drawbacks can be overcome by equipping it with various types of bus systems.
Recently, the reconfigurable networks have received much attention from researchers because they can overcome the drawbacks of the MCC [2, 3, 38] . Unfortunately, the exclusive access to the bus resources limits the throughput of the end-to-end communication. Optical interconnections may provide an ultimate solution to this problem [4, 8, 18, 24, 30, 31, 34, 35] .
The array with a reconfigurable optical bus system is defined to be an array of processors connected to a reconfigurable optical bus system. The configuration can be dynamically changed by setting up the local switches of each processor, and a message can be transmitted concurrently on a bus in a pipelined fashion. Recently, two related models have been proposed, namely the array with reconfigurable optical buses (AROB) [32] and the linear array with a reconfigurable pipelined bus system (LARPBS) [29, 30] . A major difference between the two models lies in the fact that the counting is not permitted in the LARPBS model during a bus cycle but is allowed in the AROB model. The AROB model is a powerful computation model which incorporates some of the advantages and characteristics of reconfigurable meshes and meshes with optical buses [32] .
In this paper, we are interested in designing parallel clustering algorithms on the AROB. By integrating the advantages of both optical transmission and electronic computation, we first design three O(1), O(log N) time, and O(log N) time basic operations for matrix multiplication of two N_N matrices, finding the MST of a graph with N vertices and identifying the connected component containing a specified vertex, respectively. Based on these three basic operations, an O(log N) time parallel hierarchical clustering algorithm is proposed using N 3 processors. This result improves on previously known algorithms developed on various computational models. Furthermore, if the connectivity of the AROB with four-port connection is allowed, two constant time clustering algorithms can be also derived.
The remainder of this paper is organized as follows. We give a brief introduction to the AROB computation model in Section 2. Section 3 designs two basic operations which will be used in the parallel clustering algorithms. Section 4 develops our parallel clustering algorithms. Finally, some concluding remarks are included in the last section.
THE COMPUTATION MODEL
A linear array processors with pipelined optical buses (1-D APPB) [8] of size N contains N processors connected to the optical bus with two couplers. One is used to write data on the upper (transmitting) segment of the bus and the other is used to read the data from the lower (receiving) segment of the bus. An example for a 1-D APPB of size 5 is shown in Fig. 1 . The linear AROB (LAROB or 1-D AROB) extends the capabilities of the 1-D APPB by permitting each processor to connect to the bus through a pair of switches. Each processor with a local memory is identified by a unique index denoted as P i , 0 i<N, and each switch can be set to either cross or straight by the local processor. The optical switches are used for reconfiguration. If the switches of processor P i , 1 i<N&1, are set to cross, then the LAROB will be partitioned into two independent subbuses, each of them forms an LAROB. Each processor uses a set of control registers to store information needed to control the transmission and reception of messages by that processor. An example for an LAROB of size 5 is shown in Fig. 2a . Two interesting switch configurations derivable from a processor of an LAROB are also shown in Fig. 2b .
A petit cycle ({) is defined as the time needed for a pulse to traverse the optical distance between two consecutive processors on the bus. A bus cycle (_) is defined as the end-to-end propagation delay of the messages on the optical bus, i.e., the time needed to traverse through the entire optical bus. Then the bus cycle _=2N{, where N is the number of processors in the array. A unit delay is defined to be the spatial length of a single optical pulse, shown as a loop in Fig. 2a . The unit delay may introduce a time slot delay between two processors on the receiving segments.
Several approaches can be applied to route messages from one processor to another in an optical bus system: there are time waiting function [8] , time-division multiplexity scheme [35] , and the coincident pulse technique [4, 18, 35] . It is shown that these approaches can be implemented in constant time [32] . Arbitrary permutation can be performed using these methods.
The AROB model is essentially a mesh using the basic structure of a classical reconfigurable network (RN) [2] and optical technology. four IÂO ports, denoted by &S k , +S k , 0 k<2, to be connected with a reconfigurable optical bus system. The interconnection among the four ports of a processor can be reconfigured during the execution of algorithms. Thus, multiple arbitrary linear arrays like LAROB can be specified in a 2-D AROB. A processor can be connected to up to four such buses at a time. Once the LAROB is obtained by reconfiguration, we must specify the position of each processor and orientation of the waveguides in the constructed LAROB for implementing the time division or coincident pulse techniques. The two terminal processors which are located in the end points of the constructed LAROB may serve as the leader processors (similar to P 0 in Fig. 2a ). The related position of any processor on a bus to which it is connected is its distance from the leader processor. For more details on the AROB, see [32] . The extended AROB allows switch setting to change during a bus cycle, triggered by detection of a pulse [34] . An example of a 2-D 4_4 AROB and the allowed switch configurations are shown in Fig. 3 .
For a unit of time, we assume each processor can either perform arithmetic and logic operations or communicate with others on a bus. Since the bus cycle length can be considered to be O(_), it is compatible with the computation time of any arithmetic or logic operation. The AROB allows multiple processors to broadcast data on the different buses or to broadcast the same data on the same bus simultaneously at a time unit, if there is no collision. Let var(k) denote the local variable var (memory or register) in a processor with index k. For example, sum(0, 0, 1) is a local variable sum of processor P 0, 0, 1 .
BASIC OPERATIONS
In this section, we design three data operations: computing the matrix multiplication, finding the MST of a graph, and identifying the connected component containing a specified vertex. These three data operations will be used for developing an efficient parallel hierarchical algorithm in the next section. Several basic operations which have been proposed on the AROB are summarized in the following.
Lemma 1 [34] . Given N integer or normalized real numbers, these N numbers can be sorted in O(1) time either on an N LAROB if these numbers are of bounded magnitude and precision or on an N extended LAROB if these numbers are of unbounded magnitude and precision.
By applying Lemma 1, the maximum (minimum) of these N numbers can be easily found. This leads to the following corollary.
Corollary 2. Given N integer or normalized real numbers, the maximum (minimum) of these N numbers can be found in O(1) time either on an N LAROB if these numbers are of bounded magnitude and precision or on an N extended LAROB if these numbers are of unbounded magnitude and precision.
Lemma 2 [27] . Given N integer or normalized real numbers each of size O(log N)-bit, these N numbers can be added by the bus split technique in O(log N) time on an N LAROB.
Lemma 3 [33] . Given a data array of size N, the ordered compaction problem is the problem of moving the n nonzero (nonempty) data items to the first n consecutive locations (row major order) of the array and remaining in the same order. The ordered compaction problem can be computed in O(1) time on an N LAROB.
Lemma 4 [32] . Given N Boolean data, the logical or (6) of these N Boolean data can be computed in O(1) time on an N LAROB.
Computing the Matrix Multiplication
Let A=a i 1 , i 0 and B=b i 1 , i 0 , 0 i 1 , i 0 <N be two N_N matrices and all elements of A and B be on the same domain D. The matrix multiplication C=c i 1 , i 0 is defined by
where and } are two associative operators on the domain D. For standard matrix multiplication, some results on models with optical buses have been derived in the literature [21, 22, 24, 26, 33] . In this paper, we will design algorithms for two variations of matrix multiplication on the AROB model.
By the reconfigurability and pipelined ability of the optical bus configuration, we can compute Eq. (1) 1. Broadcast the elements of A and B over the N_N_N processors through the optical buses so that a(i 2 
The first two steps each take O(1) time. The time complexity of Step 3 is dependent on the operator . That is, by properly replacing the associative operator , the variation of matrix multiplication can be computed efficiently. For example, if the associative operator is replaced by the maximum minimum operation, then Step 3 can be computed in O(1) time by Corollary 1 on a 3-D N_N_N AROB. If matrix B is replaced by an N_1 vector and the associative operators and } are replaced by the logical or (6) and logical and (7) operations respectively, then this matrix vector multiplication is a special case of matrix multiplication. For this case, Steps 1 3 require only N 2 processors and Step 3 can be computed in O(1) time by Lemma 4. Hence, this leads to the following lemmas. Compared to the algorithm proposed by Chen et al. [3] , our algorithm for computing the variation of matrix multiplication with the maximum minimum operation can be run in the same time complexity but the number of processors is reduced by a factor N.
Finding the Minimum Spanning Tree
Given a graph G=(V, E) with N vertices, the minimum spanning tree (MST) problem of G is defined to find a tree with a minimum total weight. Assume that the adjacency matrix of G is given by
if the edge e is an edge from vertex i to vertex j, otherwise.
Based on the approach specified by Maggs and Plotkin [25] , the MST T of G can be represented by the following recursive formula:
Like Chen et al. [3] , c l i, j of Eq. (2) at each iteration l can be computed using the matrix multiplication as mentioned in the previous subsection by replacing the operators Ä and with minimum and maximum, respectively. That is, c 
i, j . Finally, all edges of the MST T of G can be determined by setting t i, j =1 if c N i, j =a i, j ; t i, j =0, otherwise. Since each iteration l takes O(1) time by Lemma 5 and the number of iterations is at most log N, the total time complexity of the proposed algorithm is O(log N). Compared to the algorithm proposed by Chen et al. [3] , our algorithm can be run in the same time complexity but the number of processors is reduced by a factor N. Hence, this leads to the following lemma.
Lemma 7. Given a graph G with N vertices, the minimum spanning tree of G can be solved in O(log N) time either on a 3-D N_N_N AROB if the weights of edges are of bounded magnitude and precision or on a 3-D N_N_N extended AROB if the weights of edges are of unbounded magnitude and precision. K
Identifying the Connected Component Containing a Specified Vertex
Given a graph G=(V, E) with N vertices and a specified vertex v, the problem of identifying the connected component containing vertex v is defined to find a subgraph G$=(V$, E$), V$ V, E$ E, such that there is a path from vertex v to every vertex in V$. This problem is a subtask of the connected component problem, and it can be solved by using the variation of matrix vector multiplication as mentioned in Section 3.1. Assume that the adjacency matrix of G is given by
if there is an edge from vertex i to vertex j, otherwise.
Based on the well-known technique [3, 23] , we can rewrite Eq. (2) by replacing the operators min and max with logical OR and Logical AND, respectively. Hence, this problem is a variation of the MST problem and the iteration step can be represented by
where B=b k , 0 i<N, is the v th column of matrix A (i.e., the adjacency vector of vertex v). Since c 
PARALLEL HIERARCHICAL CLUSTERING ALGORITHMS
Let A=a i, j , 0 i<N, 0 j<M, be a pattern matrix of size N_M with N patterns each with all M features. In general, N is in the range of hundreds and M<30. A hierarchical clustering method is a procedure for transforming a proximity matrix into a sequence of nested partition [11] . The direct input to the hierarchical clustering is the proximity matrix D which is usually generated from a pattern matrix A. Each entry of the proximity matrix D=d i, k , 0 i, k<N, represents the proximity of the pairwise indices according to the row and column of pattern matrix A. Because the Euclidean distance is the most common of Minkowski metrics, we use the Euclidean distance to measure the dissimilarity between patterns. That is,
The output of a hierarchical clustering algorithm can be represented by a dendrogram (i.e., a level tree of nested partitions). Each level (denoted as l i , 1 i<N) consists of only one node (different to the regular tree), each representing a cluster. We can cut a dendrogram at any level to obtain a clustering. Tsai and Horng et al. [37] have proposed an O(log 2 N) time parallel hierarchical clustering algorithm with the single-link method on a 3-D N_N_N PARBS. By the pipelined ability and reconfigurability of the optical buses, we also develop an efficient parallel clustering algorithm on a 3-D AROB in the following.
Let G=(V, E, W) denote a weighted proximity graph derived from the proximity matrix D, where V is the set of vertices, E is the set of edges, w(e i, j ) is the associated weight of the edge e i, j , and e i, j # E. Thus, the associated weight w(e i, j ) of edge e i, j corresponds to the entry d i, j of D, where e i, j =(i, j) is the edge incident to vertices v i and v j . For the sake of convenience, we assume that no two edges in the MST have the same weight. Since D is a symmetric matrix and d i, i =0, 0 i<N, only the upper triangular matrix of D is enough to specify the N(N&1)Â2 edges of G. Hence, we can set d i, j = for 0 j i<N.
Let T=(V, [t 1 , t 2 , t 3 , ..., t N&1 ]) be the MST of G, where w(t 1 )<w(t 2 )<w(t 3 ) < } } } <w(t N&1 ). For agglomerative hierarchical clustering, the edges in T will be cut in the order of t 1 , t 2 , t 3 , ..., t N&1 , and each cut corresponds to a level of the dendrogram, respectively. That is, cutting the edge t i in T will form the (N&i)th level of the nested partitions of the hierarchical clustering. At level l N&i , two clusters containing the patterns corresponding to the two ending vertices of the cut edge t i will be merged to form a new cluster. Since the newly generated cluster of each cut may contain many vertices, we set the vertex with the smallest vertex number among them as a supervertex (denoted as sv) to identify the newly generated cluster, and the other vertices in the same cluster can be discarded. In order to determine which clusters will be merged at level l N&i , we may find the connected components containing the two ending vertices of the cut edge t i , respectively, from the subtree which was made up of t k , 1 k<i. For the sake of readability, an example of the hierarchical clustering based on MST is shown in Fig. 4 . As for the easily specified information of each edge in MST and each nested partition, two arrays T=t i, j and C=c i, j , 0 i, j<N, are used to store the edges of MST and the cluster, respectively. Each entry t i, j consists of three fields: tw, tl, tr, where tw represents the distance between vertices i and j, tl denotes the left ending vertex of edge (i, j) and tr denotes the right ending vertex of edge (i, j). Each entry c i, j consists of three fields: cn, cl, cr, where cn represents the cluster number, cl denotes the left child, and cr denotes the right child.
Following the definition of proximity matrix D, proximity graph G, and the MST T, the parallel algorithm for agglomerative hierarchical clustering can be described by the following three phases. a(i, j, 0) of processor P i, j, 0 , 0 i<N, 0 j<M. Finally, the dendrogram consisting of the level number, cluster number and two children are stored in the local variable l(i, j, 0), cn(i, j, 0), cl(i, j, 0), and cr(i, j, 0) of processor P i, j, 0 , 0 i j<N, respectively. The detailed single-link hierarchical clustering algorithm (SLHCA) is shown in the following. Based on the patterns shown in Fig. 4 , an illustration of Algorithm SLHCA is shown in Fig. 5 .
Algorithm SLHCA(A, l, C); Â* A is an input variable. l and C are output variables. *Â 1: ÂÂ Phase 1. ÂÂ 1.1: ÂÂ Distribute the value of a i, j over the N_M_N processors, where M<N. ÂÂ Copy a(i, j, 0), 0 i<N, 0 j<M, to ai(i, j, k), 0 k<N through the i 0 -dimensional bus; then copy ai(k, j, k), 0 j<M, 0 k<N, to ak(i, j, k), 0 i<N through the i 2 -dimensional bus. Thus, each processor P i, j, k , 0 i, k<N, 0 j<M, holds two pattern features a i, j and a k, j .
ÂÂ Find all edges of T from G. ÂÂ The proximity matrix D is a weighted matrix corresponding to proximity graph G. Find the MST T of G by Lemma 7. Let each edge of T be stored in the local variable t(i, j, 0). 2.2: ÂÂ Sort the N&1 edges of T and put the sorted edges to diagonal processors. ÂÂ Compact the edge t(i, j, 0) according to its associated weight tw(i, j, 0){ , 0 i, j<N, by Lemma 3. Then, sort these N&1 edges located on the first row of processor P 0, j, 0 , 0 j<N&1, into nondecreasing order by Lemma 1. Finally, copy t(0, j&1, 0) to t( j, j, 0), for 1 j<N. Step 3.4 takes O(1) time by Lemma 3. Therefore, the total time complexity is O(log N) using N 3 processors. K
Our next results assume an extended AROB wherein a processor can connect four ports [38] . By increasing the number of processors and extending the switch configurations, algorithm SLHCA can be easily modified to run with better efficiency. Since the time complexity of the proposed algorithm is dominated by finding the MST from proximity graph G shown in Step 2.1, the MST of G can be found in O(1) time using N 4 processors by applying the technique proposed by Wang and Chen [38] . Hence, the time complexity of the modified algorithm can be reduced from O(log N) to O(1) by increasing the number of processors from N 3 to N 4 . The hierarchical clustering with single-link method can be derived from the geometry of coordinate space [10] . Furthermore, most applications of clustering have M<30. When M is fixed, the Euclidean MST can be found in O(1) time using N 3 processors by applying the approach proposed by Lai and Sheng [17] .
Wang and Chen's connected component algorithm and MST algorithm and Lai and Sheng's EMST algorithm are based on the tree shape 2-D buses (i.e., four-port connection), while the AROB model defined in [32] permits only linear buses. Recently, some optical interconnections, such as time-division multiplexed (TDM) systems [36] , wavelength division multiplexed (WDM) systems [5] , and time slot interchangers (TSI) [14] , have been designed as various methods of establishing reconfigurability and switching for systems with TerabitÂs throughput requirements. Such interconnections can be used to provide massively parallel data communication among a few ports [15, 36] . Most optical switch systems are constructed by the switch matrices with crossbar or tree structures [9, 28] . For example, Okayama et al. [28] developed an optical switch matrix with N_N tree structure by using 1_2, 2_1, and 2_2 switches. Actually, the switch systems mentioned above are more complex than the one proposed in the AROB model used in this paper.
In order to implement the four-port connection of the AROB, minor modifications in the hardware and functional specification of the switching system are required. In the sense of four-port connection, the switch is functionally equivalent to a 1-to-3 splitter, and the index determination algorithm [32] used for specifying to each processor the length of the buses to which it is connected or its indices relative to these buses is not necessarily required. If the four-port connection is allowed on an extended AROB, then Wang and Chen's connected component algorithm and MST algorithm and Lai and Sheng's EMST algorithm can be run in O(1) time on the extended AROB. This leads to the following two corollaries. (M is fixed, N M) , the parallel hierarchical clustering algorithm can be computed in O(1) time on a 3-D N_N_N extended AROB, if the four-port connection is allowed.
CONCLUDING REMARKS
In a cycle time, the number of messages which can be transmitted by a pipelined optical bus is larger than the number that can be transmitted by an electrical bus. Optical transmission can reduce the data transmission time between processors quite a lot. The transmission time of a data item between processors is determined by the size of the data item and the bus capacity. Due to the high communication bandwidth, the bus reconfigurability, and the supported versatile communication patterns, the AROB is useful for solving computational problems and its computational power is superior than that of other existing reconfigurable networks, like the PARBS.
To demonstrate the computation power of the AROB, we first design three O(1) time, O(log N) time, and O(log N) time basic operations for matrix multiplication of two N_N matrices, finding the MST of a graph with N vertices and identifying the connected component containing a specified vertex, respectively. These three operations are computationally intensive and require global propagation of data. Based on these three basic operations, an O(log N) hierarchical clustering algorithm on a 3-D N_N_N AROB is derived. Compared to the algorithm proposed by Tsai and Horng et al. [37] , the time complexity of the proposed algorithm can be reduced from O(log 2 N) to O(log N) but with the same number of processors. Furthermore, two constant time results can be derived if the four-port connection of the AROB is provided by using the advanced optical switch techniques.
Optical interconnections offer many advantages over the electronic counterpart including high connection density, low crosstalk, and relaxed bandwidth-distance product [6] . Currently, the optical interconnection techniques are used to establish the reconfigurability and simultaneous switching for massively parallel processing system [36] . Finally, it should be mentioned that the Jitney Optical Bus with 20 channels (500MbÂsÂch) has been designed for high speed parallel computing and successfully demonstrated in IBM ASÂ400 and RS6000 power parallel systems testbeds [15] . Due to these new developments, the models with reconfigurable optical buses are likely to become feasible architectures in the near future. Although the four-port connection is not defined in the standard AROB, recent experiments seem to indicate that the assumption of allowing the four-port connection is reasonable. Thus, Corollaries 2 and 3 can be derived.
