A (V; B; 1; 2; R; K; ) balanced ternary design is a pair (V; B), where V is a V -set of points and B is a collection of B K-multisubsets of V called blocks, such that each point appears R times in the blocks and no block contains a point with multiplicity greater than two. Each point must appear in 1 blocks with multiplicity one and in 2 blocks with multiplicity two. Additionally, every pair of distinct points must appear exactly times in the blocks of the design. A backtrack search algorithm with isomorph rejection is described and employed to enumerate the balanced ternary designs with V 6 10, B 6 30, and R 6 15 for all but 12 of the 155 possible design classes with these parameters. ?
Introduction
A (V; B; 1 ; 2 ; R; K; ) balanced ternary design (BTD) is a pair (V; B), where V is a V -set of points and B is a collection of B K-multisubsets of V called blocks, such that each point appears R times in the blocks and no block contains a point with multiplicity greater than two. Each point must appear in 1 blocks with multiplicity one and in 2 blocks with multiplicity two. Additionally, every pair of distinct points must appear exactly times in the blocks of the design. A design is called simple if it contains no duplicate blocks. Balanced incomplete block designs (BIBDs) are BTDs with 2 = 0.
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BTDs may be classiÿed further by ÿxing the number of blocks, b 2 , that are to contain repeated elements, leaving b 1 = B − b 2 blocks with no repeated elements [10] . Such a BTD is called a (V ; b 1 ; b 2 ; B; 1 ; 2 ; R; K; ) balanced part ternary design (BPTD).
Two BTDs with the same point set are said to be isomorphic if one can be obtained from the other by permuting the points of the design. A permutation of the points that maps the design to itself is called an automorphism. The set of such permutations forms a group, the automorphism group of the design.
Determining the number of nonisomorphic designs in a given class of designs and explicitly constructing these designs are central problems in design theory. It is our aim to determine the number of nonisomorphic designs and the possible values of b 2 for BTDs with parameters V 6 10, B 6 30, and R 6 15 using a computer backtrack search.
In Section 2 we present some deÿnitions and describe the observations that allow us to enumerate nonisomorphic balanced ternary designs with given parameters by enumerating the corresponding incidence matrices. Section 3 describes the backtrack search algorithm employed to enumerate the nonisomorphic incidence matrices. In Section 4 we present the results obtained. A complete enumeration for all but 12 of the 155 design classes in the range V 6 10, B 6 30, R 6 15 is carried out. Various parameters of the designs are tabulated and electronic lists of the designs are made available.
Background and deÿnitions
Balanced n-ary designs were introduced by Tocher [15] . A good introduction to balanced n-ary and ternary designs is [1] . A complete list of possible BTD parameters with R 6 15 together with several necessary existence conditions can be found in [3] . A later survey is [2] .
Balanced part ternary designs were introduced in [10] . A BPTD parameter list with known and open b 2 values was published in [11] ; later improvements on this table include [7, 8, 12] .
Let (V; B 1 ) and (V; B 2 ) be balanced ternary designs. Given a bijection : V → V and a multiset A consisting of points from V, deÿne A = { (v) : v ∈ A}, with (v) occurring in A with the same multiplicity as v occurs in A. If B is a collection of such multisets, denote by B the collection that for every multiset A in B contains the multiset A with equal multiplicity.
The designs (V; B 1 ) and (V; B 2 ) are now isomorphic if there exists a bijection : V → V such that B 2 = B 1 . If B = B , then is an automorphism of (V; B). Let M m×n be the set of m × n matrices with entries chosen from the set {0; 1; 2}. Denote by S k the symmetric group on {1; : : : ; k}, and let the group G = S m × S n act on A ∈ M m×n by permuting the rows and columns of A. To be more precise, given a matrix A ∈ M m×n , let a ij denote the entry of row i, column j, and let ∈ S m and ∈ S n . The permutation pair ( ; ) ∈ G acts on A forming A = ( ; )A with entries deÿned by a ij = a −1 (i) −1 ( j) for 1 6 i 6 m and 1 6 j 6 n.
Two matrices M 1 ; M 2 ∈ M m×n are said to be isomorphic if they belong to the same orbit in M m×n under G, that is, M 2 can be obtained from M 1 by permuting the rows and columns of the matrix.
An incidence matrix of a (V; B; 1 ; 2 ; R; K; ) balanced ternary design (V; B) is a matrix A ∈ M V ×B that has the property that the entry a ij indicates the multiplicity of point i in block j with respect to some ordering of the points V and the blocks B of the design. The rows and columns of an incidence matrix must satisfy the following conditions, and conversely, if the following conditions hold for a matrix A ∈ M V ×B , then the matrix represents some balanced ternary design with parameters (V; B; 1 ; 2 ; R; K; ).
(1) All rows sum to R and each row has precisely 1 1's and 2 2's. Let (V; B 1 ) and (V; B 2 ) be balanced ternary designs with the same parameters. If M 1 and M 2 are incidence matrices of the two designs, then the designs are isomorphic if and only if the incidence matrices are isomorphic. The previous observation and the correspondence between incidence matrices and designs allow us to enumerate the nonisomorphic (V; B; 1 ; 2 ; R; K; ) balanced ternary designs by enumerating the nonisomorphic matrices in M V ×B that satisfy the three aforementioned conditions.
Backtrack search with isomorph rejection
In this section we describe a backtrack search algorithm that constructs the nonisomorphic incidence matrices of (V; B; 1 ; 2 ; R; K; ) balanced ternary designs. These types of orderly algorithms [14] have been extensively used in the enumeration of combinatorial designs; published results employing similar algorithms include [5, 9, 13] .
The algorithm performs isomorph rejection by considering only canonical representatives, which are unique for every isomorphism class in M m×n . A commonly used deÿnition of canonicity introduced in [9] for m × n (0; 1)-matrices can be extended to M m×n as follows. Associate with each m × n matrix A ∈ M m×n a ternary number t(A) obtained by listing the entries of the matrix row by row from left to right and from top to bottom. Introduce a total order on M m×n by deÿning
From the deÿnition above it is clear that if a matrix A ∈ M m×n is in canonical form, then its rows and columns appear in nonincreasing lexicographic order from top to bottom and from left to right, respectively. If this were not the case, then a matrix A isomorphic to A with t(A ) ¿ t(A) could be obtained by permuting the columns and rows of A to nonincreasing lexicographic order. Using a similar argument, one can deduce that the matrix A k ∈ M k×n formed by taking the ÿrst k rows of A must be in canonical form for all 1 6 k 6 m. In other words, every (k + 1)-row matrix in canonical form can be constructed by extending some k-row matrix in canonical form. This observation allows us to perform isomorph rejection after each added row when constructing the incidence matrices row by row.
For 0 6 k ¡ V , the algorithm proceeds as follows: Given a partial incidence matrix A ∈ M k×B in canonical form as input, the algorithm ÿrst constructs the set of rows compatible with A using backtrack search. (We say that a row x ∈ {0; 1; 2}
B is compatible with A if it contains 1 1s and 2 2s, and if B j=1 a ij x j = for all i = 1; : : : ; k.) The algorithm then loops through all compatible rows x. In each loop iteration, the matrix A is extended with x, which becomes row k + 1 of the extended matrix A . If no column sum of A exceeds K and A is in canonical form, then A is extended recursively, otherwise A is rejected. When all compatible rows have been considered, the algorithm backtracks. For k = V , the algorithm outputs the completed incidence matrix and backtracks.
The following two observations may be used to prune the search (similar pruning has been used in enumeration of balanced incomplete block designs [5, 13] ): First, given a block of identical columns in the matrix to be extended, the 1's and 2's (possibly) placed in these columns must appear in the leftmost columns of the block in nonincreasing order. Otherwise the extended matrix is clearly not in canonical form, because the columns of the matrix do not appear in nonincreasing lexicographic order. Second, the leftmost column whose column sum is less than K must always be extended with a 1 or 2. Otherwise the column will be extended with a 1 or 2 at a later stage in the search. At that stage the matrix cannot be in canonical form, because the rows of the matrix do not appear in nonincreasing lexicographic order.
Canonicity is tested using a backtrack search that for a given matrix A ∈ M k×B tries to construct a counterexample for the canonicity of A by permuting the rows and columns of A (cf. [5] ). The search proceeds as follows: For level 1 6 i ¡ k, given a matrix A i−1 ∈ M (i−1)×B consisting of some i −1 rows of A, the algorithm selects a row of A not present in A i−1 and appends it to A i−1 as row i, obtaining a matrix A i . The algorithm then sorts the columns of matrix A i to nonincreasing lexicographic order, obtaining a matrix A i . Let A i ∈ M i×B denote the matrix formed by taking the ÿrst i rows of the matrix A. If t(A i ) ¿ t(A i ), A cannot be in canonical form and the search is terminated. If t(A i ) ¡ t(A i ), the algorithm backtracks and tries the next possible choice for row i, or backtracks to level i − 1 if all choices have been tried out. If t(A i ) = t(A i ), the algorithm proceeds to level i + 1 using A i as input. The matrix A is in canonical form if the search for a counterexample fails.
As a useful side e ect of the canonicity test, we may determine the size of the automorphism group of the design represented by A; this is precisely the number of times level k is reached in the search.
Results
We used a C implementation of the algorithm described in Section 3 to enumerate designs with parameters V 6 10, B 6 30, and R 6 15. The search was conducted using 450 MHz Pentium II workstations. The 143 completely enumerated design classes were enumerated in about three and a half days of CPU time.
The results of the enumeration are listed in Table 1 . For every enumerated class of designs, we tabulate the number of nonisomorphic designs, Nd, the number of simple Table 1 The enumerated BTDs with R 6 15, V 6 10, and B 6 30 [3] [11] V B 6  14  3  2  7  3  2  2  0  2-3  12  21 -3  7  3  2  7  3  5  2  1  3-6  6  22  5  5  7  3  2  7  5  6  1  0  10  5  23  6  4  7  1  3  7  4  5  1  1  24  6  24  7  10  10  1  3  7  7  4  1  1  120  10  25  8  7  7  1  3  7  7  6  1  1  21  7  26 -3  8  6  1  8  3  7  1  0  3  3  30  9  10  10  6  1  8  8  6  2  2  160 -576  10  31 -3  8  4  2  8  3  6  2  0  3-6  6  33  10  6  12  4  2  8  4  4  14  6  1-48  8,10 -12  34  11  5  10  4  2  8  4  5  6  6  1-20  9,10  35  12  5  8  4  2  8  5  7  1  0  10  5  37  13  4  8  2  3  8  4  6  2  0  2-24  6,8  38  141  72  9  60 -3  10  8  1  10  3  9  1  0  3  3  61  24  8  20  8  1  10  4  4  22 539  9736  1-384  4,6 -8  63  25  9  15  8  1  10  6  6  123  77  1-12  9  68 -9  30  6  2  10  3  2  2465  180  1-24  18  69 -3  10  6  2  10  3  8  2  0  3-6  6  73  28  10  20  6  2  10  5  4  8261  7089  1-160  12,14 -20  74  29  7  14  6  2  10  5  6  718  583  1-42  8-14 Table 1 (continued) Table 2 Lower bounds on the number of nonisomorphic designs [3] [11] V B 1 2 The design classes are numbered in accordance with [3] . As in [3] , design classes with parameter values 1 = 0 or 2 = 0 are not considered, because such designs reduce directly to balanced incomplete block designs. The alternative numbering scheme in Table 1 is from [11] , which follows [3] but excludes parameters with min(K; ) 6 3. We also use the restriction K 6 V , since a design with K ¿ V can be transformed into one with K ¡ V by complementing: transform an incidence matrix M into 2J − M , where J is the matrix with all entries 1. If V = K and the design is isomorphic to its complement, then it is said to be self-complementary. If V = B and the design obtained by transposing the incidence matrix is isomorphic to the original one, then it is said to be self-dual. All enumerated designs with V = B turned out to be self-dual.
There are many recent constructions and nonexistence proofs for BTDs [7] ; therefore we do not elaborate on what open values of b 2 in [11] we are the ÿrst to settle in this work (our results update the values of b 2 for more than twenty design classes in [11] ). Classiÿcation results have been published sporadically along the years. All parameters in our range for which there are 0 designs are old; see [3, 2] . These are designs number 5, 19, 52, 260, 311, 332, and 333. The following BTDs with V 6 6 were enumerated in [6] : 1, 8, 12, 13, 20, 54, 155, 156 , and 312. Design number 40 was enumerated in [4] . All these old results, which were obtained using methods di erent from ours, agree with our results, except that non-existence is erroneously claimed for design number 106 in [8] .
Twelve design classes were only partially enumerated, because they were too laborious to enumerate with the algorithm described and the computational resources available. Lower bounds on the number of nonisomorphic designs for each of these classes together with the CPU time taken to obtain the bounds are listed in Table 2 .
The classiÿed BTDs can be obtained electronically from the www page URL: http://www.tcs.hut.fi/∼pkaski/btd.html . Complete lists of the classiÿed BTDs are available whenever the number of nonisomorphic designs is less than 1000, and excerpts of the other design classes are provided.
