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Zusammenfassung
Zentrales Thema dieser Dissertation sind approximative Algorithmen für
Ablaufplanungs- und Packungsprobleme, zwei klassische Problemstellun-
gen der kombinatorischen Optimierung. Die vorliegende Arbeit besteht
aus drei Teilen. Im ersten Teil betrachten wir eine Verallgemeinerung des
Strip Packing Problems, auch geometrisches Zuschnittsproblem genannt.
Beim Strip Packing soll eine gegebene Menge von Rechtecken in einen
Streifen fester Breite und unendlicher Höhe platziert werden, so dass die
genutzte Gesamthöhe minimal wird. Bei dem generalisierten Problem ste-
hen N Streifen zur Verfügung, in welchen die Rechtecke angeordnet wer-
den sollen. Ziel ist es das Maximum der genutzten Gesamthöhen zu min-
imieren. Der zweite Teil beschäftigt sich mit einem verwandten Problem
der Ablaufplanung. Hierbei soll statt der Rechtecke eine Menge von par-
allelen Aufträgen in N Plattformen von Prozessoren ausgeführt werden.
Solch ein Auftrag kann mit einem Rechteck identifiziert werden, aber im
Gegensatz zum Packen von Rechtecken dürfen die Aufträge in vertikale
Scheiben geschnitten und diese dann in den Plattformen angeordnet wer-
den, solange alle Scheiben eines Auftrags zur gleichen Zeit in ein und
derselben Plattform starten. Im dritten Teil untersuchen wir die Ablauf-
planung auf uniformen Prozessoren, eine fundamentale 1-dimensionale
Problemstellung der Ablaufplanung. Hierbei sind die Aufträge nur durch
eine Ausführungszeit gegeben und sollen einer Menge von Prozessoren
zugewiesen werden, die verschiedene Geschwindigkeiten haben können.
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Abstract
Main subject of this thesis are approximation algorithms for scheduling
and packing, two classical geometrical problems in combinatorial opti-
mization. It is divided into three parts. In the first part we consider a
generalization of the strip packing problem or geometrical cutting stock
problem. In strip packing a given set of rectangles has to be placed into a
strip of fixed width and infinite height minimizing the total height used.
In the generalized problem setup there are N strips available in which
the rectangles have to be allocated and the objective is to minimize the
maximum height used. The second part deals with a related scheduling
problem. Here we are given parallel jobs instead of rectangles that have to
be executed in N platforms of processors. Such a job can be identified with
a rectangle, but in contrast to rectangle packing in parallel job scheduling
we are allowed to cut the jobs into vertical slides and place them into the
platforms as long as all slides of a job start at the same time in the same
platform. In the third part we investigate scheduling on uniform proces-
sors, a fundamental 1-dimensional scheduling problem. Here the jobs are
described by a processing time only and have to be assigned to a set of
processors that may run at different speeds.
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1. Introduction
Within this thesis three geometrical problems in combinatorial optimiza-
tion are considered in the context of approximation algorithms.
1.1 Multiple Strip Packing
One of the fundamental and well-studied geometrical problems in combi-
natorial optimization is Strip Packing. For a given set of rectangles the
objective is to find an arrangement of the rectangles into a strip of fixed
width and infinite height so that the total height used is minimized. The
rectangles should be placed axis-parallel and neither are allowed to be
rotated nor to overlap.
The problem is also known as geometrical cutting stock problem and
originates e.g. in processes in textile industry. Here the strip is a spool
of fabric and the goal is to use as few as possible of fabric while cutting
rectangular cloths from it. In huge companies of course many of such
spools are in parallel use. Therefore a natural generalization of the prob-
lem is Multiple Strip Packing where we are given more than one strip
in which the rectangles have to be placed. The objective is to minimize the
maximum over all heights used.
In Figure 1.1 we consider a packing of 6 rectangles given by pairs of
width and height into a strip of width 1. The height of the packing is 7/6.
Since each of the rectangles R1, R4 and R6 has width larger than half the
width of the strip they cannot be packed next to each other. Consequently,
there is no packing with height less than 7/6 and the one depicted in
Figure 1.1 is optimal. In Figure 1.2 for the same rectangles a packing
with minimum height into 2 strips is illustrated. The packing has height
3/4. Also this is a packing with minimum height (for 2 strips): There can
be no packing with height less than the height of the largest rectangle.
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Furthermore, we observe that the minimum height of a packing into one
strip is an upper bound for the minimum height of a packing into 2 or
more strips.
R1 = (3/4, 1/2)
R2 = (1/4, 1/3)
R3 = (1/3, 1/3)
R4 = (7/12, 7/12)
R5 = (1/12, 3/4)
R6 = (11/12, 1/12).
R1 R2
R3 R4
R5
R6
0.25
0.5
0.75
1
1.25
Figure 1.1: Strip packing with mini-
mum height.
R1 R2
R6
0.25
0.5
0.75
1
1.25
R4 R3 R5
0.25
0.5
0.75
1
1.25
Figure 1.2: Optimum packing into 2 strips.
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1.2 Scheduling Parallel Jobs in Platforms
Another classical 2-dimensional problem closely related to Strip Packing
is Scheduling parallel Jobs. Here we are given a set of jobs and a
set of processors. Every job has to be executed during a certain amount
of time, its processing time, and requires a certain number of processors
for execution. The objective is to find an assignment of the jobs to the
processors, so that the latest finishing time of a job is minimized, i.e. a
schedule for the jobs with minimum makespan. This problem arises from
many practical applications where resource allocation is an issue. This
is the case for abstract models of computing systems such as in personal
computers appear.
In contrast to Strip Packing the jobs need not necessary to be assigned
to processors of consecutive addresses. Both, Figure 1.3 and 1.4, show
a feasible schedule for 6 jobs on 12 processors. While the schedule in
Figure 1.3 corresponds to a feasible rectangle packing (where the jobs are
identified with rectangles) the schedule depicted in Figure 1.4 represents
no feasible packing since Job J6 is run on two subsets of processors that
are not contiguous. Even though it is sometimes possible to rearrange the
jobs to achieve a feasible packing of the corresponding rectangles, actually
cases are existing where there is no chance. Therefore, in general the
minimum length of a feasible schedule is less than the minimum height of
a packing of the corresponding rectangles.
J1 J2J3
J4
J5
J6
0.25
0.5
0.75
1
1.25
Figure 1.3: Schedule and packing.
J1 J2J3
J4
J5
J6
0.25
0.5
0.75
1
1.25
Figure 1.4: No feasible packing.
To match up with technological progress the aim is to understand and
use the achievement of computational grids of computers. In this work we
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investigate a problem where we are given a number of platforms where
each platform contains a set of processors called Scheduling parallel
Jobs in Platforms. Similar to Multiple Strip Packing the objective is
to find a schedule of the jobs in the platforms of processors so that the
maximum makespan over all platforms is minimized. Here, the platforms
may contain different numbers of processors or run at different speeds.
We also include the case that the jobs have release times, that is they are
known a priori, but become available over time.
1.3 Scheduling on Uniform Processors
The last problem considered in this thesis is a 1-dimensional scheduling
problem. Here we are also given a set of jobs and a set of processors, but
the jobs are only given by a processing time and are executed on a single
processor. For every processor a speed value is given. The objective is
to find a non-preemptive schedule with minimum makespan. Similar to
the problems above this problem is taken from industrial processes. One
can think of the processors as machines that can manufacture different
goods where each product needs a different amount of time. Figure 1.5
shows an example with 4 jobs and 2 processors where both processors
have identical speeds. In Figure 1.6 a schedule for the same jobs with one
processor running at speed 1 and the other running at speed 2 is given.
1
1/2
2×
2×
s2 = 1
P1
s1 = 1
P2
OPT (I) = 1.5
Figure 1.5: Optimum schedule for identical processors.
For all the problems described it is not possible to efficiently compute
an optimum solution for a given instance, except for some special cases.
As a consequence approximation algorithms are developed that compute
1.4. APPROXIMATION ALGORITHMS 5
1
1/2
2×
2×
s2 = 2
P1
s1 = 1
P2
OPT (I) = 1
Figure 1.6: One faster processor.
near optimum or "good" solutions. In the following section we introduce
some basic principles and notions from the theory of approximation algo-
rithms without raising a claim of completeness.
1.4 Approximation Algorithms
For an instance I of an optimization problem Π we define with OPT(I)
the value of the objective function for an optimum solution to I . For
an approximation algorithm A for Π we denote with A(I) the value of
the objective function for the solution produced for I by A. The absolute
ratio or multiplicative ratio of an approximation algorithm is defined as the
quotient
A(I)
OPT(I) .
Consequently, the absolute ratio of an approximation algorithm for a min-
imization problem is larger or (in the best case) equal to 1 where for a
maximization problem it is less or equal to 1. We say that an approxi-
mation algorithm A for a maximization problem Π has absolute ratio α,
if
A(I)
OPT(I) ≥ α for every instance I .
On the other hand for a minimization problem an approximation algo-
rithm A has absolute ratio α, if
A(I)
OPT(I) ≤ α for every instance I .
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In both cases we call A an α-approximation for Π.
An algorithm for a minimization problem has asymptotic ratio α, if
α ≥ lim sup
OPT(I)→∞
A(I)
OPT(I) .
Algorithm A has polynomial running time, if for every instance I of Π
its running time is bounded by a polynomial in the input size or encoding
length 〈I〉. Standardly we assume all problems considered to be binary
encoded. So the input size is recursively defined as follows
〈n〉 := dlog(|n|)e+ 1 for n ∈ Z
〈r〉 := 〈p〉+ 〈q〉 for r = p
q
∈ Q
〈b〉 :=
n
∑
i=1
〈bi〉 for b ∈ Qn
〈A〉 :=
n
∑
i=1
m
∑
j=1
〈aij〉 for A = (aij) ∈ Qn×m.
We use further the abbreviation [n] := {1, . . . , n}.
A polynomial time approximation scheme (PTAS) for a minimization prob-
lem Π is a family of polynomial time approximation algorithms (Aε)ε>0,
where for an instance I we have that Aε(I) ≤ (1 + ε)OPT(I). Note that
the running time is allowed to be exponential in 1/ε what can lead to
very large running times if ε is very small. Therefore we distinguish fur-
thermore efficient polynomial time approximation schemes (EPTAS) that have
running time bounded by f (1/ε)poly(〈I〉) for a function f , and fully
polynomial time approximation schemes (FPTAS) with running time bounded
by a polynomial in both, 1/ε and 〈I〉. In a similar way we define the
notion for maximization problems.
An asymptotic (fully) polynomial time approximation scheme (A(F)PTAS)
for a minimization problem Π is a family of (fully) polynomial time ap-
proximation algorithms (Aε)ε>0 each Aε having asymptotic ratio (1 + ε).
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1.5 Outline
This thesis is divided into three parts. In Part I we present approxima-
tion results for Multiple Strip Packing and an improved version of an
AFPTAS for Strip Packing. Part II is dedicated to approximation algo-
rithms for Scheduling parallel Jobs in Platforms. In the third part
we present an EPTAS for Scheduling on Uniform Processors for that
we investigate the relationship between linear program solutions and their
corresponding integral solutions.
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I Multiple Strip Packing
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2. Introduction
2.1 Definitions
Strip Packing (SP) is the geometric version of the Cutting Stock problem
or Bin Packing problem. In Bin Packing we are given n items with sizes
ai ∈ (0, 1] that have to be placed into a minimal number of 1-dimensional
bins of capacity 1. Strip Packing is a 2-dimensional generalization of Bin
Packing. Here we are given a set of n rectangles R with height hj ∈
Q≥0 and width wj ∈ Q≥0 bounded by 1 for j ∈ [n], and a rectangular
region of width one and infinite height, called strip. The objective is to
place all rectangles non-overlapping and axis-parallel into the strip where
rotation of the rectangles is not allowed, so that the packing produced
has minimum height. The optimum value for this height will be denoted
with OPTSP(R). Multiple Strip Packing (MSP) is a generalization of
Strip Packing. Here the input consists of a set of n rectangles R and a
number N of identical strips S1, . . . , SN in which the rectangles have to be
packed. The objective is to minimize max`∈[N] h(`), where h(`) denotes
the height of the packing in strip S`. For an instance of MSP we simply
write R suppressing the number of strips as it will always be equal to
N. Furthermore we identify R with its set of indices {1, . . . , n}. The
optimum value of MSP for a given list of rectangles R will be denoted
with OPTMSP(R).
For j ∈ R we define the size of a rectangle as wjhj and consequently
SIZE(R) := ∑j∈R wjhj for a set of rectangles. The total height of R is
defined as H(R) := ∑j∈R hj and the total width of R is given analogously.
With hmax := maxj∈R hj we denote the height of the highest rectangle given
by the input R.
By reduction from 3-Partition it follows that MSP is strongly NP-
hard. Furthermore, it can be derived that the best possible absolute ap-
11
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proximation ratio for an approximation algorithm for MSP is 2. The ex-
istence of the inapproximability bound has been first shown by Zhuk in
[67] by reduction from the common Partition problem. Thereby he also
showed the NP-hardness of the problem.
In 3-Partition the problem is to decide whether a given multiset I
of n = 3N positive integers b1, . . . , bn can be partitioned into N subsets
S1, . . . , SN each containing a triple so that the numbers in each subset sum
up to the same value.
Theorem 2.1. Unless P = NP , there is no polynomial-time approximation
algorithm for MSP with absolute ratio strictly less than 2.
Proof. Consider an instance I of 3-Partition. By scaling we may assume
that the total sum of the numbers given is N. By introducing a rectangle
of height 1 and width bi for each i ∈ [n] we obtain an instance R(I) of
MSP with N strips. Then I is a "yes" instance of 3-Partition if and only
if there is packing of R(I) into N strips with height 1. For a "no" instance
we have that OPTMSP(R(I)) is at least 2. So if for MSP there exists an
approximation algorithm with absolute ratio α < 2, it finds a packing of
R(I) of height α if and only if I is a "yes" instance. Therefore we can
decide the 3-Partition problem for I in polynomial time.
Moreover, unless P = NP , there is no PTAS or FPTAS for MSP and
the best possible approximation is an AFPTAS.
2.2 Related Work
Since Strip Packing includes Bin Packing as a special case it is strongly
NP-hard. By reduction from Partition it follows that there is no ap-
proximation algorithm with absolute ratio less than 1.5 for Strip Packing.
A plenty of approximation algorithms have been developed during the
last decades. In [14] Coffman et al. gave an overview about performance
bounds for the shelf-orientated algorithms NFDH (Next Fit Decreasing
Height) and FFDH (First Fit Decreasing Height). Those adopt an abso-
lute ratio of 3, and 2.7, respectively. For a long time there was a huge
gap between the inapproximability bound of 1.5 and the best known ab-
solute ratio of an approximation algorithm for StripPacking which was
given by a 2-approximation [62, 58]. Recently, Harren et al. [26] presented
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a (5/3 + ε)-approximation for this problem. One of the most important
results for Strip Packing is an asymptotic fully polynomial time approx-
imation scheme given by Kenyon and Rémila based on a linear program
relaxation for Bin Packing [45]. For any accuracy ε > 0 their algo-
rithm produces a (1 + ε)-approximative packing plus an additive height of
O(1/ε2)hmax, where hmax denotes the height of the tallest rectangle. In [39]
Jansen and Solis-Oba gave an APTAS with small additive factor O(1)hmax,
but running time exponential in 1/ε.
As mentioned before, Multiple Strip Packing was first considered by
Zhuk [67], who showed that there is no approximation algorithm with ab-
solute ratio better than 2. Ye et al. presented an approximation algorithm
with ratio 2 + ε for this problem [65].
2.3 New Results
In this part we present several results for Multiple Strip Packing that
have been partly published as an extended abstract in [5] and as a full
article [8].
In Chapter 3 we show how to use the heuristics NFDH and FFDH to
obtain approximation algorithms for MSP with the same asymptotic ratio
as for Strip Packing. Furthermore we consider some variants of shelf-
based algorithms for MSP. In Chapter 4 we present a polynomial-time
approximation algorithm with absolute ratio 2, which is an improvement
of the former result of 2 + ε by Ye et al. [65] and best possible, unless P =
NP . In Chapter 5 we present an improvement of the AFPTAS for Strip
Packing of Kenyon and Rémila [45]. Here we were able to reduce the ad-
ditive factor from O(1/ε2)hmax to O(1/ε log(1/ε))hmax and to slightly im-
prove the running time from O(ε−7 + n log n) to O(ε−6 log(1/ε) + n log n).
We generalize this algorithm to several strips and directly achieve an AF-
PTAS for Multiple Strip Packing in Chapter 6. If the number of strips
is sufficiently large we can can reduce the additive factor even more to
O(1)hmax.
14 CHAPTER 2. INTRODUCTION
3. Shelf-based Algorithms for MSP
We start with some elementary results for the NFDH and FFDH heuris-
tics [14] applied to several strips that will give an understanding of the
problem. The greedy NFDH and FFDH heuristics are so-called shelf-based
algorithms for Strip Packing. A shelf is a row of items placed next to each
other aligned by their lower edges. The bottom of a shelf is either the bot-
tom of the bin or at the same height as the upper edge of the tallest item
packed in the shelf below. Typically the principle of operation of those
algorithms is easy to grasp, but it can be difficult to analyze them.
The algorithm NFDH first orders the input rectangles by decreasing
(non-increasing) height and packs the rectangles into shelves starting with
the highest one. At any time there is only one shelf open. The current
shelf is closed and a new one is opened if the current rectangle does not
fit completely into the current shelf.
The FFDH algorithm also orders the rectangles by decreasing height
and packs them into shelves. In contrast to NFDH, once a shelf is opened it
remains open until the last rectangle (with smallest height) is packed. Fur-
thermore, a rectangle is placed into the first shelf where it fits which is not
necessarily the last one opened. For a set of n rectangles R the algorithm
NFDH produces a packing of height at most 2OPTSP(R) + hmax and FFDH
produces a packing of height 1.7OPTSP(R) + hmax in time O(n log n).
Theorem 3.1. Let A be one of the shelf-based strip packing algorithms NFDH and
FFDH with asymptotic ratio α > 1, that creates for a set of rectanglesR a packing
into a single strip of unit width with height less than αOPTSP(R) + hmax. For
any N ∈ N there exists an algorithm AN that packs R into N strips so that
max`∈[N] h(`) ≤ αOPTMSP(R) + hmax.
15
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Proof. Consider Algorithm 1. We show that for a list of rectangles R, the
packing produced by AN has height less than αOPTMSP(R) + hmax. Let
t ∈ N be the number of shelves produced by A in Step 1 and Hj, j ∈
{1, . . . , t}, the height of the jth shelf. Since there are no items intersecting
the first line, after the last step of the algorithm the height h(1) of the first
strip S1 is bounded by hmax +
∑tj=1 Hj−hmax
N . For any strip S`, ` ∈ {2, . . . , N},
containing items from between the (`− 1)th and the `th line and the ones
intersecting the (`− 1)th line, we have
h(`) ≤ ∑
t
j=1 Hj − hmax
N
+ hmax =
A(R)− hmax
N
+ hmax.
With OPTSP as the optimum of SP we conclude
AN(R) = max
i
hi ≤ A(R)− hmaxN + hmax
≤ αOPTSP(R) + hmax − hmax
N
+ hmax =
αOPTSP(R)
N
+ hmax.
Since (1/N)OPTSP(R) is a lower bound for OPTMSP(R) the proof is com-
plete.
Algorithm 1 AN
Input: R
Output: A packing of R into N strips
1: Pack rectangles in R with A into one strip S. Let H be the height of S.
2: Cut out the first shelf and pack it into the first strip S1.
3: for all ` ∈ {0, 1, . . . , N} do
4: Draw a horizontal line trough S at height `(H−hmax)/N.
5: end for
6: for all ` ∈ {0, 1, . . . , N − 1} do
7: Pack all items intersecting the `th line and all items between the
`th and (`+ 1)th lines into strip `+ 1.
8: end for
Corollary 3.2. The algorithms FFDHN and NFDHN generate packings for a set
of rectangles R into N strips with height less than 1.7OPTMSP(R) + hmax and
2OPTMSP(R) + hmax, respectively.
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Corollary 3.3. LetR be an instance of MSP. In a packing generated by the above
algorithm AN we have
max
`∈{1,...,N}
|h(`)− AN(R)| ≤ 2hmax,
where h(`) denotes the height of the packing in strip S`.
Proof. By construction the height of the packing of the rectangles selected
between the `th and (`+ 1)th line is at least
∑tj=1 Hj−hmax
N − hmax and at most
∑tj=1 Hj−hmax
N + hmax.
Another way to pack a set of rectangles with a modified version of the
NFDH heuristic into N strips is Algorithm 2. The packing generated by
Algorithm 2
Input: R
Output: A packing of R into N strips
1: Order the rectangles in R by non-increasing height.
2: For each ` ∈ [N] pack one shelf according to the NFDH heuristic in
strip S`, that means starting in the lower left corner pack the rectangles
next to each other on the baseline of strip S`, until the next rectangle
does not fit. Draw a new baseline at the height of the highest rectangle
(that clearly is the first one).
3: Take the strip S− with the current lowest height h− (if there is more
than one, take the one with the smallest index) and pack one shelf
according to the NFDH heuristic on top of the shelves.
4: Repeat Step 3 until all rectangles are packed.
that algorithm is very smooth, in the sense that the heights of the strips
only differ by hmax.
Lemma 3.4. For a set of rectangles R Algorithm 2 generates a packing into N
strips, so that
max
`,k∈[N]
|h(k)− h(`)| ≤ hmax.
Proof. Let a1, . . . , ar denote the shelves created by the algorithm and let bi
denote the height of the first rectangle placed in shelf ai, i ∈ {1, . . . , r},
clearly b1 ≥ . . . ≥ br. We show per induction on i that the claim is true
after creating shelf ai.
During step 2 the assertion is obviously true.
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Let 1 ≤ i0 < r and assume that the assertion is true for the current
packing with shelves ai, i ≤ i0. Let S− be the strip with the lowest current
height h− and h+ the height of the currently highest strip S+ after packing
shelf ai0 . The value h(`)
? denotes the height of strip S` after packing the
next shelf ai0+1. Then h
+ > h− + bi0+1 or h
+ ≤ h− + bi0+1. In the first
case we conclude h(`)? ∈ [h−, h+] for all ` ∈ [N]. Since |h+ − h−| ≤ hmax
by induction hypothesis, the assertion follows. In the second case the
assertion is true, because since bi0+1 ≤ hmax we have h(`)? ∈ [h−, h− +
hmax] for all ` ∈ [N].
This leads to a further result about rectangles with small width.
Theorem 3.5. For a set of rectangles R with width ≤ ε for ε ∈ (0, 1] we obtain
by Algorithm 2 a packing into N strips with height less than
(3.1)
1
1− εOPTMSP(R) + 2hmax.
Proof. Let SIZE(S`) denote the total area of the rectangles packed into
S`. We consider the strip Smin with SIZE(Smin) = min`∈[N] SIZE(S`). Let
a1, . . . , ar be the ordered sequence of shelves constructed by Algorithm 2.
Furthermore, let bi and b′i be the heights of the first and last rectangle
placed in shelf ai, i ∈ {1, . . . , r}. We have b1 ≥ b′1 ≥ . . . ≥ br ≥ b′r.
A shelf is closed when the next rectangle does not fit completely on the
shelf. Notice that all narrow rectangles on shelf ai have heights ≥ b′i . For
i ∈ {1, . . . , r − 1} the total width of the rectangles packed on shelf ai is
larger than (1− ε). Therefore on these shelves ai an area of (1− ε)b′i is
fully covered by rectangles and thus SIZE(Smin) ≥ ∑r−1i=1 (1− ε)b′i .
Let h(Smin) denote the height of strip Smin. With SIZE(Smin) ≤ SIZE(R)/N
and Lemma 3.4 we conclude
hMSP ≤ h(Smin) + hmax =
r
∑
l=1
br + hmax ≤
r−1
∑
l=1
b′r + 2hmax
≤ SIZE(Smin)
1− ε + 2hmax ≤
SIZE(R)
N(1− ε) + 2hmax ≤
OPTMSP(R)
1− ε + 2hmax.
4. A 2-Approximation for MSP
Since there is no approximation algorithm for MSP with absolute ratio
smaller than 2 (unless P = NP), a 2-approximation is best possible for
MSP. In this section we show the following theorem.
Theorem 4.1. For any N ∈ N there is a polynomial-time algorithm for MSP
with absolute approximation ratio 2.
To handle different sizes of N, different subroutines are used to obtain
a 2-approximation. For N = 1 MSP is equivalent to Strip Packing and we
can use the algorithm of Steinberg [62] or Schiermeyer [58] with absolute
approximation ratio 2.
Theorem 4.2 (Steinberg [62]). Let R be a set of n rectangles with heights hj
and widths wj, j ∈ [n] and Q be a rectangle with width u and height v. Let
h := maxj∈[n] hj and w := maxj∈[n] wj. If the following inequalities hold,
w ≤ u, h ≤ v, 2SIZE(R) ≤ uv− (2w− u)+(2h− v)+(4.1)
then it is possible to pack R into the rectangle Q. (As usual, x+ = max(x, 0)).
For N sufficiently large, the algorithm of Caprara [11] for 2-Dimensional
Bin Packing (2DBP) with asymptotic ratio 1.69... and running time
O(n log(n)) + T (where T is the running time of an AFPTAS for Bin Pack-
ing) gives us a 2-approximation:
The problem 2DBP is the 2-dimensional generalization of Bin Packing,
where a set of rectangles with widths and heights bounded by 1 has to be
packed into a minimum number of unit squares, called bins. In [59] it is
shown that Caprara’s algorithm already gives a 2-approximation for 2DBP
if OPT2DBP(R) ≥ 1446 for an instance R. It should be possible to reduce
this value for OPT2DBP(R) since it is due to the additive constant of the
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AFPTAS for Bin Packing used. Recently, Jansen and Kraft presented an
improved AFPTAS with small additive factor O(log2(1/ε)) [36]. Unfortu-
nately, the algorithm is quite nested so that it is complicated to extract the
exact additive factor directly. Possibly, it can be found in the upcoming
full version of the paper.
Given an instance R of MSP we can transform it into an instance R˜
of 2DBP with OPT2DBP(R˜) ≤ N by scaling the height of any rectangle
by 1/OPTMSP(R). The value OPTMSP(R) can be found via binary search
in O(log(nhmax)) iterations (see Lemma 4.3 below). The algorithm for
N ≥ 1446 works as follows. For each candidate value for OPTMSP(R) we
transform the instance R into R˜. If Capraras algorithm outputs a packing
of R˜ into less than 2N bins we terminate. Stacking any two bins on top of
each other and rescaling gives us a 2-approximation for MSP.
Lemma 4.3. Let R be an instance of MSP. Binary Search needs at most
O(log(nhmax)) iteration to find the optimum height OPTMSP(R).
Proof. For each height hj ∈ Q≥0, j ∈ R, there exist qj, pj ∈ N with hj =
pj/qj. We have Qhj ∈ N, where Q = ∏nj=1 qj. Since OPTMSP(R) is equal to
the sum of heights of rectangles in R, we also have Q ·OPT(R) ∈ N. So
for the height ν of an optimal solution we conclude that Qhmax ≤ Qν ≤
Qnhmax. Since log2(Qnhmax) = ∑j∈R log(qj) + log(n) + log(hmax) ≤ |R|,
Binary Search takes at most O(log(nhmax)) iterations.
In case 2 ≤ N < 1446 there is something more to do. Here we use a
PTAS for Rectangle Packing with Area Maximization (RPA) found by
Bansal et al. [3]. In RPA we are given a set R of n rectangles with widths
wj and heights hj less than 1 and a bin of unit size. The objective is to
find a feasible packing of a subset R′ of the rectangles into the bin while
maximizing the total area of the rectangles in R′. Let us first consider
N = 2. Algorithm 3 gives us a 2-approximation in this case.
If 2 < N < 1446 we use an extended version of the PTAS for RPA in
[3] for several strips. Moreover, one can show the following
Theorem 4.4. Given a constant number N of bins, a fixed value ε and a set
of n rectangles R there is a polynomial time algorithm AN,ε that finds a subset
R′ ⊂ R with total area at least (1− ε) times the optimal value and a packing of
R′ into N bins or decides that no such subset exists.
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Algorithm 3 2-Approximation for MSP if N=2
Input: R
Output: A packing of R into N strips
1: for all current guess ν of the height of an optimum solution
OPTMSP(R) do
2: Scale the heights of the rectangles in R by 1/2ν so that the packing
corresponding to the optimum fits into a unit sized bin.
3: The set of resulting rectangles Rν is now considered as an instance
of RPA with OPTRPA(Rν) = SIZE(Rν) ≤ 1. Apply the algorithm in
[3] with accuracy ε = 1/2 and find a packing of a subset R′ν ⊂ Rν with
total area at least (1− ε)SIZE(Rν) into a unit sized bin. By rescaling
the rectangles in R′ν obtain a packing for the first strip with height at
most 2v.
4: Since SIZE(Rν) ≤ 1 the remaining items in Rν\R′ν have total area
SIZE(Rν\R′ν) ≤ εSIZE(Rν) ≤ 1/2. Furthermore, any rectangle has
height less than 1/2. Therefore we can pack them with Steinberg’s
algorithm into a unit sized bin. Rescaling gives us a second strip of
height at most 2ν for the correct choice of ν.
5: end for
For a detailed proof we refer to [59]. Together with the next assertion
we can state that Algorithm 4 gives us a 2-approximation.
Lemma 4.5. If N ≥ 3 and R is a set of n rectangles with total area SIZE(R) ≤
N/4, then there exists a packing of R into N bins.
Proof. Since for h, w, u = 1 and v = N/2 the inequalities (4.1) hold, we can
apply Steinberg’s algorithm. By this we get a solution for SP with height at
most N/2. By drawing dN/2e+ 1 horizontal lines with distance one through
the strip starting at the bottom we divide the strip into dN/2e bins of height
one and dN/2e − 1 sets of cut items. Packing each set of fractional items
into an extra bin we use at most dN/2e+ dN/2e − 1 ≤ N bins.
The running time for both Algorithm 3 and Algorithm 4 is dominated
by the running time of the Algorithm for RPA, which is doubly exponen-
tial in ε−1, i.e. for ε = 14 we have O(n256). It is not known wether RPA can
be solved approximately in time singly exponential in 1/ε.
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Algorithm 4 2-Approximation for MSP if 2 < N < 1446
Input: R
Output: A packing of R into N strips
1: for all current guess ν of the height of an optimum solution
OPTMSP(R) do
2: Scale the heights of the rectangles of R by 1/ν so that the corre-
sponding packing fits into N bins of height and width one.
3: The set of resulting rectangles Rν is now considered as an instance
of RPA with OPTRPA(Rν) = SIZE(Rν). With the algorithm in [59]
find for accuracy ε := 1/4 a packing of a subset R′ν ⊂ Rν with total
area (1− ε)SIZE(Rν) into N bins of unit size and. By rescaling the
rectangles of R′ν we get N bins of height ν.
4: For the total area of the remaining rectangles in Rν\R′ν we have
SIZE(Rν\R′ν) = εSIZE(Rν) ≤ N/4. Pack those rectangles according
to Lemma 4.5 into N bins and rescale the rectangles. This results again
in N bins of height at most ν.
5: Stack any two bins on top of each other and get a solution with
height at most 2ν for the correct choice of ν.
6: end for
5. Improved Strip Packing Algorithm
In this chapter we roughly describe the AFPTAS of Kenyon and Rémila
[45] for Strip Packing and present an improved version. We will use this
improved algorithm later as a subroutine. Kenyon and Rémila showed the
following
Theorem 5.1 (Kenyon & Rémila [45]). There is an algorithm that for a setR of
n rectangles with widths and heights ≤ 1 and for any accuracy ε > 0 generates a
packing ofR into a strip with height at most (1 + ε)OPTSP(R) + (4M + 1)hmax
for M = ( 2+εε )
2 = O(1/ε2). The algorithm has running time polynomial in 〈R〉
and ε−1.
By applying a different rounding technique than in the original algo-
rithm we achieve a reduction of the additive factor from O(1/ε2)hmax to
O(1/ε log(1/ε))hmax.
Theorem 5.2. For a set R of n rectangles with width and heights ≤ 1 and any
accuracy ε > 0 Algorithm 7 generates a packing of R into a strip with height st
most (1 + ε)OPTSP(R) + (4M + 1)hmax, where M = O(1/ε log(1/ε)). The
running time is in O(ε−6 log(1/ε) + n log n).
5.1 The AFPTAS of Kenyon and Rémila
We give here only a rough description of the algorithm of Kenyon and
Rémila, for our purpose this is sufficient. For an overall description and
fully detailed proofs refer to [45] and [32].
For ε′ = ε2+ε the rectangles in R are partitioned into wide Rwide :=
{j ∈ R|wj > ε′} and narrow rectangles Rnarrow := {j ∈ R|wj ≤ ε′}. The
set Rwide of wide rectangles is rounded to a set Rsup with only O(1/ε2)
different widths. The grouping and rounding technique used for the wide
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rectangles is called "geometric rounding" and is described by Algorithm 5
and in Figure 5.1.
Algorithm 5 Rounding I
Input: Rwide
Output: Rsup
1: Order the rectangles in Rwide by non-increasing widths and pack them
left-aligned on a stack with height H := H(Rwide).
2: Let M := (1/ε′)2.
3: Draw M− 1 horizontal lines through the stack with distance H/M start-
ing at the bottom. Therefore we get M so-called threshold rectangles.
A rectangle is a threshold rectangle if it either with its interior or with
its lower edge intersects a line at height iH/M, i ∈ {0, 1, . . . , M− 1}.
4: for all i ∈ {0, 1, . . . , M− 1} do
5: Round up the width of each rectangle between the lines iH/M and
(i + 1)H/M to the width of the ith threshold rectangle. The widths of
the rectangles below the first line are rounded up to the width of the
undermost rectangle in the stack.
6: end for
7: Let Rsup denote the list of rounded rectangles.
0
H/M
2H/M
3H/M
4H/M
Group 1
Group 2
Group 3
Group 4
Figure 5.1: Rounding Rwide with Algorithm 5.
The main part of the algorithm is to produce a fractional Strip
Packing for the rectangles in Rsup using a linear program formulation
for fractional Bin Packing. In doing so we introduce configurations
Ci := {αij : wj|j ∈ [M] ∧∑Mj=1 αijwj ≤ 1}, i.e. multisets of rounded widths
where αij denotes the number of occurrence of width wj in Ci, so that they
fit next to each other into the strip. Then the fractional packing of the wide
rectangle can be formulated as the following linear program.
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min
q
∑
i=1
xi
s.t.
q
∑
j=1
αijxi ≥ β j for all j ∈ {1, . . . , M}
xi ≥ 0 for all i ∈ {1, . . . , q}.
(5.1)
The variable xi indicates the height of configuration Ci, β j is the total
height of rectangles of width wj in Rsup and q denotes the number of pos-
sible configurations. A feasible solution x of (5.1) corresponds to a solution
of fractional Strip Packing with inputRsup. Note that rank((αij)ij) ≤ M
and hence a basic solution x of (5.1) has at most M nonzero entries. There-
fore the fractional Strip Packing for Rsup with height FSP(Rsup) can
be converted into an integral one increasing the height only by 2Mhmax.
Moreover, the following holds.
Lemma 5.3. [45]
1. The number of different width in Rsup is bounded by M = O(1/ε2).
2. FSP(Rsup) ≤ FSP(Rwide)
(
1 + 1Mε′
)
3. SIZE(Rsup) ≤ SIZE(Rwide)
(
1 + 1Mε′
)
Thus, an integral packing of Rwide with height FSP(Rwide)(1 + 1Mε′ ) +
2Mhmax is achieved. Finally, the narrow rectangles in Rnarrow are added
to the remaining space next to the integral packing and on top of it with
a slightly modified NFDH heuristic. Since FSP(Rwide) ≤ OPTSP(R) with
some small computations Theorem 5.1 follows.
5.2 Improved Geometric Rounding
Our improved algorithm uses a different geometric rounding technique.
For ε > 0 we partition the rectangles into wide Rwide := {j ∈ R|wj > ε/2}
and narrow onesRnarrow := R\Rwide. We may assume that εSIZE(Rwide) >
2(blog(2/ε)c+ 1)hmax. Otherwise we can achieve a packing of Rwide with
26 CHAPTER 5. IMPROVED STRIP PACKING ALGORITHM
height less than
2SIZE(Rwide) + hmax
≤ 4/ε(blog(2/ε)c+ 1)hmax + hmax = O(1/ε log(1/ε))hmax
by simply using the NFDH heuristic. We apply geometric grouping with
parameter k introduced by Karmarkar and Karp in [42] for fractional
Bin Packing to Rwide and obtain a set of rounded rectangles J ∪ J ′ as
described in Algorithm 6.
Algorithm 6 Rounding II
Input: Rwide
Output: J ∪ J ′
1: Let k :=
⌊
SIZE(Rwide)ε
(blog(2/ε)c+1)hmax
⌋
2: for all t ∈ {0, 1 . . . , blog(2/ε)c} do
3: partition Rwide into sets Wt := {j ∈ Rwide|wj ∈ (2−(t+1), 2−t]}.
4: For each list Wt order the rectangles by non-increasing widths and
pack them left-aligned on a stack.
5: Starting at the baseline draw horizontal lines at height (ik2t)hmax
for i = {0, . . . , bh(Wt)/(k2thmax)c} through the stack. For every rect-
angle whose interior is cut by such a line we introduce two new rect-
angles, so that the stack is divided into q(t) = bh(Wt)/(k2thmax)c+ 1
groups G1(t), . . . , Gq(t)(t) all having total height exactly k2thmax except
maybe the last group Gq(t)(t) of the narrowest rectangles having height
< k2thmax.
6: In each group Gi(t) we round up the width of every rectangle to
the width of the widest rectangles contained in this group and obtain
G′i(t).
7: end for
8: Define Jt :=
⋃q(t)
i=2 G
′
i(t). Further let J :=
⋃
t Jt, J ′ :=
⋃
t G′1(t)
For arbitrary sets of (indexed) rectangles R′′, R′ we define a partial
order≤g, so thatR′′ ≤g R′ if and only if the stack built from the rectangles
in R′′ can be geometrically included into the one of R′. We immediately
obtain Rwide ≤g Rsup. For any set of rectangles R let FSP(R) denote the
height of an optimum solution of fractional Strip Packing with input
R.
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Lemma 5.4. The rounded instance J ∪ J ′ has the following properties.
1. The number of different widths is bounded by
M = 5/ε(blog(2/ε)c+ 1) = O(1/ε log(1/ε)).
2. SIZE(Rwide) ≤ SIZE(J ∪ J ′) ≤ (1 + ε)SIZE(Rwide).
3. FSP(Rwide) ≤ FSP(J ∪ J ′) ≤ (1 + ε)FSP(Rwide).
Proof. We have that
SIZE(Wt) ≥ 2−(t+1)h(Wt)
≥ 2−(t+1)(q(t)− 1)k2thmax ≥ khmax(q(t)− 1)2
and thus q(t) ≤ 2SIZE(Wt)khmax + 1 for all t.
With εSIZE(Rwide) > 2(blog(2/ε)c+ 1)hmax we conclude that
M =
blog(2/ε)c
∑
t=0
q(t) ≤
blog(2/ε)c
∑
t=0
2SIZE(Wt)
khmax
+ 1
≤ 2
khmax
SIZE(Rwide) + blog(2/ε)c+ 1.
≤ 2SIZE(Rwide)
hmax
⌊
εSIZE(Rwide)
(blog(2/ε)c+1)hmax
⌋ + blog(2/ε)c+ 1
≤ 2SIZE(Rwide)
hmax
(
εSIZE(Rwide)
(blog(2/ε)c+1)hmax − 1
) + blog(2/ε)c+ 1
=
2SIZE(Rwide)(blog(2/ε)c+ 1)hmax
hmax(εSIZE(Rwide)− (blog(2/ε)c+ 1)hmax)
+ blog(2/ε)c+ 1
<
2SIZE(Rwide)(blog(2/ε)c+ 1)
ε
2 SIZE(Rwide)
+ blog(2/ε)c+ 1
= 4/ε(blog(2/ε)c+ 1) + blog(2/ε)c+ 1
≤ 5/ε(blog(2/ε)c+ 1).
The total height of the rectangles in every group G1(t) is at most
k2thmax. Since each of the rectangles in G1(t) has width at most 2−t we
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have SIZE(G1(t)) ≤ khmax. Then
SIZE(Rwide) ≤ SIZE(J ∪ J ′) ≤ SIZE(J ) + (blog(2/ε)c+ 1)khmax
since there are blog(2/ε)c+ 1 groups G1(t) in J ′. With our choice of k the
second assertion follows.
For all t ∈ {0, 1 . . . , blog(2/ε)c} we have by construction
G′1(t) ≥g G1(t) ≥g G′2(t) ≥g . . . ≥g Gq(t)(t)
and thus
J ∪ J ′ = ⋃
t
q(t)⋃
i=1
G′i(t) ≥g
⋃
t
Wt ≥g
⋃
t
q(t)⋃
i=2
G′i(t) = J .
We have FSP(J ∪ J ′) ≤ FSP(J ) + FSP(J ′). Since at least 2t of the
rectangles in G′1(t) fit next to each other into the strip we conclude also
FSP(G′1(t)) ≤ khmax. Thus, we have
FSP(J ′) ≤ (blog(2/ε)c+ 1)khmax ≤ εSIZE(Rwide) ≤ εFSP(Rwide).
We conclude
FSP(J ∪ J ′) ≤ FSP(J ) + εFSP(Rwide) ≤ (1 + ε)FSP(Rwide).
With the rounding technique presented in this section the additive fac-
tor of the AFPTAS for Strip Packing improves. The complete algorithm
is given below. For the rest of the proof of Theorem 5.2 similar techniques
are used as for the proof of Theorem 5.1 which can be found in [32]. The
techniques used for the converting process can also be found fully detailed
later in Chapter 6 in the proof of Theorem 6.6.
5.3 Running Time of the Algorithm
It is sufficient to solve the linear program (5.1) used in the algorithm ap-
proximately. As described in [32] the fractional Strip Packing with
M different width can be formulated as a Max-Min Resource Sharing
5.3. RUNNING TIME OF THE ALGORITHM 29
Algorithm 7 Improved Strip Packing
Input: R, ε > 0
Output: A packing of R into N strips
1: Partition R into Rwide := {j ∈ R|wj > ε/2} and
2: Rnarrow := {j ∈ R|wj ≤ ε/2}.
3: Round the widths of the rectangles in Rwide with Algorithm 6 and
obtain J ∪ J ′ with only M = O(1/ε log(1/ε)) different widths.
4: Solve the linear program (5.1) with input J ∪ J ′.
5: Construct a feasible solution for J ∪ J ′ with height at most FSP(J ∪
J ′) + 2Mhmax.
6: Use modified NFDH to pack the rectangles in Rnarrow into the remain-
ing space and on top of the strips.
problem that can be solved approximately in time
O(M(1/ε2 + log(M)) max{M + 1/ε3, M log log(M/ε)}).
For M = O(1/ε log(1/ε)) this gives a running time of O(ε−6 log(1/ε))
for solving (5.1) approximately. As it will be shown in Chapter 6, for
constructing a fractional packing and converting it into an integral one
we need time O(M2n) = O(ε−2 log2(1/ε)n). Thus, the running time of
Algorithm 7 is in O(ε−6 log(1/ε) + n log n). This improves the running
time of the original algorithm where the Max-Min Resource Sharing is
solved for M = O(1/ε2) which gives a running time of O(ε−7 + n log n).
Eventually, the running time could be further improved: The block prob-
lem of the corresponding Max-Min Resource Sharing problem is an un-
bounded knapsack problem with M = O(1/ε log(1/ε)) item sizes. If it
is possible to solve the knapsack problem with running time better than
O(M + 1/ε3) this would decrease the running time.
30 CHAPTER 5. IMPROVED STRIP PACKING ALGORITHM
6. Approximation Schemes for MSP
In this chapter we present an AFPTAS for Multiple Strip Packing. The
algorithm is based on a generalization of the improved version of the AF-
PTAS for Strip Packing by Kenyon and Rémila given in Chapter 5. For
sufficiently large values of N the additive factor can even be more reduced.
Theorem 6.1. There is an algorithm that for a set R of n rectangles with widths
and heights ≤ 1 and for any accuracy ε > 0 generates a packing of R into
N strips with height at most (1 + ε)OPTMSP(R) +O(1/ε log(1/ε))hmax. For
sufficiently large N, namely N ∈ Ω(1/ε2 log(1/ε)), the height of the packing can
be reduced to (1 + ε)OPTMSP(R) +O(1)hmax. The algorithm has running time
O(ε−6 log(1/ε) + n log n).
The number N of strips does not show up in the running time since
we may assume n ≥ N. For n < N we only need to consider the first n
strips to pack n rectangles.
6.1 A first Approach
As in the proof of Theorem 3.1 in Chapter 3 we can easily convert a pack-
ing generated for one strip into a packing for N strips by cutting it into
N parts of nearly the same height and distributing these parts among N
strips. This leads us to the definition of Algorithm 8
Theorem 6.2. For a setR of n rectangles with widths and heights ≤ 1 and accu-
racy ε > 0 Algorithm 8 generates a packing into N strips with height at most (1 +
ε)OPTMSP(R) + O(1/ε log(1/ε))hmax and running time O(ε−6 log(1/ε) +
n log n + N).
Proof. Let A(R, ε) denote the ouput of Algorithm 7. By Step 2 every strip
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Algorithm 8
Input: R, ε > 0
Output: A packing of R into N strips
1: Pack the rectangles with Algorithm 7 into a single strip S.
2: for all ` ∈ {0, 1, . . . , N} do
3: Draw a horizontal line through S at height `AKRε (R)/N.
4: end for
5: for all ` ∈ {0, 1, . . . , N − 1} do
6: Pack all items intersecting the `th line and all items between the
`th and (`+ 1)th lines into strip S`+1.
7: end for
S`, ` ∈ [N] has height
hi ≤ A(R, ε)N + hmax
≤ (1 + ε)OPTSP(L) + (4M + 1)hmax
N
+ hmax
N≥2≤ (1 + ε)OPTSP(R)
N
+ (2M + 1)hmax + hmax
≤ (1 + ε)OPTMSP(R) + (2M + 2)hmax,
where the last inequality holds because OPTSP(R)/N is a lower bound for
OPTMSP(R). The running time is dominated by the time used for Algo-
rithm 7. For N = O(ε−2 log(1/ε)) or with the assumption n ≥ N it can be
bounded by O(ε−6 log(1/ε) + n log n).
6.2 Packing into a Large Number of Strips
Now let us consider the case that the number N of strips is very large. In
this case it is possible to improve the additive constant to O(1) by balanc-
ing the configurations. Choose δ := 2ε7+ε and N > 10/δ2(blog(2/δ)c+ 1) =
Ω(1/ε2 log(1/ε)). We divide the list of rectangles L into a list of narrow
rectangles Rnarrow := {j ∈ R|wj ≤ δ/2} and a list of wide rectangles
Rwide := {j ∈ R|wj > δ/2}. Using Algorithm 6 (for ε = δ) we round Rwide
to an instance J ∪ J ′ with M ≤ 5/δ(blog(2/δ)c + 1) = O(1/ε log(1/ε))
different widths (compare to Lemma 5.4). The first objective is to create a
fractional packing of the rounded wide rectangles in J ∪J ′ into N strips.
To do this we approximately solve the linear program (5.1) for J ∪ J ′ as
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described in Section 5.3. Let h0 := FSP(J ∪J ′)/N. We first show there is
a fractional packing of J ∪J ′ that contains only O(1/ε log(1/ε)) different
configurations and has height at most (1 + δ)h0.
Lemma 6.3. Let x = (x1, . . . , xq) be a solution of (5.1) for input J ∪J ′ with at
most m ≤ M nonzero entries x1, . . . , xm. For N > 10/δ2(blog(2/δ)c+ 1) we get
a fractional packing of J ∪ J ′ into N strips with height at most (1 + δ)h0 and
at most m′ ≤ 2M different configurations, so that there are at most 2 different
configurations per strip. This can be done in time O(M2n + MN).
Proof. First remember that there exists a solution x with at most M non-
zero entries as rank((αij)ij) ≤ M. We fractionally pack the rectangles into
the configurations. Imagine each configuration Ci as a bin with height xi
and width ci and divide it into αij columns of widths wj and height xi. For
each non-zero configuration Ci fractionally pack the rectangles in J ∪ J ′
of width wj in a greedy manner into the columns of width wj upto exact
height xi, starting with j = 1. This takes time in O(M2n) since there are
at most M2 columns in which at most n rectangles are packed. In this
way each column contains a sequence of rectangles, which completely fits
inside the column and possibly the top part of a rectangle that started in
a previous column and the bottom part of a rectangle that is too tall to
fit into this column. Assume w.l.o.g. w1 ≥ w2 ≥ . . . ≥ wM. We start
filling the columns for each width with the rounded fraction of the wide
rectangle in Rwide that is split into a rectangle of width wj and the next
wider width wj−1 by the rounding Algorithm 6, if such a fraction exists.
We finish packing each width wj with the fraction of the wide rectangle in
Rwide that is split into a rectangle of width wj and the next smaller width
wj+1, if such a fraction exists.
Since ∑mi=1 αijxi ≥ β j there is maybe more than enough space for the rect-
angles of width wj in the configurations. In this case we distribute the
rectangles among the columns and delete the additional space. So we split
a configuration Ci into two parts, one of the old type where the columns of
width wj are completely filled and one without columns of width wj. This
case may happen at most M times. So we have in total m′ = m + M ≤ 2M
configurations C1, . . . Cm′ with nonzero heights x1, . . . , xm′ .
Notice that there exist configurations with height larger or equal h0, since
otherwise we conclude ∑m
′
i=1 xi < m
′h0 ≤ 2Mh0 = 10/δ(blog(2/δ)c+ 1)h0 <
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Nh0, which is a contradiction.
Consider a configuration Ci, i ∈ [m′]. If xi ≥ h0 we allocate an area
of height h0 for configuration Ci in bxi/h0c empty strips. If then xi/h0 −
bxi/h0c ≤ δh0, we assign to Ci additional space with height (xi/h0 − bxi/h0c)
in a strip, that has already height h0. If xi/h0 − bxi/h0c > δh0, we di-
vide (xi/h0 − bxi/h0c) into at most 1/δ horizontal slides with height less
than or equal to δh0. So we assign to Ci additional space of height δh0
in no more than 1/δ strips, which are already occupied until height h0.
In the same way we handle configurations of height less than h0. Since
there are at most 2M configurations with nonzero height, we get at most
2M/δ = 10/δ2(blog(2/δ)c+ 1) < N assignments of height δh0, which can be
distributed to N strips. Thus by this assignment policy, where the confi-
gurations are balanced, in each strip we allocate an area of height at most
(1 + δ)h0 for at most two different configurations. This step takes time
m′2N = O(MN) as for any configuration we consider each strip at most
twice.
The next Lemma shows how to construct a feasible integral packing
from a fractional packing.
Lemma 6.4. Let x = (x1, . . . , xq) be a solution of (5.1) for input J ∪ J ′ with
at most m ≤ M nonzero entries x1, . . . , xm. For N > 10/δ2(blog(2/δ)c + 1)
we can convert x to a feasible integral packing of the rectangles in J ∪ J ′ with
height at most (1 + δ)h0 + 2hmax and at most two different configurations per
strip.
Proof. With Lemma 6.3 we obtain a fractional packing from x with height
at most (1 + δ)h0 and at most two different configurations per strip and 2M
different configurations in total. Consider a strip S` with configurations Ci
and Ck. Between height 0 and h0 we reservate area for Ci of height xi` = h0
and between height h0 and (1 + δ)h0 we reservate area for Ck of height
xk` = δh0. We assign to each reservated area additional space of height
hmax. Therefore in each strip S` the total height of the fractional packing
is increased by 2hmax to at most (1 + δ)h0 + 2hmax. Now we can convert
this packing to a feasible integral packing of the rectangles in J ∪ J ′ in
the following way:
Consider the columns of width wj starting in the first strip where wj ap-
pears. In each column but the last one (for wj), there are a sequence of
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rectangles and possibly two fractional rectangles. One is the top part of a
rectangle, which does not fit completely into the previous column and the
other one is the bottom part of a rectangle that is too tall to fit into this
column. In each column we pack all rectangles belonging to the sequence
and the completed fractional rectangle from the top. If the considered col-
umn is the last one for width wj we have only one fractional rectangle at
the bottom and possibly a rectangle that is a rounded fraction of a rect-
angle in Rwide that was split by rounding Algorithm 6 between width wj
and the next smaller width wj+1. Here we add the fraction of width wj+1
belonging to the same rectangle in Rwide. So we can guarantee that each
configuration Ci with height xi` in strip S` is filled up to height at least
xi` − hmax with rectangles of J ∪ J ′.
Since there are at most two different configurations per strip, the ad-
ditive constant will be improved to O(1)hmax, while the running time re-
mains the same as for Algorithm 8. For a smaller value of N the balancing
argument for the configurations can not be applied.
0
h0 − hmax
h0
h0 + hmax
(1 + δ)h0 + hmax
(1 + δ)h0 + 2hmax
Ci
Ck
Figure 6.1: S` with Ci and Ck.
h0 − hmax
h0
h0 + hmax
(1 + δ)h0 + hmax
(1 + δ)h0 + 2hmax
Figure 6.2: S` after packing the narrow rectangles.
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Our last step is to add the narrow rectangles Rnarrow. We use a mod-
ified version of the NFDH algorithm: For strip S`, as above, we pack
narrow rectangles using NFDH into the empty space next to the configu-
rations until the total height is at most (1 + δ)h0 + 2hmax. After that we
repeat the process for strip S`+1. If all strips are filled in this way, we draw
a horizontal line at height (1 + δ)h0 + 2hmax in each strip and pack the
remaining narrow rectangles with Algorithm 2 on top (see Figure 6.1 and
6.2). Let h f inal denote the height of the packing after adding the narrow
rectangles. If h f inal > (1 + δ)h0 + 2hmax, by Lemma 3.4 we can ensure that
the maximum difference of the heights of two arbitrary strips is at most
hmax.
Lemma 6.5. Let N > 10/δ2(blog(2/δ)c+ 1). If h f inal ≥ (1 + δ)h0 + 2hmax,
then we have
h f inal ≤ SIZE(J ∪ J
′ ∪Rnarrow)
N(1− δ/2) + δh0 + 6hmax.
Proof. We consider the strip Smin with
SIZE(Smin) = min
`∈[N]
SIZE(S`).
Let Ci and Ck be the two configurations for Smin with heights xi` = h0 and
xk` ≤ δh0 and widths ci, ck, respectively. Let a1 < . . . < ar be the ordered
sequence of shelves constructed by modified NFDH in Smin, such that ak ≥
(1 + δ)h0 + 2hmax or 0 ≤ ak ≤ h0 − hmax for all k ∈ [r]. Let as1 < . . . < asr′
be the subsequence of shelves with at least one rectangle. Furthermore, let
bsj and b
′
sj be the heights of the first and the last rectangle placed in shelf
asj , j ∈ {1, . . . , r′}. A shelf is closed, when the next narrow rectangle does
not fit completely on the shelf. Notice that all narrow rectangles on shelf asj
have height ≥ b′sj . Let as¯1 < . . . < as¯r¯ be the subsequence of as1 < . . . < asr′
such that either as¯j ≥ (1 + δ)h0 + 2hmax or 0 ≤ as¯j + b′¯sj ≤ h0 − hmax. Keep
in mind that the region [0, ci]× [0, xi` − hmax] of Smin is completely filled
with rectangles from J ∪ J ′. We consider three cases for shelf ak with
k < r:
Case 1: On shelf ak there is at least one narrow rectangle and ak ≥ (1 +
δ)h0 + 2hmax or 0 ≤ ak + b′k ≤ h0 − hmax. In this case there exists j ∈
{1, . . . , r¯ − 1} with k = s¯j. Therefore, an area of at least b′¯sj (1 − δ/2) is
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covered by wide and narrow rectangles from J ∪ J ′ ∪Rnarrow.
Case 2: On shelf ak there is at least one narrow rectangle with ak + b′k >
h0 − hmax and ak ≤ h0 − hmax. In this case (h0 − hmax − ak)(1 − δ/2) is
covered by wide and narrow rectangles.
Case 3: On shelf ak there is no narrow rectangle and ak ≤ h0 − hmax.
This case may happen, when the wide rectangles in configuration Ci have
already a total width larger than 1− δ/2. In this case an area of at least
(h0 − hmax − ak)(1− δ/2) is covered by wide rectangles in J ∪ J ′. Cases
2 and 3 may happen only once per strip.
Let
X := ∑
k/∈{s¯1,...,s¯r¯−1}
(h0 − hmax − ak) .
Then (1− δ/2)(X + ∑r¯−1j=1 b′¯sj ) is a lower bound for SIZE(Smin) which
itself is bounded from above by 1/NSIZE(J ∪ J ′ ∪Rnarrow). On the other
hand, the height of the final packing is at most X +∑r¯j=1 bs¯j + 4hmax + δh0
plus hmax (by Lemma 3.4 after packing the narrow rectangles on top). This
gives
h f inal ≤ X +
r¯
∑
j=1
bs¯j + δh0 + 5hmax
≤ X +
r¯−1
∑
j=1
bs¯j + δh0 + 6hmax
≤ SIZE(Smin)
1− δ/2 + δh0 + 6hmax
≤ SIZE(J ∪ J
′ ∪ Lnarrow)
N(1− δ/2) + δh0 + 6hmax.
Theorem 6.6. If N > 10/δ2(blog(2/δ)c+ 1) the Algorithm 9 generates for a set
R of n rectangles a packing of height at most (1 + ε)OPTMSP(R) +O(1)hmax
in time O(ε−6 log(1/ε) + ε−2 log2(1/ε)n log(n)).
Proof. If h f inal > (1 + δ)h0 + 2hmax we conclude with Lemma 6.5 and since
δ = 2ε7+ε we have
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h f inal <
SIZE(J ∪ J ′) + SIZE(Rnarrow)
N(1− δ/2) +
δFSP(J ∪ J ′)
N
+ 6hmax
Lem.5.4≤ (1 + δ)SIZE(Rwide) + SIZE(Rnarrow)
N(1− δ/2)
+
δ(1 + δ)FSP(Rwide)
N
+ 6hmax
≤ 1 + δ
1− δ/2OPTMSP(R) + δ(1 + δ)OPTMSP(R) + 6hmax
≤ 1 + 3δ
1− δ/2OPTMSP(R) + 6hmax
= (1 + ε)OPTMSP(R) + 6hmax,
where the third inequality holds because SIZE(R)/N and FSP(Rwide)/N
are lower bounds for OPTMSP(R). On the other hand, it follows immedi-
ately from Lemmas 6.4 and 5.4 that
h f inal ≤ (1 + δ) FSP(J ∪ J
′)
N
+ 2hmax
≤ (1 + δ)
2FSP(Rwide)
N
+ 2hmax
≤ (1 + ε)OPTMSP(R) + 2hmax.
As in Section 5.3, the linear program (5.1) in step 4 can be solved in time
O(ε−6 log(1/ε)) . Step 5 takes time O(MN + M2n) which is O(M2n), as-
suming n ≥ N. Together with the rounding and sorting steps the running
time sums up to O(ε−6 log(1/ε) + ε−2 log2(1/ε)n log(n)).
Algorithm 9
Input: R, ε > 0
Output: A packing of R into N strips
1: Set δ := 2ε/(7+ε)
2: Partition R into Rwide := {j ∈ R|wj > δ/2} and Rnarrow := {j ∈
R|wj ≤ δ/2}.
3: Round the widths of the rectangles in Rwide with Algorithm 6 and
obtain J ∪ J ′ with only M = O(1/ε log(1/ε)) different widths.
4: Solve the linear program (5.1) for input J ∪ J ′.
5: Construct a feasible solution for J ∪ J ′ into N strips with height at
most (1 + δ)h0 + 2hmax by balancing the configurations.
6: Use modified NFDH to pack the rectangles in Rnarrow into the remain-
ing space and on top of the strips.
II Scheduling Parallel Jobs in
Platforms
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7. Introduction
7.1 Definitions
This part considers the problem of Scheduling parallel Jobs in Plat-
forms (SPP). We are given a set J = {1, . . . , n} of n jobs, where a job
j ∈ J is described by a pair (pj, qj) of a processing time pj ∈ Q>0 and the
number of processors qj ∈ N that are required to execute j. We are also
given a set B of N platforms P1, . . . , PN , where each P` contains a set M`
of |M`| = m` processors for ` ∈ [N].
In general we assume that the m` may be different, that are heteroge-
neous platforms. If all the values m` are equal we have identical platforms.
A schedule is an assignment a : J → ⋃N`=1 2M` × Q≥0, that assigns
every job j to a starting time tj and to a subset Aj ⊂ M` of the processors
of a platform P` with |Aj| = qj. Obviously, a job j can only be scheduled
in platform P` if m` ≥ qj. A schedule is feasible if every processor in
every platform executes at most one job at any time. The objective is to
find a feasible schedule with minimum makespan max`∈[N] C
(`)
max, where
C(`)max = max{j|Aj⊂M`} tj + pj denotes the local makespan for platform P`.
We denote with OPTSPP(J ,B) the optimum value for the makespan of a
schedule for the jobs in J into the platforms in B. We identify J with its
set of indices {1, . . . , n}.
For j ∈ J we define the size of a jobs as qj pj and consequently
SIZE(J ) := ∑j∈J qjhj for a set of jobs. With pmax := maxj∈J pj we denote
the largest processing time of a job.
For N = 1 the problem is equal to Scheduling parallel Jobs, in the
relevant literature denoted with P|sizej|Cmax. This problem is strongly
NP-hard even for a constant number of processors m ≥ 5 [17]. Similar as
for Strip Packing by reduction from Partition it can be shown that there
is no approximation algorithm for P|sizej|Cmax with ratio < 1.5, unless
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P = NP .
If we constrain the co-domain of the assignment a further and assume
that all platforms contain the same number of processors, the problem
is equivalent to Multiple Strip Packing: In addition to Aj ∈ ⋃N`=1 2M`
we postulate that Aj is equal to a set of consecutively numbered proces-
sors for every job j ∈ J . Every job then corresponds to a rectangle of
width qj and height pj. Keep in mind here, that in general because of
this contiguity constraint, algorithms for SPP cannot be directly applied
to Multiple Strip Packing, since rectangles may be cut. But the opti-
mal value for Multiple Strip Packing is an upper bound for the optimal
value for the corresponding SPP problem. Interestingly, fractional ver-
sions of both problems coincide and therefore a solution of fractional
(Multiple) Strip Packing gives a fractional solution for SPP.
Using the same reduction from 3-Partition as for MSP in Theorem
2.1 it can be derived that SPP is strongly NP-hard even for identical plat-
forms and that there exists no approximation algorithm with absolute ratio
strictly better than 2, unless P = NP . Here, as for the fractional problems
the contiguity constraint plays no role for proving the hardness result.
7.2 Related Work
There are several approximation algorithms for Scheduling parallel
Jobs. To name a few, the best known is List Schedule by Garey and Gra-
ham [21]. It was shown by Feldmann et al. that List Schedule has absolute
approximation ratio (2− 1/m) [18] using a dynamic and slightly differ-
ent model. If the number of processors is bounded by a constant the
problem admits a PTAS [2, 37]. In case that the number of machines is
polynomially bounded in the number of jobs a (1.5 + ε)-approximation
for the contiguous case (where a job has to be executed on processors with
consecutive adresses) and a (1 + ε)-approximation for the non-contiguous
problem were given in [40]. Recently, for an arbitrary number of pro-
cessors Jansen gave a tight approximation algorithm with absolute ratio
1.5 + ε in [34]. Also for an arbitrary number of processors the contiguous
case of P|sizej|Cmax is closely related to Strip Packing as described above.
For an overview about the related work for Strip Packing see Chapter 2.
A similar problem is Scheduling malleable Jobs. Here the process-
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ing time of a job j depends on the number of allotted machines and can
be described by a function pj : [mN ] −→ Q+ ∪ ∞, where pj(k) is the
length of job j running on k parallel processors of a platform. The PTAS in
[37] does also apply for malleable jobs if the number of processors is con-
stant. Interestingly, in [40] it can be derived from the paper that the algo-
rithms can also be applied to malleable jobs without using the assumption
m ≤ poly(n). In [54] Mounié et al. presented a (1.5 + ε)-approximation for
scheduling malleable jobs with processing times given by monotone func-
tions where the jobs are assigned to processors of consecutive addresses.
The running time of this algorithm depends on the number of processors.
An AFPTAS for scheduling malleable jobs on an arbitrary number of pro-
cessors is given in [31].
For Scheduling parallel Jobs in Platforms (SPP) Tchernykh et al.
presented in [63] an algorithm with absolute ratio 10. Earlier Remy claimed
in [56] that the approximation ratio 2 of List Schedule is preserved when
applied to SPP with identical platforms while in [63] and again later
in [60] it is shown that List Schedule cannot even guarantee a constant
approximation ratio for this problem. Schwiegelshohn et al. [60] achieved
absolute approximation ratio 3 for SPP, and ratio 5 for the SPP with re-
lease times.
For SPP with identical platforms, we proposed a low cost approx-
imation algorithm with absolute ratio 5/2 in [6]. Recently, we presented a
low-cost tight 2-approximation for this problem in case that no job does
require more than half of the processors [10]. We were also able to extend
our result in [6] to a fast 5/2-approximation to SPP for heterogeneous
platforms under the additional constraint that every job can be sched-
uled in each platform [7].
7.3 New Results
In this part we present several results for Scheduling parallel Jobs in
Platforms that have been partly published as an extended abstract in [9]
and as a full article [8].
In Chapter 8 we present an AFPTAS for SPP with additive factor
O(1/ε log(1/ε))pmax, where pmax denotes the largest processing time of a
job. The Algorithm also applies to platforms that run at different speeds.
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We show further that with only few modifications the algorithm is also
able to handle malleable jobs and release times. Moreover, we assign the
jobs to sets of consecutive processors, so the algorithm can also be applied
for packing rectangles into strips of different width.
In Chapter 9 we give a polynomial time algorithm with absolute ra-
tio (2 + ε) for SPP nearly closing the gap between the inapproximability
bound of 2 and the currently best algorithm with ratio 3 (for the general
case without additional constraints).
8. Approximation Schemes for SPP
and Variants
In this chapter we present an AFPTAS for Scheduling parallel Jobs in
(heterogeneous) Platforms. Note that Algorithm 9 for Multiple Strip
Packing in Chapter 6 can be applied to SPP with identical platforms
and we conclude from Theorem 6.1.
Corollary 8.1. There is an algorithm that for a set J of n parallel jobs, a set of N
identical platforms B and any accuracy ε > 0 generates a schedule for J into the
platforms in B of length at most (1 + ε)OPTSPP(J ,B) +O(1/ε log(1/ε))pmax.
For N sufficiently large, namely N ∈ Ω(1/ε2 log(1/ε)), the length of the sched-
ule can be reduced to (1 + ε)OPTSPP(J ,B) + O(1)pmax. The algorithm has
running time in O(ε−6 log(1/ε) + n log n).
The number N of platforms does not show up in the running time of
the above algorithm because in case of identical platforms we may assume
n ≥ N. If N > n we only need to consider the first N platforms to schedule
all jobs.
This following algorithm is also able to handle platforms running at
different speeds, malleable jobs and jobs with release times. We first de-
scribe the algorithm for a more general version of SPP where each plat-
form P` is assigned a speed value s` ∈ Q>0, so that all processors of P`
are running at speed s`. Therefore, the duration time of a job j in P` is
given as t`j :=
pj
s`
if qj ≤ m` else t`j := ∞. We assume furthermore by
scaling min` s` = 1 and define tmax := maxj,`{t`j |t`j < ∞}, which is less
than pmax := maxj pj as min` s` = 1. The objective still is to find a feasible
schedule that minimizes the global makespan, i.e. the latest finishing time
of a job. We denote the problem SPP with different speed values as SPPS.
Note that if all speed values are equal to one, then SPPS is equivalent to
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SPP.
Theorem 8.2. There is an algorithm that for a set J of n parallel jobs, a set B of
N heterogeneous platforms of different speeds and any accuracy ε > 0 generates
a schedule for J into the platforms in B with makespan at most
(1 + ε)OPTSPPS(J ,B) +O(1/ε log(1/ε))pmax
The running time of the algorithm is in
O(ε−6 log(1/ε)N2n2 log2(n)).
The algorithm is based on a linear program relaxation. This allows
migration and preemption of jobs. That is, a job is allowed to be split into
fractions that are executed in different platforms (if they fit). Emanating
from the solution of the LP we compute a unique assignment of almost all
jobs to the platforms. This is done by grouping the jobs similar as in Algo-
rithm 6 and then rounding the fractions of jobs using a result of Lenstra et
al. [50] ; i.e. the number of remaining fractional jobs per platform will be
bounded by O(1/ε log(1/ε)). Remarkably, the rounding technique needs
except an (approximate) solution of the LP no extra information about the
speed values. For each platform we reschedule the obtained integral jobs
with Algorithm 7, our improved version of the AFPTAS for Strip Packing
of Kenyon and Rémila. Finally, the fractional jobs are scheduled behind.
An overview of the algorithm is given below in Algorithm 10.
8.1 Relaxed Schedule
Let J be an instance of SPPS and let T be the makespan of an opti-
mum schedule for J . To simplify the structure of the schedule instead
of handling the specific processing times t`j we consider each platform as
a two-dimensional bin of width m` and height Ts` and schedule the jobs
concerning their lengths pj within this bin. Furthermore, we abandon the
constraint that a job has to be scheduled non-preemptively and within
only one platform. We represent the schedule of a job (pj, qj) as a (finite)
sequence of pairs (Ii, Qi)i∈I(j), I(j) ⊆ N, where every Ii ⊆ [0, T] is a time
interval and every Qi is a set of processors so that there is a uniquely de-
fined platform P`i ∈ B with Qi ⊆ M`i and |Qi| = qj. The intervals Ii and
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Algorithm 10
Input: J , B, ε > 0
Output: A schedule for J into the platforms in B
1: Solve the linear program (8.1) and get a fractional schedule where
preemption and migration are allowed.
2: for ` ∈ {1, . . . , N} do
3: In platform P` identify the (fractionally) assigned jobs with rectan-
gles R`.
4: Group these rectangles as described in Algorithm 11 according
their widths into M + 1 groups obtaining a set R′`wide partitioned into
M groups and R`narrow.
5: end for
6: Via a general assignment problem (8.7) round the assignment of the
rectangles (and therefore the assignment of the jobs) obtaining sets
of rounded rectangles R˜`wide, R˜`narrow and fractional rectangles F` for
` ∈ [N].
7: for all ` ∈ [N] do
8: Pack R˜`wide ∪ R˜`narrow with Algorithm 7 into platform P`.
9: Schedule the fractional jobs in F` greedily on top of the schedule
corresponding to the packing obtained before.
10: end for
sets Qi may appear several times, but a pair (Ii, Qi) may only appear more
than once if Ii is a single point. Additionally, we assume that the following
conditions hold:
(i) the time intervals for job j within the same platform do not overlap
except maybe at the endpoints, i.e. for all ` ∈ [N]⋃
i,i′∈I(j),i 6=i′
`i=`=`i′
( ◦
Ii ∩
◦
Ii′
)
= ∅, where
◦
A denotes the interior of a set A.
(ii) ∑N`=1 s` ∑{i∈I(j)|Qi⊂P`} |Ii| ≥ pj (covering constraint).
(iii) at any time for every processor there is at most one job running on
it.
Keep in mind that under this constraints a job is allowed to be split
among the platforms and may be executed in two different platforms at
the same time, but never in parallel with itself within the same platform
(except for a discrete time, when one piece starts and another ends). It can
be executed on two different (not necessary disjoint) subsets of processors
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within the same platform during different time intervals, where only the
endpoints of the time intervals may overlap. An example how such a
relaxed schedule can look like is given in Figure 8.1: Assume that T =
10/s`1 and job j needs to be scheduled on qj = 3 processors for pj = 7.5
operations. So in P`1 it is scheduled on processors {7, 8, 9} during time
[0, 1/s`1 ] and on processors {2, 3, 4} during time [5/s`1 , 7/s`1 ]. In P`2 it
is scheduled on processors {1, 2, 3} during time [0, 3/s`2 ] and in P`3 it is
scheduled on processors {3, 4, 5} during time [3.5/s`3 , 5/s`3 ]. This gives
1 + 2 = 3 operations in P`1 , 3 operations in P`2 and 1.5 operations in P`3
(this fulfills the covering constraint).
Ts`1 = 10
P`1
Ts`2
P`2
Ts`3
P`3
Job Jj , pj = 7.5, qj = 3
Figure 8.1: Relaxed schedule.
The relaxed schedule can be formulated via the linear program below:
For each platform in P`, 1 ≤ ` ≤ N we introduce configurations C`. A
configuration C` is a function C` : [n] −→ {0, 1}, so that ∑{j∈[n]|C`(j)=1} qj ≤
m`. It tells us which jobs can be scheduled in parallel in platform P`. By
definition, the number q(`) of different configurations for P` is bounded
by 2n. Let C` = {C`1, . . . , C`q(`)} denote the set of all configurations for a
platform P`. In the linear program (8.1) below the variable xC`k indicates the
length of configuration C`k . That means that the jobs in {j ∈ J |C`k(j) = 1}
are executed in platform P` during xC`k operation steps.
q(`)
∑
k=1
xC`k = s`T ` ∈ [N]
N
∑
`=1
∑
{k∈[q(`)]|C`k(j)=1}
xC`k ≥ pj j ∈ [n]
xC`k ≥ 0 k ∈ [q(`)], ` ∈ [N]
(8.1)
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The first N constraints ensure that the makespan C`max in each platform
P` does not exceed T. The next n constraints are covering constraints for
the n jobs. They make sure that every job is executed sufficiently long.
Lemma 8.3. For T = OPTSPPS(J ,B) the linear program above (8.1) is a relax-
ation of SPPS with input (J ,B).
Proof. Consider an optimum solution of SPPS with input J with T =
OPTSPPS(J ,B). Then we construct a solution for (8.1) in the following
way: For each platform P` we consider the finishing and starting times
t1, . . . , t2n˜(`) ∈ [0, T] of the n˜(`) ≤ n jobs assigned to this platform. They
give a partition of [0, T] (not minding empty intervals). We can assume
w.l.o.g. 0 = t1 ≤ . . . ≤ t2n˜(`) and denote t2n˜(`)+1 = T. For each non-
empty interval [ti, ti+1], i ∈ [2n˜(`)], we store a vector v`i ∈ {0, 1}n and
set v`i (j) = 1 if job j is scheduled in platform P` during this interval, else
v`i (j) = 0. Furthermore we store a value x
`
i := s`(ti+1− ti) for v`i . Note that
if t2n˜(`) < T the vector v`2n˜(`) is equal to 0{0,1}n . Note that we store at most
2n vectors for every platform, since for n˜(`) = n we conclude t2n = T.
Let V` denote the set of stored vectors. As long as there are two identical
vectors v`i = v
`
j with i 6= j (w.l.o.g. i < j) in V` we reset x`i = x`i + x`j and
discard v`j . Finally we define for every ` ∈N and 1 ≤ k ≤ q(`)
x¯C`k :=
x`i if C`k = v`i for i ∈ 1, . . . , 2n˜(`)0 else.
We claim that x¯ := (x¯C`k )k∈[q(`)],`∈[N] is a solution of (8.1). Clearly, we have
that x¯C`k ≥ 0 and
q(`)
∑
k=1
x¯C`k = s`T for ` ∈ [N], since it is the sum of the
values s`(ti+1 − ti), i ∈ [2n˜(`)]. Since we started with a feasible schedule,
by definition of x¯ we already have
∑
{k∈[q(`)]|C`k(j)=1}
x¯C`k = ∑{v`i∈V`|v`i (j)=1}
x`i = pj
for all jobs assigned to platform P`, so the covering constraint in (8.1) is
fulfilled.
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8.2 Solving the LP
The linear program (8.1) above is a feasibility problem with O(2n) vari-
ables and N + n constraints. The encoding length of the constraint matrix
and also the facet complexity of the corresponding polyhedron cannot
be bounded by a ploynomial in n. Thus, solving (8.1) with the ellipsoid
algorithm or via the separation problem could lead to exponential run-
ning times. Let PS(J ,B) denote the makespan of an optimal relaxed
schedule with the properties as described above. Clearly, PS(J ,B) ≤
OPTSPPS(J ,B). It is sufficient to solve the LP approximately for a value
T with PS(J ,B) ≤ T ≤ (1 + ε)OPTSPPS(J ,B). Let dmin := pmaxmax` s` .
Since OPTSPPS(J ,B) ≥ dmin we are only interested in fractional solu-
tions for T ≥ dmin. We define a lower bound L := dmin and an upper
bound U := ntmax. Now there must be a value L + jεL ∈ [L, U] for
j ∈ {0, . . . ⌊U−LεL ⌋}, so that PS(J ,B) ≤ L + jεL ≤ (1 + ε)OPTSPPS(J ,B).
Consequently, using binary search to find a proper value T takes time
in O(log( U−LεL )) = O(log(ntmax(εdmin)−1)). Since tmax ≤
max pj
min s`
, we have
tmax/dmin ≤ max s` (remember that min s` = 1) and therefore we find T in
time
O(log(nε−1 max s`)).
We may assume n ≥ ε−1, for n < ε−1 the problem simplifies at cer-
tain points: The length of the schedule is at most tmaxε−1 and we find a
proper value T in time O(log(ε−2 max s`)) = O(log(max{ε−1, max s`})).
The number of configurations and thus the number of variables in the
LP is bounded by 2ε
−1
. Furthermore, we need at most ε−1 platforms to
schedule all jobs.
We can now formulate the problem described in (8.1) as a Max-Min
Resource Sharing problem and solve it by using binary search on T and
testing in each step the feasibility of a system of (in-)equalities for a given
T ∈ [L, U].
Let (xC`k ) := (xC`k )k∈[q(`)],`∈[N]. For x ∈ B(T) the system of inequalities
is given as
(8.2)
N
∑
`=1
1
pj
∑
{k∈[q(`)]|C`k(j)=1}
xC`k ≥ 1 j ∈ [n]
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where
B(T) :=
{
(xC`k )|xC`k ≥ 0,
q(`)
∑
k=1
xC`k = s`T, ` ∈ [N]
}
.
We represent the system of n inequalities as Ax ≥ e, where e is the vector
of all ones, and test the feasibility of the system by computing an approx-
imate solution for
λ? = max {λ|Ax ≥ λe, x ∈ B(T)} .(8.3)
This problem can be considered as a fractional covering problem with
convex set B(T) and n covering constraints given by n concave functions.
According to [24] we can compute a (1− δ)-approximate solution for (8.3)
in O(n(1/δ2 + log n)) iterations, where an iteration includes roughly sum-
marized the following steps:
We start with an initial solution x¯ ∈ B(T) and compute a certain price vec-
tor y = y(x¯) ∈ Rn+ depending on x¯. Then we consider the so called block
problem, Max {yT Ax|x ∈ B(T)} and compute a (1− δ′)-approximate so-
lution x˜ ∈ B(T) for it with δ′ = δ/6 (see the next section for details). Set
x¯ := (1− τ)x¯ + τx˜ for a certain step width τ ∈ (0, 1). The algorithm stops
after O(n(1/δ2 + log n)) iterations for a given value T ∈ [L, U] with a vector
x¯ ∈ B(T) so that
N
∑
`=1
1
pj
∑
{k∈[q(`)]|C`k(j)=1}
x¯C`k ≥ (1− δ)λ
? j ∈ [n].
For x ∈ B(T) we define λ(x) := minj ∑N`=1 1pj ∑{k∈[q(`)]|C`k(j)=1} xC`k . If
λ(x¯) ≥ (1− δ) we have λ? ≥ 1 and thus Ax¯ ≥ (1− δ)e and we may try
a smaller value for T. If λ(x¯) < 1− δ we have λ? < 1 and conclude that
there is no solution x ∈ B(T) satisfying (8.2) and have to increase T.
Using an idea from [16] the binary search can be avoided and thereby
the running time can be improved: We compute a solution only for T = 1
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and scale the solution x¯′ := λ(x¯)−1 x¯. Then we have for j ∈ [n]
N
∑
`=1
1
pj
∑
{k∈[q(`)]|C`k(j)=1}
x¯′C`k
=
N
∑
`=1
1
pj
∑
{k∈[q(`)]|C`k(j)=1}
λ(x¯)−1 x¯C`k
≥ (1− δ)λ
?
λ(x¯)
λ?≥λ(x¯)
≥ 1− δ
and with T := λ(x¯)−1
q(`)
∑
k=1
x¯′C`k
=
q(`)
∑
k=1
λ(x¯)−1 x¯C`k = λ(x¯)
−1s` = Ts`.
8.2.1 Solving the Block Problem.
Consider the block problem Max{yT Ax|x ∈ B(T)}. The set B(T) can be
written as a Cartesian product of N convex sets
B`(T) :=
{
(xC`k )k∈[q(`)]|
q(`)
∑
k=1
xC`k = s`T, xC`k ≥ 0
}
.
Each set B`(T) is a simplex. So the block problem can be re-written as
Max
N
∑
`=1
n
∑
j=1
yj
pj
∑
{k∈[q(`)]|C`k(j)=1}
xC`k ,
x ∈
N×`
=1
B`(T).
(8.4)
Thus, it is sufficient to solve N independent smaller block problems of the
form
Max
n
∑
j=1
yj
pj
∑
{k∈[q(`)]|C`k(j)=1}
xC`k ,
(xC`k )k∈[q(`)] ∈ B`(T).
(8.5)
For each ` ∈ [N] we find the optimum of (8.5) at a vertex x˜ of B`(T). Such
a vertex corresponds to a configuration C`
k˜
with x˜C`
k˜
= s`T and x˜C`k = 0
for C`k 6= C`k˜ . Thus, we have to find a configuration C`k˜ of jobs that can be
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executed in parallel in P` with largest profit, where the profit value of a
configuration C`k is given as ∑{j∈[n]|C`k(j)=1}
yj
pj
. This results in the following
knapsack problem:
Max
n
∑
j=1
yj
pj
xj
s.t
n
∑
j=1
qjxj ≤ m`
xj ∈ {0, 1}
Kellerer and Pferschy showed in [43] that this knapsack problem can be
solved in time
O(n min{log n, log(1/δ′)}+ 1/δ′2 log(1/δ′) min{n, 1/δ′ log(1/δ′)}),
which is O(n log(1/δ′) + 1/δ′3 log2(1/δ′)) for n ≥ 1/δ′ log(1/δ′).
Therefore, we can solve the block problem in time O(N(n log(1/δ′) +
1/δ′3 log2(1/δ′))). Summing up all near optimal solutions for (8.5) for
` = 1, . . . , N gives a (1− δ′)-approximate solution for (8.4).
Here an open question is, wether it is possible to solve the Max-Min
Resource Sharing problem using in each iteration only the solution of
one of the N smaller block problems (8.5) and optimize cyclically over the
platforms. In [64] such a method is described for the related Min-Max
Resource Sharing problem.
8.2.2 Constructing a Schedule.
Now we construct a schedule based on an approximate solution of (8.3)
as in [32]. Choose δ := 3ε20 and assume ε ≤ 1. By binary search on T or
as described in the end of Section 8.2 we can achieve a solution x˜ so that
for every ` ∈ [N] we have ∑q(`)k=1 x˜C`k = Ts` ≤ (1 + ε)s`OPTSPPS(J ,B) and
∑N`=1
1
pj ∑{k∈[q(`)]|C`k(j)=1} x˜C` ≥ (1− δ) for all j ∈ [n]. We slightly extend the
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length of each configuration setting xC`k := x˜C`k (1 + 4δ) and conclude
N
∑
`=1
1
pj
∑
{k∈[q(`)]|C`k(j)=1}
xC`k ≥ (1− δ)(1 + 4δ)
= (1 + 3δ− 4δ2)
≥ 1,
since δ ≤ 34 . Consequently, in each platform the length of our generated
schedule is also extended to
q(`)
∑
k=1
xC`k = (1 + 4δ)
q(`)
∑
k=1
x˜C`k
≤ (1 + 4δ)(1 + ε)s`OPTSPPS(J ,B)
≤ (1 + 3ε)s`OPTSPPS(J ,B).
(8.6)
8.3 Rounding the Fractional Solution.
In this section we round the jobs in order to get a unique assignment of
every job to a subset of processors of a platform. Consider an approximate
solution (xC`k ) of the LP-relaxation. We introduce a new variable x
`
j ∈
[0, pj] that indicates the length of the fraction of job j that is scheduled on
P`. Formally this is x`j = ∑{k∈[q(`)]|C`k(j)=1} xC`k , the sum of the length of
all configurations in P` in which j appears. We can assume for all jobs j
the equality ∑N`=1 x
`
j = pj, if not we simply delete job j from appropriate
configurations or replace a configuration by two “shorter” configurations
(one with job j and one without, their total length is the same as the one
of the original configuration). For all fractions x`j of a platform P` we
build rectangles (x`j , qj) of height x
`
j and width qj. Let R` denote the set
of rectangles for P`. We group the rectangles in R` into M + 1 groups
for M = O(1/ε log(1/ε)) as described in Algorithm 11 using parts of
Algorithm 6. For every group G`i , i = 0, . . . , M, ` = 1, . . . , N, resulting
from the rounding we denote with y`j,i ∈ [0, pj] the fraction of job j that is
assigned to group G`i . Furthermore let z
`
j,i := y
`
j,i/pj ∈ [0, 1] (compare also
to Algorithm 11).
If we were able to round the variables z`j,i to integer values in {0, 1}
(without losing too much), this would imply a unique assignment of every
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y`j,1
y`j,2
G`1
G`2
G`3
Rectangle (x`j , qj), a fraction of Jj .
Figure 8.2: Constructing L′`wide.
rectangle to exactly one group of a platform. Re-identifying the rectangles
with jobs, where we identify the height of a rectangle with the length of a
job and its width with the number of processors required, this would also
imply a unique assignment of every job to a platform. We achieve such a
rounding of the variables z`j,i via the following general assignment prob-
lem, so that there remain at most M + 1 fractionally assigned rectangles
per platform.
n
∑
j=1
z`j,0 pjqj ≤ SIZE(R`narrow) ` ∈ [N]
n
∑
j=1
z`j,i pj ≤ H(G`i ) i ∈ [M], ` ∈ [N]
N
∑
`=1
M
∑
i=0
z`j,i ≥ 1 j ∈ [n]
z`i,j ∈ [0, 1]
(8.7)
The above formulation is related to the problem of scheduling jobs on un-
related machines with (M + 1)N machines. Each group G`i corresponds
to a machine. Lenstra et al. showed in [50] that a feasible solution (z`j,i)
of this problem can be rounded to a feasible solution (z˜`j,i) of the corre-
sponding integer program formulation in polynomial time, so that there
remains at most one fractional job z˜`j,i < 1 per machine. Hence, we get a
unique assignment of almost all rectangles to the platforms P` except at
most M + 1 fractionally assigned rectangles per platform. Let F` denote
the set of rectangles with fractional variables z˜`j,i after the rounding. We
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Algorithm 11 Grouping
Input: R`, ε > 0
Output: A grouping of R` into M + 1 groups
1: Choose δ := ε/(4+ε)
2: Partition the rectangles into wide and narrow rectangles, R`wide :=
{(x`j , qj)|qj > (δ/2)m`} and R`narrow := {(x`j , qj)|qj ≤ (δ/2)m`}.
3: Group the rectangles in R`wide with Step 1 to 5 of Algorithm 6
(not proceeding the rounding) into M ≤ 5/δ(blog(2/δ)c + 1) =
O(1/ε log(1/ε)) groups G`i .
4: Denote the resulting list of rectangles with R′`wide and let y`j,i ∈ [0, pj]
denote the fraction of job j that is assigned to G`i . Let z
`
j,i = y
`
j,i/pj ∈ [0, 1]
denote the scaled fraction.
5: Compute SIZE(R`narrow) = ∑(x`j ,qj)∈R`narrow x
`
j qj and locate the corre-
sponding rectangles on top of the stack as group G`0. Let y
`
j,0 ∈ [0, pj]
denote the fraction of a narrow job j that is assigned to G`0 and and let
z`j,0 = y
`
j,0/pj ∈ [0, 1].
will execute the corresponding jobs at the end of the schedule; their total
processing time is bounded by (M + 1)tmax. From now on we consider
for each platform P` an instance of Strip Packing containing a set of wide
rectangles R˜`wide := {(z˜`j,i pj, qj)|z˜`j,i = 1, i > 0} and a set of narrow rectan-
gles R˜`narrow := {(z˜`j,0 pj, qj)|z˜`j,0 = 1}. In every platform P` we repack the
pre-assigned rectangles in R˜`wide ∪ R˜`narrow using Algorithm 7.
8.4 Analysis
In the end we re-identify the rectangles with jobs, i.e. their widths with
qj and their heights with pj. Note that a packing of the rectangles of
total height h(`) in platform P` corresponds to a schedule with makespan
h(`)/s`. Then the fractional jobs in F` are scheduled on top. To directly
apply a Strip Packing subroutine we scale the widths of all rectangles in
R˜`wide ∪ R˜`narrow by 1/m`. Using this assumption, we can consider platform
P` as a strip of width 1 and infinite height. As we consider each platform
and the allocated jobs independently, this has no impact on the solution.
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8.4.1 Analyzing the Output
Let (xC`k ) be an approximate solution of (8.1) and let R˜
`
wide ∪ R˜`narrow con-
tain the rectangles that have to be repacked in Step 8 of Algorithm 10 with
Algorithm 7.
Let R`round, R′`round and R˜`round denote the sets of rectangles obtained
from R`wide, R′`wide and R˜`wide via the rounding Algorithm 6. Remember
that the difference between R`wide and R′`wide is that in R′`wide every rectan-
gle is uniquely assigned to one of the M groups G`i (since we introduced
two new rectangles for border rectangles). As in Chapter 5, for a list of
rectangles R we denote with FSP(R) the height of an optimal solution
of the linear program (5.1) corresponding to a fractional Strip Pack-
ing with input R and height FSP(R). Thus FSP(R`round) = FSP(R′`round).
Moreover, we can show the following:
Lemma 8.4. For all ` ∈ [N] we have
a) FSP(R˜`round) ≤ (1 + δ)2FSP(R`wide)
b) SIZE(R˜`round) ≤ (1 + δ)2SIZE(R`wide).
Proof. First notice that FSP(R`wide) = FSP(R′`wide) since we are compar-
ing fractional solutions. By Lemma 5.4 we have (1 + δ)FSP(R`wide) ≥
FSP(R`round) = FSP(R′`round). During building the (indexed) sets R˜`wide
from R′`wide in Step 6 of Algorithm 10 via the general assignment prob-
lem we do not increase the total height of any group G`i and we do not
exceed the largest width of a rectangle that appears in it. Therefore we
have R′`round ≥g R˜`wide and thus FSP(R′`round) ≥ FSP(R˜`wide). Again apply-
ing Lemma 5.4 to R˜`wide and R˜`round gives a). In a similar way assertion b)
follows.
Let h`round denote the height of the packing produced by converting
the fractional solution of the linear program (5.1) for input R˜`round into an
integral one. We obtain the integral solution by adding additional space
equal to the maximum height of a rectangle to each configuration appear-
ing with height > 0 in the fractional solution. Each basic solution of (5.1)
has at most M non-zero entries. Thus, there are effectively at most 2M
different configurations after filling the configurations as in Lemma 6.3.
Consequently we achieve a feasible integral packing of R˜`round with height
h`round ≤ FSP(R˜`round) + 2M max{pj|(pj, qj) ∈ R˜`round}.
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Now let h(`) denote the height after adding the narrow rectangles in
R˜`narrow to our packing in platform P`, ` ∈ [N]. We bound h(`) in the
following way:
Lemma 8.5. For all ` ∈ [N] we have
h(`) ≤ (1 + 7ε)OPTSPPS(J ,B)s`
+O(1/ε log(1/ε)) max{pj|(pj, qj) ∈ R˜`wide ∪ R˜`narrow}.
Proof. First note that by construction we have that the height of an opti-
mal fractional strip packing of the wide and narrow rectangles in R`wide ∪
R`narrow into platform P` is less than the length of the schedule correspond-
ing to the approximate solution of (8.1) given in (8.6), that is
(8.8) FSP(R`wide ∪R`narrow) ≤ s`(1 + 3ε)OPTSPPS(J ,B).
We consider two different cases:
If h(`) > h`round, Kenyon and Rémila [45] showed (for strip packing with
M different rounded width) that
h(`) ≤ SIZE(R˜
`
round ∪ R˜`narrow)
(1− δ/2)
+ (4M + 1) max{pj|(pj, qj) ∈ R˜`round ∪ R˜`narrow}.
Since SIZE(R˜`narrow) ≤ SIZE(R`narrow) by construction Lemma 8.4 b) im-
plies
(8.9) SIZE(R˜`round ∪ R˜`narrow) ≤ (1 + δ)2SIZE(R`wide ∪R`narrow).
With (8.8) and since we scaled the widths of the rectangles by 1/m` we
have SIZE(R`wide ∪R`narrow) ≤ s`(1 + 3ε)OPTSPPS(J ,B). With δ = 2ε7+ε we
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have
h(`)
(8.9)
≤ SIZE(R`wide ∪R`narrow)
(1 + δ)2
(1− δ/2)
+ (4M + 1) max{pj|(pj, qj) ∈ R`wide ∪R`narrow}
≤ (1 + 3ε)OPTSPPS(J ,B)s`(1 + δ)
2
(1− δ/2)
+ (4M + 1) max{pj|(pj, qj) ∈ R`round ∪R`narrow}
≤ (1 + 7ε)OPTSPPS(J ,B)s` + (4M + 1) max{pj|(pj, qj) ∈ R`round ∪R`narrow}
If h(`) ≤ h`round the converting process from fractional to integral gives
h(`)round ≤ FSP(R˜`round) + 2M max{pj|(pj, qj) ∈ R˜`wide}
8.4 a)
≤ FSP(R`wide)(1 + δ)2
+ 2M max{pj|(pj, qj) ∈ R`wide ∪R`narrow}
≤ FSP(R`wide ∪R`narrow)(1 + δ)2
+ 2M max{pj|(pj, qj) ∈ R`wide ∪R`narrow}
(8.8)
≤ s`(1 + 3ε)OPTSPPS(J ,B)(1 + δ)2
+ 2M max{pj|(pj, qj) ∈ R`wide ∪R`narrow}
≤ (1 + 6ε)OPTSPPS(J ,B)s` + 2M max{pj|(pj, qj) ∈ R`wide ∪R`narrow}.
According to Lemma 5.4 we have M = O(1/ε log(1/ε)).
The packing in each platform P` corresponds to a schedule with length
(referring to pj) at most
(1 + 7ε)OPTSPPS(J ,B)s` +O(1/ε log(1/ε)) max{pj|(pj, qj) ∈ R`wide∪R`narrow},
thus its completion time (referring to t`j ) is bounded by
(1 + 7ε)OPTSPPS(J ,B) +O(1/ε log(1/ε))tmax.
The remaining jobs in F` have total processing time bounded by
(M + 1)tmax = O(1/ε log(1/ε))tmax ≤ O(1/ε log(1/ε))pmax,
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since tmax ≤ pmax as min s` = 1. Adding the remaining jobs in F` to
the schedule does not change the magnitude of the additive factor. By
rescaling ε we obtain that the makespan of the produced schedule in each
platform P` is less than
C`max ≤ (1 + ε)OPTSPPS(J ,B) +O(1/ε log(1/ε))pmax
and conclude Theorem 8.2. Since during the repacking process we consid-
ered jobs as rectangles, we assigned every job to a set of processors with
consecutive addresses. Thus we also obtain an AFPTAS for a generalized
Multiple Strip Packing where the strips may have different widths (in
this case we have s` = 1 for all ` ∈ [N]).
8.4.2 Running Time of Algorithm 10
Since we can avoid the binary search on the makespan, the time needed
for solving (8.1) approximately via Max-Min Resource Sharing in Step
1 is ’number of iterations’ ×N× ‘solving the knapsack’ which is less than
O(n(ε−2 + log n))× N ×O(n log(1/ε) + 1/ε3 log2(1/ε))
≤ O(Nn2ε−5 log n log2(1/ε)).
The number of non-zero configurations in the final solution in each
platform P` is bounded by the number of iterations O(n(ε−2 + log n)) [24],
since in each iteration there is at most one new configuration included.
As in [32] we can reduce the number of configurations per platform
to O(n) by solving several systems of n + 1 linear equalities with n + 1
variables. For ` ∈ [N] let x¯(`) = (x¯C`k ) be a solution of the following
system:
∑
{k∈[q(`)]|C`k(j)=1}
x¯C`k = bj ≥ pj j = 1, . . . , n
q(`)
∑
k=1
x¯C`k = bn+` ≤ (1 + δ)s`OPTSPPS(J ).
(8.10)
We may assume xC`k > 0 for k = 1, . . . , q
′(`) and xC`k = 0 for k = q
′(`) +
1, . . . , q(`). We take a submatrix B with n rows and n + 1 columns and
solve the system Bz = 0. Since rank(B) ≤ n there is a non-trivial solution
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z¯ with Bz¯ = 0. Then for any λ we have that x¯ + λz¯ is a solution of (8.10)
where we extend z¯ appropriately by adding zeros. For λ chosen appropri-
ately we eliminate one positive variable x¯C`k by setting x¯ = x¯ + λz¯. After
O(n(ε−2 + log n)) times solving such a linear system we obtain a solution
with only O(n) non-zero configurations per platform. The crucial point
here is that it requires time in Ω(n2) to solve each linear system. Thus, we
compute the running time of Algorithm 10 without reducing the number
of configurations.
Therefore, in Step 4 of the algorithm there are at most n2(ε−2 + log n)
rectangles in each platform that have to be sorted. So Step 4 takes time
O(Nn2(ε−2 + log n) log(n2(ε−2 + log n))
= O(Nn2ε−2 log2(n) log(1/ε)).
We represent the assignment problem in Step 6 as a weighted bipartite
graph G = (V1, V2, E), where V1 corresponds to the N(M + 1) machines
(groups), V2 to the jobs. There is an edge between the node represent-
ing group G`i , i = 0, . . . , M for P` and the node representing job j if
z`j,i > 0. This assignment problem can be converted in time O(|E||V1|) =
O(|V1|2|V2|) = O(ε−2 log2(1/ε)N2n) into another assignment, whose cor-
responding graph is a forest [55]. Applying the rounding technique in [50]
to the new assignment takes time in O(|V1|+ |V2|) = O(ε−1 log(1/ε)N +
n). So Step 6 takes time
O(ε−2 log2(1/ε)N2n).
In Step 8 we solve the corresponding linear program (5.1) approximatively
with accuracy Θ(ε) also via a Max-Min Resource Sharing problem. This
can be done in time O(M(ε−2 + log M) max{M + ε−3, M log log(Mε−1)})
for every platform [32]. Since M = O(1/ε log(1/ε)) this gives for Step 8 a
total running time in
O(Nε−6 log(1/ε)).
The overall running time sums up to
O(ε−6 log(1/ε)N2n2 log2(n)).
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8.5 Malleable Jobs
One can also obtain an AFPTAS for scheduling malleable jobs non-
preemptively by only adding a few modifications to the algorithm. To
get a better overview we do not consider the platform speeds here. But re-
member that one can easily add speeds here by considering bins of height
s`T instead of T, where T denotes an optimum value for the makespan for
Scheduling malleable Jobs in Platforms (SMP). In the following we
give a short instruction how to adjust the algorithm:
In malleable scheduling a job j is described by a function pj : [mN ] −→
Q+ ∪∞, where pj(k) is the length of job j running on k parallel proces-
sors of a platform. We introduce a configuration as a map f` : [m`] −→
{0} ∪ [n] that assigns a processor to a job (0 for idle time). Instead of
solving (8.1) we can solve the following linear program similar as in [31]:
∑
f`∈F `
x f` = T ` ∈ [N]
N
∑
`=1
m`
∑
k=1
1
pj(k)
∑
f`∈F `,| f−1(j)=k|
x f` ≥ 1 j ∈ [n]
x f` ≥ 0.
(8.11)
Here the upper and lower bounds for binary search on T, U and L, respec-
tively, are U := ndmin and L := dmin where dmin := max` d` and
d` := maxj min1≤k≤m`{pj(k)|pj can be scheduled on P`}. As before we can
avoid the binary search on the makespan and solve the corresponding
Max-Min Recource Sharing problem for T = 1. The block problem also
splits into N smaller block problems, where each of them corresponds to a
multiple choice knapsack. It was shown in [44, 47] that this kind of knap-
sack problem can be solved approximately in time O(n log n + mnε ) for n
items and m equivalence classes. In our case m is equal to mmax = max` m`
the largest number of processors contained in a platform. From Section
8.4.2 we can conclude that the time needed for solving the linear program
ist in
O(Nn2 log2 nε−3mmax).
To guarantee that we have chosen the right number of processors for
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a job we replace the grouping Algorithm 11 by Algorithm 12 in Step 4 of
Algorithm 10.
For including different speed values we define the processing time
of job j ∈ J in platform P` as t`j (k) =
pj(k)
s`
. Note that t`j (k) = ∞
is possible. We define pmax := maxj,k{pj(k)|pj(k) < ∞} and tmax :=
maxj,k,`{t`j (k)|t`j (k) < ∞}. To include speed values in the linear program
we change the first N constraints of LP (8.11) into ∑
f`∈F `
x f` = s`T, since
different speeds can be considered as providing length s`T instead of T
for the schedule. The block problem also splits into N multiple choice
knapsack problems with bin sizes s`T and can be solved as before. The
rounding step and the repacking process remain the same and finally we
achieve the following theorem.
Theorem 8.6. There is an algorithm that for a set J of n malleable jobs, a set B
of N heterogeneous platforms of different speeds and any accuracy ε > 0 generates
a schedule for J into the platforms in B with makespan at most
(1 + ε)OPTSMP(J ,B) +O(1/ε log(1/ε))pmax
The running time of the algorithm is in
O(ε−6 log(1/ε)N2n2 log2(n)mmax).
8.6 Release Times
For a better overview we describe here the idea for the proof for the case
that all platforms run at the same speed, i.e. s` = 1 for all ` ∈ [N]. The
general case can be derived from it.
Theorem 8.7. There is an algorithm that for a set J of n parallel jobs with release
times, a set B of N heterogeneous platforms of different speeds and any accuracy
ε > 0 generates a schedule for J into the platforms in B with makespan at most
(1 + ε)OPTSPPR(J ,B) +O(1/ε2 log(1/ε))pmax
where OPTSPPR(J , ,B) denotes the length of an optimum schedule for the prob-
lem. The running time of the algorithm is in
O(ε−8 log(1/ε)N2n2 log2(n) log(npmax)).
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Proof. For a given set of n jobs J with release times r1, . . . , rn let T de-
note the optimum value of the makespan. Let Φ := maxj rj, ε > 0 and
assume that 1/ε ∈ N or round it up to the next integer. Clearly we have
Φ ≤ T ≤ Φ+ n maxj pj so we can find an approximate value for T with
binary search in time O(log(npmaxε−1)) ≤ O(log(npmax)) (for n ≥ ε−1.)
If Φ ≤ εT, we can apply Algorithm 10 to the instance ignoring the re-
lease times and shift the constructed schedule in the end by εT. So in this
case we achieve for every accuracy ε an algorithm with output less than
(1 + ε)OPTSPPR(J ) + O(1/ε log(1/ε))pmax. Thus, we assume Φ > εT.
As in [25] we round down the release time to the next multiples of iεT
i ∈ {0, 1, . . . , 1/ε} and obtain new release times r˜1 . . . , r˜n with at most
R := 1/ε + 1 ∈ O(1/ε) different values ρ1, . . . , ρR. To recover the error
we made by rounding down we will shift the final schedule by εT in the
end. For every platform P` we consider R new platforms P˜`,i, i ∈ [R], with
m` processors and create an instance J˜R of SPP (without release times)
with RN platforms and n jobs. A job j can now be scheduled in platform
P˜`,i if it fits and if it is already released, i.e. qj ≤ m` and r˜j ≤ ρi. For
each of the new platforms P˜`,i the value of an optimal fractional schedule
is at most εT. Now we slightly modify the concept of a configuration: A
configuration for a platform P˜`,i is a function C`,i : [n] −→ {0, 1}, so that
• r˜j ≤ ρi for all j ∈ [n] with C`,i(j) = 1
• and ∑{j∈[n]|C`(j)=1} qj ≤ m`.
We can apply Algorithm 10 (using the new concept of configurations in
the LP-relaxation) to J˜R obtaining in each platform P˜`,i a feasible schedule
with length (1 + ε)εT +O(1/ε log(1/ε))pmax. Summing up the schedules
for P˜`,1, . . . , P˜`,R (in the right order of course) we create a schedule for the
original platform P` with length 1/ε[(1 + ε)εT + O(1/ε log(1/ε))pmax] =
(1 + ε)T +O(1/ε2 log(1/ε))pmax. Correcting the mistake we made in the
beginning and shifting the whole schedule by εT we obtain in every plat-
form a feasible schedule with length
(1 + 2ε)T +O(1/ε2 log(1/ε))pmax.
The running time of the algorithm is in
O(ε−8 log(1/ε)N2n2 log2(n) log(npmax)).
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as we apply Algorithm 10 to N := N/ε platforms and s` = 1 for all
` ∈ [N].
It is an open question wether the additive term in this case can be
decreased to O(1/ε log(1/ε)).
Algorithm 12 Grouping for malleable jobs
Output: R`, ε > 0
Input: A grouping of R` into M + 1 groups
1: Choose δ := 2ε/(7+ε).
2: Partition the rectangles into wide and narrow rectangles, R`wide :=
{(x`j , qj)|qj > (δ/2)m`} and R`narrow := {(x`j , qj)|qj ≤ (δ/2)m`}.
3: Group the rectangles inR`wide with Step 1 to 5 of Algorithm 6 into M =
O(1/ε log(1/ε)) groups G`i . Denote the resulting set of rectangles with
R′`wide. Let a`i , b`i be the smallest and the largest width of a rectangle in
group G`i and let W
`
i,j be the set of widths job Jj adopts in G
`
i .
4: For i ∈ [M] and w ∈W`i,j let y`j,i(w) denote the fraction of job j of width
w that is assigned to G`i . Let z
`
j,i = ∑w∈Wi,j y
`
j,i(w) be the complete
fraction of job j in G`i .
5: For each group i ∈ [M] and job j with |W`j,i| ≥ 2 compute k`j,i :=
arg mink∈[a`i ,b`i ] p
`
j (k) and replace the rectangles corresponding to job j
in G`i by (z
`
j,i pj(k
`
j,i), k
`
j,i). Note that pj(k
`
j,i) is the smallest processing
time among all processor numbers k ∈ [a`i , b`i ].
6: For each job j with |W`j,0| ≥ 2 compute k`j,0 := arg mink∈[0,δm`] p`j (k)k
and replace all rectangles corresponding to job j in G`0 by
(z`j,0 pj(k
`
j,0), k
`
j,0).
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9. (2 + ε)-Approximation for SPP
In this chapter we present a (2 + ε)-approximation for SPP improving the
currently best known absolute ratio for an approximation algorithm for
SPP. Note that on the one hand the 2-approximation for MSP given in
Chapter 4 cannot be applied to SPP with heterogeneous platforms. On
the other hand it does also not apply to SPP with identical platforms as
the approximation ratio is not preserved: In case of a constant number
of platforms the subroutine for rectangle packing with area maximization
cannot be applied to select jobs.
Theorem 9.1. There is an algorithm that for a set of n parallel jobs J and for
any accuracy ε > 0 generates a schedule for J into a set B of N heterogeneous
platforms with length at most
(2 + ε)OPTSPP(J ,B).
The algorithm has running time g(1/ε) · nO( f (1/ε)) for some function g and
f (1/ε) = 2O(1/ε log(1/ε)).
Our algorithm considers two different scenarios for the shape of the
platforms given by the input: Throughout this chapter we may assume
m1 ≥ m2 ≥ . . . ≥ mN and use i = 1, . . . , N as running index for the
platforms Pi. For ε > 0 with 3/18 ≥ ε and γ = 83 N1, where N1 =
O(1/ε3 log(1/ε)) (specified exactly in Lemma 9.7), we distinguish two
cases:
1. For all i ∈ [N] we have m1mi ≤ γ.
2. There is a number K ∈ [N] so that m1mi ≤ γ holds for all i ≤ K and
m1
mi
> γ holds for all i > K.
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In Section 9.1 we describe our algorithm for the first case while the al-
gorithm for the second case is given in Section 9.2. Here we distinguish
wether K ≥ N0 or K < N0.
For both cases the main idea obtaining a (2 + ε)-approximation is the
following. Via binary search in the interval
[
SIZE(J )
∑Ni=1 mi
, npmax
]
we find a
candidate T for the makespan. By scaling we may assume T = 1. We
partition the platforms into a set B0 = {P1, . . . , P|B0|} containing a constant
number O(N1) of similar platforms, that is m1/m|B0| ≤ γ, and a set B1
containing an arbitrary number of platforms. Then the platforms in B1
are grouped and rounded obtaining the set B˜1 that contains groups of N1
similar platforms.
Using gap creation [39] we modify an optimum solution so that the
structure of jobs with large processing times in B0 could be approximately
enumerated via a dynamic programming approach. Then we use a linear
program to allocate the remaining jobs fractionally. Therefore the pro-
cessing times of the remaining jobs are rounded harmonically, but only
processing times of large jobs are increased. Then a linear program (based
on a configuration LP) fractionally assigns some small jobs to layers of free
space in B0 and all the rest to B˜1. This gives a fractional schedule of length
T∞ = 1.69.. (harmonic constant) for any platform in B˜1 and a schedule of
length (1 +O(ε)) for any platform in B0. Using a rounding technique by
[50] we convert the fractional assignment into an almost integral one. The
jobs assigned to B˜1 are rescheduled using a 2D-Bin Packing subroutine
that is based on a Strip Packing algorithm and harmonic rounding [4].
This increases the schedule in B˜1 to 2. As final step we rearrange some
jobs to obtain a schedule for B0 ∪ B1. An overview about the procedures
in both cases is given by Algorithm 13.
9.1 Case 1: Similar Platforms
9.1.1 Platform Rounding
For N0 = 2(2N1 + 1) we partition the set of platforms B into L + 1 groups
B0, B1, . . . , BL by L−times collecting the N1 smallest platforms where L :=
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max
{
0, bN−N0N1 c
}
. Let
B0 = B0 := {P1, . . . , PN−LN1}
and for ` ∈ [L] define
B` := {PN−(L−(`−1))N1+1, . . . , PN−(L−`)N1}
and B1 = ⋃L`=1 B`. Therefore, group B1 is further partitioned into several
groups B` of equal constant cardinality. Each group B` ⊆ B1 contains
exactly N1 platforms. Group B0 contains a constant number of platforms,
moreover we have 5N1 + 2 = N0 + N1 > |B0| ≥ N0.
B0 B˜1 B˜L
B˜1
Figure 9.1: Grouping and rounding platforms in case 1.
In each group B`, ` ∈ [L] we round the number of processors of each
platform up to the number of processors m˜` := mN−(L−(`−1))N1+1 of the
largest platform PN−(L−(`−1))N1+1 contained in this group and denote with
B˜` the group of rounded platforms, see also Figure 9.1. We will compute
a schedule for B0 ∪ B˜1, where B˜1 = ⋃` B˜`, and convert this solution into a
solution for B0 ∪ B1.
It might be possible that the number of platforms is bounded by a
constant N < N0 + N1. In this case we have only one group B0 and do not
round the platforms. The algorithm simplifies at some points as it only
performs the steps concerning B0.
9.1.2 Simplifying the Structure of an Optimum Solution in B0
Consider an optimum solution with makespan equal to 1 and denote with
J ?(B0) the set of jobs that are scheduled in B0 by the optimum solu-
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Algorithm 13 (2 + ε)-Algorithm
Input: J , ε > 0
Output: A schedule of length (2 +O(ε))OPTSPP(J )
1: For a certain constant N1 = O(1/ε3 log(1/ε)) partition the set of plat-
forms into L + 1 groups B0, B1 . . . , BL and let B1 := ⋃L`=1 B`.
2: Round the number of processors of the platforms in each group B`
and obtain B˜1 containing groups B˜` of N1 similar platforms
3: for a candidate value for the makespan T ∈
[
SIZE(J )
∑Ni=1 mi
, npmax
]
do
4: for k ∈ {1, . . . , |B0|ε } do
5: Let δ := σk−1 where σ0 = ε/20, σk+1 = σ5k for k ≥ 1.
6: For δ distinguish small, medium, and large jobs
7: Round the processing times and possible starting times of large
jobs to integral multiples δ2.
8: For α = δ4/16 distinguish wide and narrow large jobs.
9: Enumerate an assignment vector V of large wide jobs to B0 and
let Jla−wi(B0) denote the selected jobs.
10: for an assignment vector V of large wide jobs do
11: Approximately guess the total load Π of large narrow jobs
for each starting time and height in every platform of B0 and block
gaps corresponding to Π.
12: for a guess Π do
13: Compute free layers of height δ2 in B0.
14: Round the processing times pj of the jobs J ′ = J \
Jla−wi(B0) harmonically.
15: Compute a solution of LP (9.1)
16: if There is no feasible solution for (9.1) then
17: Discard the guess Π and take another one and go
back to Step 13. If all guesses have failed discard V, take another and
go back to Step 11. If all pairs (V,Π) have failed, increase k and go to
Step 5.
18: end if
19: Round the solution of (9.1) using a result of Lenstra et al.
[50] and obtain an almost integral assignment of
• a subset of the small jobs to the free layers in B0
• a subset of the large narrow jobs to the gaps Π in B0
• the remaining jobs to the groups B˜` in B˜1.
20: Pack small jobs with Strip Packing subroutine into the
layers.
21: for ` = 1, . . . , L do
22: Pack the jobs assigned to B˜` with 2D-Bin Packing
subroutine into at most 2N1 bins of size [0, m˜`]× [0, 1].
23: end for
24: end for
25: end for
26: end for
27: end for
28: Convert the schedule for B0 ∪ B˜1 into a schedule for B0 ∪ B1
29: Schedule medium jobs in Jτ(B0) in P1.
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tion. Using the gap creation technique [39] we find a subset of jobs with
medium processing time
J ?medium(B0) ⊆ J ?(B0)
and small total load. We can remove these medium jobs from the instance
and schedule them later on top of the solution constructed for the reduced
instance only slightly increasing the makespan.
P1 P2 P|B0|
1 + 2δ
δ2
Figure 9.2: Simplified structure of an optimum solution in B0.
Define σ0 = ε9 and σk+1 = σ
5
k and sets Jk = {j ∈ J |pj ∈ (σk, σk−1]} for
k ≥ 1. Let J ?k (B0) and J ?k (B1) denote those jobs in Jk that are scheduled
by an optimum algorithm in B0 and B1, respectively. Using T = 1 we have
∑
k≥1
∑
j∈Jk(B0)
pjqj ≤
|B0|
∑
i=1
mi ≤ |B0|m1.
Using the pigeonhole principle we proof the existence of a set J ?τ (B0)
with τ ∈ {1, . . . , |B0|ε } so that ∑j∈Jτ(B0) pjqj ≤ εm1: If not, we have
|B0|/ε
∑
k≥1
∑
j∈Jk(B0)
pjqj > |B0|m1
which is a contradiction. Then we choose δ = στ−1 and may assume that
ε−1 is integral and thus
δ−1 =
( ε
20
)−(5τ−1)
=
(
20
ε
)5τ−1
is integral (if not we choose the next smaller value for ε). Furthermore,
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note that in the worst case
δ−1 =
(
20
ε
) |B0 |
ε −1
.
We partition the jobs into
• small jobs Jsmall := {j ∈ J |pj ≤ δ5},
• medium jobs Jmedium := Jτ = {j ∈ J |pj ∈ (δ5, δ]},
• large jobs with Jlarge := {j ∈ J |pj ∈ (δ, 1]}.
Scheduling the medium jobs in J ?τ (B0) in the end on top of the largest
platform P1 using List Schedule [21] increases the makespan by at most
2 max
(1/m1) ∑
j∈Jτ(B0)
pjqj, max
j∈Jτ
pj

= 2 max
{
εm1
m1
, δ
}
≤ 2 max{ε, δ} ≤ 2ε.
For B0 we can now simplify the structure of the starting times and
different processing times of large jobs. We round up the processing time
of each job with processing time pj > δ to p¯j = hδ2, the next integral
multiple of δ2 with (h − 1)δ2 < pj ≤ hδ2 = p¯j, for h ∈ { 1δ + 1, . . . , 1δ2 }.
Since there can be at most 1/δ jobs with height > δ on each processor
within each platform this increases the makespan in B0 by only δ2/δ = δ.
The number of different large jobs sizes H is bounded by
H =
1
δ2
− (1
δ
+ 1) + 1 ≤ 1
δ2
.
In a similar way we round the starting time of each large job in B0 to
aδ2, the next integral multiple of δ2. This increases the makespan again
by at most δ to 1 + 2δ. Therefore the large jobs have starting times aδ2
with a ∈ {0, 1, . . . , 1+2δ
δ2
− 1} and the number of different starting times is
A = 1+2δ
δ2
.
An optimum schedule for J ?(B0) \ J ?τ (B0) in B0 with rounded pro-
cessing times p¯j and rounded starting times for the large jobs has length
at most 1 + 2δ. The schedule with simplified structure in B0 is illustrated
in Figure 9.2.
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Let τ ∈ {1, . . . , |B0|ε } be the current iteration step for finding Jτ with
the desired properties and δ = στ−1. We enumerate the set of large wide
jobs and approximately guess the structure of large narrow jobs in B0 that
correspond to a good solution for the jobs with rounded processing times
p¯j. We distinguish between wide and narrow large jobs and as follows.
We may assume that mN ≥ 32/δ4. Otherwise the number of processors in
P1 and (since m1 ≥ . . . ≥ mN) in every platforms is bounded by a constant
m1 ≤ mNγ ≤ 32γ
δ4
.
Thus, in every platform also the number of jobs that fit next to each other is
bounded by 32γ
δ4
, moreover, the total number of large jobs in each platform
is bounded by 32γ
δ4
· A. Then we do not distinguish between large and
narrow jobs and can enumerate the entire subset of large jobs that has to
be scheduled in B0 as it is done for the large wide jobs in Section 9.1.2.1.
We choose α = δ4/16. Then α satisfies αmN ≥ 2, implying bαmNc ≥
αmN − 1 ≥ αmN/2. A job j ∈ J is called wide if qj ≥ bαmNc and narrow
otherwise. Furthermore distinguish
• large narrow jobs Jla−na := {j ∈ Jlarge|qj ≤ bαmNc},
• large wide jobs Jla−wi := {j ∈ Jlarge|qj > bαmNc}.
9.1.2.1 Assignment of Large Wide Jobs in B0
The number of large wide jobs that fit next to each other within one plat-
form is bounded by m1bαmNc ≤
m1
αmN−1 ≤
m1
(αmN)/2
≤ (2γ)/α. Since large
jobs have processing times > δ, at most 1+2δδ rounded large jobs can
be finished on one processor before time 1 + 2δ. Therefore, the num-
ber of large wide jobs that have to be placed in one platform in B0 is
bounded by 2γα · 1+2δδ . Furthermore, in every platform a large jobs can
have A different starting times. Each possible assignment of large wide
jobs to platform and starting time can be represented by a tuple of vectors
V = (v1, . . . , v|B0|) ∈
(
([n] ∪ {0})A· 2γα · 1+2δδ
)|B0|
. The running time of a dy-
namic program to compute such an assignment is equal to the number of
possible vectors which is bounded by (n + 1)|B0|·A·
2γ
α · 1+2δδ . Let Jla−wi(B0)
denote the set of large wide jobs selected and let J ′ := J \ Jla−wi(B0).
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9.1.2.2 Gaps for Large Narrow Jobs in B0
In every platform Pi ∈ B0 we approximately guess the total load Π?i,a,h
of jobs with height hδ2 starting at time aδ2. Note that we only need to
consider those triples (i, a, h) with hδ2 + aδ2 ≤ (1 + 2δ). Therefore we
compute a vector Π = (Πi,a,h) with Πi,a,h = b · bαmNc, b ∈ {0, 1, . . . , 2γα }
and Πi,a,h ≤ Π?i,a,h ≤ Πi,a,h + bαmNc. Here the condition αmN− 1 ≥ αmN/2
guarantees that 2γα · bαmNc ≥ 2γα · (αmN − 1) ≥ m1. There is only a constant
number (1 + 2γα )
|B0|·A·H of different vectors Π. For every triple (i, a, h) we
block a gap of Πi,a,h + bαmNc (not necessary contiguous) processors for
large narrow jobs with p¯j = hδ2. Later we will place large narrow jobs
with p¯j = hδ2 total width ≥ Π?i,a,h into them. This will be done using
linear programming and the subsequent rounding. Let G denote the total
number of gaps, clearly G ≤ |B0| · A · H.
Since γ, |B0| = O(N1) = O(1/ε3 log(1/ε)) we have
δ−1 ≤ O(1
ε
|B0|/ε
) = 2O(ε
−4 log2(1/ε)).
With α = Θ(δ4) and A = O(δ−2) we have
|B0| · A · 2γ
α
· 1 + 2δ
δ
= O(δ−7ε−6 log2(1/ε)) = 2O(ε−4 log2(1/ε)).
Therefore, the steps described above take time g(1/ε) · nO( f (1/ε)) for some
function g and f (1/ε) = 2O(ε−4 log
2(1/ε)).
9.1.2.3 Layers for Small Jobs
We can now compute the free layers of height δ2 between the large wide
jobs allocated by the dynamic program and the gaps designated for the
large narrow jobs. Let L1, . . . , LF denote the free layers, each having m f
processors for f ∈ [F]. In Figure 9.3 an allocation of the enumerated large
wide jobs and a guess Π for the gaps reserved for the large narrow jobs in
B0 is illustrated. The empty spaces of height δ2 between and next to the
large narrow and large wide jobs represent the layers for small jobs.
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gaps for large narrow jobs
large wide jobs
free layers
P1 P2 P|B0|
1 + 2δ
δ2
Figure 9.3: Simplified structure of large jobs in B0.
9.1.3 Linear Program for the Remaining Jobs J ′
In this section we give a linear programming relaxation for the following
problem:
• place a set of small jobs Jsmall(B0) ⊂ Jsmall into the layers L1, . . . , LF
• select large narrow jobs Jla−na(B0) ⊂ Jla−na to be placed into the
gaps Π,
• fractionally place the remaining jobs into B˜1.
We then round the solution of the LP and obtain an approximate and al-
most integral solution for the problem. For integrally scheduling the large
jobs in the platforms of B˜1 we round their processing times in advance
harmonically as described in the next section.
9.1.3.1 Harmonic Rounding
The harmonic transformation was first introduced by Lee and Lee [48]. For
k ∈ N it is described by a function fk : [0, 1] −→ [0, 1] with fk(x) = 1/q
for x ∈ (1/(q + 1), 1/q] for q = 1, . . . , k − 1 and fk(x) = kx/(k − 1) if
x ∈ (0, 1/k]. The harmonic transformation has the following property:
Lemma 9.2. [48] For a sequence x1, . . . , xn with xi ∈ (0, 1] for i ∈ [n] and
∑ni=1 xi ≤ 1 we have ∑ni=1 fk(xi) ≤ Tk, where Tk ≤ T∞ + 1/(k− 1) and T∞ ≈
1.691 is the Harmonic constant.
We use a slightly modified function hk : [0, 1] −→ [0, 1], hk(x) = fk(x)
for x > 1/k and hk(x) = x for x ≤ 1/k. According to [4] for a se-
quence of numbers x1, . . . , xn with values in (0, 1] and ∑ni=1 xi ≤ 1 we
have ∑ni=1 hk(xi) ≤ T∞. For k = b 20ε c we round the processing times of the
jobs in J ′ via hk. Since ε ≤ 3/18, we have k = 20ε ≥ 120.
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For each job j ∈ J ′ let p˜j := hk(pj) ∈ (0, 1] denote its harmonically
rounded processing time. In fact, we only modify the processing times
of large jobs in J ′, because the small and medium jobs have processing
times pj ≤ δ ≤ ε/20 = 1/k. Consequently, for all small and medium jobs
we have p˜j = pj. It might also be possible that there are large jobs with
processing time 1/k ≥ pj > δ for which we have pj = p˜j.
Lemma 9.3. Assume that the choice of Jla−wi(B0) was correct and let J ?(B1) ⊂
J ′ be the subset of jobs scheduled in B1 in an optimum solution. If the processing
times of the jobs in J ?(B1) are rounded harmonically, an optimum schedule of
the rounded jobs into B1 (and therefore in B˜1) has makespan at most T∞.
Proof. The Lemma follows from the fact that for a sequence of numbers
x1, . . . , xn with values in (0, 1] and ∑ni=1 xi ≤ 1 we have ∑ni=1 hk(xi) ≤ T∞
[4, 48] and using a result of Seiden and van Stee [61].
aδ2
aδ2 + hδ2
Πi,a,h
qj · yi,a,hj
Figure 9.4: Slice of job j with p¯j =
hδ2 in gap Πi,a,h in Pi ∈ B0.
N1T∞
qj
C`i x
`
i
m˜`
Figure 9.5: Job j in configuration C`i
in B˜` ⊆ B˜1.
9.1.3.2 LP-Formulation.
For every group B˜` we introduce a set C` of feasible configurations C` :
J ′ → {0, 1} representing a subset of jobs in J ′ that fit next to each other
in a platform with m˜` processors, i.e. ∑{j∈J ′|C`(j)=1} qj ≤ m˜`. Let q(`)
denote the number of different configurations for B˜`. In the LP below the
variable x`i indicates the length of configuration C
`
i for i ∈ [q(`)] (compare
to Figure 9.5). That means each job in {j ∈ J ′|C`(j) = 1} is executed in
B˜` during time x`i . In a similar way, for each layer L f in B0 we introduce
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a set C f of feasible configurations C f : Jsmall → {0, 1} of small jobs that
fit next to each other on m f processors and denote with q( f ) the number
of different configurations for L f . The variable x
f
i indicates the length of
configuration C fi for i ∈ [q( f )]. Furthermore, for every job j ∈ Jla−na we
introduce variables yi,a,hj ∈ [0, 1], each yi,a,hj indicates the vertical slice of job
j (with p¯j = hδ2) that is assigned to a gap Πi,a,h in B0 (compare to Figure
9.4) .
q(`)
∑
i=1
x`i ≤ N1T∞ ` ∈ [L]
q( f )
∑
i=1
x fi ≤ δ2 f ∈ [F]
∑
{j∈Jla−na| p¯j=hδ2}
yi,a,hj · qj ≤ Πi,a,h + bαmNc i ∈ [|B0|], a ∈ [A], h ∈ [H]
F
∑
f =1
∑
{i∈[q( f )]|C fi (j)=1}
x fi +
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i ≥ p˜j = pj j ∈ Jsmall
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i ≥ p˜j j ∈ Jla−wi \ Jla−wi(B0)
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i · qj + p˜j · ∑
i,a,h
p¯j=hδ
2
yi,a,hj · qj ≥ p˜j · qj j ∈ Jla−na
∑
j∈Jτ
pjqj − ∑
j∈Jτ
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i qj ≤ εm1
x fi , x
`
i ≥ 0
yi,a,hj ∈ [0, 1]
(9.1)
In the LP above we have one constraint for every group B˜` that guar-
antees that the makespan of the fractional schedule corresponding to a
feasible LP-solution does not exceed length T∞ for any Pi ∈ B˜` . In a sim-
ilar way we have one constraint for every layer L f . For each gap Πi,a,h a
constraint guarantees that the total load of large narrow jobs (fractionally)
assigned to the gap does not exceed Πi,a,h + bαmNc. For every small job
we have a covering constraint combined from heights of configurations in
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L f and in B`. Furthermore, we have a covering constraint for each large
wide job that is not placed in B0, i.e. j ∈ Jla−wi \ Jla−wi(B0) . Every large
narrow job j ∈ Jla−na is covered by an area constraint: The total width
of job j assigned to B0 multiplied with its height p˜j in B˜1 plus the area
covered by configurations in B˜1 should be at least p˜jqj. For the medium
jobs Jτ the last constraint ensures that the total area of uncovered medium
jobs is small, i.e. less than εm1. If the LP has no feasible solution either the
enumerated set of large wide jobs was not correct, the choice of Π does
not fit or the choice of δ, moreover the choice of τ, was not correct.
9.1.3.3 Solving the LP
We can compute an approximate solution of the linear program above by
solving approximately a Max-Min Resource Sharing problem.
For n′ := |J ′| and nτ = |Jτ| the linear program (9.1) is a feasibility
problem with an exponential number of variables and L + F + G + n′ −
nτ + 1 ≤ L + F + G + n + 1 constraints (not counting non-negativity con-
straints). We can formulate the problem as a fractional covering problem
with convex set K and at most n′− nτ + 1 covering constraints. The system
of inequalities (defined by concave functions) is given as
1
p˜j
 F∑
f =1
∑
{i∈[q( f )]|C fi (j)=1}
x fi +
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i
 ≥ 1 j ∈ Jsmall
1
p˜j
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i ≥ 1 j ∈ Jla−wi \ Jla−wi(B0)
1
p˜j
 L∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i + ∑
i,a,h
p¯j=hδ
2
p˜jy
i,a,h
j
 ≥ 1 j ∈ Jla−na
1
∑j∈Jτ p˜jqj − εm1
∑
j∈Jτ
L
∑
`=1
∑
{i∈[q(`)]|C`i (j)=1}
x`i qj
 ≥ 1
(9.2)
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for a column vector (x, y) ∈ K where
K :=
(
L×`
=1
K` ×
F×
f =1
K f
)
××
i,a,h
Ki,a,h
is given by the cartesian product of L + F simplices
K` :=
{
x` = (x`i )i∈[q(`)]|
q(`)
∑
i=1
x`i = N1T∞, x
`
i ≥ 0
}
,
K f :=
{
x f = (x fi )i∈[q( f )]|
q( f )
∑
i=1
x fi = δ
2, x fi ≥ 0
}
and for J hla−na := {j ∈ Jla−na| p¯j = hδ2} we have F sets of the form
Ki,a,h :=
yi,a,h = (yi,a,hj )j∈J hla−na |
|J hla−na|
∑
j=1
yi,a,hj qj = Πi,a,h + bαmNc, yi,a,hj ∈ [0, 1]
 .
We represent the system of inequalities (9.2) as A(x, y) ≥ e where e is
the vector of all ones and A consists of the row vectors a1, . . . , an′−nτ+1. We
can get a feasible (approximate) solution of the covering problem comput-
ing an approximate solution of the following Max-Min Resource Shar-
ing problem
(9.3) λ? = max{λ|A(x, y) ≥ λe, (x, y) ∈ K}.
According to [24] we can compute a (1− ρ)-approximate solution for (9.3)
in O(n(ρ−2 + log n)) iterations: We start the iteration with an initial so-
lution (x¯, y¯) ∈ K and compute a price vector b = (b(x¯, y¯)) ∈ Qn′−nτ+1
depending on (x¯, y¯). Then we compute a (1− ρ′)-approximate solution
(xˆ, yˆ) ∈ K for the block problem max{b>A(x, y)|(x, y) ∈ K} for ρ′ = ρ/6
and reset (x¯, y¯) := (1− τ)(x¯, y¯) + τ(xˆ, yˆ) for a certain step width τ ∈ (0, 1).
After O(n(ρ−2 + log n)) the algorithm stops at a vector (x¯, y¯) ∈ K so
that A(x¯, y¯) ≥ (1− ρ)λ?e. For (x, y) ∈ K we define λ(x, y) := min{aj ·
(x, y)|1 ≤ j ≤ n′ − nτ + 1} and proceed by case distinction.
If λ(x¯, y¯) < 1 − ρ we conclude that there is no solution (x, y) ∈ K
satisfying A(x, y) ≥ e and so for (9.1). We discard the vector Π and the
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assignment V of large wide jobs and compute another pair (V,Π). If all
possible pairs (V,Π) fail we increase the value for τ.
In case of λ(x¯, y¯) ≥ (1− ρ) we have λ? ≥ 1 and can therefore compute
a fractional schedule from (x¯, y¯) as follows.
We slightly extend the length of each configuration setting (x, y) :=
(1 + ρ1−ρ )(x¯, y¯) to achieve
aj(x, y) = (1 +
ρ
1− ρ )aj(x¯, y¯) ≥ (1 +
ρ
1− ρ )(1− ρ) ≥ 1
for j ∈ [n′ − nτ + 1]. Consequently, for every ` ∈ [L] we have ∑q(`)i=1 x`i =
(1 + ρ1−ρ )∑
q(`)
i=1 x¯
`
i = (1 +
ρ
1−ρ )N1T∞. The fractional schedule in each Layer
L f and therefore in each of the platforms in group B0 is also increased by
factor (1 + ρ1−ρ ). The same holds for the total width of large narrow jobs
assigned to a gap in B0. So the width of a gap is also increased by the same
factor . For ρ sufficient small, namely ρ1−ρ ≤ α2γ ≤ 1/2, using Πi,a,h ≤ m1
and m1α2γ ≤ bαmNc the increased width can be bounded by
(9.4) (1 +
α
2γ
)(Πi,a,h + bαmNc) ≤ Πi,a,h + 3bαmNc.
For ρ1−ρ =
α
2γ we have
ρ
1− ρ =
α
2γ
α=δ4/16,δ≤ε,γ≥1
≤ δ4/16 ≤ ε4.
and ρ = α2γ+α = Θ(α/γ) = Θ(δ
4ε3 log−1(1/ε)) if N1 = Θ(1/ε3 log(1/ε))
since γ = 83 N1.
Solving the Block Problem. The block problem max{b>A(x, y)|(x, y) ∈
K} can be decomposed into L + F + G independent smaller block prob-
lems. We introduce a weighting w ∈ Qn′ with
wj :=

bj
p˜j
if j ∈ J ′ \ Jτ
qjbn′−nτ+1
∑k∈Jτ pkqk−εm1 if j ∈ Jτ.
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Then for (x, y) ∈ K we obtain after some rearrangement
b>A(x, y) =
L
∑
`=1
∑
j∈J ′
∑
{i∈[q(`)]|C`i (j)=1}
wjx`i +
F
∑
f =1
∑
j∈Jsmall
∑
{i∈[q( f )]|C fi (j)=1}
wjx
f
i +∑
i,a,h
∑
j∈J hla−na
wj p˜jy
i,a,h
j .
So the block problem can be rewritten as
max
L
∑
`=1
∑
j∈J ′
∑
{i∈[q(`)]|C`i (j)=1}
wjx`i
+
F
∑
f =1
∑
j∈Jsmall
∑
{i∈[q( f )]|C fi (j)=1}
wjx
f
i
+ ∑
i,a,h
∑
j∈J hla−na
bjy
i,a,h
j
x` ∈ K` for ` ∈ [L]
x f ∈ K f for f ∈ [F]
yi,a,h ∈ Ki,a,h for all (i, a, h).
(9.5)
For solving (9.5) it is sufficient to compute a solution for L problems of the
kind
max ∑
j∈J ′
∑
{i∈[q(`)]|C`i (j)=1}
wjx`i
x` ∈ K`
(9.6)
and F problems
max ∑
j∈Jsmall
∑
{i∈[q( f )]|C fi (j)=1}
wjx
f
i
x f ∈ K f
(9.7)
and G problems of the form
max ∑
j∈J hla−na
bjy
i,a,h
j
yi,a,h ∈ Ki,a,h
(9.8)
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Each of the last G problems corresponds to a fractional 0-1 knapsack prob-
lem of the following form
max∑
j
bjxj
s.t. ∑
j
qjxj ≤ Πi,a,h + bαmNc
xj ∈ [0, 1] j ∈ J hla−na.
(9.9)
Which can be solved in time O(n log n). As K` and K f are simplices we
find the optimum of (9.6) and (9.7) at a vertex x˜` ∈ K` and x¯ f ∈ K f ,
respectively. For K` such a vertex corresponds to a configuration C`i˜ with
x˜`i˜ = N1T∞ and x˜
`
i = 0 for C
`
i 6= C`i˜ . That means for solving (9.6) we have
to find a configuration C`i˜ with maximum weight ∑{j∈J ′|C`i (j)=1} wj . This
can be formulated as a knapsack problem:
max ∑
j∈J ′
wjxj
s.t. ∑
j∈J ′
qjxj ≤ m˜`
xj ∈ {0, 1}
(9.10)
Finding an optimum solution of (9.7) corresponds to
max ∑
j∈Jsmall
wjxj
s.t. ∑
j∈Jsmall
qjxj ≤ m f
xj ∈ {0, 1},
(9.11)
where the value m f denotes the number of processors of the free layer
L f of height δ2 in B0. Using the algorithm by Lawler [47] we compute a
(1− ρ′) approximate solution for each of the knapsack problems in time
O(n log(1/ρ′) + 1/ρ′4). Summing up all near optimal solutions for (9.6)
and (9.7) gives a (1− ρ′)-approximate solution for (9.5).
This implies that the Max-Min Resource Sharing problem can be solved
approximately with accuracy ρ ≤ α2γ+α in time poly(n, 1/ρ) where ρ =
O(αγ−1) = O(δ4γ−1).
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9.1.4 Rounding the LP-solution
A solution ((x f ), (x`), (yi,a,hj )) of (9.1) can be transformed into a fractional
solution of a general assignment problem. The fractional assignment can
be rounded using a result of Lenstra et al. [50] for scheduling unrelated
machines similar as in Section 8.3. The main difficulty and difference here
is to handle the large narrow narrow jobs as they are placed fractionally
in B0 and B˜0.
For all jobs j ∈ J ′ we introduce new variables x`(j), x f (j) ≥ 0 that
indicate the length of the fraction of job j that is scheduled in B˜`, ` ≥ 1,
and in L f , respectively. Formally this is
x`(j) = ∑
{i∈[q(`)]|C`i (j)=1}
x`i
the sum of the length of all configurations in B˜` in which job j appears,
and
x f (j) = ∑
{i∈[q( f )]|C fi (j)=1}
x fi .
Additionally, for medium jobs j ∈ Jτ (here again p˜j = pj) we define
x0(j) := pj −
L
∑
`=1
x`(j) ∈ [0, p˜j],
the fraction of the job that should be placed in B0 = B0. For the medium
jobs assigned to B0 we therefore have the inequality
εm1 ≥ ∑
j∈Jτ
x0(j)qj.
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Then the following covering constraints hold for the jobs:
L
∑
`=1
x`(j) +
F
∑
f =1
x f (j) ≥ p˜j = pj, j ∈ Jsmall
x0(j) +
L
∑
`=1
x`(j) = p˜j = pj j ∈ Jτ
L
∑
`=1
x`(j) ≥ p˜j, j ∈ Jla−wi \ Jla−wi(B0)
L
∑
`=1
x`(j)qj + p˜j · ∑
i,a,h
p¯j=hδ
2
yi,a,hj · qj ≥ p˜j · qj j ∈ Jla−na
(9.12)
By deleting job j from appropriate configurations or replace a configu-
ration by two “shorter” configurations (one with job j and one without,
their total length is the same as the one of the original configuration) we
may assume equality in each of the inequalities above. For the same rea-
son we may also assume that x f (j), x`(j) ∈ [0, p˜j] now. For all fractions
x`(j),x f (j),x0(j) we build rectangles of width qj and height x`(j), x f (j)
and x0(j), respectively.
The rectangles belonging to fractions of medium jobs for B0 we simply
collect in a set
R0 := {(x0(j), qj)|j ∈ Jτ}.
For ε′ := ε/9 we partition the rectangles of every group B˜`, ` ≥ 1, and
Layer L f into wide rectangles
R`wide := {(x`(j), qj)|qj > (ε′/2)m˜`}
R fwide := {(x f (j), qj)|qj > (ε′/2)m f }
and narrow rectangles
R`narrow := {(x`(j), qj)|qj ≤ (ε′/2)m˜`}
R fnarrow := {(x f (j), qj)|qj ≤ (ε′/2)m f }.
The wide rectangles in R`wide, R fwide are partitioned further (by width)
into M = O(1/ε′ log(1/ε′)) groups G`k using Step 1 to 5 of the round-
ing technique described in Algorithm 6. For each set R`wide and group
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k = 1, . . . , M of R`wide we introduce a variable x`k(j) ∈ [0, p˜j] that indicates
the fraction of Job j = 1, . . . , n that is contained in this group. In a similar
way we introduce variables x fk (j). For the fraction of job j in R`narrow and
R fnarrow we introduce variables x`0(j), x f0(j) ∈ [0, 1], respectively. Note that
∑Mk=0 x
f
k (j) = x
f (j) and ∑Mk=0 x
`
k(j) = x
`(j) holds by construction. We scale
all variables x fk (j), x
`
k(j), x
0(j) by 1/ p˜j and introduce the corresponding
variables z fk (j), z
`
k(j), z
0(j) ∈ [0, 1]. Then we can rewrite (9.12) (dividing
every equation by its right hand side):
L
∑
`=1
M
∑
k=0
z`k(j) +
F
∑
f =1
M
∑
k=0
z fk (j) = 1, j ∈ Jsmall
x0(j) +
L
∑
`=1
M
∑
k=0
z`k(j) = 1 j ∈ Jτ
L
∑
`=1
M
∑
k=0
z`k(j) = 1, j ∈ Jla−wi \ Jla−wi(B0)
L
∑
`=1
M
∑
k=0
z`k(j) + ∑
i,a,h
p¯j=hδ
2
yi,a,hj = 1 j ∈ Jla−na
(9.13)
We compute SIZE(R0)(≤ εm1), SIZE(R`narrow) and SIZE(R fnarrow) and
observe that the following capacity constraints hold:
∑
j∈Jsmall
z f0(j) · p˜j · qj ≤ SIZE(R fnarrow) f ∈ [F]
∑
j∈Jsmall
z fk (j) · p˜j ≤ H(G fk ) k ∈ [M], f ∈ [F]
∑
j∈Jτ
z0(j) · p˜j · qj ≤ SIZE(R0)
n
∑
j=1
z`0(j) · p˜j · qj ≤ SIZE(R`narrow) ` ∈ [L]
n
∑
j=1
z`k(j) · p˜j ≤ H(G`k) k ∈ [M], ` ∈ [L]
∑
{j∈Jla−na| p¯j=hδ2}
yi,a,hj · qj ≤ Πi,a,h + bαmNc i ∈ [|B0|], a ∈ [A], h ∈ [H]
(9.14)
Now we observe that (z fk (j), z
`
k(j), z
0(j), yi,a,hj ) is a fractional solution of
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a general assignment problem formulated by (9.13) and (9.14). This as-
signment problem corresponds to scheduling n jobs on |B0| · A · H + (F +
L)(M + 1) + 1 unrelated machines. Using a result by Lenstra et al. [50] a
fractional solution of this problem can be rounded to an almost integral
one with only one fractionally assigned job per machine.
Let (z˜ fk (j), z˜
`
k(j), z˜
0(j), y˜i,a,hj ) be such a rounded solution. Define
R˜`wide := {(z˜`k(j) p˜j, qj)|z˜`k(j) = 1, k > 0},
R˜`narrow := {(z˜`k(j) p˜j, qj)|z˜`k(j) = 1, k = 0},
Frac` := {(z˜`k(j) p˜j, qj)|z˜`k(j) < 1},
R˜ fwide := {(z˜ fk (j) p˜j, qj)|z˜ fk (j) = 1, k > 0},
R˜ fnarrow := {(z˜`k(j) p˜j, qj)|z˜ fk (j) = 1, k = 0},
Frac f := {(z˜ fk (j) p˜j, qj)|z˜ fk (j) < 1},
R˜0 := {(z0(j) p˜j, qj)|j ∈ Jτ, z0(j) = 1},
f rac0 := (z0(j) p˜j, qj) with j ∈ Jτ and z0(j) < 1.
For every group B˜` we obtain a set of integrally assigned wide R˜`wide
and narrow rectangles R˜`narrow and M fractionally assigned wide rectan-
gles plus one fractional narrow job which we collect in Frac`. For every
layer L f we obtain in a similar way sets of integral rectangles correspond-
ing to small jobs R˜ fwide, R˜ fnarrow and M + 1 fractional small jobs (M wide
and one narrow rectangles) collected in Frac f .
In addition, we have a set of integral rectangles R˜0 corresponding to
a set of medium jobs to be scheduled in B0 with total load SIZE(R˜0) ≤
SIZE(R0) ≤ εm1 plus one fractional medium job f rac0 with processing
time < δ. We schedule the jobs in R˜0 ∪ { f rac0}(= Jτ(B0)) using list
schedule on top of the largest platform P1 in the end. This will increase
the length of the schedule in P1 by at most 2ε+ δ ≤ 3ε.
9.1.5 Packing into the Gaps
For every gap with width Πi,a,h we have rounded variables y˜
i,a,h
j . Except
for one value with y˜i,a,hj < 1 all of them are integral y˜
i,a,h
j = 1 and the
widths of the corresponding jobs (completely including the fractional one)
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sum up to at most Πi,a,h + 2bαmNc. Since Πi,a,h ≤ Π?i,a,h ≤ Πi,a,h + bαmNc
we need to remove large narrow jobs of total width at most 3bαmNc for
every gap that cannot be finished before 1 + 2δ and schedule them on top
of the solution. For all gaps their total width sums up to
|B0| · 3bαmNc · A · H ≤ |B0|3(1 + 2δ)bαmNc
δ4
≤ |B0| · 4bαmNc
δ4
.
As those additional large narrow jobs have small width, placing some
of them next to each other in a platform Pi ∈ B0, we use at least mi −
bαmNc ≥ mN − αmN = (1 − α)mN processors of this platform. Since
|B0|·4bαmNc
δ4(1−α)mN
α≤1/2≤ |B0|·8α
δ4
we need at most
⌈ |B0|·8α
δ4
⌉
platforms to schedule
those jobs. In those platforms the schedule is increased by 1.
9.1.6 Packing into the Layers
We pack the rectangles in R˜ fwide, R˜ fnarrow with the Strip Packing subrou-
tine Algorithm 7 into the layers L f and add the rectangles in Frac f greedily
at the end. According to Theorem 5.2 for M = O(1/ε′ log(1/ε′)) in every
layer we obtain a packing of height
(1 + ε′)δ2 + (1 + 4M + |Frac f |) max{pj|(pj, qj) ∈ R˜ fwide ∪ R˜ fnarrow ∪ Frac f }
|Frac f |≤M+1
≤ (1 + ε′)δ2 + (2 + 5M)δ5.
More precisely Lemma 5.4 gives M ≤ 5/ε′(blog(2/ε′)c+ 1). We conclude
with ε′ = ε/9
ε≤3/18≤ 1/54 that log(1/ε′) ≥ 5 and thus
M ≤ 5/ε′ log(2/ε) + 5/ε′ = 5/ε′ log(1/ε′) + 10/ε′ ≤ 7/ε′ log(1/ε′).
Then we have
(1 + ε′)δ2 + (2 + 5M)δ5 ≤ δ2 + δ2
(
ε′ + 2δ3 +
35δ3
ε′
log(1/ε′)
)
δ≤ε/20≤ε′/2,ε≤1/2≤ δ2 + δ2
(
ε
9
+
ε
2 · 203 +
35ε′3
8ε′
log(1/ε′)
)
ε′≤ε/9≤ δ2 + δ2
( ε
9
+
ε
2 · 203 +
ε
2
)
≤ δ2 + δ2 · 2ε
3
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That means, we exceed the height of every layer by at most 2εδ
2
3 . Since there
are at most 1+2δ
δ2
δ≤1/20≤ 2120δ2 layers, we increase the length of the schedule
in every platform in B0 at most by 2120δ2 · 2εδ
2
3 =
7ε
10 ≤ ε.
So far we have scheduled a subset of the job into B0 so that almost
all jobs can be finished before 1 + 2δ + 4ε ≤ 1 + 5ε except for some large
narrow jobs that can be distributed within
⌈ |B0|·8α
δ4
⌉
extra platforms in B0.
In those platforms the length of the schedule is at most 2 + 5ε.
9.1.7 2D-Bin Packing Subroutine for B˜1
We introduce here a subroutine for 2D-Bin Packing that packs the rect-
angles in R˜`wide ∪ R˜`narrow ∪ Frac` into B˜`, ` ∈ [L]. A two-dimensional bin of
width x and height y will be denoted with b(x, y). In this context a strip
is a bin of width 1 and infinite height b(1,∞). We also use the notation
b(x,∞) for a strip of width x. If x ∈ N a strip b(x,∞) corresponds to a
platform with x processors. Furthermore, remember that we assume an
optimum makepsan equal to 1 and pmax ≤ 1 . We define similar as in [4]
the following property for integral packings.
Definition 9.4. A packing of a set of rectangles with heights ∈ [0, 1] and
width at most w into a strip b(w,∞) has the tall not sliced property for
ε, if when drawing horizontal lines through the packing at heights i =
1, 2, 3, . . . no rectangle with height > ε intersects with its interior such a
horizontal line.
For packings having the tall not sliced property one can show "good
cutting properties":
Lemma 9.5. Let R be a set of rectangles with heights bounded by 1 and widths
at most w that can be integrally packed into a strip b(w,∞) with height at most
h. If the packing has the tall not sliced property for some ε, it can be converted
into a 2-dimensional bin packing using at most (h + 1)(1 + ε) bins b(w, 1).
Proof. By drawing horizontal lines at height i = 1, . . . , dhe through the
packing we cut the packing into dhe slices. The rectangles that lie com-
pletely with their interior between two consecutive horizontal lines can be
packed into a bin b(w, 1). This gives at most h + 1 bins. For every horizon-
tal line we take out the rectangles intersecting it and get a slice of height
at most ε of cut rectangles (as the packing has the tall not sliced property
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for ε). We can pack 1ε of such slices together into a bin b(w, 1). Since we
have at most bhc ε-slices we get another ε(h + 1) bins.
The following lemma is derived by a result of Bansal et al. [4]
Lemma 9.6. The rectangles in R˜`wide ∪ R˜`narrow can be packed integrally into a
strip b(m˜`,∞) obtaining a packing of height at most
(1 + ε′)2T∞N1 + (4M + (M + 1)k)
having the tall not sliced property for 1/k.
Proof. According to the solution of the configuration LP (9.1), a fractional
strip packing for R˜`wide ∪ R˜`narrow into b(m˜`,∞) has height at most
FSP(R˜`wide ∪ R˜`narrow) ≤ N1T∞.
As in Section 5.2 for a list of rectangles R with FSP(R) we denote the
height of an optimal solution for fractional Strip Packing , i.e. the
the height of the solution given by the linear program (5.1) for input R.
We group and round R˜`wide using Algorithm 6 and obtain R˜`round with
only M = O(1/ε′ log(1/ε′)) (remember ε′ = ε/9) different width. Then
we compute an optimum solution of (5.1) for R˜`round (modulo scaling of
rectangle width by 1/m˜`). From Lemma 6.3 we know that there are at
most 2M non-zero configurations in the solution. With Lemma 8.4 we
conclude
FSP(R˜`round)
L.8.4≤ (1 + ε′)2FSP(R`wide)
≤ (1 + ε′)2N1T∞.
Thus, we obtain a fractional packing of R˜`round into b(m˜`,∞) with at most
2M non-zero configurations and height at most (1 + ε′)2N1T∞. We can
produce an integral packing as follows:
The rectangles in R˜`round ∪ R˜`narrow ∪ Frac` correspond to jobs that have
harmonically rounded processing times. Thus, rectangles that correspond
to jobs with processing times > 1/k have heights in
{
1
q | q = 1, . . . , k− 1
}
.
Using a technique by Bansal et al. [4] the fractional packing of the wide
rectangles R˜`round can be converted into an integral packing with height
(1 + ε′)2T∞N1 + (2M + Mk)pmax having the tall not sliced property for
90 CHAPTER 9. (2 + ε)-APPROXIMATION FOR SPP
1/k: We first add an extra height of pmax(≤ 1) to each configuration.
For each non-zero configuration we generate columns of different width
according to the configuration, i.e. reserved space for the rectangles of the
corresponding width. The height of each column is equal to the height of
the corresponding configuration. This increases the height of the packing
to (1 + ε′)2T∞N1 + 2Mpmax (compare also to the proof of Lemma 6.4.) For
each width wi in R˜`round we order the rectangles of width wi and height
> 1/k by height and fill the columns of width wi greedily starting at height
0. Whenever the height changes we shift the (vertical) starting position
of the upcoming rectangle to the next integral. So it is guaranteed that
rectangles of height 1/q always start at integral multiples of 1/q. Since
there are M different width and k different heights for the rectangles, this
may happen at most Mk times. We do not care about the starting position
of rectangles with height ≤ 1/k. In total this increases the height of the
packing again by Mk.
We use NFDH to place the narrow rectangles in R˜`narrow in the empty
space next to the configurations in a similar way. If the height changes we
open a new level with baseline at the next integral. This increases the total
height again by at most (2M + k) since the configuration changes at most
2M times and the height changes k times. The final packing has height
less than
(1 + ε′)2T∞N1 + (4M + (M + 1)k).
Adding now the M + 1 fractional rectangles in Frac` preserving the tall
not sliced property for 1/k we get a strip packing for R˜`round ∪ R˜`narrow ∪
Frac` into b(m˜`,∞) with height at most
(1 + ε′)2N1T∞ + (M + 1)k + 5M + 2
k≥6,ε′≤ε/9,M≥2≤ (1 + ε)N1T∞ + 2Mk + Mk
= (1 + ε)N1T∞ + 3Mk.
For the appropriate choice of N1 we can now convert the strip packing
into a 2-dimensional bin packing using at most 2N1 bins b(m˜`, 1). Stack-
ing now any two bins on top of each other gives packing into N1 strips
b(m˜`,∞) of height 2 that corresponds to a schedule of length 2 for the
platforms in B˜`.
Lemma 9.7. For N1 =
(3M(k+1)+2)k
2k−(k+1)(1+ε)T∞ = O(Mk2) we can convert the strip
9.1. CASE 1: SIMILAR PLATFORMS 91
packing for R˜`round ∪ R˜`narrow ∪ Frac` into b(m˜`,∞) into a 2-dimensional bin
packing using at most 2N1 bins b(m˜`, 1).
Proof. Using the above Lemma 9.5 for h := (1 + ε)N1T∞ + 3Mk and 1/k
we can convert the strip packing into b(m˜`,∞) into a 2-dimensional bin
packing using at most (h + 1)(1 + 1/k) bins b(m˜`, 1). To proof our claim
we show that (h + 1)(1 + 1/k) ≤ 2N1.
First we show that k > (1+ε)T∞2−(1+ε)T∞ : Since ε ≤ 318 we have
2− (1 + ε)T∞ ≥ 2− (1 + ε)1.7
ε≤3/18≥ 1/60 > 0
and therefore (1+ε)T∞2−(1+ε)T∞ ≤
1.7(1+ 318 )
2−1.7(1+ 318 )
= 119 ≤ k since k = 20ε ≥ 120.
Furthermore we have
N1 =
(3M(k + 1) + 2)k
2k− (k + 1)(1 + ε)T∞
=
C · k2M
k(2− (1 + ε)T∞)− (1 + ε)T∞ for a constant C > 0
≤ C · k
2M
k/60− (1 + 3/18)1.7
k≥120≤ C · 60 · k2M.
And finally we can prove
(h + 1)(1 + 1/k) =
(k + 1)[(1 + ε)N1T∞ + 3Mk]
k
+
k + 1
k
≤ (k + 1)(1 + ε)N1T∞
k
+
k(3M(k + 1) + 2)
k
≤ (k + 1)(1 + ε)N1T∞
k
+
N1(2k− (k + 1)(1 + ε)T∞)
k
≤ 2N1.
9.1.8 Converting Process
So far we constructed a schedule for the rounded platforms B0 ∪ B˜1. It
remains to convert the schedule into one for B0 ∪ B1.
Lemma 9.8. The schedule can be converted into a schedule of length 2 +O(ε)
for B1 ∪ B0.
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Proof. Remember from Section 9.1.6 that for B0 the schedule produced so
far has length ≤ 1 + 5ε except for
⌈ |B0|·8α
δ4
⌉
platforms in which the sched-
ule has length ≤ 2 + 5ε. If it is possible to distribute the jobs scheduled
in group B˜1 ⊆ B˜1 among the platforms in B0 we can apply a shifting ar-
gument (see Figure 9.6) and obtain a schedule for B0 ∪ B1. Recall that the
B0
1 +O(ε)
B˜1 B˜2 B˜L
1
2
B1 BL−1 BL
2
Figure 9.6: Shifting technique.
schedule in every platform in B˜1 is composed by stacking at most two 2-
dimensional bins b(m˜1, 1) (where m˜1 ≤ m|B0|) on top of each other. Thus,
we need to distribute 2N1 bins b(m˜1, 1) among the platforms in B0.
In total, if |B0| satisfies the inequality
(9.15) |B0| ≥ 2N1 +
⌈ |B0| · 8α
δ4
⌉
we can convert the schedule. Since |B0| ≥ N0 equation (9.15) holds, if
(9.16) |B0|(1− 8α
δ4
) ≥ 2N1 + 1
Since α = δ4/16 this is fulfilled for |B0| ≥ N0 = 2(2N1 + 1).
9.2 Case 2: Using the Gap γ
We may now assume that there is a number K ∈ [N], so that m1/mK ≤ γ
and m1/mK+1 > γ, where γ = 83 N1.
If K ≥ N0 = O(1/ε3 log(1/ε)) a variant of the algorithm for the first
scenario can be applied achieving a (2 + O(ε))-approximation. In this
9.2. CASE 2: USING THE GAP γ 93
variant we partition the platforms in the same way as in Case 1 and con-
sider jobs as wide if they satisfy qj ≥ bαm|B0|c where α = δ4/16 as before.
The rest of the algorithm can be directly applied. Thus, throughout this
section we assume K < N0.
9.2.1 Structural Simplifications
We define B0 := {P1, . . . , PK} and B1 := {PK+1, . . . , PN}. For
N1 = O(1/ε3 log(1/ε)) as in Lemma 9.7 we partition B1 into L :=
⌈
N−K
N1
⌉
groups
B` = {PK+(`−1)N1+1, . . . , PK+`N1} for ` ∈ [L− 1]
containing exactly N1 platforms and BL := {PK+(L−1)N1+1,...,PN} containing
maybe less that N1 platforms. In each group B`, ` ∈ [L] we round the
number of processors of each platform up to the number of processors
m˜` := mK+(`−1)N1+1 of the largest platform PK+(`−1)N1+1 contained in this
group. In group BL we add N1 − |BL| dummy platforms with m˜L pro-
cessors, so that every modified group, denoted with B˜`, ` ∈ [L], contains
exactly N1 platforms of the same kind.
We first compute a schedule for B0∪ B˜1, where B˜1 = ⋃` B˜`, and convert
this solution into a solution for B0 ∪ B1. With a similar argument as we
assumed mN ≥ 32/δ4 in the first case we may assume here that mK ≥
32/δ4. (Otherwise the number of processors in platform P1 and therefore
in every platform is bounded by a constant. This implies that also the
number of jobs that fit next to each other is bounded by a constant and
we do not distinguish between wide and narrow jobs to enumerate them.)
We choose α = δ4/16. Then we have αmK ≥ 2 implying αmK − 1 ≥ αmK/2
We call a job (pj, qj) wide if qj ≥ bαmKc and narrow otherwise.
9.2.2 Algorithm for Case 2
As in the first case we enumerate and assignment of large wide for B0 and
approximately guess the vector Π? = (Π?i,a,h) of loads of the large narrow
jobs in B0. We compute the free layers of height δ2 in B0 and use the
techniques as described in Sections 9.1.3-9.1.7.
It remains now to convert the schedule for B0 ∪ B˜1 into a schedule for
B0 ∪ B1. As in Case 1 we need to distribute the jobs scheduled in B˜1 and
some extra large narrow jobs among the platforms in B0.
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9.2.3 Converting Process and Choice of γ
In the worst case K = 1 and we have to place the additional 2N1 2D-bins
b(m˜1, 1) of width at most mK+1 ≥ m˜1 plus additional large narrow jobs of
total width
K · 4bαmKc
δ4
=
4bαm1c
δ4
next to each other on P1. Thus, in the worst case the number of processors
at least needed in P1 can be bounded by
(9.17) 2N1 ·mk+1 + 4bαm1cδ4
α=δ4/16≤ 2N1 ·mK+1 + m14
If we choose γ = 83 N1 we have m1 > 2N1 ·mK+1 + m14 .
Finally, we obtained a (2 + O(ε))-approximation in both cases and
proved Theorem 9.1.
III Scheduling on Uniform Pro-
cessors
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10. Introduction
10.1 Definitions
One of the classical problems in optimization theory is Scheduling Jobs
on Identical or Uniform Processors with the objective to minimize the
makespan. Here we are given a set J of n jobs with processing times
pj ∈ Q≥0 and a set P of m processors Pi, each of them running with a
certain speed si ∈ Q>0. A job j needs pj/si time units to be finished,
if it is executed on Pi. The goal is to find an assignment a : J −→ P
of the jobs to the processors, i.e. a schedule, minimizing the makespan
Cmax := maxi Ci, where Ci := (1/si) ∑
{j|a(j)=Pi}
pj. In Scheduling on Iden-
tical Processors (P||Cmax) all the processors run at the same speed. If
the speed values may differ we call the problem Scheduling on Uniform
Processors (Q||Cmax). Consequently, the problem P||Cmax is a special case
of Q||Cmax. Variants of both problems are Pm||Cmax and Qm||Cmax, respec-
tively. Here, we may additionally assume that the number of machines m
is bounded by a constant.
10.2 Related Work
The problem P2||Cmax is already NP-hard and P||Cmax is even known
to be strongly NP-hard [22, 23]. In the 1970’s Gonzales et al. [22] pro-
posed the list algorithm LPT using longest processing time first policy
that for an instance I of Q||Cmax has output in [(1.5OPT(I), 2OPT(I)] and
running-time O(nm log(n)) (w.l.o.g. m ≤ n). Moreover, it was shown that
LPT(I) ≤ 4/3− 1/(3m) for m identical processors and LPT(I) ≤ 2− 2m+1
for m uniform processors [22].
Coffman et al. [13] presented the MULTIFIT algorithm for P||Cmax.
It uses a bin packing subroutine with first fit decreasing policy (FFD)
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in a binary search over possible schedule lengths and has running-time
O(n log2(n)). Yue [66] proved that MULTIFIT has exact ratio 13/11. Be-
fore, it was already known that the approximation ratio of MULTIFIT for
P||Cmax is not worse than 1.22 [13], 1.2 [19], respectively. For uniform pro-
cessors there are variants of MULTIFIT with ratio 3/2 [46], 1.4 [20] and
1.38 [12].
In the 1980’s Hochbaum and Shmoys found a PTAS for Q||Cmax with
running-time (n/ε)O(1/ε2) [27, 28]. For identical processors the complexity
was improved to (n/ε)O(1/ε log(1/ε)) by Leung [52]. Earlier Horowitz and
Sahni have already proved the existence of a PTAS for Qm||Cmax [30].
Since P||Cmax and Q||Cmax are strongly NP-hard an FPTAS is ruled out,
but Hochbaum [29] and Alon et al. [1] developed an EPTAS for P||Cmax
with running-time f (1/ε) +O(n), where f is doubly exponential in 1/ε.
In [33] Jansen gave an EPTAS for scheduling jobs on uniform processors
using an MILP relaxation with running time 2O(1/ε2 log
3(1/ε)) + poly(n).
Sanders et al. [57] obtained a robust online algorithm for scheduling on
identical machines with competitive ratio (1 + ε) and migration factor
β(ε) = 2O(1/ε log
2(1/ε)) so that the running time for incorporating a newly
arrived job is constant. It maintains and updates a data structure in time
doubly exponential in 1/ε, namely 22
O(1/ε log2(1/ε))
, in each iteration. This is
done by comparing the distance between solutions for ILPs with different
right hand sides. The general case for uniform processors is not consid-
ered.
10.3 New Results
We present an EPTAS for scheduling on uniform machines avoiding the
use of an MILP or ILP solver. This result has been partly published as
extended abstract in [38]. In our new approach instead of solving (M)ILPs
we solve the LP-relaxation and use structural information about the “clos-
est” ILP solution. For a given LP-solution x we consider the distance to the
closest ILP solution y in the infinity norm, i.e. ‖x− y‖∞. For the constraint
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matrix A˜δ of the considered LP we call this distance
max -gap(A˜δ) :=
max{min{‖y? − x?‖∞ : y?solution of ILP} : x?solution of LP}.
Let C(A˜δ) denote an upper bound for max -gap(A˜δ). Our main theorem
is the following.
Theorem 10.1. There is an EPTAS for scheduling jobs on uniform machines with
running time
2O(1/ε log(1/ε) log(C(A˜δ))) + poly(n) = 2O(1/ε
2 log3(1/ε)) + poly(n).
If C(A˜δ) = poly(1/ε), the running time improves to 2O(1/ε log
2(1/ε)) + poly(n).
Using a result of Cook et al. [15] we show that C(A˜δ) ≤ 2O(1/ε log2(1/ε)).
Consequently, our algorithm has running time at most 2O(1/ε2 log
3(1/ε)) +
poly(n), the same as in [33]. But, to our best knowledge, no instance is
known to take on the value 2O(1/ε log
2(1/ε)) for max - gap(A˜δ). We conjec-
ture C(A˜δ) ≤ poly(1/ε). If that holds, the running time of the algorithm
would be 2O(1/ε log
2(1/ε)) + poly(n) and thus improve the result in [33].
In the next chapter we generally describe the method used. From this
we derive an approach for identical machines. In Chapter 12 we describe
the Algorithm for Q||Cmax. This chapter is mainly divided into three sec-
tions where in each we consider instances with different properties and
give the algorithms for these instances.
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11. Method Description
Assume that we are given an instance I¯ of m identical processors and n
jobs with only d different processing times pj, such that there are nj jobs
of each size. We use the dual approximation method by Hochbaum and
Shmoys [28] to find a value T for the optimum makespan and transform
the scheduling problem into a Bin Packing problem with bin size T. Then
the problem can be described via the following configuration ILP for d
different item sizes:
∑
i
xi ≤ m
∑
i
a(j, i)xi ≥ nj for j = 1, . . . , d
xi ∈ Z≥0.
(11.1)
A configuration Ci is a multiset of processing times pj so that their total
sum is bounded by T. In (11.1) the variable xi indicates the number of bins
in which jobs are packed according to configuration Ci. The integer a(j, i)
denotes the number of jobs of processing time pj in Ci.
Solving an ILP is always difficult [41, 49], so we consider the solution
of its LP-relaxation of (11.1) and try to get information about the structure
of a related ILP-solution.
For the constraint matrix A := (a(j, i))ji of the above (11.1) we consider
max -gap(A) :=
max{min{‖y?− x?‖∞ : y?solution of ILP (11.1)} : x?solution of LP (11.1)}.
Having an upper bound C(A) for max -gap(A) and having an optimum
fractional solution x? we conclude that there exists an optimum solution
y? of (11.1) so that y?i ≥ dx?i − C(A)e for x?i ≥ C(A). So we know how a
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subset of the bins B′ ⊂ B has to be filled with jobs in the optimum solution
y?. We can reduce the instance to an instance I¯red by taking out the bins
in B′ and those jobs that are packed in B′:
m˜ := m− ∑
x?i >C(A)
dx?i − C(A)e processors
n˜j := nj − ∑
x?i >C(A)
a(j, i)dx?i − C(A)e for all processing times pj.
(11.2)
In Figure 11.1 for example we have C(A) = 3. Given an optimum frac-
tional solution x? we conclude that there exists an optimum solution y? of
the ILP with ‖x? − y?‖∞ ≤ 3. Thus, if x?i = 7.5 we have y?i ≥ 5. Therefore
we know that there is an integral solution of ILP (11.2) where at least 5
bins are occupied with configuration Ci. We take out these 5 bins and the
corresponding jobs.
C(Aδ) = 3 and x
?
i = 7.5⇒ y?i ≥ 5
Figure 11.1: Reducing the instance.
Lemma 11.1. If the number of different job sizes and the number of jobs per bin
are both bounded by a constant, the total number of remaining jobs in I¯red can be
bounded by a function in the value C(A), namely
#(different job sizes) · #(jobs per bin) · C(A).
Proof. Assume that the number of job sizes d is constant and that there can
be at most k jobs placed in each bin. Therefore we have ∑nj=1 a(j, i) ≤ k
for every configuration Ci. Furthermore, in a basic solution of LP (11.1)
the number of non-zero variables is at most rank(A) ≤ d. W.l.o.g. let
x?1 , . . . , x
?
d be the non-zero variables. After the reduction for each non-
zero configuration Ci there remain at most a(j, i)(x?i − dx?i − C(A)e) ≤
a(j, i)C(A) jobs of size j unassigned. So the total number of remaining
11.1. AN APPROACH FOR IDENTICAL PROCESSORS 103
jobs in I¯red is bounded by
∑
i
n
∑
j=1
a(j, i)(x?i − dx?i − C(A)e) ≤
d
∑
i=1
n
∑
j=1
a(j, i)C(A)
≤
d
∑
i=1
k · C(A) = d · k · C(A).
Consequently, if we can bound the number of jobs sizes d from above,
the size of the smallest job from below and obtain an upper bound C(A)
for max -gap(A) the number of remaining jobs in I¯red is also bounded
by a constant. If this is the case we can use a dynamic programming
approach as in [51] and compute an assignment of the remaining jobs in
time O(|I¯red|d).
11.1 An Approach for Identical Processors
In the following we show how to modify a given instance I of P||Cmax
and partition the jobs into large and small ones so that the technique de-
scribed above can be applied to find an (1 + ε)-approximate schedule for
the large jobs. Small jobs will be added greedily in the end so that the
resulting schedule has length at most (1 +O(ε))OPT(I). A summary of
the approach is given in Algorithm 14.
11.1.1 Computing the Length of an Approximate Schedule
We first compute a near optimum value T for the makespan using the dual
approximation method by Hochbaum and Shmoys [27].
Let LPT(I) be the length of a schedule generated by the list scheduling
algorithm with LPT(I) ≤ 2OPT(I) [22]. This implies that LPT(I)/2 ≤
OPT(I) ≤ LPT(I). For ε > 0 we choose a value δ ≤ min(ε/4, 1/2).
Using binary search over the interval [LPT(I)/2, LPT(I)] we compute a
value T such that OPT(I) ≤ T ≤ (1 + δ)OPT(I). Notice that the in-
terval [LPT(I)/2, LPT(I)] can be divided into 1/δ subintervals of length
(δ/2)LPT(I) ≤ δOPT(I).
The dual approximation method either for a given value T computes an
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approximate schedule of length at most T(1 + δ) or shows that there is no
schedule of length T.
Using binary search over the interval, we compute a value T ≤ (1 +
δ)OPT(I) and an approximate schedule below of length at most (1 +
2δ)T ≤ (1 + 2δ)(1 + δ)OPT(I) ≤ (1 + 4δ)OPT(I) ≤ (1 + ε)OPT(I) for
δ ≤ 1/2 and δ ≤ ε/4. Notice that O(log(1/ε)) steps are sufficient in the
binary search.
Algorithm 14 Algorithm for identical machines
Input: Instance I of P||Cmax, ε > 0
Output: A schedule of length (1 + ε)OPT(I)
1: Obtain with list scheduling algorithm a schedule of length LS(I) ≥
2OPT(I).
2: for a candidate value for the makespan T ∈ [LS(I)/2, LS(I)] do
3: Transform the problem into an instance of Bin Packing.
4: if the total size of all jobs is not bounded by Tm or max p¯j > T then
5: increase T and go to Step 3.
6: end if
7: Round the processing times of the jobs and obtain I¯ .
8: Distinguish small and large jobs.
9: Compute a solution of LP (11.1) that allocates large jobs.
10: if LP (11.1) has a feasible solution then
11: Find a schedule for a subset of the large jobs and reduce the
instance to I¯red.
12: else
13: increase T and go to Step 3.
14: end if
15: Compute an assignment of large jobs in I¯red using dynamic pro-
gramming.
16: if the dynamic program for large jobs in I¯red does find a feasible
solution for m machines then
17: increase T and go to Step 3.
18: end if
19: Greedily add the small jobs.
20: end for
11.1.2 Rounding the Jobs
As described before, the scheduling problem can be transformed into a
Bin Packing problem with bin capacities equal to T [13]. By scaling we
may assume that T = 1 and round the processing times pj to values p¯j =
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δ(1 + δ)k j with k j ∈ Z such that pj ≤ p¯j ≤ (1 + δ)pj. Let I¯ be the instance
with the rounded processing times. Clearly, for any set A of jobs with
∑j∈A pj ≤ 1 we have for the total rounded processing time ∑j∈A p¯j ≤
(1 + δ). Consequently, we have to enlarge the bin capacities slightly to
(1 + δ)T = (1 + δ). We partition the jobs now into large and small jobs.
A job j is large, if p¯j ≥ δ. Other jobs with p¯j < δ are called small. Note
that the number of large jobs per bin is bounded by (1 + δ)/δ = O(1/δ).
With the following Lemma 11.2 we can also bound the number of different
large job sizes in I .
Lemma 11.2. Let A be a set {a(1 + δ)x, . . . , a(1 + δ)y} with x, y ∈ Z+,
x < y and a ∈ R+. Then |A| ≥ log(max(A)/ min(A))/δ + 1 and |A| ≤
2 log(max(A)/ min(A))/δ+ 1 for any δ ∈ (0, 1/2].
Proof. Using the assumption on A, max(A)/ min(A) = (1 + δ)y−x. There-
fore, the number of elements a(1 + δ)i in A is equal to
y− x + 1 = log(max(A)/ min(A))/ log(1 + δ) + 1.
Using log(1 + δ) ≥ δ − δ2 ≥ δ/2 for δ ∈ (0, 1/2] and log(1 + δ) ≤ δ,
the cardinality of A is at least log(max(A)/ min(A))/δ + 1 and at most
2 log(max(A)/ min(A))/δ+ 1.
We conclude that the number of different large rounded processing
times is bounded by
d := 2 log((1 + δ)/δ)/δ+ 1 = O(1/δ log(1/δ)).
With nj we denote the number of jobs in I¯ with processing time δ(1 + δ)j
for j = 0, . . . , d− 1.
11.1.3 (I)LP-formulation for Large Jobs
We formulate the assignment of the large jobs to the bins as a configu-
ration ILP as in (11.1) with an exponential number of variables. Here, a
configuration is a multiset of large rounded processing times, i.e. values
δ(1 + δ)j ∈ [δ, (1 + δ)] so that their total sum is bounded by 1 + δ. Since
there are at most (1 + δ)/δ many large jobs on a processor with makespan
(1 + δ), the number of multisets with large processing times is bounded
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by
((1 + δ)/δ)d = ((1 + δ)/δ)O(1/δ log(1/δ)) = 2O(1/δ log
2(1/δ)).
Let a(j, i) be the number of occurrences of value δ(1 + δ)j in Ci and let
the matrix Aδ := (a(j, i))ji denote the constraint matrix of the ILP (11.1).
Notice that a(j, i) ≤ (1 + δ)/δ holds.
To avoid now the algorithm by Lenstra or Kannan to compute an op-
timum solution of (11.1), we consider its LP-relaxation. We can solve the
LP using Theorem (6.6.5) in [53]:
Theorem 11.3. [53] There exists algorithm that, for any well-described polyhe-
dron (P; n, ϕ) specified by a strong separation oracle, and for any given vector
c ∈ Qn,
1. solve the strong optimization problem max{ctx|x ∈ P}, and
2. find an optimum vertex solution of max{ctx|x ∈ P}, and
3. find a basic optimum standard dual solution if one exists.
The number of calls on the separation oracle, and the number of elementary arith-
metic operations executed by the algorithms are bounded by a polynomial in ϕ.
All arithmetic operations are performed on numbers whose encoding length is
bounded by a polynomial in ϕ+ < c >.
The first constraint of (11.1) can be transformed into an objective func-
tion min cx with c ≡ 1. Then the dual of the relaxed (11.1) is a maximiza-
tion problem of the form max
{
∑d−1j=0 njyj
∣∣ y ∈ P}, where
P =
{
y ∈ Rd|∑
j
a(j, i)yj ≤ 1, 1 ≤ i ≤ C, y ≥ 0
}
.
The polyhedron P has facet complexity at most
ϕ := d(dlog(1 + δ
δ
)e+ 1) + 2 = O(1/δ log2(1/δ))
since each inequality describing P has encoding length at most ϕ. So
the triple (P; d, ϕ) is a well described polyhedron in the sense of [53].
The strong separation problem for P can be solved in polynomial time
by checking wether a given vector y ∈ Qd satisfies the inequalities of P or
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not. According to Theorem 11.3 there is an algorithm that finds a basic
optimum solution of the dual of the dual, i.e. the relaxed ILP (11.1). The
running time is bounded by a polynomial in ϕ and in the encoding length
of (n0, . . . , nd−1), which is in O(1/δ log(1/δ) log(n)). Thus, the running
time is bounded by poly(1/δ, log(n)).
11.1.4 Reducing the Instance of Large Jobs
Let x? be an optimum basic LP-solution of (11.1) and let C(Aδ) be an upper
bound for max -gap(Aδ). Let I¯red be the corresponding reduced instance
achieved as in (11.2). From x? we obtain a packing of the large rectangles
in I¯\I¯red as described above. There are at most d = O(1/δ log(1/δ)) dif-
ferent rounded large processing times and in each bin at most (1 + δ)/δ =
O(1/δ) large jobs can be placed. According Lemma 11.1 the number n˜ of
large jobs I¯red is bounded by
n˜ ≤ d · 1 + δ
δ
· C(Aδ) = O(1/δ2 log(1/δ)C(Aδ)).
Furthermore, we may suppose that m˜ ≤ n˜; since more processors are
not necessary (in the end adding small jobs only slightly increases the
makespan).
11.1.5 Dynamic Program for Large Jobs in Reduced Instance.
According to [51] an assignment of the remaining large jobs in I¯red can be
computed via dynamic programming in time
O(n˜d) = n˜O(1/δ log(1/δ)) ≤ 2O(1/δ log(1/δ) log(C(Aδ)/δ)).
We simply go over the machines and store vectors (x1, . . . , xd) with num-
bers xj of jobs with processing time p¯j for j = 1, . . . , d used by the first k
processors for k = 1, . . . , m˜. If the algorithm does not find a feasible as-
signment, we know that (11.1) has no feasible solution and have to increase
T.
11.1.6 Small Jobs
Once we have an assignment of the large jobs, we can pack the small jobs.
They can be added greedily onto the processors, if the total size of the
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small and large jobs is bounded by m (the total sum of all bin capacities).
Adding the small jobs increases the makespan by at most δ. Therefore, the
overall makespan is at most (1 + 2δ). If the condition above does not hold
or if pmax = maxj=1,...,n pj > 1, there is no schedule of length T = 1.
11.2 Bounds for max -gap(Aδ) and the Running time
In the following we analyze the running time of the approach given by
Algorithm 14. To obtain an upper bound C(Aδ) for max -gap(Aδ) we use
an interesting result by Cook et al. [15]. They proved that the maximum
distance between an optimum solution of the LP and a closest optimum
solution of the ILP (and vice versa) is bounded by a function in the dimen-
sion and the coefficients of the underlying matrix.
Theorem 11.4. [15] Let A be an integral (M× N) matrix, such that each sub-
determinant is at most ∆ in absolute value, and let b and c be vectors. Suppose
that both objective values
(i) min{cTx|Ax ≥ b} and (ii) min{cTx|Ax ≥ b; x ∈ ZN} are finite. Then:
(a) for each optimum solution y of (i) there exists an optimum solution z of
(ii) with ‖y− z‖∞ ≤ N∆ and
(b) for each optimum solution z of (ii) there exists an optimum solution y of
(i) with ‖y− z‖∞ ≤ N∆.
Note that the theorem above also holds, if we have additional inequal-
ities of the form xi ≥ 0. Furthermore, we can use cTx = ∑i xi as objective
function instead of the inequality ∑i xi ≤ m in (11.1). For scheduling on
identical processors the objective values of the ILP formulation for the
rounded large jobs I¯ given in Section 11.1.3 and its LP relaxation both are
finite. Consequently, max -gap(Aδ) is bounded by N∆.
In the following we give bounds for the parameters N and ∆.
Lemma 11.5. The number of variables N in the modified ILP (11.1), the maxi-
mum absolute value ∆ over all subdeterminants corresponding to the matrix Aδ
and max -gap(Aδ) are at most 2O(1/δ log
2(1/δ)).
Proof. The number N of variables in the (modified) ILP (11.1) is equal to
the number of configurations, so it is bounded by 2O(1/δ log
2(1/δ)). On the
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other hand, the absolute value of the determinant of a quadratic (M×M)
sub-matrix A of Aδ with column vectors A1, . . . , AM and |det(A)| = ∆ can
be bounded using the Hadamard’s inequality
(11.3) |det(A)| ≤
M
∏
i=1
‖Ai‖2.
Since the coefficients of a column Ai correspond to a configuration Ci, the
sum of the entries is bounded by (1 + δ)/δ. Therefore, using the inequality
‖Ai‖2 ≤ ‖Ai‖1, we obtain
(11.4) ‖Ai‖2 ≤ ‖Ai‖1 ≤
d
∑
j=1
a(j, i) ≤ (1 + δ)/δ.
This implies that ∆ is at most
(11.5) ∆
(11.3)
≤
d
∏
i=1
‖Ai‖2
(11.4)
≤
d
∏
i=1
(1 + δ)
δ
=
(
(1 + δ)
δ
)d
= 2O(1/δ log
2(1/δ)).
We conclude that max -gap(Aδ) is also at most 2O(1/δ log
2(1/δ)).
This implies the following theorem
Theorem 11.6. For a list of n jobs I Algorithm 14 produces a schedule on m
machines with makespan at most (1 + ε)OPT(I) in time
2O(1/ε log(1/ε) log(C(Aδ))) +O(n log n) ≤ 2O(1/ε2 log3(1/ε)) +O(n log n).
If C(Aδ) = poly(1/ε), the running time improves to
2O(1/ε log
2(1/ε)) +O(n log n).
Proof. The running time is composed by operations as follows: “sorting
the items by size”+“binary search on T”·“solving the LP”·“dynamic pro-
gram” +“adding small jobs”. This gives total running time in
O(n log n) +O(log(1/ε))poly(1/ε, log n)2O(1/ε log(1/ε) log(C(Aδ))) +O(n)
≤ O(n log n) + poly(log n)2O(1/ε log(1/ε) log(C(Aδ)))
≤ 2O(1/ε log(1/ε) log(C(Aδ))) +O(n log n).
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On the other hand, the value ∆ can be quite large. But note that a lower
bound for max -gap(Aδ) remains unknown.
Lemma 11.7. The maximum value ∆ over all subdeterminants of the coefficient
matrix Aδ = (a(j, i)) is at least 2Ω(1/δ log
2(1/δ)).
Proof. The number of rounded processing times p¯j in the interval [δ, δ1/2]
is at least log(δ1/2/δ)/δ = 1/δ log(δ−1/2). For each rounded processing
time p¯j = δ(1 + δ)j ∈ [δ, δ1/2] for j = 0, . . . , 1/δ log(δ−1/2)− 1, we take one
configuration or multiset Cj which consists of only δ−1/2 numbers p¯j, i.e.
Cj = {0 : δ(1 + δ)0, . . . , 0 : δ(1 + δ)j−1, δ−1/2 : δ(1 + δ)j,
0 : δ(1 + δ)j+1, . . . , 0 : δ(1 + δ)1/δ log(δ
−1/2)−1}.
The determinant of the matrix corresponding to these configurations
C0, . . . , C1/δ log(1/δ1/2)−1 is
(δ−1/2)Ω(1/δ log(δ
−1/2)) = 2Ω(1/δ log
2(δ−1/2)) = 2Ω(1/δ log
2(1/δ)).
This implies that ∆ ≥ 2Ω(1/δ log2(1/δ)).
12. An EPTAS for Scheduling on Uni-
form Processors without solving
MILPs
For uniform processors we can compute a 2 - approximation using the
LPT algorithm studied by Gonzales et al. [22]. Here LPT(I) ≤ 2OPT(I)
where LPT(I) is the schedule length generated by the LPT algorithm.
Similar to the approach for identical processors, we can split the inter-
val [LPT(I)/2, LPT(I)] into 1/δ subintervals of length (δ/2)LPT(I) ≤
δOPT(I) and transform the scheduling problem with makespan T into a
bin packing problem with bin sizes c1 ≥ . . . ≥ cm where ci = T · si. By
scaling we assume cm = 1. As for identical machines we round the job
sizes pj to values p¯j = δ(1 + δ)k j ≤ (1 + δ)pj. Additionally we round and
increase slightly the bin capacities ci to values c¯i = (1 + δ)`i ≤ ci(1 + δ)2.
Let the instance of rounded jobs and bin capacities be denoted with I¯ .
For a set of bins B let cmin(B) := min{ci|bi ∈ B}. Analogously we define
cmax(B).
Lemma 12.1. [33] If there is a feasible packing of n jobs with processing times pj
into m bins with capacities c1, . . . , cm, then there is also a packing of the n jobs
with rounded processing times p¯j = δ(1 + δ)k j ≤ (1 + δ)pj into the m bins with
rounded bin capacities c¯i = (1 + δ)`i ≤ ci(1 + δ)2.
Let g : N −→N be a function so that
g(1/δ) ≥ 1/δ log2(1/δ) with g = poly(1/δ).
Furthermore, define constants G := g(1/δ)δ ,
D := 2/δ log(g(1/δ)/δ) + 1 and L := 2/δ log(g(1/δ)) + 1
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Note that D, L = O(1/δ log(1/δ)) and G = O(1/δ).
Lemma 12.2. Let I¯ be a rounded instance of Q||Cmax as above with c1cm ≤
g(1/δ). Then the following holds:
1. The number of different rounded bin sizes in I¯ is bounded by L.
2. The number of different rounded job sizes with p¯j ≥ δc¯m is bounded by D.
3. The number of jobs with p¯j ≥ δc¯m that can be placed into any bin is
bounded by G
Proof. Using Lemma 11.2, the number of different rounded bin sizes is at
most
2/δ log(c¯1/c¯m) + 1 = 2/δ log(g(1/δ)) + 1 = L
If the set of jobs with large processing times p¯j ≥ δc¯m is not empty, we
define p¯min := min{pj|pj ≥ δ, j = 1, . . . , n}. Clearly, we have p¯min ≥
δ. Since p¯max = maxj=1,...,n p¯j ≤ c¯1 ≤ g(1/δ), we obtain p¯max/ p¯min ≤
g(1/δ)/δ. Again using Lemma 11.2, the total number of different rounded
large processing times can be bounded by
2/δ log( p¯max/ p¯min) + 1 = 2/δ log(g(1/δ)/δ) + 1 = D.
The number of jobs with processing times ≥ δcm that can be placed into a
single bin is bounded by c1δcm ≤
g(1/δ)
δ = G.
Furthermore, define f : N −→ N so that f (1/δ) = 3·D·C(A˜δ)·G
δ2
. Here,
C(A˜δ) is an upper bound for max -gap(A˜δ), where A˜δ is a matrix cor-
responding to a more general scheduling problem given by Definition
12.3 with L rows (different job sizes) and at most L · GD = 2O(1/δ log2(1/δ))
columns (configurations) with integral entries in {0, 1, . . . , bGc} and col-
umn sums bounded by G + 1, similar to the constraint matrix of the con-
figuration ILP used for identical processors. The constant C(A˜δ) will be
precised by Definition 12.13 at the beginning of Section 12.3.
We distinguish between three different scenarios depending on the
structure of the set of bins in the instance.
Case 1: For all i ∈ [m] we have c¯1/c¯m ≤ g(1/δ).
Case 2: There exists an index K < f (1/δ) with
c¯1/c¯i < g(1/δ) for 1 ≤ i ≤ K and c¯1/c¯i ≥ g(1/δ) for K + 1 ≤ i ≤ m.
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Case 3: There exists an index K ≥ f (1/δ) with
c¯1/c¯i < g(1/δ) for 1 ≤ i ≤ K and c¯1/c¯i ≥ g(1/δ) for K + 1 ≤ i ≤ m.
In the first scenario all bins have similar capacities. We have D differ-
ent rounded jobs sizes for large jobs with p¯j ≥ δ and a constant number
L of different rounded bin sizes where each bin can hold at most G large
jobs. Then, the scenario can be solved very similar to the problem with
identical machines.
In the second scenario the quotient c1cm can be arbitrary large and for
a lower bound on the large job sizes we cannot bound the number of
different job sizes for jobs with p¯j ≥ δ globally as before. Here, we consider
two different bin groups
B0 := {b1, . . . , bK} and B1 := {bK+1, . . . , bm}.
Then in B0 the number of bins is bounded and as g(1/δ) ≥ c1cK the number
of different bin sizes is bounded by L. As in I¯ the number of different
rounded job sizes of jobs with p¯j ≥ δcK is bounded by D we can prepro-
cess an assignment v of those jobs for B0 using dynamic programming.
For a feasible assignment v we allocate the remaining jobs, except for tiny
jobs with processing time ≤ δ, fractionally into B1 via a linear program.
Then we round the solution of the LP with a novel rounding technique
using a subroutine for Bin Packing with Different Bin Sizes that pro-
duces only few extra bins. The jobs in the extra bins can be distributed
using among the bins in B0 using the gap g(1/δ). In the end the small
jobs are scheduled behind the large ones. An overview gives Algorithm
15.
The third scenario is the most complicated case. Here we have three
bin groups
B0 = {b1, . . . , bK}, B1 = {bi|i > K, c¯i ≥ δcmin(B0)} and B2 = B \ (B0 ∪B1).
If B1 6= ∅ we distinguish large, medium and small jobs, else we only have
large and small jobs: A job is called large if p¯j > δcmin(B0) and medium if
p¯j ∈ (δcmin(B1), δcmin(B0)]; other jobs are called small. We use an LP to
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obtain a fractional assignment of all jobs with p¯j < δ. From this solution
we extract the part that represents the assignment of the large jobs to B0 ∪
B1. This assignment describes a scenario where jobs with D different sizes
have to be placed into bins having a constant number of different bin sizes
so that each bin can hold at most G large jobs. Using a similar approach
as in the first case and as for identical machines, we can allocate a subset
of the large jobs into B0 and B1 and reduce the instance to an instance I¯red
so that the number of remaining large jobs is bounded by a constant. Via
dynamic programming we obtain an assignment of the remaining large
jobs to B0 ∪ B1. Here, it may happen that we produce some error. The
medium (and some small jobs) jobs are packed using the same rounding
technique for the LP solution with underlying subroutine for Bin Packing
with Different Bin Sizes as in the second case. Caused by the error of
the dynamic program we might have large jobs that block some area that
is actually designated to hold medium jobs by the LP. Therefore we have
to do some rearrangement of the affected medium jobs. Finally we add
the jobs with processing times < δ. An overview gives Algorithm 16.
12.1 Algorithm for Case 1
In this scenario a job is called large, if p¯j = δ(1 + δ)k j ≥ δc¯m = δ, and small
otherwise. According to Lemma 12.2 the number of different rounded bin
sizes in I¯ is at most L, the number of different rounded large processing
times in I¯ is at most D, and the number of large jobs that can be placed
into a bin is at most G.
Let nj be the number of jobs with processing time δ(1 + δ)j for j =
0, . . . , D − 1 and let m` be the number of bins with capacity or bin size
c¯` = (1 + δ)`−1 for ` = 1, . . . , L. All bins with capacity (1 + δ)`−1 form a
block B` of identical bins. The overall algorithm works very similar to the
one in the identical case, so we only describe the main part for the large
jobs.
12.1.1 Allocating Large Jobs
For the assignment of the large jobs to the bins, we set up an integer linear
program, which is block by block similar as (11.1) for identical machines.
Here we introduce for each bin size ` ∈ {1, . . . , L} configurations C`i ∈ C`
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as multisets of numbers δ(1 + δ)j ∈ [δ, c¯`], where the total sum is bounded
by c¯` for ` = 1, . . . , L. Furthermore, let a(j, i(`)) be the number of occur-
rences of processing time δ(1 + δ)j in configuration C(`)i . In the ILP below
we use an integral variable x(`)i to indicate the number of configurations
C(`)i in block B`.
∑
i
x(`)i ≤ m` for ` = 1, . . . , L
∑
i,`
a(j, i(`))x(`)i ≥ nj for j = 0, . . . , D− 1
x(`)i ∈ Z≥0 for i = 1, . . . , |C(`)|, ` = 1, . . . , L
(12.1)
The number of constraints in (12.1) (not counting the non-negativity
constraints x(`)i ≥ 0) is at most D + L ≤ O(1/δ log(1/δ)). The num-
ber of variables is bounded by L · GD ≤ 2O(1/δ log2(1/δ)) To apply Theo-
rem 11.4, we multiply the first L inequalities of (12.1) by (−1) and obtain
∑i(−1)x(`)i ≥ −m` for ` = 1, . . . , L.
Definition 12.3. Let A˜δ be any constraint matrix corresponding to a con-
figuration ILP that describes an assignment of jobs with D different job
sizes to bins of L different sizes so that each bin can hold at most G of
such jobs. Then A˜δ consists of at most L · GD column vectors of the form
(12.2) A(`)i = (0, . . . , 0,−1, 0, . . . , 0, a(1, i(`)), . . . , a(D, i(`)))T.
with ∑Dj=1 a(1, i
(`)) ≤ G for each column A(`)i .
Let C(A˜δ) to be an upper bound for max -gap(A˜δ) for all constraint
matrices describing the same scenario as A˜δ. Note that the constraint
matrix of (12.1) is such a matrix A˜δ and recall that
max -gap(A˜δ) =
max{min{‖y?− x?‖∞ : y?solution of ILP (12.1)} : x?solution of LP (12.1)}.
Suppose that there exists a feasible solution of (12.1), then there is one
for the LP relaxation, too. Our algorithm first solves the LP relaxation sim-
ilar as for identical machines: The polyhedron corresponding to the dual
has facet complexity bounded by O(1/δ log2(1/δ)) and the price vector
of the dual has encoding length at most O(1/δ log(1/δ) log(n)). Thus,
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according to Theorem 11.3 we find a basic optimum solution (x(`)i )
? of the
LP relaxation in time poly(1/δ, log(n)).
Let (y(`)i )
? be a feasible solution of the ILP (12.1) with distance (in the
maximum norm) bounded by C(A˜δ), i.e. |y(`)?i − x(`)?i | ≤ C(A˜δ) for all i.
Such a solution y? exists according to Theorem 11.4 since both, LP and ILP,
are feasible. If x`?i > C(A˜δ) we set y
(`)?
i = dx(`)?i − C(A˜δ)e and use y(`)?i
configurations of type C(`)i for block B`. Now we can reduce the instance
as follows:
m˜` := m` − ∑
i:x(`)?i >C(A˜δ)
dx(`)?i − C(A˜δ)e bins in block B` for ` = 1, . . . , L
n˜j := nj − ∑
i,`:x(`)?i >C(A˜δ)
a(j, i(`))dx(`)?i − C(A˜δ)e
jobs with rounded processing times δ(1 + δ)j for j = 0, . . . , D− 1.
(12.3)
Let I¯red be the reduced instance. According to Lemma 12.2 the number
of different large job sizes is bounded by D. Furthermore, in each bin at
most G large jobs can be placed. According to Lemma 11.1 the number n˜
of large jobs in I¯red can be bounded by
(12.4) n˜ ≤ D · C(A˜δ) · G.
Since G = O(1/δ) and D = O(1/δ log(1/δ)) and assuming C(A˜δ) ≥ D, G
an assignment of the large jobs I¯red in can be computed via a dynamic
program in time
n˜O(1/δ log(1/δ)) ≤ 2O(1/δ log(1/δ) log(D·C(A˜δ)·G)) = 2O(1/δ log(1/δ) log(C(A˜δ))).
(12.5)
If the dynamic program does not find a feasible assignment, then we know
that the ILP (12.1) has no feasible solution.
12.1.2 Upper Bound for max -gap(A˜δ).
To achieve an upper bound for max -gap(A˜δ) we use again Theorem 11.4.
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Lemma 12.4. The maximum absolute value ∆ of a subdeterminant of matrix A˜δ
and max -gap(A˜δ) are bounded by 2O(1/δ log
2(1/δ)). In particular, max -gap(A˜δ)
is bounded by L · (G2 + G)D.
Proof. Using ‖A(`)i ‖1 = ∑Dj=1 a(j, i(`)) + 1 ≤ G + 1 we obtain ‖A(`)i ‖2 ≤
G + 1 and with Hadamard-inequality
∆ ≤ (G + 1)D ≤ 2O(1/δ log2(1/δ)).
We can bound the number N of variables in (12.1) by
N ≤ L · GD ≤ 2O(1/δ log2(1/δ)).
Then since by Theorem 11.4 the maximum distance max -gap(A˜δ) can be
bounded by N∆ , the assertion follows.
Again we can show that ∆ ≥ 2Ω(1/δ log2(1/δ)) and still a lower bound for
max -gap(A˜δ) remains open. The upper bound implies that the running
time of the dynamic program given in (12.5) is in 2O(1/δ2 log
3(1/δ)), moreover
this implies the following theorem
Theorem 12.5. For Case 1 there is an algorithm that schedules n jobs on m
uniform processors producing a schedule with makespan at most (1 + ε)OPT(I)
in time
2O(1/ε
2 log3(1/ε)) poly(log(n)) +O(n log(n)).
If C(A) = poly(1/ε) the running time improves to
2O(1/ε log
2(1/ε)) poly(log(n)) +O(n log(n)).
12.2 Algorithm for Case 2
We partition the bins into two groups
B0 := {b1, . . . , bK} and B1 := {bK+1, . . . , bm}.
Then, there is a gap g(1/δ) between the largest bin b1 and bin bK+1,
compare to Figure 12.1. In particular we have c¯1/c¯i < g(1/δ) for bi ∈ B0
and c¯1/c¯i ≥ g(1/δ) for bi ∈ B1.
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12.2.1 Preprocessing Large Jobs for B0.
For the preprocessing a job is called large, if p¯j ≥ δcmin(B0), other jobs
are small. We compute the set of large jobs to be scheduled in B0 using
a dynamic program. Note that according to Lemma 12.2 the number of
different rounded large processing times in I¯ is bounded by D and the
number of different rounded bin sizes in B0 is bounded by L and the
number of large jobs that can be placed into a bin is bounded by G.
< g(1/δ)
≥ g(1/δ)
B0 B1
1 2 K K + 1 m
Figure 12.1: Structure of bins in Case 2.
Therefore, the total number of large jobs packed into B0 is bounded by
K · G. A possible choice of large jobs for the first K bins can be described
by a vector v = (v1, . . . , vD) where vj ≤ K · G is the number of jobs with
processing time rj packed into B0. Since D, L = O(1/δ log(1/δ)) and
G = O(1/δ) the total number of possible vectors is at most
(K · G)D = 2D log(K·G) = 2O(1/δ log(1/δ) log(K/δ)))
By a dynamic program we can compute the set of all possible vectors and
corresponding packings into the K bins with running time
(12.6) 2O(1/δ log(1/δ) log(K/δ)))
Remark. Note that since K ≤ f (1/delta) = 3·D·G·C(A˜δ)
δ2
we have log(K/δ) =
O(log(C(A˜δ))) and the running time in (12.6) becomes
2O(1/δ log(1/δ) log(C(A˜δ)))
(assuming that at least C(A˜δ) ≥ D, G, 1/δ). Furthermore, if K ∈ O(1/δ),
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the running time is
2O(1/δ log
2(1/δ)).
We simply go over the machines and store the possible vectors for the
first i machines for i = 1, . . . , K. Notice that all huge jobs with processing
time larger than or equal to cmin(B0) have to be placed into B0. Conse-
quently, a vector v is feasible, if v corresponds to a packing into the K bins
and if all huge jobs are placed into B0. Finally, let S0 be the free space
∑Ki=1 c¯i −∑Dj=1 rjvj in B0.
Algorithm 15 Algorithm for Case 2
Input: An instance I of Q||Cmax, ε > 0
Output: A schedule of length (1 +O(ε))OPT(I)
1: Obtain with LPT algorithm a schedule of length LPT(I) ≥ 2OPT(I).
2: for a candidate value for the makespan T ∈ [LS(I)/2, LS(I)] do
3: Transform the instance to an instance of Bin Packing Different
Bin Sizes.
4: if the total size of jobs is not bounded by ∑mi=1 cm or
5: max p¯j > maxi ci then
6: increase T and go to Step 3.
7: end if
8: Round the processing times and bin capacities and get rounded
instance I¯ .
9: Preprocess assignment v of large jobs p¯j ≥ δcmin(B0) for B0 via
dynamic programming.
10: if there is no feasible assignment v for B0 then
11: increase T and go to Step 3.
12: end if
13: for a feasible assignment v do
14: Compute a solution of LP (12.7) that allocates remaining jobs
with p¯j ≥ δ fractionally into B1.
15: if LP (12.7) does not have a feasible solution then
16: go back to Step 9 (and compute a different vector v).
17: end if
18: Round solution of LP (12.7) with new rounding technique using
a subroutine for Bin Packing with Different Bin Sizes.
19: Distribute the jobs in additional bins obtained by the above sub-
routine among the bins in B0.
20: end for
21: Schedule the tiny jobs (p¯j < δ) behind the large ones slightly in-
creasing the bins sizes.
22: end for
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12.2.2 Linear Program for Remaining Jobs
Notice that tiny jobs with processing time p¯j < δ can be neglected. These
jobs can be placed greedily into slightly enlarged bins in the last phase
of the algorithm. The remaining jobs for B0 and B1 can be chosen and
packed via a linear program relaxation. Here the gap g(1/δ) helps us to
move some jobs later into B0.
We divide the set of all bins in B1 into N groups B` with m` bins of the
same size c¯(`). For simplicity we use here B0 = B0. Furthermore, let nj be
the number of jobs with processing time p¯j = δ(1 + δ)j for j = 0, . . . , R, so
that δ(1 + δ)R ≤ cmin(B0) is the largest non-huge processing time. In the
following we give an LP-formulation that describes an assignment of the
remaining jobs to B1. Therefore, for any group of bins B with maximum
bin capacity cmax(B) we call a job size p¯j large in B or large with respect to
cmax(B) if p¯j ≥ δcmax(B).
For every group B` with bin size c¯(`) we introduce configurations
C(`)i . A configuration C
(`)
i is a multiset of jobs that are large in B`, i.e.
with processing times p¯j ∈ [δc¯(`), c¯(`)], so that their total size is bounded
by c¯(`). Let a(j, i(`)) be the number of the occurrences of p¯j in C
(`)
i and
let size(C(`)i ) = ∑j a(j, i
(`)) p¯j. Let h` be the number of configurations for
group B`. In the LP below we use a variable x
(`)
i to indicate the fractional
length configuration C(`)i .
Finally, we use a variable yj,` to indicate the fractional number of
jobs of size δ ≤ p¯j < δc¯(`) packed as a small job in B`. For a job
size with p¯j ≥ δc¯(`) (that is large in B`) we set yj,` = 0. For jobs with
p¯j ∈ (cmax(B1), cmin(B0)) we have yj,0 = nj. Furthermore, we may suppose
that yj,0 = 0 for jobs with processing time at least δcmin(B0). This means
that the large jobs for B0 are placed into B0 only in the preprocessing step.
This assumption is useful for the rounding of the LP.
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∑
i
x(`)i ≤ m` for ` = 1, . . . , N
∑
`,i
a(j, i(`))x(`)i +∑
`
yj,` = nj for j = 0, . . . , R
∑
i
size(C(`)i )x
(`)
i +∑
j
yj,`δ(1 + δ)j ≤ m` c¯(`) for ` = 1, . . . , N
R
∑
j=1
yj,0δ(1 + δ)j ≤ S0
x(`)i ≥ 0 for ` = 1, . . . , N and i = 1, . . . , h`
yj,` ≥ 0 for j = 0, . . . , R and ` = 0, . . . , N
yj,0 = nj
(12.7)
As in [33] the coefficients in the last N + 1 constraints of the LP can
be rounded and each inequality can be transformed so that the converted
coefficients are bounded by O(n/δ). Then we can bound the facet com-
plexity of the polyhedron corresponding to the corresponding dual linear
program by (O(R log(n) + n log(n/δ))) = O(n log(n/δ)). The encoding
length of the vector of the objective function of the dual is bounded by
poly(n, 1/δ). Thus, according to 11.3 we achieve a basic optimum solution
of (12.7) in time poly(n, 1/δ).
12.2.3 Rounding the LP-solution
We describe here a new approach to round the solution of the LP using a
subroutine for Bin Packing with Different Bin Sizes.
Remark. Actually, we could also use the same rounding method as in [33].
But it requires the gap g(1/δ) to be much larger: In order to bound the
additional O(1/δ2 log(1/δ)) bins of size cmax(B1) by the term δcmax(B0),
the gap g(1/δ) should be at least Ω(1/δ3 log(1/δ)).
So recall the conditions of Case 2, that means that
there exists an index K ≤ f (1/δ) with
c¯1/c¯i < g(1/δ) for 1 ≤ i ≤ K and c¯1/c¯i ≥ g(1/δ) for K + 1 ≤ i ≤ m
In our new approach we subdivide B1 into groups of bins D1, . . . , DH
with similar bin sizes. These groups are not necessary equal to the groups
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B1, . . . , BN we considered to set up the above LP-relaxation. Then we use
the solution of the LP relaxation above to pack the jobs or items via a sub-
routine for Bin Packing with Different Bin Sizes. For each group Dk
the subroutine packs the selected items into the group Dk of bins with dif-
ferent bin sizes plus few additional bins of maximum capacity cmax(Dk).
Based on the subdivision the number of large (with respect to cmax(Dk))
item sizes can be bounded by d = O(1/δ log(1/δ)) for each group Dk. Us-
ing a recent result [35], we are able to pack the selected items into Dk plus
O(log2(d)) = O(log2(1/δ)) bins of capacity cmax(Dk). The overall goal is
to obtain a packing of almost all jobs into B1 plus at most O(log2(1/δ))
bins of capacity cmax(B1). Finally we use the gap g(1/δ) to move the jobs
which lie in the additional bins onto the faster machines with slightly in-
creased makespan. In the following we explain in detail how this rounding
works.
c¯i1 < cmax(B1)/h(1/δ)
c¯i2 < cmax(D2)/h(1/δ)
D1 D2 DH
bK+1 bi1−1 bi1 bi2−1 bi2 biH−1 m
Figure 12.2: Grouping B1 into D1 to DH.
12.2.3.1 Grouping B1 into D1, . . . , DH
Suppose that B1 has a bin bi1 with c¯i1 < cmax(B1)/h(1/δ), where h : R+ →
R+ is a function with poly(1/δ) ≥ h(1/δ) ≥ 1/δ. Let i1 ∈ {K + 1, . . . , m}
be minimal with that property. In this case we build D1 = {bK+1, . . . , bi1−1}
and construct the other groups D2, . . . , DH iteratively in the same way.
The next group D2 = {bi1 , . . . , bi2−1} fulfills the properties cmin(D2) =
c¯i2−1 ≥ cmax(D2)/h(1/δ) and c¯i2 < cmax(D2)/h(1/δ), see Figure 12.2. If
all bins have capacity larger than or equal cmax(B1)/h(1/δ), we have only
one group D1 = {bK+1, . . . , bm}. Furthermore, if bin bk j ∈ Dk has capac-
ity c¯(`) for ` ∈ {1, . . . , N} we have B` ⊆ Dk. With Lemma 11.2 we con-
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clude that the number of different bin sizes in each group Dk is at most
O(1/δ log(h(1/δ))) and the number of large job sizes with respect to Dk
is at most O(1/δ log(h(1/δ)/δ)). Since h(1/δ) ≤ poly(1/δ), we state the
following.
Lemma 12.6. In every group Dk the number of different bin sizes and the num-
ber of different jobs sizes that are large with respect to cmax(Dk) is at most
O(1/δ log(1/δ)).
12.2.3.2 Jobs that are Large in Dk
Consider now a linear program solution (x(`)i , yj,`) of 12.7 and the reduced
linear program (12.7k) with corresponding constraints for the bin group
Dk.
∑
i
x(`)i = m¯` for bins with capacity c¯(`) in Dk
∑
`,i
a(j, i(`))x(`)i ≥ n(k)j for each large jobs size in Dk
x(`)i ≥ 0 for ` = 1, . . . , L
(12.7k)
The value m¯` ≤ m` is the fractional number of bins of size c¯(`) in Dk and
n(k)j is the fractional number of large job sizes δ(1 + δ)
j placed into Dk
according to the solution of (12.7). Again, note that a job size p¯j is large in
Dk if p¯j = δ(1 + δ)j ∈ [δc¯(`), c¯(`)] for at least one bin group B` in Dk with
capacity c¯(`). If in LPk we replace the right hand sides n
(k)
j by bn(k)j c for
each large job size, we have to cover an integral number of jobs per large
job size. Moreover, the following holds.
Lemma 12.7. If in (12.7k) we replace the right hand side n
(k)
j by bn(k)j c the
number of non-covered large jobs in Dk can be bounded by cmax(Dk)(1 + δ)/δ.
Proof. We lose at most one job per large job size. By the rounding of
the bin capacities there exists an integer k ≥ 0, so that cmax(Dk) = (1 +
δ)k, moreover for all large jobs sizes p¯j in Dk we have δ(1 + δ)j ≤ (1 +
δ)k. Therefore, using the the geometric sum over the job sizes the total
execution time of non-covered large jobs sizes in Dk can be bounded by
∑
p¯j large in Dk
δ(1 + δ)j ≤ cmax(Dk)
∞
∑
j=0
(1 + δ)−j = cmax(Dk)(1 + δ)/δ.
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The analysis for the first block D1 with bound cmax(D1)(1 + δ)/δ for
the non-covered jobs can be even further improved:
Lemma 12.8. If (12.7k) we replace n
(1)
j by bn(1)j c, the total processing time of the
non-covered large jobs in D1 is bounded by (1 + δ) min{cmin(B0), cmax(D1)/δ}.
Proof. All jobs with processing time p¯j ∈ (cmax(D2), δcmin(B0)) are large
or small corresponding to bins in D1, but small corresponding to B0. No-
tice, that jobs with p¯j ∈ [δcmin(B0), cmax(D1)] are large corresponding to
B0 and chosen via the preprocessing step above. This implies that we
may assume yj,0 = 0 for the corresponding values. Since cmin(B0) >
cmax(D1) and cmax(D1)/cmax(D2) > h(1/δ) ≥ 1/δ, we have cmax(D2) <
δcmax(D1) < δcmin(B0). Therefore, a job with p¯j ∈ [δcmin(B0), cmax(D1)]
does not fit into D2. Moreover, we can assume that the values n
(1)
j are
integral. Since the values n(1)j are integral for processing times p¯j ∈
[δcmin(B0), cmax(D1)], the not covered large jobs have processing times
≤ δcmin(B0). Consequently, the total sum of the execution times of the
large jobs not covered by the bin packing subroutine in D1 is bounded
by min{(1 + δ)cmin(B0), cmax(D1)(1 + δ)/δ} (as in Lemma 12.7 using the
geometric sum argument applied to δcmin(B0) instead of cmax(Dk)).
Now a (fractional) solution of the modified (12.7k) can be transformed
into an integral solution using the algorithm for Bin Packing with Dif-
ferent Bin Sizes in [35]. That means bn(k)j c jobs of size δ(1 + δ)j can be
packed into the bins in Dk plus O(log2(d)) additional bins of size cmax(Dk)
[35] (where d = O(1/δ log(1/δ)) is the number of different job sizes that
are large in Dk). Let γ log
2(1/δ) for some constant γ ≥ 0 be an upper
bound for the number of additional bins for Dk. Notice that it is allowed
to use m` bins instead of the fractional number m¯` of bins in each group
B`. This is sufficient, since the overall area ∑`:B`⊆Dk Area(large, `) of the
large jobs packed into Dk plus the extra bins remains the same.
12.2.3.3 Rounding the Small Jobs in B`
The (yj,`) variables can be rounded as before [33] using a result of Lenstra
et al. [50], but here we have to round up (instead of down) the values Nj,
the (fractional) number of jobs of size δ(1 + δ)k j assigned as a small job to
12.2. ALGORITHM FOR CASE 2 125
the blocks B` for all job sizes j. Almost all corresponding small jobs can be
packed directly into B1. For each block B` there is at most one fractional
variable y˜j,` and a corresponding small job that does not fit completely
in B`. But this job can be packed into one bin of B`, if we increase the
corresponding bin size slightly. So we do not need additional bins here.
12.2.4 Bounding and Distributing the Additional jobs
We can bound the total execution time of jobs in the extra bins caused by
the rounding in the following way.
Lemma 12.9. The total execution time of the jobs in the additional bins for
D1, . . . , DH is at most
(12.8) (1 + δ) min{cmin(B0), (1/δ)cmax(D1)}+ α log2(1/δ)cmax(D1).
for some constant α ≥ 0.
Proof. According to Lemma 12.7 and by the rounding technique men-
tioned above the total execution time of all jobs in the additional bins
for Dk is at most(
1 + δ
δ
+ γ log2(1/δ)
)
cmax(Dk) ≤ λδ cmax(Dk)
where λ ≥ 0 is a constant. Using h(1/δ)cmax(Dk+1) ≤ cmax(Dk) this im-
plies the following bound for the extra execution time in D2, . . . , DH
∑k≥2 λδ cmax(Dk) ≤ λδ ∑k≥0 cmax(D2)h(1/δ)k
h(1/δ)≥1/δ
≤ λδ cmax(D2)∑k≥0 δk
δ≤1/2≤ 2λ
δ
cmax(D2) ≤ 2λcmax(D1).
With Lemma 12.8 the total extra execution time in bin group D1 is at most
(1 + δ) min{cmin(B0), (1/δ)cmax(D1)}+ γ log2(1/δ)cmax(D1).
So in total we can bound the additional term by
(1 + δ) min{cmin(B0), (1/δ)cmax(D1)}+ (γ log2(1/δ) + 2λ)cmax(D1).
126 CHAPTER 12. SCHEDULING UNIFORM PROCESSORS
Notice that all jobs involved in the first term of (12.8) are small cor-
responding to B0 (i.e. p¯j ≤ δcmin(B0)). The other jobs that contribute to
O(log2(1/δ))cmax(D1) could be large corresponding to B0, but have pro-
cessing time p¯j ≤ cmax(D1) = cmax(B1).
We can now distribute the jobs corresponding to the additional term
among the bins of B0. We proceed by case distinction.
Case 2.1: K ≥ d(1 + δ)/δe.
In this case the additional term (1 + δ)cmin(B0) with jobs of size at most
δcmin(B0) can be distributed onto the first d(1 + δ)/δe bins with additional
load ≤ 2δcmin(B0). Here simply use a greedy algorithm that distributes
a load of at least δcmin(B0) and at most 2δcmin(B0) on the first bins. The
last bin gets load at most δcmin(B0). The number of bins needed is at
most d(1 + δ)/δe ≤ K. This implies that the first K bins get load at most
c¯i + 2δcmin(B0) ≤ (1 + 2δ)c¯i. This implies the following result
Lemma 12.10. Let bK+1 be the first bin such that c¯1/c¯K+1 ≥ g(1/δ) and
K ≥ d(1 + δ)/δe, then we can compute an approximate schedule of length
(1 +O(δ))OPT(I) in time
2O(1/δ log(1/δ) log(C(A˜δ))) poly(1/δ, n).
Proof. Since g(1/δ) ≥ 1/δ log2(1/δ) and c1cK+1 ≥ g(1/δ) we can sched-
ule the remaining jobs of length p¯j ≤ cmax(B1) with total execution time
α log2(1/δ)cmax(D1) into B0 in the first largest bin: We have
α log2(1/δ)cmax(B1) ≤ α log
2(1/δ)
g(1/δ)
cmax(B0) ≤ αδcmax(B0).
With the Remark in Section 12.2.1 the running-time follows.
Case 2.2: cmax(B0)/cmax(B1) ≥ 1/δ2.
In this case the additional processing time is bounded by
((1 + δ)/δ)cmax(D1) + α log2(1/δ)cmax(D1)
≤ α
′
δ
cmax(D1) ≤ α′δcmax(B0).
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for some constant α′ ≥ 0. This amount can be packed onto the largest bin
by increasing its bin size to (1 +O(δ))cmax(B0).
Case 2.3: K < d(1 + δ)/δe and cmax(B0)/cmax(B1) < 1/δ2.
In this case we use our general assumption on g(1/δ). This implies that
c¯1/c¯K+1 ≥ 1/δ log2(1/δ).
Let us consider jobs with processing time p¯j in the interval
I = [δcmax(D1), min{δcmin(B0), cmax(D1)}]
and denote with Pcri = { p¯j ∈ I} the processing times of those critical
jobs. Since max(Pcri)/ min(Pcri) ≤ 1/δ, with Lemma 11.2 there are at most
O(1/δ log(1/δ)) different rounded processing times for the critical jobs.
Furthermore, the total number of critical jobs that can be packed into B0
is at most
Kcmax(B0)
δcmax(D1)
≤ O(1/δ
2)cmax(B0)
cmax(D1)
≤ O(1/δ4)
under the second assumption above.
The critical jobs can be chosen for B0 and packed into the bins in B0
during our preprocessing step in Section 12.2.1. The large (≥ δcmin(B0))
and critical jobs can be selected and pre-packed into B0 in time
(1/δ4)O(1/δ log(1/δ)) ≤ 2O(1/δ log2(1/δ)).
Then, for each feasible vector v we set up a linear program, round the
solution and place the large (corresponding to D1, . . . , Dh) jobs into the
bins plus few additional bins (again as in [35]) of total size
γ log2(1/δ)cmax(D1) ≤ γ log
2(1/δ)cmax(B0)
g(1/δ)
≤ γδcmax(B0)
since g(1/δ) ≥ 1/δ log2(1/δ). In this case, for all critical jobs with p¯j ∈ Pcri
we may suppose that yj,0 = 0 (no further such jobs are packed into B0 via
the LP). This implies that the corresponding values n(1)j are integral. Here
again we use the fact that a large job in D1 with p¯j ≥ δcmax(D1) > cmax(D2)
does not fit into bin group D2. So comparing to Lemma 12.8 in this case
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the term for the non-covered jobs in D1 can be bounded by
(1 + δ)cmax(D1) ≤ (1 + δ)cmax(B0)g(1/δ) ≤ O(δ)cmax(B0).
Furthermore, note that for K = O(1/δ), the running time of the dynamic
program given by (12.6) for the large jobs in B0 is bounded by
2O(1/δ log
2(1/δ)) poly(1/δ, n).
This gives
Lemma 12.11. Let bK+1 be the first bin such that c¯1/c¯K+1 ≥ 1/δ log2(1/δ),
K < d(1 + δ)/δe and c¯1/c¯K+1 < 1/δ2, then we can compute an approximate
schedule of length (1 +O(δ))OPT(I) in time 2O(1/δ log2(1/δ)) poly(1/δ, n).
The analysis of all three subcase implies the following result.
Theorem 12.12. In each subcase of Case 2 Algorithm 15 produces a schedule of
length (1 +O(δ))OPT(I) in time 2O(1/δ log(1/δ) log(C(A˜δ)) poly(1/δ, n).
12.3 Algorithm for Case 3
For this section we need to define the value C(A˜δ) more precisely.
Definition 12.13. From now on let
C(A˜) := L · (G2 + G)D.
In this case we have two or three bin groups depending on the shape
of bin sizes as depicted in Figure 12.3. Let
B0 = {b1, . . . , bK}
be the set of the largest bins. Then, we define
B1 = {bi|i > K, c¯i ≥ δcmin(B0)} and B2 = B \ (B0 ∪ B1)
as the remaining bins. If B1 6= ∅ we distinguish large, medium and small
jobs. A job is called
large if p¯j > δcmin(B0), medium if p¯j ∈ (δcmin(B1), δcmin(B0)] and else small.
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Note that for a medium job we have p¯j ≤ δcmin(B0) ≤ cmax(B1) by con-
struction.
Remark. If B1 = ∅ we do not have medium jobs. In this case we have for
all i > K that c¯i ≤ δcmin(B0). Thus, we have an additional gap between c¯K
and c¯K+1, i.e.
c¯K
c¯K+1
=
cmin(B0)
cmax(B2) >
cmin(B0)
δcmin(B0) =
1
δ
.
< g(1/δ)
≥ g(1/δ)
δcmin(B0)
B0 B1 B2
1 2 K K + 1 m
Figure 12.3: Structure of bins in Case 3.
With Lemma 12.2 we conclude that the number of different rounded
bin sizes is in B0 is bounded by L and the number of different rounded
large job sizes in I¯ is bounded by D.
Furthermore, let P := 2/δ log(1/δ) + 1, then we can show the following
Lemma 12.14. The number of different rounded medium large job sizes in I¯ and
the number of different rounded bin sizes in B1 is bounded by P.
Proof. Since
δcmin(B0)
δcmin(B1) ≤
cmin(B0)
δcmin(B0) ≤ 1/δ
the assertion follows with Lemma 11.2.
12.3.1 LP-Formulation
Now we divide the set B = B0 ∪ B1 ∪ B2 into N groups B` with m` bins
with the same rounded bin size c¯(`) for ` = 1, . . . , N and set up a linear
program similar to (12.7) in Section 12.2.2. Later we also consider reduced
LPs for the first two bin groups separately. Again we neglect here jobs
with processing time p¯j < δ.
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In the LP (12.10) below we use a variable x(`)i to indicate the frac-
tional length of a multiset (configuration) C(`)i of processing times p¯j ∈
[δc¯(`), c¯(`)] packed into bins of size c¯(`). The value h` denotes the number
of different configurations for bins of size c¯(`). Let a(j, i(`)) be the number
of the occurrences of p¯j in C
(`)
i and let size(C
(`)
i ) = ∑j a(j, i
(`)) p¯j. Further-
more, let nj be the number of jobs with processing time p¯j = δ(1 + δ)j for
j = 0, . . . , R (where δ(1 + δ)R is the largest jobs size). Finally, we use a
variable yj,` to indicate the fractional number of jobs of size δ ≤ p¯j < δc¯(`)
packed as a small job in B`.
∑
i
x(`)i ≤ m` for ` = 1, . . . , N
∑
`,i
a(j, i(`))x(`)i +∑
`
yj,` = nj for j = 0, . . . , R
∑
i
size(C(`)i )x
(`)
i +∑
j
yj,`δ(1 + δ)j ≤ m` c¯(`) for ` = 1, . . . , N
x(`)i ≥ 0 for ` = 1, . . . , N and i = 1, . . . , h`
yj,` ≥ 0 for j = 0, . . . , R and ` = 0, . . . , N
(12.9)
We suppose that all jobs fit into the bins, i.e. δ(1 + δ)R ≤ cmax(B0);
otherwise there is no schedule with the corresponding makespan in the
binary search.
1 . . .m1 1 . . .mL
B0
1 . . .mL+1 1 . . .mL+P
B1
δcmin(B0)
Figure 12.4: Groups of similar capacities in B0 ∪ B1.
12.3.2 Allocating Large Jobs into B0 and B1.
From Lemma 12.2 we know that B0 consists of L bin groups B` and with
Lemma 12.14 we have that B1 consists of P bin groups, see also Figure 12.4.
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Furthermore, assume that the LP (12.9) and the corresponding ILP have a
solution. Let (x(`)i , yj,`) be a linear program solution of (12.9). In 12.10 we
consider the (x(`)i ) variables of a solution of (12.9) and the constraints for
the first L + P bin groups. Let δ(1 + δ)Rm be the smallest medium job size
and let δ(1 + δ)R` be the smallest large job size.
∑ x`i ≤ m¯` ≤ m` for ` = 1, . . . , L + P
∑
`,i
a(j, i(`))x(`)i ≥ n¯j for j = Rm, . . . , R
x(`)i ≥ 0 for ` = 1, . . . , L + P and i = 1, . . . , h`
(12.10)
The value m¯` ≤ m` is the fractional number of bins of size c¯(`) in B0 ∪ B1
and n¯j is the (fractional) number of job sizes δ(1 + δ)j placed into B0 ∪ B1
according to the solution of (12.9).
For a large job size we have p¯j > δcmin(B0) > cmax(B2). Hence, all
the large jobs have to be scheduled in B0 ∪ B1. Consequently, in (12.9) we
describe them by configuration variables only and so the number n¯j for
large jobs covered by the LP (12.10) above is integral and therefore n¯j = nj
for j = R`, . . . , R.
For medium job sizes, there are yj,` variables in (12.9) and we have in
general fractional variables n¯j ≤ nj. Note that a configuration C(`)i in B0
contains only large job sizes by construction and a configuration C(`)i in B1
may contain both, large and medium job sizes.
Let Cˆ(`)k be a configuration with only large job sizes in bin group B` in
B1. For the rest of this chapter we call Cˆ(`)k a big configuration. Then, the
configurations with both, medium and large job sizes, can be partitioned
into groups with the same arrangement of large jobs according to config-
uration Cˆ(`)k (containing only large jobs). Let Index(k, `) be the set of all
indices i such that C(`)i coincides with Cˆ
(`)
k for the large job sizes. Let z
(`)
k
denote the the length of configuration Cˆ(`)k and set z
(`)
k := ∑i∈Index(k,`) x
(`)
i .
Then (x(`)i , z
(`)
k ) is a feasible solution of the following LP (12.11) for the
large job sizes in B0 ∪ B1. Since all large jobs have to be placed into the
first L + P bin groups, there exists an integral solution for (12.11), too.
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∑
i
x(`)i ≤ m` for ` = 1, . . . , L
∑
k
z(`)k ≤ m` for ` = L + 1, . . . , L + P
∑
`,i
a(j, i(`))x(`)i +∑
`,k
a(j, k(`))z(`)k ≥ nj for j = R`, . . . , R
x(`)i ≥ 0 for ` = 1, . . . , L + P and i = 1, . . . , h`
(12.11)
Lemma 12.15. If A˜′δ denotes the constraint matrix of the linear program (12.11)
above, then we have max -gap(A˜′δ) ≤
(
1 + PL
)
C(A˜δ) ≤ 3 · C(A˜δ).
Proof. The LP (12.11) is a configuration LP for a scenario where jobs with
D different sizes has to be placed in bins of L + P = O(1/δ log(1/δ))
different bin sizes that each can hold at most G jobs. Therefore, the
constraint matrix A˜′δ has a similar structure as A˜δ in Definition 12.3, but
has has at most (L + P)GD column vectors of the form (12.2). But since
rank = (A˜′δ) = D = rank(A˜δ) the absolute value of any subdeterminant
in both matrices is bounded by (G + 1)D. Then with Theorem 11.4 and
Lemma 12.4 we can bound max -gap(A˜′δ) by
(L + P)(G2 + G)D ≤
(
1 +
P
L
)
L · (G2 + G)D
≤
(
1 +
P
L
)
C(A˜δ).
With the definition of P, L and since g(1/δ) ≥ 1/δ log2(1/δ)) we compute
that PL ≤ 2 log(1/δ)log(g(1/δ)) ≤ 2 log(1/δ)log(1/δ) ≤ 2 Then according to Lemma 12.4 we have(
1 +
P
L
)
C(A˜δ) ≤ 3 · C(A˜δ)
= 2O(1/δ log
2(1/δ)).
(12.12)
With Lemma 12.15 we conclude that there exists an integral solution
(xˆ(`)i , zˆ
(`)
k ) with
‖xˆ(`)i − x(`)i ‖∞ ≤ 3 · C(A˜δ) and ‖zˆ(`)k − z(`)k ‖∞ ≤ 3 · C(A˜δ).
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where C(A˜δ) is defined in Definition 12.13.
We can now obtain an assignment of a subset of the large jobs to the
bins in B0 ∪ B1 and as in equation (12.3) reduce the instance I¯ to an in-
stance I¯red with As in Lemma 11.1 the number of large jobs n˜ in I¯red is
bounded by
n˜ ≤ 3 · D · C(A˜δ) · G(12.13)
Moreover, this implies that we need at most M˜ ≤ n˜ bins in B0 ∪ B1 for the
large jobs in I¯red. By dynamic programming we can find an assignment of
the large jobs in I¯red to the bins in B0 ∪ B1 in time
(12.14) n˜D = 2D log(n˜) = 2O(1/δ log(1/δ) log(C(A˜δ))).
since D = O(1/δ log(1/δ)). The main difficulty now is to handle the
medium jobs.
12.3.3 Allocating Medium Jobs
The main difficulty now is to handle the medium jobs. We proceed step-
wise.
12.3.3.1 Medium Jobs for B1.
We first allocate medium jobs into B1. Therefore consider the part of LP
(12.11) for the medium and large jobs corresponding to bin group B1.
Take out for a moment the large jobs Ilarge,dp placed by the dynamic
program into B1. Notice that these large jobs have occupied a subset
Mlarge,dp of only M˜ ≤ n˜ bins in B1. Furthermore, notice that there are
still large jobs preassigned via the big configurations Cˆ(`)k of length dz(`)k −
3C(A˜δ)e = d∑i∈Index(k,`) x(`)i − 3C(A˜δ)e in B1. Since we have a feasible so-
lution of LP (12.9) for all jobs, the residual configurations C(`)i (restricted
to medium job sizes) with fractional lengths x(`)i fit into the gaps either
besides their corresponding big configurations of lengths dz(`)k − 3C(A˜δ)e
or after them. Therefore, the placement of medium jobs into the gaps can
be seen as an instance of Bin Packing with Different Sin Sizes.
Step 1: Round the x(`)i variables for B1 as in Section 12.2.3 and use the
subroutine for Bin Packing with Different Bin Sizes in [35] to pack bn¯jc
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Algorithm 16 Algorithm for Case 3
Input: An instance I of Q||Cmax, ε > 0
Output: A schedule of length (1 +O(ε))OPT(I)
1: Obtain with LPT algorithm a schedule of length LPT(I) ≥ 2OPT(I).
2: for a candidate value for the makespan T ∈ [LS(I)/2, LS(I)] do
3: Transform the instance to an instance of Bin Packing Different
Bin Sizes.
4: if the total size of jobs is not bounded by ∑mi=1 cm or
5: max p¯j > maxi ci then
6: increase T and go to Step 3.
7: end if
8: Round the processing times and bin capacities and get rounded
instance I¯ .
9: Distinguish small, medium and large jobs.
10: Compute a solution of LP (12.9) that allocates the jobs with p¯j ≥ δ
fractionally into B0 ∪ B1 ∪ B2.
11: if LP (12.9) does not have a feasible solution then
12: increase T and go back to Step 3.
13: end if
14: Allocate a subset of the large jobs into B0 ∪ B1 and reduce the in-
stance to I¯red.
15: Via dynamic programming obtain an assignment of the remaining
large jobs in I¯red into B0 ∪ B1.
16: if the dynamic program does not find a feasible solution then
17: increase T and go to Step 3.
18: end if
19: Round solution of LP (12.9) with new rounding technique using
a subroutine for Bin Packing with Different Bin Sizes and obtain
assignment of the remaining jobs with p¯j ≥ δ.
20: Rearrangement of some medium and small jobs compensating the
error possibly made by the dynamic program for large jobs in Step 15.
21: end for
22: Schedule the small jobs with p¯j < δ behind the large ones. .
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jobs of each medium job size into the gaps of B1 plus O(log2(1/δ)) bins
of size cmax(B1).
The (medium) jobs in the additional bins obtained by the packing sub-
routine have processing times p¯j ≤ min{δcmin(B0), cmaxB1}. Furthermore,
caused by the rounding (since we replace the right hand sides nj with
bnjc) we have to cover one additional job per medium size and to repack
medium jobs with total execution time O(1/δmin{cmax(B1), δcmin(B0)}).
As K ≥ f (1/δ) ≥ d(1 + δ)/δe we can distribute those medium jobs among
the first K bins only slightly increasing the makespan as in Case 2.1 in Sec-
tion 12.2.
Step 2: Remove the set Amedium of medium jobs placed into the bins in
the subset Mlarge,dp ⊆ B1. Reinsert the large jobs from Ilarge,dp in these bins
and place fractionally a subset of Amedium into the remaining gaps.
If the total area of the large jobs Ilarge,dp placed via the dynamic pro-
gramm is at most
L+P
∑
`=L+1
∑
k
(
z(`)k − dz(`)k − 3C(A˜δ)e
)
size(Cˆ(`)k )
then all medium jobs fit fractionally into the gaps in B1. Let Amedium, f r be
the set of fractional medium jobs placed into B1. Notice that the cardinality
|Amedium, f r| is at most M˜ ≤ n˜. These jobs can be placed separately in the
first K bins increasing the makespan only by O(δ) since K ≥ f (1/δ) =
3·D·C(A˜δ)·G
δ2
≥ n˜
If the total area of large jobs is larger than the LP bound, we have to
place the remaining set A′medium ⊆ Amedium of medium jobs into B0. Since
we have Amedium ≤ M˜cmax(B1), we conclude
|A′medium| ≤
M˜cmax(B1)
δcmin(B1) ≤
M˜cmax(B1)
δ2cmin(B0) ≤ M˜/δ
2 ≤ n˜/δ2.
As K ≥ f (1/δ) = n˜/δ2 also in this case we can distribute these jobs among
the first K bins.
12.3.3.2 Medium Jobs for B2 and B0.
Step 3: Round the (x(`)i ) variables corresponding to B2 and place the jobs
via a bin packing subroutine similar to Case 2 into B2 plus some additional
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bins of size cmax(B2).
Step 4: Round the (yj,`) variables over the bin groups B` and place the
corresponding jobs greedily onto the machines.
Here we have to increase the bin sizes slightly and to place in addition
one fractional job per bin group on one machine. As in Step 2 it is also
possible that the total area of large jobs placed via the dynamic program
is larger than ∑L`=1 ∑i
(
x(`)i − dx(`)i − 3C(A˜δ)e
)
size(C(`)k ). Then those large
jobs block an area in B0 can not be used for medium and small jobs. We
show in the lemma below that the corresponding medium jobs can be
placed separately into bins in B0. Furthermore, some small jobs have to
be placed into B1. But this is easier and possible, since these jobs are
also small corresponding to the bins in B1 and the total area of large,
medium and small jobs corresponding to the variable values x(`)i and yj,`
for ` = 1, . . . , K + L fits into B0 ∪ B1.
Lemma 12.16. The medium jobs assigned via the (yj,`) variables to B0 that can
not be placed into B0 because of blocking large jobs can be placed separately into
bins in B0.
Proof. Since the number of non-zero variables z(`)k in (12.11) is at most
rank(A˜′δ) ≤ D, the area of large jobs that have to be placed via the dynamic
program in B1 is at most
L+P
∑
`=L+1
∑
k
(
z(`)k − dz(`)k − 3C(A˜δ)e
)
size(Cˆ(`)k ) ≤ ∑
`,k:z(`)k 6=0
3C(A˜δ)size(Cˆ
(`)
k )
≤ 3 · D · C(A˜δ)cmax(B1)
This is also the area of medium jobs assigned to B0 by (yj,`) variables that
can not be placed because of additional large jobs assigned by the dynamic
program. The number of this medium jobs can be bounded by
3 · D · C(A˜δ)cmax(B1)
δcmin(B1) ≤
3 · D · C(A˜δ)cmax(B1)
δ2cmin(B0)
≤ 3 · D · C(A˜δ)
δ2
Since K ≥ f (1/δ) ≥ 3·D·C(A˜δ)
δ2
these jobs can be placed separately onto
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machines in B0
Then we can conclude
Theorem 12.17. In Case 3 Algorithm 16 produces a schedule of length
(1 +O(δ))OPT(I)
in time
2O(1/δ log(1/δ) log(C(A˜δ)) poly(1/δ, n).
Thus, we proved Theorem 10.1.
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13. Concluding Remarks
As usual, there are still some open questions and areas that need improve-
ment. To name some essentials let us consider the individual parts.
In Part I the 2-approximation for MSP can be applied to SPP with iden-
tical platforms, but the approximation ratio is not preserved as in case of
a constant number of platforms the subroutine for rectangle packing with
area maximization cannot be directly applied to select jobs. Here one has
to find an alternative.
The running time of the (2 + ε)-approximation for SPP in Part II is
dominated by the running time of the dynamic program for selecting x-
large and large jobs in B0. Therefore it is doubly exponential in 1/ε. To
obtain a better running time one idea is to use a linear program to preas-
sign large and x-large jobs and by adequate rounding of the solution select
the corresponding subset of large and x-large jobs. Furthermore, it would
be interesting to consider in which cases the approximation ratio can be
decreased to 2 since this would give a tight approximation algorithm for
SPP.
In Part III a lower bound for max -gap(Aδ) where Aδ describes a schedul-
ing problem remains open. It also remains open wether the upper bound
for max -gap(Aδ) can be improved to poly(1/δ). This would considerably
reduce the running time.
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