Capturing energy consumption directly from a stochastic behavioural model is a computationally expensive process. Using a so-called fluid analysis technique we are able to access accumulated reward measures in much larger scale stochastic systems than has been previously possible. These accumulated rewards are ideal for deriving energy and power consumption from stochastic process models. In previous work, it has been shown how to derive a set of ordinary differential equations (ODEs) whose solutions approximate the moments of component counts in a continuous-time Markov chain (CTMC) described in a stochastic process algebra. In this paper, we show how to extend the method to provide rapid access to moments of accumulated rewards in CTMCs. In addition to measuring the amount of energy used by a system, we are also interested in the time taken to reach a particular level of energy consumption. In reward terms, this is a so-called completion time. In this paper, we are able to use higher moments of rewards to give us access to completion time distributions. We demonstrate the technique on a model of energy consumption in a client-server system with server failure and hibernation. Moreover, we are able to use these new and rapid techniques to capture the trade-off between energy consumption and service level agreement (SLA) compliance. We use a standard optimisation approach to find the precise configuration of the system which minimises the energy consumption while satisfying an operational response-time quantile.
INTRODUCTION
Energy consumption is a critical factor in the practical operation of massive computer systems on the internet today. Whether in wireless networks, virtualised services that run on Amazon's Elastic Compute Cloud or Google's search clusters, energy consumption, heat management and cost are required metrics. Capturing these features in a performance model has traditionally been achieved using Markov Reward Models (MRMs) where behavioural models have been augmented with random variables that accumulate a reward (such as energy or cost) for being in a particular state, or transitioning to a new state [1, 2, 3] . However, given the scale of a Google search cluster or a typical cloud environment, it would be impractical to perform traditional reward analysis on these massively parallel systems. A new technique is needed. Recently, so-called fluid analysis of performance models [4, 5] makes it possible to analyse systems which exhibit a high degree of parallelism. We also have the ability to generate higher moments in the course of such analysis and have a good understanding of when the first-order analysis produces a good transient approximation to the underlying Markov model [5, 6] . The contribution of this paper is to show, for the first time, how it is possible to derive reward measures from massive stochastic models using fluid analysis techniques. We show that many measures can be constructed precisely as functions of existing component counts. Reward measures can be represented using ordinary differential equations (ODEs) that augment the set that already exists to analyse the behavioural system directly. We show that higher moments of reward measures can similarly be generated. We demonstrate how reward passage times or so-called completion times can be constructed and solved in terms of rewards, giving for instance the passage time until the temperature in a server room reaches a certain level given a particular server load profile. Finally, we illustrate the technique on a model of energy consumption in a client-server system with server failure and hibernation and use the fast reward analysis to assess the trade-off between energy consumption and service level agreement (SLA) compliance.
Motivating example
We first look at a typical reward example and we list the main quantities of interest that the techniques can provide. Consider the ubiquitous situation of m identical processors running in parallel, each in need of one of n identical resources. Each processor has two possible states and loops between them repeatedly. In the first state the processor is acquiring a resource, in the second state it returns without synchronisation to the first state. Each resource similarly has two possible states that it loops between. In the first state, the resource awaits acquisition from a processor, in the second it resets without synchronisation to the first state. The actions the system takes (e.g. a processor acquiring a resource or a resource resetting) are stochastic in nature. This gives us a model with four component states, which is defined formally in Section 3. Ideally, in order to fully understand the behaviour of the system over time, we would like to obtain the distribution of the individual component counts at each point of time as well as at the point when the system runs for sufficiently long for the time not to have any influence (the steady state of the system). However, this can be too costly and sometimes simpler measures are sufficient for the modelling purposes. For example, to get a basic understanding of how the system evolves, we can look at the means of the four individual component counts at each point of time or as the time goes to infinity. To get insight into the variability in the underlying stochastic model, we can also derive the variance and higher moments of these counts [5] . We will be interested in rewards, quantities which are accumulated over time in some way, such as energy consumption or the total cost of running the system. At each point in time, these will depend on the complete history of the individual component counts. As in the case of the above measures, the mean values, variances and higher moments of these accumulated counts can serve our modelling purposes. The accumulated rewards may grow indefinitely with time and to provide any information about their values in the steady state, the rewards have to be normalised in some way. It is sometimes interesting to look at the rate of increase in the reward in the steady state: that is, to look at the limit of the reward divided by t as t goes to infinity. The following list summarises the quantities we are interested in of which (E)-(P) can already be calculated by means of differential equation approximations, whereas ODE approximations of (E)-(P) are the subject of investigation in this paper:
(E) the mean number of components in each of the four states at any time t ≥ 0 (M) variance and other higher and joint moments of the counts (S) the mean component counts and moments in the steady state of the system (as t → ∞) (P) the passage-time distribution of individual components or groups of components reaching a particular state (E) the mean of the accumulation of the component counts until each time t ≥ 0 (M) variance and other higher and joint moments of the accumulated quantities (S) normalised accumulated quantities (divided by t) and their moments in the steady state of the system (as t → ∞) (P) the passage-time or completion-time distribution for a system to reach a particular reward level Figure 1 shows these quantities for processors and resources in their respective initial states. Note that the plots in (a) and (b) remain constant after a longer period of time. These constant values correspond to the quantities (S). Similarly the plot in (c) is linear after some time and the (constant) value of its gradient corresponds to the quantity (S). Plot (d) displays the variance of the reward which will be useful for gauging the stochastic reward precision. All of the quantities (E)-(P) can be obtained via stochastic simulation of the system. However, with increasing initial counts of processors and resources the traditional simulation techniques become expensive as they have to cope with frequent events of short duration. Moreover, with increasing order of the moments of interest, the number of simulation replications needed greatly increases. For the quantities (E)-(S), this problem is addressed in [5] (based on the earlier work in [4] ), where a system of ODEs is derived that approximates the temporal evolution of the means and higher and joint moments of the individual counts. Numerically solving these ODEs is computationally less expensive than the simulations and can thus provide fast access to the moments with a reasonable degree of accuracy. The nature of this approximation revolves around so-called switch points and is further investigated in [6] . In [7] it is shown how to use the moments to derive approximations to distributions of the time it takes for individual components or groups of components to reach a particular set of states, the quantities (P).
The main contribution of this work is an extension of the method from [5] that gives ODEs for the quantities (E)-(S). We give an exact form of these ODEs and show how to apply similar approximations to those from [5] to get a system that can be numerically solved alongside the ODEs for moments of component counts. We show how to use the moment approximations to derive approximations to the distributions of completion times, the quantities (P).
RELATED WORK
Stochastic Reward Models (SRMs) comprise a stochastic process {Z(t) : t ≥ 0} and a reward measure, B(t). As the stochastic process changes state, reward is accumulated in the measure B(t). In deterministic reward models (as considered in this paper), reward is gathered in a particular state proportional to the time spent in that state. Additionally reward can also be gained instantaneously as the system changes state through so-called impulse rewards. Reward models that are applied to Markov models give so-called Markov Reward Models (MRMs) and there is much prior work that analyses the underlying reward process [1, 2, 3, 8] .
Reward Strategies
Different strategies for reward accumulation are shown in Figure 2 . In Figure 2 (a), reward is gained in state i at rate ri, and on moving to state k, this is added to by a further reward accumulated at rate r k . On changing state, reward is gained in a continuous fashion. There is no loss of reward although there is no reason why a state should not accumulate a negative reward with associated negative rate. This is called a Preemptive Resume (PRS) strategy for reward accumulation.
In Figure 2 (b), the reward is lost on changing state with reward only accumulated linearly by the current state that the system is in. This is a Preemptive Restart (PRT) strategy, sometimes called Preemptive Repeat.
Although not considered here, another important reward strategy is the impulse reward. In this case an instantaneous reward addition is made on changing state [3] . Strategies involving partial loss of rewards at state change instants are also possible [9] but are not considered further here. A good summary of reward strategies can be found in Horváth et al. [10] . Preemptive Restart is fairly straightforward to implement and can be done traditionally using a reward measure vector on a transient or steady-state vector for a system. Preemptive Resume requires an integration over the stochastic process to capture the accumulation over many states. In this paper, we consider the Preemptive Resume reward strategy for massive Markov models comprising many parallel components. We show that, in particular, the Preemptive Resume rewards and higher moments can be formulated using additional differential equations to capture the reward over and above the ODEs used to analyse the massively parallel system. Since we are working with component counts rather than individual components, in our setting, rewards have to be functions of those component counts. This certainly covers the traditional linear accumulation scenario, but also allows for the possibility of more complex rewards, such as ones involving a nonlinear combination of the component counts.
Completion times
One of the most useful aspects of rewards is the ability to express completion times in terms of the accumulated reward (see for instance [11] ). For instance, we might wish to calculate the time to accumulate a reward of 20 MWh of energy in a power station model. In stochastic reward models, this is achieved in terms of a completion time distribution, C(x): being the first time that the system reward exceeds the value x. It is possible to derive bounds on this distribution using moments of the appropriate reward measures [10] . We will show how, through the use of reward moments derived from fluid analysis, we can also bound the distribution of the reward completion time for very large models.
Solution techniques
There has been a significant amount of research into efficient solution techniques for the distributions or moments of rewards and the completion times. Most of the techniques, including the approaches from [2, 3, 8, 11, 12, 13, 14] , are based on numerical techniques which require explicit consideration of the entire state space of the associated discrete-state Markov model. A detailed overview can be found in [10] . To our best knowledge, all of the existing methods have complexity at least linearly dependent on the number of states. This suffers from the state space explosion problem, which is especially prominent in the massively parallel models we are interested in. In this paper we present a technique with complexity not dependent on the counts of the individual replicated components. A similar technique has been mentioned in the context of physical chemistry in [15] . However, it is limited only to components of a single type and therefore not applicable to our models of interest where components can be in multiple states.
GROUPED PEPA
Grouped PEPA or GPEPA [5] is a simple syntactic extension of the stochastic process algebra PEPA defined to provide a more elegant treatment of the ODE moment approximation. Formally, the extension introduces a further level in the syntax of PEPA, the Grouped PEPA models, defined as:
This defines a GPEPA model to be either a PEPA cooperation between two GPEPA models (over the set of actions L) or alternatively a labelled grouping of PEPA components, P , in parallel with each other. Y is the group label. The Grouped PEPA model is nothing more than a standard PEPA model with, additionally, a label to define the components involved in parallel grouping. These labels are used to define the level at which the ODE approximation to the system is made. The example from Section 1.1 can be represented by the following GPEPA definition:
Moment approximation via ODEs
Traditionally, the system states in PEPA models keep track of the state of each individual sequential component. This can lead to state space explosion, which makes the model not amenable to the standard analysis methods other than the computationally expensive stochastic simulation. The state space explosion is especially severe (with respect to the syntactical size of the model) in the case of models with groups consisting of many components acting in parallel. An established way to tackle this in the case of groups consisting of many identical components is by aggregating the state space by keeping track of counts of the individual components [4] . In the context of Grouped PEPA models, it is sufficient to represent each state of the underlying CTMC by a numerical vector N(t) consisting of counts NG,P (t) for each possible pair of group label G and component P (as in [5] ). It has been shown in [5] how to derive approximations to the differential equations governing the expectations of these counts E[NG,P (t)]. For example, if we let Pi(t) to stand for N P,P i (t) and Ri(t) for N R,R i (t) for i = 0, 1, the method from [5] gives the approximations E[·] to the exact means E[·]:
The authors of [5] further extended this method to derive ODE approximations to higher and joint moments of the counts, such as variances, covariances and others. For example, we would have the approximation
All of the above differential equations are approximations since the following approximation had to be applied to tackle the case of an expectation of a min expression:
In general, GPEPA models cause the right hand sides of the ODEs to additionally contain rational functions of the expectations. If they do, the model is called splitting, otherwise split-free. Further approximation is then caused by a sequence of nested applications of the above and of the approximation
for a rational function f . The effects of the approximation Equation (3.2) on the error of the numerical solution to the system of ODEs were investigated in [6] with the help of a tool Grouped PEPA Analyser (GPA). In the following section we show how to derive ODEs for the quantities involving accumulated rewards. We also extend the GPA tool accordingly to apply the new technique to a larger model in Section 5.
APPROXIMATING MOMENTS OF RE-WARDS VIA ODES
In this section, we extend the above ODE approximation of GPEPA moments to include ODEs for the moments of the quantities (E)-(S) from Section 1.1. We begin with the simplest case of the moments of accumulated rewards in the steady state and continue with the transient case.
We will calculate the quantities (E)-(S) for the two following simple rewards. For the processors/resources model, we could be interested in the energy consumption of the processors, where say the state Pi consumes ci units at each time instant, for i = 0, 1 respectively. As there are Pi(t) components of Pi at each time t, for the total energy consumption we need to evaluate (means, moments, etc., of) the accumulated quantity
This is the same kind of reward that would be expressible if we model each processor individually; in that case, we would evaluate a sum of m integrals with the corresponding indicator functions for each processor.
To illustrate a reward that could not be expressed in such a concise way, we could consider a quantity that uses a nonlinear function of the component counts:
This could represent a measure of total income if each processor costs c units for being able to use an available resource in each instant of time.
Steady state normalised rewards
It turns out that to access moments of accumulated rewards in the steady state of the system, the quantities (S), we can use the ODE moment method without any extensions. In order for the quantities to be finite in the steady state, we divide the reward by time, i.e. look at the rate of increase:
as t goes to infinity. For the illustrative rewards AP and APR we therefore need to evaluate the values of
AP (t)/t and APR(t)/t as t → ∞
We can express expectations of such quantities in general just by using the steady state limits of the means of the individual component counts E[Pi] and the moment E[P0R0]. This is a corollary, previously mentioned in [16] , of a standard property of CTMCs:
Theorem 4.1 ([17] , Theorem 3.8.1). Let {X(t) ∈ N k } t≥0 be an irreducible, positive recurrent Markov process and f : N k → R a bounded function. Then:
wheref = n∈N k λnf (n) and λn is the unique invariant distribution.
Using this, we can directly get
The method from [5] provides ODEs with solutions E[·] approximating the expectations on the right hand side. Finding the fixed point solution of these ODEs then gives an approximation of the desired steady state mean rates of increase of the rewards. We also note that the Theorem 4.1 implies that the normalised accumulated rewards are deterministic in the steady state limit and therefore all the higher moments are just products of the respective expectations. Specifically, the variance of these measures is zero.
Transient rewards
We show how to derive approximations for means of the accumulated rewards at each time t, the quantities (E). For our sample rewards, these are
E[AP (t)] and E[APR(t)] for t ≥ 0
Such expectations are differentiable in general, so we can set a new differential equation for the mean of each accumulated component count. To obtain the right hand side, we note that since the rewards are always bounded and differentiable, we can swap the differentiation and expectation to get
This can be generalised to the case when X(u) is replaced by a general product
i (u). The right hand side is then always one of the moments, for which there is an approximation by the solution to one of the ODEs. Numerically solving these simultaneously gives an approximation to the means of accumulated rewards at each time point t. For our sample rewards we would take ODEs approximating all the moments up to order two (so that they include the joint moment E[P0(t)R0(t)]) and add the following ODEs to the system:
Numerically solving these gives approximations to the expectations of the rewards
Higher moments of rewards
We now look at the general case of higher moments of the accumulated component counts at each time t, the quantities (M). Using these, we can then get for example approximations to the variances of accumulated rewards, such as:
Var[AP (t)] and Var[APR(t)] for t ≥ 0
First, define the shorthand for the accumulated count of X up to time t as:
For simplicity, we first look at the second order moments of accumulated counts and later show how to extend the technique to higher orders. As for the case of mean component counts, we can note that the moments are differentiable and bounded and so we can swap the differentiation and expectation and get ODEs of the form:
The right hand side now contains expectations of the form E[X(t)Y (t)]. We can try to define ODEs governing these. This time, the function X(t)Y (t) is not differentiable, so we cannot simply swap the expectation and differentiation. We can look at the derivative of the expectation E[X(t)Y (t)] from the first principles to arrive at the following theorem (with full proof in Appendix A):
where fX (t) involves only component counts (and no expectations) such that
To be able to solve this ODE together with the rest of the system numerically, we need to be able to evaluate (or approximate) both the summands in the right hand side.
The second term E[X(t)Y (t)] has an approximation E[X(t)Y (t)]
given by one of the moment ODEs. If the model is split-free, the first term contains, after moving the expectation through summations and multiplications by constants, terms of the form:
E[Z(t)Y (t)] and E[min(g(t)Y (t), h(t)Y (t))]
where g, h are piecewise linear functions (i.e. involve only linear combinations and applications of the min function) of the component counts. The Theorem 4.2 can be repeatedly used to obtain ODEs of the former terms. For the latter ones, we can apply the approximation of Equation (3.2) repeatedly to get piecewise linear functions involving the terms
If the model is splitting, we additionally get terms:
where f is a rational function of the component counts. We can then apply the approximation of Equation (3.
3) to get rational functions involving the terms E[Z(t)Y (t)].
We demonstrate this to find the variance of AP (t). We have:
and also: 
Cov[P0(t), P1(t)] = E[P0(t)P1(t)] − E[P0(t)]E[P1(t)]
Therefore, in addition to the ODEs from Equation (4.5), we need:
P0(t)P1(t)] = E[P0(t)P1(t)] + E[P1(t)P0(t)]
To get the ODEs for E[P0(t)Pi(t)] for i = 0, 1, we can use Theorem 4.2 where:
Similarly we can obtain ODEs for the other terms E[Pi(t)Pj(t)] and E[Ri(t)Pj(t)].
To complete the system of ODEs so that all the moment terms on the right hand sides have a corresponding differential equation, we add ODEs for the second moments such as E[P0(t)P1(t)].
Numerically solving the resulting system of ODEs then gives us the approximation to the variance of AP (t). Theorem 4.2 can be generalised to cover the case when X and Y are products of component counts. We can extend the notation for accumulated counts to accumulated products of counts: if M (t) = i X k i i (t), we let:
For example, to get the variance of APR we get:
This requires the ODEs:
We can expand the term E[fP 0 R 0 (t)P0R0(t)] using Equation (3.1) (more precisely its form before applying the approximations) to get terms such as E[P1(t)P0R0(t)]. Taking ODEs for these and also for the moments up to the order 4, we can solve the resulting system numerically and get an approximation to the variance of APR(t). Furthermore, we can easily extend the Theorem 4.2 to cover arbitrary moments of accumulated products:
For the general statement see Theorem A.1 in Appendix A.
Convergence
As presented in more detail in [6] , using a result of Kurtz [18] it can be shown that the first moments of component counts converge to their ODE approximation when scaled by the total component population size, as the component populations are scaled up. Let Xn(t) be the stochastic process corresponding to the count of X components in a GPEPA model where the total component population has been scaled up by n ∈ Z+, then the result is that 1 n
|E[Xn(t)]− E[Xn(t)]
| → 0 as n → ∞. Applying Fubini's theorem and dominated convergence, it is straightforward to show that the first moments of linear accumulated rewards converge similarly, that is,
An argument was also presented in [6] suggesting that we would expect similar convergence of covariances of component counts to their ODE approximations, for example, 
Complexity
The total complexity of the presented technique to obtain moments of accumulated rewards is given by the number of ODEs and the time over which they need to be numerically integrated. Similar to the original method for moments of component counts, it is necessary to include ODEs of all moments up to a certain order. More specifically, if there are C different components, the method gives O(C n ) ODEs corresponding to all moments up to order n. For example, in the processors/resources model C = 4 and to get the mean of AP (t), the method requires 6 ODEs. For the variance (the order is 2), there are 27 ODEs. In case of the mean of APR, 5 ODEs are needed and for the variance (the order is 4 for the joint moment), 85 ODEs have to be solved. It is worth noting that the usual algorithms for numerically solving systems of ODEs have both run time and memory requirements linearly dependent on the size of the system. Therefore the technique is able to cope with fairly large systems. For example models requiring more than 10 4 ODEs can be solved in under a minute on a standard Core 2 Duo 3.0 GHz desktop computer.
EXAMPLE
We demonstrate the presented techniques on an example of a massively parallel system as mentioned in the introduction. The model consists of a large number of clients and servers cooperating together. The clients use the servers in two stages -first request some data and then obtain the data, and then perform a task individually. The servers, in addition to serving clients, can hibernate to save energy and can also break. Broken servers need to be repaired. The full Grouped PEPA description of this model is: 
Clients{Client[c]}
To get an initial idea of how the system behaves over time, we look at the counts of the individual states of the client and server components. Figure 3 shows these for the system with initial number of clients, c = 200, and servers, s = 20 and rates with values given in Appendix B.
Accumulated rewards
We can define simple rewards on this model. To model power consumption of the servers, we assume that servers consume energy at a rate specific to each state during the time of being in that state. The total reward for power consumption is then the accumulation of the corresponding linear combination of the individual state counts:
Similarly, income from serving the clients can be modelled by accumulating at a certain rate in the state of the server fulfilling a request:
Finally, we can look at the hypothetical total income that could result from the difference between the income from serving the clients and the energy cost: 
(b) Servers Figure 4 shows the evolution of the mean of the reward A total (t) over time, with the accumulation rates given in Appendix B. It contains the ODE approximation of the transient mean and also indicates the variability of the reward by showing its standard deviation. The accuracy of the approximation is shown by plotting the difference from the exact quantities obtained via simulation. We can see that the error is in the order of 0.1% of the value of the reward.
Completion times
We illustrate how to use the moments of accumulated component counts to obtain approximation to the completion time measures of the model, quantity (P). Consider the random variable representing the first time the general reward A(t) hits a target value a:
In order to guarantee various service level agreements of the form "the probability of reaching a reward a in time t is less than p", we are interested in the distribution of C, i.e. in the probabilities P(C ≤ t). In [7] , the authors addressed the same problem for the case of completion times of component counts. They used the well known one sided improvement of Chebyshev's inequality: for a random variable X: To get the required probabilities, we note that if r(t) is nondecreasing:
This allows us to use the following bounds:
If A(t) can decrease, we have instead:
and only the lower bound in Equation (5.6) can be used. The right hand sides of both these bounds can be quickly approximated by solution to the systems of ODEs described earlier in this paper, thus giving a lower and upper approximations to the CDF of completion times. Figure 5 shows the lower and upper approximations to the CDF of the completion time of the reward Apower reaching target a = 2.0 and compares them to the CDF estimated from simulation. As the rate of this reward is non-negative at each time, both the upper and lower approximations can be used. The corresponding error, also shown in the figure, is in the order of 0.1% of the probability. In case of the total reward A total , only the lower approximation can be used, since the rate of accumulation can be negative. Figure 6 shows the approximated lower approximation for the total reward and the corresponding error, which is of the order 0.1% of the probability. Comparing with the CDF, we can see that the bounds are quite loose. However, the lower bounds can still give a useful conservative estimate of the completion times. Moreover, the ODE approximations of moments can be readily used to produce more precise bounds based on moments of higher orders than the variance. Figures 5(a) and 6(a) show CDF approximations obtained from the first 7 moments using the method in [19] . The error in these is of the same order, 10 −3 , as the error of the approximations based on the Chebyshev's inequality.
Approximations
While the original ODEs for the moments of component counts and the presented extension to the moments of rewards often give accurate results, larger errors can occur. In [6] the authors investigate the dynamics of the error of the approximation in the component counts. It has been shown that the largest error occurs around so-called switch points. These only occur for certain parameter regimes which lead to the approximation Equation (3.2) being at its worst -when the two arguments to the min function are close -and represent the situation when the model switches between two different modes of behaviour. It was proposed that plot- ting the distance from a switch point can serve as a rough indicator of the accuracy of the model. The same reasoning applies to the case of moments of accumulated rewards. The difference is that the error can get amplified by accumulation over time and also by constant multiplication in the linear combinations specifying rewards, such as cpower. For example, Figure 7 shows an instance when certain rate parameters cause the error to be particularly visible. Figure 7 (a) shows both quantitative and qualitative differences in the approximation of the mean of A total (t). Figure 7(b) explains this by showing the distance the model maintains from being near a switch point. It shows that around the time t ≈ 2.0, the model approaches a switch point. This coincides with the time when the ODE approximation to the mean of the reward starts to differ from the exact value. It is worth noting that the error in the mean component counts is still only about 1%. Also, supporting the arguments from Section 4.4, the relative error disappears as the system size scales up.
Trade-off between energy consumption and performance
A key application of the efficient reward computation techniques presented in this paper is the design of systems with both performance and energy consumption requirements. In the client-server model, we might be interested in the optimal number of servers that have to be employed in order to guarantee given performance requirements while minimising the associated running costs. The performance requirements are often given in terms of a service level agreement (SLA) for each client. In the context of this model, a suitable SLA might require that a client finishes its first think action within a given time period with a given high probability, for example within time t = 4.0 with probability at least 0.9. Considering only the configurations that satisfy such an SLA, the feasible configurations, we can look for those that minimise certain cost function, such as the mean of Apower(t) from Section 5.1. Figure 8 shows an example where we vary the number of servers and the rate with which they are put to sleep. For each configuration we calculate the energy used and plot a point on the surface only if that configuration satisfies the SLA requirement mentioned above. We are able to find a configuration (84 servers and a hibernation rate of 0.37) which minimises the energy consumption in the system. Intuitively, increasing the number of servers and decreasing the hibernation rate increases the probability of a client finishing early, but also raises the energy cost of running the system. The passage time probabilities can be accessed using the component count ODEs as shown in [7] and the mean running cost Apower(t) can be accessed from the accumulated reward ODEs as shown in this paper. Numerically solving the resulting system of ODEs is computationally cheap and can be therefore repeated for a large number of parameter combinations. The plot in Figure 8 was produced by solving the system of ODEs for 1600 different parameter combinations taking a few seconds on a standard desktop computer. Moreover, although not guaranteed to find the global minimum in general, well-known local optimisation techniques, such as the interior point algorithm can be directly applied. In this case, we were able to find a local minimum of cost Apower = 457.71 at r sleep = 0.34, s = 83.22 using the MATLAB fmincon implementation of the interior point algorithm. This required ODE solutions for only around 50 distinct parameter combinations. The reason for the difference in the two minima (between MATLAB local optimisation and parameter sweeping) is that the local optimisation algorithm does not exclude non-integer valued server counts. Therefore in order to obtain a meaningful configuration we can round the number of servers up to s = 84. This can easily be verified as still feasible and it achieves a cost of 461.98, which is still very close to the minimum found by exploring the large parameter space above.
CONCLUSION AND FUTURE WORK
In this paper, we have shown how energy consumption and other accumulated measures can be extracted from massively parallel stochastic systems. To achieve this, we have embedded the appropriate Markov reward structures in sets of differential equations which can be integrated numerically. This gives access to solution to reward problems based on substantially larger Markov models than has previously been possible in for example [8] , which analysed Markov Reward Models of order 10 6 states. This contrasts with the reward model which, by the nature of differential equation analysis, we are able to analyse in this paper which has approximately 10 134 explicit states or 10 12 states in its aggregate form. Since the solution of these systems of ODEs is so rapid, we have been able to make use of these reward techniques to solve a sensitivity analysis problem. We have been able to combine an SLA requirement, in the form of passage-time quantile, with the computation of a reward structure. Figure 8 showed which feasible model parameters satisfied the SLA and how much energy would be expended doing so. We were able to use optimisation techniques to find a minimum energy expenditure for the model. Similar techniques can be used to obtain model parameters, such as the rates in Appendix B for the client-server model, when fitting models to measurement data from real systems. There is potential for more efficient optimisation algorithms to take advantage of the ODE form of the cost function. In future, we plan to adapt such techniques, for example those in [20, 21] guaranteeing global optima, to the case of the systems of ODEs arising from large scale Markov models. While massive state space Markov reward analysis is now feasible, one of the recognised features of differential equation analysis is that it is an approximation of the explicit state space model [5] . In most cases, the agreement between differential equation-based reward analysis and simulation is very good, as for instance in Figure 4 . However, where model parameters give rise to so-called switch point behaviour, error can accumulate for these very particular parameter regimes [6] . Fortunately, these less accurate cases can be predicted, avoided (by parameter modification) or potentially simulated instead. As with previous work [11] , higher moments can be generated for reward measures but, again, the size of the model that can be analysed is the novel feature. Second moments, in particular, give a very straight-forward indication of precision of the first order solution, and we have shown this in Figure 4 . The completion time until a reward level is reached is an extremely useful reward metric and, using higher reward moments, upper and lower bounds on the completion-time distribution can be derived. The distribution lower bound, in particular, is useful for generating conservative quantile measurements which satisfy industrial service level agreements. The CDF approximations based on Chebyshev's inequality in Figures 5 and 6 are coarse in this paper, due to using only the first two moments. However, as the same figures show, it is possible to get stronger constraints still using the first 7 moments. We plan to investigate, again using the techniques from Tari et al. [19] , the production of bounds for up to the first 20 moments. We aim to improve the efficiency of the presented method to produce these moments of high order as well as investigate the possibility of bounds based on joint moments. Additionally, we will look at incorporating extra types of reward measures into the ODE analysis method, for instance impulse rewards [3] and partial reward models [9] . 
B. RATES
Rates used in the client-server model: 
