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Abstract
Data remap between non-matching meshes is a critical step in multiphysics cou-
pling using a partitioned approach. The data fields being transferred often have
jumps in function values or derivatives. It is important but very challenging to
avoid spurious oscillations (a.k.a. the Gibbs Phenomenon) near discontinuities
and at the same time to achieve high-order accuracy away from discontinuities.
In this work, we introduce a new approach, called WLS-ENOR, or Weighted-
Least-Squares-based Essentially Non-Oscillatory Remap, to address this chal-
lenge. Based on the WLS-ENO reconstruction technique proposed by Liu and
Jiao (J. Comput. Phys. vol 314, pp 749--773, 2016), WLS-ENOR differs from
WLS-ENO and other WENO schemes in that it resolves not only the O(1)
oscillations due to C0 discontinuities, but also the accumulated effect of O(h)
oscillations due to C1 discontinuities. To this end, WLS-ENOR introduces a
robust detector of discontinuities and a new weighting scheme for WLS-ENO
near discontinuities. We also optimize the weights at smooth regions to achieve
superconvergence. As a result, WLS-ENOR is more than fifth-order accurate
and highly conservative in smooth regions, while being non-oscillatory and min-
imally diffusive near discontinuities. We also compare WLS-ENOR with some
commonly used methods based on L2 projection, moving least squares, and
radial basis functions.
Keywords: weighted least squares; data transfer; superconvergence;
discontinuities; Gibbs phenomenon; essentially non-oscillatory scheme
1. Introduction
In multiphysics applications with a partitioned approach, data often must be
mapped between different meshes [63]. This problem is often referred to as data
transfer or remap, and the two meshes are often referred to as the source (or
donor) and target (or donee) mesh, respectively. In many of these applications,
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the data approximate a piecewise smooth function, where discontinuities (or
jumps) may be present in the solutions, for example, due to shocks in high-speed
fluids or multi-material solids. In addition, nowadays the physics models are of-
ten discretized with third or higher-order methods, such as hp finite elements
[61], spectral elements [68], discontinuous Galerkin [15], etc. The combination
of the discontinuities and high-order methods lead to a fundamental challenge
for remap: high-order interpolations (such as splines [19]) or least squares (such
as moving least squares (MLS) [103]) are prone to spurious oscillations near
discontinuities [26, 46]. In particular, C0 discontinuities, a.k.a. (simple) jumps,
often lead to O(1) oscillations (overshoots or undershoots), analogous to the
Gibbs-Wilbraham phenomenon in Fourier transformation [32, 105, 46]. In addi-
tion, C1 discontinuities, a.k.a. derivative jumps, can lead to O(h) oscillations,
which may accumulate in repeated transfer or in time-dependent settings. Even
some second and lower order methods, such as L2 projection [49] and radial
basis function (RBF) interpolation [4, 25, 82] can suffer from such oscillations
[26, 27]. Among the existing methods, nearest-point or linear interpolation have
no oscillation, but they do not deliver sufficient accuracy and are excessively
diffusive in repeated transfer. The objective of this work is to propose a new
data-transfer method that is at least third-order accurate for smooth functions,
is non-oscillatory at discontinuities, and is as non-diffusive as possible.
Resolution of the Gibbs phenomenon or similar oscillations is an important
and challenging subject in numerical analysis and computational physics. There
have been various methods developed for it in various contexts; see e.g. [35].
Among these, the most closely related ones are probably the so-called recon-
struction methods, such as flux reconstructions based on WENO [72, 92] and
their variants in finite volume methods. The connection is even closer in the con-
text of hyperbolic conservation laws, in that they are time dependent. However,
in the context of hyperbolic PDEs, it typically suffices for the reconstruction to
resolve only simple jumps, because small oscillations due to C1 discontinuities
can be effectively controlled by the numerical diffusion in flux limiters [69] and
TVD time-integration schemes [36]. In contrast, a general remap technique must
be stable without assuming numerical diffusion in the physics models. Hence, it
is important to control the oscillations due to both simple and derivative jumps
in remap. This property makes remap significantly more challenging.
In this work, we introduce a new method, called WLS-ENOR, or Weighted-
Least-Squares-based Essentially Non-Oscillatory Remap. WLS-ENOR is based
on the WLS-ENO scheme proposed by Liu and Jiao [71] for the finite volume
methods. The original WLS-ENO controls oscillations by adapting the weights
in a weighted-least-squares (WLS) approximation, where the weights are ap-
proximately based on the inverse of a non-smoothness indicator. However, the
indicator in WLS-ENO only considers simple jumps. WLS-ENOR introduces a
novel technique to detect both simple and derivative jumps by introducing two
novel indicators and a new dual-thresholding strategy. We then apply WLS-
ENO near the detected singularities by using a new weighting scheme to take
into account C1 discontinuities. We also optimize WLS-ENOR for smooth func-
tions to achieve superconvergence. As a result, WLS-ENOR is more than fifth-
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order accurate for smooth functions, non-oscillatory and minimally diffusive
near C0 and C1 discontinuities, and is highly conservative in repeated transfers.
We compare WLS-ENOR with some commonly used methods, including linear
interpolation, RBF interpolation [4], L2 projection [49], and modified moving
least squares (MMLS) [54, 94], and show that WLS-ENOR is more accurate,
stable, and less diffusive in almost all cases. The presentation and results in this
work focus on spherical geometries in earth and climate modeling. However, the
methodology also applies to other smooth surfaces.
The remainder of this paper is organized as follows. In Section 2, we review
some preliminaries on remap and reconstruction methods and the Gibbs phe-
nomenon at discontinuities. In Section 3, we describe WLS fittings for smooth
functions that exhibit superconvergence. In Section 4, we describe the detection
of discontinuities in data remapping and a new weighting scheme for WLS-ENO
for discontinuities. In Section 5, we compare WLS-ENOR with other methods
for transferring both smooth and discontinuous functions. Finally, Section 6
concludes the paper with a discussion on future research directions.
2. Preliminaries and related work
In this section, we review some methods for remap and reconstruction, espe-
cially the high-order methods based on weighted-least-squares (WLS). In addi-
tion, we review some concepts and methods related to discontinuities, including
Gibbs phenomena and WLS-ENO.
2.1. Remap and reconstruction methods
The remap problem has been studied extensively in the past few decades.
Several software packages have been developed over the past two decades. These
include those developed for climate and earth modeling (such as those in Earth
System Modeling Framework (ESMF) [42], Community Earth System Model
(CESM) [45] and the next-generation Energy Exascale Earth System Model
(E3SM), including SCRIP [55], Model Coupling Toolkit (MCT) [66], OASIS
[17], Tempest Remap [99, 98], etc.), fluid-structure interaction or heat transfer
(such as MpCCI [56] and preCICE [11]), and general-purpose remap software
(such as PANG [28] and Data Transfer Kit (DTK) [93, 94]). We first review
the methodology behind some of these packages, with a focus on node-to-node
transfer, and then review some closely related methods for high-order recon-
struction.
2.1.1. Low-order nonconservative and conservative remap
In 1990s and 2000s, data-transfer methods primarily on only first- or second-
order accuracy, because the prevailing numerical discretization methods in en-
gineering (including finite volume methods and linear finite element methods)
only had low-order accuracy. One of the most primitive data-transfer methods
is piecewise interpolation. This approach is particularly convenient if the source
mesh has an associated finite-element function space, in that one could use the
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same function space for interpolation. In this case, we refer to the approach
as consistent interpolation. If the basis functions are linear (with simplicial el-
ements) or bilinear (with quadrilateral elements), the interpolation is second
order. In a finite-volume method and scatter-data interpolation, the nearest-
point interpolation is sometimes used, which is only first-order accurate. If the
basis functions are not known, some interpolation (and more precisely, quasi-
interpolation [19]) methods can use some alternative basis functions, such as
thin-plate splines [38] or other RBF [4, 11, 25, 82].
The major disadvantage of low-order interpolation is its high diffusiveness
in repeated transfer; see e.g. [18]. To overcome this, one approach is to en-
force conservation, so that the integrals over the source and target meshes are
equal. Examples of lower-order conservative methods include the first- and
second-order conservative remap (such as those in [14, 37, 28, 55]), common-
refinement-based L2 projection [49], etc. A commonality of these methods is
that they all require computing some integrals of the function defined on the
source mesh over some control volumes of each target node (or cell), and the
numerical integration is computed over the intersections of the elements (or
cells) of the source and target meshes. The collection of these intersections
forms the common refinement [49] or supermesh [23, 22], whose computations
require some sophisticated computational-geometry algorithm for efficiency and
for robustness in the presence of truncation and rounding errors [50, 51]. We
also note that some low-order constrained interpolation and conservative remap
methods have been developed in the context of Arbitrary Lagrangian-Eulerian
(ALE) methods, such as [5, 76].
2.1.2. High-order remap methods
Due to the increasing use of high-order discretization methods, more recent
development of data-transfer methods had focused on third and higher order
methods. If the source mesh uses a high-order finite element or spectral element
method, one can apply consistent interpolation to achieve high-order accuracy.
Such an approach may be implemented with a discretization library, such as
MOAB [96, 75]. More generally, a remap method can be independent of the
discretization methods. In this context, the method may be nonconservative
or conservative. Examples of the former include modified moving least square
(MMLS) [54, 94], etc. An example of the latter is the conservative remap in
Tempest Remap [99, 98] and conservative interpolation [1]. Note that high-order
nonconservative remap methods tend to be significantly less diffusive in repeated
transfer than low-order nonconservative methods, even though conservation is
not enforced explicitly; see e.g. [94]. However, because high-order methods are
more prone to oscillations, special attention is needed to preserve positivity and
convexity [99, 98].
2.1.3. High-order reconstructions
The remap methods, especially the nonconservative ones, are closely related
to the reconstruction problem, i.e., to reconstruct a piecewise smooth function
or its approximations at some discrete points on a mesh given some known
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qualities at discrete points or cells on the same mesh. The primary difference
between remap and reconstruction is that the former involves two meshes while
the latter typically involves only a single mesh. Hence, remap is in general
more complicated from a combinatorial point of view. From a numerical point
of view, conservation in remap is also more complicated than in reconstruction.
However, nonconservative high-order remap and reconstruction share many sim-
ilarities. In particular, the techniques used in high-order remap, such as spline
interpolation [19], moving least square (MLS) [64], and variants of MLS (known
as MMLS) with regularization [54, 94], etc., originated from high-order recon-
struction.
The remap method in this work utilizes two high-order reconstruction tech-
niques, known as CMF (Continuous Moving Frames) and WALF (Weighted Av-
erage of Least-squares Fittings) [52], both of which are based on weighted least
squares (WLS ). These techniques were first proposed for reconstructing surfaces
and later adapted to reconstruct functions on surfaces [81]. CMF shares some
similarities with some variant of MMLS (such as that in [94]), in that CMF
constructs a least-squares fitting at each reconstruction point and it achieves
accuracy and stability through some local adaptivity (instead of the global con-
struction of the original MLS for smoothness [65]). However, CMF differs from
MLS in terms of the choice of the coordinate systems, stencils, and weight-
ing schemes. WALF constructs a least-squares fitting at each node of a mesh
using CMF and then blend the fittings taking a weighted average using piece-
wise linear or bilinear basis functions within each element (such as a triangle
or quadrilateral). In general, CMF is more accurate than WALF. For meshing
applications, WALF tends to be more efficient when many points need to be
evaluated within a single element. For remap in multiphysics applications, how-
ever, a transfer operator can be built in a preprocessing step and be reused in
repeated transfers. Hence, In this work, we use CMF as the basis for remapping
smooth regions. From the mathematical point of view, the major challenge is to
overcome the potential oscillations (a.k.a. the Gibbs phenomenon) associated
with CMF, for which we will leverage WALF to detect singularities.
2.2. Gibbs phenomena at C0 and C1 discontinuities
It is well known that discontinuities require special attentions in numerical
approximations. The most studied type is the C0 discontinuities, also known
as edges [95], (simple) jump discontinuities [13, 40], faults (or vertical faults)
[7, 20], etc. These discontinuities are the most prominent because they tend
to lead to O(1) oscillations (or “ringing”), which do not vanish under mesh
refinement. These oscillations were first analyzed by Wilbraham in 1848 [105],
about 50 years before the famous analysis of the overshoots in Fourier series
for saw-tooth functions by Gibbs in 1899 [32] in response to an observation by
Michelson in 1898 [77]. For this reason, such oscillations are properly referred
to as the Gibbs-Wilbraham phenomenon [40], or more commonly as the Gibbs
phenomenon. Besides occurring in Fourier series, the O(1) oscillations also
occur in interpolation or approximation using cubic splines [83, 112], orthogonal
polynomials [35], RBF [26, 58], least squares [27], wavelets [62, 89], L2 projection
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[49], etc. Some tight constant factors can be established in 1D for some of these
problems. However, for least-squares-based approximations in 2D and higher
dimensions, it is impractical to establish such a precise bound of the oscillations.
Instead, we focus on the asymptotic effect of discontinuities, which is easy to
understand from the Taylor series expansion and is sufficient for developing
robust techniques to detect and resolve them in this work.
Consider a piecewise smooth function f(x) : Rd → R. The d-dimensional
Taylor series of f about a point x0 is given by
f(x0 + h) =
p∑
k=0
1
k!
∂k
hˆ
f(x0) ‖h‖k2 +
∂p+1
hˆ
f(x0 + )
(p+ 1)!
‖h‖p+12 , (1)
where ∂k
hˆ
denotes the kth directional derivative along the direction hˆ = h/ ‖h‖2,
and ‖‖ ≤ ‖h‖; see, e.g., [44] for a proof. The summation term in (1) defines the
degree-p Taylor polynomial Tp(x) at x0. The last term in (1) is the remainder
r(x), which corresponds to the residual of the approximation f(x) by Tp(x).
If f is continuously differentiable to at least pth order, the residual r(x) is
O(‖h‖p+12 ), i.e.,
|r(x)| = |f(x)− Tp(x)| = O(‖h‖p+12 ). (2)
However, if f has a Cq discontinuity in the direction hˆ at x0 + , i.e., ∂
q
hˆ
f has
a jump at x0 + , then ∂
p+1
hˆ
f is unbounded. As a result, the approximation
of f(x) by Tp(x) in general are expected to lead to overshoots or undershoots
(or oscillations) of O(‖h‖p2) or larger. Note that even if f is approximated
by non-polynomials, this argument based on Taylor series also applies with a
simple application of triangle inequality. In particular, let g(x) be a smooth
approximation of f and let T˜p denote the degree-p Taylor polynomial of g(x) at
x0. Then,
|f(x)− g(x)| ≤ |r(x)|+
∣∣∣g(x)− T˜p(x)∣∣∣ , (3)
where the second term is O(‖h‖p+12 ) under the smoothness assumption of g, but
the first term is O(‖h‖p2) or larger and it dominates the overall error. Hence,
for C0 discontinuities, we can expect to observe O(1) oscillations, even when
using linear approximations, as in L2 projection using linear polynomials.
From the Taylor series expansions, it is easy to see that overshoots can oc-
cur not only at C0 discontinuities but also at C1 and even C2 discontinuities.
In general, the oscillations due to C1 discontinuities are expected to be O(h).
Theoretically, these oscillations should vanish as h tends to 0, so they are often
ignored. However, its treatment has drawn some attention recently, and it is
often referred to as derivative jump discontinuities [13] or oblique (or gradient)
faults [7, 20]. In the context of data transfer in multiphysics coupling, it is
important to resolve the O(h) oscillations at C1 discontinuities, because they
may accumulate over time and lead to O(1) oscillations and even instabilities.
Although these O(h) oscillations may be controlled by numerical diffusion in
some numerical schemes, such as the flux limiters and TVD time integration
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schemes in FVM for hyperbolic conservation laws, for generality, it is desirable
for the data-transfer method to be stable without relying on numerical diffu-
sion in physics models. In addition, controlling O(h) oscillations also helps
safeguarding the accumulation of the O(h2) oscillations near C2 discontinuities.
2.3. Resolution of Gibbs oscillations
2.3.1. Resolution of oscillations in 1D
Because the mathematical analysis of the Gibbs phenomenon in the litera-
ture primarily focused on 1D reconstructions, the overwhelming majority of the
resolution techniques were also for 1D problems. We briefly mention two classes
of classical techniques in 1D. The first class is filtering and mollification, which
recovers the piecewise solutions in Fourier spaces and in physical spaces, respec-
tively. Examples of the former include Fejer averaging, Lanczos-like filtering,
Vandeven and Daubechies filters, etc., which are specific to Fourier expansions;
see e.g. [114] and [46, Chapter 2] for some surveys. Examples of the latter
include spectral mollifiers based on Gegenbauer polynomials in [35, 60, 90] and
adaptive mollifiers in [95]. The fundamental idea of adaptive mollifiers is to
detect the edges [29, 30] and then apply spectral (or other) mollifiers locally.
Similar ideas have been applied for approximating piecewise smooth functions
in 1D using splines and moving least squares in [70].
The second class is the Godunov and ENO-type methods. Examples include
the original Godunov’s method [33], Van Leer’s MUSCL scheme [100], Colella
and Woodward’s piecewise parabolic method (PPM) [16], Harten’s subcell-
resolution method [39], and some WENO reconstructions for FVM [72, 47, 91].
These methods were initially developed for the finite volume methods (FVM)
for hyperbolic problems, and they typically involve reconstructing piecewise
smooth functions from cell averages. Among these techniques, the ENO and
WENO techniques are the most general, and their key ideas lie at the approx-
imation level, where a nonlinear adaptive procedure is used to automatically
choose the locally smoothest stencil, hence avoiding crossing discontinuities in
the interpolation process as much as possible. This basic idea can be generalized
to reconstructing nodal values, such as in the so-called WENO interpolation in
finite difference methods [92]. Similar to mollifiers, the WENO schemes may be
applied globally without explicitly identifying the discontinuities, or be applied
adaptively by coupling with some edge-detection techniques [80].
2.3.2. Resolution of oscillations in higher dimensions
The two broad classes of 1D techniques may be applied to structured meshes
in a dimension-by-dimension fashion. For example, in climate modeling, Lau-
ritzen and Nair [67] developed monotonicity-preserving filters on latitude–longitude
and cubed-sphere grids by adapting those developed by Zerroukat et al. using
monotonic parabola [109] or parabolic spline method (PSM) [110]. However,
when generalizing the techniques to unstructured meshes or scattered data,
most of the techniques in 1D or for structured meshes encounter significant
technical difficulties. However, some of the basic ideas can still be preserved
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on higher dimensions. Hence, we also broadly categorize the methods into two
classes.
The filtering techniques in 2D and higher dimensions typically reply on post-
processing to resolve oscillations. This requires detecting the discontinuities and
then adapt the kernels (i.e., basis functions) accordingly. Various techniques
have been developed in the literature to detect discontinuities. The detection
of C0 discontinuities is often referred to as edge detection [3, 12, 31, 78, 84,
101, 113] or troubled-cell detection [80, 108], and it has many applications in
signal and image processing, data compression, shock capturing in CFD, etc.
These techniques typically use some indicators for the jump and then compare
the indicator against some thresholds. Similarly, detecting C1 discontinuities
requires an indicator of the derivative jump followed by some thresholding. The
indicators are often motivated by finite differences (such as in [7, 13, 20]) or
Taylor series expansions (such as in the polynomial annihilation edge detection
in [2, 3, 87]). In [59], Jung et al. detected discontinuities by taking advantage of
the instabilities of the expansion coefficients of multiquadric RBF at local jumps.
Romani et al. [84] developed some variants of the approach using variably scaled
kernels (VSK) [6] and Wendland’s C2 RBF [102]. In terms of thresholding,
they are often based on some statistical analysis (i.e., outlier detection) [24] or
based on some double (or hysteresis) thresholding [12]. After the discontinuities
have been detected, various reconstruction strategies have been used in practice.
For reconstructions over structured grids, such as in image processing, it is
relatively straightforward to adapt some limiters used in hyperbolic conservation
laws to resolve discontinuities in a dimension-by-dimension fashion, such as
in [3, 31]. However, such an approach does not generalize to unstructured
meshes easily. For unstructured meshes or scattered data points, Rossini [85]
proposed to use VSK to resolve discontinuities, but it required the exact location
of discontinuities in order to shift the radial functions.
In terms of Godunov and ENO-type methods, the generalization of the low-
order methods tends to be straightforward within FVM. However, for the high-
order ENO and WENO schemes, the generalization to unstructured meshes
is challenging. In [43], Hu and Shu proposed a WENO scheme on triangular
meshes, and it was further extended to tetrahedral meshes by Zhang and Shu
in [111]. However, some point distributions may lead to negative weights and in
turn lead to potential instability. Shi, Hu and Shu [88] proposed a technique to
mitigate the issue, but the method had limited success due to large condition
numbers of the local linear systems. In [107], Xu et al. proposed a hierarchical
reconstruction technique for discontinuous Galerkin and finite volume methods
on triangular meshes, and Luo et al. [74] extended the ideas to tetrahedral
meshes and developed the so-called hierarchical WENO (or HWENO). In [73],
Liu and Zhang proposed a hybrid of two different reconstruction strategies to
improve stability of WENO reconstruction. In [71], Liu and Jiao proposed
WLS-ENO, which adapts the weights in a weighted least squares formulation
instead of taking a convex combination of interpolations. WLS-ENO overcomes
the stability issues associated negative weights, and it was shown to be robust
in FVM and is easy to implement.
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The resolution technique proposed in this work may be considered as a hy-
brid of adaptive mollification and ENO-type method, in that we detect C0 and
C1 discontinuities in high-order CMF and then apply quadratic WLS-ENO as
mollifier (or filters in the physical space) near discontinuities. Our detection
technique is different from others in that it introduces two novel discontinuity
indicators and a novel dual thresholding strategy to detect discontinuities. The
indicators use the observation that WALF tends to be more prone to oscillations
than CMF near discontinuities, so that we can detect and resolve discontinuities
before oscillations manifest themselves in CMF. In addition, we will introduce
a new weighting scheme for WLS-ENO based on one of the new discontinuity
indicators.
3. Superconvergent weighted least squares (WLS)
In this section, we describe WLS remap for smooth functions on surface.
3.1. WLS with Cartesian coordinates
We first derive WLS in Cartesian coordinates using Taylor series. Consider
a function f(u) : R2 → R at a given point u0 = [0, 0]T , and assume its value
is known at a sample of m points ui near u0, where 1 ≤ i ≤ m. We refer to
these points as the stencil for WLS. Suppose f is continuously differentiable to
(p+1)st order for some p > 1. We approximate f(u) to (p+1)st order accuracy
about u0 as
f(u) =
p∑
q=0
j+k=q∑
j,k≥0
cjku
jvk +O (‖u‖p+1) , (4)
which is an alternative form of that in (1), where cjk =
1
j!k!
∂j+k
∂uj∂vk
f(0). Supper
there are n coefficients, i.e., n = (p + 1)(p + 2)/2, and assume m ≥ n. Let fi
denote f(ui). We then obtain a system of m equations
p∑
q=0
j+k=q∑
j,k≥0
cjku
j
iv
k
i ≈ fi (5)
for 1 ≤ i ≤ m. The equation can be written in matrix form as Ax ≈ b, where
A ∈ Rm×n is an generalized Vandermonde matrix, x ∈ Rn is composed of cjk,
and b ∈ Rm is composed of fi.
The generalized Vandermonde system from (5) is rectangular, and we solve
it by minimizing a weighted norm of the residual vector r = b−Ax, i.e.,
min
x
‖r‖W ≡ min
x
‖W (Ax− b)‖2, (6)
whereW = diag{ω1, ω2, . . . , ωm} is diagonal. The weighting matrixW plays a
fundamental role in W , in that each diagonal entry wi in W assigns a weight
to each row in the generalized Vandermonde system. If both A and W are
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both nonsingular, then W has no effect on the solution. However, if m 6= n or
A is singular, then a different W leads to a different solution; we will address
the choice of the weights shortly. Given W , we further scale the columns of
WA with a diagonal matrix T , so that the condition number of the rescaled
Vandermonde matrix A˜ = WAT is improved. This process is known as column
equilibration [34, p. 265]. Then, WLS reduces to the least squares problem
WATy ≈Wb. (7)
The coefficients in cij are then given by x = Ty.
We give two important algorithmic details. First, we solve (7) using trun-
cated QR factorization with column pivoting (QRCP) [34]. The QRCP is
A˜P = QR, (8)
where Q is m × n with orthonormal column vectors, R is an n × n upper-
triangular matrix, P is a permutation matrix, and the diagonal entries in R are
in descending order. Second, we control the condition number of A˜ to avoid
numerical instabilities. To this end, we estimate the 1-norm condition number of
R [41]. If the condition number is large, then we first try to enlarge the stencils
and then incrementally drop the right-most highest-degree terms in A˜P if the
stencils cannot be enlarged further. These strategies add more rows to, and
remove columns from, the Vandermonde systems, respectively, both of which
reduce the condition number of A˜ and in turn ensure the stability of WLS.
3.2. WLS on discrete surfaces
When applying WLS on surfaces, we use the same construction as in Con-
tinuous Moving Frames (CMF ) for high-order surface reconstruction [52]. We
adapt CMF to remap between discrete surfaces composed of triangles and
quadrilaterals. In the following, we will use WLS and CMF interchangeable,
unless otherwise noted.
Given a node x0 on a target mesh, we first construct a local uv coordinate
frame as follows. Let m0 denote an approximate normal at x0, which can
be first-order estimation by averaging face normals or be computed from the
analytical surface (such as a sphere in earth modeling). Let t1 and t2 be an
orthonormal basis of approximate tangent plan orthogonal to m0, which we
obtain using Gram-Schmidt orthogonalization. The local uv coordinate frame
is then centered at x0 with axes t1 and t2.
The construction of stencils requires some special attention in remap. Unlike
reconstruction, the stencil for a target node is composed of nodes on the source
mesh. To build the stencil for a target node x0, we first locate the triangle or
quadrilateral τ on the source mesh that contains x0, and then use the union
of the k-ring neighborhood of each node of τ on the source mesh. The specific
choice of k depends on the degree of the polynomial and the specific weighting
scheme, as we will describe in Section 3.3.
We note some key difference between our WLS remap and MMLS in DTK
when applied to surfaces. First, our approach uses 2D Taylor series within local
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uv coordinates in a tangent space, whereas DTK uses the global xyz coordinate
system. Note that for degree-p polynomials, the number of coefficients grows
quadratically in 2D but cubically in 3D. Hence, it is more efficient to use higher-
degree (such as quartic) fittings with CMF to achieve higher accuracy than
DTK. Second, DTK is purely mesh-less and it finds stencils by using k nearest
neighbors (a.k.a. KNN), which requires logarithmic-time complexity on average
to determine the stencils. In contrast, our approach uses a mesh-based algorithm
to compute the stencils by taking advantage of locality [48], so the amortized
cost to determine the stencil of a node is constant.
3.3. Optimizing weights for remap
As shown in [53] and [81], if the condition number of the rescaled Vander-
monde system A˜ is bounded, then the function values of a smooth function
f : Γ → R can be reconstructed to O(hp+1) on a discrete surface Γ, where h
is proportional to the “radius” of the stencil. Furthermore, if the stencils are
(nearly) symmetric about the origin of the local coordinate system, the recon-
struction can superconverge at O(hp+2) for even-degree p due to error cancella-
tion [53, 52], analogous to the error cancellation in centered differences. When
using CMF for remap, however, the near-symmetry assumption is in general
violated, because a target node may lie anywhere within an element of a source
mesh. Hence, it is impractical to achieve O(hp+2) superconvergence. However,
with proper choice of stencils and weighting schemes, we can achieve O(hp+1+s)
convergence for some 0 < s ≤ 1 for even p. To maximize this rate, we observe
two key criteria for the weights: asymptotic rates and smoothness of the weights.
In [53], Jiao and Zha proposed to use weights that are approximately in-
versely proportional to the square root of the residual term associated with
each node, i.e.,
ωIDj = γ
+
j
(√
r2j + ID
)−p/2
, (9)
where rj = ‖uj‖, p is the degree of the WLS,  is a safeguard against division
by zero, and
γ+i = max{0,mTjm0} (10)
is a safeguard against “short circuiting” for coarse meshes. We refer to (9)
as the inverse-distance-based weights. These weights perform well with nearly
symmetric stencils. However, they are not ideal for remap, because it has a
large gradient near x0, especially if ID is small. Therefore, if the nodes closest
to x0 are highly asymmetric, which tend to be the case in remap, then there is
no error cancellation for these nodes. To overcome this issue, it is desirable for
the weights to be smoother about the origin, or more precisely, the first, second,
and even higher-order derivatives of the weight should 0 at the origin. This
analysis led us to the choice of a new weighting scheme, or scaled Buhmann’s
function,
ωSBj = γ
+
j φ(rj/ρ), (11)
where γ+j and rj are the same as those in (9), ρ is the cut-off radius, and
11
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a) Weights based on inverse-distance.
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b) Weights based on Buhmann’s function
Figure 1: Example shapes of inverse-distance-based and scaled Bushman weights.
φ(r) =
{
112
45 r
9/2 + 163 r
7/2 − 7r4 − 1415r2 + 1/9 if 0 ≤ r ≤ 1
0 if r > 1
. (12)
The function φ(r) is a C3 function due to Buhmann [8], who introduced it as a
compactly supported RBF by generalizing the polynomial radial functions due
to Wu [106] and Wendland [102]. Besides compactness and smoothness, these
radial functions are “positive definite,” which is a desirable property for RBF
[9, 10] but is irrelevant in our context. In Section 5.1.1, we will compare our
proposed scaled Buhmann weights versus other weighting functions.
In (11), the key question is how to choose the cut-off radius ρ. For robustness,
this radius must be large enough to allow sufficient number of nonzero weights
in the generalized Vandermonde system. As in [53], we require the number of
points in the stencil to be at least 1.5 times of that of the number of coefficients
in the Taylor polynomial. Let R = rk, where k = d0.75(p+ 1)(p+ 2)e. We
define ρ = σR for some σ > 1 and then choose σ to minimize the remap
errors via numerical optimization, as we will detail in Section 5.1.1. Through
numerical optimization, we obtain σ = 2.0, 1.6 and 1.4 for degree-2, 4, and 6
WLS, respectively. Figure 1 shows the example shapes of inverse-distance-based
and scaled Buhmann weights on a uniform 2D mesh for degree-2, 4, and 6 WLS.
For inverse-distance weights, we used ID = 0.01h¯2, where h¯ denotes the average
edge length. It can be seen that due to its C3 continuity, Buhmann’s function is
much smoother at r = 0. In addition, the different cut-off radii led to different
asymptotic behaviors of the scale Buhmann weights at the tails, similar to those
of the inverse-distance-based weights.
In terms of implementation, to select the candidate nodes in the stencils
for a target node x0, we start with the union of b1.5pc/2-rings of the nodes
of the source element that contains a given target node. If there are less than
0.75(p+1)(p+2) points in the stencil, we enlarge the ring size in 0.5 increments
as defined in [52]. This adaptive computation of rings requires a proper mesh
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data structure to achieve constant-time per node, for which we use an array-
based half-edge data structure [21]. In addition, for efficiency, we construct the
transfer operator in the form of a sparse matrix, of which each row corresponds
to a node in the target mesh. After obtaining this operators, the remap involves
only a matrix-vector multiplication.
4. Detection and resolution of C0 and C1 discontinuities
Like other high-order methods, WLS with scaled Buhmann weights may
suffer from Gibbs phenomena near discontinuities. In this section, we extend the
WLS-ENO approach to remap. For accuracy and efficiency, our approach first
detects the discontinuous regions and then applies WLS-ENO to the detected
discontinuities. To this end, we introduce a robust detector of discontinuities
and a new weighting scheme for WLS-ENO.
4.1. Detection of discontinuities
We first describe a robust technique to detect discontinuities in the context
of remap. Our approach is composed of four steps. First, we compute element-
based discontinuity indicators on the source mesh. Second, we convert these
indicators to node-based indicators on the source mesh. Third, we obtain node-
based discontinuity markers on the source mesh using a novel dual-thresholding
strategy. Finally, we transfer the nodal markers to the target mesh. In the
following, we describe the four steps separately, including their derivations.
4.1.1. Element-based indicators on source mesh
We first compute a discontinuity indicator at each element on the source
mesh. While most other indicators are based on computing the differences of
neighboring values, our approach is different in that it computes the difference
between a second-order interpolation and a higher-order reconstruction at the
center of the element (i.e., triangle or quadrilateral). For the former, we use
linear (or bilinear) interpolation within the element, which is non-oscillatory
because it is a convex combination of the nodal values. For the latter, we use
quadratic WALF reconstruction, which is known to be more prone to oscillations
than CMF near discontinuities [52].
More precisely, given an element e, let ge,1 denote the linear/bilinear interpo-
lation, i.e., the average of the nodal values. Let ge,2 denote the quadratic WALF
reconstruction at the element center, i.e., the average of the reconstructed values
at the element center from the quadratic CMF fittings using 1.5-ring stencil at
the nodes of the element. Then, the indicator value for element e is given by
αe = ge,2 − ge,1. (13)
We store the operator for computing αe for all the elements as a sparse matrix,
of which each row contains the coefficients associated with the nodes in its k-ring
neighborhood. As for the transfer-operator for smooth regions, we compute this
sparse matrix a priori, so that it can be reused in repeated transfer for efficiency.
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The preceding definition of αe is fairly straightforward, but its numerical
values have two important properties. First, its sign is indicative, in that a pos-
itive and negative sign indicates a local overshoot and undershoot, respectively.
Second, its magnitude has different asymptotic behavior at smooth regions and
at discontinuities. In particular, let f(c) denote the exact value at the element
center. For smooth functions gi− f(c) = O(h2) for i = 1 and 2, so αe is O(h2).
Assume the function is at least C1 within an element e. Near C0 discontinuities,
g2 − f(c) = O(1), so αe = O(1). Near C1 discontinuities, g2 − f(c) = O(h), so
αe = O(h). These different asymptotic behaviors lead to clear gaps in the mag-
nitude of the α values at C0 discontinuities, C1 discontinuities, and at smooth
regions, which will be useful for classification.
4.1.2. Node-based indicators on source mesh
After obtaining the element-based α values, we then use them to define node-
based indicators on the same mesh. Given a node v, we define the node-based
indicator as
βv =
∑
v∈e |αe − α¯|∣∣∑
v∈e αe
∣∣+ βδfgh2g + realmin , (14)
where α¯ denotes the average of the α values in the 1-ring neighborhood of v,
i.e., α¯ =
∑
v∈e αe/k, where k is the number of elements incident on v. The
second term in the denominator is a safeguard against division by a too small
value, which may happen if the function is locally linear. In particular, δfg
denotes the global range of function over the mesh, hg denotes a global measure
of average edge length in the xyz coordinate system, and β = 10−3. The last
term realmin in the denominator denotes the smallest positive floating-point
number, which is approximately 2.2251e-308 for double-precision floating-point
numbers and further protects against division by zero if the input function is a
constant. Note that αe and δfgh2g have the same units for smooth regions, so
βv is non-dimensional.
From a practical point of view, given the element-based α values, it is ef-
ficient to compute the node-based β values. From a numerical point of view,
the definition of βv requires some justification. Let us assume f is sufficiently
nonlinear, so that βv ≈
∑
v∈e |αe− α¯|/
∣∣∑
v∈e αe
∣∣. First, note that this quantity
is no longer dependent on h. Second, the enumerator of βv captures the vari-
ance of αe, and the denominator further amplifies the variance when αe varies
in signs, which tend to occur near C0 discontinuities. These properties are very
useful in designing the thresholding strategy, which we describe next.
4.1.3. Node-based markers on source mesh via dual thresholding
After obtaining the element-based indicators αe and node-based indicators
βv, we then use them to in a dual-thresholding strategy for detecting disconti-
nuities. In particular, we mark a node v as discontinuity if it has a large β value
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and one of its incident elements has a large α value, i.e.,
discv =
{
1 if βv > κ and ∃e 3 v s.t. αe > τ
0 otherwise
, (15)
where κ and τ are two thresholds. To detect both C0 and C1 discontinuities,
we set κ = 0.3 and
τ = max
C`δf`h0.5`︸ ︷︷ ︸
τ`
, Cgδfgh
1.5
g︸ ︷︷ ︸
τg
 , (16)
where δf` denotes the local global range of f within the k-ring neighborhood
for WALF reconstruction, h` is the local average edge length in the local uv
coordinate system, and δfg and hg are the same as those in (14). C` and Cg
are two parameters, which we determine empirically.
We derived the thresholds based on some asymptotic analysis and numerical
experimentation. First, let us focus on βv. We observe that βv & 3 near
C0 discontinuities and βv & 0.5 near C1 discontinuities. This is evident in
Figure 2, which shows the β values for two example functions (25) and (26) with
C0, C1, and C2 discontinuities on a spherical triangulation shown in Figure 8.
These bounds can also be derived heuristically based on a 1D analysis, which
we omit here. For robustness, we chose κ = 0.3, which is small enough to
identify C1 discontinuities even on relatively coarse meshes but large enough to
avoid C2 discontinuities on relatively fine meshes. In addition, if the function
is smooth and convex (or concave), then no smooth points will be classified
as discontinuities. This is because the α values in these regions would have
the same signs, so β ≈ 0. However, at saddle points or inflection points of a
smooth function, the α values vary in signs, which would lead to a nearly zero
denominator in (14) and in turn a large β value. This is partially the reason
why β was large in the middle of Figure 2(b). Hence, using β alone may lead
to false positiveness, which could activate the resolution of discontinuities at
inflection points and potentially reduce accuracy and efficiency.
To address the potential false positiveness, we introduced τ in (16) as a
second threshold. The local threshold τ` in (16) is based on the Taylor series
analysis in Section 4.1.1: In smooth regions, δf` = O(h`), so δf`h0.5` = O(h1.5` ).
This term separates the α values at smooth regions, which are O(h2`), from those
at C0 and C1 discontinuities, which are O(1) and O(h`), respectively. The use
of h` (instead of hg) makes τ` to be independent of the scaling of the geometry
and be insensitive to the nonuniformity of the mesh. Similarly, the use of the
local range δf` makes τl independent of scaling of f . However, if the function
is locally nearly a constant, then δf` ≈ 0, so τ` would fail to filter out the
false positiveness in such cases. In (16), τg is a safeguard for such cases, where
δfgh
1.5
g = O(h1.5g ) on quasiuniform meshes. In terms of the constant values C`
and Cg, too large values can result in false negativeness, and too small values
can lead to some false positiveness. For robustness, we chose C` = 0.5 and
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(a) f3 with C0 and C1 discontinuities.
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(b) f4 with C0, C1, and C2 discontinuities.
Figure 2: Node-based β indicator values at discontinuities of example functions.
Cg = 0.05, which are large enough to avoid virtually all false positiveness on
sufficiently fine meshes without introducing false negativeness.
4.1.4. Node-based markers on target mesh
After obtaining the node-based markers, it is then straightforward to map
them to nodal markers on the target mesh. In particular, given a target node v,
if any of the source node in its stencil is marked as discontinuities, we mark v as
a discontinuity on the target mesh. This step further improves the robustness of
the detection step, in that some isolated false negativeness on the source mesh
can be corrected if any of their neighbor nodes is marked correctly.
With a robust marker of discontinuities, one can apply various limiters near
discontinuities. For example, to preserve monotonicity near discontinuities, we
can bound the solution at a target node near discontinuities to be bounded by
the local extreme values of its containing element on the source mesh. However,
using such a limiter alone is insufficient by itself. It is desirable to adapt the
weighting scheme near the detected discontinuities.
4.2. New weighting scheme for WLS-ENO
After detecting the discontinuous regions, we resolve the potential Gibbs
phenomena from WLS with scaled Buhmann weights. Our basic idea is moti-
vated by WLS-ENO in [71], which adapts the weights to deprioritize the nodes
that are on the other side of discontinuities. We propose a modification to the
weighting scheme to take into account the element-based α values. In particu-
lar, for the jth node in the stencil of node v on the target mesh, we define the
weight to be
ωENOj =
γ+j
(
r2j + ID
)−1/4
c0 |fj − g0|2 + c1δfg maxvj∈e |αe|+ ENOδf2g h¯2
, (17)
where fj denotes the function value at the node in the source mesh, g0 denotes
the linear interpolation at node v from the source mesh, and ENOh¯2 serves a
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safeguard against division by a too small value. The scaling by the different
powers of δfg in the denominator consistent units of all the terms for smooth
functions, so that the weighting scheme is invariant of shifting and scaling of the
input function. We use ENO = 10−3 and let h¯ be the average distance length
in the local uv coordinate system. In the enumerator, γ+j , rj , and 
ID are the
same as those in the inverse-distance based weight (9).
The definition of ωENOj was guided by an asymptotic analysis, which we out-
line as follows. Without loss of generality, let us first assume the enumerator is
1. If c0 = 1 and c1 = 0, then ωENOj is essentially the same as that in [71] for
hyperbolic conservation laws, except that we use linear interpolation to obtain
g0 in remap. With those parameters, ωENOj = O(1), O(h−2) and O(h−2) at C0
discontinuities, C1 discontinuities, and smooth regions, respectively, so it could
not distinguish C1 discontinuities from smooth regions. When c1 6= 0, however,
since maxvj∈e |αe| = O(h) at C1 discontinuities, ωENOj = O(1), O(h−1) and
O(h−2) at C0 discontinuities, C1 discontinuities, and smooth regions, respec-
tively. Note that the denominator of (17) does not take into account distance or
normals. As in (9), γ+j serves as a safeguard for sharp features or under-resolved
high-curvature regions in surface meshes. The inverse-distance part of the enu-
merate introduces an O(√h) term, which would still allow ωENOj to distinguish
discontinuities from smooth regions while reducing the influence of far-away
points and in turn reduce the potential interference of nearby discontinuities.
To obtain the parameters in ωENOj , we conducted numerical experimentation
and found that c0 = 1 and c1 = 0.05 worked well in practice. For robustness and
efficiency, we use quadratic WLS-ENO near discontinuities with 3-rings, same as
the ring size for quartic WLS-ENO in smooth regions. With these parameters,
our proposed WLS-ENO scheme is relatively insensitive to false positiveness
of detected discontinuities. This is because even if all the nodes are marked as
discontinuities, the WLS-ENO weights (17) with quadratic WLS would be used,
and the method is still third-order accurate for smooth functions, which is still
higher than commonly used low-order methods.
5. Numerical experimentation
In this section, we report numerical experimentation withWLS-ENOR. Since
one of our main targeted application areas is climate and earth modeling, we
focus on on node-to-node transfer between Delaunay triangulations and cubed-
sphere meshes of the unit sphere. The former type is the dual of the spherical
centroidal Voronoi tessellations (SCVT) [57], which are commonly used with fi-
nite volume methods in ocean modeling. In this setting, the nodal values in the
Delaunay mesh are equivalent to cell-centered values in the Voronoi tessellation.
The latter type is often used in finite volume [79] or spectral element methods
[97] in atmospheric models. We assess WLS-ENOR for both smooth and discon-
tinuous functions under different mesh resolutions. To this end, we generated
a series these meshes of different resolutions using Ju’s SCVT code [57] and
equidistant gnomonic projection of sphere [86], respectively. Figure 3 shows the
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Figure 3: Coarsest Delaunay and cubed-sphere meshes used in our tests.
coarsest meshes used in our tests, which we refer to as the level-1 meshes. The
Delaunay mesh has 4,096 nodes and 8,188 triangles, and the cubed-sphere mesh
has 1,016 nodes and 1,014 quadrilaterals, respectively. For each level of mesh
refinement, the number of triangles or quadrilaterals quadruples.
5.1. Transferring smooth functions
We first consider WLS-based transfer for smooth functions. We report some
representative results with two functions, namely,
f1(x, y, z) = (sin(pix) + cos(piy)) z (18)
and
f2(x, y, z) =
(
11z2 − 1) (x4 − 6x2y2 + y2) . (19)
The latter is the real part of an unnormalized version of the degree-6 spherical
harmonic function Y 46 (θ, ϕ) [104], i.e.,
f2 (θ, ϕ) = Re
(
e4iϕ sin4 θ
(
11 cos2 θ − 1)) , (20)
where θ ∈ [0, pi] and ϕ ∈ [0, 2pi] are the polar (colatitudinal) and the azimuthal
(longitudinal) angles, respectively. For smooth functions, we consider the `2-
norm error. Let e denote the vector composed of the pointwise error for each
node of a mesh, and let N denote the number of nodes. The `2-norm error is
measured as
‖e‖`2 =
1√
N
‖e‖2 =
√√√√ 1
N
N∑
i=1
e2i . (21)
Given two meshes of different resolutions withN1 andN2 nodes, whereN1 < N2,
and let e1 and e2 denote their respective error vectors. Assuming the meshes
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are uniformly, which is the case in our tests, we evaluate the convergence rate
in `2 norm between the two meshes as
convergence rate = 2
log(‖e1‖`2 / ‖e2‖`2)
log(N2/N1)
, (22)
which is equivalent to the standard definition based on edge length. Although
we recommend quartic WLS in smooth regions, we will report results with
quadratic, quartic, and sextic WLS for completeness and for comparison.
5.1.1. Numerical optimization of cut-off radii
One of the key aspect of our WLS transfer is its weighting scheme, namely
the scaled Buhmann weights described in Section 3.3. Here, we describe our
procedure to optimize the cut-off radius ρ = σR in these weights. Our goal is to
minimize the `2-norm error of the transferred solution with respect to σ. It is
difficult, if not impossible, to write down an equation for this objective function,
because R depends on the combinatorial structure of the mesh. Fortunately, a
precise σ is unnecessary, so we solve this optimization problem approximately by
using the two example f1 and f2 in (18) and (19) and the Delaunay and cubed-
sphere meshes depicted in Figure 3. We transferred the functions between the
meshes for σ between 1 and 3 with an increment of 0.1. Figure 4 shows the
`2 norm errors of degree-2, 4, and 6 WLS in transferring from the Delaunay
to the cubed-sphere mesh. It is evident that the error profile had a “V” shape
with respect to σ for both functions, and the minima were at σ = 2.0, 1.6
and 1.4 for degree-2, 4, and 6 WLS, respectively. As a reference, Figure 4
also shows the errors with the inverse-distance based weights (9). The scaled
Buhmann weights with optimal σ improved the accuracy by nearly two orders
of magnitude compared to using (9). It is also worth noting that the optimal σ
values remained about the same when we transferred other smooth functions,
transferred from the cubed-sphere to the Delaunay meshes, or used different
mesh resolution. This shows that the numerical optimization is well posed for
smooth functions with a sufficiently smooth weight function.
We also applied the optimization procedure to other radial functions, in-
cluding those in [106] and [102]. We observed that the well-posedness of our
optimization procedure required at least C3 continuity. For comparison, Fig-
ure 4 also shows the error profiles with the following two weighting schemes:
wj = γ
+
j φ2,0(rj/ρ), whereφ2,0(r) = (1− r)5+
(
r4 + 5r3 + 9r2 + 5r + 1
)
, (23)
and
wj = γ
+
j ψ4,2(rj/ρ), where ψ4,2(r) = (1− r)6+
(
35r2 + 18r + 3
)
. (24)
The radial functions φ2,0 and ψ4,2 are C4 functions due to Wu [106] and Wend-
land [102], respectively. It is clear that the scaled Buhmann weights had the
smallest optimal cut-off radii, which result in smaller constant factors in the
leading error term and also fewer rows in the generalized Vandermonde sys-
tems. The C6 functions of Wu and Wendland required even larger cut-off radii.
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(a) Error profiles for f1 in (18).
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Figure 4: `2-norm errors in degree-2, 4, and 6 WLS with respect to the radius ratio (σ = ρ/R)
in weights based on Buhmann’s C3, Wu’s C4, and Wendland’s C4 radial functions. The marks
indicate the optimal σ values for each weighting strategy.
Hence, the scaled Buhmann weights are the overall winners in both accuracy
and efficiency for WLS-based remapping. We note that DTK contains a collec-
tion of weights, which were mostly based on Wu’s and Wendland’s functions,
and DTK requires the user to choose the specific weights and the cut-off radius
[94]. In contrast, our approach is parameter-free from the user’s perspective, in
that both the weighting functions and cut-off radii were pre-optimized.
5.1.2. Accuracy and convergence
We first assess the accuracy and convergence of WLS for smooth functions in
comparison with several other data-transfer methods, including linear interpo-
lation, common-refinement-based L2 projection [49], MMLS in DTK [94], and
RBF interpolation [4]. For MMLS, we used the same parameters as recom-
mended in [94], with Wu’s C4 radial function as weights and a cut-off radius
of about five times the maximum edge length on the source mesh. For RBF
interpolation, we used the implementation in DTK as described in [94]. How-
ever, we adhered to the original formulation of Beckert and Wendland in [4]
with Wendland’s C2 radial functions (instead of using Wu’s C4 functions as in
[94]). We set the cut-off radius for RBF to be five times the maximum edge
length on both source and target meshes, which was significantly larger than
the recommendation in [4] but was necessary for the solution to be stable and
reasonably accurate. For convergence study, we used four sets of triangular and
quadrilateral meshes with different resolutions. Figure 5 shows the `2-norm er-
rors of each of these methods together with quadratic, quartic, and sextic WLS
for functions f1 and f2. For completeness, we also show the result with cubic
WLS, for which we used its optimal radius ratio σ = 1.2. The number associ-
ated with each line segment indicates the convergence rate for its corresponding
method under the corresponding mesh refinement.
We make several observations from the results. First, both L2 projection
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Figure 5: Comparison of accuracy and convergence of remap methods under mesh refinement.
and linear interpolation achieved second-order accuracy. Note that on surface
meshes, L2 projection involves geometric errors in its integration, so its accu-
racy was slightly worse that that of linear interpolation, unlike the 2-D results
in [49]. The RBF interpolation of Beckert and Wendland produced smaller er-
rors than linear interpolation and L2 projection, but its overall convergence rate
was close to zero. Note that MMLS in DTK uses quadratic polynomials in the
global xyz coordinate system, which have the same number of coefficients as
cubic WLS in the local uv coordinate. As a result, MMLS performed slightly
better than quadratic WLS on the three coarser meshes but worse than cubic
WLS. More importantly, DTK lost convergence on the finest mesh, because the
nearly planar stencils on fine meshes lead to nearly singular Vandermonde sys-
tems. Although DTK uses truncated SVD (TSVD) to resolve ill-conditioning
algebraically, the convergence was lost due to the random truncation of low-
degree terms by TSVD. In contrast, we use local 2D coordinate systems within
the local tangent space and use QRCP to solve the linear system, and we trun-
cate the highest-degree terms in the presence of ill-conditioning. Hence, WLS is
both stable and accurate, even when using degree-6 polynomials, of which the
solution achieved machine precision on the finest mesh.
5.1.3. Accuracy and conservation in repeated transfer
The preceding section focused on accuracy and convergence in a single-step
transfer. In multiphysics applications, data must be exchanged between meshes
repeated. Hence, it is important to take into account the accuracy and con-
vergence in such a setting. Figure 6 compared the accuracy when transferring
smooth functions back and forth for 1000 times between the Delaunay and
cubed-sphere meshes. Because MMLS was unstable and RBF was computa-
tionally too expensive on the finest mesh, we only report results on the three
coarser meshes. Quartic and sextic WLS clearly stand out in their accuracy.
Among the other methods, linear interpolation became far less accurate in re-
peated transfer. RBF interpolation performed better than linear interpolation,
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(b) Errors for f2 in (19).
Figure 6: Accuracy and convergence on Delaunay mesh after 1000 steps of repeated transfers.
but its convergence rate was close to zero. L2 projection was remarkably accu-
rate compared to all the other third or lower-order methods, especially on coarse
meshes, due to its conservation property. Note that MMLS exhibited better ac-
curacy than quadratic WLS but similar accuracy as cubic WLS in repeated
transfer. This is because MMLS with quadratic polynomials in the global xyz
coordinate systems has the same number of monomial basis functions as WLS
with cubic polynomials in the local uv coordinate system.
Besides accuracy, another important consideration for repeated transfer is
conservation [18, 49]. Unfortunately, the conservation error is not uniquely
defined, especially for high-order methods. In this work, we measure the con-
servation error as the difference between the integral of the exact function and
that of final reconstructed function. We use numerical quadrature to compute
the integrals the exact spherical geometry, where we evaluated the values at
the quadrature points using the same-degree of WLS for quartic and sextic
WLS and using quadratic WLS reconstruction for all the other methods. Fig-
ure 7 compares the conservation errors on the level-2 and level-3 meshes for
f2. Linear interpolation performed the worst due to its low-order accuracy and
non-conservation. L2 projection was not strictly conservative primarily because
its numerical integration is inexact on spheres, but it was nevertheless more
conservative than MMLS and WLS-2, although less conservative than WLS-3.
RBF interpolation was competitive with L2 projection in terms of conservation,
despite its lower accuracy. Quartic and sextic WLS were more conservative than
L2 projection on surfaces, although they do not enforce conservation explicitly.
22
100 200 300 400 500 600 700 800 900 1000
10-8
10-6
10-4
10-2
100
L2 Proj
LinearInterp
RBF Interp
MMLS-2
WLS2
WLS3
WLS4
WLS6
(a) Level-2 mesh.
100 200 300 400 500 600 700 800 900 1000
10-15
10-10
10-5
100
L2 Proj
LinearInterp
RBF Interp
MMLS-2
WLS2
WLS3
WLS4
WLS6
(b) Level-3 mesh.
Figure 7: Evolution of conservation errors in repeated transfer for f2.
5.2. Transferring discontinuous functions
To assess the treatment of discontinuities, we use two piecewise smooth
functions, namely
f3 (θ, ϕ) =

1
1− 0.8 (θ − 0.87)
0.44
0.24
0.12
0 ≤ θ < 0.87
0.87 ≤ θ < pi/2
pi/2 ≤ θ < 2.27
2.27 ≤ θ < 2.83
2.83 ≤ θ ≤ pi
, (25)
and
f4 (θ, ϕ) = −1000 + g(ϕ)

0 0 ≤ θ < pi/4
−4 (θ/pi − 1/2) pi/4 ≤ θ < pi/2
4 (θ/pi − 1/2) pi/2 ≤ θ < 3pi/4
1 3pi/4 ≤ θ < 7pi/8
−64θ2/pi2 + 112θ/pi − 48 7pi/8 ≤ θ ≤ pi
, (26)
with g (ϕ) =
{
−2000 0 ≤ ϕ < pi
2000 pi ≤ ϕ ≤ 2pi . Function f3 is an axial-symmetric function
with both C0 and C1 discontinuities in the θ direction, which are similar to an
intermediate solution of two interacting blast waves [47]. Hence, we refer to f3 as
interacting waves. Function f4 has a richer structure of discontinuities, including
C0, C1, and C2 discontinuities in the θ direction, which intersect with the C0
discontinuities in the ϕ direction. Hence, we refer to f4 as crossing waves. The
range of f3 is between 0.12 and 1, and that of f4 is approximately between −3000
and 1000. The disparate ranges allow us to demonstrate the independence
of scaling and shifting of the function values of our method. Figure 8 shows
these functions on the level-4 Delaunay mesh. Figure 9 shows the detected
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Figure 8: Discontinuous functions f3 (left) and f4 on level-4 Delaunay mesh.
Figure 9: Detected discontinuities for f3 (left) and f4 on level-4 cubed-sphere mesh.
discontinuities on the level-4 cubed-sphere mesh, computed from the indicators
on the Delaunay mesh. All the C0 and C1 discontinuities were detected correctly
on this mesh. We note that they were also detected correctly on the coarser
meshes. These results demonstrate the low (nearly zero) false-negative rate of
our detection technique. In addition, our technique also has a low false-positive
rate, which is evident in Figure 9, where the C2 discontinuities in f4 were not
marked. We also tested our discontinuity indicators for the smooth functions f1
and f2 on all the meshes, and no false discontinuity was marked on any of the
meshes. Hence, our detection technique is robust in terms of both false-negative
and false-positive rates.
5.2.1. Justification of WLS-ENO degree and weights
In WLS-ENOR, we use quartic WLS in smooth regions and quadratic WLS-
ENO near discontinuities. We refer to this combination as WLS-ENOR(4,2).
As we have shown in Section 5.1, quartic WLS delivers high accuracy and con-
servation for smooth functions. We now justify the use of quadratic polynomials
by comparing it with WLS-ENOR(4,1) and WLS-ENOR(4,3), i.e., using quartic
WLS in smooth regions but linear or cubic WLS-ENO near discontinuities. For
WLS-ENOR(p,q), we used b1.5pc/2-rings for smooth regions and (q+ 0.5)-rings
for discontinuities. We transferred f3 back and forth between the level-3 Delau-
nay and cubed-sphere meshes. Figure 10 shows the results after 500 and 1000
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(a) After 500 steps on level-3 mesh.
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(b) After 1000 steps on level-3 mesh.
Figure 10: Comparison of WLS-ENOR(4,q) for q = 1, 2, and 3 in repeated transfer of f3
between level-3 Delaunay and cubed-sphere meshes.
iterations along a great circle passing through the poles, where the dotted solid
line shows the “exact” solution. It is clear that WLS-ENOR(4,1) is overly dif-
fusive at the global minimum, although it worked well at other discontinuities.
On the other hand, WLS-ENOR(4,3) is less diffusive than WLS-ENOR(4,2)
near C1 discontinuities, but it had a significant undershoot at the global min-
imum where two C0 discontinuities interact. Note that this undershoot would
vanish on the level-4 meshes, indicating that WLS-ENOR(4,3) requires finer
meshes than WLS-ENOR(4,2) to separate C0 discontinuities. Overall, WLS-
ENOR(4,2) delivered a good balance between robustness for coarser meshes
and accuracy on finer meshes, so we use it as the default.
In WLS-ENOR, we introduced a new weighting scheme (17), which takes
into account C1 discontinuities and controls it using the parameter c1. To
demonstrate its importance, Figure 11 compares WLS-ENOR with and without
c1 enabled after 500 and 1000 steps in repeated transfer of f4 on the level-4
mesh. It can be seen that when not considering the C1 discontinuities (i.e.,
c1 = 0), the solution was less controlled near C1 discontinuities. With our
default nonzero c1, the remap is more robust, and the solution approximates
the exact solution very well even after 1000 steps of repeated transfer.
5.2.2. Gibbs phenomena in one-step transfer
We now compare WLS-ENOR with some other methods in transferring dis-
continuous function. In particular, we compare WLS-ENO(4,2) with the same
methods used in Section 5.1 by transferring f3 from the level-3 Delaunay to the
level-3 cubed-sphere mesh. Figure 12 shows the result on the cubed-sphere mesh
along a great circle passing through the poles. We plot WLS-ENO together with
linear interpolation in Figure 12(a), because both are non-oscillatory. As can be
seen in Figure 12(b–d), MMLS had visible overshoots and undershoots, although
they were less severe than those of L2 projection and RBF interpolation.
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(a) After 500 steps on level-4 mesh.
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Figure 11: Comparison of WLS-ENOR with and without explicit C1 treatment in weighting
scheme in repeated transfer of f4 between level-4 Delaunay and cubed-sphere meshes.
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(a) WLS-ENOR and linear interpolation.
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(b) Modified moving least squares (DTK) [94].
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(c) L2 projection [49].
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(d) RBF interpolation [4].
Figure 12: Comparison of transferring f3 from level-3 Delaunay to cubed-sphere mesh.
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Figure 13: Comparison of diffusion of WLS-ENOR versus linear interpolation and MMLS in
repeated transfer of f3 between level-3 Delaunay and cubed-sphere meshes.
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Figure 14: Comparison of WLS-ENOR(p,2) with p = 2, 4, and 6 after 1000 repeated transfers
for f3 between Delaunay and cubed-sphere meshes.
5.2.3. Gibbs phenomena and diffusion in repeated transfer
We now compare repeated transfer of discontinuous functions with the least
oscillatory methods in the preceding section, namely, WLS-ENOR, linear inter-
polation, and MMLS; we refer readers to [94] for some comparison of MMLS, L2
projection, and RBF interpolation for repeated transfer of discontinuous func-
tions. Figure 13 shows the results on the level-3 meshes after 500 and 1000 steps
of repeated transfer between the level-3 Delaunay and cubed-sphere meshes for
function f3. WLS-ENOR performed the best in terms of both preserving mono-
tonicity and minimizing diffusion. In contrast, linear interpolation was exces-
sively diffusive, whereas MMLS was oscillatory and had a severe undershoot at
the global minimum and a noticeable overshoot at the global maximum.
Finally, we report a comparison of WLS-ENOR using different degree of
polynomials in smooth regions. Figure 14 shows the results with quadratic,
quartic, and sextic WLS (i.e., WLS-ENOR(p,2) with p = 2, 4, and 6) after 1000
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steps of repeated transfer of function f4 on the level-2 and level-4 meshes. On
the level-2 mesh, quadratic WLS was significantly more diffusive than the oth-
ers near the global minimum, where two C0 discontinuities interact. It also had
some overshoots near C1 discontinuities. This is because quadratic WLS does
not have sufficient accuracy on coarser meshes. Quartic and sextic WLS pro-
duced similar results in smooth regions and near C1 discontinuities. However,
sextic WLS is more expensive, and it was more diffusive than quartic WLS on
the level-2 mesh, This is because sextic WLS requires about 20 cells between C0
discontinuities to avoid interference from each other, but quartic WLS requires
about 16 cells. These results show that WLS-ENOR(4,2) strikes a good balance
between accuracy, efficiency, and robustness.
6. Conclusions
In this paper, we proposed a new method, called WLS-ENO Remap or
WLS-ENOR in short, for transferring data between non-matching meshes. The
method utilizes quartic WLS reconstruction in smooth regions, and it selectively
applies quadratic WLS-ENO reconstruction near discontinuities. For smooth
functions, we proposed a new weighting scheme based on Buhmann’s C3 ra-
dial function and optimized it to enable superconvergence of WLS remap for
smooth functions. For discontinuous functions, we proposed a robust technique
to detect C0 and C1 discontinuities with two novel indicators and a new dual-
thresholding strategy. We also proposed a new weighting scheme for WLS-ENO
to take into account C1 discontinuities for robustness. Overall, WLS-ENOR
achieves higher than fifth-order accuracy and highly conservative in smooth re-
gions, and is non-oscillatory and minimally diffusive near discontinuities. It
compares favorably with other commonly used node-to-node remap techniques
in accuracy, stability, conservation, and monotonicity-preservation for almost
all of our test cases.
In this work, we primarily focused on node-to-node transfer on spheres, which
is most relevant to climate and earth-system modeling. We plan to extend the
work to address cell-averaged data, which are commonly used in finite volume
methods. Future work will also include extending our method to support more
general surfaces, including those with geometric discontinuities, such as ridges
and corners, as well as those with boundaries.
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