The representatives formulation for the vertex coloring problem is revisited to remove symmetry and new versions of facets derived from substructures of the graph are presented. In addition, a new class of facets is derived from independent sets of the graph. Finally, a comparison with the independent sets formulation is provided.
Introduction
A coloring of a graph G is an assignment of colors to its vertices so that each vertex receives at least one color and the endpoints of all edges are assigned different colors. The vertex coloring problem is defined as the minimization of the number of colors χ(G) that must be used in a coloring of G.
The approach of formulating the problem as a 0-1 integer program has gained considerable attention lately, as can be seen in several recent works [1, 2, 3, 4] . In this work, the polytope associated with the formulation proposed in [1] , which will be called the representatives formulation, is revisited. Indeed, this formulation is modified to remove symmetry, and adapted and generalized versions of facets derived from the substructures considered in the original paper (cliques, odd holes and odd anti-holes) are presented. In addition, besides the structures considered in [1] , we show a new class of facets derived from independent sets of G. Finally, a comparison with the formulation used in [4] is provided, indicating that this formulation can be seen as the master problem associated with the Dantzig-Wolfe decomposition [5] of the asymetric representatives formulation considered in this paper.
Throughout this text, we will be mostly using the following notation. The graph G = (V, E) is assumed to be simple and connected. The complement of G is writtenḠ = (V,Ē). Denote by n the cardinality of the vertex set V and bym the cardinality ofĒ. The edge defined by vertices u and v is denoted by uv. Let S ⊆ V . The subgraph of G induced by S is denoted by G[S]. We will use S + v and S − v, respectively, to stand for S ∪ {v} and S \ {v}.
Two vertices u and v are adjacent, in G, if uv ∈ E. We will use N (u) = {v ∈ G | uv ∈ E} to be the neighborhood of u andN (u) = V \ (N (u) ∪ {u}) to be the anti-neighborhood of u. An orientation of G is a mapping σ : E → V such that σ(uv) ∈ {u, v}. Define the out-neighborhood of u by N + (u) = {v ∈ N (u) | σ(uv) = v} and the in-neighborhood to be N − (u) = {v ∈ N (u) | σ(uv) = u}. If an orientation is given forḠ, the out-and in-antineighborhoods can be defined similarly and be denoted byN + (u) andN − (u), respectively. This notation can also be extended from (u) to [u] by including u in the set.
A vertex u is said to be universal
Thus, We assume in the rest of the paper that G has neither universal nor dominated vertices.
Representatives formulation
A coloring of G can be viewed as a family W 1 , . . . , W k of k ≥ χ(G) independent sets of G, each independent set in the family associated with a color. Thus, a coloring can be represented as follows. For each color class W i , exactly one vertex v ∈ W i is chosen to be the representative of the color i and the vertices in W i are said to be represented by v. To model such a situation, define a binary variable x uv , for all u ∈ V and v ∈ N [u], which gets 1 if, and only if, u represents the color of v. To write the formulation in mathematical terms, we adopt the notation x(u, H) = v∈H x uv and x(H, u) = v∈H x vu , for any H ⊆N [u] . If H is a single vertex v or the endpoints of an edge vw, then we may write x(u, v) or x(u, vw), respectively.
A vector x that comprises the binary variables associated with all pairs of non-adjacent vertices of G is an incidence vector of a coloring of G if, and only if, for all u ∈ V ,
The first inequality indicates that each vertex u ∈ V must be represented either by itself or by some vertex in its anti-neighborhood. Since the endpoints of every edge must be assigned distinct colors, inequalities of the second type assure that they have distinct representatives. An incidence vector that minimizes the number of colors u∈V x uu is an optimal coloring of G. This is the representatives formulation proposed in [1] . This formulation contains some symmetry since every vertex can be the representative of its color class, this for every coloring of G. In order to break this symmetry, an order ≺ is defined on the vertices and we establish that the representative of a color class is its minimal vertex with respect to ≺. This means that if u and v are vertices such that u ≺ v, then v cannot represent u. The order ≺ induces an orientation ofḠ where each edge vw is oriented from v to w if v ≺ w, and on the other direction otherwise.
Being acyclic, the orientation ofḠ produces two special non-empty subsets of vertices, namely S = {s |N − (s) = ∅} and T = {t |N + (t) = ∅} Notice that both G[S] and G[T ] are cliques. In particular, a vertex u in S cannot be represented by any vertex. Consequently, the representatives formulation can be re-stated as
where P (G) is the convex hull of the points x ∈ {0, 1} n+m−|S| such that, for all u ∈ V \ S,
and, for all u ∈ V \ T and for all K ⊆N + (u) that induces either a clique of size 2 or a maximal clique of size 1 in
x(u, K) ≤ y u , where y u = 1 if u ∈ S, and y u = x uu , otherwise.
3 Revisiting facets from the symmetric formulation
The following can be proved with essentially the same arguments used in [1] .
Moreover, the following inequalities are facet defining for P (G):
The facet defining inequalities described in the following theorem involve a subset H of V and the maximum number of colors in H that can be represented by a vertex outside H. Some special terms associated with H are used. For v ∈ H, denote by α v ∈ N the maximum size of an independent set, of G [H] , that contains v. The maximum of these values, for all v ∈ H, is denoted by α H . An edge vw is said to be safe if there exist two independent sets W v and W w , both of G[H] and of size α, such that
Let E safe be the set of safe edges of G[H] and G safe = (H, E safe ). A generalization of the independent set inequality described in [1] is given next.
Theorem 3.2 Let u ∈ V \ T and H ⊆N
+ (u). The external inequality
is valid. Moreover, it is facet defining if the following conditions hold:
(ii) For every v ∈ H, there exists an independent set W v that satisfies three properties, namely: v ∈ W v , |W v | = α v and all vertices of W v lie in the same connected component of G safe .
Finally, the asymmetric version of the chromatic number inequality of [1] is given below. Let S H be the set of minimal vertices in the sub-order induced by H ⊆ V .
Theorem 3.3 If H ⊆ V , then the internal inequality
is a valid inequality for P (G). In addition, the internal inequality is facet defining if H induces an odd hole or an odd anti-hole in G.
New facets
Let H 0 ⊆ V \ S be an independent set of G with |H 0 | ≥ 2. Let v 0 be the minimal vertex of H 0 with respect to ≺ and f (v 0 ) be any vertex in H 0 − v 0 . Then, it follows from inequalities (3) that one of the following conditions holds for any coloring of G: Consequently, a valid inequality is
In addition, we can strength inequality (8) to define a facet o P (G) as follows. Let {v 1 , · · · , v }, for an > 0, be a set of vertices whose union with H 0 constitutes an independent set of G. Assume that
define, recursively, the following inequality:
, and 0 otherwise. Theorem 4.1 The inequality Φ(H i ) ≥ 2, for all i ∈ {1, · · · , }, is valid for P (G). In addition, it is facet defining if four conditions hold, namely
Theorem 4.1 can be generalized if we remove condition iv and replace the inequality Φ(
Comparison with the independent sets formulation
A coloring of a graph can be viewed as a labeling of independent sets such that each vertex lies in at least one of these labeled independent sets. Let Ω be the set of all independent sets of G and denote |Ω| by ω. Define the binary variables τ W , for each W ∈ Ω, such that τ W = 1, if the independent set W will be given a label, and τ W = 0, otherwise. Let u ∈ V and define Ω u ⊆ Ω as the set of independent sets W having u as the minimal vertex of ≺ restricted to W . For the sake of simplicity of notation, W also stands for the incidence vector x = [x uv ] of the corresponding independent set of G, as well as Ω stands for the ((n +m − |S|) × ω)-matrix whose columns are such incidence vectors.
The previous lemma applied to (2) and (3) leads to
subject the convex hull Π(G) of the binary points satisfying
which is closely related to the formulation used in [4] , when considering the order ≺. Constraint (12) corresponds to x(v, v) ≤ 1 and yields that, if W is a coloring of G andx andτ are the associated vectors, thenx = Ωτ . It should noted that this formulation is essentially the Dantzig-Wolfe's master problem whose columns are related to the points satisfying constraints (4). In formulation (10)-(12), external inequalities (6) are all trivially satisfied. With respect to the internal inequalities (7) and (9), they can then be rewritten as follows. 
(ii) For i ≥ 0 and H i as defined in Subsection 4, Additionally, (13) and (14) are violated by a vectorτ ∈ R ω if (7) and (9) are violated byx = Ωτ , respectively.
