The Kerwin-Huelsman Newcomb (KHN) 
INTRODUCTION
The general area of electrical engineering involving selective processing of signal information, commonly referred to as filtering, is a field that has broadened tremendously in scope in the past few decades. Some of the advances have been spurred by technological developments such as the tremendous increase in production and utilization of integrated circuits. Other advances have been brought about by the theoretical developments made by researchers in well-established disciplines. Taken as a whole, these advances have tremendously broadened the scope of filter theory, which, not too many years ago, was primarily concerned only with methods for interconnecting lumped resistors, capacitors, and inductors. Thus, a modem view of filter theory must necessarily include current results concerning the effects of active, distributed, and non-linear phenomena, as well as the more familiar passive, lumped, and linear situations. In addition, modern filter Another classification of filters is based on the network-theoretical concepts by which they were designed. It comprises image-parameter filters and insertion-loss filters.
An image-parameter filter consists of a cascade of two-port sections whose image impedances are matched at their junctions. If the filter is also matched at the end terminals, the 'image attenuation' would be zero in the passband. However, since the image impedance is frequency dependent and the terminations are usually resistive, the filter is not matched at its terminals at all frequencies. A non-zero attenuation in the pass band is the result. TUNABLE ACTIVE HLTERS 75 An alternative method of filter design is based on the insertion loss. Fig. 2 shows a typical requirement for a bandpass filter. The regions of high attenuation are called stop bands and the regions of low attenuation, pass bands. The nebulous region between a pass band and a stop band is termed a transition region. The insertion loss is required to remain below a certain pass band maximum Amax, measured in decibels or nepers, in the range of frequencies from o1 to o2, and to remain above a certain stop band minimum Amin, for frequencies lower than oSl and above Os2. The width of the intervals o1 Os2 and Os2-on2 is a measure of the required frequency selectivity. The incidental power dissipation of the filter components causes the actual loss curve to depart considerably from the theoretical, especially near the edge of the band and in the vicinity of the infinite loss points. One feature of insertion-loss theory is that this non-ideal component behavior is compensated for by a predistortion technique which, however, introduces a flat loss in the pass band. The structure of the resulting insertion-loss filter is often the same as that of the equivalent image-parameter filter. For the same number of sections, the insertion-loss filter gives a better filter performance. This improvement is obtained at the cost of much greater computational effort, which was a significant deterrent before the present-day proliferation of computers. With today's vastly expanded computational capabilities, insertion-loss filter design has been made readily accessible in the form of filter tables such as those of Zverev.
Filters can be constructed using only passive components, i.e., resistors (R), capacitors (C), and inductors (L). The passive filters are devices that take an input signal X(t) and shape it to a desired output waveform Y(t). A passive filter is one that does not require a power supply. Thus, a gyrator is theoretically passive, yet it will not be considered as a passive circuit element because it requires the use of a power supply. As illustrated in Fig. 3 , if the O/P is terminated in an impedance Z2, then the I/P impedance is Z1 -KZ2 NICs can be used to make RC circuits behave like RL circuits. An example of this is shown in Fig. 4 12
The I/P and O/P powers of the above gyrator are P1 VI, -R,1211,
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In order to allow for a non-interactive, and hence non-iterative tuning procedure, the sensitivity matrix must be a diagonal matrix, meaning that all off-diagonal matrix elements must be zero ( Fig. 9(a) ). In practice, this will rarely be the case. However, it may be possible to arrange the sensitivity matrix such that it is triangular with the upper triangular elements being zero ( Fig. 9(b DETERMINISTIC TUNING: For a given network, the deterministic tuning procedure follows the flow chart presented in Fig. 10 . Thus, for the second-order lowpass network shown in Fig. 11 In applying these four tuning steps, which arc typical for the deterministic tuning procedure, the following points should be kept in mind.
(a) The equations derived in step (a) are the design equations. which is plotted for % 1 in Fig. 15 . From the figure, it is obvious why we call it a lowpass function: it passes low frequencies (the normalized de attenuation is 0 dB) and attenuates high frequencies (at an asymptotic slope of 40 dB/decade).
BANDPASS:
The bandpass second-order transfer function is defined to be of the form: CS T(S) $2 + ( %,/Qt,) S 
where K is the multiplier and R, C are the passive components of the integrator. (1 + R2/R4)
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TUNING ALGORITHMS FOR ACTIVE FILTERS
The basic problem associated with the design of active filters is the sensitivity of filter characteristic to variations in filter component values. Utilization of a digital computer and the pole sensitivity concept provides a technique for filter design that incorporates sensitivity and filter tuning as an integral step in the design procedure.
Three automatic tuning methods are discussed. The discussion is broadened by a section on the computational complexity of the algorithms. Another method is discussed for the selection and ordering of tuning resistors and frequencies. This selection problem is relevant to each tuning method, although manifested differ-100 U. KUMAR AND P.B. MITAL ently in each method. Lastly the tuning method used for modified KHN biquad is discussed.
COMPUTERIZED DESIGN AND TUNING OF ACTIVE FILTERS:
One of the problems associated with the design of active filters is the incorporation, as a design parameter, of the sensitivity of the filter characteristics to variations in filter components from their design values. Whenever the filter is to be manufactured on an assembly line in large quantities, components, testing, and tuning costs constitute important factors insofar as the final design configuration is concerned. In view of the number of problem variables involved, the utilization of a digital computer in the design, testing, and tuning of the filter can reduce costs, thereby increasing the probability of marketing success of the final product.
MATHEMATICAL MODEL:
Filter response characteristics are frequently specified in terms of a gain at one or more critical frequencies and perhaps a bandwidth. These design specifications are related to the values of the coefficients of the polynomials of the transfer function. The electronic tunability could be used at a system level to display the frequency spectrum of an incident signal. It could also be used in a mixer. If several of these filters were suitably interconnected, they could also be designed to operate as a frequency 'comb' whose frequencies could be varied electronically.
