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Rectilinear crawling locomotion is a primitive and
common mode of locomotion in slender, soft-bodied
animals. It requires coordinated contractions that prop-
agate along a body that interacts frictionally with
its environment. We propose a simple approach to
understand how these coordinations arise in a neurome-
chanical model of a segmented, soft-bodied crawler via
an iterative process that might have both biological
antecedents and technological relevance. Using a simple
reinforcement learning algorithm, we show that an
initial all-to-all neural coupling converges to a simple
nearest-neighbor neural wiring that allows the crawler
to move forward using a localized wave of contraction
that is qualitatively similar to what is observed in
D. melanogaster larvae and used in many biomimetic
solutions. The resulting solution is a function of how
we weight gait regularization in the reward, with a
tradeoff between speed and robustness to proprioceptive
noise. Overall, our results, which embed the brain-body-
environment triad in a learning scheme, has relevance
for soft robotics while shedding light on the evolution
and development of locomotion.
Keywords: crawling, locomotion, learning,
biomimetics
Introduction
The locomotion of an animal is a result of coordination
of its nervous system with its body and environment [1].
Understanding coordinated motions that involve sen-
sory feedback and proprioception requires a theoretical
framework integrating the brain, body and environment
†Author for correspondence (lmahadev@g.harvard.edu).
[2, 3]. But how do these smooth rhythmic motions arise
in the first place?
Experiments on locomotory dynamics in model sys-
tems, such as the fly larva of D. melanogaster [4], sug-
gest that early in larval morphogenesis, neurons are part
of a well-connected network. During development, the
pruning of neuronal connections reduces the connectiv-
ity of neurons via both biochemical and biomechanical
feedback modulated by behavior and function embodied
in twitching that gradually gives way to coordinated
locomotion [5, 6]. In the larva and more generally in
many soft bodied organisms, motion arises via rectilin-
ear crawling [7, 8], wherein rhythmic contraction and
relaxation of muscles create waves that propagate either
forward (prograde) or backward (retrograde) along the
length of the body. This induces forward locomotion
when the interaction with the substrate is asymmetric,
e.g. when friction in the forward and backward direction
are very different. The asymmetry in friction has both
a passive and an active component: the presence of
anisotropic denticles allows the body to slide more easily
in one direction than another passively, while dorso-
ventral muscles can partially lift the body to modulate
friction actively [4]. In either case, the result is the
conversion of waves of contraction to net motion of the
body.
Substantial previous experimental work characteriz-
ing D. melanogaster crawling has highlighted the role
of sensory feedback in initiating and maintaining the
gait [9] and has inspired recent theoretical work on the
dynamics of a segmented, soft-bodied crawler moving
on a frictional surface [10, 3]. These studies have shown
that minimal representations of the musculature and
neural dynamics suffice to explain a number of these
experimental observations that include the onset and
propagation of contractile waves that lead to locomo-
tion, and further suggest that the rhythmic gait can
arise without a central pattern generator. Here, neural
impulses drive the activation of muscle forces, resulting
in deformation of the body, producing biomechanical
strain. Proprioceptive sensing of this strain in turn
drives neural impulses, thereby closing the feedback
loop. The result is that the crawler moves forward
by simultaneously lifting and contracting its body
segments, starting from the posterior segments, and
moving towards the anterior end. Critically, in these
and most other studies, the neural system is assumed
to have a fixed, predetermined connectivity.
Since the muscles, body wall and connective tis-
sue in the body of a D. melanogaster larva develop
asynchronously [9], a natural question is how these
subsystems are wired together for robust performance.
Indeed, could the crawler use proprioceptive feedback
to learn a coordinated gait for forward crawling, i.e.
rewire the neuronal connections using experientially
driven sensory feedback to achieve a coordinated gait,
as observed experimentally [9]? To explore this, we
use the framework of reinforcement learning (RL) [11].
Originally inspired by observations of how animals learn
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to perform certain functions, the approach has gained
significant traction recently in the context of training
computers in games [12], strategies for moving through
a fluid [13, 14], and other domains. We frame our ques-
tion in terms of the coupled dynamics of a neurophysical
system for the crawler and a reinforcement learning
algorithm for neuronal rewiring, using sensory feedback
to maximize a reward associated with crawling forward.
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Figure 1. Schematic of the crawler. (A) Each segment of
the soft-bodied crawler is represented by a spring-damper
system and a muscle. Each muscle acts to stretch the
segment and is driven by a single neuron. (B) Interactions
between the different components of the crawler as it learns
using the feedback from its environment.
Mathematical model of crawler
Our mathematical model is chosen to mimic a soft-
bodied crawler, the D. melanogaster larva, which has
10 segments connected at their boundaries (nodes), as
shown in Figure 1A [10]. Each segment is assumed
to have a passive viscoelastic response, and can be
actively contracted by muscles that respond to neuronal
inputs as schematized in Figure 1A. The firing of a
segmental neuron causes muscular activation to deform
the segment which then moves if the forces overcome
friction; simultaneously the segment also transmits
forces to neighboring segments where neurons can be
activated if the strain crosses a threshold. This leads
to a propagating wave even in the absence of a central
pattern generator. We now turn to quantify the three
sub-systems corresponding to the body, the brain and
the environment.
Mechanical model
The segment boundaries, or nodes, i ∈ [0, 10], are
mechanically characterized by their displacements ui.
All the segments are assumed to have a stiffness k, and
damping constant, c. Each segment deforms due to a
contractile force fmi exerted by a muscle i and due to
a frictional force ffi from the external environment at
node i. Ignoring the role of inertia, since the animals
move slowly, force balance at node i ∈ [1, 9] in Figure
1A implies that
k (ui+1 − 2ui + ui−1) + c (u˙i+1 − 2u˙i + u˙i−1)
+fmi − fmi+1 = ffi . (1)
The force-balance equations at the head and the tail are
different from those at the internal nodes as the head
and tail do not have a segment ahead of and behind
them, respectively. At the head (i= 0),
k (u1 − u0) + c (u˙1 − u˙0) + fm0 − fm1 = ff0 , (2)
while at the tail (i=N = 10),
k (uN−1 − uN ) + c (u˙N−1 − u˙N ) + fmN = ffN . (3)
Neuromuscular model
For muscular activity in a segment, we use a model that
responds to the timing of neuronal spikes with a built-
in temporal decay constant τm and a limiter to set the
maximum force amplitude so that
τf
dfmi
dt
=−fmi + Fmmax min [1, Fmi (t)] , (4)
Fmi (t) = Σts∈{tsi}e
−(t−ts)/τm (5)
For the neuromuscular dynamics, we use the simple θ-
model [15] to drive the activation of neuron i, where
Ii(t) is the time-dependent input to the neuron i, and
τθ is the time-scale of neuronal activity:
τθ
dθi
dt
= 1− cos θi + (1 + cos θi) min [1, Ii(t)] . (6)
In the θ-model, the neuron ‘spikes’ every time the value
of θ crosses a multiple of 2pi, so that the set of spike
times ts for neuron i is given as
{tsi}= {t| mod (θi(t)− pi, 2pi) = 0} . (7)
Environmental friction model
Finally, for the interaction of the crawler with the
environment, we use an asymmetric friction law so that
forward motion experiences less friction than backward
motion. In our one-dimensional model, this acts as
a proxy for both the passive and active components
of the friction associated with the structure of the
ventral surface and the ability of crawlers to lift up
their segments as they crawl forward [4]. Furthermore,
we impose the condition that the friction force van-
ishes whenever u˙= 0, and require a smooth transition
between the positive and negative values for forward
and backward velocity, so that the friction force is given
by equation (8), where ηf is the ratio of maximum
frictional forces in the forward and backward directions,
f is a smoothing parameter, and u˙0 is a constant chosen
2
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such that ff (0) = 0,
ff (u˙) = 0.5ffmax
[
(1 + ηf ) tanh
(
u˙− u˙0
εf
)
+ (1− ηf )
]
.
(8)
All together, our mathematical model eq. (1-8) deter-
mines the gait and locomotion of the crawler: given
the neural connectivity weights and an initial neural
impulse leads to an input that drives eq. (6) and through
this, drives eq. (4) and eqns. (1-3).
Scaling and parameter choices
We scale the relevant variables in our model using
the time-scale of neuronal activity τθ, the equilibrium
length of a segment L and the stiffness of a segment
k. Then the dimensionless parameters corresponding to
the variables presented in the mechanical model are:
τf/τθ- the ratio of timescales for muscular and neuronal
activity, cτθ/k - the dimensionless damping, f
f
max/kL -
the scaled maximum frictional force, and Fmmax/kL - the
scaled maximum muscular force. The specific values for
these nondimensional parameters used throughout this
work, given in Table S1, are consistent with experimen-
tal estimates for a D. melanogaster larva [3].
For a given gait of the crawler, such as the coordi-
nated gait shown in Figure 2A and in supplementary
video 1, we can compare our results to those for a D.
melanogaster larva using the scaled segment deforma-
tion ∆u/L, the characteristic wave speed, v τθ/L, and
the speed of the larva vcrawler τθ/L. For the parameter
values from Table S1, the peak contraction of a segment
is 33%, consistent with experiments [16], yielding a
wave speed of 0.026 waves/τθ and a forward speed of
0.0056L/τθ. Using the value of 1.5 waves/s and a length
of 4 mm for a third instar larva from [16], implies that
τθ = 17 ms and L= 4/10 = 0.4 mm, respectively, so that
the forward speed of the crawler is 0.13 mm/s. Using a
wave speed of 0.5-1.5 waves/s and a length of 1 mm for
first instar larvae, we get a range of τθ of 17− 51 ms,
which translates to a forward speed of 11− 33 µm/s,
compared to the observed range of 45− 120 µm/s [4].
Reinforcement learning (RL) strategy
With the established physical model and parameter
choices for the crawler, we turn to RL to determine
the neural weights for efficient crawling. The frame-
work of RL consists of an agent interacting with its
environment, with the aim of achieving a goal. An
agent moves through different environmental states by
taking actions. As it does so, it accumulates rewards
from the environment, with the goal of taking actions
that maximize its long-term rewards, itself a discounted
sum of successive rewards. This goal is achieved by
learning a mapping that links an action to its current
environmental state; this mapping is known as the
agent’s policy. The RL description is summarized in
Figure 1B.
Formulation of state, action and reward
In our formulation, the observation of the agent is an
incomplete knowledge of itself and its frictional envi-
ronment. Given the established importance of proprio-
ception [10] in locomotion, it is likely to be important
in the learning process as well. A minimal approach
accounting for this is via the observation o associated
with the index of the segment that is most strongly
contracted, since that requires knowledge of a single
variable that can be easily computed via a series of pair-
wise comparisons. Then
o= argmini∈(1,...,N) (ui − ui−1) (9)
The action a is the input to the θ−model that drives
neuronal activity, resulting in muscle actuation i.e. Ii(t)
in equation (6). We further restrict this by allowing the
input Ii(t) to have values of 0 (OFF) or 1 (ON), with
only one neuron active at a given time,
Ii(t) =
{
1 if i= a
0 if i 6= a , a ∈ {0, . . . , N − 1} (10)
Here, we note that it is possible for several segments
to have active muscles even though only one neuron
can be active at a particular time, because the muscle
forces can decay much more slowly than neural activity,
depending on the ratio τm/τθ. Noting that experimental
observations of larval crawling show that the head and
the tail move together [4], we activate the tail neuron
IN every time the head neuron is activated i.e. when
I0 = 1, we set IN = 1.
Since the goal is to move forward, we set the reward
r accordingly,
r = (u¯t+∆t − u¯t)− r2, (11)
where u¯ is the position of the centroid of the crawler,
t denotes time, ∆t is the size of the discrete time
step (Table S1), and r2 = maxi (|ui+1 − 2ui + ui−1|)
is a penalty on large variations in strain along the
length of the crawler, with  determining the relative
contributions from this strain gradient to the reward r.
We use a form of RL known as Q-learning [11], with a
discrete representation for the state and action spaces.
The entries in the Q-matrix, Q(s, a), represent how
much cumulative reward the crawler expects to get after
taking an action a in a state s, i.e.
∑∞
k=0 γ
krt+(k+1)∆t,
where γ ∈ [0, 1) is the discount factor (Table S1) that
weighs the long term rewards vs the short term rewards.
To maximize the expected discounted cumulative sum
of rewards, the entries Q(o, a) are updated each time
the agent takes an action in a state, according to the
update rule
Q(o, a) = (1− α)Q(o, a) + α
(
rt + γ max
a
(Q(o′, a))
)
,
(12)
where α is the learning rate, and o′ is the subsequent
observation made by the agent. The policy is a greedy
policy, meaning that in each state, the agent takes
the action that corresponds to the highest value. The
learning is done in episodes; each episode corresponds to
3
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the crawler moving a fixed distance forward, after which
it is reset to its original undeformed configuration.
The crawler goes through a number of episodes in this
manner, gaining experience in the interactions between
neurons, body-mechanics and environment, updating
its Q-matrix as it goes through the episodes. It is worth
emphasizing that our learning algorithm has just two
parameters, a learning rate α and a discount factor γ,
in contrast to many recent variants of RL that have
many hyper-parameters; thus most reasonable choices
for these will converge and yield similar policies. We
choose α= 0.05 to allow for stochastic effects and γ =
0.95 to strive towards the case of high long-time rewards
[11].
Experimental results: regularized and unregular-
ized gaits
We initialize the crawler in an undeformed state, with a
Q-matrix of values that are uniform and high. Then the
crawler is equally likely to take any action independent
of the state of the crawler, and since the values are
high, i.e. the reward is lower than the expected reward,
the crawler explores other actions. This leads to unco-
ordinated gaits; an example is shown in Figure S1. As
the Q-matrix converges towards its steady-state value,
the rewards become closer to the expectation of the
crawler, and the policy converges. and the experience
of the crawler through subsequent episodes eventually
leads to a coordinated gait by means of a converged
policy.
Figure 2 shows two coordinated gaits corresponding
to two values of the regularization parameter = 0.01
(Fig. 2A) and = 0 (Fig. 2B), as defined in equation
(11). In both of the gaits, the crawler moves by means
of a traveling wave of contraction from tail to head.
The regularized gait corresponds to observations of a
larva consistent with experiments, wherein a localized
wave causing sequential segmental contraction moving
from tail to head as shown in Figure 2A. In contrast,
the unregularized gait, corresponding to = 0 is charac-
terized by a 10% higher speed, and larger variations in
segment strain, and is due to the fact that some muscles
are never activated (Figure 2B, right), leading to pairs
of segments moving together (see SI video 1). The
policies for both gaits are shown in Figure 2C. These
results justify our use of a regularization penalty in the
reward to recover gaits that are biologically plausible
and are also consistent with the diagonal neuronal
weights that result.
To further compare the gaits, we show the power
expenditure, cycle duration and robustness to noise in
Figure 3. The power exerted at each node,
pi = |fi − fi−1| |ui| , (13)
is a periodic function for both cases. For the regularized
gait, the maximum power and the duration for which
power is non-zero, are both more uniform across the
interior nodes, while for the unregularized gait, there is
a larger variation in power across nodes (Figure 3A).
Figure 3B shows the distribution of cycle duration for
the two gaits, and shows that the higher speed of the
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Figure 2. Learning of coordinated gaits in a neurophysical
model determined using eq. (1-12).(A) shows a regularized
gait (= 0.01), with the 10 segment positions and the
strains/muscle forces within them and (B) is an unregu-
larized gait (= 0). The parameter values are summarized
in Table S1. (C) Converged policy corresponding to the
gaits in (A) and (B), with the green and light green
squares corresponding to pi(a|s) = 1 in the final policy and
light green squares corresponding to states which are never
reached in the converged gait.
unregularized gait is achieved via a faster propagation
of waves along the length of the crawler.
To test whether these policies are robust, we explored
the response of the two gaits to uncertainty in the
crawler’s ability to sense proprioceptive strain. We
implement this by replacing the deterministic observa-
tion of the most compressed segment, given by (9)), by
a noisy version with o= argmini∈(1...N) (ui − ui−1 + U)
where U ∈ [−s, s] is a uniformly distributed random
variable and s is the maximum amplitude of the noise.
We find that while the regularized gait has a lower
speed than the unregularized gait at low levels of noise
s, as the noise level increases, the regularized gait
maintains its speed, while the unregularized gait does
not, as seen in the crossover in Figure 3 (bottom right),
showing a tradeoff between speed and robustness to
noise. Comparing the segment strain over the course
of a cycle, we observe that the unregularized gait varies
over a smaller range as compared to the regularized gait
(denoted by a smaller contrast in colors for a particular
segment in Fig. 2B vs Fig. 2A). This suggests that
the unregularized gait should be more susceptible to
proprioceptive noise, consistent with what is observed
in Fig. 3C.
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Figure 3. Comparison of the unregularized (blue) and reg-
ularized (red) gaits. (A) Power as a function of phase in a
cycle for each node, for a number of cycles, with the different
colors corresponding to the different nodes. (B) Duration
of a cycle for the unregularized and regularized gaits. (C)
Speed versus proprioception noise for the unregularized and
regularized gaits.
Discussion
Our minimal approach to learning a coordinated gait in
rectilinear crawling embeds the question of determining
the neural weights via reinforcement learning in a
broader framework linking the brain, the body and the
environment and shows that we can recover propagating
contractile waves similar to experimental observations
[4] and theoretical studies [10, 3]. Regularizing the
reward to penalize strain gradients provides smooth
gaits that expend power more uniformly in space and
time, as well as gaits that are robust to uncertainty
in the crawler’s ability for proprioception, but at the
cost of speed. Indeed there is a tradeoff between speed
and robustness when these gaits are challenged by
proprioceptive noise. In addition to the potential for
testing this in developing organisms, our study has
potential applications in soft robotics, as it is a way to
determine the actuation pattern in complex situations
where the best actuation pattern for a given goal may
not be known a priori.
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Appendix
Parameter values
Table S1. Parameters and their values used in the simula-
tion.
Symbol Quantity Value
L segment length 1
τθ neuronal timescale 1
cτθ/k scaled damping 3.5
fmmax/kL scaled muscular force 1
τm/τθ scaled muscular timescale 1
ffmax/kL scaled backward frictional force 9
εf frictional smoothing 10−6
η friction anisotropy 30
∆t scaled discrete timestep 0.01
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Figure S1. Uncoordinated gait resulting from a fully con-
nected neuronal network, as summarized by equations (1-8)
of the main text. The speed of the centre of mass is in grey
(left), corresponding segment strains in blue-red (middle)
and muscle force in pink (right). The parameter values are
summarized in Table S1.
Videos
We include links to two videos that show the converged
gait of the crawler with and without regularization,
corresponding to Figures 2 A and B, respectively.
Regularized Gait: Coordinated gait that arises from
an initial uncoordinated gait with a regularization
parameter = 0.01.
Unregularized Gait: Coordinated gait that arises
from an initial uncoordinated gait with no regulariza-
tion parameter, i.e. = 0, which leads to motion where
multiple segments move concurrently. This gait is not
robust to proprioceptive noise and is easily disrupted
(see Figure 3C and corresponding text for details).
6
