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TYPICAL MARTINGALE DIVERGES AT A TYPICAL POINT
ONDRˇEJ F.K. KALENDA AND JIRˇI´ SPURNY´
Abstract. We investigate convergence of martingales adapted to a given fil-
tration of finite σ-algebras. To any such filtration we associate a canonical
metrizable compact space K such that martingales adapted to the filtration
can be canonically represented on K. We further show that (except for trivial
cases) typical martingale diverges at a comeager subset of K. ‘Typical mar-
tingale’ means a martingale from a comeager set in any of the standard spaces
of martingales. In particular we show that a typical L1-bounded martingale
of norm at most one converges almost surely to zero and has maximal possible
oscillation on a comeager set.
1. Introduction and preliminaries
The well-known Doob Martingale Convergence Theorem (see, e.g., [9, Theorem
1.3.2.8 on p. 25] or [5, 275G]) says that any L1-bounded martingale converges
almost surely. In some cases the underlying probability space has also a canonical
topological structure. It is the case for example of martingales on the Cantor set. In
such a case it is also natural to ask how large the set of convergence of a martingale
is in the sense of Baire category.
It is well known that the σ-ideal of null sets is incomparable with the σ-ideal
of meager sets, in fact the unit interval can be expressed as a union of two sets,
one of them meager and the other one Lebesgue null (see, e.g., [12, Theorem 1.6]).
This easy fact is a prototype of various ‘paradoxical decompositions’ of certain
spaces into two sets belonging to different σ-ideals. For example, in [13, 10, 11, 8]
such decompositions are used to illustrate deep problems on differentiability, in
[16] a different behaviour of two σ-ideals in the space of continuous functions is
described, in [4] a similar feature is presented in the group of permutations of the
natural numbers.
On the other hand, there are ‘almost everywhere’ type results which hold both
in the measure sense and in the category sense. It is the case, for example, for
results ‘up to a σ-porous set’, see, e.g. [3, 1, 2].
A different behaviour with respect to measure and with respect to category can
be also illustrated by the Strong Law of Large Numbers. Indeed, consider the
Cantor set C = {0, 1}N with the standard product probability measure. Then for
almost all x ∈ C we have lim 1
n
(x1 + · · · + xn) =
1
2 , while it is easy to check that
the set of those x ∈ C such that the above limit exists is meager. So, it seems
to us that it is natural to clarify the behaviour of martingales with respect to the
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Baire category. It turns out that the results are similar but the proofs are not so
easy. This question was investigated by the second author and M. Zeleny´ in [14] for
pointwise bounded martingales on the Cantor set. It is shown there, in particular,
that for a comeager set of martingales the set of convergence is meager.
In the present paper we show that results analogous to those of [14] hold in a
much more general setting. First, we consider not only pointwise bounded mar-
tingales, but also the space of L1-bounded martingales and that of Lp-bounded
martingales for p ∈ (1,∞]. The case p = ∞ covers the mentioned results of [14].
And secondly, we consider not only martingales on the Cantor set, but general mar-
tingales adapted to a given filtration of finite σ-algebras. In fact, given any such
filtration, we construct a canonical compact metrizable space together with a Borel
probability measure and canonical filtration such that martingales adapted to the
original filtration are ‘isomorphic’ to the martingales adapted to the new one. And
in this setting we show that a typical martingale (typical in the sense of category
in some of the spaces of martingales) diverges on a comeager set.
Let us point out Theorem 4.3 where we show that a typical martingale of L1-
norm at most one converges almost surely to zero and diverges in the strongest
possible sense on a comeager set. This results may be considered as an ultimate
‘paradoxical decomposition’ provided by martingales.
All the results are formulated and proved for martingales adapted to a given
filtration of finite σ-algebras since it is the easiest nontrivial case. Similar results
can be proved by the same methods in a more general case of filtrations of discrete
σ-algebras (i.e., σ-algebras generated by some countable partition of the underly-
ing space). In this case it is also easy and canonical to represent martingales as
sequences of continuous functions on a Polish space (not necessarily compact). It
is discussed in the last section.
The case of a general filtration is more complicated. Even in this case we can rep-
resent martingales as sequences of continuous functions on a completely metrizable
space (separable if the probability is of countable type). It can be done using the
standard construction of the measure algebra of a given probability space equipped
with the Fre´chet-Nikody´m metric. So, the question on convergence with respect
to the Baire category has also a canonical sense in the general case, but it seems
to be more involved and we do not know the answer. We will comment possible
generalizations in the last section.
The paper is organized as follows: In the rest of this section we collect basic
definitions and recall some well-known results on martingales. In the second section
we define several spaces of martingales and topologies on them (norm topology and
topology of pointwise convergence). In the third section we present the above
announced construction of a compact metrizable space canonically associated to
a filtration of finite σ-algebras. In Section 4 we collect our main results. Section
5 contains several lemmas, in Section 6 we complete the proofs. The last section
contains final remarks on possible generalization of our results.
Let us start with the basic definitions.
Let (Ω,Σ, P ) be a probability space. I.e., Ω is a set, Σ a σ-algebra of subsets of Ω
and P a probability measure defined on the σ-algebra Σ. A filtration is an increasing
sequence (Σn) of σ-subalgebras of Σ. Denote by Σ∞ the σ-algebra generated by⋃
n∈N Σn.
In the sequel we will suppose that the described objects are fixed.
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A martingale adapted to the filtration (Σn) is a sequence f = (fn) of functions
with the following two properties.
• fn ∈ L1(Ω,Σn, P |Σn) for each n ∈ N.
•
∫
E
fn dP =
∫
E
fm dP whenever n ≤ m and E ∈ Σn.
In the sequel we will write shortly L1(Σn) in place of L
1(Ω,Σn, P |Σn) (and simi-
larly for other Lp spaces). It is easy to check from the definitions that ‖fn‖L1(Σn) ≤
‖fm‖L1(Σm) for n ≤ m. A martingale (fn) is called L
1-bounded if supn ‖fn‖L1(Σn) <
+∞. Let us recall several well-known facts.
Proposition 1.1. Let (fn) be an L
1-bounded martingale adapted to the filtration
(Σn). Then the following hold:
• For P -almost all ω ∈ Ω the limit lim
n→∞
fn(ω) exists and is finite.
• The limit function f∞ belongs to L1(Σ∞) and
‖f∞‖L1(Σ∞) ≤ sup
n∈N
‖fn‖L1(Σn).
• The following assertions are equivalent:
(i) ‖f∞‖L1(Σ∞) = supn∈N ‖fn‖L1(Σn).
(ii) The sequence (fn) converges to f∞ in the norm of L
1(Σ∞).
(iii) The sequence (fn) is uniformly integrable.
(iv) For each n ∈ N we have fn = E(f∞|Σn).
Let us first explain some notions and notation used in the proposition.
A bounded set A ⊂ L1(Σ) is uniformly integrable if it satisfies one of the following
equivalent conditions:
• ∀ε > 0 ∃c > 0 ∀f ∈ A :
∫
Ω
(|f | − c)+ dP < ε,
• ∀ε > 0 ∃δ > 0 ∀E ∈ Σ, P (E) < δ ∀f ∈ A :
∫
E
|f | dP < ε.
The first condition follows [5, Definition 246A and Remark 246B(d)], the second
one is equivalent by [5, Theorem 246G].
Further, if f ∈ L1(Σ) and Σ′ ⊂ Σ a σ-subalgebra, the symbol E(f |Σ′) denotes
the conditional expectation of f with respect to Σ′, i.e., it is a function g from
L1(Σ′) satisfying
∫
E
g =
∫
E
f for each E ∈ Σ′. Such a g exists and is unique (as an
element of L1(Σ′)), cf. [5, 233D and 242J].
Now let us comment the proof of the above proposition. The first two assertions
form content of the Doob Martingale Convergence Theorem (see, e.g., [9, Theorem
1.3.2.8 on p. 25] or [5, 275G]). The third assertion follows from [9, Theorem 1.3.2.9
on p. 26] or from [5, 275H and 275I].
2. Spaces of martingales
Let f = (fn) be a martingale adapted to the sequence (Σn) and 1 ≤ p ≤ ∞. The
martingale f is called Lp-bounded if fn ∈ L
p(Σn) for each n ∈ N and, moreover,
sup ‖fn‖Lp < +∞. The space of all Lp-bounded martingales will be denoted by
Mp. If we equip Mp with the norm
‖f‖p = sup
n∈N
‖fn‖Lp ,
it will become a Banach space. We will denote by Mup the subspace of Mp formed
by uniformly integrable martingales.
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This definition follows [9, Definition 1.3.3 on p. 13] with notation from [15,
Section 1].
Notice that ‖fn‖Lp ≤ ‖fm‖Lp whenever n ≤ m. This well-known fact follows for
example from [9, Remark 2 on p. 11]. Alternatively, it follows from the martingale
property using the following formulas for the norms:
‖fn‖L1 = sup


k∑
j=1
∣∣∣∣∣
∫
Aj
fn dP
∣∣∣∣∣ : A1, . . . , Ak ∈ Σn pairwise disjoint

 ,
‖fn‖Lp = sup
{∣∣∣∣
∫
Ω
fng dP
∣∣∣∣ : g a simple Σn-measurable function with ‖g‖Lq ≤ 1
}
,
where the second formula holds for 1 < p ≤ ∞ and q is the dual exponent to p.
If 1 < p < ∞, then Mp = Mup = L
p(Σ∞) by [9, Theorem 1.3.2.13 on p. 27 and
the following remark]. More precisely, in this case any Lp-bounded martingale is
uniformly integrable. Moreover, if f = (fn) is such a martingale, then the sequence
(fn) converges to f∞ in the L
p-norm. In particular ‖f‖p = ‖f∞‖Lp . Conversely,
if f ∈ Lp(Σ∞), then the sequence (fn) defined by fn = E(f |Σn) is an Lp-bounded
martingale with f∞ = f . It follows that the equality Mp = L
p(Σ∞) is a canonical
isometric identification.
For p = 1 the situation is more complicated. Firstly, similarly as for 1 < p <∞
we have a canonical isometric identification Mu1 = L
1(Σ∞) (since ‖f‖1 = ‖f∞‖L1
for any uniformly integrable L1-bounded martingale). However, in general Mu1 $
M1. There are examples in the literature and we will see some examples below (see,
e.g., the proof of Lemma 5.7 below or Proposition 5.9 below). Let us denote byM s1
the subspace of M1 formed by martingales converging almost surely to zero. Then
M1 is the direct sum of M
u
1 and M
s
1 and the canonical projection to M
u
1 has norm
one. Indeed, let f ∈M1. Set f
u = (E(f∞|Σn)) and f
s = (fn − E(f∞|Σn)). Then
fu ∈Mu1 , f
s ∈M s1 , f = f
u + fs and ‖fu‖1 = ‖f∞‖L1 ≤ ‖f‖1.
Finally, let us look at the case p =∞. We have again M∞ = Mu∞. Indeed, any
L∞-bounded martingale is also, say, L2-bounded, and hence uniformly integrable.
Moreover, also in this case we have a canonical isometric identification M∞ =
L∞(Σ∞). Indeed, let f ∈ M∞. Then by the above ‖f∞‖L∞ ≤ ‖f‖∞. Moreover,
since f is uniformly integrable we have fn = E(f∞|Σn) for each n ∈ N. Therefore
‖fn‖L∞ ≤ ‖f∞‖L∞ by [5, 243J(b)]. It follows that ‖f∞‖L∞ = ‖f‖∞. Together with
the fact that for any f ∈ L∞(Σ∞) the sequence f = (E(f |Σn)) is an L∞-bounded
martingale with f∞ = f we get the announced isometric identification.
In addition to the norm, we will consider one more topology on the above defined
spaces Mp – the topology of pointwise convergence. More precisely, we can equip
Mp by the product topology inherited from
∏
n∈N L
p(Σn). We will consider only
martingales of norm at most one, i.e., the spaces
Mp,1 = {f ∈Mp : ‖f‖p ≤ 1}.
Then Mp,1 is a closed subset of the product
∏
n∈N L
p(Σn), hence it is a completely
metrizable space.
3. Compact space associated to a filtration of finite σ-algebras
Let us suppose that the filtration (Σn) is formed by finite σ-algebras. Then for
each n ∈ N there is Dn, a finite partition of Ω generating Σn. Since the sequence
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(Σn) is increasing, Dm refines Dn for m ≥ n. Therefore there is, given m ≥ n,
a unique mapping ϕm,n : Dm → Dn such that D ⊂ ϕm,n(D) for each D ∈ Dm.
Then the sequence (Dn) together with the just defined mappings form an inverse
sequence. Let us equip each Dn with the discrete topology and let K be the inverse
limit of this inverse sequence. I.e., K can be represented as
K =
{
(Dn) ∈
∏
n∈N
Dn : Dm ⊂ Dn for m ≥ n
}
.
Then K is a zerodimensional metrizable compact space. Let us denote by ϕn the
canonical projection of K onto Dn. Further, let us define the mapping ψ : Ω→ K
by
ψ(ω) = (Dn) where ω ∈ Dn ∈ Dn for n ∈ N.
Then ψ is a Σ∞-measurable mapping, i.e., ψ
−1(A) ∈ Σ∞ for each A ⊂ K open
(hence also for A ⊂ K Borel). Hence, we can define P˜ = ψ(P |Σ∞), the image of P
under ψ. Then P˜ is a Borel probability on K.
In the following proposition we collect some basic properties of the compact
space K and the probability P˜ . The first and third assertions follow immediately
from definitions, the second one follows from the well-known characterization of
Cantor set (see, e.g., [7, Theorem 7.4]).
Proposition 3.1.
• K has an isolated point if and only if there are n ∈ N and D ∈ Dn such
that D ∈ Dm for each m ≥ n.
• If K has no isolated points, then K is homeomorphic to the Cantor set.
• The support of P˜ equals K if and only if P (D) > 0 for each D ∈
⋃
nDn.
In the sequel we will always assume some properties of the sequence (Dn) which
we now sum up:
Assumptions 3.2.
• P (D) > 0 for each D ∈ Dn and n ∈ N.
• For each n ∈ N and D ∈ Dn there is m > n such that D /∈ Dm.
Under these assumptions the compact space K has no isolated points and the
support of P˜ equals K. Moreover, martingales adapted to the filtration (Σn) are
in a canonical one-to-one correspondence with sequences (hn) with the following
properties:
• hn : Dn → R is a mapping.
• For each n ∈ N and each D ∈ Dn we have
hn(D) =
1
P (D)
∑
{P (D′)hn+1(D
′) : D′ ∈ Dn+1, D
′ ⊂ D}.
Indeed, if f is a martingale adapted to the filtration (Σn), then for each n ∈ N
the function fn is constant on each element of Dn. Hence, we can define hn(D) to
be the value of fn on D for each D ∈ Dn. Conversely, having a sequence (hn) with
the above properties, define fn to be the function with domain Ω which has value
hn(D) at each point of D for D ∈ Dn.
Further, martingales adapted to (Σn) can be canonically identified with certain
martingales on (K, P˜ ) adapted to the filtration (Bn), where
Bn = {ϕ
−1
n (A) : A ⊂ Dn}, n ∈ N.
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Indeed, Bn is a finite σ-algebra of clopen subsets of K, the sequence (Bn) is increas-
ing and its union generates the Borel σ-algebra of K. If f = (fn) is a martingale
adapted to (Σn), we define a martingale g = (gn) adapted to (Bn) as follows.
gn((Dk)
∞
k=1) = hn(Dn), (Dk)
∞
k=1 ∈ K,n ∈ N,
where (hn) is the above defined sequence of mappings. Conversely, any martingale
adapted to (Bn) can be (uniquely) represented in such a way (if (gn) is a martingale
adapted to (Bn), then (gn ◦ψ) is the corresponding martingale adapted to (Σn)). It
is clear that (gn) is uniformly integrable if and only if (fn) is uniformly integrable
and that ‖f‖p = ‖g‖p for p ∈ [1,∞].
Convention 3.3. Let f = (fn) be a martingale adapted to (Σn) and let (hn)
be the sequence of mappings defined above and g = (gn) be the corresponding
martingale adapted to (Bn). We will identify fn, hn and gn. More specifically:
• For D ∈ Dn we will use fn(D) in place of hn(D).
• For x ∈ K we will use fn(x) in place of gn(x).
4. Main results
In this section we formulate our main results, their proofs are given in Section 6
below. The basic setting of all the results is the following. (Ω,Σ, P ) is a probability
space, (Σn) is a filtration of finite σ-algebras, the σ-algebra Σn is generated by a
finite partition Dn. We suppose that Assumptions 3.2 are valid. Let K be the
associated compact metrizable space. In the formulations we use Convention 3.3.
The first result concerns spaces Mp for p ∈ [1,∞) equipped with the norm
topology. We recall that for p ∈ (1,∞) we have Mp = Mup . For p = 1 the result
holds for all the three spaces – M1, M
u
1 and M
s
1 . The theorem says, in particular,
that, for any of these spaces there is a comeager set of martingales which diverge
on a comeager set of K. Moreover, the divergence is the strongest possible – limsup
is +∞ and liminf is −∞. This should be compared to Doob’s theorem which says
that any such martingales converges almost surely. In case of M s1 it even converges
almost surely to zero.
Theorem 4.1. Let Y = M1, Y = M
u
1 , Y = M
s
1 or Y = Mp for some p ∈ (1,∞).
Then the set
{(f , x) ∈ Y ×K : lim sup fn(x) = +∞ and lim inf fn(x) = −∞}
is a dense Gδ subset of Y ×K. In particular, for all f from a dense Gδ subset of
Y
lim sup fn(x) = +∞ and lim inf fn(x) = −∞
for x from a dense Gδ subset of K.
The next theorem contains the same result for spacesMp,1, p ∈ [1,∞), equipped
with the pointwise convergence topology. Also in this case we get the strongest
possible divergence of a comeager set of martingales on a comeager set of points.
Theorem 4.2. Let p ∈ [1,∞) be arbitrary. Then the set
{(f , x) ∈Mp,1 ×K : lim sup fn(x) = +∞ and lim inf fn(x) = −∞}
is a dense Gδ subset of Mp,1 ×K. In particular, for all f from a dense Gδ subset
of Mp,1
lim sup fn(x) = +∞ and lim inf fn(x) = −∞
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for x from a dense Gδ subset of K.
In case p = 1 we can say even more:
Theorem 4.3. There is a comeager subset A ⊂M1,1 such that for each f ∈ A the
following hold.
• f ∈M s1 , i.e., fn → 0 almost surely.
• {x ∈ K : lim sup fn(x) = +∞ and lim inf fn(x) = −∞} is a dense Gδ
subset of K.
This theorem follows immediately from Theorem 4.2 and Proposition 5.9 below.
By the quoted proposition,M1,1∩M s1 is comeager inM1,1. It follows thatM1,1∩M
u
1
is meager inM1,1. SinceM1,1∩Mu1 is clearly dense inM1,1, it is meager in itself, so
there is no point in studying typical martingales fromM1,1∩Mu1 . It is also natural
to ask about the descriptive quality of these subsets – it is easy to check that
M1,1∩Mu1 is Fσδ inM1,1 (this follows from the characterization in Proposition 1.1)
but we do not know what is the descriptive quality of M1,1 ∩M s1 . If we knew it is
Gδ, the proof of Proposition 5.9 would be much simpler. Let us formulate this as
a question.
Question 4.4. Is M1,1 ∩M s1 a Gδ subset of M1,1? Is it at least Borel?
The case p = ∞ is different. An L∞-bounded martingale is under our assump-
tions just uniformly bounded. So, the respective sequence of functions is bounded
at each point, hence it cannot have infinite limsup or liminf at any point. However,
for M∞,1 equipped with the pointwise convergence topology we get a result similar
to the case p <∞.
Theorem 4.5. The set
{(f , x) ∈M∞,1 ×K : lim sup fn(x) = 1 and lim inf fn(x) = −1}
is a dense Gδ subset of M∞,1 ×K. In particular, for all f from a dense Gδ subset
of M∞,1
lim sup fn(x) = 1 and lim inf fn(x) = −1
for x from a dense Gδ subset of K.
In the case of M∞ equipped with the norm topology, the situation is quite
different. Martingales with large oscillation at some point are not even dense.
Indeed, if we take any everywhere convergent martingale (for example, constant zero
martingale), then martingales in a small neighborhood have controlled oscillation
at each point. So, the best we can obtain is the following result dealing just with
divergence. Let us also stress that the comeager set from the following theorem is
not Gδ but just Gδσ. Therefore it requires a different proof.
Theorem 4.6. The set
{(f , x) ∈M∞ ×K : lim inf fn(x) < lim sup fn(x)}
is a comeager Gδσ subset of M∞ × K. In particular, for all f from a comeager
subset of M∞
lim inf fn(x) < lim sup fn(x)
for x from a comeager subset of K.
Theorems 4.5 and 4.6 are generalizations of results from [14]. In Section 3 of the
quoted paper the authors prove essentially the same results in the special case of
martingales on the Cantor set.
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5. Auxiliary results
In this section we collect several lemmas which will be used to prove the main
results. These lemmas are of two types. First, we establish descriptive quality of
the relevant sets by showing they are Gδ. This is easy and essentially well known,
but we include formulations and proofs for the sake of completeness. Further, we
give some lemmas which enable us to approximate any martingale by a martingale
diverging on a large set. For different types of approximation and different types
of divergence we need different approaches.
Also in the results of this section we tacitly use Assumptions 3.2 and Conven-
tion 3.3.
Let us start by two lemmas on descriptive quality of certain sets. More precisely,
the first lemma states that certain sets are Gδ and the second one points out the
sequences of functions to which the first one will be applied.
Lemma 5.1. Let (fn) be a sequence of continuous functions on a topological space
X. Then the following sets are Gδ in X:
(i) {x ∈ X : lim sup fn(x) = +∞},
(ii) {x ∈ X : lim inf fn(x) = −∞},
(iii) {x ∈ X : lim sup fn(x) ≥ c} for any c ∈ R,
(iv) {x ∈ X : lim inf fn(x) ≤ c} for any c ∈ R,
(v) {x ∈ X : osc fn(x) ≥ c} for any c > 0.
Proof. The assertion (ii) follows from (i) and (iv) follows from (iii) (in both cases
applied to the sequence (−fn)). The proofs of (i), (iii) and (v) follow from suitable
descriptions of the respective sets:
(i)
⋂
k∈N
⋂
n∈N
⋃∞
m=n{x ∈ X : fm(x) > k},
(iii)
⋂
k∈N
⋂
n∈N
⋃∞
m=n{x ∈ X : fm(x) > c−
1
k
},
(v)
⋂
k∈N
⋂
n∈N
⋃∞
p=n
⋃∞
q=n{x ∈ X : |fp(x) − fq(x)| > c−
1
k
}.

Lemma 5.2. Let Y be any of the spaces Mp or Mp,1 for any p ∈ [1,∞]. Let n ∈ N
be arbitrary. Then the function
Φn : (f , (Ei)) 7→ fn(En)
is continuous on Y ×K.
Proof. We will show that this function is continuous at each point of Y × K. To
do that, fix an arbitrary point (f , (Ei)) ∈ Y ×K. Set
U = {(g, (Di)) ∈ Y ×K : Dn = En}.
Then U is an open neighborhood of (f , (Ei)) and for each (g, (Di)) ∈ U we have
Φn(g, (Di)) = gn(En) =
1
P (En)
∫
gnχEn dP,
so Φn restricted to U is a composition of two continuous functions
(g, (Di)) 7→ gn, (g, (Di)) ∈ U, and h 7→
1
P (En)
∫
hχEn dP, h ∈ L
p(Σn),
so it is continuous. 
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Now we continue with some lemmas on approximation. In the following lemma
we construct a special martingale which will be used to resolve the cases Mu1 , Mp
for p ∈ (1,∞) and Mp,1 for p ∈ [1,∞).
Lemma 5.3. Let N ∈ N be given. Then there is a martingale f adapted to the
filtration (Σn) with the properties:
(a) f1 = · · · = fN = 0.
(b) f is Lp-bounded for each p ∈ [1,+∞).
(c) lim fn(x) = +∞ for x from a dense subset of K.
(d) lim fn(x) = −∞ for x from a dense subset of K.
Proof. Let (kj , Dj), j ∈ N, be an enumeration of the set {(n,D) : n ∈ N, D ∈ Dn}.
For j ∈ N we will construct natural numbers nj , pj qj and sets Aj , Bj , Cj , B0j , B
1
j ,
C0j and C
1
j such that the following conditions are fulfilled.
• n1 ≥ N .
• kj ≤ nj < pj < qj < nj+1.
• Aj ∈ Dnj and Aj ⊂ Dj .
• Bj ∈ Dpj \ Dpj+1, Bj ⊂ Aj and P (Bj) < 2
−j.
• Cj ∈ Dqj \ Dqj+1, Cj ⊂ Aj , Cj ∩Bj = ∅ and P (Cj) < 2
−j.
• B0j and B
1
j are two different elements of Dpj+1 contained in Bj , P (B
0
j ) ≥
P (B1j ).
• C0j and C
1
j are two different elements of Dqj+1 contained in Cj , P (C
0
j ) ≥
P (C1j ).
The construction can be performed by straightforward induction using Assump-
tions 3.2.
Now we are going to construct the required martingale f . The construction will
be done by induction. Let f1 be the constant zero function. Further, suppose that
for some n ∈ N the function fn is constructed. Let us describe fn+1. It can be
represented as a function defined on Dn+1. So, fix D ∈ Dn+1 and let D′ ∈ Dn be
the unique element satisfying D ⊂ D′. We set
fn+1(D) =


fn(D
′) + 1, n = pj and D = B
1
j ,
fn(D
′)−
P (B1j )
P (B0j )
, n = pj and D = B
0
j ,
fn(D
′)− 1, n = qj and D = C1j ,
fn(D
′) +
P (C1j )
P (C0
j
)
, n = qj and D = C
0
j ,
fn(D
′) otherwise.
It is clear that the just defined sequence f = (fn) is a martingale adapted to the
filtration (Σn) such that f1 = · · · = fN = 0. Moreover, it is Lp-bounded for any
p ∈ [1,+∞). To show this it is enough to check that the sequence (fn) is Cauchy
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in Lp for each p ∈ [1,+∞). Fix p ∈ [1,+∞). Then
‖fn+1 − fn‖
p
Lp =


1pP (B1j ) +
(
P (B1j )
P (B0j )
)p
P (B0j ) ≤ P (B
1
j ) + P (B
0
j )
≤ P (Bj) ≤ 2
−j,
n = pj ,
1pP (C1j ) +
(
P (C1j )
P (C0j )
)p
P (C0j ) ≤ P (C
1
j ) + P (C
0
j )
≤ P (Cj) ≤ 2
−j ,
n = qj ,
0 otherwise.
Therefore
∑∞
n=1 ‖fn+1−fn‖Lp ≤ 2
∑∞
j=1(2
p)−j <∞, hence the sequence is Cauchy
in Lp.
It remains to prove the assertions (c) and (d). We will show (c), the proof of
(d) is analogous. Fix n ∈ N and D ∈ Dn. We will find a point x = (Ei) ∈ K such
that En = D and lim fn(x) = +∞. We set En = D and define E1, . . . , En−1 in the
unique possible way. Set m1 = n and suppose that r ∈ N and mr ∈ N are given
such that E1, . . . , Emr are already defined.
Let jr ∈ N be the smallest number such that njr ≥ mr and Ajr ⊂ Emr . Such a
number does exist, since (mr, Emr ) = (kj , Dj) for some j. Then nj ≥ kj = mr and
Aj ⊂ Dj = Emr . Set mr+1 = pjr+1, Emr+1 = B
1
jr
and Ei for mr < i < mr+1 let
be defined in the unique possible way.
This inductive construction provides x = (Ei) ∈ K with En = D. Moreover,
fi(x) = fn(x) + r − 1 for mr ≤ i < mr+1, r ∈ N,
hence lim
i
fi(x) = +∞. 
The next lemma will be used to resolve the case of M∞ and M∞,1. It is inspired
by [14, Lemma 3.3].
Lemma 5.4. Let N ∈ N and h ∈ L∞(ΣN ) be given such that ‖h‖L∞ < 1. Then
there is a martingale f adapted to the filtration (Σn) with the properties:
(a) fN = h.
(b) ‖f‖∞ ≤ 1.
(c) lim fn(x) = 1 for x from a dense subset of K.
(d) lim fn(x) = −1 for x from a dense subset of K.
Proof. The proof is analogous to that of Lemma 5.3. Let (kj , Dj), j ∈ N, be an
enumeration of the set {(n,D) : n ∈ N, D ∈ Dn}. For j ∈ N we will construct
natural numbers nj , pj qj and sets Aj , Bj , Cj , B
0
j , B
1
j , C
0
j and C
1
j such that the
following conditions are fulfilled.
• n1 ≥ N .
• kj ≤ nj < pj < qj < nj+1.
• Aj ∈ Dnj and Aj ⊂ Dj .
• Bj ∈ Dpj \ Dpj+1 and Bj ⊂ Aj .
• Cj ∈ Dqj \ Dqj+1, Cj ⊂ Aj and Cj ∩Bj = ∅.
• B0j and B
1
j are two different elements of Dpj+1 contained in Bj , P (B
0
j ) ≥
P (B1j ).
• C0j and C
1
j are two different elements of Dqj+1 contained in Cj , P (C
0
j ) ≥
P (C1j ).
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The construction can be performed by straightforward induction using Assump-
tions 3.2.
Now we are going to construct the required martingale f . The construction will
be done by induction. Set fN = h and let f1, . . . , fN−1 be defined in the unique
possible way (i.e., fi = E(h|Σi) for 1 ≤ i ≤ N − 1). Further, suppose that for
some n ∈ N, n ≥ N , the function fn is constructed such that ‖fn‖L∞(Σn) < 1.
Let us describe fn+1. It can be represented as a function defined on Dn+1. So,
fix D ∈ Dn+1 and let D′ ∈ Dn be the unique element satisfying D ⊂ D′. We set
η(D′) = 12 min{1− fn(D
′), fn(D
′) + 1} and
fn+1(D) =


fn(D
′) + η(D′), n = pj and D = B
1
j ,
fn(D
′)−
P (B1j )
P (B0
j
)
η(D′), n = pj and D = B
0
j ,
fn(D
′)− η(D′), n = qj and D = C1j ,
fn(D
′) +
P (C1j )
P (C0
j
)
η(D′), n = qj and D = C
0
j ,
fn(D
′) otherwise.
It is clear that the just defined sequence f = (fn) is a martingale adapted to the
filtration (Σn) such that fN = h and ‖f‖∞ ≤ 1.
It remains to prove the assertions (c) and (d). We will show (c), the proof of
(d) is analogous. Fix n ∈ N and D ∈ Dn. We will find a point x = (Ei) ∈ K such
that En = D and lim fn(x) = 1. Without loss of generality we may suppose that
n ≥ N . We set En = D and define E1, . . . , En−1 in the unique possible way. Set
m1 = n and suppose that r ∈ N and mr ∈ N are given such that E1, . . . , Emr are
already defined.
Let jr ∈ N be the smallest number such that njr ≥ mr and Ajr ⊂ Emr . Such a
number does exist, since (mr, Emr ) = (kj , Dj) for some j. Then nj ≥ kj = mr and
Aj ⊂ Dj = Emr . Set mr+1 = pjr+1, Emr+1 = B
1
jr
and Ei for mr < i < mr+1 let
be defined in the unique possible way.
This inductive construction provides x = (Ei) ∈ K with En = D. Moreover, the
sequence (fi(x))i≥n is non-decreasing, so it has a limit. Further, let us show that
there is some r ≥ 1 such that fmr(x) ≥ 0. If fn(x) ≥ 0, we can take r = 1. If
fmr(x) < 0 for some r, then
fmr+1(x) = fmr (x) +
1
2
(fmr(x) + 1),
hence
fmr+1(x) + 1 =
3
2
(fmr(x) + 1).
Since (32 )
k → ∞, there must be some r with fmr(x) ≥ 0. Let us fix such an r.
Then for each j ∈ N we have
1− fmr+j(x) =
1
2j
(1− fmr(x)),
hence fmr+j (x)→ 1. Thus also fi(x)→ 1. 
We continue by two lemmas on approximation in M1. The construction is in
this case more technical.
Lemma 5.5. Let f ∈M1, η, ω > 0, n ∈ N and E ∈ Dn be given. Then there exist
g ∈M1, m ∈ N and F ∈ Dm such that
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(a) g1 = · · · = gn = 0,
(b) ‖g‖1 < η,
(c) m > n and F ⊂ E,
(d) (fm + gm)(F ) > ω.
Proof. We have f = f s + fu, where f s ∈ M s1 and f
u ∈ Mu1 . We start the proof
by finding a number ε1 ∈ (0,
η
4 ) satisfying
(5.1) (ω + 2)ε1 <
η
8
.
Using Assumptions 3.2 we find m1 > n and E1 ⊂ E in Dm1 such that P (E1) < ε1.
Further, using uniform integrability we select ε2 ∈ (0, ε1) such that
(5.2) ∀k ∈ N ∀F ∈ Dk :
(
P (F ) < ε2 =⇒
∫
F
|fuk | dP <
η
16
)
.
Using again Assumptions 3.2 we find m2 > m1 and E2 ⊂ E1 in Dm2 such that
P (E2) < ε2. Now we find a sequence (Fi) ∈ K such that
Fm2 = E2, lim f
s
i (Fi) = 0 and lim f
u
i (Fi) ∈ R.
This is possible since (f si ) converges almost surely to zero and (f
u
i ) converges almost
surely. Denote c = lim fui (Fi). Let m3 > m2 be so large that
f sk (Fk) > −1 and f
u
k (Fk) ∈ (c− 1, c+ 1)
for k ≥ m3.
Now we distinguish two cases.
Case 1. limP (Fi) = 0.
In this case we find m4 > m3 so large that
(|c|+ ω + 2)P (Fk) <
η
8
for k ≥ m4. We find m > m4 such that P (Fm) < P (Fm4) (using Assumptions 3.2).
Pick F ′ ∈ Dm \ {Fm} such that F ′ ⊂ Fm4 . We set F = Fm.
Let
α = |c|+ ω + 2, α′ = −α
P (F )
P (F ′)
.
Define a martingale h by the formula
hk(D) =


α k ≥ m,D ∈ Dk, D ⊂ F,
α′ k ≥ m,D ∈ Dk, D ⊂ F ′,
0 otherwise.
Then
‖h‖1 = |α
′|P (F ′) + |α|P (F ) ≤ 2|α|P (Fm4) = 2(|c|+ ω + 2)P (Fm4) <
η
4
.
Further,
(fm + hm)(F ) = f
s
m(F ) + f
u
m(F ) + hm(F ) ≥ −1 + c− 1 + |c|+ ω + 2 ≥ ω.
Case 2. limP (Fi) > 0.
Denote β = limP (Fi). Then there exists m5 > m3 such that P (Fi) < 2β for
i ≥ m5. Then for each m5 ≤ i ≤ j it holds
P (Fi)
P (Fj)
≤
2β
β
≤ 2 for m5 ≤ i ≤ j.
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Using Assumptions 3.2 we find an index m > m5 for which P (Fm) < P (Fm5). Let
F = Fm. Then
P (Fm5 )
P (F ) ≤ 2. Pick F
′ ∈ Dm \ {F}, F ′ ⊂ Fm5 . Define
α = |c|+ ω + 2, α′ = −α
P (F )
P (F ′)
.
Define a martingale h by the formula
hk(D) =


α k ≥ m,D ∈ Dk, D ⊂ F,
α′ k ≥ m,D ∈ Dk, D ⊂ F ′,
0 otherwise.
Then
‖h‖1 = |α
′|P (F ′) + |α|P (F ) ≤ 2|α|P (Fm5) = 2(|c|+ ω + 2)P (Fm5)
≤ 2|c|P (Fm5) + 2(ω + 2)P (E1)
≤ 2(|fum(F )|+ 1)P (F )
P (Fm5)
P (F )
+ 2(ω + 2)ε1
≤ 4
∫
F
|fum| dP + 2P (Fm5) + 2 ·
η
8
≤ 4 ·
η
16
+ 2ε1 +
η
4
< η.
Further,
(fm + hm)(F ) = f
s
m(F ) + f
u
m(F ) + hm(F ) ≥ −1 + c− 1 + |c|+ ω + 2 ≥ ω.
The proof is finished. 
Lemma 5.6. Let f ∈ M1, η > 0, m ∈ N and E ∈ Dm. Then there exist g ∈ M1
and (Fi) ∈ K such that ‖f − g‖1 < η, Fm = E and lim sup gi(Fi) =∞.
Proof. For n ≥ 0, we inductively construct martingales fn ∈ M1, indices mn ∈ N
and sets En ∈ Dmn such that f
0 = f , m0 = m, E0 = E and for every n ∈ N the
following conditions are satisfied:
(a) mn > mn−1,
(b) En ⊂ En−1 ⊂ E0, En ∈ Dmn ,
(c) fnj = f
n−1
j for j ≤ mn−1,
(d) fnmn(En) > n.
(e)
∥∥fn − fn−1∥∥
1
< η2n .
Define f0, m0 and E0 as required. Assume that n ∈ N and that we have
constructed the required objects up to n − 1. We use Lemma 5.5 for f = fn−1,
ω = n, index mn−1 in place of n, E = En and
η
2n in place of η. We obtain f
n,
mn > mn−1, En ⊂ En−1 in Dmn such that the conditions (c)-(e) are fulfilled. This
finishes the inductive construction.
By (e) we have
∞∑
n=1
∥∥fn − fn−1∥∥
1
< η <∞,
so (fn) is a Cauchy sequence inM1 and, if we denote by g its limit, we get ‖g−f‖1 <
η. Let (Fi) ∈ K be the sequence satisfying Fmn = En, n ≥ 0. Since for any n ∈ N
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and n′ ≥ n we have fn
′
mn
= fnmn , it follows that gmn = f
n
mn
. Hence
gmn(Fmn) = f
n
mn
(Fmn) = f
n
mn
(En) > n,
so lim sup gi(Fi) =∞. This concludes the proof. 
The next two lemmas deal with approximation in M s1 . The basic idea of con-
struction is the same as in the previous case of M1, but the procedure is much
simpler.
Lemma 5.7. Let f ∈M s1 , η, ω > 0, n ∈ N and E ∈ Dn be given. Then there exist
g ∈M s1 , m ∈ N and F ∈ Dm such that
(a) g1 = · · · = gn = 0,
(b) ‖g‖1 < η,
(c) m > n and F ⊂ E,
(d) (fm + gm)(F ) > ω.
Proof. We start the proof by finding a number ε ∈ (0, η4 ) satisfying
(ω + 1)ε <
η
2
.
Using Assumptions 3.2 we find m1 > n and E1 ⊂ E in Dm1 such that P (E1) < ε.
Now we find a sequence (Fi) ∈ K such that
Fm1 = E1 and lim fi(Fi) = 0.
This is possible since f ∈M s1 and hence the sequence (fi) converges almost surely
to zero. Let m2 > m1 be so large that fk(Fk) > −1 for k ≥ m2. We pick m > m2
such that P (Fm) < P (Fm2) (using Assumptions 3.2). Pick F
′ ∈ Dm \ {Fm} such
that F ′ ⊂ Fm2 . We denote F = Fm.
Set
α = ω + 1, α′ = −α
P (F )
P (F ′)
.
Now we will define a martingale h as follows: We set hk = 0 for k < m and
hm(D) =


α, D = F,
α′, D = F ′,
0 otherwise.
The functions hk, k > m, are defined inductively as follows. Fix k > m and suppose
that hi is defined for i < k. Fix anyD ∈ Dk−1. IfD ∈ Dk, we set hk(D) = hk−1(D).
If D /∈ Dk, we choose D′ ∈ Dk, D′ ⊂ D such that P (D′) ≤
1
2P (D). We set
hk(E) =
{
P (D)
P (D′)hk(D), E = D
′,
0, E ∈ Dk, E ⊂ D,E 6= D
′.
If we perform this construction for each D ∈ Dk−1, we will have constructed hk
completing thus the induction step.
It is clear that the constructed sequence h = (hk) is a martingale. Moreover,
‖h‖1 = |α
′|P (F ′) + |α|P (F ) ≤ 2|α|P (Fm2) ≤ 2(ω + 1)ε < η.
Further,
(fm + hm)(F ) > −1 + ω + 1 = ω.
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Finally, h ∈ M s1 . Indeed, set Ak = {ω ∈ Ω : hk(ω) 6= 0}. Then the sequence
(Ak)k≥m is decreasing and, moreover, for each k ≥ m there is k′ > k such that
P (Ak′) ≤
1
2P (Ak).
The proof is finished. 
Lemma 5.8. Let f ∈ M s1 , η > 0, m ∈ N and E ∈ Dm. Then there exist g ∈ M
s
1
and (Fi) ∈ K such that ‖f − g‖1 < η, Fm = E and lim sup gi(Fi) =∞.
Proof. The proof is exactly the same as the proof of Lemma 5.6. We only should
refer to Lemma 5.7 instead to Lemma 5.5 and the sequence (fn) should be con-
structed in M s1 rather than in M1. 
The last result of this section says that a typical martingale fromM1,1 converges
almost surely to zero. This is used to prove Theorem 4.3.
Proposition 5.9. The set M s1,1 =M1,1 ∩M
s
1 is comeager in M1,1.
Proof. In the proof we will use the Banach-Mazur game. Let us briefly recall its
setting. There are two players – I and II and they play in turns nonempty open
subsets of M1,1. The player I starts by choosing a nonempty open set U1 ⊂ M1,1.
Then player II chooses V1, player I chooses U2 and so on. They should obey the
rule that the chosen open set is contained in the previous move of the other player.
I.e., they produce a decreasing sequence of nonempty open sets
U1 ⊃ V1 ⊃ U2 ⊃ V2 ⊃ U3 ⊃ · · ·
The player II wins if
⋂
n Vn ⊂M
s
1,1. To show that M
s
1,1 is comeager it is enough to
describe a winning strategy for the player II.
For f ∈M1,1, n ∈ N and ε > 0 we set
A(f , n, ε) = {g ∈M1,1 : ‖gi − fi‖L1 < ε for i = 1, . . . , n}.
These sets are open and form a basis of M1,1. Without loss of generality we may
suppose that both players use only open sets belonging to the basis, hence they
construct a sequence
A(f1, n1, ε1) ⊃ A(g
1,m1, δ1) ⊃ A(f
2, n2, ε2) ⊃ A(g
2,m2, δ2) ⊃ · · ·
We will describe a strategy for the player II. Suppose that the previous move of
the player I is A(fk, nk, εk) (where k ∈ N is the number of the move). Let us define
a martingale gk as follows:
• Let qk > nk be the smallest integer such that Dqk 6= Dnk . (Such a number
exists due to Assumptions 3.2.)
• For 1 ≤ i < qk set gki = f
k
i .
• Choose gkqk ∈ L
1(Σqk) such that E(g
k
qk
|Σnk) = g
k
nk
and ‖gkqk‖L1 = 1.
• If i ≥ qk and gki is already defined, we define g
k
i+1 as follows.
Fix any D ∈ Di. If D ∈ Di+1, we set gki+1(D) = g
k
i (D). If D /∈ Di+1, we
choose D′ ∈ Di+1, D′ ⊂ D such that P (D′) ≤
1
2P (D). We set
gki+1(E) =
{
P (D)
P (D′)g
k
i (D), E = D
′,
0, E ∈ Di+1, E ⊂ D,E 6= D′.
If we perform this construction for each D ∈ Di+1, we will have constructed
gki+1.
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In this way we have constructed a martingale gk ∈M1,1. Moreover, similarly as
in the proof of Lemma 5.7 we see that the sequence of sets
{ω ∈ Ω : gki (ω) 6= 0}, i ≥ nk,
is decreasing and the measure of these sets goes to zero. Fix mk ≥ qk such that
P ({ω ∈ Ω : gkmk(ω) 6= 0}) <
1
k
.
Finally, fix δk ∈ (0,min{
1
k2
, εk}). The answer of the player II will be A(g
k,mk, δk).
It is clear that we have described a strategy for the player II. Next we will show
that this strategy is winning. So, suppose that a run
A(f1, n1, ε1) ⊃ A(g
1,m1, δ1) ⊃ A(f
2, n2, ε2) ⊃ A(g
2,m2, δ2) ⊃ · · ·
was played according to the strategy. We will continue in three steps.
Step 1: Let k ∈ N, h ∈ A(gk,mk, δk) and j ≥ mk. Then
P ({ω ∈ Ω : |hj(ω)| ≥ kδk}) <
2
k
.
To see this, set E = {ω ∈ Ω : gkmk(ω) = 0}. By the construction we have
P (Ω \ E) < 1
k
. Moreover,∫
Ω\E
|gkmk | dP =
∫
Ω
|gkmk | dP = ‖g
k
mk
‖L1 = 1,
so ∫
Ω\E
|hj | dP ≥
∫
Ω\E
|hmk | dP ≥ 1−
∫
Ω\E
|gkmk − hmk | dP ≥ 1− δk,
hence ∫
E
|hj | dP ≤ 1−
∫
Ω\E
|hj | dP ≤ δk.
Therefore
δk ≥
∫
E
|hj| dP ≥ kδkP ({ω ∈ E : |hj(ω)| ≥ kδk}).
Finally,
P ({ω ∈ Ω : |hj(ω)| ≥ kδk}) ≤ P ({ω ∈ E : |hj(ω)| ≥ kδk}) + P (Ω \ E) <
2
k
.
This completes the first step.
Step 2: Let k ∈ N, h ∈ A(gk,mk, δk) and r > mk. Then
P ({ω ∈ Ω : |hj(ω)| ≥ kδk for some mk ≤ j ≤ r}) <
2
k
.
Indeed, for mk ≤ j ≤ r set
Ej = {ω ∈ Ω : |hj(ω)| ≥ kδk} and Dj = Ej \
⋃
mk≤i<j
Ei.
Then Ej ∈ Σj and hence Dj ∈ Σj as well. Let us define a martingale h
′ such that
for each i ∈ N and D ∈ Di we have:
h′i(D) =
{
hj(D
′) if j ≤ i,mk ≤ j ≤ r and D′ ∈ Dj , D ⊂ D′ ⊂ Dj,
hi(D) otherwise.
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This formula well defines h′i since the sets Dj , mk ≤ j ≤ r are pairwise disjoint.
Moreover, then h′ ∈ A(gk,mk, δk) and
{ω ∈ Ω : |hj(ω)| ≥ kδk for some mk ≤ j ≤ r} = {ω ∈ Ω : |h
′
r(ω)| ≥ kδk},
so we conclude by Step 1.
Step 3 (conclusion): If h ∈
⋂
k∈NA(g
k,mk, δk), then h ∈M s1 .
Fix h ∈
⋂
k∈NA(g
k,mk, δk). Suppose h /∈M s1 , i.e.,
P ({ω ∈ Ω : hi(ω) 6→ 0}) > 0.
Then there is some k ∈ N such that
P ({ω ∈ Ω : lim sup |hi(ω)| >
1
k
}) >
2
k
.
Then
P ({ω ∈ Ω : |hi(ω)| >
1
k
for infinitely many i ∈ N}) >
2
k
,
therefore there is some r > mk such that
P ({ω ∈ Ω : |hi(ω)| >
1
k
for some mk ≤ i ≤ r}) >
2
k
.
Since kδk <
1
k
, this contradicts Step 2 and the proof is completed. 
6. Proofs of the main results
In this section we prove the main theorems (except for Theorem 4.3 which has
been already proved). All these theorems contain an ‘in particular’ part which
follows in all the four cases from the Kuratowski-Ulam theorem, see, e.g., [12,
Theorem 15.1]. The theorem can be applied since K has a countable base, as a
compact metrizable space.
Further, the proofs of three theorems have a similar pattern. We first prove that
the respective set is Gδ and subsequently we show that it is dense.
Proof of Theorem 4.1. Set
A = {(f , x) ∈ Y ×K : lim sup fn(x) = +∞},
B = {(f , x) ∈ Y ×K : lim inf fn(x) = −∞}.
By Lemma 5.1 and Lemma 5.2, both sets are Gδ. So A ∩B is Gδ as well. To show
that A ∩B is dense, it is enough to show that both sets A and B are dense.
If Y = M1, the set A is dense by Lemma 5.6. If Y =M
s
1 , the set A is dense by
Lemma 5.8. Since B = −A, B is in both cases dense as well.
Next suppose that Y =Mu1 or Y =Mp for some p ∈ (1,∞) (recall thatMp =M
u
p
for p ∈ (1,∞)). Let f be the martingale constructed in Lemma 5.3 (the value of
N does not matter here, take for example N = 1). Then f ∈ Y and, moreover, for
any g ∈M∞ we have f + g ∈ Y and
lim(fn(x) + gn(x)) = +∞ for x from a dense subset of K,
lim(fn(x) + gn(x)) = −∞ for x from a dense subset of K.
Further, M∞ is dense in Y (in the norm of Y ) since L
∞(Σ∞) is dense in L
p(Σ∞)
for any p ∈ [1,∞). Hence {f + g : g ∈M∞} is a dense subset of Y . It follows that
both sets A and B are dense. 
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Proof of Theorem 4.2. Set
A = {(f , x) ∈Mp,1 ×K : lim sup fn(x) = +∞},
B = {(f , x) ∈Mp,1 ×K : lim inf fn(x) = −∞}.
By Lemma 5.1 and Lemma 5.2 both sets are Gδ. So A ∩B is Gδ as well. To show
that A ∩B is dense, it is enough to show that both sets A and B are dense.
Fix an arbitrary element (f0, x) ∈Mp,1 ×K. Then x = (Di) where Di ∈ Di for
i ∈ N. Take U to be any neighborhood of (f0, x). Without loss of generality we
may suppose that U is a basic neighborhood, i.e.,
U = {(g, (Ei)) ∈Mp,1 ×K : EN = DN and ‖f
0
i − gi‖Lp < ε for i ≤ N},
where ε > 0 and N ∈ N are given. Define a martingale f1 by
f1i =
{
(1− ε2 )f
0
i i ≤ N,
(1− ε2 )f
0
N i > N.
Further, let f be the martingale constructed in Lemma 5.3 for the given value
of N . Then f ∈ Mp, thus there is some η > 0 such that ‖ηf‖ <
ε
2 . Take the
martingale g = f1 + ηf . Then g ∈ Mp,1 and ‖gi − f0i ‖Lp < ε for i ≤ N . Further,
lim gn(y) = +∞ for y from a dense subset of K. Thus, there is such y = (Fi) with
FN = DN . Then (g, y) ∈ A ∩ U . In the same way we can find z ∈ K such that
(g, z) ∈ B ∩ U . This shows that A and B are dense. 
Proof of Theorem 4.5. Set
A = {(f , x) ∈M∞,1 ×K : lim sup fn(x) = 1},
B = {(f , x) ∈M∞,1 ×K : lim inf fn(x) = −1}.
Since the values fn(x) belong to the interval [−1, 1], it follows from Lemma 5.1 and
Lemma 5.2 that both sets are Gδ. So A ∩ B is Gδ as well. To show that A ∩ B is
dense, it is enough to show that both sets A and B are dense.
Fix an arbitrary element (f , x) ∈ M∞,1 × K. Then x = (Di) where Di ∈ Di
for i ∈ N. Take U any neighborhood of (f , x). Without loss of generality we may
suppose that U is a basic neighborhood, i.e.,
U = {(g, (Ei)) ∈M∞,1 ×K : EN = DN and ‖fi − gi‖L∞ < ε for i ≤ N},
where ε > 0 and N ∈ N are given. By Lemma 5.4 there is a martingale g with the
properties:
• gN = (1−
ε
2 )fN ,
• gN ∈M∞,1,
• lim gn(y) = 1 for y from a dense subset of K.
• lim gn(y) = −1 for y from a dense subset of K.
So, we can take y1 = (Ei) such that EN = DN and lim gn(y1) = 1 and y2 = (Fi)
such that FN = DN and lim gn(y2) = −1. Then (g, y1) ∈ A∩U and (g, y2) ∈ B∩U .
This completes the proof that A and B are dense. 
The proof of the last theorem is different since the set in question is not Gδ and
it is not enough to prove that it is just dense.
Proof of Theorem 4.6. The set in question is Gδσ since it equals to
⋃
n∈NGn
where
Gn =
{
(f , x) ∈M∞ ×K : osc(fk(x)) ≥
1
n
}
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and these sets are Gδ by Lemma 5.1 and Lemma 5.2. To show that our set is
comeager, it is enough to prove that
∀ U ⊂M∞ ×K nonempty open ∃ V ⊂ U nonempty open
∃ n ∈ N : Gn ∩ V is dense in V.
So, fix a nonempty open set U ⊂M∞×K. Without loss of generality, it is a basic
open set, so there are f0 ∈M∞, ε > 0, N ∈ N and D ∈ Dn such that
U = {(g, (Ei)) ∈M∞ ×K : sup
i
‖gi − f
0
i ‖L∞ < ε and EN = D}.
Let us distinguish two possibilities:
Case 1. There exists n ∈ N such that the set{
x = (Ei) ∈ K : EN = D and osc(f
0
k (x)) ≥
1
n
}
is somewhere dense in K. Then there exist N1 ∈ N, N1 ≥ N and D′ ∈ DN1 with
D′ ⊂ D such that for x from a dense subset of the set {(Ei) ∈ K : EN1 = D
′} we
have osc(fk(x)) ≥
1
n
. Fix δ ∈ (0, ε) such that δ < 13n . Set
V = {(g, (Ei)) ∈M∞ ×K : sup
i
‖gi − f
0
i ‖L∞ < δ and EN1 = D
′}.
Then V is a nonempty open subset of U such that G3n ∩ V is dense in V .
Case 2. For each n ∈ N the set{
x = (Ei) ∈ K : EN = D and osc(f
0
k (x)) ≥
1
n
}
is nowhere dense inK. Fix n ∈ N such that 2
n
< ε. Then there are N1 ∈ N, N1 ≥ N
and D′ ∈ DN1 with D
′ ⊂ D such that for each x = (Ei) ∈ K such that EN1 = D
′
we have osc(f0k (x)) <
1
n
. Let f be the martingale given by Lemma 5.4 for N1 in
place of N and for h = 0. Set f1 = f0+ 2
n
f . Then ‖f1− f0‖∞ ≤
2
n
< ε and for x
from a dense subset of the set {(Ei) ∈ K : EN1 = D
′} we have osc(f1(k)) ≥ 3
n
. Set
V =
{
(g, (Ei)) ∈M∞ ×K : sup
i
‖gi − f
1
i ‖L∞ <
1
n
and EN1 = D
′
}
.
Then V is a nonempty open subset of U such that Gn ∩ V is dense in V .
This completes the proof. 
7. Remarks on the general case
In this paper we focused on martingales adapted to a given filtrations of finite
σ-algebras. It it the easiest nontrivial case, but it is, of course, only a very special
case of martingales (as pointed out by one of the referees). In this section we discuss
possible generalizations.
Let us first focus on general discrete martingales. It means that we have a
sequence (Dn) of countable partitions of Ω such that for each n ∈ N the partition
Dn+1 refines Dn and Σn = σ(Dn). Then we can proceed similarly as in Section 3
to define maps ϕm,n, the space K, the maps ϕn, the map ψ and the measure P˜ .
The difference is that K need not be compact, but it is a zero-dimensional Polish
space. Further, there is no unique topological description of K in case it has no
isolated points – it may be homeomorphic to the Cantor space {0, 1}N, to the Baire
space NN or to some other space. We will also suppose that Assumptions 3.2 are
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fulfilled (their form is the same). Then K has no isolated points and the support
of P˜ is K. Further, Convention 3.3 can be used in this case as well.
The results in Section 5 can be proved exactly in the same way as in the case
the partitions Dn are finite. Only at two places one should be more careful. It is at
the end of the proof of Lemma 5.7 where it is proved that P (Ak) → 0 and at the
analogous place of the proof of Proposition 5.9. In this case it is easy to verify, that
for any k ≥ m there is k′ > k such that, say, P (Ak′) ≤
3
4P (Ak) which is enough
to conclude. Since K has a countable base, the Kuratowski-Ulam theorem works
in this case, too. It follows that all the main results are valid in this more general
case as well.
The situation for general filtrations is more complicated. However, the analogous
questions are also canonical and can be formulated. Let us describe the situation.
Suppose that (Ω,Σ, P ) is a probability space. Let N denote the σ-ideal of P -null
sets. Let B denote the measure algebra of this probability space (see [6, 321H]), i.e.,
it is the quotient Boolean algebra Σ/N equipped with the probability P defined
by P ([A]) = P (A) for A ∈ Σ (by [A] we denote the equivalence class of A). Let us
equip B with the Fre´chet-Nikody´m metric ρ defined by ρ([A], [B]) = P (A△B) (see,
e.g., [6, 323A(c)]). It is well known and easy to see that this metric is complete on
B (see, e.g., [6, 323G(c)]).
Let f ∈ L1(Σ). Then we can define a function f : B \ {0} → R by the formula
f([A]) =
1
P (A)
∫
A
f dP.
This function is continuous with respect to the metric ρ (as a ratio of two continuous
functions [A] 7→
∫
A
f dP and [A] 7→ P (A)). Moreover, it satisfies the equality
P
(∨
n
[An]
)
f
(∨
n
[An]
)
=
∑
n
P ([An])f([An])
whenever ([An]) is a disjoint sequence (finite of infinite) in B \ {0} (the symbol
∨
denotes the ‘join’ operation in B).
Suppose that we have a filtration (Σn) of σ-subalgebras of Σ. Denote by Σ∞ the
σ-algebra generated by
⋃∞
n=1Σn. Let Bn be the measure algebra of the probability
space (Ω,Σn, P |Σn) (for any n ∈ N ∪ {∞}). It is clear that
B1 ⊂ B2 ⊂ · · · ⊂ B∞ ⊂ B
is an increasing sequence of Boolean subalgebras of B, for each n ∈ N ∪ {∞} we
have P |Σn = P |Bn and the Fre´chet-Nikody´m metric on Bn is the restriction of ρ.
Now we are ready to define the space K:
K =
{
([Bn]) ∈
∏
n∈N
(Bn \ {0}) : (∀n ∈ N)([Bn+1] ≤ [Bn])
}
.
Since Bn is complete in the Fre´chet-Nikody´m metric, Bn \{0} is completely metriz-
able and the countable product is again completely metrizable. Moreover, the setK
is closed in the product. Indeed, suppose that the sequence ([Bn]) does not belong
to K. It means that there is some k with [Bk+1] 6≤ [Bk], i.e., δ = P (Bk+1 \Bk) > 0.
Suppose that ([Cn]) is any sequence in the product satisfying P (Ck+1△Bk+1) <
δ
3
and P (Ck△Bk) <
δ
3 . Then P (Ck+1 \ Ck) >
δ
3 , so ([Cn]) /∈ K. It completes the
TYPICAL MARTINGALE DIVERGES AT A TYPICAL POINT 21
proof that the complement of K is open, hence K is closed. It follows that K is
completely metrizable.
Let f = (fn) be a martingale adapted to the filtration (Σn). For any n ∈ N let
fn be the continuous function on Bn\{0} associated to fn as above. The martingale
condition then means that fn|Bm\{0} = fm for m ≤ n. Therefore such a martingale
can be represented as a sequence (gn) of continuous functions on K defined by
gn(([Bk])
∞
k=1) = fn([Bn]) =
1
P (Bn)
∫
Bn
fn dP, ([Bk])
∞
k=1 ∈ K,n ∈ N.
It follows that it makes sense to investigate pointwise behaviour of such martingales.
Therefore it is natural to ask the following question:
Question 7.1. Let (Ω,Σ, P ) be a probability space and let (Σn) be a filtration of
σ-subalgebras of Σ. Let K be the above defined completely metrizable space. To
any martingale f = (fn) adapted to the filtration (Σn) we assign the sequence (gn)
of continuous functions as above. Similarly as in Convention 3.3 we will write
fn(([Bk])) to denote gn(([Bk])). Further, suppose that
∀n ∈ N ∀B ∈ Σn, P (B) > 0 ∃m ≥ n ∃C ∈ Σm : C ⊂ B & 0 < P (C) < P (B).
Are in this setting valid the analogues of the results of Section 4?
We conjecture that the analogous results are valid, but the proofs should be
more involved. The reason is that constructing ad hoc non-discrete martingales
is not so easy. Further, it is worth to remark that the Kuratowski-Ulam theorem
used to prove the ‘in particular parts’ of several results works only if the space K
is separable. It is the case when the probability P is of countable type on Σ∞ (i.e.,
if it is of countable type on each Σn). This condition is natural when studying
individual martingales. But when we consider all the martingales adapted to a
given filtration, it makes sense to consider also probabilities of uncountable type.
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