IMPLEMENTASI CONVOLUTIONAL NEURAL NETWORK UNTUK EKSTRAKSI FITUR CITRA DAUN DALAM KASUS DETEKSI PENYAKIT PADA TANAMAN MANGGA MENGGUNAKAN RANDOM FOREST by Adenia, Riksa
 
 
IMPLEMENTASI CONVOLUTIONAL NEURAL NETWORK UNTUK 
EKSTRAKSI FITUR CITRA DAUN DALAM KASUS DETEKSI 




LAPORAN TUGAS AKHIR 
 
Diajukan Untuk Memenuhi 
Persyaratan Guna Meraih Gelar Sarjana 


























PROGRAM STUDI INFORMATIKA FAKULTAS TEKNIK 











Puji syukur Alhamdulillah senantiasa Penulis ucapkan atas kehadirat Allah SWT yang 
telah melimpahkan Rahmat, Taufik dan Hidayah-Nya sehingga pada akhirnya mampu 
menyelesaikan tugs akhir dengan judul “Implementasi Convolutional Neural Network 
Untuk Ekstraksi Fitur Citra Daun Dalam Kasus Deteksi Penyakit Pada Tanaman 
Mangga Menggunakan Random Forest”, meskipun masih terdapat banyak kekurangan. 
Shalawat serta salam semoga selal tercurah kepada junjungan kita Nabi Besar Muhammad 
SAW. 
Penyusun Tugas Akhir ini diajukan untuk memenuhi syarat akademis dalam rangka 
menyelesaikan Studi S1 Program Studi Teknik Informatika di Fakultas Teknik Universitas 
Muhammadiyah Malang. Penulis menyadari bahwa dalam penyusunan tugas akhir ini tidak 
lepas dari bimbingan dan bantuan dari berbagai pihak. Oleh karena itu dalam kesempatan ini 
ucapkan terima kasih penulis sampaikan kepada kepada :  
1. Orang tua tercinta Ayah dan Ibu dan yang selalu memberikan semangat, doa, 
kebahagiaan, nasehat, materi, motivasi, dan semua hal baik yang tidak bisa disebutkan 
secara rinci.  
2. Bapak Agus Eko Minarno., M.Kom, selaku Dosen Pembimbing 1 dan Bapak Yufis 
Azhar, M.Kom., selaku Dosen Pembimbing 2 yang selalu bersedia meluangkan waktu 
dan tenaga untuk memberikan arahan, petunjuk serta saran yang dengan sabar, karena 
saya sadari terkadang perlu beberapa kali penjelasam agar saya dapat memahami. 
3. Seluruh para idol EXO dan NCT terutama idola saya Kai dengan Taeyong, yang selalu 
menjadi support system bagi saya, selalu menyampaikan dan memberikan pengalaman 
berharga sehingga menjadi  motivasi selama penyusunan tugas akhir ini. 
Penulis menyadari masih banyak kekurangan dalam penulisan tugas akhir ini. Untuk it, 
penulis sangat mengharapkan saran yang membangun agar tulisan ini dapat berguna dalam 
perkembangan ilmu pengetahuan kedepannya. 
 











LEMBAR PERSETUJUAN ii 
LEMBAR PERNYATAAN iv 
KATA PENGANTAR v 
Abstrak vii 
Abstract viii 
DAFTAR ISI ix 
DAFTAR GAMBAR xii 
DAFTAR TABEL xv 
BAB I 1 
1.1 Pendahuluan .......................................................................................... 1 
1.2 Rumusan Masalah .................................................................................. 4 
1.3 Tujuan Penelitian ................................................................................... 4 
1.4 Batasan Masalah .................................................................................... 4 
BAB II 6 
2.1 Penelitian Terdahulu .............................................................................. 6 
2.2 Penyakit Daun Mangga .......................................................................... 6 
2.3 Data Preprocessing................................................................................. 7 
2.4 Augmentasi Data.................................................................................... 8 
2.5 Convolutional Neural Network .............................................................. 8 
2.6 Random Forest ....................................................................................... 9 
2.7 Evaluasi ................................................................................................. 9 
2.7.1 Accuracy 9 
2.7.2 Precision 10 
2.7.3 Recall 10 
2.8 Arsitektur CNN Pada Penelitian Sebelumnya ....................................... 10 
 
 
2.8.1 Arsitektur CNN I – Tan Nhat Tran 10 
2.8.2 Arsitektur CNN II - Singh Uday Pratap 11 
2.8.3 Arsitektur CNN III - Borys Tymchenkol .............................................. 13 
 13 
Pada arsitektur CNN ini yang biasa digunakan pada data gambar. Model pada CNN ini dapat 
digunakan untuk mendeteksi dapat menganalisa suatu objek pada gambar[17]. 13 
BAB III 14 
3.1 Dataset ................................................................................................. 14 
3.2 Labeling ............................................................................................... 15 
3.3 Pre-Processing ..................................................................................... 15 
3.4 Spliting Data ........................................................................................ 20 
3.5 Membangun Arsitektur Dari Dua Metode Yang Digunakan ................. 20 
3.5.1 Convolutional Neural Network ............................................................ 20 
3.5.2 Random Forest ..................................................................................... 21 
3.6 Lingkungan Kerja ................................................................................ 22 
3.7 Pengujian ............................................................................................. 23 
BAB IV 24 
4.1 Pre-Processing Dan Augmentasi Data .................................................. 24 
4.1.1 Membuat Folder Sesuai Label Pada Gambar dan Menempatkan File Gambar Sesuai 
Dengan Labelnya ............................................................................................ 24 
4.1.2 Melakukan Preprocessing Of  Images .................................................. 24 
4.1.3 Melakukan Preprocessing dan Augmentasi Gambar ............................. 26 
a Membuat fungsi horizontal flip ............................................................ 26 
b Membuat fungsi vertical flip ................................................................ 27 
c Membuat fungsi rotasi dengan searah jarum jam. ................................. 28 
d Membuat fungsi rotasi dengan berlawanan arah jarum jam................... 29 
e Membuat fungsi pergeseran melengkung pada gambar ......................... 30 
f Membuat fungsi Menambah efek terang pada gambar .......................... 31 
 
 
g Membuat efek buram/blur pada gambar ............................................... 32 
4.2 Metode CNN ....................................................................................... 33 
4.2.1 Membuat Folder Dataset Gambar Menjadi Bentuk Pandas Dataframe33 
4.2.2 Pembagian Dataset Menjadi 3 Bagian Yaitu Training, Testing, Dan Validation 34 
4.2.3 Membuat Arsitektur Model CNN Yang Digunakan 36 
4.2.4 Membuat Plot Grafik 38 
4.2.5 Membuat Penyimpanan Model Dan Arsitektur 38 
4.2.6 Melakukan Prediksi Terhadap Data 38 
4.3 Metode Random Forest ........................................................................ 40 
4.3.1 Membuat Variabel 40 
4.3.2 Melakukan Preprocessing Dari Setiap Kategori Label Dan Augmentasi40 
4.3.3 Model Random Forest 45 
4.3.4 Melakukan Prediksi Terhadap Data 49 
4.4 Evaluasi ............................................................................................... 50 
4.4.1 Metode CNN 50 
a. Training Model 50 
b. Testing Model 52 
c. Plot Hasil Confusion Matrix 52 
d. Hasil Prediksi Data Baru 53 
4.4.2 Metode Random Forest 54 
a Testing Model 55 
c Hasil Prediksi Data Baru 55 
4.5 Hasil Penelitian .................................................................................... 56 
4.6 Perbandingan Performa Dengan Penelitian Sebelumnya ....................... 57 
BAB V 60 
5.1 Kesimpulan .......................................................................................... 60 
5.2 Saran .................................................................................................... 60 
 
 






Gambar 1. Arsitektur CNN 1 Pada Penelitian Sebelumnya 23 
Gambar 2 . Arsitektur CNN 2 Pada Penelitian Sebelumnya 24 
Gambar  3. Alur Penelitian Dalam Model Penerapan Random Forest Menggunakan CNN 25 
Gambar 4. Model resize gambar arah jarum jam 26 
Gambar 5 . Model rotasi berlawanan jarum jam 27 
Gambar 6. Model rotasi searah jarum jam 27 
Gambar 7. Model horizontal flip 28 
Gambar 8. . Model vertical flip 28 
Gambar 9. Model effect terang 29 
Gambar 10. Model efek blur/buram 29 
Gambar 11. Model pergeseran melengkung 30 
Gambar 12. Arsitektur model CNN 31 
Gambar 13. Source Code Mengatur Resize Gambar 35 
Gambar 14. Source Code Rotasi Berlawanan Arah Jarum Jam 36 
Gambar 15. Source Code Rotasi Searah Jarum Jam 37 
Gambar 16.  Source Code Horizontal Flip 38 
Gambar 17. Source Code Vertical Flip 39 
Gambar 18. Source Code Model Efek Terang Pada Gambar 40 
Gambar 19. Source Code Model Efek Blur/Buram Pada Gambar 41 
Gambar 20. Source Code Model Pergeseran Melengkung Pada Gambar 42 
Gambar 21. Source Code Membuat Data Frame Menjadi Rapi 42 
Gambar 22. Source Code Proses Mengubah Ukuran Gambar 43 
Gambar 23. Source Code Menampilkan Data Gambar Dari Seluruh Proses Augmentasi Yang 
Telah Dilakukan 43 
Gambar 24. 5 Sampel Dari 2 Kelas Yang Berbeda Adalah Hasil Dari Proses Augmentasi 43 
Gambar 25.  Source Code Pembagian Dataset 44 
Gambar 26. Source code data training dan testing dijadikan dalam bentuk array 44 
Gambar 27. Source Code Untuk Memeriksa Distribusi Ukuran Data Train Dan Data Test 44 
Gambar 28. Source Code Bentuk Ulang Gambar Ke Dalam 3 Dimensi 45 
Gambar 29. Source Code Tahap Normalisasi Pixel Pada Data Train, Test, Dan Validation 45 
Gambar 30. Source Code Arsitektur Model CNN 46 
 
 
Gambar 31. Source Code Plot Akurasi Loss Training Dan Validation 47 
Gambar 32. Source Code Hasil Akurasi Training Dan Validation 47 
Gambar 33. Source Code Untuk Menyimpan Model Dan Arsitektur Pada File 48 
Gambar 34. Source Code Melakukan Prediksi Terhadap Data Testing 48 
Gambar 35. Source Code Prediksi Data Baru 49 
Gambar 36. Source Code Jenis Model Variabel Yang Dibuat 49 
Gambar 37. Source Code Membuat Direktori Yang Menampung Dataset 50 
Gambar 38. Source Code Kategori Dataset Sebelum Melakukan Preprocessing 50 
Gambar 39. Source Code Proses Running Pada Perulangan Data 51 
Gambar 40. Output Proses Running Pada Perulangan Data 51 
Gambar 41. Source Code Kolom Dan Baris 51 
Gambar 42 52 
Gambar 43 53 
Gambar 44. Hasil Dari Tampilan  Gambar Yang Telah Di Resize 53 
Gambar 45. Source Code Untuk Tampilan Gambar Yang Telah Resize Pada Indeks Ke 20
 54 
Gambar 46. Source Code Train, Test, Split Yang Disediakan Oleh Sklearn Untuk Proses 
Pembagian Dataset Menjadi Training Dan Testing 55 
Gambar 47. Source Code Mengecek Data Training Dan Testing Dalam Proporsi Yang Sama
 55 
Gambar 48. Hasil Dari Gambar 47. 55 
Gambar 49. Source Code Untuk Model Random Forest 56 
Gambar 50. Source code Meringkas Hasil Gridsearchcv Kedalam Bentuk Pandas Dataframe 
Dan Menyimpan Dalam Bentuk CSV 56 
Gambar 51. Output Dari Gambar 49. 57 
Gambar 52. Hasil Dari Gambar 50 58 
Gambar 53. Source Code Untuk Mencetak Hasil Parameter Terbaik 59 
Gambar 54. Hasil Parameter Terbaik 59 
Gambar 55.  Source Code Mencetak Hasil Prediksi 59 
Gambar 56. Source Code Untuk Prediksi Pada Data Baru 60 
Gambar 57. Hasil Akurasi Loss Training Dan Validation 61 
Gambar 58. Hasil Akurasi Training Dan Validation 61 
Gambar 59. Hasil Testing Model 62 
Gambar 60. Hasil Confusion Matrix Dan Data Prediksi 62 
 
 
Gambar 61. Hasil Prediksi Dari Data Baru 63 
Gambar 62. Hasil Prediksi Expected Results Dengan Predicted Results. 64 
Gambar 63. Hasil Testing Model. 64 






Table 1. Studi Literature 18 
Tabel 2. Akurasi Eksperimen Terhadap 2 Metode 63 













[1] L. C. Ngugi, M. Abelwahab, and M. Abo-Zahhad, “Recent advances in image processing 
techniques for automated leaf pest and disease recognition – A review,” Inf. Process. 
Agric., no. xxxx, 2020, doi: 10.1016/j.inpa.2020.04.004. 
[2] E. E. Saeed et al., “Detection and management of mango dieback disease in the United 
Arab Emirates,” Int. J. Mol. Sci., vol. 18, no. 10, 2017, doi: 10.3390/ijms18102086. 
[3] T. N. Pham, L. Van Tran, and S. V. T. Dao, “Early Disease Classification of Mango 
Leaves Using Feed-Forward Neural Network and Hybrid Metaheuristic Feature 
Selection,” IEEE Access, vol. 8, pp. 189960–189973, 2020, doi: 
10.1109/access.2020.3031914. 
[4] C. Trongtorkid and P. Pramokchon, “Expert system for diagnosis mango diseases using 
leaf symptoms analysis,” 3rd Int. Conf. Digit. Arts, Media Technol. ICDAMT 2018, pp. 
59–64, 2018, doi: 10.1109/ICDAMT.2018.8376496. 
[5] U. P. Singh, S. S. Chouhan, S. Jain, and S. Jain, “Multilayer Convolution Neural Network 
for the Classification of Mango Leaves Infected by Anthracnose Disease,” IEEE Access, 
vol. 7, pp. 43721–43729, 2019, doi: 10.1109/ACCESS.2019.2907383. 
[6] S. C. Madiwalar and M. V. Wyawahare, “Plant disease identification: A comparative 
study,” 2017 Int. Conf. Data Manag. Anal. Innov. ICDMAI 2017, pp. 13–18, 2017, doi: 
10.1109/ICDMAI.2017.8073478. 
[7] L. Ratnawati and D. R. Sulistyaningrum, “Penerapan Random Forest untuk Mengukur 
Tingkat Keparahan Penyakit pada Daun Apel,” vol. 8, no. 2, pp. A71–A77, 2019. 
[8] S. B. Ullagaddi and S. Viswanadha Raju, “Automatic Robust Segmentation Scheme for 
Pathological Problems in Mango Crop,” Int. J. Mod. Educ. Comput. Sci., vol. 9, no. 1, pp. 
43–51, 2017, doi: 10.5815/ijmecs.2017.01.05. 
[9] B. Tymchenko, P. Marchenko, and D. Spodarets, “Deep learning approach to diabetic 
retinopathy detection,” ICPRAM 2020 - Proc. 9th Int. Conf. Pattern Recognit. Appl. 
Methods, pp. 501–509, 2020, doi: 10.5220/0008970805010509. 
[10] T. Rui, J. Zou, Y. Zhou, J. Fei, and C. Yang, “Convolutional neural network simplification 
based on feature maps selection,” Proc. Int. Conf. Parallel Distrib. Syst. - ICPADS, vol. 0, 
pp. 1207–1210, 2016, doi: 10.1109/ICPADS.2016.0161. 
[11] W. Setiawan, “Perbandingan Arsitektur Convolutional Neural Network Untuk Klasifikasi 
Fundus,” J. Simantec, vol. 7, no. 2, pp. 48–53, 2020, doi: 10.21107/simantec.v7i2.6551. 
[12] R. Qian, Y. Yue, F. Coenen, and B. Zhang, “Visual attribute classification using feature 
selection and convolutional neural network,” Int. Conf. Signal Process. Proceedings, 
ICSP, vol. 0, no. i, pp. 649–653, 2016, doi: 10.1109/ICSP.2016.7877912. 
[13] K. Trang, L. Tonthat, N. Gia Minh Thao, and N. Tran Ta Thi, “Mango Diseases 
Identification by a Deep Residual Network with Contrast Enhancement and Transfer 
Learning,” 2019 IEEE Conf. Sustain. Util. Dev. Eng. Technol. CSUDET 2019, pp. 138–
142, 2019, doi: 10.1109/CSUDET47057.2019.9214620. 
[14] J. Sethupathy and S. Veni, “OpenCV based disease identification of mango leaves,” Int. J. 
Eng. Technol., vol. 8, no. 5, pp. 1990–1998, 2016, doi: 
10.21817/ijet/2016/v8i5/160805417. 
 
 [15] “Pengenalan Deep Learning Part 8 : Gender Classification using PreTrained Network 
(Transfer Learning) | by Samuel Sena | Medium”  
 https://medium.com/@samuelsena/pengenalan-deep-learning-part-8- gender-
classification-using-pre-trained-network-transfer-37ac910500d1 (accessed Jun. 13, 2021). 
[16]  Image-Classsification-using-sklearn/Image_Classification_using_SVM.ipynb at main · 
aditi-govindu/Image-Classsification-using-sklearn · GitHub 
[17] Pengenalan Deep Learning Part 7 : Convolutional Neural Network (CNN) | by Samuel 
Sena | Medium 
 
