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Discontinuous Galerkin methods are widely used in many practical fields. In this thesis,
we focus on a new class of discontinuous Galerkin methods for second-order wave equations.
This thesis is constructed by three main parts. In the first part, we study the convergence
properties of the energy-based discontinuous Galerkin proposed in [3] for wave equations.
We improve the existing suboptimal error estimates to an optimal convergence rate in the
energy norm. In the second part, we generalize the energy-based discontinuous Galerkin
method proposed in [3] to the advective wave equation and semilinear wave equation in
second-order form. Energy-conserving or energy-dissipating methods follow from simple,
mesh-independent choices of the interelement fluxes. Error estimates in the energy norm are
established. In the third part, we focus on establishing methods to overcome the computa-
tional stiffness from the high-order piecewise polynomial approximations in the energy-based
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Chapter 1
INTRODUCTION
The discontinuous Galerkin (DG) method is a combination of finite element and finite
volume methods, using piecewise polynomial basis functions. The DG method was firstly
introduced in 1973 to solve the steady-state neutron transport equation by Reed and Hill
in [69]. In 1974, LeSaint and Raviart [56] conducted the first analysis of this DG method. Let
h be the cell size and q be the degree of the polynomial approximation. They demonstrated
O(hq) convergence rate for a general mesh and O(hq+1) convergence rate for a Cartesian
mesh. In 1986, Johnson and Pitka¨ranta [50] improved the result to O(hq+
1
2 ) for a general
mesh. Later, the DG methods were used to solve both first-order hyperbolic equations
[30,31,33,41,49,71,72] and second-order elliptic equations [8, 21,55,68,77,78,84,86].
In recent years, DG methods have become very popular in many fields of science, engi-
neering and industry because of their nice properties: (1) easily handle complex geometries;
(2) arbitrary high-order accuracy; (3) hp-adaptivity; (4) explicit semi-discrete form for time
dependent problems; (5) conservative element-wise; (6) effectively capture the discontinuity
of the solution; (7) allow unstructured grids; (8) highly parallelizable because of local data
communication.
DG methods have proven to be robust, high-order, and geometrically flexible when used
to solve first-order systems in Friedrichs form [46]. But the basic wave equations arising
in physical theories are expressed as action principles for a Lagrangian, leading directly to
second-order equations. Even though it is possible to write second-order hyperbolic equa-
tions in the first-order form, the first-order formulation is quite different. It may need
more boundary conditions and it is only equivalent to the original second-order equation
for constrained data. Besides, not all second-order hyperbolic equations can be rewritten
as a first-order system which is in Friedrichs form. A wide variety of other DG methods
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have been proposed to solve second order wave equations, like local discontinuous Galerkin
method (LDG), interior penalty parameter discontinuous Galerkin method (IPDG).
The LDG method was firstly proposed by Cockburn and Shu in [34] to solve time de-
pendent convection-diffusion systems. This work was motivated by the work of Bassi and
Rebay in [13] for the compressible Navier-Stokes equations. The idea of LDG methods is
to introduce auxiliary variables, spatial derivatives of the solution, to rewrite a high or-
der partial differential equation (PDE) into a first-order system. And then use the idea
of DG methods to solve the system. The numerical fluxes for both interfaces of inter-
elements and physical boundaries are key points for the method, which are used to guaran-
tee the stability of the method. In [25], Cockburn and Dawson extended the original work
in [34] and further analyzed the problem with non-constant diffusion coefficient in multi-
dimensions and non-periodic boundary conditions. Later, Castillo et. al [19] presented
the first a priori error analysis for the LDG method for a model elliptic problem. In [27],
Cockburn et. al showed a superconvergence result for the LDG method for a model ellip-
tic problem on Cartesian grids. Castillo et. al further explored the convergence properties
of the hp-version of the LDG method for convection-diffusion problems in [20]. We refer
to [9, 10, 18, 26, 29, 31, 32, 35, 36, 58, 62, 82, 87–91] and the references therein for more details
and applications of LDG methods.
Symmetric interior penalty parameter discontinuous Galerkin (SIPDG) methods were
firstly introduced by Wheeler [84], which used a discontinuous collocation-finite element
method with interior penalties to solve second-order elliptic problems. Later, Arnold [8]
extended the method to second-order nonlinear parabolic boundary value problems. An-
other IPDG method is the non-symmetric interior penalty discontinuous Galerkin (NIPDG)
method. In [78], Rivie´re et. al antisymmetrized the bilinear form of the interior penalty
Galerkin method proposed in [8, 37, 84, 85] to solve second-order elliptic problems. Houston
et. al [47] analyzed the hp-version of the method for second-order PDEs with nonnegative
characteristic form. The essential idea for IPDG methods is to add two stabilization terms.
One is a symmetrizing term corresponding to fluxes on the interfaces of DG elements; the
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other is a penalty term that imposes a weak continuity of the numerical solution. The dif-
ference between SIPDG and NIPDG is only one sign: the symmetrizing term is added to
SIPDG and subtracted from NIPDG. For more details and applications of IPDG methods
for PDEs, we refer to [11,14,28,42,51,61,67,73,75,78,79,81] and the references therein.
Both LDG methods and IPDG methods admit many attractive properties when solving
a wide range of PDEs. But there are small drawbacks. For LDG methods, we need to
introduce extra fields which are spatial derivatives. This makes computation inefficient,
especially for problems in high dimensions (it already quadrupling the number of fields in
three space dimensions). For IPDG methods, the stability of the schemes depends on the
mesh-dependent and order dependent penalty parameters. In this thesis, we propose a new
class of DG methods to solve various wave equations in second-order form. One goal of this
thesis is to minimize the extra auxiliary fields and use simple numerical fluxes to guarantee
the stability of the scheme.
Another challenge is that high order accurate methods are superior for propagating waves
over many periods [53]. Since 1972 much research has been devoted to spectral and high
order accurate methods and as a result many highly accurate finite-difference, finite-element,
spectral element and discontinuous Galerkin methods have been developed. Of course, the
past half-century also saw rapid progress not only in the applied sciences, with their need
for numerical methods for modeling and design, but also in computational hardware with
its ever-increasing level of parallelism. These changes have favored methods that are ro-
bustly stable, geometrically flexible and suitable to implement on parallel computers. The
discontinuous Galerkin method possesses all these qualities and has become popular among
practitioners, for example in computational electromagnetics where it is gradually replacing
the Yee - FDTD scheme. Thus it is essential to overcome numerical stiffness introduced by
the high order piecewise polynomial approximations in the discontinuous Galerkin frame-
work.
In 2015, Appelo¨ and Hagstrom [3] firstly used an energy-based DG method to solve acous-
tic wave equations in second-order form. The method features direct, mesh-independent
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inter-element fluxes and allows both energy conserving and energy dissipating discretiza-
tions. They further presented a sub-optimal convergence rate in the energy norm for a gen-
eral mesh and numerically observed an optimal convergence rate in L2 norm with Cartesian
grids. Later, the methods were extended to solve the elastic wave equation in second-order
form [4], and the coupled elasto-acoustic wave equation in second-order form [7]. In this
thesis, we extend the energy-based DG methods beyond the original formulation in [3], es-
pecially for advective wave equations and semi-linear wave equations; all methods in this
thesis possess favorable properties: minimal extra auxiliary fields and stability determined
by simple numerical fluxes. We also propose two potential ways to overcome the numerical
stiffness associated with high order polynomial approximations in the energy-based discon-
tinuous Galerkin methods: the staggered formulation and special basis functions. The special
basis functions proposed in this thesis also help reduce the computational cost of inversion
of stiffness matrix from O(N2) to O(N) with N to be the degrees of the freedom. The thesis
is organized as follows.
In Chapter 2, sharper error estimates for the original scheme in [3] are presented. The gen-
eralization of the energy-based DG methods for wave equations in a second-order form with
advection is shown in Chapter 3. In Chapter 4, we present an application of energy-based
DG methods to semi-linear wave equations in second-order form. A staggered formulation
of energy-based DG methods which improves the efficiency of the method on regular meshes
is shown in Chapter 5. In Chapter 6, the energy-based DG method in a difference-based




The content in this chapter has been published in SIAM J. Numer. Anal., 57(1), 2019,
pp. 238-265 under the name ”Convergence analysis of a discontinuous Galerkin method for
wave equations in second-order form” [39].
In this chapter, the convergence properties of the original energy-based DG formulation
for wave equations in second-order form [3] is investigated. We prove an optimal convergence
in the energy-norm and also obtain supercloseness results between the finite element and the
interpolation solutions.
2.1. Introduction
In 2015, Appelo¨ and Hagstrom [3] proposed a new DG method, energy-based DG method,
to solve the scalar wave equations in second-order form. In their work, they proved a
sub-optimal convergence in energy-norm and observed an optimal convergence in L2 norm
without constructing a special projection of the initial data. The optimal convergence in
the energy norm is proven in one space dimension. Compared with other DG methods, the
method is either energy-conserving or energy-dissipating depending only on simple numerical
fluxes; also it minimizes the auxiliary fields that need to be solved since it only introduces one
extra velocity field no matter the dimensions of the problem. Finally, the DG discretization
they proposed arises naturally from a general formulation based directly on the Lagrangian,
which is central to the formulation of wave equations in most physical settings.
To obtain a supercloseness result, we have to overcome the difficulty which is from the
gradient of the interpolation of the velocity field minus the DG solution of the velocity,
that is ∇(Ihv − vh) with Ih· to be the interpolation operator. By defining a special elliptic
projection operator for displacement field u and combining with Galerkin orthogonality, the
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term ∇(Ihv − vh) is eliminated. In the analysis of convergence, we add a penalty term to
penalize the term which contains the jump of the discrete solution of u at mesh interfaces.
This technique is usually used to improve the convergence and stabilization of the methods
[38, 74]. Note that the new formulation after adding penalty term is energy-conserving and
the mass matrix in the discrete version of the scheme is block diagonal in this work.
The outline of this chapter is as follows. In Section 2.2 we recall the energy-based DG
method in [3]. The supercloseness of the DG method on Cartesian meshes and optimal
convergence of the DG method on a general mesh is given in Section 2.3. The supercloseness
property of the DG method on quadrilateral meshes is proved in Section 2.4. Section 2.5
presents numerical examples to show the theoretical convergence rate and supercloseness
result.
2.2. General formulation
In this section, we recall the energy-based DG discretization for the scalar wave equation
in second-order form (2.1) which is proposed in [3],
∂2u
∂t2
−∇ · A∇u = f. (2.1)
And it is equivalent to the first-order in time system as follows
∂u
∂t
− v = 0, ∂v
∂t
−∇ · A∇u = f. (2.2)
To state the method, we firstly introduce some notations. Let Th be a quasi-uniform
partition of Ω (cf. [63–65]), ∀K ∈ Th, it is an image of the reference element [−1, 1]× [−1, 1].
Denote Eh to be the set of all edges of Th. Further, define hK := diam(K),∀K ∈ Th. Let
e be the edge/face of element K, and define he := diam(e). Denote h = maxK∈Th hK , the
boundary edges by EBh := {e ∈ Eh : e ⊂ Γ} and the interior edges by EIh := Eh\EBh . Last, we
adopt the standard space, norm and inner product notations and definitions as in [16, 24]








Let Vh be the piecewise p-th order polynomial approximation space, and N be the null
space of 1
2
A∇u · ∇u. It is obvious that piecewise constant polynomials belong to N . The
energy-based DG method then reads as: ∀Φ = (φu, φv, φ˜u) ∈ Vh × Vh × N , find Uh =
















+ A∇φv · ∇uh =
∫
∂K












In a simpler form, we can write it as: find Uh = (uh, vh) ∈ Vh × Vh satisfying
B(Φ, Uh) = 〈φv, f〉 ∀Φ = (φu, φv, φ˜u) ∈ Vh × Vh ×N . (2.6)



























n · A∇φu(v∗ − vh) + φv(n · A∇u)∗,
where (·)∗ is the numerical flux operator which is defined later and n denotes the unit outward










A∇uh · ∇uh (2.7)











n · A∇uh(v∗ − vh) + vh(n · A∇u)∗. (2.8)
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2.2.1. Fluxes
Now, let’s introduce the numerical fluxes v∗ and (n · A∇u)∗ for both inter-element and
physical boundaries. Denote superscripts “± ” to be the data from outside and inside of the





h ), [vh] = v
−
h − v+h ,
{n · A∇uh} = 1
2
(
n · A∇u−h + n · A∇u+h
)
,
[n · A∇uh] = n · A∇u−h − n · A∇u+h .
Then a general form of the numerical fluxes on the inter-element boundaries reads as
v∗ = (θv+h + (1− θ)v−h )− τ [n · A∇uh] , (2.9)
(n · A∇u)∗ = −β [vh] +
(
θn · A∇u−h + (1− θ)n · A∇u+h
)
, (2.10)
where θ ∈ [0, 1], β, τ ≥ 0. Specifically, β = τ = 0 corresponds to an energy-conserving
scheme, and β 6= 0 or τ 6= 0 corresponds to an energy-dissipating scheme:
alternating flux : θ = 0, β = τ = 0; θ = 1, β = τ = 0, (2.11)
central flux : θ =
1
2
, β = τ = 0; (2.12)










where ξ is a flux splitting parameter with the same units as the elements in A.




+ b(x)n · A∇u = 0,
where a2 + b2 = 1, a, b ≥ 0. It is clear that a(x) = 0, b(x) 6= 0 corresponds to a homogeneous
Neumann boundary condition and a(x) 6= 0, b(x) = 0 corresponds to a homogeneous Dirichlet
8
boundary condition. Further, the numerical fluxes at physical boundaries are given by
v∗ = vh − (a− ηb)ρ, (2.14)
(n · A∇u)∗ = n · A∇uh − (b+ ηa)ρ, (2.15)
where ρ = a(x)vh + b(x)n · A∇uh and η is a penalty parameter to be specified later based
on different cases.





, τ = 0, β = h−(1+ε) (2.16)
with ε ≥ 0 for numerical fluxes (2.9)–(2.10) at inter-element boundaries, and
η =

−h1+ε, a = 0, b = 1,
h−(1+ε), a = 1, b = 0,
a
b
, a, b > 0
(2.17)
with ε ≥ 0 for the numerical fluxes (2.14)–(2.15) at the physical boundaries.
2.3. Cartesian meshes
In this section, we assume that Th is a Cartesian mesh and its elements K are regular
rectangles. A in (2.1) is set to be a diagonal matrix A = (c2(x), 0; 0, c2(x)) with c(x) ∈




−∇ · (c2(x)∇u) = f. (2.18)
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2.3.1. Problem statement and elliptic projection
Define the approximation space Vh as
Vh :=
{
vh ∈ L2(Ω) : vh|K∈ Qk(K), ∀K ∈ Th
}
,
where Qk(K) is the set of polynomials of degree up to k in each variable on K. For sim-
plicity of analysis, we rewrite the formulation (2.6) as: find (uh, vh) ∈ Vh × Vh such that
∀(φu, φv, φ˜u) ∈ Vh × Vh ×N
a1(uh, vh;φu, φ˜u) = 0,
a2(uh, vh;φv) = (f, φv),
(2.19)
where











































We denote by a1(uh, vh;φu) = a1(uh, vh;φu, 0). In addition, for (2.18), the discrete energy





































where λ = (1− η2)ab+ η(a2 − b2). It is obvious to see that ∂Eh
∂t
≤ 0 if f = 0 and β, λ ≥ 0.
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In addition, we define an elliptic projection Qh : H


























− β˜ [ψ −Qhψ]e , e ∈ EIh ,
0, e ∈ EBh .
(2.23)
Here, β˜ = σh−(1+ε) with σ to be a positive constant and satisfy some conditions in Lemma
2.2 and Qh is independent of the time t.
2.3.2. Supercloseness and optimal convergence analysis
Next, we present the supercloseness property between the DG solution (uh, vh) and the
Lagrange interpolation (Ihu, Ihv) which is based on Gauss-Lobatto points [93] and belongs
to Vh. For the following analysis, C is a positive constant independent of h, u, v and flux
parameters θ, τ, β, η. Denote eu = u− uh, ev = v − vh and
ξu = Ihu− uh, ξv = Ihv − vh, (2.24)
δu = u− Ihu, δv = v − Ihv. (2.25)
It is easy to see that eu = ξu + δu and ev = ξv + δv. By a similar analysis as (2.21), we have































Through the Galerkin orthogonality, we obtain
a1(ξu, ξv;φh) = −a1(δu, δv;φh), a2(ξu, ξv;ψh) = −a2(δu, δv;ψh),
Therefore, we conclude that
∂F(t)
∂t
































































































































Substitute this into (2.27), we generate
∂F(t)
∂t









































































We want to mention that the fundamental equality (2.28) is essential to the rest of the
analysis.
Lemma 2.1. For any K ∈ Th and ψ ∈ Hk+2(K), there holds
(c2∇(ψ − Ihψ),∇φh)K ≤ Chk+1 |ψ|Hk+2(K) |φh|H1(K) ∀φh ∈ Vh.
The proof is given in [93].
Lemma 2.2. Let ε¯ = min(1, ε/2). Set the parameter β˜ in (2.23) to be β˜ = σh−(1+ε). Then,
there exists a positive constant σ such that if σ ≤ σ, there holds for all ψ ∈ Hk+2(Ω)
h−1 ‖ψ −Qhψ‖L2(Ω) + |ψ −Qhψ|H1(Ω) + J1/2(ψ) ≤ Chk ‖ψ‖Hk+1(Ω) , (2.31)






Proof. The first inequality (2.31) can be proved by the same arguments as those in [74,
Subsection 2.8]. We refer [93, Theorem 3.2] for the proof of the second inequality (2.32).
Furthermore, we assume that the elliptic projection (2.22) satisfies the conditions in
Lemma 2.2 for the rest of this section.
Theorem 2.3. Let ε¯ = min(1, ε/2). Assume the parameters θ, τ, β and η for fluxes (2.9)-
(2.10) and (2.14)-(2.15) are defined by (2.16)-(2.17). Then for solutions u ∈ L∞(0, T ;Hk+2(Ω)),
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J (t)dt ≤ C(T + 1)(F(0)− L(0))








+ CT (T + 1)h2k+2¯ max
t≤T
( ‖u‖2Hk+2(Ω) + ‖v‖2Hk+2(Ω) ),
where L(t) = ∑K∈Th (c2∇(Ihu−Qhu),∇ξu)K.
































+ Ch2k+1+ε¯ ‖u‖Hk+2(Ω) |v|Hk+2(Ω) .
(2.33)
As for I2, there are three different cases based on different physical boundary conditions.
Case 1. Homogeneous Dirichlet boundary condition, a = 1, b = 0. In this case, by (2.14)
and (2.15), we get v∗ = 0 and (c2∇u ·n)∗ = c2∇uh ·n− ηvh with η = h−(1+ε) on the physical







η ‖ξv‖2L2(e) . (2.34)




































































































J (t) |u|Hk+1(Ω) .
(2.36)










































































J (t) ‖u‖Hk+2(Ω) .
(2.38)
Plugging the inequalities (2.35)–(2.38) into (2.30) yields
I2 ≤ Chk+ε¯
√
J (t) ‖u‖Hk+2(Ω) . (2.39)
Case 2. Homogeneous Neumann boundary condition, a = 0, b = 1. In this case, by
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(2.14) and (2.15), we get v∗ = vh + ηc2 ∂uh∂n with η = −h1+ε and (c2 ∂u∂n)∗ = 0 on the physical












Since δv is continuous and
∂δu
∂n




































































≤Ch2k+ε/2+¯ |u|Hk+1(Ω) ‖u‖Hk+2(Ω) ≤ Ch2k+ε/2+¯ ‖u‖2Hk+2(Ω) .
(2.42)































J (t) ‖u‖Hk+2(Ω) .
(2.43)
Plugging the inequalities (2.41)–(2.43) into (2.30) yields
I2 ≤ Chk+ε¯
√
J (t) ‖u‖Hk+2(Ω) + Ch2k+ε/2+¯ ‖u‖2Hk+2(Ω) . (2.44)
Case 3. Robin boundary conditions with a, b > 0. In this case, by (2.14) and (2.15), we
have v∗ = vh and (c2 ∂u∂n)
∗ = −a
b









































































































J (t) ‖u‖Hk+2(Ω) .
(2.49)





hk+ε¯ ‖u‖Hk+2(Ω) + hk+1 |v|Hk+1(Γ)
)
. (2.50)
By combining the inequalities (2.33), (2.39), (2.44) and (2.50), we have
∂F(t)
∂t
















hk+ε¯ ‖u‖Hk+2(Ω) + s(ab)hk+1 |v|Hk+1(Γ)
)
,
+ Ch2k+ε/2+¯ ‖u‖2Hk+2(Ω) ,




−(c2∇δu,∇ξu)K + (c2∇ξu,∇(u−Qhu))K .
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J (t)dt ≤ F(0) + L(T )− L(0)





























F(t) ‖u‖Hk+2(Ω) . (2.52)




J (t)dt ≤ 2(F(0)− L(0))





















J (t)dt ≤ C(T + 1)(F(0)− L(0))








+ CT (T + 1)h2k+2¯ max
t≤T
( ‖u‖2Hk+2(Ω) + ‖v‖2Hk+2(Ω) ).
Remark 2.1.




J (t)dt ≤ C(T, u, v)h2(k+ε¯).
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(b) The Authors in [3] proved a suboptimal error estimate,
‖v − vh‖2L2(Ω) + ‖∇(u− uh)‖2L2(Ω) ≤ Ch2σ, σ =

k − 1, β, τ, λ ≥ 0,
k − 1
2
, β, τ, λ > 0,
where C is a constant which depends only on the polynomial degree k, the shape-
regularity of the mesh, and a smooth solution u at time T .
(c) Since Lemma 2.2 holds in three dimensions (cf. [93]), we can obtain the same super-
clossness property for three dimensions.
(d) On the shape-regular mesh Th, we have the following optimal error estimate for the
interpolant of ψ ∈ Hk+1(Ω),









≤ Chk |ψ|Hk+1(Ω) .
(2.53)
Thus, Lemma 2.2 still holds when ε = 0, ε¯ = 0 on a regular and quasi-uniform mesh.
Then even on regular and quasi-uniform quadrilateral and triangular meshes, we can
derive optimal error estimates. By the same arguments as those in Theorem 2.3, we
have the following corollary.
Corollary 2.4. Assume that the parameters are set to be the same as those in Theorem 2.3
and the solution (u, vt) is in L
∞(0, T ;Hk+1(Ω)) × L∞(0, T ;Hk+1(Ω)), the partition Th of
Ω is quasi-uniform and shape-regular and the approximation space Vh consists of piecewise
polynomials of order k. Let (uh, vh) ∈ Vh be the DG solution. Assume further (for simplicity)
that (uh, vh) = (Ihu, Ihv) at t = 0. Then we have
‖Ihv − vh‖2L2(Ω) + ‖∇(Ihu− uh)‖2L2(Ω)
≤CT (T + 1)2h2k max
t≤T
(






We want to mention that combining Corollary 2.4 with (2.53) gives
‖v − vh‖2L2(Ω) + ‖∇(u− uh)‖2L2(Ω)
≤CT (T + 1)2h2k max
t≤T
(







which is an optimal error estimate.
2.4. Quadrilateral meshes
In this section, we study the supercloseness property for the bilinear element on quadri-
lateral meshes. Assume Ω is a polygonal domain and Th contains regular and quasi-uniform
quadrilateral elements K. Let Kˆ be the reference element [−1, 1]× [−1, 1] with four vertices
Zˆi, i = 1, 2, 3, 4, counterclockwisely starting from Zˆ1. Further, let Z
K
i , i = 1, 2, 3, 4 be the
four vertices of K ∈ Th and eˆi, i = 1, 2, 3, 4 be the four edges of reference element Kˆ. Denote
FK to be the unique bilinear mapping satisfying FK(Kˆ) = K and FK(Zˆi) = Z
K
i , and define
the finite element approximation space
Vh :=
{
v ∈ L2(Ω) : v ◦ FK ∈ Qk(Kˆ), K ∈ Th
}
.
In addition, A is assumed to be a 2-by-2 positive definite matrix whose elements are
sufficiently smooth functions. Particularly, on each K ∈ Th, the following equality holds
‖A− A0‖0,∞,K = O(hαK), (2.54)






Adx on each K ∈ Th for some constant α ≥ 0.
2.4.1. Elliptic projection and penalty term
To obtain the supercloseness property of DG solution (uh, vh) and Lagrange interpolant
(Ihu, Ihv) on quadrilateral meshes, we introduce a new bilinear form BJ(·, ·),
BJ(Φ, Uh) = B(Φ, Uh) + J(uh, φu),




γIe 〈[uh] , [φu]〉e +
∑
e∈EBh
γBe 〈uh, φu〉e . (2.55)
Here, γIe , γ
B
e ≥ 0 are penalty parameters that are used to enhance the stability of the DG
20





h−(1+ε), b(x) = 0, i.e., a(x) = 1,
0, b(x) 6= 0.
(2.56)
Let Uh = (uh, vh) ∈ Vh × Vh be the energy-conserving DG solution which satisfies
BJ(Φ, Uh) = 〈φv, f〉 , ∀Φ ∈ Vh × Vh ×N , (2.57)












n · A∇uh(v∗ − vh) + vh(n · A∇uh)∗ − J(uh, uh).
In this section, the interpolation points for Lagrange interpolation are not Gauss-Lobatto
points as in Section 2.3. We use the interpolation in [59, 60]: let IhφÎhφ = Ihφ ◦ FK and
φˆ = φ ◦ FK , which satisfy
IhφÎhφ(Zˆi) = φˆ(Zˆi), i = 1, 2, 3, 4,∫
eˆi
(IhφÎhφ− φˆ)wˆhds = 0, ∀wˆh ∈ Pk−2(eˆi), i = 1, 2, 3, 4,∫
K
(IhφÎhφ− φˆ)wˆhdξdη = 0, ∀wˆh ∈ Qk−2(Kˆ).
Further, ∀φh ∈ Vh, we define an elliptic projection Qh : H1(Ω)→ Vh by∑
K∈Th
(A∇(φ−Qhφ),∇φh)K − 〈(n · A∇(φ−Qhφ))∗∗, φh〉∂K = 0, (2.58)
where the flux (·)∗∗ has different definitions for different physical boundary conditions. Specif-
ically, when b > 0,
(n · A∇(φ−Qhφ))∗∗e =

{n · A∇(φ−Qhφ)}e − β˜ [φ−Qhφ]e , e ∈ EIh ,
0, e ∈ EBh ,
(2.59)
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and when b = 0,
(n · A∇(φ−Qhφ))∗∗e =

{n · A∇(φ−Qhφ)}e − β˜ [φ−Qhφ]e , e ∈ EIh ,
n · A∇(φ−Qhφ)− β˜(φ−Qhφ), e ∈ EBh .
(2.60)
Here, β˜ = ωh−(1+ε) with ω is a positive constant and satisfy the condition in Lemma 2.8.
2.4.2. Supercloseness and optimal convergence analysis
In the following analysis, we use the same notations (2.24)– (2.25) as in Section 2.3, and
C is a positive constant independent of u, v, mesh size and flux parameters θ, τ, β, η. By a
similar calculation for (2.27)–(2.30), we obtain
∂F(t)
∂t





















































〈((δv)∗ − δv),n · A∇ξu〉∂K + 〈(n · A∇δu)∗, ξv〉∂K
− 〈(n · A∇(u−Qhu))∗∗, ξv〉∂K − 〈((ξv)∗ − ξv),n · A∇(u−Qhu)〉∂K
− 〈((δv)∗ − δv),n · A∇(Ihu−Qhu)〉∂K + 〈n · A∇δu, (ξv)∗ − ξv〉∂K
]
,
I3 :=− J(ξu, δu).
We first define the partition Th which will be used in the rest of analysis and a basic
result for the interpolation on the partition Th.
Definition 2.1. The partition Th is said to satisfy Condition (α) if there exists α > 0 such
that
(a) any K ∈ Th satisfies the diagonal condition, that is, the distance between the two
diagonal midpoints O1 and O2, |O1O2|, is O(h1+αK );
(b) any two K1, K2 in Th that share a common edge satisfy the neighbouring condition, for

















(−xK1 + xK2 + xK3 − xK4 ), aK2 = 14(−xK1 − xK2 + xK3 + xK4 ) and bK1 =
1
4
(−yK1 +yK2 +yK3 −4K4 ), bK2 = 14(−yK1 −yK2 +yK3 +yK4 ) for all K ∈ Th with ZKi = (xKi , yKi ),
i = 1,2,3,4, be its four vertices.
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min(1/2, α) b(x) 6= 0
min(1, α), b(x) = 0,
(2.64)
and J(·, ·) is defined in (2.57), γ is given in (2.56).
Proof. We first introduce notations for the unique bilinear mapping FK (cf. [94]). For any
K ∈ Th, let ZKi = (xKi , yKi ), i = 1, 2, 3, 4, be its four vertices. Then the mapping FK is given
by
x = aK0 + a
K
1 ξ + a
K
2 η + a
K




1 ξ + b
K
2 η + b
K
3 ξη,

























(−xK1 + xK2 + xK3 − xK4 ), bK1 =
1
4




(−xK1 − xK2 + xK3 + xK4 ), bK2 =
1
4




(xK1 − xK2 + xK3 − xK4 ), bK3 =
1
4
(yK1 − yK2 + yK3 − yK4 ).



















and the corresponding determinant is












2 − aK2 bK2 , JK1 = aK1 bK3 − aK3 bK1 , JK2 = bK2 aK3 − aK2 bK3 .
In addition, the inverse of the Jacobi matrix is given by
(DFK)














For any function φ on K, there is a unique function φˆ(ξ, η) = φ ◦ FK . Let ∇ˆ be the




















For convenience, we set w = φ− Ihφ for the rest of proof.
Lemma 2.6. Assume that (2.54) is satisfied and K satisfies Condition (α). Then there
exists a constant C depending only on the shape-regularity of K, such that∣∣(A∇w,∇φh)K − (A∇w,∇φh)0K∣∣ ≤ Chα ‖∇w‖L2(K) ‖∇φh‖L2(K) .
The proof for the above lemma can be found in [94, Lemma 3.1]. Therefore, we only






























2 + (aK1 )












From [60], we have the following lemma,




























)(η2 − 1)k∂k+1η φˆ · ∂kη φˆhdη.
Now, we only need to estimate the second term and the third term in (2.65). Combine































































k∂k+1s φ · ∂ksφhds.
Here, Ke is the quadrilateral element which contains e. Let K1 and K2 be two adjacent
elements sharing the common edge e and the jump of bK12φh on e ∈ EIh be [b12φh] |e=
bK112 φh|K1−bK212 φh|K2 . Based on the neighboring condition (2.63), the matrix BK satisfies∥∥BK1 −BK2∥∥ = O(hα).
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k∂k+1s φ · ∂ksφhds.
Now, let’s consider different physical boundary conditions.














· |φh|H1(Ω) +O(hkγ−1/2) ‖φ‖Hk+2(Ω) J(φh, φh)1/2.
(2.68)


















· |φh|H1(Ω) +O(hkγ−1/2) ‖φ‖Hk+2(Ω) J(φh, φh)1/2.
(2.69)
Finally, combine Lemma 2.6 with (2.65)–(2.69), we obtain Lemma 2.5.
By a similar analysis for the derivation of Lemma 2.2, we have
Lemma 2.8. Let ε¯ = min(1, ε/2). Assume that Th satisfies Condition (α) and the elliptic
projection Qh satisfies the conditions in (2.59)–(2.60). Then there exists a positive constant
27
ω such that ∀φ ∈ Hk+2(Ω), if ω ≤ ω, there holds
h−1 ‖φ−Qhφ‖L2(Ω) + |φ−Qhφ|H1(Ω) + J1/2Q (φ) ≤ Chk ‖φ‖Hk+1(Ω) ,









L2(e) (s˜(0) = 1 and s˜(b) = 0 when
b 6= 0) with β˜ = ωh(1+ε).
In the rest of analysis, we assume that the conditions in Lemma 2.8 are satisfied when
the elliptic projection (2.58) is used. Then we have the following theorem.
Theorem 2.9. Let ε¯ = min(1, ε/2) and α¯ be define in (2.64). Assume that the parame-
ters θ, τ, β and η for (2.9)–(2.10) and (2.14)–(2.15) are defined by (2.16)–(2.17), and the
penalty parameter γIe and γ
B
e in (2.55) are defined in (2.56). Then for smooth solutions





G(t) + J (t)
)
dt ≤ C(T + 1)(F(0)− L(0))








+ CT (T + 1)h2k+2 min(α¯,¯) max
t≤T
( ‖u‖2Hk+2(Ω) + ‖v‖2Hk+2(Ω) ),
(2.70)
where L(t) = ∑K∈Th (A∇(Ihu−Qhu),∇ξu)K.


















‖ξv‖L2(Ω) + Chk+min(α¯,ε¯) ‖v‖Hk+2(Ω) |ξu|H1(Ω)






















G(t) ‖v‖Hk+2(Ω) + Ch2k+2 min(α¯,ε¯) ‖u‖Hk+2(Ω) ‖v‖Hk+2(Ω) .
(2.71)
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hk+min(α¯,¯) ‖u‖Hk+2(Ω) + hk+1 |v|Hk+1(Γ)
)
+ h2k+2¯ ‖u‖2Hk+2(Ω) . (2.72)
When b = 0, we have [δu]e = 0, e ∈ EIh and δu|e= 0, e ∈ EBh , then it is clear that
I3 = −J(ξu, δu) = 0. (2.73)
Combine (2.71)–(2.73) with (2.61), we obtain
∂F(t)
∂t


























−(A∇δu,∇ξu)K + (A∇ξu,∇(u−Qhu))K .
Integration in time from 0 to T yields





G(t) + J (t)
)
dt ≤ L(T )− L(0) + F(0)








+ CTh2k+2 min(α¯,¯) max
t≤T
















and the integral form of the Gro¨nwall inequality [15], the proof is completed.
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Remark 3.1










respectively. Note that for two dimensions, the basis functions are the tensor product
of basis functions in one dimension; but for three dimensions, the analysis in this
section fails; actually, we don’t have a supercloseeness result for the problem in three
dimensions. Let uˆ = [uˆ0h, uˆ
1
h, · · · , uˆkh]T and vˆ = [vˆ0h, vˆ1h, · · · , vˆkh]T , then the discrete








+ Suuˆh = F
v. (2.74)
Here, the mass matrix Mu is a block-diagonal matrix. Therefore, the system (2.74)
can be solved by explicit methods, such as explicit Runge–Kutta methods.





G(t) + J (t)
)
dt ≤ C(T, u, v)h2k+2 min(α¯,ε¯).
(c) The optimal error estimate on shape-regular and quasi-uniform meshes for the scheme (2.57)
can be derived by the same arguments as those in this section. Particularly, we have
the following corollary which is similar to Corollary 2.4.
Corollary 2.10. The assumptions are the same as those in Corollary 2.4 except that (uh, vh)
is the numerical solution of the scheme (2.57). Then for smooth u ∈ L∞(0, T ;Hk+1(Ω)),
vt ∈ L∞(0, T ;Hk+1(Ω)) we have
‖Ihv − vh‖2L2(Ω) + ‖∇(Ihu− uh)‖2L2(Ω)
≤ CT (T + 1)2h2k max
t≤T






To verify the convergence rates of the methods, we solve utt − ∆u + u = f on Ω =
[−6, 6]2 with homogeneous Dirichlet boundary conditions v|∂Ω= 0 and the initial data chosen
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such that the solution is u(x, y, t) = e−(x
2+y2) sin(1 + t). Specifically, we show cases with
different numerical fluxes and present results for both L2-norm and H1-seminorm. The
domain Ω is discretized with both Cartesian mesh and the quadrilateral mesh which satisfies
the Condition (α). Finally, we evolve the solution until T = 0.1 with the classic 4-th order




, where δt is the time step size. In addition, the
degrees of the approximation space are set to be p = 1, 2, 3.
2.5.1. Verification on Cartesian meshes
We first consider regular Cartesian grids with elements whose edge sizes are hx = hy =
h = 12/n. Figure 2.1 shows the L2 errors for vh with p = 1, 2, 3 and  = 0, 0.5, 1. Both
the H1 errors for uh and the H
1 errors between uh and Ihu are shown in Figure 2.2 with
p = 1, 2, 3 and  = 0, 0.5, 1. Least squares fits for the rates of convergence can be found in
Table 2.1.
We observe that the convergence rates of ‖v − vh‖L2(Ω) are p+1 for p = 1, 3 with different
, while for p = 2 the convergence rates increase to p+1 as  becomes larger. For |u− uh|H1(Ω),
the convergence rates are p for p = 1, 2, 3 and  = 0, 0.5, 1. For the supercloseness between
Ihu and uh, the convergence rates are p+ 1 for p = 1, 3 as  becomes larger for p = 2.
2.5.2. Verification on quadrilateral meshes
‖v − vh‖L2 |u− uh|H1 |Ihu− uh|H1
p rate

0 0.5 1 0 0.5 1 0 0.5 1
1 2.00 1.97 1.97 0.99 0.99 0.99 1.97 2.00 1.99
2 2.29 2.77 2.97 1.98 1.98 1.98 2.45 3.03 3.46
3 4.02 4.13 4.12 2.98 2.98 2.97 4.10 4.27 3.97





































(c)  = 1
Figure 2.1: The L2-norm errors of vh on Cartesian meshes for different p and .
Now, we consider the quadrilateral grids obtained by perturbing the x and y coordinates
of the interior nodes of the Cartesian grid by a uniformly distributed random perturbation





y ). It can be verified that the quadrilateral grid satisfies the Condition (α).
We evolve the solution until T = 0.1 for different α′s and ′s, and the degree of approximation
space is p = 1, 2, 3.
We first compute the errors for fixed α = 2 and different  = 0, 0.5, 1. We only show
the L2-norm errors of vh, the broken H
1-norm errors of uh in Figure 2.3 since the errors
are quite similar to each other for the same p and α. The least squares estimates of the







































(c)  = 1
Figure 2.2: The broken H1-seminorm errors of uh and the errors between Ihu and uh on
Cartesian meshes for different p and .
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|Ihu− uh|H1(Ω) increase as  becomes larger for fixed p, while the rates of |u− uh|H1(Ω) are
almost equal to p.
To investigate the order of accuracy for different α, we compute the errors for the fixed
 = 1 and the different α = 0, 0.5, 1. Figure 2.4 displays the errors for  = 1, α = 0.5 and
p = 1, 2, 3, respectively. The reader can find the convergence determined by least squares
for the different α and p in Table 2.3. We see the optimal convergence rates p of the broken
H1-seminorm errors of uh, and the convergence rates increase as α increases for the errors

























Figure 2.3: The errors of numerical solutions on perturbed grids with α = 2 for  = 0.5.
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‖v − vh‖L2 |u− uh|H1 |Ihu− uh|H1
p rate

0 0.5 1 0 0.5 1 0 0.5 1
1 2.01 1.97 1.98 0.99 1.00 1.00 1.96 2.01 2.01
2 2.16 2.75 3.01 1.99 1.99 1.99 2.07 2.65 3.13
3 3.90 3.93 3.92 2.95 2.94 2.97 3.98 4.01 4.01

























Figure 2.4: The errors of numerical solutions on perturbed grids with α = 0.5 for  = 1.
‖v − vh‖L2 |u− uh|H1 |Ihu− uh|H1
p rate
α
0 0.5 1 0 0.5 1 0 0.5 1
1 1.96 1.99 1.98 0.99 1.00 1.00 1.61 1.95 2.01
2 2.62 2.99 3.02 2.00 2.01 2.00 2.19 2.76 3.15
3 3.19 3.68 3.81 2.95 2.96 2.95 3.31 3.93 3.96
Table 2.3: The convergence rates of various errors on perturbed grids with α = 0, 0.5, 1 for
fixed  = 1 and different p.
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Chapter 3
APPLICATION TO CONVECTIVE WAVE EQUATIONS
The content in this chapter has been published in SIAM J. Numer. Anal., 57(5), 2019,
pp. 2469-2492 under the name ”An energy-based discontinuous Galerkin method for the wave
equation with advection” [92]
In this chapter, we extend the energy-based DG method [3] to the wave equations with
advection. The energy form of the wave equations with advection is not the simple sum of
kinetic and potential energy as in [3]. In our work, both subsonic and supersonic advection
is allowed and error estimates in the energy-norm are established. We prove a suboptimal
convergence rate by 1 for central fluxes and by 1/2 for upwind fluxes. For problems in
one space dimension we prove optimal estimates in the upwind case, and observe optimal
convergence in L2 for upwind fluxes in experiments on regular meshes.
3.1. Introduction
Regularly hyperbolic partial differential equations [23, Ch. 5] arising as the Euler-







are a good target for
a general formulation of DG methods. In [3], the energy-based DG formulation is restricted




|2−U(∇u,u). In this work, we focus on the












which leads to the equation (
∂
∂t
















Besides being a simple example of a second order regularly hyperbolic partial differential
equation which cannot be directly treated by the method proposed in [3], the advective
wave equation is a physically interesting model of sound propagation in a uniform flow.
Moreover, we believe our methods could be generalized to treat more general models used
in aeroacoustics.
The DG method developed in this chapter for (3.1) guarantees energy stability based on
simply defined upwind or central fluxes without mesh-dependent parameters and only intro-
duces one extra field. Lastly, our scheme allows both subsonic and supersonic background
flows by developing different forms of upwind fluxes.
Here is the outline of this chapter. In Section 3.2, the DG formulation is developed.
We focus on the analysis of the spatial semi-discretization; energy and error estimates are
presented in Section 3.3. Section 3.4 displays numerical examples in both one and two space
dimensions.
3.2. DG formulation
We consider the following second-order wave equation with a constant advection w,(
∂
∂t
+ w · ∇
)2
u = c2∆u+ f(x, t), x ∈ Ω, t ≥ 0, (3.1)





+ w · ∇u,
we produce a system which is first order in time
∂u
∂t
+ w · ∇u− v = 0,
∂v
∂t
+ w · ∇v − c2∆u = f.
(3.2)
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The energy density for system (3.2) is given by






Dividing the domain Ω into non-overlapping subdomains Ωj with Ω = ∪jΩj, let n denote
the outward-pointing unit normal. Then we find the change of energy on an element Ωj is











c2v∇u · n− 1
2
c2|∇u|2w · n− 1
2
v2w · n. (3.3)
Let (uh, vh) restricted to Ωj be the DG approximation of (u, v). To discretize we require
that the components of (uh, vh) are polynomials of degree q and s, respectively, that is,
elements of P(q,s) ≡ Πq × Πs.1 Now we seek approximations satisfying a discrete energy























To develop a weak form compatible with the discrete energy (3.4), choosing (φu, φv) ∈
(Πq,Πs), we multiply the first equation of (3.2) by −c2∆φu, the second equation of (3.2) by











+ w · ∇uh − v∗)− c2∇φu · (∇u∗ −∇uh)w · n, (3.5)
1In the numerical experiments we also use the tensor product spaces Qq × Qs. Our analysis can be












c2φv(∇u∗ −∇uh) · n− (v∗ − vh)φvw · n. (3.6)






+ w · ∇uh − vh) =∫
∂Ωj











c2φv∇u∗ · n− (v∗ − vh)φvw · n. (3.8)









+ w · ∇uh − vh) = 0, ∀φ˜u ∈ Π0. (3.9)
Note that this equation does not change the discrete energy (3.4).
Let Φ = (φu, φv, φ˜u) and U = (u







(c2∇φu · ∇+ φ˜u)(∂u
h
∂t
+ w · ∇uh − vh) + φv ∂v
h
∂t
+ φvw · ∇vh








c2(v∗ − vh)∇φu · n + c2φv∇u∗ · n
− c2∇φu · (∇u∗ −∇uh)w · n− (v∗ − vh)φvw · n
]
.
Let N be the space of arbitrary constants on an element Ωj, we then have the following
semidiscrete problem,
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φvf, ∀Φ ∈ Pq,s ×N .
We then state the result as follows.
Theorem 3.1. Let U(t) and the fluxes v∗, ∇u∗ be given. Then dU
dt
is uniquely determined,












c2|∇uh|2w · n− 1
2
(vh)2w · n + c2(v∗ − vh)∇uh · n




Proof. The system on each element Ωj is linear with respect to the time derivatives, and
the mass matrix of dv
h
dt




the number of independent equations in (3.7) plus the equation in (3.9), matches the dimen-
sionality of Πq. If the data vh, v∗, ∇uh, ∇u∗ vanish in (3.7), we must have duh
dt
= 0, and
so the linear system is invertible. By setting Φ = (U, 0) in Problem 1, then (3.10) follows
directly.
3.2.1. Fluxes
To complete the DG formulation (3.7)–(3.8), we need to specify the numerical fluxes
∇u∗, v∗ at both inter-element and physical boundaries. Denote the traces of data from




(v+ + v−), [[v]] = v+n+ + v−n−,
{{∇u}} = 1
2
(∇u+ +∇u−), [[∇u]] = ∇u+ · n+ +∇u− · n−.
We first consider the inter-element boundaries. Label two elements sharing a common bound-









2w · n1 + c2(v∗ − vh1 )∇uh1 · n1
− c2∇uh1 · (∇u∗ −∇uh1)w · n1 + c2vh1∇u∗ · n1 − vh1 (v∗ − v1)w · n1
− 1
2




2w · n2 + c2(v∗ − vh2 )∇uh2 · n2
− c2∇uh2 · (∇u∗ −∇uh2)w · n2 + c2vh2∇u∗ · n2 − vh2 (v∗ − v2)w · n2.
The scheme is energy conservation if Jh = 0, and a typical example is the central flux ,
v∗ = {{v}}, ∇u∗ = {{∇u}}. (3.11)
To obtain an energy dissipating scheme, Jh < 0, we define upwind fluxes containing jumps
of DG solutions at the inter-element boundaries. We first consider the case with |w · n|≤ c.
Let ξ > 0, which has a same units with c, be the flux splitting parameter,
v∇u · n = 1
4ξ
(v + ξ∇u · n)2 − 1
4ξ
(v − ξ∇u · n)2 =: F+ − F−.
Then we define the numerical fluxes by forcing (F+, F−) to be computed by the data from
the outside and inside of an element, respectively. Specifically, we enforce the following
equation for l = 1, 2,
v∗ − ξ∇u∗ · nl = vhl − ξ∇uhl · nl, ξ > 0.
Solving the above equations and additionally setting the tangential components of ∇u∗ to
be the average of the values from each side, we derive what we call the Sommerfeld flux :
v∗ = {{vh}} − ξ
2
[[∇uh]], ∇u∗ = − 1
2ξ
[[vh]] + {{∇uh}}. (3.12)
















Let subscript τ be the orthogonal projection of any vector onto the tangent space of the













































































(c2 + ξ2)|w · n|
2c2
≤ α ≤ 2ξ
2c2
(c2 + ξ2)|w · n| . (3.13)
In what follows, we claim the existence of α which satisfies (3.13). Since
2ξ2c2
(c2 + ξ2)|w · n| −
(c2 + ξ2)|w · n|
2c2
=
4ξ2c4 − (c2 + ξ2)2|w · n|2
2c2|w · n|(c2 + ξ2) ,
then if 4ξ2c4 − (c2 + ξ2)2|w · n|2≥ 0, that is,




we conclude that (3.13) can be satisfied. Thus we have the following results:
a. the numerical energy is dissipated if |w · n|< 2ξc2
c2+ξ2
;
b. the numerical energy is conserved if |w · n|= 2ξc2
c2+ξ2
.
Particularly, if ξ = c, we have a dissipated energy when |w ·n|< c and a conserved energy
when |w · n|= c.
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To simplify the analysis for the rest of chapter, we introduce a general parametrization
for numerical fluxes,
v∗ = (σvh1 + (1− σ)vh2 )− η[[∇uh]], ∇u∗ = −β[[vh]] + ((1− σ)∇uh1 + σ∇uh2),




∣∣∣[[vh]]∣∣∣2 − (c2β + η)[[∇uh]]([[vh]] · n)(w · n)),
The previous cases for different numerical fluxes are:
Central flux : σ = 1
2
, β = η = 0.
Sommerfeld flux : σ = 1
2
, β = 1
2ξ
, η = ξ
2
.
Next, we consider the case with c < |w · n|. For this, we define the upwind fluxes only
come from one element. Specifically,
v∗ = vh1 , ∇u∗ = ∇uh1 , (3.14)
or
v∗ = vh2 , ∇u∗ = ∇uh2 . (3.15)





c2|∇uh1 −∇uh2 |2+(vh1 − vh2 )2
)
w · n2 + c2(∇uh1 −∇uh2) · n1(vh1 − vh2 )
≤ (w · n2 + c)
2
(
c2|∇uh1 −∇uh2 |2+(vh1 − vh2 )2
)
, (3.16)





c2|∇uh1 −∇uh2 |2+(vh1 − vh2 )2
)
w · n1 + c2(∇uh1 −∇uh2) · n2(vh1 − vh2 )
≤ (w · n1 + c)
2
(
c2|∇uh1 −∇uh2 |2+(vh1 − vh2 )2
)
. (3.17)
then Jh ≤ 0 if w · n1 ≤ −c.
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3.2.2. Boundary conditions
In this section, we consider the physical boundaries. Specifically, we discuss the inflow
boundaries with w · n < 0 and outflow boundaries w · n > 0.
3.2.2.1. Inflow boundary conditions
A homogeneous Dirichlet boundary condition, u(x, t) = 0, i.e, ∂u(x,t)
∂t
= 0, is given on an




+ w · ∇u(x, t) = w · ∇u(x, t).
To define the numerical fluxes, we enforce the following conditions
v∗ −w · ∇u∗ = 0,
v∗ − ξ∇u∗ · n = vh − ξ∇uh · n,
(∇u∗)τ = 0,
with |w · n|≤ c. Exploiting the fact that w · ∇u∗ = (w · n)(∇u∗ · n) + wτ · (∇u∗)τ , we solve
the above system to obtain
∇u∗ · n = ξ∇u
h · n− vh
ξ −w · n , v
∗ =
w · n
ξ −w · n(ξ∇u
h · n− vh). (3.18)
By a direct calculation, we have
− c2∇uh · ∇u∗ − vhv∗ =
− c
2ξ
ξ −w · n(∇u
h · n)2 + c
2 − ξw · n
ξ −w · n (∇u
h · n)vh + w · n
ξ −w · n(v
h)2, (3.19)
and
c2(v∗ − vh)∇uh · n + c2vh∇u∗ · n = c
2ξw · n
ξ −w · n(∇u
h · n)2 − c
2
ξ −w · n(v
h)2. (3.20)
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Let the subscript I denote faces with inflow boundaries. Inserting (3.18) into (3.10) and










(vh)2 − c2∇uh · ∇u∗ − vhv∗
)
w · n













(w · n)2 − c2




(c2 − ξw · n)w · n
ξ −w · n (∇u
h · n)vh.
Let a = c
2w·n
2
, b = (c
2−ξw·n)w·n





ξ−w·n . Since w · n < 0 on the inflow
boundaries, we will have an energy dissipating scheme if ad > b2. Now, let us claim the fact
ad > b2. Since
ad =
c2ξ2(w · n)2 + 2c4(w · n)2 − 2c4ξ(w · n)− c2(w · n)4
4(ξ −w · n)2 ,
and
b2 =
c4(w · n)2 + ξ2(w · n)4 − 2c2ξ(w · n)3
4(ξ −w · n)2 ,
we find that the numerator of ad− b2 is
(c2ξ2 + c4)(w · n)2 − (c2 + ξ2)(w · n)4 + 2c2ξ(w · n)3 − 2c4ξ(w · n)
= (c2 − (w · n)2)(w · n)((c2 + ξ2)w · n− 2c2ξ),
then we conclude that
ad > b2 when − c < w · n < 0.
Thus we have the following results:
a. the numerical energy is dissipated when −c < w · n < 0;
b. the numerical energy is conserved when w ·n = −c and (∇uh)τ = 0 on inflow boundaries.
For the case w · n < −c, we must impose two boundary conditions,
u = 0, ∇u · n = 0. (3.21)
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Then v∗ = 0 and ∇u∗ = 0 follow directly. From (3.17) we conclude that the numerical
energy is decreasing.
3.2.2.2. Outflow boundary conditions
A radiation boundary condition is assumed on the outflow boundaries, w ·n > 0. Specif-
ically, we enforce the following conditions
v∗ + ξ∇u∗ · n = 0,
v∗ − ξ∇u∗ · n = vh − ξ∇uh · n,
(∇u∗)τ = (∇uh)τ ,
with 0 < w · n ≤ c. Solving the system, we obtain
∇u∗ · n = ξ∇u
h · n− vh
2ξ
, v∗ =
vh − ξ∇uh · n
2
. (3.22)
By a direct calculation we find that












)(∇uh · n)vh − c2|(∇uh)τ |2, (3.23)
and
c2(v∗ − vh)∇uh · n + c2vh∇u∗ · n = −c
2ξ
2




Let the subscript O denote faces with outflow boundaries. Inserting (3.22) in (3.10) and










(vh)2 − c2∇uh · ∇u∗ − vhv∗
)
w · n














(∇uh · n)vhw · n− c
2ξ
2























































are satisfied. Alternatively, we only need to show that
(c2 + ξ2)w · n
2c2
≤ δ ≤ 2c
2ξ2
(c2 + ξ2)w · n .
Since
2c2ξ2
(c2 + ξ2)w · n −
(c2 + ξ2)w · n
2c2
=
4c4ξ2 − (c2 + ξ2)2(w · n)2
2c2(c2 + ξ2)w · n ,
δ exists if 4c4ξ2 − (c2 + ξ2)2(w · n)2 ≥ 0, i.e. (w · n)2 ≤ 4c4ξ2
(c2+ξ2)2
. Then we have following
results:
a. the numerical energy is dissipated when 0 < w · n < 2ξc2
c2+ξ2
. Specially, if ξ = c, the
condition reduces to 0 < w · n < c;
b. the numerical energy is conserved when w · n = 2ξc2
c2+ξ2
and (∇uh)τ = 0 on the outflow
boundaries. Specifically, if ξ = c, the condition reduces to w · n = c and (∇uh)τ = 0.
Lastly, for the case with w · n > c we impose no boundary conditions. That means the
numerical fluxes are given by
v∗ = vh, ∇u∗ = ∇uh. (3.25)
By combining (3.16) and (3.25), we conclude that the numerical energy is dissipated.
Theorem 3.2. Suppose the following fluxes are imposed:
i. The Sommerfeld flux (3.18) at subsonic inflow boundaries, −c < w · n < 0,
ii. (3.21) at supersonic inflow boundaries, w · n < −c,
iii. The Sommerfeld flux (3.22) at subsonic outflow boundaries, 0 < w · n < 2ξc2
c2+ξ2
,
iv. (3.25) at supersonic outflow boundaries w · n > c,
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v. At inter-element boundaries either the central flux (3.11), or
a. the Sommerfeld flux (3.12) if |w · n|< 2ξc2
c2+ξ2
,
b. (3.14) if w · n1 > c,
c. (3.15) if w · n2 > c.
Also suppose that the parameter ξ defining the Sommerfeld flux at any boundary satisfies
|w · n|≤ 2ξc2
ξ2+c2




j (t) with E
h
































(w · n)2 − c2




(c2 − ξw · n)w · n



















)(∇uh · n)vhw · n− c
2ξ
2













3.3. Error estimates in the energy norm
To derive the error estimates, we define the errors by
eu = u− uh, ev = v − vh,
and let Dh = (eu, ev). Then the fundamental Galerkin orthogonality is given by
B(Φ,Dh) = 0.
For the rest of analysis, we follow the standard approach of comparing the DG solution
(uh, vh) to an arbitrary polynomial approximation (u˜h, v˜h) ∈ Pq,s. Define by the differences
e˜u = u˜
h − uh, e˜v = v˜h − vh, δu = u˜h − u, δv = v˜h − v,
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and let
D˜h = (e˜u, e˜v) ∈ Pq,s, D˜h0 = (e˜u, e˜v, 0) ∈ Pq,s ×N , ∆h = (δu, δv).
Then from the relation Dh = D˜h −∆h, we find the following error equality
B(D˜h0 , D˜h) = B(D˜h0 ,∆h).



















c2η[[∇e˜u]]2 + c2β|[[e˜v]]|2 − c2β[[e˜v]] · (∇e˜u1(w · n1)
















(w · n)2 − c2





(c2 − ξw · n)w · n


















)(∇e˜u · n)e˜vw · n− c
2ξ
2







The strategy of the error analysis in this section is to choose suitable polynomial approx-
imations (u˜h, v˜h). The polynomials can both approximate (u, v) and eliminate some of the
(potentially) larger terms in B(D˜h0 ,∆h). In what follows, for simplicity, we will assume that
(uh, vh) = (u˜h, v˜h) at t = 0. We note that in the numerical experiments it is beneficial to
subtract off a function which satisfies the initial conditions, thus solving a forced equation
with zero initial data.
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3.3.1. General case
For the following analysis, we use the L2 projection of v and a (broken) H1 seminorm
projection of u. Precisely, on each element Ωj, we impose for all time t∫
Ωj






δu = 0, ∀(φu, φv) ∈ Pq,s. (3.28)









)− c2∆e˜uw · ∇δu + c2∆e˜uδv + e˜v(∂δv
∂t
)








− c2∇e˜u · n∇δu ·w + c2δ∗v∇e˜u · n
+ c2e˜v∇δ∗u · n− c2∇e˜u · (∇δ∗u −∇δu)w · n− δ∗v e˜vw · n
]
.
Next, we rewrite the volume integral
∫
Ωj
∆e˜uw · ∇δu. For example in R3, we have∫
Ωj
∆e˜uw · ∇δu =
∫
Ωj
(∇(w · ∇e˜u) +∇× (w ×∇e˜u)) · ∇δu, (3.29)
and the formulas in other dimensions are analogous. Further, by a direct calculation, (3.29)
gives ∫
Ωj
∇2e˜uw · ∇δu =
∫
Ωj
∇(w · ∇e˜u) · ∇δu +∇ · ((w×∇e˜u)×∇δu).
Then invoking (3.28) the volume integrals in B(D˜h0 ,∆h) will vanish and B(D˜h0 ,∆h) is
simplified to





c2((w ×∇e˜u)×∇δu) · n− c2∇e˜u · n∇δu ·w






c2(− (∇δu · ∇e˜u)w · n +∇e˜u · n∇δu ·w)− c2∇e˜u · n∇δu ·w






c2δ∗v∇e˜u · n− δ∗v e˜vw · n + c2e˜v∇δ∗u · n− c2∇e˜u · ∇δ∗uw · n.
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Combining contributions from neighboring elements, we derive






c2[[∇e˜u]]δ∗v − [[e˜v]]δ∗v ·w + c2[[e˜v]] · ∇δ∗u








c2δ∗v∇e˜u · n− δ∗v e˜vw · n + c2e˜v∇δ∗u · n− c2∇e˜u · ∇δ∗uw · n
]
.
Here, we have introduced the fluxes δ∗v , ∇δ∗u built from δv, ∇δu according to the specification
in Section 3.2.1. For the rest of the analysis, C,C0, C1 will be constants independent of the
solution and the element diameter h for a shape-regular mesh. In addition, denote by ||·|| a
Sobolev norm and |·| the associated seminorm. We then have the following error estimate.
Theorem 3.3. Let q¯ = min(q − 1, s). Then there exist numbers C0, C1 depending only
on s, q, η, β, ξ and the shape-regularity of the mesh, such that for smooth solutions u ∈
L∞(0, T ;H q¯+2(Ω)), v ∈ L∞(0, T ;H q¯+1(Ω)) and time T
||∇eu(·, T )||2L2(Ω)+||ev(·, T )||2L2(Ω)
≤ (C0T + C1T 2) max
t≤T
[











, β, η > 0, |w · n|≤ 2c2ξ
c2+ξ2
.
Proof. By the Bramble-Hilbert lemma (e.g. [24]), for q¯ = min(q − 1, s), we have
‖δv‖2L2(Ω)+‖∇δu‖2L2(Ω) ≤ Ch2q¯+2
(










‖δ∗v‖2L2(∂Ω)+‖∇δ∗u · n‖2L2(∂Ω) ≤ Ch2q¯+1
(
|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+1(Ω)
)
, (3.33)





First, consider the case with either central flux and Sommerfeld flux. By the same estimates






Combining the Cauchy-Schwarz inequality with (3.33) and (3.34), we obtain that
B(D˜h0 ,∆h) ≤ C
∑
j




Ehhq¯(|u(·, t)|H q¯+2(Ω)+|v(·, t)|H q¯+1(Ω)).
Then a direct integration in time with (e˜u, e˜v) = 0 at t = 0 gives us




|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+1(Ω)
)
.
For dissipative fluxes, β, η > 0, the estimates can be improved. The contribution from the







c2[[∇e˜u]]δ∗v − [[e˜v]]δ∗v ·w + c2[[e˜v]] · ∇δ∗u − c2∇e˜u1 · ∇δ∗uw · n1





















|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+2(Ω)
)
. (3.35)







c2δ∗v∇e˜u · n− δ∗v e˜vw · n + c2e˜v∇δ∗u · n− c2(∇e˜u · n)(∇δ∗u · n)w · n

















(w · n)2 − c2




(c2 − ξw · n)w · n
ξ −w · n (∇e˜u · n)e˜v
]
,
where we have used the fact
∇e˜u · ∇δ∗u = (∇e˜u · n)(∇δ∗u · n) + (∇e˜u)τ · (∇δ∗u)τ . (3.36)
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|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+2(Ω)
)
. (3.37)







c2δ∗v∇e˜u · n− δ∗v e˜vw · n + c2e˜v∇δ∗u · n− c2(∇e˜u · n)(∇δ∗u · n)w · n


















)(∇e˜u · n)e˜vw · n− c
2ξ
2


















|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+2(Ω)
)
. (3.38)
Combining (3.27) with (3.35)–(3.38) yields
Eh(T ) ≤ CT max
t≤T
h2q¯+1(|u(·, t)|2H q¯+2(Ω)+|v(·, t)|2H q¯+1(Ω)).
Since ev = e˜v− δv, eu = e˜u− δu, (3.30) follows from the triangle inequality and an invocation
of (3.31).
Remark A similar analysis yields the same results for the supersonic boundaries with
|w · n|> c.
3.3.2. Improved estimates for one dimension
We can further prove an optimal estimate if the problem is in one dimension. In what
follows, we assume s = q − 1 and seek polynomial approximation (u˜h, v˜h) such that the






This can be achieved if we impose the boundary conditions at the end points of the element
Ωj = (xj−1, xj) as follows
(1 + β − α)δv + (η + α)∂δu
∂x
= 0, x = xj−1, (3.40)
(β + α)δv − (1 + η − α)∂δu
∂x
= 0, x = xj. (3.41)
As in [3], we find that we need to assume α(1 − α) = βη. It is clear that this condition is
satisfied by the Sommerfeld flux but it is not true for the central flux. Given (3.40)–(3.41),











δu = 0, (3.42)























for (u, v) ∈ L∞(0, T ;Hq+2(Ω)) × L∞(0, T ;Hq+1(Ω)). Then, by the same computations as































In this section, numerical simulations are presented to show the convergence in the L2
norm for the method we proposed. Precisely, we use a standard modal formulation with
a tensor-product Legendre basis for all cases, and the 4-stage fourth order Runge-Kutta
scheme (RK4) method is used to march in time. In addition, the flux splitting parameter
introduced in Section 3.2.1 is set to be ξ = c in the Sommerfeld flux for all cases. Finally,
we choose a sufficiently small time step size to make the temperal errors dominated by the
spatial errors. We note that a study of the spectrum of the spatial discretization establishes
that its spectral radius scales with (c+ |w|) q2
h
, with some variability depending on whether
q is even or odd. This is comparable to the results in [3].
3.4.1. Periodic boundary conditions in one space dimension
We consider the following problem
utt + 2wutx + w
2uxx = c
2uxx, x ∈ (0, 1), t ≥ 0,
with the initial condition u(x, 0) = sin(2pix) and periodic boundary condition u(0, t) =
u(1, t). Then the problem admits an exact traveling wave solution
u(x, t) = cos(2cpit) sin(2pi(x− wt)), t ≥ 0.
The discretization is performed on a uniform mesh with element vertices xi = ih, i =
0, . . . , n, h = 1/n. The problem is evolved until final time T = 0.4 with time step ∆t =
CFL× h for the degree of approximation polynomials q = (1, 2, 3, 4, 5, 6). In addition, both
the central flux and the upwind flux are used in the numerical simulations. Precisely, we
test three different cases: |w|= c, |w|< c, and |w|> c. These choices are consistent with our
theory. Note that if |w|> c the upwind flux is taken from a single element. We also consider
two different choices for the degrees of the approximation spaces: either the approximation
degree of vh is one less than the approximation degree of uh, or uh and vh are in the same
space. Finally, we present the L2-error for both uh and vh.
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In this work, we did not attempt to precisely characterize the largest time steps we could
take based on accuracy/stability requirements. We simply chose convenient sufficiently small
values. Precisely, to investigate the convergence due to the spatial discretization, we set the
following CFL conditions:
a. central flux: CFL = 0.075
2pi
for q = (1, 2, 3, 4, 5) and CFL = 0.00375
2pi
for q = 6;
b. upwind flux with |w|< c: CFL = 0.1125
2pi
for q = (1, 2, 3, 4, 5) and CFL = 0.01125
2pi
for q = 6;
c. upwind flux with |w|> c: CFL = 0.075
2pi
for q = (1, 2, 3, 4, 5) and CFL = 0.0075
2pi
for q = 6.
The aggressive reductions in time step for q = 6, though not necessary, were convenient.
First, since the spatial accuracy exceeds the temporal accuracy by a fairly significant factor
for q = 6 compared with other cases, we found that we could not observe convergence at the
design order for q = 6 without reducing the time step; second, as the spectral radius of the
spatial discretization matrix is proportional to q2, the stability requirements are stricter for
higher order approximation, although here we found that the scheme was stable for q = 6
using the same steps as in the other cases.
In our initial numerical experiments, we observed that the convergence was somewhat
irregular for all cases when we used L2-projection to determine the non-zero initial conditions.
This could be possibly remedied for the upwind flux with a special projection required by the
analysis; see [22] for an example which discusses a special projection for the LDG method
with alternating fluxes. Here, we propose a simpler method which is to transform the problem
to one with zero initial data by
u(x, t) = u˜(x, t) + u0(x)e
−t2 ,
where u0(x) is the initial condition for u(x), and then numerically solve for u˜ which is zero
initially.
The L2 errors for u are plotted against the spatial grid size h in Figure 3.1 when the
upwind flux is used. Linear regression estimates of the rate of convergence can be found in
Table 3.2 when the approximation degrees for uh and vh are same; and in Table 3.1 when
the degree of vh is one less than that of uh. Here, we only use the ten finest grids to obtain
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(b) w = 1, c = 0.5





















(c) w = c = 0.5
Figure 3.1: Plots of the errors in u as a function of h in 1d with upwind flux for periodic
boundary condition. In the legend, q is the maximum degree of the approximation of u, solid
lines represent the case of uh and vh in the same approximation space, dotted lines represent
the case of vh one degree lower than uh.
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the rates of convergence.
Degree (q) of approx. for u 1 2 3 4 5 6
Rate fit u (w = 0.5, c = 1) 0.90 3.00 4.05 5.03 5.92 6.91
Rate fit u (w = 0.5, c = 0.5) 0.92 3.00 4.01 5.00 6.14 7.00
Rate fit u (w = 1, c = 0.5) 0.88 2.99 4.01 5.03 6.04 6.93
Table 3.1: Linear regression estimates of the convergence rate of u in 1d with upwind flux
for periodic boundary condition, approximation for v is one degree lower than u.
Degree (q) of approx. of u 1 2 3 4 5 6
Rate fit u (w = 0.5, c = 1) 0.97 3.00 4.01 5.00 5.98 6.95
Rate fit u (w = 0.5, c = 0.5) 1.91 3.01 4.00 5.00 6.00 6.89
Rate fit u (w = 1, c = 0.5) 0.97 2.99 4.00 5.01 5.99 6.90
Table 3.2: Linear regression estimates of the convergence rate of u in 1d with upwind flux
for periodic boundary condition, the approximation for v is one degree lower than u.
For q ≥ 2 we observe the optimal convergence, q + 1, for u with the two choices of
approximation space for v. However, from the graphs, we see that there are sometimes
noticeable differences in accuracy. Generally speaking, errors are smaller when vh is taken
from the same space as uh.
The L2 errors in u are plotted against the grid-spacing h for the central flux in Figure
3.2. Linear regression estimates of the convergence rate can be found in Table 3.4 when uh
and vh are in the same approximation space and in Table 3.3 when uh and vh are in different
spaces. Excluding the special case |w|= c, we observe optimal convergence, q+1, for u when



































































(c) w = c = 0.5
Figure 3.2: Plots of the errors in u as a function of grid spacing h in 1d with central flux for
periodic boundary condition. In the legend, q is the maximum degree of the approximation
space of u, solid lines represent the case of uh and vh in the same space, dotted lines represent
the case of vh one degree lower than uh.
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Degree (q) of approx. of u 1 2 3 4 5 6
Rate fit u (w = 0.5, c = 0.5) 2.00 1.99 4.05 3.71 6.01 6.27
Rate fit u (w = 0.5, c = 1) 2.00 2.00 4.03 4.03 5.99 5.91
Rate fit u (w = 1, c = 0.5) 2.00 1.99 4.13 4.11 5.81 5.60
Table 3.3: Linear regression estimates of the convergence rate for u and v in 1d with central
flux for periodic boundary condition, the approximation for v is one degree lower than u.
Degree (q) of approx. of u 1 2 3 4 5 6
Rate fit u (w = 0.5, c = 0.5) 2.00 3.01 3.99 4.99 6.00 6.73
Rate fit u (w = 0.5, c = 1) 1.99 2.00 4.03 4.01 6.02 6.01
Rate fit u (w = 1, c = 0.5) 2.00 2.00 4.01 4.03 6.04 6.01
Table 3.4: Linear regression estimates of the convergence rate of u and v in 1d with central
flux for periodic boundary condition, u and v are in the same approximation space.
3.4.2. Periodic boundary conditions in two space dimensions




+ w · ∇)2u = c2∆u, (x, y) ∈ (0, 1)× (0, 1), t ≥ 0,
with periodic boundary conditions u(0, y, t) = u(1, y, t), u(x, 0, t) = u(x, 1, t). Let w =
(wx, wy), we approximate the exact solution
u(x, y, t) = sin(2cpit)
(
sin (2pi(x− wxt)) + sin (2pi(y − wyt))
)
.
The discretization is performed with elements whose vertices are on the Cartesian grid
defined by xi = ih, yj = jh, i, j = 0, 1, . . . , n with h = 1/n. Here, we only focus on the case
where uh and vh are in the same space. The problem is evolved until final time T = 0.2
by the classic fourth order Runge-Kutta method. We also test two different fluxes: central
flux and upwind flux. In addition, we have CFL = 0.075/(2pi) for the central flux and
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CFL = 0.0375/(2pi) for the upwind flux. Note that at an interface with supersonic normal













































(c) wx = wy = 0.5, c = 1
Figure 3.3: Plots of the error in u as a function of spacing-grid h in 2d with the upwind flux
and periodic boundary conditions. In the legend, q is the degree of the approximation of u
for both x and y directions.
Figure 3.3 shows the errors for u obtained with the upwind flux plotted against the grid-
spacing h. Linear regression estimates of the rate of convergence can be found in Table 3.5.





























































(d) wx = wy = 1.5, c = 1
Figure 3.4: Plots of the error in u as a function of h in 2d with the central flux and periodic
boundary conditions. In the legend, q is the degree of approximation to u and v for both x
and y directions.
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The L2 error for u with the central flux is plotted against the grid-spacing h in Figure
3.4. Linear regression estimates of the rate of convergence can be found in Table 3.6 for
u. Similar to the one-dimensional case, convergence is optimal for u when q is odd and






























(b) wx = wy = 0.5, c = 1
Figure 3.5: Plots of the error in u as a function of h in 2d with upwind (left) and central
(right) fluxes for Dirichlet boundary condition on inflow boundaries and a radiation boundary
condition on outflow boundaries. In the legend, q is the degree of the approximation to u
for both x and y directions.
3.4.3. Dirichlet and radiation boundary conditions in two space dimensions
Degree (q) of approx. of u and v 1 2 3 4 5 6
Rate fit u (wx = 1, wy = 1, c = 1) 1.77 3.04 3.99 5.00 6.00 6.97
Rate fit u (wx = 0.5, wy = 1.5, c = 1) 1.05 2.93 4.00 4.99 5.99 6.96
Rate fit u (wx = 0.5, wy = 0.5, c = 1) 1.07 2.95 4.02 4.98 5.99 7.00
Table 3.5: Linear regression estimates of the convergence rate of u and v in 2d with upwind
flux for periodic boundary condition and qx = qy = q.
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Degree (q) of approx. of u and v 1 2 3 4 5 6
Rate fit u (wx = 0.5, wy = 0.5, c = 1) 2.00 2.04 4.04 4.06 6.15 6.01
Rate fit u (wx = 1, wy = 1, c = 1) 2.00 3.05 4.01 4.97 6.01 5.13
Rate fit u (wx = 0.5, c = 1, wy = 1.5) 2.00 2.01 4.30 4.09 6.11 5.86
Rate fit u (wx = 1.5, wy = 1.5, c = 1) 2.00 1.96 4.56 4.20 6.06 5.45
Table 3.6: Linear regression estimates of the convergence rate of u and v in 2d with central
flux for periodic boundary condition and qx = qy = q.
Lastly, we test a problem with a Dirichlet boundary condition on inflow boundaries
(left and bottom) and radiation boundary conditions on outflow boundaries (right and top).
Further, we consider the following manufactured solution





+ w · ∇)2u = c2∆u+ f, (x, y) ∈ (0, 1)× (0, 1), t > 0,
with f determined by u. Note that for this specific choice we have that u(x, y, t) = 0 on the
inflow boundaries and u(x, y, t) = ux(x, y, t) = uy(x, y, t) = 0 on the outflow boundaries. For
the following numerical experiments, the degrees for the space of uh and vh are chosen to be
same with qx = qy = q. The problem is evolved until final time T = 0.2. For the purpose of
stability, we only consider the subsonic case, wx = wy = 0.5 with c = 1, and compare both
upwind and central fluxes.
In Figure 3.5, we present the errors for u against the grid-spacing h for both fluxes. The
linear regression estimates of the rate of convergence can be found in Table 3.7. The rates
of convergence are very similar to those for the periodic problem.
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Degree (q) of approx. of u 1 2 3 4 5 6
Rate fit u (wx = 0.5, wy = 0.5, c = 1) 0.82 2.94 4.01 4.96 5.97 6.96
Rate fit u (wx = 0.5, wy = 0.5, c = 1) 1.65 2.09 4.09 4.04 6.01 6.01
Table 3.7: Linear regression estimates of the convergence rate for u in 2d with Dirichlet
boundary condition on inflow boundaries, radiation boundary condition on outflow bound-
aries and qx = qy = q. Here the first two rows correspond to the upwind flux and the last
two to the central flux.
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Chapter 4
APPLICATION TO SEMI-LINEAR WAVE EQUATIONS
The content in this chapter has been submitted under the name ”An energy-based discon-
tinuous Galerkin method for semilinear wave equations” [6]
In this chapter, we generalize the energy-based discontinuous Galerkin method proposed
in [3] to second-order semilinear wave equations. A stability and convergence analysis is
presented along with numerical experiments demonstrating optimal convergence for certain
choices of the inter-element fluxes. Applications to the sine-Gordon equation include simu-
lations of breathers, kink, and anti-kink solitons.
4.1. Introduction
We have successfully used energy-based discontinuous Galerkin methods to solve many
second-order linear hyperbolic problems. However, although it seems clear that the method
can be adapted to any second-order linear hyperbolic system, the formulation for nonlinear
problems presented in [3] is both incomplete and inconvenient. In particular, the analogue of
(4.7) proposed in [3] involves a nonlinear function of φu. Thus the equation would typically
be overdetermined. Moreover, to guarantee the energy estimate the system must be satisfied
for φu = u, which directly leads to a nonlinear problem to calculate
∂u
∂t
. Our main result in
this work is to show how all these potential issues can be avoided for semilinear problems.
The remainder of the paper is organized as follows. In Section 4.2 we introduce the
semi-discretization, proposing a number of inter-element fluxes and proving the basic energy
estimate. In Section 4.3 we prove a suboptimal error estimate and present several numerical
experiments in Section 4.4. The latter demonstrates optimal convergence for certain choices
of flux: specifically an energy-conserving alternating flux as well as two energy-dissipating
fluxes. We also present simulations of soliton solutions of the sine-Gordon equation.
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4.2. Problem formulation






= c2∆u+ f(u), x ∈ Ω ⊂ Rd, t ≥ 0, (4.1)
where c > 0 is the sound wave speed, θ ≥ 0 is the dissipation coefficient, and f(u) is a
smooth function with limu→0
f(u)
u
bounded. The initial conditions are given by
u(x, 0) = g1(x),
∂u(x, 0)
∂t
= g2(x), x ∈ Ω ⊂ Rd.











|∇u|2 − F (u),
where F ′(u) = −f(u). To derive an energy-based DG formulation for problem (4.1), we
introduce a second scalar variable to produce a system which is first order in time,
∂u
∂t
− v = 0,
∂v
∂t
+ θv − c2∆u− f(u) = 0.
(4.2)






v2 + c2 |∇u|2 + 2F (u). (4.3)
Note that F (u) > 0 corresponds to a defocusing equation and F (u) < 0 gives a focusing
equation. In the rest of the analysis in this paper, we investigate the defocusing equation
with F (u) > 0, although the method formulation applies in either case. The change of the













c2v∇u · ndS, (4.4)
where n is the outward-pointing unit normal.
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We note that in our error analysis we will make the stronger assumption f(u)
u
< 0, which
can be enforced after a transformation of variables if we only assume the ratio is bounded.
Then the defocusing assumption holds since










z dz > 0.
4.2.1. Semi-discrete DG formulation
We develop an energy-based DG scheme for problem (4.1) through the reformulation
(4.2). Let the domain Ω be discretized by non-overlapping elements Ωj; Ω = ∪jΩj. Choose
the components of the approximations, (uh, vh) to (u, v), restricted to Ωj, to be polynomials
or tensor-product polynomials of degree q and s respectively1,
U qh =
{





vh(x, t) : vh(x, t) ∈ Πs(Ωj), x ∈ Ωj, t ≥ 0
}
.
We seek an approximation to the system (4.2) which satisfies a discrete energy estimate


































where we have omitted t in uh(xk,j) for simplicity. Note here we use a quadrature rule with
nodes xk,j in Ωj and positive weights ωk,j to approximate the integration of the nonlinear
terms; in our experiments we use 16-point Gauss rules. To obtain a weak form which is
compatible with the discrete energy (4.5) and (4.6), we choose φu ∈ U qh, φv ∈ V sh and test
the first equation of (4.2) with −c2∆φu, the second equation of (4.2) with φv and add terms
1For simplicity we abuse notation and let Πr denote either the polynomials of degree r or the tensor-
product polynomials of degree r in each coordinate on a reference element.
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(∇u)∗ · n−∇uh · n) dS,
where v∗ and (∇u)∗ are numerical fluxes on both inter-element and physical boundaries. In






































c2φv(∇u)∗ · n dS. (4.8)
Now by setting φu = u
h and φv = v
























v∗ − vh)+ c2φv(∇u)∗ · n dS.
Note that if f(u)
u













Here, φ˜u is an arbitrary constant function and this equation does not affect the energy.
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instead of f(φu) in (4.7). This exchange obviously yields an invertible linear
system for computing ∂u
h
∂t
. The energy estimate still holds as the two terms are identical for
the special choice φu = u
h.
4.2.2. Fluxes
To complete the formulation of energy-based DG scheme proposed in Section 4.2.1, we
must specify the numerical fluxes v∗, (∇u)∗ both at inter-element and physical boundaries.
Denote ′+′ to be the trace of data from the outside of the element, ′−′ to be the trace of













(∇uh)−, [[∇uh]] ≡ (∇uh)+ · n+ + (∇uh)− · n−.
4.2.2.1. Inter-element boundaries
To analyze the problem, we label two elements sharing one inter-element boundary by
1 and 2. Then, besides the volume dissipation,if any, their net contribution to the discrete
energy Eh(t) is the boundary integral of








+ c2vh2 (∇u)∗ · n2. (4.9)








, (∇u)∗ ≡ 1
2
(∇uh1 +∇uh2) . (4.10)
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(∇uh1 +∇uh2) · n2) = 0.
Second, we propose an alternating flux,
v∗ ≡ vh1 , (∇u)∗ ≡ ∇uh2 , (4.11)
or
v∗ ≡ vh2 , (∇u)∗ ≡ ∇uh1 . (4.12)
Using (4.11) as an example, we have








+ c2vh2∇uh2 · n2 = 0.
If θ = 0, then it is clear that both the central flux (4.10) and the alternating flux (4.11) or
(4.12) lead to an energy-conserving energy-based DG scheme since J = 0. To develop an
energy-dissipating scheme for θ = 0, we introduce a Sommerfeld flux which yields J < 0 in
the presence of jumps. Let us denote a flux splitting parameter by ξ > 0 which has the same
units as the wave speed c and note that,
v∇u · n = 1
4ξ
(v + ξ∇u · n)2 − 1
4ξ
(v − ξ∇u · n)2.
Then we enforce 
v∗ − ξ(∇u)∗ · n1 = vh1 − ξ
(∇uh1) · n1,
v∗ − ξ(∇u)∗ · n2 = vh2 − ξ
(∇uh2) · n2.
(4.13)
Solving system (4.13) yields
v∗ = {{vh}} − ξ
2















Thus we have an energy-dissipating scheme even when θ = 0 if the Sommerfeld flux is used.
4.2.2.2. Physical boundaries




+ η∇u(x, t) · n = 0, x ∈ ∂Ω, (4.15)
where γ2 + η2 = 1 and γ, η ≥ 0. Note that we have a homogeneous Dirichlet boundary
condition if η = 0 and a homogeneous Neumann boundary condition when γ = 0. On the




∇u · n + γη(∇u · n)2 = 0, (4.16)









∇u · n = 0. (4.17)



















)2 + (∇u · n)2
)
dS ≤ 0.
The numerical fluxes v∗ and (∇u)∗ are chosen to be consistent with the physical boundary
condition (4.15),
γv∗ + η(∇u)∗ · n = 0.
By a similar analysis as in [3], we find that if we choose
v∗ = vh − (γ − aη)ρ, (∇u)∗ = ∇uh − (η + aγ)ρn,
with
ρ = γvh + η
(∇uh) · n,
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(v∗)2 + ((∇u)∗ · n)2
)
+ ρ2((1− a2)γη + a(γ − η)),
which yields a nonincreasing contribution to the energy if
b = (1− a2)γη + a(γ2 − η2) ≥ 0.
4.2.3. Stability of the scheme
We are now ready to state the stability of the proposed energy-based DG scheme. To
make the statement concise, we introduce a general formulation for the fluxes on the inter-
element boundaries,
v∗ ≡ αvh1 + (1− α)vh2 − τ [[∇uh]], (∇u)∗ ≡ (1− α)∇uh1 + α∇uh2 − β[[vh]], (4.18)
with 0 ≤ α ≤ 1 and β, τ ≥ 0. Note that the previous cases correspond to :
Central flux : α = 0.5, τ = β = 0.
Alternating flux : α = 0, τ = β = 0 or α = 1, τ = β = 0.
Sommerfeld flux : α = 0.5, τ = ξ
2
, β = 1
2ξ
.
For the general flux formulation (4.18), we find that the contribution to the discrete energy
from the inter-element boundaries is the boundary integral of
J = − ( β|[[vh]]|2+τ [[∇uh]]2 ) ≤ 0.




j (t) with E
h
























(v∗)2 + ((∇u)∗ · n)2
)
+ bρ2 dS.
If the flux parameters τ, β and b are non-negative, then Eh(t) ≤ Eh(0).
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4.3. Error estimates
To analyze the numerical error of the scheme, we define the errors by
eu = u− uh, ev = v − vh, (4.19)
and compare (uh, vh) with an arbitrary polynomial (u˜h, v˜h), u˜h ∈ U qh, v˜h ∈ V sh with q − 2 ≤
s ≤ q. To proceed, we denote the difference
e˜u = u˜
h − uh, e˜v = v˜h − vh, δu = u˜h − u, δv = v˜h − v,
































Here we assume f(u)
u
< 0. However, this restriction can be relaxed as we show in the Remark









































which guarantees the positivity of E . Since both the continuous solution (u, v) and the






































c2φv(∇eu)∗ · n dS. (4.22)
Now, by using the relations eu = e˜u − δu, ev = e˜v − δv, choosing φu = e˜u, φv = e˜v and then







































c2∇e˜u · n(e˜∗v − δ∗v − (e˜v − δv)) + c2e˜v ((∇e˜u)∗ · n− (∇δu)∗ · n) dS. (4.23)
An integration by parts in the volume integral
∫
Ωj


































c2∇e˜u · n(e˜∗v − e˜v) + c2e˜v(∇e˜u)∗ · n− c2∇e˜u · nδ∗v − c2e˜v(∇δu)∗ · n dS. (4.24)
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We now must choose (u˜h, v˜h) to achieve an acceptable error. On Ωj, we impose for all time
t and ∀φu ∈ U qh,∀φv ∈ U sh,∫
Ωj
∇φu · ∇δu dx = 0,
∫
Ωj
φvδv dx = 0,
∫
Ωj
δu dx = 0,


























































c2∇e˜u · n(e˜∗v − e˜v) + c2e˜v(∇e˜u)∗ · n− c2∇e˜u · nδ∗v − c2e˜v(∇δu)∗ · n dS. (4.25)




































































































































































































c2∇e˜u · n(e˜∗v − e˜v) + c2e˜v(∇e˜u)∗ · n− c2∇e˜u · nδ∗v − c2e˜v(∇δu)∗ · n dS.
















































































































)− c2[[∇e˜u]]δ∗v + c2[[e˜v]] · (∇δu)∗ dS.
Here, Fj represents inter-element boundaries and Bj represents physical boundaries. Besides,
we introduce the fluxes δ∗v ,∇δ∗u built from δv,∇δu according to the specification in Section
4.2.2. In what follows, C is a constant independent of the solution and element diameter h
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for a shape-regular mesh. Denote Sobolev norms by ||·|| and the associated seminorms by
|·|. We then have the following error estimate.
Theorem 4.2. Let q¯ = min(q−1, s), q−2 ≤ s ≤ q, f(u)
u
≤ −L, L > 0 be smooth. Then there












the shape regularity of the mesh, such that for smooth solutions u ∈ L∞(0, T ;Hq+2(Ω)), v ∈
L∞(0, T ;Hq+1(Ω)) time T , and h sufficiently small
















q¯, β, τ, b ≥ 0,
q¯ + 1
2
, β, τ, b > 0.
Proof. From the Bramble-Hilbert lemma (e.g., [24]), we have for q¯ = min(q, s− 1)
||δu||2L2(Ω) ≤ Ch2s+2 |u(·, t)|2Hs+1(Ω) ,








Now we estimate the nonlinear volume integrals in (4.27). By the Cauchy-Schwartz inequal-

































































Cωk,j |e˜v(xk,j)| (|e˜u(xk,j)|+ |δu(xk,j)|) ≤ CE + Chs+1
√
E |u(·, t)|Hs+1(Ω) . (4.31)
Then, using (4.30)-(4.31), (4.27) is simplified to
dE
dt













c2∇e˜u · nδ∗v + c2e˜v(∇δu)∗ · n + γη
(
(e˜∗v)
2 + ((∇e˜u)∗ · n)2
)








)− c2[[∇e˜u]]δ∗v + c2[[e˜v]] · (∇δu)∗ dS.
Now, we only need to consider the boundary integrals. We use the same analysis as in [3]
and complete the estimates for the following cases:
Case I: β = 0 or τ = 0,
dE
dt










E (|u(·, t)|H q¯+2(Ω)+|v(·, t)|H q¯+1(Ω)) . (4.32)
Then, combining a direct integration of (4.32) in time with the assumption e˜u = e˜v = 0 at
t = 0, we obtain
√









+ |v(·, t)|Hs+1(Ω)+ |u(·, t)|Hs+1(Ω)
)]
, (4.33)
since e˜u = eu + δu, e˜v = ev + δv, then (4.28) follows from the triangle inequality and (4.33).
Case II: β, τ, b > 0,
dE
dt










E (|u(·, t)|H q¯+2(Ω)+|v(·, t)|H q¯+1(Ω)) . (4.34)
Then again (4.28) with ζ = q¯ + 1
2
follows directly from an integration in time of (4.34)
combined with the triangle inequality.
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Remark : If f(u)
u
≥ 0 for some u we may introduce a new variable u = eαtw, α > 0 and use
the energy-based DG scheme to solve for w. Then so long as α2 + αθ − f(u)
u
is positive the
hypotheses above are satisfied and so the energy and error estimates hold. This applies, for
example, to the sine-Gordon equation. However, in our numerical experiments we solve for
u rather than w.
Remark : For 1-dimensional problems, we can improve the error estimate to hs+1 by con-
structing (u˜h, v˜h) to make the boundary term in (4.27) vanish as in [3].
Remark : We note that the error estimate appears to be overly conservative for the problems
that we consider in the numerical experiments section. There we do not observe worse than
linear growth of the error in time.
4.4. Numerical experiments
In this section we present numerical experiments to evaluate the performance of our
scheme. In all cases we use a standard modal formulation and use the L2 norm in space to
evaluate the error. We present the numerical experiments in both one and two dimensions.
For two-dimensional problems, we consider a simple square domain and use the tensor prod-
uct of the Legendre polynomials to be the basis functions. All the numerical experiments are
marched in time by a fourth-order Runge-Kutta (RK4) scheme and the flux splitting param-
eter is chosen to be ξ = c = 1. In all experiments we choose the time step size sufficiently
small to guarantee that the temporal error is dominated by the spatial error.
4.4.1. Convergence in 1D
In this section we consider the sine-Gordon equation with a dissipating term, i.e, θ = 1.









− sin(u) + f(x, t), x ∈ (−20, 20), t ≥ 0,
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with a standing breather solution






, x ∈ (−20, 20), t ≥ 0. (4.35)
The initial conditions, boundary conditions and the external forcing f(x, t) are chosen so
that (4.35) is the exact solution. We note that our theoretical results establish convergence
in the energy norm, but here we investigate the convergence of the solution itself.
As seen below, in our simulations we find the convergence rate for low degrees q ≤ 3 is
not regular for some cases, so for comparison we also give the results for the manufactured
solution
solution 2: u(x, t) = esin(x−t), x ∈ (−20, 20), t ≥ 0. (4.36)
The corresponding initial conditions, boundary conditions and external forcing are deter-
mined by the manufactured solution (4.36). For these two examples, we use the same space
and time discretization, the only difference is the solution itself.
The discretization is performed on the computational domain (−20, 20) with the element
vertices xj = −20 +(j−1)h, j = 1, 2, · · · , N +1, h = 40N . We evolve the discretized problems
until the final time T = 2 with the time step ∆t = 0.075h/(2pi). We present the L2 error for
u. The degrees of the approximation space for uh are set to be q = (1, 2, 3, 4, 5, 6).
We test four different fluxes: the central flux denoted by C.-flux, the alternating flux
with α = 0 denoted by A.-flux, the Sommerfeld flux denoted by S.-flux, and the upwind flux
in (4.18) with α = 0, τ = ξ
2
, β = 1
2ξ
denoted by A.S.-flux. Note that both the C.-flux and
A.-flux are energy-conserving methods; both the S.-flux and A.S.-flux are energy-dissipating
methods even when θ = 0. We want to point out that α = 1 has a similar performance to
α = 0 in the cases A.-flux and A.S.-flux; thus we only show the results for α = 0 in the rest
of the paper. We also consider two different approximation spaces: either uh and vh in the
same space, i.e, s = q, or the degree of the approximation space of vh one less than uh, i.e,
s = q − 1.
In experiments not shown, we observed that the convergence rate was somewhat irregular
for all cases when L2 projection was used to compute the initial conditions. One may use
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a special projection for the initial conditions to solve this problem; see for example the
approach in [22] which discusses a projection for the local DG method with the alternating
flux. But here, we adopt a simpler idea as in [92]: transform the problem into one with zero
initial conditions,
u(x, t) = u0(x) + u˜(x, t),
where u0(x) = u(x, 0). Then we get u by numerically solving for u˜(x, t).
The L2 errors for u and both problems one and two are presented in Tables 4.5 through
4.4. For the energy-dissipating schemes we observe that the convergence rate for uh is
predictable for both problems, optimal convergence independent of the degree of vh. For
the energy-conserving schemes we see that the behavior of the convergence rate for uh is
predictable when q ≥ 4 for both problems with the A.-flux, optimal convergence for both
s = q and s = q − 1. For the central flux we note suboptimal convergence for uh when
s = q − 1, q ≥ 3 and optimal convergence in uh when s = q, q ≥ 3. For the lower order
schemes (q ≤ 3) the behavior of the convergence rate for problem 1 is unpredictable for all
fluxes and approximation spaces. Generally speaking, the error levels for both problems with
all fluxes are comparable, but the rates of convergence are more predictable for dissipating
fluxes with high order approximation (q ≥ 3).
4.4.2. Soliton solutions of the sine-Gordon equation in 1D







− sin(u), x ∈ (−20, 20), t ≥ 0. (4.37)
This equation appears in a number of physical applications and is famous for its soliton
and multi-soliton solutions. Here, we focus on investigating these soliton solutions: breather
soliton, kink soliton, anti-kink soliton and multi-soliton solutions: kink-kink collision, kink-





400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
1.78e-03(–) 4.87e-04(1.87) 1.98e-04(2.22) 1.12e-04(1.99) 7.12e-05(2.02) 4.92e-05(2.03)
1 6.74e-01(–) 6.73e-01(0.00) 7.03e-01(-0.11) 6.96e-01(0.04) 6.91e-01(0.03) 6.87e-01(0.03)
2
1 ||u− uh||L2
3.62e-04(–) 2.16e-05(4.06) 6.18e-06(3.09) 8.19e-06(-0.98) 1.10e-06(8.99) 6.80e-07(2.65)




50 100 200 400 800 1600
3
2 ||u− uh||L2
3.99e-03(–) 5.67e-05(6.14) 3.60e-06(3.98) 2.21e-07(4.03) 1.37e-08(4.00) 1.34e-09(3.36)




80 100 120 140 160 180
4
3 ||u− uh||L2
7.12e-06(–) 2.35e-06(4.96) 9.50e-07(4.98) 4.40e-07(4.99) 2.26e-07(4.99) 1.26e-07(4.99)
4 8.64e-06(–) 2.88e-06(4.93) 1.16e-06(4.97) 5.39e-07(4.98) 2.77e-07(4.98) 1.54e-07(4.99)
5
4 ||u− uh||L2
3.88e-07(–) 1.01e-07(6.02) 3.41e-08(5.97) 1.36e-08(5.98) 6.10e-09(5.99) 3.01e-09(5.99)
5 4.41e-07(–) 1.15e-07(6.02) 3.88e-08(5.97) 1.54e-08(5.98) 6.94e-09(5.98) 3.43e-09(5.99)
6
5 ||u− uh||L2
2.06e-08(–) 4.57e-09(6.74) 1.28e-09(6.97) 4.37e-10(6.98) 1.72e-10(6.97) 7.63e-11(6.92)
6 2.25e-08(–) 5.02e-09(6.73) 1.41e-09(6.97) 4.80e-10(6.97) 1.90e-10(6.96) 8.41e-11(6.90)
Table 4.1: L2 errors in u for problem 1 (4.35) when the A.-flux is used. q is the degree of uh,




400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
5.84e-01(–) 4.25e-01(0.46) 3.50e-01(0.48) 3.05e-01(0.48) 2.73e-01(0.50) 2.50e-01(0.49)
1 4.31e+00(–) 4.34e+00(-0.01) 4.35e+00(-0.01) 4.36e+00(-0.01) 4.36e+00(0.00) 4.37e+00(-0.00)
2
1 ||u− uh||L2
7.73e-04(–) 9.79e-05(2.98) 2.92e-05(2.98) 1.24e-05(2.98) 6.36e-06(2.99) 3.69e-06(2.98)




50 100 200 400 800 1600
3
2 ||u− uh||L2
1.46e-02(–) 6.81e-04(4.42) 4.20e-05(4.02) 2.29e-06(4.20) 1.43e-07(4.00) 9.39e-09(3.93)




80 100 120 140 160 180
4
3 ||u− uh||L2
8.23e-05(–) 2.59e-05(5.18) 1.06e-05(4.92) 4.96e-06(4.90) 2.41e-06(5.41) 1.32e-06(5.08)
4 9.51e-05(–) 3.05e-05(5.10) 1.21e-05(5.07) 5.55e-06(5.06) 2.83e-06 (5.04) 1.57e-06(5.03)
5
4 ||u− uh||L2
3.74e-06(–) 1.01e-06(5.88) 3.47e-07(5.84) 1.41e-07(5.86) 6.39e-08(5.91) 3.14e-08(6.03)
5 4.19e-06(–) 1.10e-06(5.98) 3.69e-07(6.00) 1.47e-07(5.99) 6.57e-08(6.01) 3.24e-08(5.99)
6
5 ||u− uh||L2
2.18e-07(–) 4.60e-08(6.98) 1.29e-08(6.99) 4.35e-09(7.03) 1.74e-09(6.88) 7.89e-10(6.70)
6 2.31e-07(–) 4.91e-08(6.93) 1.38e-08(6.97) 4.71e-09(6.97) 1.86e-09(6.97) 8.12e-10(7.03)
Table 4.2: L2 errors in u for problem 2 (4.36) when the A.-flux is used. q is the degree of





400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
2.32e-03(–) 5.80e-04(2.00) 2.58e-04(2.00) 1.45e-04(2.00) 9.28e-05(2.00) 6.44e-05(2.00)
1 3.29e-03(–) 1.17e-03(1.50) 2.98e-04(3.36) 7.82e-04(-3.35) 2.52e-04(5.08) 6.50e-04(-5.21)
2
1 ||u− uh||L2
4.99e-03(–) 1.06e-03(2.23) 7.32e-05(6.60) 4.53e-05(1.67) 1.52e-05(4.89) 8.98e-06(2.89)




50 100 200 400 800 1600
3
2 ||u− uh||L2
2.55e-03(–) 3.79e-05(6.07) 1.90e-06(4.32) 1.13e-07(4.07) 6.98e-09(4.02) 4.35e-10(4.00)




80 100 120 140 160 180
4
3 ||u− uh||L2
9.54e-06(–) 3.95e-06(3.95) 1.91e-06(3.99) 1.03e-06(3.98) 6.06e-07(3.99) 3.79e-07(3.99)
4 9.93e-06(–) 3.58e-06(4.57) 1.51e-06(4.72) 7.23e-07(4.80) 3.79e-07(4.84) 2.13e-07(4.88)
5
4 ||u− uh||L2
5.82e-07(–) 9.49e-08(8.13) 2.53e-08(7.25) 9.13e-09(6.62) 3.88e-09(6.41) 1.84e-09(6.31)
5 4.30e-07(–) 9.63e-08(6.70) 2.90e-08(6.58) 1.06e-08(6.54) 4.45e-09(6.49) 2.09e-09(6.43)
6
5 ||u− uh||L2
2.13e-08(–) 5.72e-09(5.89) 1.92e-09(5.98) 7.65e-10(5.98) 3.44e-10(5.98) 1.70e-10(5.99)
6 2.17e-08(–) 5.31e-09(6.30) 1.61e-09(6.55) 5.76e-10(6.66) 2.34e-10(6.74) 1.05e-10(6.80)
Table 4.3: L2 errors in u for problem 1 (4.35) when the C.-flux is used. q is the degree of




400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
1.01e-01(–) 4.67e-02(1.11) 3.07e-02(1.03) 2.29e-02(1.02) 1.83e-02(1.00) 1.52e-02(1.01)
1 4.44e-01(–) 3.02e-01(0.56) 2.45e-01(0.52) 2.12e-01(0.50) 1.90e-01(0.49) 1.73e-01(0.50)
2
1 ||u− uh||L2
4.57e-03(–) 1.14e-03(2.00) 5.08e-04(1.99) 2.86e-04(2.00) 1.83e-04(2.00) 1.27e-04(2.00)




50 100 200 400 800 1600
3
2 ||u− uh||L2
4.08e-02(–) 5.12e-04(6.31) 2.38e-05(4.43) 1.42e-06(4.06) 8.84e-08(4.01) 5.51e-09(4.00)




80 100 120 140 160 180
4
3 ||u− uh||L2
1.19e-04(–) 5.01e-05(3.87) 2.43e-05(3.96) 1.23e-05(4.44) 7.07e-06(4.12) 4.50e-06(3.84)
4 1.11e-04(–) 3.85e-05(4.75) 1.59e-05(4.84) 7.50e-06(4.89) 3.88e-06(4.93) 2.17e-06(4.95)
5
4 ||u− uh||L2
7.02e-06(–) 9.44e-07(8.99) 2.69e-07(6.88) 1.00e-07(6.41) 4.27e-08(6.39) 2.02e-08(6.35)
5 4.14e-06(–) 9.47e-07(6.61) 2.84e-07(6.60) 1.04e-07(6.52) 4.39e-08(6.46) 2.06e-08(6.41)
6
5 ||u− uh||L2
2.24e-07(–) 5.73e-08(6.11) 1.91e-08(6.02) 7.77e-09(5.85) 3.47e-09(6.04) 1.70e-09(6.02)
6 2.09e-07(–) 5.08e-08(6.34) 1.54e-08(6.54) 5.53e-09(6.66) 2.25e-09(6.73) 1.01e-09(6.79)
Table 4.4: L2 errors in u for problem 2 (4.36) when the C.-flux is used. q is the degree of





400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
8.80e-03(–) 6.70e-03(0.39) 2.95e-03(2.02) 2.23e-03(0.99) 1.78e-03(0.99) 1.49e-03(0.99)
1 1.09e-02(–) 5.35e-03(1.03) 3.63e-03(0.96) 2.74e-03(0.97) 2.20e-03(0.98) 1.84e-03(0.98)
2
1 ||u− uh||L2
4.75e-05(–) 1.03e-03(-4.44) 1.86e-05(9.90) 2.55e-05(-1.09) 1.40e-06(13.03) 2.21e-06(-2.51)




50 100 200 400 800 1600
3
2 ||u− uh||L2
1.91e-02(–) 4.23e-05(8.81) 2.49e-06(4.09) 1.70e-07(3.87) 8.77e-09(4.27) 5.41e-10(4.02)




80 100 120 140 160 180
4
3 ||u− uh||L2
5.14e-06(–) 1.66e-06(5.07) 6.58e-07(5.07) 3.02e-07(5.06) 1.54e-07(5.06) 8.47e-08(5.05)
4 4.12e-06(–) 1.34e-06(5.05) 5.32e-07(5.05) 2.44e-07(5.05) 1.25e-07(5.04) 6.89e-08(5.04)
5
4 ||u− uh||L2
2.76e-07(–) 7.11e-08(6.08) 2.36e-08(6.04) 9.31e-09(6.04) 4.16e-09(6.04) 2.04e-09(6.03)
5 2.22e-07(–) 5.72e-08(6.07) 1.91e-08(6.02) 7.54e-09(6.02) 3.37e-09(6.02) 1.66e-09(6.02)
6
5 ||u− uh||L2
1.45e-08(–) 3.14e-09(6.86) 8.71e-10(7.03) 2.95e-10(7.02) 1.16e-10(7.02) 5.06e-11(7.02)
6 1.18e-08(–) 2.59e-09(6.80) 7.22e-10(7.01) 2.45e-10(7.01) 9.62e-11(7.01) 4.22e-11(7.01)
Table 4.5: L2 errors in u for problem 1 (4.35) when the S.-flux is used. q is the degree of uh,




400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
5.22e-01(–) 2.76e-01(0.92) 1.88e-01(0.95) 1.42e-01(0.98) 1.14e-01(0.98) 9.57e-02(0.98)
1 6.65e-01(–) 4.18e-01(0.67) 3.23e-01(0.64) 2.71e-01(0.61) 2.38e-01(0.58) 2.14e-01(0.58)
2
1 ||u− uh||L2
8.25e-04(–) 1.04e-04(2.99) 3.09e-05(2.99) 1.30e-05(3.01) 6.68e-06(2.98) 3.87e-06(3.00)




50 100 200 400 800 1600
3
2 ||u− uh||L2
1.42e-02(–) 6.62e-04(4.42) 3.33e-05(4.31) 1.92e-06(4.12) 1.17e-07(4.03) 7.26e-09(4.01)




80 100 120 140 160 180
4
3 ||u− uh||L2
6.40e-05(–) 2.07e-05(5.06) 8.26e-06(5.03) 3.81e-06(5.01) 1.95e-06(5.00) 1.08e-06(5.00)
4 4.35e-05(–) 1.39e-05(5.11) 5.50e-06(5.09) 2.52e-06(5.08) 1.28e-06(5.07) 7.05e-07(5.06)
5
4 ||u− uh||L2
3.41e-06(–) 8.90e-07(6.02) 2.97e-07(6.01) 1.18e-07(6.01) 5.28e-08(6.01) 2.60e-08(6.00)
5 2.23e-06(–) 5.77e-07(6.06) 1.92e-07(6.04) 7.56e-08(6.03) 3.38e-08(6.02) 1.67e-08(6.02)
6
5 ||u− uh||L2
1.95e-07(–) 4.09e-08(6.99) 1.14e-08(7.00) 3.88e-09(7.00) 1.52e-09(7.01) 6.66e-10(7.01)
6 1.31e-07(–) 2.76e-08(6.98) 7.71e-09(7.00) 2.62e-09(7.01) 1.03e-09(7.02) 4.49e-10(7.02)
Table 4.6: L2 errors in u for problem 2 (4.36) when the S.-flux is used. q is the degree of uh,





400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
8.84e-03 (–) 4.32e-03(1.03) 2.92e-03(0.97) 2.20e-03(0.98) 1.77e-03(0.98) 1.48e-03(0.98)
1 9.14e-02(–) 1.63e-02(2.49) 6.90e-03(2.12) 1.02e-02(-1.37) 4.34e-03(3.85) 3.64e-03(0.97)
2
1 ||u− uh||L2
4.32e-05(–) 3.64e-05(0.25) 6.45e-06(4.27) 1.07e-05(-1.75) 1.07e-06(10.33) 9.55e-07(0.60)




50 100 200 400 800 1600
3
2 ||u− uh||L2
7.43e-02(–) 5.89e-05(10.30) 3.94e-06(3.90) 2.54e-07(3.95) 1.48e-08(4.10) 9.18e-10(4.01)




80 100 120 140 160 180
4
3 ||u− uh||L2
5.49e-06(–) 1.75e-06(5.13) 6.90e-07(5.10) 3.16e-07(5.07) 1.61e-07(5.05) 8.88e-08(5.04)
4 4.26e-06(–) 1.36e-06(5.11) 5.38e-07(5.09) 2.46e-07(5.07) 1.25e-07(5.06) 6.91e-08(5.05)
5
4 ||u− uh||L2
3.70e-07(–) 1.01e-07(5.79) 3.51e-08(5.82) 1.42e-08(5.87) 6.46e-09(5.90) 3.21e-09(5.93)
5 2.31e-07(–) 5.95e-08(6.07) 1.98e-08(6.04) 7.79e-09(6.04) 3.47e-09(6.04) 1.70e-09(6.04)
6
5 ||u− uh||L2
1.77e-08(–) 3.75e-09(6.95) 1.01e-09(7.20) 3.35e-10(7.15) 1.29e-10(7.12) 5.61e-11(7.09)
6 1.22e-08(–) 2.63e-09(6.86) 7.29e-10(7.04) 2.47e-10(7.03) 9.67e-11(7.02) 4.23e-11(7.02)
Table 4.7: L2 errors in u for problem 1 (4.35) when the A.S.-flux is used. q is the degree of




400 800 1200 1600 2000 2400
1
0 ||u− uh||L2
5.50e-01(–) 2.91e-01(0.92) 1.97e-01(0.96) 1.48e-01(0.99) 1.18e-01(1.02) 9.88e-02(1.00)
1 9.92e-01(–) 5.85e-01(0.76) 4.29e-01(0.76) 3.47e-01(0.74) 2.95e-01(0.73) 2.59e-01(0.71)
2
1 ||u− uh||L2
6.88e-04(–) 8.64e-05(2.99) 2.56e-05(3.00) 1.08e-05(3.00) 5.55e-06(2.98) 3.21e-06(3.00)




50 100 200 400 800 1600
3
2 ||u− uh||L2
1.37e-02(–) 7.26e-04(4.24) 3.58e-05(4.34) 1.96e-06(4.19) 1.18e-07(4.06) 7.31e-09(4.01)




80 100 120 140 160 180
4
3 ||u− uh||L2
5.66e-05(–) 1.73e-05(5.32) 6.70e-06(5.19) 3.04e-06(5.14) 1.54e-06(5.11) 8.43e-07(5.09)
4 4.58e-05(–) 1.43e-05(5.23) 5.58e-06(5.15) 2.54e-06(5.11) 1.29e-06(5.09) 7.08e-07(5.08)
5
4 ||u− uh||L2
2.95e-06(–) 8.09e-07(5.80) 2.80e-07(5.83) 1.13e-07(5.86) 5.16e-08(5.89) 2.57e-08(5.91)
5 2.36e-06(–) 5.95e-07(6.06) 1.97e-07(6.05) 7.76e-08(6.05) 3.46e-08(6.04) 1.70e-08(6.04)
6
5 ||u− uh||L2
1.65e-07(–) 3.35e-08(7.13) 9.16e-09(7.11) 3.07e-09(7.09) 1.20e-09(7.07) 5.20e-10(7.06)
6 1.36e-07(–) 2.82e-08(7.06) 7.81e-09(7.05) 2.64e-09(7.04) 1.03e-09(7.04) 4.50e-10(7.03)
Table 4.8: L2 errors in u for problem 2 (4.36) when the A.S.-flux is used. q is the degree of
uh, s is the degree of vh and N is the number of the cells with uniform mesh size h = 40/N .
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N = 120. We impose no-flux conditions at the computational domain boundaries,
∂u
∂x
(−20, t) = ∂u
∂x
(20, t) = 0, t ≥ 0.
4.4.2.1. Standing breather soliton
To numerically simulate the breather soliton solution of the sine-Gordon equation (4.37),
we consider the initial conditions,









(x, 0) = 0, x ∈ (−20, 20).
These conditions correspond to an exact standing breather soliton solution







Time history of the numerical energy: we first study the numerical energy of the DG
approximations to the standing breather solution. As above, we consider the four different
fluxes: A.-flux, C.-flux, A.S.-flux and S.-flux; we also consider the cases where both uh, vh
are in the same approximation space (s = q) and when the degree of the approximation
space for vh is one less than uh (s = q − 1). The degree of the approximation space for u is
fixed to be q = 4. We evolve the numerical solution until T = 120 with h = 1/3 and use the
4-stage Runge Kutta method with ∆t = 0.195h/(2pi).
In Figure 4.1, we present the numerical energy for the schemes with S.-flux, A.S-flux,
A.-flux and C.-flux. From the left to the right are the cases where uh, vh are in different
approximation spaces, s = q − 1, and the same approximation space, s = q, respectively.
Overall, we observe that the change of the numerical energy is not significant compared with
the initial energy even for dissipating schemes. The A.S-flux and S.-flux produce energy
dissipating schemes and they have somewhat different performance depending on s, but
even then the energy is conserved to around 7 digits.
The numerical standing breather soliton: the numerical standing breather solu-
tions are shown in Figure 4.2 and Figure 4.3. In the simulation, uh, vh are chosen to be in
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(a) s = q − 1












(b) s = q
Figure 4.1: Plots of the history of the numerical energy for the standing breather solution.
the same approximation space with q = s = 4 and the S.-flux is used. Figure 4.2 shows
both exact and numerical breather solutions at several times, t = 0, 45, 90, 120 respectively.
Figure 4.3 presents the space-time plot of the breather solution from t = 0 to t = 120. We
find that the numerical results match well with the analytic solution.
Time history of the L2 error: the time history of the L2 errors for the standing
breather soliton solution with A.-flux, C.-flux, A.S.-flux and S.-flux are plotted in Figure 4.4
for both s = q and s = q − 1. Particularly, q is set to be 4 in the numerical simulation.
The top panel is for energy-conserving schemes with the A.-flux and C.-flux from the left
to right. The bottom panel is for energy-dissipating schemes with the A.S.-flux and S.-flux
from the left to right. The error dynamics for all schemes except for the C.-flux are quite
similar to each other and for the two values of s tested. For the C-flux., however, the errors
display noticeably different patterns. Nonetheless, the peak errors for all eight experiments
are comparable. Finally, considering that the standing breather solution is periodic in time,
we note that the L2 error grows linearly in time.
88









(a) t = 0









(b) t = 45









(c) t = 90









(d) t = 120
Figure 4.2: Plots of the standing breather with the degree of approximation space q = s = 4.
The S.-flux is used in the simulation. From the top to the bottom, the left to the right, the
numerical and exact breather solutions at t = 0, 45, 90, 120 are plotted.
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Figure 4.3: Space-time plots of the standing breather with the degree of approximation space
q = s = 4. The S.-flux is used in the simulation.
4.4.2.2. Kink soliton and antikink soliton
For the kink soliton solution, the sine-Gordon equation (4.37) is solved with the initial
condition, x ∈ (−20, 20),

















The analytic kink solution








is a traveling wave increasing monotonically from 0 to 2pi as x varies from −∞ to ∞. In
contrast with the kink soliton (4.38), for the antikink soliton solution we solve the sine-
Gordon equation (4.37) with the initial conditions, x ∈ (−20, 20),















































































Figure 4.4: Plots of the history of the L2 errors for u, standing breather. The first row is
for energy-conserving schemes, from the left to right the A.-flux and the C.-flux respectively.
The second row is for energy-dissipating schemes, from the left to right the A.S.-flux and
the S.-flux respectively. The degree of the approximation space for u is q = 4 and for v is s.
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which leads to an analytic antikink solution








Compared with the kink solution (4.38), the antikink soliton (4.39) is also a traveling wave
solution, but the solution varies monotonically from 2pi to 0 as x varies from −∞ to ∞.
In the numerical simulation, the velocity for both the kink soliton and the antikink soliton
is chosen to be µ = 0.2. For the kink soliton, an energy-conserving scheme with the A.-flux
is used, while the C.-flux is used in the simulation of the antikink soliton. We take uh and
vh to be in different approximation spaces, i.e., s = q − 1, with q = 4. Finally, the problem
is evolved with a 4-stage Runge Kutta time integrator until T = 80 with time step size
∆t = 0.01.
The space-time plots of the kink and antikink solitons are shown in Figure 4.5. From
the left to the right are the kink soliton and the antikink soliton respectively. From the left
graph, we see that the kink soliton increases monotonically from 0 to 2pi and the antikink
soliton decreases from 2pi to 0 monotonically in the right graph. Both kink and antikink
solitons move from the left to the right and keep their original shape.
4.4.2.3. Kink-kink collision and kink-antikink collision
To numerically simulate the kink-kink collision, we use the superposition of two kink
solitons as the initial condition for (4.37), one moves from the left to the right and the other
moves from the right to the left as follows,














, x ∈ (−20, 20),
∂u
∂t













, x ∈ (−20, 20).
Similarly, for the kink-antikink soliton collision we choose the superposition of a kink soliton
and an antikink soliton as the initial conditions; the kink soliton moves from the left to the
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(a) Kink soliton (b) Antikink soliton
Figure 4.5: From the left to the right, plots for the kink and antikink solitons respectively.
The degree of approximation space for u is q = 4 and for v is s = 3. An energy-based DG
scheme with the A.-flux is used in the simulation of kink soliton and the C.-flux is used for
the simulation of antikink soliton.
right and the antikink soliton moves from the right to the left as follows,














, x ∈ (−20, 20),
∂u
∂t












, x ∈ (−20, 20).
Note that we simply use the superposition of two kink solitons (kink and antikink solitons)
to be the initial conditions rather than the analytic solution of the corresponding collisions.
The parameter µ is chosen to be 0.2 in the numerical simulation. For the kink-kink
collision soliton, an energy-dissipating scheme with the A.S.-flux is used, and the S.-flux is
used in the simulation of kink-antikink collision soliton. Besides, uh, vh are assumed to be
in different approximation spaces, i.e., s = q− 1, with q = 4. Finally, the problem is evolved
with a 4-stage Runge-Kutta time integrator until T = 80 with time step size ∆t = 0.01.
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The plots of the kink-kink and the kink-antikink soliton collisions are shown in Figure
4.6. In the left graph we observe that initially the two kinks move towards each other at the
same speed. The kink with the profile from 0 to 2pi moves from left to right and the kink
with profile from 2pi to 4pi moves from right to left. After a certain time, they collide with
each other and are immediately reflected, keeping their original shape while moving in the
opposite direction. The space-time plot of the kink-antikink collision is shown in the right
graph. We see that the kink and antikink solitons move towards each other at the same
speed. Here the kink with profile from 2pi to 4pi moves left to right and the antikink with
profile from 4pi to 2pi moves right to left. After the collision, they move away from each other
with their original velocity and direction but changed profiles.
(a) Kink-kink collision (b) Kink-antikink collision
Figure 4.6: From the left to the right plots of the kink-kink and kink-antikink collisions
respectively: the degree of approximation space for u is q = 4 and for v is s = 3. An
energy-based DG scheme with A.S.-flux is used in the simulation of kink-kink collision and
the S.-flux is used for the simulation of the kink-antikink collision.
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4.4.3. Convergence in 2D
In this section we investigate the convergence rate of the proposed energy-based DG











− 4u3 + f1(x, y, t), (x, y) ∈ (0, 1)× (0, 1), t ≥ 0. (4.40)
We construct a manufactured solution
u(x, y, t) = cos(2pix) cos(2piy) sin(2pit), (x, y) ∈ (0, 1)× (0, 1), t ≥ 0, (4.41)
to solve (4.40). The initial conditions, boundary conditions and external forcing f1(x, y, t)
are determined by u in (4.41).
The discretization is performed with elements whose vertices are on the Cartesian grids
defined by xi = ih, yj = jh, i, j = 0, 1, · · · , n with h = 1/n. We evolve the solution with the
RK4 time integrator until the final time T = 0.2 with a time step size of ∆t = 0.075h/(2pi).
As in the 1D test, we use four different fluxes: C.-flux, A.-flux, A.S.-flux and S.-flux, but
only consider the case where uh and vh are in the same approximation space, i.e, qx = sx = q
and qy = sy = q. In Figure 4.7, the L
2 errors for u are plotted against the mesh size
hx = hy = h. Table 4.9 presents the linear regression estimates of the convergence rate for
u based on the data in Figure 4.7. Note that we only use the ten finest grids to compute
the convergence rate here. From Table 4.9, we observe the optimal convergence rate of q+ 1
Degree (q) of approx. of u 1 2 3 4 5 6
Rate fit with A.-flux 0.19 2.00 3.89 4.98 5.73 6.77
Rate fit with C.-flux 1.40 1.99 4.31 4.93 6.18 6.64
Rate fit with A.S.-flux 0.89 2.86 4.14 5.03 6.03 7.02
Rate fit with S.-flux 1.05 2.87 4.07 5.02 6.02 7.01
Table 4.9: Linear regression estimates of the convergence rate for u with C.-flux, A.-flux,
S.-flux and A.S.-flux for the 2D test problem. The approximation degrees for uh, vh are
qx = qy = sx = sy = q.
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Figure 4.7: The plot of L2 errors for u for the 2D convergence test: from left to right, top
to bottom A.-flux, C.-flux, A.S.-flux and S.-flux respectively. The approximation degrees for
uh, vh are qx = qy = sx = sy = q.
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for the A.S.-flux and the S.-flux when q ≥ 2 and an order reduction by 1 compared with
the optimal convergence rate for q = 1. For the A.-flux and C.-flux, we observe optimal
convergence for q ≥ 3, and an order reduction by 1 for q = 2. When q = 1, the A.-flux
has an order reduction by 2 compared with the optimal rate and for the C.-flux an order
reduction by 1
2
compared with optimal. These observations are consistent with the results
in 1D.
4.4.4. Time history of the numerical energy in 2D















− 4u3, (x, y) ∈ (0, 1)× (0, 1), t > 0, (4.42)
with initial conditions
u(x, y, 0) = − cos(2pix) cos(2piy), ∂u
∂t
(x, y, 0) = cos(2pix) cos(2piy), (x, y) ∈ (0, 1)×(0, 1),
and flux free physical boundary conditions, t > 0,
∂u
∂x
(0, y, t) =
∂u
∂x
(1, y, t) = 0, y ∈ (0, 1); ∂u
∂y
(x, 0, t) =
∂u
∂y
(x, 1, t) = 0, x ∈ (0, 1).
The space discretization is same as in Section 4.4.3 with n = 5. The degree of the ap-
proximation space is set to be qx = qy = sx = sy = 4. Finally, the problems are evolved
with the RK4 time integrator until the final time T = 10 with time step size chosen to be
∆t = 0.075h/(2pi). In Figure 4.8, the left graph shows the numerical energy evolution with
four different fluxes for the problem with dissipating term, θ = 1; the right graph presents
the numerical energy evolution with four different fluxes for the problem without dissipating
term, θ = 0. We observe that for the case without dissipating term both the A.-flux and
C.-flux conserve the numerical energy; both S.-flux and A.S.-flux are energy dissipating but
the total dissipation is small. For the case with dissipating term, θ = 1, the numerical energy
dissipates for all fluxes, the numerical energy evolution for schemes with A.S.-flux, S.-flux,
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(a) θ = 1













(b) θ = 0
Figure 4.8: The plots of energy for DG solutions of (4.42) with four different fluxes. For
the left graph, the dissipating term is considered, i.e., θ = 1; while the right graph does not
contain the dissipating term, i.e., θ = 0.
C.-flux and A.-flux are on top of each other and the numerical energy dissipates very fast.
4.4.5. Focusing equation















+ 4u3, (x, y) ∈ (0, 1)× (0, 1), t > 0, (4.43)
for both θ = 0 and θ = 1. We use the same initial data as in Section 4.4.4
u(x, y, 0) = − cos(2pix) cos(2piy), ∂u
∂t
(x, y, 0) = cos(2pix) cos(2piy), (x, y) ∈ (0, 1)× (0, 1),
and periodic boundary conditions are imposed in both x and y directions with u(0, y, t) =
u(1, y, t), y ∈ (0, 1) and u(x, 0, t) = u(x, 1, t), x ∈ (0, 1).
The space discretization is the same with the one in Section 4.4.3 and we set n = 5.
The degree of the approximation space is set to be qx = qy = sx = sy = 4. Finally,
the problems are evolved with the RK4 time integrator and the S.-flux with time step size
∆t = 0.075h/(2pi). Figure 4.9 shows the time evolution of u. From the left column to the
right column are for the problem (4.43) without (θ = 0) and with (θ = 1) the dissipating term
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(a) θ = 0, t = 0 (b) θ = 1, t = 0
(c) θ = 0, t = 0.69 (d) θ = 1, t = 0.69
(e) θ = 0, t = 6 (f) θ = 1, t = 6
(g) θ = 0, t = 10 (h) θ = 1, t = 10
Figure 4.9: Plots of u for the focusing equation (4.43) at times t = 0, 0.69, 6, 10 with the
S.-flux and qx = qy = sx = sy = q = 4. For the left column, θ = 0; for the right column,
θ = 1.
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respectively. On the left column, we observe that the solution u seems to be approximately
periodic in time; it recovers its original shape around t = 0.69 at first. The right column is
for θ = 1, we note that the solution loses its energy as time goes by; at t = 0.69, it has a




In this chapter, we combine the energy-based discontinuous Galerkin (DG) methods with
staggered grids to overcome the stiffness coming from the high order piecewise polynomial
approximations. In a single dimension with periodic boundary conditions we prove bounds
on the spatial operators of our method which admits a tame CFL number c∆t
h
< 0.15
independent of the order of the method. For problems on bounded domains and in higher
dimensions we demonstrate numerically that the method is explicit and can march with large
timesteps while being high order accurate in time and space.
5.1. Introduction
The discontinuous Galerkin method is spectrally convergent with the order q of the
approximation and is used for many practical problems. But very high order methods,
say q > 10, are seldom used in practice. A reason for this is that the spectral radius of
the spatial differential operator discretized with DG grows as q2/h. This rapidly growing
numerical stiffness forces the use of excessively small time steps, effectively prohibiting the
use of very high order methods.
The source of this numerical stiffness is the approximation by polynomials. Heuristically
this can be understood by comparing a wave w = eiqx and its q times larger derivative wx =
iqw with a polynomial Tq(x) and its derivative T
′
q(x). To make things concrete we assume
Tq is a Chebyshev polynomial Tq = cos(q cos
−1(x)). Then |Tq(x)|≤ 1, −1 ≤ x ≤ 1,∀q, as for
the wave, but the derivative |T ′q(±1)|= q2, is q times larger at the edges. As this behavior
at the edges is not unique to Chebyshev polynomials, but rather a fundamental property of
polynomial approximations on a fixed interval, it may appear that the possibility for DG
methods with large time steps is bleak. Fortunately, polynomials typically behave better at
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the element center, for example for Chebyshev polynomials we have |T ′q(0)|≤ q, a property
that can be exploited to tame the CFL condition [83].
This chapter is organized as follows. In Section 5.2, we recall the DG method in [3] and
proposed a DG method with staggered grids. We investigate the operator bounds of semi-
discretization DG schemes for both non-staggered and staggered grids in one dimension with
periodic boundary conditions in Section 5.3. Section 5.4 presents the algorithm of local time
stepping. In Section 5.5, we show some numerical experiments to verify the convergence and
spectral radius of our method.
5.2. Energy Based Discontinuous Galerkin Method for the Scalar Wave Equa-
tion
We consider the scalar wave equation written as a first order system in time
∂u(x, t)
∂t
= v(x, t), (5.1)
∂v(x, t)
∂t
= ∇ · (c2(x)∇u(x, t)) + f(x, t), (5.2)
on the domain
x = (x1, . . . , xd) ∈ S ⊂ Rd, t > 0,
with initial conditions
u(x, 0) = g(x),
∂u
∂t





+ κ(n · ∇u) = 0, (x1, x2) ∈ ∂S.
Here c is the speed of sound, n is the outward pointing normal and we normalize γ2 +κ2 = 1.
The choice κ = 0 corresponds to a homogenous Dirichlet boundary condition on u; γ = 0
corresponds to a homogenous Neumann boundary and the choice γκ > 0, will dissipate the
energy of the system and can be thought of as a low order non-reflecting boundary condition.
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5.2.1. Staggered Formulation









be staggered. Each of them is a discretization of S consisting of geometry-conforming and
non-overlapping (possibly curved) quadrilaterals with piecewise smooth boundaries. Here,
the staggered meshes Ω and Ω∗ satisfy:
i. both Ω and Ω∗ are meshes for the same computational domain S;
ii. vertices, edges and faces of Ω and Ω∗ do not coincide, but they may and will intersect.
On each element Ωj the approximation to the displacement, u
h, is the tensor product
polynomials in the spaces (Qqu(Ωj))d. And on each element Ω∗k the approximation to the
velocity, vh, is the tensor product polynomials in the spaces (Qqv(Ω∗k))d.
Then, the energy based discontinuous Galerkin method can be stated as follows: on each
element Ωj and Ω
∗
k, require that for all test functions
φ ∈ (Qqu(Ωj))d, ψ ∈ (Qqv(Ω∗k))d,
















+∇ψ · (c2(x)∇uh) =
∫
∂Ω∗k
ψ((c2∇u) · n)∗. (5.4)
where v∗ and (∇u)∗ are numerical fluxes at the element boundaries and will be specified




− vh = 0. (5.5)
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5.3. Operator Bounds in One Dimension on Periodic Domains
In this section, we focus on establishing the bounds for the energy-based DG and the stag-
gered energy-based DG spatial operator for the second-order wave equation (5.1) and (5.2).
We restrict the analysis to uniform grids and periodic boundary conditions and constant
coefficients. As the key ingredient to taming the CFL condition is to evaluate certain terms
with derivatives only near the element centers we expect that the analysis can be extended
to smoothly changing grids and to variable coefficients (we demonstrate the applicability of
the analysis in the variable coefficient case in the experiments section below.) It may also be
possible to extend the analysis to problems with Dirichlet or Neumann boundary conditions
by using the image principle, as done for Hermite methods in [5], however, we don’t pursue
this here.
5.3.0.1. Operator Bounds for the Non-staggered Scheme
Denote the broken finite element spaces
U quh = {w : w|Ij∈ Qqu(Ij)}, V qvh = {w : w|Ij∈ Qqv(Ij)}.
Consider the problem (2.3)–(2.4) in one space dimension with A constant, φu = φ, φv = ψ
and the external forcing f = 0 in (2.4). Then the energy-based DG scheme reads as: find
uh(·, t) ∈ U quh and vh(·, t) ∈ V qvh such that for any φ ∈ U quh and ψ ∈ V qvh and for all j (here the



































where the numerical fluxes are defined in (2.9)–(2.10) in one dimension. Particularly the
coefficients θ, β, τ in (2.9)–(2.10) are independent of mesh size h in this chapter. To study
the constraints on the allowable time step size as a function of the orders of approximation
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qu and qv we follow [70] and define the operator∫
Ω


































and the operator norm
‖L‖ ≡ sup






Assuming that a bound ‖L‖ ≤ R
∆t
can be established, time-stability for method of lines
discretization combined with one-step methods follows from Kreiss-Wu theory [54].
Here R is the radius of the stability domain of the one-step method under consideration.
It is well known, [44], that one-step methods based on Taylor expansion with qTaylor =
3, 4, 7, 8, 11, 12, 15, 16, . . . terms have stability domains that include the imaginary axis and
that R ∼ qTaylor. Thus, if we can establish bounds on ‖L‖ that grow linearly in qu and qv
we should expect that the fully discrete method can time-march at a CFL condition of O(1)
when the spatial and temporal orders are matched. In what follows we will see that such a
bound can be established for the staggered method but not for the non-staggered method.
For the non-staggered method we obtain the following bound (note that we have sup-
pressed the superscript h).
Theorem 5.1. Let the energy-based DG spatial operator L be defined as in (5.6) and let
the numerical fluxes be defined as in (2.9) and (2.10). Further, let C = max{C1, C22}, with
C1 ≤
√
3 and C2 ≤
√





q2v + max{4τq2u, 4β(qv + 1)2}+ 2(qv + 1)qu
)
.
Proof. By the triangle inequality we have that, for u, φ ∈ U quh , v, ψ ∈ V qvh , the following
inequality holds∫
Ω

























































We now bound each of the terms, starting with the volume term. By applying the
















































∣∣θv+ + (1− θ)v− − τ(u−x − u+x )∣∣ ∣∣∣
xj+1
+ |φj|
∣∣θv+ + (1− θ)v− − τ(u+x − u−x )∣∣ ∣∣∣
xj
.



















|ψ| ∣∣(1− θ)u+x + θu−x − β(v− − v+)∣∣ ∣∣∣
xj+1








|ψ| ((1− θ) ∣∣u+x ∣∣+ θ ∣∣u−x ∣∣+ β ∣∣(v−∣∣+ β ∣∣v+∣∣) ∣∣∣
xj+1
+ |ψ| ((1− θ) ∣∣u−x ∣∣+ θ ∣∣u+x ∣∣+ β ∣∣v−∣∣+ β ∣∣v+∣∣) ∣∣∣
xj
.
Now, by the polynomial inverse inequalities encapsulated in Lemma 1 and 2 in [70] (scaled







































Adding up Λi, i = 1, 2, 3, in combination with Cauchy-Schwarz, we have that (with C =
max{C1, C22})∫
Ω




max{(qu − 1)2, q2v}+ max{4τq2u, 4β(qv + 1)2}+ 2(qv + 1)qu
) ·(‖ux‖L2(Ω)+‖v‖L2(Ω))1/2 (‖φx‖2L2(Ω)+‖ψ‖2L2(Ω))1/2 ,
from which the result follows.
5.3.1. Staggered Scheme
For the staggered version of the method we introduce element centers ρj = (xj + xj+1)/2
as well as the overlapping grid composed of the elements Ij+ 1
2
= [ρj, ρj+1]. For the staggered
method we again approximate the displacement u(x, t) by the local polynomial
uhj (x, t) =
qu∑
k=0
uˆk(t)φk(x), x ∈ Ij,
while the velocity is approximated on the staggered grid by the local polynomial
v˜hj (x, t) =
qv∑
k=0




Then the global approximations, uh(x, t) and v˜h(x, t) are elements of the broken finite element
spaces





The staggered energy-based DG scheme then consists of finding uh(·, t) ∈ U quh and












































Note that the second and third integrals in (5.7) are against vh on two elements and similarly
the second and third integrals in (5.8) are against uhx on two elements as well.
To connect the element solutions in a stable fashion we now use the numerical fluxes
v∗ = v˜h − τc(uh,−x − uh,+x ), (5.9)
u∗x = u
h
x − βc(v˜h,− − v˜h,+). (5.10)
Note here that there is no ambiguity in defining the v and the ux part of the respective fluxes
above since they are evaluated at the element center of v˜h and uh.
Providing periodic boundary conditions, we add the equations (5.7) and (5.8) up and do











































Here, ρ−j and ρ
+




, respectively. With the choice of
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−τc(uh,−x − uh,+x )2
∣∣∣
xj




The semi-discrete stability of the method follows directly from (5.12) provided βc, τc ≥ 0.
5.3.1.1. Operator Bounds for the Staggered Scheme
Similarly to the non-staggered scheme. To study the constraints on the allowable time
steps size as a function of the orders of approximation qu and qv, we follow [70] and define
the operator∫
Ω


































Theorem 5.2. Let the staggered energy-based DG spatial operator Lc be defined as in (5.13)














































C22 max{τcq2u, βc(qv + 1)2},
with τc = O(
1
qu























) and the numerical fluxes
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(5.9)–(5.10) with integration by parts, for u, φ ∈ U quh , v˜, ψ ∈ V˜ qvh , we have that∫
Ω
































































Then by triangle inequality, we have the following inequality holds∫
Ω












































+ |φ+x ||u−x |
∣∣∣
xj
+ |φ−x ||u+x |
∣∣∣
xj+1





























































We first bound the volume integral terms in (5.14)–(5.15). By using the Cauchy-Schwarz
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‖φx‖L2([xj ,xj+ 14 ])‖v˜x‖L2([xj ,xj+ 14 ])+‖φxx‖L2([xj+ 14 ,xj+ 12 ])‖v˜‖L2([xj+ 14 ,xj+ 12 ]).

























(qu − 1)‖φx‖L2(Ij)‖v˜‖L2([xj+ 14 ,xj+ 12 ]).

























































(qu − 1)‖ux‖Ij+1‖ψ‖L2([xj+ 54 ,xj+ 32 ]).
Next, we bound the boundary terms in (5.14)–(5.15). For Θu,3, use inverse inequality



















































































Adding all Θu,i and Θv,i, i = 1, 2, 3, 4 together, we conclude that∫
Ω







































































qu(qv + 1) +
8
h




























qu(qv + 1) +
8
h
C22 max{τcq2u, βc(qv + 1)2},
from which the result follows.
Remark To handle a bounded domain x ∈ [xL, xR] we simply move the leftmost and
rightmost vertices on the dual grid to coincide with the boundary, i.e. ρ−1 = x0 = xL and
ρN = xN = xR.
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x dx = [ψw
∗]ρ1x0 .
Focusing on the contribution at the boundary we find after replacing φ = uh and ψ = v˜h:
−uhx
(
v∗ − v˜h)− v˜hw∗.
For homogenous Dirichlet conditions we can choose v∗ = 0, w∗ = uhx and for homogenous
Neumann conditions we can choose v∗ = v˜h, w∗ = 0, both yield zero contribution to the
change in the energy.
5.4. Local Timestepping
In this section, we present the time integrator which is used in this chapter. To implement




where A is the matrix from spatial discretization and w is a vector containing the degrees
of freedom on the corresponding DG element. First, let’s recall the qt-th order Taylor time
integrator which is used to solve (5.16): Given the value of w at time t = tn, the value of w
at t = tn + ht is obtained by


















. To state the local time stepping, we need to introduce the concept of
number of gaps (NOG) :
Suppose we have DG elements Ki1,i2,···,id, ik ∈ [1,Mk], k = 1, 2 · · · , d in a d-dimensional
problem. Then NOG = m means that the DG elements Ki1,i2,···,id with i1 ∈ [1,Mi], · · · , ij−1 ∈
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[1,Mj−1], ij ∈ [1,m], ij+1 ∈ [1,Mj+1], · · · , id ∈ [1,Md] and i1 ∈ [1,Mi], · · · , ij−1 ∈ [1,Mj−1], ij ∈
[Mj −m + 1,Mj], ij+1 ∈ [1,Mj+1], · · · , id ∈ [1,Md], j = 1, · · · , d are regarded to be close to
the physical boundaries.
Now we are ready to state the local time stepping we are using:
Algorithm 1 Local time stepping (one step evolve from t = tn to t = t+ ∆t) · · · · · ·
• Give the value of w at t = tn, say w(tn)
• Divide the time step ∆t into p sub-steps with ∆t = pδt
• use (5.16)–(5.17) to evolve solution from w(tn) to w(tn + δt) and store all derivatives
djw(tn)
dtj
, j = 1, 2, · · · , p
• Loop i = 2, · · · , p
– for the DG elements which are close to physical boundaries (NOG = m), use
(5.16)–(5.17) to evolve solution from w(tn + (i− 1)δt) to w(tn + iδt)
– for the DG elements which are left, use the formula














The values of qt, p and m will be specified later based on different problems.
5.5. Numerical Experiments
In this section, we present some numerical results to investigate the convergence of our
method with staggered grids in L2 norm. In all cases we use a modal formulation associated
with the tensor product of Legendre polynomial basis. For all tests, we use central fluxes
with τc, βc = 0. The spectral radius for both semi-discretization and full-discretization are
also investigated.
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5.5.1. Convergence in one dimension with periodic boundary conditions
Here we evolve the exact solution
u(x, t) = sin(ω(x+ t)), v(x, t) = ω cos(ω(x+ t)),
on the periodic domain x ∈ [−1, 1] until T = 2.2. The sound wave speed is set to be c = 1.
We discretize using the staggered scheme with qu = 2, 3, 6, 7, 10, 11, 14, 16, 18, 19, 22, 23, 26, 27
and qv = qu − 1. In order to make it possible to observe the rates of convergence we set
ω = 2qupi for and ω = 4qupi for qu = 2, 6, 10, 14, 16, 18, 22, 26 and qu = 3, 7, 11, 19, 23, 27,
respectively.
In time we use Taylor series time stepping with qu terms (the stability domain of all of
these Taylor series methods contain the imaginary axis) and throughout we keep the ratio
∆t
h
= 0.1. The L2-errors in the solution uh as a function of the element size h are displayed
in Figure 5.1. As can bee seen from the figure the rates of convergence (as indicated by the
dashed lines) appear to be optimal, i.e. qu + 1, when qu = 3, 7, . . . and suboptimal by one,
i.e. qu when qu = 2, 6, . . .. This is consistent with the analysis and numerical experiments























Figure 5.1: To the left are the L2-errors in uh for qu = 2, 6, . . . and to the right for qu =
3, 7, . . .. The dashed lines are indicates rates of convergence 2, 6, 10, . . . to the left and
4, 8, 12, . . . to the right.
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5.5.2. Spectral radii in one dimension
In this section, we explore the spectral radii of the proposed staggered scheme in Section
5.3.1. Specifically, we verify that the largest spectral radius is proportional to qu with periodic
boundary conditions. And we also investigate the stability of the full discretization with
Dirichlet and Neumann boundary conditions and local time stepping proposed in Section
5.4 by investigating the spectral radii of the full discretization matrix. Finally, the sound
wave speed c is set to be 1 for this section.
5.5.2.1. Spectral radii of semi-discretization operator
Here, the computational domain is chosen to be [−1, 1]. Assume we have a periodic
boundary condition. The discretization is performed on a staggered uniform mesh with mesh




where W is a vector containing the modes describing the element-wise expansions of the
displacement and the velocity. Practically speaking we extract A one column at a time by
computing the time derivative resulting from setting a single mode in the projection of the
initial data to be 1 and all other to be zero. With purely central fluxes, the eigenvalues of
A will be imaginary and based on the estimates on the operator norm of Lc in Section 5.3.1
we expect them to grow linearly with qu (here we set qv = qu − 1).
In Figure 5.2 we plot the spectral radii of the matrix A, i.e. the eigenvalue of A with the
largest magnitude (denoted by λ∞), scaled by (h/qu) for three different element sizes h =
2/5, 2/10, 2/20. As can be seen the growth of the spectral radii appears to be asymptotically
linear in qu (i.e. constant when scaled by q
−1
u ), which verifies the theoretic finding in Section
5.3.1.
5.5.2.2. Spectral radii of full discretization operator
In this section, the computational domain is chosen to be [−1, 1.5]. And we have a
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Figure 5.2: The figure displays the spectral radii of the time stepping matrix A scaled by
the element size h and the reciprocal of qu as a function of qu.
homogeneous Neumann boundary condition at the left boundary x = −1 and a homogeneous
Dirichlet boundary condition at the right boundary x = 1.5. The discretization is performed
on a staggered uniform mesh with mesh size h. We then can update the solution by a full
discretization matrix B as
W (tn+1) = BW (tn).
Here, W is a vector containing the modes describing the element-wise expansions of the
displacement and the velocity as in Section 5.5.2.1. The full discretization matrix B is
obtained by a similar way as we obtain semi-discretization matrix A in Section 5.5.2.1, that
is, we extract B one column at a time by computing the solution at the next step resulting
from setting a single mode in the projection of the initial data to be 1 and all others to
be zero with the local time stepping proposed in Section 5.4. To have a stable scheme, the
modulus of eigenvalues (λ) of B should be less or equal to 1 or at least not too larger than
1, say max |λ| ≤ 1 + C1e− 7,C ∈ [0, 10).
For the local time stepping proposed in Section 5.4, there are three factors (qt, p,m) we
need to specify when it is used. For all the simulations in this chapter, when the local time
stepping is used, the order of Taylor series qt and the number of subcells p are chosen based
on the degree of the approximation space for u, qu; we always set qt = p = qu + 1. We are
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next going to investigate the suitable value for NOG, i.e, m to guarantee a stable scheme.
We first fix the number of DG elements for u to be 10, i.e., h = 2.5/10, then the number
of DG elements for v is 11 under the framework of staggered grids, see the Remark in Section
5.3.1.1. The degrees of the approximation spaces for u and v are chosen to be qu = 14 and




In Figure 5.3, on the left, we show spectral radius for the full discretization with NOG = 2,
we observe that the largest eigenvalue’s modulus is larger than 1 up to 6e− 4. On the right,
we present the spectral radius for the full discretization with NOG = 3, and we find that
the largest eigenvalue’s modulus is larger than 1 up to C1e − 7. Thus, we conclude that
NOG = 3 gives a stable scheme when the number of DG elements for u equals 10.





















Figure 5.3: To the left are the spectrum for qu = 14 and qv = 13 with NOG = 2 and to the
right are the spectrum for qu = 14 with NOG = 3.
Next, we show that we actually can fix the the value of NOG for different number of DG
elements for u. In Figure 5.4, we fix the NOG = 3 and increase the number of DG elements
for u from 20 to 80. We observe that the largest eigenvalue’s modulus is larger than 1 up to
C1e − 7 which is same with the case in Figure 5.3 when the number of DG elements for u
equals 10. Thus, our scheme is stable with a small value of NOG.
5.5.3. Convergence in two dimensions with Dirichlet boundary condition
In this section, we investigate the convergence of the staggered energy based DG scheme
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Figure 5.4: From the left to the right are the spectrum for qu = 14 and qv = 13 with
NOG = 3 and number of DG elements for u are n = 20, 40, 80, respectively.




= ∇ · (c2(x, y)∇u) + f(x, y, t), (x, y) ∈ [−1, 1]× [−1, 1], t > 0,
where c(x, y) = 1 + x2 + y2. Further, we construct manufactured solutions














Then the initial condition, boundary condition and the external forcing function f(x, y, t)
are determined by this manufactured solution. To observe the desired convergence order, in
the numerical simulation, we set k1 = k2 = q = 2 for qu = qv = 2, 3 and k1 = k2 = 2q for
qu = qv = q = 6, 7 with q is the degree of the approximation space for both u and v in both
direction x and direction y. Clearly, we have a homogeneous Dirichlet boundary condition
for these choices.
The discretization is performed with staggered elements. The vertices for the DG ele-
ments of u are on the Cartesian grids defined by xi = ih, yj = jh, i, j = 0, 1, · · · , n with
h = 2/n. The elements for v are staggered with the DG elements for u followed the rule
of the Remark in Section 5.3.1.1. Then we have n2 DG elements for u and (n + 1)2 DG
elements for v. Figure 5.5 gives an illustration of the staggered grids with n = 3. Finally,
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Figure 5.5: Staggered grids in two dimensions. Blue boxes are DG elements for u and red
boxes are DG elements for v. Here, we have 3 × 3 = 9 DG elements for u and 4 × 4 = 16
DG elements for v.
we evolve the solution by the local time stepping proposed in Section 5.4 with p = qt = q+ 1
and NOG = 3 until final time T = 0.5, and the ratio of time step size ∆t and mesh size h
are set to be ∆t
h
= 0.1.
The L2 errors for u are plotted against the mesh size h in Figure 5.6. Table 5.1 presents
the linear regression estimates of the convergence rate for u based on the data in Figure 5.6.
From Table 5.1, we observe an optimal convergence rate of q + 1 when q = 3, 6, 7 and a
suboptimal convergence by one for q = 2.
Degree (q) of approx. of u 2 3 6 7
Rate fit with C.-flux 2.00 4.27 7.21 8.13
Table 5.1: Linear regression estimates of the convergence rate for u with central flux in two
dimensions. The degree of the approximation space for u and v are q for both x and y
directions.
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Figure 5.6: The plot of L2 errors for u : from left to right are qu = qv = 2, 3 and qu = qv = 6, 7,
respectively.
5.5.4. Spectral radii in two dimensions
In this section, we investigate the stability of the full discretization with local time step-
ping proposed in Section 5.4 in two dimensions with homogeneous Dirichlet boundary con-
ditions. The computational domain is chosen to be the same as in Section 5.5.3. And the
spatial discretization is also the same as in 5.5.3; here, we set n = 10. Then, the number of
DG elements for u is 100 and for v is 121. The degree of the approximation space for u and
v are set to be q for both x and y directions, and p, qt in the local time stepping are set to
be p = qt = q + 1 and NOG = 3.
In Figure 5.7, we present the spectral radius of the full discretization with different values
of p. The top panel is for q = 2, 3 from the left to the right, respectively. And the bottom
panel if for q = 6, 7 from the left to the right, respectively. We observe that the spectral
radius is strictly less than 1 for all q = 2, 3, 6, 7. In other words, our scheme is stable.
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Figure 5.7: The top panel, from the left to the right are the spectral radii when q = 2, 3,





In this chapter, we investigate a new class of difference methods based on the Galerkin
formulation for the scalar second-order wave equation. The method combines the energy-
based discontinuous Galerkin (DG) method with Galerkin difference basis functions. The
method reduces the computational cost of the inversion of stiffness matrix from O(N2) to
O(N) with N to be the degree of freedom (DOF) in one DG element by introducing a
new class of basis functions which are generalized eigenvectors of the stiffness matrix. The
resulting method also overcomes the typical numerical stiffness associated with high order
piecewise polynomial approximations and possesses nice dispersion properties
6.1. Introduction
As shown in Chapter 5, the spectral radii of the resulting semi-discretization for the
second-order wave equation with energy-based discontinuous Galerkin methods are propor-
tional to p2 with p to be the approximation order of the piecewise basis functions. This
forces us to use a very small time step size to guarantee the stability of the method for high
order spatial approximations, which is not computationally efficient in practice. But it is
well known that the high order numerical schemes (q is higher than fourth order) can be
orders of magnitude faster, more efficient and have much smaller dispersion error than lower
order schemes [45,53]. Thus, it is critical to overcome the numerical stiffness of the proposed
scheme in [3]. The reason for this numerical stiffness is the behavior of the polynomial basis
functions at the boundaries of a fixed interval. One can refer to Chapter 5 for a detailed
explanation. In Chapter 5, we combine staggered grids with an energy-based DG scheme to
overcome the stiffness from the boundaries. Here, we modify the polynomial basis functions
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to improve the numerical efficiency, allowing larger time step sizes. Particularly, we use the
Galerkin difference basis functions proposed in [12] which admit the following properties:
i. obtain high order accuracy by including neighboring DOFs rather than introducing extra
interior DOFs;
ii. impose only low order continuity at element boundaries [52];
iii. resemble a compact finite difference scheme away from boundaries [57].
This chapter is organized as follows. In Section 6.2, we recall the Galerkin difference basis
functions proposed in [12] and the energy-based DG method developed in [3]. We introduce
a new class of basis functions which are simply the generalized eigenvalues of the stiffness
matrix in Section 6.3. We also analyze and verify that the corresponding computational cost
is O(N) with N being the number of degrees of freedom on one DG element. Section 6.4
presents the dispersion analysis of the energy-based DG method with Galerkin difference
basis functions. We show the spectral radius of the semi-discretization formulation and
observe it is proportional to the approximation order p in Section 6.5. Finally, in Section
6.6, we show numerical experiments that verify the convergence of our method.
6.2. Preliminaries
We consider the wave equation in the first order form in time and second order form in
space
ut = v,
vt = ∇ · (c2∇u) + f, t > 0, (x, y, z) ∈ Ω
with suitable initial and boundary conditions described later.
In what follows we will consider energy based DG methods implemented on d-dimensional
tensor product elements. Each element will be mapped to the d-dimensional unit cube which
will be discretized by an equidistant Cartesian grid. Precisely, in each dimension we consider
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a grid
xi = ih, i = 0, . . . , N, h = 1/N.
To this end we will use N to denote the number of intervals, n to denote the number of
elements in one dimension, m to denote the number of elements in multiple dimensions and
p to be the polynomial degree of the approximation. Also, we will only consider p odd and
will often use the integer q = (p+ 1)/2.
6.2.1. The Galerkin Difference Basis
We now describe the Galerkin difference (GD) basis we will use. Note that the description
here is slightly different compared to the original description in [12] but the basis is identical.
We first consider the case far away from a boundary. The goal is to construct a polynomial
basis of odd degree p on an equidistant grid with grid spacing h. The generating basis
function Φp(x) is centered around x = 0 and the basis itself is simply a translation of the
generating basis function. Thus an element in the basis centered around xi = ih becomes,
φp,i = Φp(x − ih). The generating basis function Φp(x) is symmetric, Φp(x) = Φp(−x),
























Figure 6.1: To the left, the generating basis function Φp(x) for p = 1, 3, 5, 7, 9. Note that
Φp(x) = Φp(−x). Note that each function is vertically offset by q − 1. In the middle, the
“right” four degree 7 Lagrange polynomials that make up Φ7(x), the part of Lj that is used
is in bold. To the right, a three dimensional representation of the generating basis function
Φp(x) for p up to 39.
and has compact support on x ∈ [−qh, qh], where p = 2q−1 (recall that p is odd). In Figure
125
6.1 we display the non-zero part of Φp(x) for p = 1, 3, 5, 7, 9, and x > 0. In the lower left
corner, where p = 1, we recognize the classic finite element hat function and as p increases
we see that Φp(x) becomes increasingly similar to the Cardinal Sinc function.
Now, an explicit formula for Φp(x) inside each of the q positive intervals [jh, (j + 1)h)
is obtained as follows. Let Lj(x) is be the Lagrange interpolating polynomial on the grid
Gj = {−jh, . . . , (p− j)h} with the property that Lj(0) = 1, then
Φp(x) = Lj(x), x ∈ [(q − j − 1)h, (q − j)h).





uiφp,i(x), x ∈ [kh, (k + 1)h),
where ui = u(xi, t).
6.2.1.1. Modification Near Boundaries
Near boundaries the basis must be modified. In [12], three approaches for handling
boundaries are described: ghost basis, extrapolation basis and use of modified equations.
Here we will exclusively use the extrapolation basis, which we describe next.
The extrapolation procedure draws from the standard practice to use ghost points in finite
difference methods. First, note that the q − 1 additional ghost basis functions associated
with the q − 1 first grid points outside the computational domain are the only ghost basis
with support inside the computational domain. In the ghost basis approach the degrees of
freedom at the ghost points are retained as unknowns but in the extrapolation approach
they are eliminated in favor of modifying the basis itself near the boundary.
As the name suggests, the elimination is done by extrapolating the nodal values inside
the computational domain to the ghost points. For example consider p = 3. Then q− 1 = 1
and one ghost point value, u−1, must be determined. As the basis is fourth order accurate,
126
the ghost point value is determined by fourth order accurate extrapolation,
u−1 = 4u0 − 6u1 + 4u2 − u3.
To understand how the modified basis is constructed, consider evaluating the approximation
u(x) inside the computational domain where the ghost basis has support. In this case this
means x ∈ (x0, x1) and the approximation is
u(x) = u−1φ−1(x) + u0φ0(x) + u1φ1(x) + u2φ2(x).
To obtain a value for u−1 we use the extrapolation condition
u(x) = (4u0 − 6u1 + 4u2 − u3)φ−1(x) + u0φ0(x) + u1φ1(x) + u2φ2(x)
= u0 [φ0(x) + 4φ−1(x)] + u1 [φ1(x)− 6φ−1(x)] + u2 [φ2(x) + 4φ−1(x)] + u3 [−φ−1(x)]
= u0 [φ0(x) + 4φ−1(x)] + u1 [φ1(x)− 6φ−1(x)] + u2 [φ2(x) + 4φ−1(x)]
+ u3 [φ3(x)− φ−1(x)] .
In the last step, we used the fact the support of φ3 vanish in (x0, x1). Thus the modified
basis functions are
φ˜0 = φ0 + 4φ−1, φ˜1 = φ1 − 6φ−1, φ˜2 = φ2 + 4φ−1, φ˜3 = φ3 − φ−1.
The extension to larger p requires the basis to be modified in a wider band near the bound-
aries and the extrapolation is done at the order matching the interior scheme. The handling
of the right boundary is analogous.
6.2.1.2. Extension to Higher Dimensions
The extension to higher dimensions simply amounts to the tensor product approximation
built off the one dimensional basis. For example, in two dimensions we have







for (x, y) ∈ [kxh, (kx + 1)h)× [kyh, (ky + 1)h) with ui,j = u(xi, yj, t) and
φp,i,j(x, y) =

φp,i(x)φp,j(y), p < i < N − p, p < j < N − p,
φp,i(x)φ˜p,j(y), p < i < N − p, 0 ≤ j ≤ N,
φ˜p,i(x)φp,j(y), 0 ≤ i ≤ N, p < j < N − p,
φ˜p,i(x)φ˜p,j(y), i, j ≤ p, i, j ≥ N − p.
Below, for notational convenience, we will not explicitly distinguish between the modified
basis functions and the interior basis functions and simply drop the tilde notation. Also,
we will use the notation Qp,N to denote the one dimensional space spanned by the (N + 1)
Galerkin difference basis functions associated with the nodal degrees of freedom.
6.2.2. Energy Based Discontinuous Galerkin Method for the Wave Equation




k. On each element Ωk = ⊗dl∈S [Lkl , Rkl ], where S = {x, y} or S = {x, y, z}
depending if we are working in two or three dimensions. Let (Qp,N)d be the space of functions
spanned by the tensor product of the one dimensional Galerkin difference basis on an element,
i.e. a test function ϕ in (Qp,N)d can be expressed (in three dimensions) as




Here we assume the same degree of approximation and the same number of degrees of freedom
in each dimension but remark that these can also be chosen independently.
Let A in (2.3)–(2.4) be a diagonal matrix with c to be the diagonal value; let φ substitute
ψu and ψv in (2.3)–(2.4) and φ˜u = 1 in (2.5); set external forcing f to be 0. Then on each
















+ c2∇ϕv · ∇u dΩk =
∫
∂Ωk
c2ϕ (~n · (∇u)∗) dΩk, (6.2)
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dΩk = 0. (6.3)
The numerical fluxes v∗ and (∇u)∗ are defined in (2.9)–(2.10). Particularly, we choose the
coefficients in (2.9)–(2.10) as in (2.11)–(2.13) for the numerical simulations in this chapter.
6.3. Efficient Formulation on Cartesian Grids
In this section we restrict our attention to the case of constant speed of sound and
Cartesian grids and show how a simple simultaneous diagonalization of the mass and stiffness
matrix can be used to construct practical implementations of (6.1), (6.2) and (6.3) whose
cost scales linearly with the total number of degrees of freedom.
On each element Ωk, e.g, in three dimensions, we approximate the solution by tensor
product expansions
















On element Ωk, let Uk, V k be column vectors containing the nodal values of u and v, that is
ulx,ly ,lz and vlx,ly ,lz , respectively. Then, in d-dimensions we may write the nodal based version































BR,R −BL,L)V k +BR,LV k+1 −BL,RV k−1] . (6.5)
Here we abuse the notation in that for each coordinate direction in the sums we use the
superscript k±1 to denote the element “right” and “left” of an element k in the jth direction.
The definitions of the mass matrix M , the stiffness matrices S, Sˆ and the lift matrices
B,C,D,E are given later.
6.3.1. Complexity with Galerkin Difference Basis






we must evaluate the matrix vector
products on the right hand side and the action of the lift matrices on Uk and V k. As the
matrices are sparse it is possible to do this at a cost that scales as ∼ f(p)Nκ, with f(p)
being a low degree polynomial in p and κ = d for the volume terms and κ = d − 1 for the
surface terms. In other words the cost scales linearly with the number of degrees of freedom.
Further, due to the tensor product structure of the mass matrix we have that the element
mass matrix M can be composed as a Kronecker product of the one dimensional matrix,





φj,kφj,ldxj . Now, as the one dimensional mass matrices have bandwidth p
so will its LU -factors. Let LjUj ≡Mj then by the Hadamard product property we have
M = ⊗dj=1Mj = ⊗dj=1LjUj = (⊗dj=1Lj)(⊗dj=1Uj) ≡ LU.
Thus, as the cost of each substitution is O(p(N+1)) the cost of solving Mx = b is O((p(N+
1))d), which again is linear in the degrees of freedom. Unfortunately, the stiffness matrix Sˆ
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is a sum of Kronecker products








, supplied by an extra equation from (6.3), so that a direct solve of
Sˆx = b on all elements will scale as O((N + 1)2d). As N may be much larger than p this
scaling implies that the resulting method would not be competitive with an implementation
using a standard polynomial basis. We must thus seek an improved method. Here, we want
to mention that it is acceptable to iteratively solve the scheme as long as it is only done for
a few elements.
6.3.2. Optimal Computational Complexity by Simultaneous Diagonalization
The above mentioned complexity for evolving U is not competitive for practical compu-
tations. In this section we show that it is possible to make a simple (computational) change
of basis that results in a method with linear complexity. Precisely the new basis is found
by solving the generalized eigenvalue problem for each of the one dimensional matrices, Sj,
j = 1, . . . , d. That is, the new basis vectors are solutions to,
Sjψj,kj = λj,kjMjψj,kj , kj = 0, . . . , Nj, j = 1, . . . , d.







Let Ψj be the matrix containing the new one dimensional basis
Ψj =
(
ψj,0 ψj,1 · · · ψj,Nj
)
,
then the d-dimensional basis is
Ψ = ⊗dj=1Ψj.
Now, we define U¯ and V¯ by
U = ΨU¯ , V = ΨV¯ ,
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BR,R −BL,L)ΨV¯ k +BR,LΨV¯ k+1 −BL,RΨV¯ k−1]
In the new basis we have that the mass matrix diagonalizes
ΨTMΨ = ⊗dj=1(ΨTjMjΨj) = I,




(ΨT1M1Ψ1)⊗ · · · ⊗ (ΨTj−1Mj−1Ψj−1)⊗ (ΨTj SjΨj)⊗ (ΨTj+1Mj+1Ψj+1)⊗ · · ·





Λj = I ⊗ · · · ⊗ I ⊗ diag(λj,0, . . . , λj,Nj)⊗ I ⊗ · · · ⊗ I.
In the above equations we use I to denote the identity matrix of size inferred by the context.
Note that as one of the eigenvalues of S is zero one of the equations in (6.6) vanishes.
Suppose we have ordered the unknowns so that this corresponds to the first entry in U¯ , then
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We thus conclude that the cost of all the volume terms scales linearly with the number
of degrees of freedom. We now turn to the evaluation of the surface terms in the new basis.
Consider first the surface terms in the Galerkin difference basis. In a single dimension
the elements in the four different surface terms are of the form

















where {X, Y } ∈ {{L,L}, {L,R}, {R,L}, {R,R}}.
Now due to the local support properties of the Galerkin difference basis the number of
nonzero elements in the above matrices are 1 for B˜X,Y , (p + 1) for D˜X,Y and E˜X,Y , and
(p+ 1)2 for C˜X,Y .
The d-dimensional version of the surface matrices can again be constructed by Kronecker
products. For example we have that
DX,Yj = M1 ⊗ · · · ⊗Mj−1 ⊗ D˜X,Yj ⊗Mj+1 ⊗ · · · ⊗Md.
Applying the change of basis we have that
ΨTDX,Yj Ψ = (Ψ
T
1M1Ψ1)⊗ · · · ⊗ (ΨTj−1Mj−1Ψj−1)⊗ (ΨTj D˜X,Yj Ψj)⊗ (ΨTj+1Mj+1Ψj+1)⊗ · · ·
· · · ⊗ (ΨTdMdΨd) = I ⊗ · · · ⊗ I ⊗ (ΨjD˜X,Yj Ψj)⊗ I ⊗ · · · ⊗ I.
Thus applying ΨTDX,Yj Ψ to the (N + 1)
d dimensional vector V¯ can be done at a cost
that scales with (p + 1)(N + 1)d. Similarly, the cost of applying ΨTBX,Yj Ψ, Ψ
TCX,Yj Ψ, and
ΨTEX,Yj Ψ can be done at a cost of (N+1)
d, (p+1)2(N+1)d, and (p+1)(N+1)d, respectively.
6.3.3. Numerical Verification of the Computational Complexity
We now present timing results that illustrate the theoretical findings of Section 6.3. We
consider a two dimensional problem defined in the domain [0, 1]× [0, 1] and use the upwind
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flux with ξ = c (the other fluxes give similar timing results). Here, we use the manufactured
solution
u(x, t) = sin(ckpit) sin(kpix) + cos(ckpit) cos(kpiy)
with c = 1 and k = 16 to constructed the corresponding initial and boundary conditions.
In addition, we consider both one single DG element (m = 1 i.e., n = 1) and thirty-six
DG elements (m = 36, i.e., n = 6). Specifically, we let N = 3, 4, 5 · · · , 42 when m = 1 for
both standard basis and improved basis; N = 3, 4, 5 · · · , 29 when m = 36 for both standard
basis and improved basis. Further, the degree of the approximation space is chosen to be
p = 3. Finally, we use the inline function CPU_TIME() in FORTRAN to record the elapsed CPU
time which reflects the total time of evolving 10 steps by a 4-stage fourth order Runge-Kutta
time integrator.
In Figure 6.2, we observe that the CPU time is proportional to (n2(N + 1)2)2 for the
standard Galerkin basis and proportional to n2(N + 1)2 for the Galerkin difference basis
obtained by the simultaneous diagonalization. Also, the CPU time for the Galerkin differ-
ence basis obtained by the simultaneous diagonalization is much smaller than the standard
Galerkin basis.
6.4. Dispersion Analysis
To investigate how well the proposed scheme in Section 6.2.2 preserves the wave propa-






, a < x < b, (6.8)
with initial condition u(x, 0) = eikx and periodic boundary condition u(a, t) = u(b, t). Now,
seeking spatially periodic solutions of the form
u(x, t) = ei(κx−wt),
which corresponds to an exact dispersion ω = ±cκ for (6.8).
Partitioning the computational domain into non-overlapping uniform elements Ik =
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[xk, xk+1], k = 0, · · · , n with H = xk+1 − xk = (b − a)/n. For each element Ik, there are
(N + 1) equidistant nodal DOFs with spacing h = H
N
. Then for the problem (6.8), we have
semi-discretization formulations as in (6.4) and (6.5) with d = 1 in Ik. Let the vectors
Uk = (Uk0 , U
k
1 , · · · , UkN) and V k = (V k0 , V k1 , · · · , V kN) hold the nodal approximations of u(x, t)




i(κ(xk+lh)−ωt), V kl = Vˆ
k
l e
i(κ(xk+lh)−ωt), l = 0, · · · , N. (6.9)
Further, we assume the periodicity of the solution satisfies
W k+10 = e




with W represents U or V . To condense the notations, we have omitted the superscript k
for the rest of this section. Let Z = (U, V )T and combine with (6.4)-(6.5), (6.9)-(6.10), we
then obtain the following eigenvalue problem


















L,L − CR,R)− τ(eiKCR,L − e−iKCL,R),
A122 = Sˆ + (−θ)(DR,R −DL,L) + θ(eiKDR,L − e−iKDL,R),
A212 = −c2S + θc2(ER,R − EL,L) + (1− θ)c2(eiKER,L − e−iKEL,R),
A222 = −βc2(BR,R −BL,L)− βc2(eiKBR,L − e−iKBL,R).
and K = κH. Note that the values of Ω are complex in general, Ω = Ωr + iΩi, with a
non-positive Ωi which represents the numerical damping of the corresponding scheme, the





For the simulations in this section, we set the computational domain to be x ∈ [0, 1], i.e.,
a = 0, b = 1; the order of the approximation space p = 3; the number of DG elements to be
n = 5 and the DOF in each DG element to be N + 1 = 4. Figure 6.5 shows the dispersion
relation of the central flux and the alternating flux. As expected, we see that for K small, the
numerical phase velocity is very close to the physical wave speed. As we already know, both
the central flux and the alternating flux yield conservative schemes which are consistent
with the results in Figure 6.6. Figure 6.3 presents the dispersion relation of the upwind
flux. When K is small, the numerical phase velocity also reflects the physical wave speed.
Compare the results in Figure 6.3 and Figure 6.5–6.6, we find that both conserving schemes
(central flux or alternating flux) and the dissipating scheme can recover the physical mode
when K is small. The conserving schemes admit more complicated phenomena: the spurious
modes do not damp for small value of K; for the energy-dissipating scheme, however, the
unphysical modes are severely damped. In Figure 6.4, we show the dispersion relation of
physical modes of dissipating schemes with a range of orders of approximation. We see that
the numerical phase velocity is very close to the physical wave speed when K is small and
improves for a broader range of K as the order of the approximation increases.
6.5. Spectral Radius







, x ∈ [a, b]
with periodic boundary condition u(a, t) = u(b, t). The computational domain [a, b] is
divided into non-overlapping uniform intervals Ik = [xk, xk+1], k = 0, 1, · · · , n with H =
(b − a)/n. For each DG element Ik, it has N + 1 equidistant DOFs with h = H/N . We











respectively. Let W k = [W k0 ,W
k
1 , · · · ,W kN ], W = [W 0,W 1, · · · ,W n] with W represents U or





Practically speaking we extract L one column at a time by computing the time derivative
in the semi-discretization (6.4)-(6.5) with one element in Z to be 1 and all other to be zero.
For the simulation in this section, we choose the computational domain to be x ∈ [0, 1]
with a = 0, b = 1, the number of DG elements to be n = 1. Further, we test different degrees
of approximation space p = (1, 3, 5, 7, 9, 11) with different DOFs N + 1 = (13, 21, 29) in the
DG element. Finally, the central flux is denoted by C, the alternating flux is denoted by A
and the upwind flux is denoted by U.
Figure 6.7 shows the magnitude of the maximum eigenvalue as a function of p. For
the conserving scheme (central flux or alternating flux), the magnitude of the maximum
eigenvalue is proportional to p for DOFs up to 29, and the slope for the alternating flux is
larger than the central flux. For the dissipating scheme (upwind flux), the magnitude of the
maximum eigenvalue is proportional to p when DOF is slightly less than 29.
6.6. Numerical experiments
In this section, we present some numerical results to investigate the convergence of our
method in the L2 norm. In all cases we used a nodal formulation associated with the proposed
basis functions in Section 6.3.2 and marched in time by 4-stage fourth order Runge-Kutta
scheme (RK4). We also set sound wave speed c = 1 and the flux splitting parameter ξ in
the upwind scheme equals c.
137
6.6.1. Periodic boundary conditions in one dimension






, x ∈ (0, 1), t ≥ 0,
with periodic boundary condition u(0, t) = u(1, t). It admits an exact solution
u(x, t) = sin(16cpit) sin(16pix), t ≥ 0. (6.11)
The discretization is performed on a uniform mesh with element vertices xi = iH, i =
0, · · · , n, H = 1/n and subcells vertices on element (i+ 1) is xij = xi + jh, i = 0, · · · , n− 1,
j = 0, · · · , N , h = H/N . We evolve the solution until T = 0.4 with time step ∆t = CFL×h,
CFL = 0.0075/(2pi) to guarantee the error is dominated by space error. We present the
L2 error for uh with the degree of approximation polynomials p = (1, 3, 5, 7, 9). We refine
the grid spacing h by increasing the number of DG elements and fixing the the degrees of
freedom in each element to be N + 1 = 11. Further, we test three different fluxes: the
central flux, the alternating flux and the upwind flux. We denote C.-flux to be the central
flux, A.-flux to be the alternating flux and U.-flux to be the upwind flux.
The L2 errors for u and v are plotted against the grid spacing h in Figure 6.8 for uh
when the upwind flux, the central flux and the alternating flux are used, respectively. Linear
regression estimates of the rate of convergence can be found in Table 6.1. Note that we only
use the ten finest grids to obtain the rate of convergence. When p = (3, 5, 7), we observe an
optimal convergence, p + 1, for u with all three different fluxes. When p = 9, we observe
a super convergence rate, around p + 3/2, for u with three different fluxes. Finally, when
p = 1, the central flux performs best, an optimal convergence; the alternating flux does not
converge and the upwind flux has a sub-optimal convergence p.
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Degree (p) of approx. for u 1 3 5 7 9
Rate fit u U.-flux 0.93 4.16 6.01 7.95 10.73
Rate fit u C.-flux 1.81 4.38 6.14 8.08 10.64
Rate fit u A.-flux 0.04 3.98 6.01 7.97 10.60
Table 6.1: Linear regression estimates of the convergence rate of u in one dimensional with
periodic boundary condition.
6.6.2. Dirichlet and Neumann boundary conditions in one dimension






, x ∈ (0, 31/32), t ≥ 0,
with a homogeneous Dirichlet boundary condition u(0, t) = 0 at x = 0 and a homogeneous
Neumann boundary condition ux(31/32, t) = 0 at x = 31/32. It has a same solution (6.11)
as in Section 6.6.1.
The discretization is performed on a uniform mesh with element vertices xi = iH, i =
0, · · · , n, H = 31/32/n and subcells vertices on element (i+1) is xij = xi+jh, i = 0, · · · , n−1,
j = 0, · · · , N , h = H/N . We evolve the solution until T = 0.4 with time step ∆t = CFL×h,
CFL = 0.0075/(2pi) to remove the effect of the temporal error we set. As in Section 6.6.1,
we refine the grid spacing h by increasing the number of elements n and set N = 10.
The L2 error of u is plotted against the grid spacing h in Figure 6.9 with three different
fluxes. The linear regression estimate of the convergence rate is shown in Table 6.2, again we
only use the ten finest grids. We observe a similar results as in Section 6.6.1 with periodic
boundary condition when p = (1, 3, 5, 7). And an optimal convergence for p = 9.
6.6.3. Periodic boundary conditions in two dimensions









), (x, y) ∈ (0, 1)× (0, 1), t ≥ 0,
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Degree (p) of approx. for u 1 3 5 7 9
Rate fit u U.-flux 0.88 4.20 6.01 7.96 9.92
Rate fit u C.-flux 1.82 4.17 6.07 8.05 10.16
Rate fit u A.-flux 0.03 4.04 5.97 7.96 9.99
Table 6.2: Linear regression estimates of the convergence rate of u in one dimension with
Dirichlet boundary condition on the left and Neumann boundary condition on the right.
first 14 points for q = 9
with periodic boundary conditions and initial condition chosen so that
u(x, y, t) = sin(16cpit)(sin(16pix) + cos(16piy)).
We consider regular Cartesian grids with the elements whose vertices are defined by xi = iH,
yj = jH, i, j = 0, 1, · · ·n, H = 1/n and subcells vertices on element (i + 1, j + 1) is
xik = xi+kh, i = 0, · · · , n−1, k = 0, · · · , N , and yjl = yj + lh, j = 0, · · · , n−1, l = 0, · · · , N ,
h = H/N . We evolve the solution until T = 0.2 and the time step size is chosen to be
∆t = CFLh, with CFL = 0.0075/(2pi) to guarantee the temperal error is controlled by the
space error. We also fixed N = 10 for the experiment in this section.
The L2 error for u is presented in Figure 6.10 with the upwind flux, the central flux and
the alternating flux, respectively. The corresponding convergence rate from linear regression
is shown in Table 6.3, note that we still only use the ten finest grids here. The results in two
dimensions are very similar to the one dimensional results.
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Degree (p) of approx. for u 1 3 5 7 9
Rate fit u U.-flux 0.40 3.67 6.10 7.97 11.33
Rate fit u C.-flux 1.83 4.11 6.16 7.92 11.24
Rate fit u A.-flux 0.21 3.97 6.03 7.97 11.41
Table 6.3: Linear regression estimates of the convergence rate of u in two dimensions with
periodic boundary conditions.

























0 1 2 3 4










0 1 2 3 4













Figure 6.2: Plots of CPU time for the standard Galerkin difference basis (left column) and
the Galerkin difference basis by simultaneous diagonalization (right column) as a function
of degrees of freedom (DOF) in two dimensions. The first row is for n = 1 and the second
row is for n = 6. The sound wave speed c = 1, and the splitting parameter for upwind flux
is ξ = c.
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Figure 6.3: On the top, we show the numerical dispersion relation for the linear acoustic
operator with the Sommerfeld flux. The black dashed lines represent the exact case. ’p.-
mode’ represents the physical mode and ’s.-mode’ represent the spurious mode. On the
bottom, we illustrate the dissipation associated with the eight modes. The sound wave
speed is c = 1 and the degree of the approximation spaces for both u and v is p = 3. The
flux splitting parameter ξ = c = 1.
142
Figure 6.4: On the top, we show the numerical dispersion relation for the linear acous-
tic operator with the Sommerfeld flux. The black dashed line represents the exact case.
We present the numerical dispersion relation for the physical mode at different orders
p = (1, 3, 5, 7, 9). On the bottom, we illustrate the dissipation associated with the dif-
ferent orders p = (1, 3, 5, 7, 9). The sound wave speed c and the flux splitting parameter ξ
are chosen to be same c = ξ = 1.
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Figure 6.5: On the top, we show the numerical dispersion relation for the linear acoustic
operator with the central flux. On the bottom, we show the numerical dispersion relation
for the linear acoustic operator with the alternating flux.The black dashed lines represent
the exact case. ’p.-mode’ represents the physical mode and ’s.-mode’ represent the spurious
mode. The sound wave speed is c = 1 and the degree of the approximation spaces for both
u and v is p = 3.
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Figure 6.6: On the left, we show the numerical dissipation for the linear acoustic operator
with the central flux for all modes. On the right, we show the numerical dissipation for the
linear acoustic operator with the alternating flux for all modes. The sound wave speed is
c = 1 and the degree of the approximation spaces for both u and v is p = 3. ’p.-mode’
represents physical mode and ’s.-mode’ represents the spurious mode.
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Figure 6.7: Spectral radii (scaled by h = 1/N) as a function of the degree of approximation
(p) for the three different fluxes. The sound wave speed is c = 1, and the splitting parameter
ξ for upwind flux is ξ = c.
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Figure 6.8: Plots of the error in u as a function of h in one dimension with upwind flux,
central flux and alternating flux for periodic boundary conditions. In the legend, p is the
degree of the approximation space of u.
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Figure 6.9: Plots of the error in u as a function of h in one dimension with upwind flux,
central flux and alternating flux for Dirichlet boundary condition on the left and Neumann













































Figure 6.10: Plots of the error in u as a function of h in two dimensions with upwind flux,
central flux and alternating flux for periodic boundary conditions. In the legend, p is the




In conclusion, the main results of the thesis are as follows.
In Chapter 2, we have investigated the convergence property of the energy-based dis-
continuous Galerkin method proposed in [3] for second-order scalar wave equations. By
choosing spacial flux parameters, and introducing a special elliptic projection operator, we
improved the suboptimal convergent results in [3] to optimal convergence with Cartesian
meshes. For quadrilateral meshes, an optimal convergence has been obtained by choosing
special flux parameters, and introducing special elliptic projection operator and adding a
penalty term to penalize the term containing the jumps of solutions at mesh interfaces.
Numerical experiments were presented to verify the theoretical findings.
In Chapter 3, we have generalized the energy-based DG method of [3] to the wave equation
with advection, a problem for which the energy density takes a more complicated form than
a simple sum of a term involving the time derivative and a term involving space derivatives.
We have shown that the new form can be handled by introducing a second variable which,
unlike what was done in [3, 4], involves both space and time derivatives. We prove error
estimates completely analogous with those shown in [3] for the isotropic wave equation,
including cases with both subsonic and supersonic background flows. Numerical experiments
also demonstrate optimal convergence on regular grids when an upwind flux is used.
In Chapter 4, we have demonstrated that the energy-based DG method for second-order
wave equations can be generalized to semilinear problems. In particular we: 1) modified the
weak form proposed in [3] so that the time derivatives of the approximate solution can be
computed via the solution of a linear system of equations in each element; 2) established the
stability of the method by proving energy estimates for a wide choice of fluxes with mesh-
independent parametrizations, including energy-conserving central or alternating fluxes as
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well as dissipative upwind fluxes; 3) derived suboptimal estimates of convergence in the
energy norm; 4) observed, for polynomial degrees above 3, optimal convergence in the L2
norm for the energy-conserving alternating flux as well as for dissipative methods based on
Sommerfeld flux splitting.
In Chapter 5, we have proposed a new scheme to overcome the typical numerical stiffness
associated with the high-order piecewise polynomial approximations in the discontinuous
Galerkin framework. Particularly, we established the energy-based DG method for the scalar
second-order wave equation with spatial staggered elements in the bulk of the computational
domain. In the one dimensional problem with periodic boundary condition, we proved the
the Tame CFL condition c∆t
h
< 0.15. Numerical experiments demonstrated the optimal
convergence in L2 norm for both one and two dimensional problems. For the two dimensional
problem and the problems with a bounded domain, we numerically verified that our methods
admitted larger time-step sizes by combining local time-stepping with staggered grids.
In Chapter 6, we have combined the energy-based DG method with Galerkin difference
basis functions to solve the second-order scalar wave equations. The scheme helps to over-
come the numerical stiffness coming from the high-order piecewise polynomial approxima-
tions. In addition, we generated new basis functions from Galerkin difference basis functions
by simultaneous diagonalization. The new basis functions help reduce the computational
cost of the inversion of the stiffness matrix from O(N2) to O(N) with N the number of
degrees of the freedom. The numerical experiments demonstrated the optimal convergence
in the L2 norm with the new basis functions on regular meshes. Based on the experiments
and on computations of the spectral radius, we demonstrated that larger times step sizes
could be used compared with the energy-based DG method in [3].
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