Abstract. In this paper some classes of local polynomial functions on abelian groups are characterized by the properties of their variety. For this characterization we introduce a numerical quantity depending on the variety of the local polynomial only. Moreover, we show that the known characterization of polynomials among generalized polynomials can be simplified: a generalized polynomial is a polynomial if and only if its variety contains finitely many linearly independent additive functions.
Introduction
Polynomials on commutative groups play a basic role in functional equations and in spectral synthesis. The most common definition of polynomial functions depends on Fréchet's Functional Equation (see [2, 5, 13] ). Given a commutative group G we denote by CG the group algebra of G, which is the algebra of all finitely supported complex valued functions defined on G. Besides the linear operations (addition and multiplication by scalars) the multiplication is defined by convolution µ˚νpxq " ÿ yPG µpx´yqνpyq for each x in G. With these operations CG is a commutative complex algebra with identity δ o , where o is the zero element in G and for each y in G we use the notation δ y for the characteristic function of the singleton tyu. Elements of this algebra of the form ∆ y " δ´y´δ 0 with y in G are called differences.
Using the notation CpGq for the linear space of all complex valued functions on G, it is a module over CG with the obvious definition µ˚f pxq " ÿ yPG f px´yqµpyq for each x in G.
The function f : G Ñ C is called a generalized polynomial of degree at most n, if n is a natural number and
where we use the notation ∆ y1,y2,...,yn`1 for the convolution product
The smallest n with this property is called the degree of f . In [1] Djokovič proved that condition (1), which is called Fréchet's Functional Equation, is equivalent to the condition (2) ∆ n`1 y˚f " 0 , where ∆ n`1 y " ∆ y1,y2,...,yn`1 with y " y 1 " y 2 "¨¨¨" y n`1 . We note that sometimes (2) is also called Fréchet's Functional Equation. In [1] Djokovič showed that the two functional equations (1) and (2) are equivalent for complex valued functions on every abelian group (see also [9] ).
Polynomials of degree at most one, which vanish at zero, are called additive functions. They are characterized by the equation
that is, they are exactly the homomorphisms of G into the additive group of complex numbers. All additive functions on G form a linear space, which is denoted by Hom pG, Cq.
There is a vast literature on different types of polynomials, which play a basic role in the theory of functional equations. In [3] M. Laczkovich studies the relations of diverse concepts of polynomials. The reader will find further references and results in this respect in [5, 6, 7, 8, 10, 13] .
A special class of generalized polynomials is formed by those functions, which belong to the function algebra generated by the additive functions and the constants. These functions are simply called polynomials. Hence the general form of a polynomial is (3) ppxq " P`a 1 pxq, a 2 pxq, . . . , a n pxqf or each x in G, where a 1 , a 2 , . . . , a n : G Ñ C are additive functions and P : C n Ñ C is an ordinary polynomial in n variables. In the case G " R n or G " C n it is wellknown (see e.g. [10] ), that every continuous generalized polynomial is a polynomial, in fact, it is an ordinary polynomial. In particular, in this case the additive functions in (3) are continuous, assuming that they are linearly independent, which we always may suppose. If G is finitely generated, then it is easy to see that every generalized polynomial on G is a polynomial (see e.g. [11, Theorem 2. and Theorem 3.]).
In [4] M. Laczkovich introduced the concept of local polynomials. A function f : G Ñ C is called a local polynomial, if its restriction to every finitely generated subgroup is a polynomial. By the previous remark, every generalized polynomial is a local polynomial, however, as it is shown in [4] , there are local polynomials, which are not generalized polynomials.
Results
For the sake of simplicity a generalized polynomial, which is not a polynomial will be called a fake polynomial.
Theorem 3. Let G be an abelian group. If f : G Ñ C is a fake polynomial, then the linear space spanned by all additive functions in τ pf q is infinite dimensional.
Proof. As f is fake polynomial, hence its degree n is at least two. We have the unique representation
where A k : G k Ñ C is k-additive and symmetric for k " 1, 2, . . . , n, and C is a constant. Suppose first that there is an integer k with 1 ď k ď n such that the functions x Þ Ñ A j px, x, . . . , xq are polynomials for j " k, k`1, . . . , n. Then k ě 3. Let gpxq " A n px, x, . . . , xq`A n´1 px, x, . . . , xq`¨¨¨`A k px, x, . . . , xq for each x in G. Then g is a polynomial, hence τ pgq is finite dimensional, consequently τ pgq contains finitely many linearly independent additive functions. As obviously we have τ pf´gq Ď τ pf q`τ pgq , hence in order to prove or statement it is enough to show that in τ pf´gq there are infinitely many linearly independent additive functions. This argument shows that we may suppose in (4) that x Þ Ñ A n px, x, . . . , xq is a fake polynomial.
An easy computation (taking n´1-th differences of f ) shows that all additive functions of the form x Þ Ñ A n px, y 2 , . . . , y n q with y 2 , y 3 , . . . , y n in G are included in τ pf q. Suppose that the linear space A f of all additive functions in τ pf q is finite dimensional. Then we show by induction on k that all functions x Þ Ñ A n px, x, . . . , x, y k`1 , y k`2 , . . . , y n q are polynomials, where 1 ď k ď n. This statement is obvious for k " 1, as the function A n px, y 2 , . . . , y n q is additive, hence it is a polynomial for each y 2 , . . . , y n in G.
Suppose now that k ě 2 and we have proved that all functions x Þ Ñ A n px, x, . . . , x, y k , y k`1 , . . . , y n q are polynomials, and we prove this for k`1 instead of k. c i py 2 ,¨¨¨, y n qa i px j q and, using that pa i px jis regular, we obtain, by Cramer's Rule c i py 2 , . . . , y n q " D i py 2 , . . . , y n q D .
Here D is the determinant of the matrix pa i px j qq, and D i is the determinant obtained from D by replacing its i-th column with the vector whose j-th component is A n px j , y 2 ,¨¨¨, y n q. It follows that D i py 2 , y 3 , . . . , y n q is a linear combination of the A n px j , y 2 ,¨¨¨, y n q's for j " 1, 2, . . . , n. In particular, by our assumption, and by the symmetry of A n , for each 2 ď k ă n when substituting y 2 " y 3 "¨¨¨" y k " x, the function x Þ Ñ D i px, x, . . . , x, y k`1 , . . . , y n q is a polynomial.
On the other hand, we have
Thus, the substitution y 2 "¨¨¨" y k " x and the symmetry of A n implies that
Apx, x, x,¨¨¨, x, y k`1 , ..., y n q " 1 D
which is a polynomial. Our proof is complete.
Corollary 4. Let G be an abelian group. Then a generalized polynomial on G is a polynomial if and only if the linear space generated by all additive functions in its variety is finite dimensional.
In connection with this Corollary the following question arises: is it true that for each fake polynomial f of degree at least three the variety generated by the differences ∆ y˚f for each y in G contains a fake polynomial? In the affirmative case this would imply the statement of our Corollary above. However, this statement is not true as it is shown by the following example.
Let G " Z ω denote the direct sum of ω copies of Z. In other words, Z ω is the set of all integer valued finitely supported functions on N with the pointwise addition. Obviously, Z ω is the so called weak direct product of ω copies of Z, hence it is a subgroup of the (complete) direct product of ω copies of Z. We denote the elements of G by x " px i q iPN .
We define the function f : G Ñ C by
whenever x is in G. Let y be in G, then we can proceed as follows:
Obviously, both sums are finite. The second sum is additive plus constant, hence it is a polynomial. In the first sum x 2 i has a nonzero coefficient if and only if y i ‰ 0, hence for only a finite set of i's, which is independent of x, it is depending on y, only. It follows that f is a polynomial. On the other hand, taking second differences of f , it is clear that τ pf q includes all the projections x Þ Ñ x i , which are linearly independent. It follows, that τ pf q is infinite dimensional, hence f is not a polynomial, by Theorem 1.
Let G be an abelian group and let f : G Ñ C be a local polynomial. Let τ pf q denote the variety generated by f . For each positive integer r we introduce the following quantity:
where the supremum is taken over all finitely generated subgroups H of rank at most r, and f | H denotes the restriction of f onto H. Clearly, dim τ pf | H q is finite for each finitely generated subgroup H. It is also obvious that the function d f is increasing.
We have the following result. Proof. Suppose that f is not a generalized polynomial. It follows that for each positive integer n there exist x, y in G such that ∆ n`1 y˚f pxq ‰ 0 . Let H denote the subgroup generated by x and y, then the restriction f | H of f to H is a polynomial of degree at least n`1. It follows that there are elements y 1 , y 2 , . . . , y n in H such that the function ∆ y1,y2,...,y k˚f | H is a polynomial of degree n´k for k " 1, 2, . . . , n, hence the functions
are linearly independent and they belong to τ pf | H q. Hence the dimension of τ pf | H q is at least n`1, which gives d f prq "`8 for each r ě 2.
Suppose that f is a fake polynomial. Then, by Theorem 3, there is a sequence pa k q 8 k"1 of linearly independent additive functions in τ pf q. Let N be a positive integer and we take elements x 1 , x 2 , . . . , x N in G such that the matrix a k px j q˘N k,j"1 is regular. Let L be any finitely generated subgroup including the elements x 1 , x 2 , . . . , x N . Then the restriction f | L of f to L is a polynomial, hence τ pf | L q is finite dimensional -it is equal to the linear span of all translates of f | L . The restrictions of the a k 's to L are linearly independent for k " 1, 2, . . . , N , and they are linear combinations of some translates of f -let K be the set of all elements of G, which occur as translating elements to obtain the a k 's for k " 1, 2, . . . , N . Let H denote the subgroup generated by the L and K, then H is a finitely generated subgroup of G and the restrictions of the a k 's belong to τ pf | H q for k " 1, 2, . . . , N .
It follows that the dimension of τ pf | H q is at least N , hence lim rÑ8 d r pf q "`8.
On the other hand, obviously d r pf q is finite for each r.
Finally, suppose that f is a polynomial. Then it has the form (5)
f pxq " P`a 1 pxq, a 2 pxq, . . . , a k pxqw ith some ordinary polynomial P : C k Ñ C and linearly independent additive functions a 1 , a 2 , . . . , a k : G Ñ C. We have, by Taylor Formula, (6) f px`yq " ÿ are linearly independent for different choices of the multi-index α (here we use the convention 0 0 " 1). It follows that the functions x Þ Ñ B α P`a 1 pxq, . . . , a k pxqȃ re linear combinations of translates of f , hence they belong to τ pf q. Moreover, by the above equation, these functions generate τ pf q. The number of the different functions of these type is not greater than pdeg f`1q k . It follows that lim rÑ8 d f prq ď pdeg f`1q k ă`8.
The theorem is proved.
