Creating a mathematical model of a vehicle crash is a task which involves considerations and analysis of different areas which need to be addressed because of the mathematical complexity of a crash event representation. Therefore, to simplify the analysis and enhance the modeling process, in this work, a brief overview of different vehicle crash modeling methodologies is proposed. The acceleration of a colliding vehicle is measured in its center of gravity-this crash pulse contains detailed information about vehicle behavior throughout a collision. A virtual model of a collision scenario is established in order to provide an additional data set further used to evaluate a suggested approach. Three different approaches are discussed here: lumped parameter modeling of viscoelastic systems, data-based approach taking advantage of neural networks and autoregressive models and wavelet-based method of signal reconstruction. The comparative analysis between each method's outcomes is performed and reliability of the proposed methodologies and tools is evaluated.
Introduction
One of the major concerns of the automotive industry is vehicle crashworthiness. Popular rating programs like Euro NCAP or National Highway Traffic Safety Administration are the principal representatives of the organizations which verify whether a given car conform to the safety standards and regulations. One of the biggest challenges related to the vehicle safety assessment process is the proper execution of the experimental crash tests. It is well known that those experiments are complex and complicated ones. For that reason, a lot of efforts have been made to assess the overall car performance during a collision without a need to conduct a full-scale experiment.
Nowadays finite element method (FEM) is considered as the most thorough computational tool which provides the most detailed insight into the vehicle crash analysis. However, this approach requires powerful computational hardware resources in order to produce exact results. Apart from the technical aspects of FEM approach (like hardware availability or time-consuming simulation), the biggest challenge is to correctly select material properties of a colliding vehicle and its surroundings [1, 2] . Therefore, there are observable trends to decompose complex mesh models into arrangements which are less composite [3] [4] [5] [6] [7] . FEM model is capable of representing geometry and material details of a structure. The drawback of this method is the fact that it is costly (software and required hardware) and time-consuming. Additionally, the cost and time of such simulation is increased by the extensive representation of the major mechanisms in the crash event. When using FEM models, it is desirable to compare their results with the full-scale experimental measurements in order to enhance the simulation outcome. Decomposition of a complicated mesh model of a car into less complex arrangements also produces satisfactory results.
The secondary approach frequently utilized in vehicle crash modeling is lumped parameter modeling of viscoelastic systems [8] [9] [10] [11] [12] [13] [14] [15] [16] . Structural parameters of models like damping or stiffness are estimated based on a given crash scenario. The drawback of this method is that the obtained models cannot be used to simulate different crash scenarios and are valid only for one given set of collision conditions. Therefore, in [17, 18] , there are proposed the efficient and reliable tools to assess structural parameters of a vehicle involved in various crash scenarios. In addition, the nonlinear models obtained in the literature consider the dynamic nature of a vehicle crash event and complexity of joints and interactions between particular car body's elements which results in the increased model's fidelity.
On the other hand, a field of research which is related to the methodology elaborated in this work is data-based modeling [19] . There have been numerous examples of applications of the autoregressive models like nonlinear autoregressive (NAR), nonlinear autoregressive with exogenous input (NARX), or nonlinear autoregressive moving average with exogenous input (NARMAX) to predict the time series data. It was shown that feedforward neural networks are special cases of autoregressive models, abbreviated NAR [20] . By following the same concept, it was found in [21] , that the Bayesian framework can be successfully extended to multilayer perceptron, i.e., a feedforward network with the backpropagation teaching algorithm. Thanks to that operation, it was possible to compute the confidence limits for the prediction. Similarly to those two works, in [22] , the parameters of ARX and NARX models were estimated using the feedforward neural networks. Different types of activation functions have been used and their effects on the network's overall performance have been evaluated. Bayesian network was successfully applied to recognize driver fatigue recognition as well [23] . Since aforementioned neural networks have high capabilities for the signals prediction purposes, they are commonly used, e.g., in machine diagnostics and failure detection. In [24], a hybrid of NARX and autoregressive moving average (ARMA) models was employed to forecast long-term machine state based on vibration data. The results have proven that such a model is a useful tool in the machine diagnostics and predicts well the degeneration index of a machine. The wide range of applications of this methodology is confirmed in [25] . Edge-localized modes time series analysis based on ARMA model has been successfully performed-it decomposed the time series into deterministic and noise components. NARX models have been successfully applied to black box modeling of the gas turbine operating in isolated and nonisolated mode too [26] . The variety of input signals (from narrow to broadband) were taken into account in the identification and validation stages of the modeling. Recurrent NARX models were formulated in [27] . The effects of the changing network's architecture on the quality of predictions were verified. Apart from the strictly engineering and technical applications of the regressive models, there is a huge number of works taking advantage of this methodology but devoted to the other areas of research. In [28, 29] , one can find regressive models utilized, e.g., to forecast the stock market data-i.e., the weekly averaged exchange rates between the British pound and the US dollar in the given time period. A significant contribution was made in [30] . ARMA model was used to estimate lumped parameters (stiffness, damping, and mass) of analytical models (differential equations). Those physical parameters were changeable in time-thanks to that nonlinear model's behavior it was possible to simulate vehicle frontal and side impacts with high level of accuracy. The other efficient method-particle swarm optimization-was applied in [31] . It has a strong potential for models parameters estimation.
Up-to-date technologies are currently being utilized in the area of vehicle crash modeling-in [17, 32, 33] , the results of application of wavelets and regressive approach to model a crash event are discussed. RBF neural networks have strong potential in modeling nonlinear time series data [34, 35] . Artificial neural networks (ANNs) are capable of not only reproducing car's kinematics but can be successfully applied to, e.g., predict the average speed on highways as it is shown in [36] . Training of the network was based on the data gathered by the radar gun and inputs consisted of geometric parameters (e.g., length of curve) and traffic parameters as well (e.g., annual daily traffic). On the other hand, ANNs were employed to predict injury severity of an occupant by less direct measurements too-using statistical data. Reference [37] presents a method for crash severity assessment based on the number of such inputs, like, e.g., driver age, alcohol use, seat belt use, vehicle type, time of the crash, light condition, or weather condition. Fuzzy logic together with neural networks and image processing has been employed in [38] to estimate the total deformation energy released during a collision. A vision system has been developed to record a crash event and determine relevant edges and corners of a car undergoing the deformation. Also, human action recognition was investigated in [39] by application of real-time video streams. In the most up-to-date scope of research concerning crashworthiness, it aims to define a dynamic vehicle crash model which parameters will be changing according to the changeable input (e.g., initial impact velocity). One of such trials is presented in [40]-a nonlinear occupant model is established, and scheduling variable is defined to formulate LPV (linear parameter varying) model. In [41] [42] [43] , there are covered important aspects of signal processing and time series data preparation for proper analysis and identification.
There is a limited number of publications related to application of wavelet transform to vehicle crash modeling. One of such examples is [32]-the crash pulse recorded during a vehicle collision with a safety barrier was reproduced using Haar wavelet analysis. A similar reasoning is proposed in [44] . Decomposed crash signals are used to represent automobile vibrations occurring in certain time spans, which in turn are used to refine and validate a finite element vehicle crash model. Application of wavelets for validation of an FE model is covered in [45] . Since wavelet transform is a part of the multiresolution analysis, it gives a full insight into the time frequency character of a signal. For this reason, this approach
