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LOCAL DIFFERENTIAL PRIVACY: ELBOW EFFECT IN OPTIMAL
DENSITY ESTIMATION AND ADAPTATION OVER BESOV
ELLIPSOIDS
CRISTINA BUTUCEA, AMANDINE DUBOIS, MARTIN KROLL, AND ADRIEN SAUMARD
Abstract. We address the problem of non-parametric density estimation under the
additional constraint that only privatised data are allowed to be published and available
for inference. For this purpose, we adopt a recent generalisation of classical minimax
theory to the framework of local α-differential privacy and provide a lower bound on
the rate of convergence over Besov spaces Bspq under mean integrated L
r-risk. This
lower bound is deteriorated compared to the standard setup without privacy, and reveals
a twofold elbow effect. In order to fulfil the privacy requirement, we suggest adding
suitably scaled Laplace noise to empirical wavelet coefficients. Upper bounds within
(at most) a logarithmic factor are derived under the assumption that α stays bounded
as n increases: A linear but non-adaptive wavelet estimator is shown to attain the
lower bound whenever p ≥ r but provides a slower rate of convergence otherwise. An
adaptive non-linear wavelet estimator with appropriately chosen smoothing parameters
and thresholding is shown to attain the lower bound within a logarithmic factor for all
cases.
1. Introduction
Problem statement. In the modern information age, increasingly more institutions are
collecting and storing data. Provided that a certain amount of privacy is guaranteed, some
of these institutions might be willing to provide access to selected data sets. Examples
of such data may include information about participants in a medical study, clients of a
web service, or persons interviewed in a scientific survey. In this framework, the follow-
ing questions arise naturally: How can data be sufficiently anonymised, given a rigorous
definition of privacy, and what are the consequences for subsequent data analyses result-
ing from the chosen anonymisation procedure? The answer to these questions depends on
several interacting parameters, namely the privacy definition at hand, the potential extent
of collaboration of the involved data holding entities, and the kind of data mining tasks
that should be feasible based on the private data.
In this paper, we consider the problem of non-parametric density estimation under local
differential privacy as a special instance of the general problem sketched in the previous
paragraph: For i = 1, . . . , n, the i-th data holder observes a real-valued random variable
Xi distributed according to a probability density function f . The aim is that every data
holder releases an anonymised view Zi ofXi such that the privacy notion of local differential
privacy, that is introduced next, is satisfied and that the density f can be estimated from
the data Z1, . . . , Zn in an optimal way.
Local differential private estimation. The notion of local differential privacy aggre-
gates two different concepts, namely local privacy and differential privacy, that we explain
in the sequel.
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The qualitative notion of local privacy characterises how the different entities holding
the data X1, . . . ,Xn might interact to generate a private release Z. It is opposed to the
concept of global privacy where the respective data holders share confidence in a common
curator who has access to the ensemble of non-masked data X1, . . . ,Xn and generates the
releasable data from this complete information. In the local setup, such an authority that is
trusted by all the parties, does not exist. However, some amount of interaction between the
different parties is still allowed. The releasable data Z1, . . . , Zn are obtained by successively
applying suitable Markov kernels. Given Xi = xi and Z1 = z1, . . . , Zi−1 = zi−1, the i-th
dataholder draws
Zi ∼ Qi(· | Xi = xi, Z1 = z1, . . . , Zi−1 = zi−1)
for some Markov kernel Qi : Z × X × Zi−1 → [0, 1] where the measure spaces of the
non-private and private data are denoted with (X ,X ) and (Z,Z ), respectively. An
important special case is that of non-interactive local privacy where the random value of
Zi depends on Xi only and must not depend on preceding values of Z. More precisely, in
the non-interactive case we have
Zi ∼ Q(· | Xi = xi)
for some Markov kernel Q that does no longer depend on the index i. The non-interactive
scenario seems to be more attractive in practice since no communication between the
data holders is assumed and it is balanced in the sense that no participant obtains any
information about any other participant’s data. From a mathematical point of view,
however, allowing also non-interactive procedures does not lead to more technical proofs.
Thus, we potentially allow non-interactive methods in our minimax analysis, although
the anonymisation techniques proposed in this paper are exclusively non-interactive. Let
us mention that for some tasks, however, interactive mechanisms provide natural and
attractive alternatives (for instance, for private estimation in generalized linear models;
see [DJW18], Section 5.2.1).
The notion of differential privacy is a quantitative one and introduces a condition that
makes the problem at hand mathematically tractable. We provide its definition for the
locally private case only and refer the reader to [WZ10] for a definition in the global case.
Definition 1.1. A sequence of Markov kernels Qi : Z × X × Zi−1 → [0, 1] provides
α-differential privacy if
sup
A∈Z
Qi(A | Xi = x,Z1 = z1, . . . , Zi−1 = zi−1)
Qi(A | Xi = x′, Z1 = z1, . . . , Zi−1 = zi−1) ≤ exp(α) for all x, x
′ ∈ X .
In the non-interactive case, this condition is replaced with
sup
A∈Z
Q(A | Xi = x)
Q(A | Xi = x′) ≤ exp(α) for all x, x
′ ∈ X .
We denote with Qα the set of all local α-differential private Markov kernels.
Thus, the parameter α quantifies the amount of privacy that is guaranteed: Setting α =
0 ensures perfect privacy whereas letting α tend to infinity softens the privacy restriction.
In the non-interactive case, let us suppose that the Markov kernel Q : Z × X → [0, 1]
has a density q with respect to some dominating measure. Then, the defining property of
α-differential privacy is equivalent to
sup
z∈Z
q(z | Xi = x)
q(z | Xi = x′) ≤ exp(α) for all x, x
′ ∈ X . (1.1)
A consequence from the definition of α-differential privacy is plausible deniability of the
data in the following sense: Given the private view Zi only, the power of any test of the
null hypothesis H0 : Xi = x against the alternative H1 : Xi = x
′ with prescribed first error
probability γ has power bounded from above by γ exp(α) (see [WZ10], Theorem 2.4).
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Rate optimal density estimation over Besov ellipsoids. Let us briefly review some
well-known results on non-parametric density estimation in the non-private setup where
X1, . . . ,Xn can be observed. This classical model provides a natural benchmark for the
model where additional privacy restrictions are imposed, and having in mind the results
for this benchmark model turns out to be useful for understanding the ones for the model
with privacy.
Density estimation from a sample X1, . . . ,Xn of observations is one of the paradigmatic
problems in non-parametric statistics. A popular framework is that of minimax optimal
estimation: Given a loss function ℓ (that is, a function mapping a pair of density functions
(f, g) to some non-negative real number) and any class F of candidate density functions,
the quantity of interest is the minimax risk
Rn(ℓ,F) = inf
f˜
sup
f∈F
E[ℓ(f˜ , f)] (1.2)
where the infimum is taken over all estimators (that is, σ(X1, . . . ,Xn)-measurable func-
tions). In this setup, an estimator f̂ is called rate optimal if
sup
f∈F
E[ℓ(f̂ , f)] ≤ C(ℓ,F)Rn(ℓ,F).
Several function classes, loss functions and types of estimators have been intensively stud-
ied for the density estimation problem (see [Tsy09] and [GN16] for comprehensive overviews
of the topic). Throughout this paper, we consider the integrated risk associated to Lr-loss
defined by ℓ(f, g) = ‖f−g‖rr for r ≥ 1. For the Besov spaces to be considered in the sequel,
wavelet methods have turned out particularly convenient. Given a father wavelet ϕ and
a mother wavelet ψ associated to it, verifying some sufficient conditions (see conditions
(5.10)–(5.12) in [Här+98]), and an integer j0 ∈ Z, a wavelet basis of L2(R) is given by
{ϕj0k = 2j0/2ϕ(2j0(·)− k) : k ∈ Z} ∪ {ψjk = 2j/2ψ(2j(·)− k) : j ≥ j0, k ∈ Z}. (1.3)
Given such a basis, the probability density f admits the following formal expansion (in
L
2 sense):
f =
∑
k∈Z
αj0kϕj0k +
∑
j≥j0
∑
k∈Z
βjkψjk (1.4)
where the wavelet coefficients are defined as
αj0k =
∫
R
f(x)ϕj0k(x)dx and βjk =
∫
R
f(x)ψjk(x)dx.
An attractive property of wavelet expansions as (1.4) is that the membership of Besov
spaces can be characterised in terms of its wavelet coefficients with respect to a well
chosen wavelet basis. In the sequel, we will work under the following assumption on the
father wavelet ϕ.
Assumption 1.1. Following [Här+98], we assume that the father wavelet function ϕ
generates a multiresolution analysis of L2(R), that it is N + 1 times weakly differen-
tiable for some integer N such that 0 < s < N + 1, and that its derivative satisfies
supx
∑
k|ϕ(N+1)(x− k)| <∞ a.e. Moreover, we assume that there exists a bounded, non-
increasing function Φ on R+ such that |ϕ(u)| ≤ Φ(|u|) and that both
∫
Φ(|u|)du <∞ and∫
Φ(|u|)|u|Ndu <∞.
If the father wavelet function ϕ verifies Assumption 1.1 then, given parameters s > 0 and
1 ≤ p, q ≤ ∞, the fact that f belongs to the Besov space Bspq is equivalent to Jspq(f) <∞
where
Jspq := ‖α0·‖p +
(∑
j≥0
(2j(s+1/2−1/p)‖βj·‖p)q
)1/q
4 C. BUTUCEA, A. DUBOIS, M. KROLL, AND A. SAUMARD
for 1 ≤ q < ∞ and the usual modification if q = ∞. Fixing such a wavelet basis, we
consider Besov ellipsoids defined as
Bspq(L) = {f : R→ R : Jspq(f) ≤ L}.
Since our interest is in density estimation, a quite natural class to consider is
Dspq = Dspq(L, T ) = {f : f ∈ Bspq(L), f ≥ 0,
∫
R
f(x)dx = 1 and supp(f) ⊆ [−T, T ]},
where supp(f) denotes the support of the function f . Note that we consider here the
Besov smoothness of f as a function defined on the whole real line, or, equivalently, that f
belongs to a periodic Besov class. It would equally be possible to define Besov smoothness
over the support [−T, T ]. Then the wavelet basis has to be boundary corrected so that it
detects the smoothness on this interval only and not the potential lack of smoothness of
f at its boundary. We refer the reader to [GN16] for boundary corrected wavelets, that
also dispose of all the properties that we need in the sequel.
It is well-known [GN16, Här+98, Don+96] that
Rn(‖·‖rr,Dspq) & rn, where rn =
n
− rs
2s+1 , if p > r2s+1 ,
(n/ log n)
− r(s−1/p+1/r)
2(s−1/p)+1 , if p ≤ r2s+1 ,
(1.5)
and these rates are optimal or suboptimal by a logarithmic factor only (see [Här+98] for
an extensive discussion). The structural change of the rate between dense zone (where
p > r/(2s+1)) and sparse zone (where p ≤ r/(2s+1)) is sometimes called an elbow effect.
Moreover, in the dense case, we can distinguish the homogeneous zone when p ≥ r and
the non-homogeneous zone where r/(2s + 1) < p < r. In the homogeneous case, linear
wavelet estimators of the form∑
k∈Z
α′j0kϕj0k(x) +
j1∑
j=j0
∑
k∈Z
β′jkψjk(x)
with α′j0k =
1
n
∑n
i=1 ϕj0k(Xi), β
′
jk =
1
n
∑n
i=1 ψjk(Xi), and appropriately chosen j0, j1 are
rate optimal whereas linear procedures are necessarily sub-optimal in the non-homogeneous
case (see [Här+98] and references therein). In this latter scenario as well as in the sparse
case, non-linear estimators based on wavelet thresholding turn out to be optimal at least
up to logarithmic factors.
Minimax framework under privacy constraints. Let us now describe how to extend
the classical minimax setup in order to encompass the framework of local differential
privacy. Since not only the estimation procedure but also the Markov kernels guaranteeing
local α-differential privacy can freely be chosen, it is natural to replace (1.2) with the local
α-differential minimax risk defined as
R∗n,α(ℓ,F) = inf
f˜
Q∈Qα
sup
f∈F
Ef,Q[ℓ(f, f˜)].
Here the infimum is taken both over all (Z,Z )-measurable estimators of f and all Markov
kernels guaranteeing local α-differential privacy. A tuple (Q̂, f̂) consisting of a privacy
mechanism and an estimator f̂ is rate optimal (with respect to the local α-differential
private risk) if
sup
f∈F
E
f,Q̂
[ℓ(f, f̂)] ≤ C(ℓ,F)R∗n,α(ℓ,F).
The quantity R∗n,α(ℓ,F) as well as the construction of optimal privacy mechanism and
estimators represent the principal interest of the rest of the paper.
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Related work. Research on statistical estimation under privacy constraints is rather re-
cent. A landmark paper is [WZ10] where research on the subject has been initiated and
density estimation via histograms and orthogonal series in the global privacy setup have
been discussed. In the same global framework, the article [HRW13] considers anonymiza-
tion of functional data and discusses kernel density estimators as the main example. Lo-
cal α-differential privacy was intensively studied in [DJW13] and the companion article
[DJW18]. In [DJW13] the authors show that the well-known technique of randomized re-
sponse from survey statistics can be interpreted under the umbrella of local α-differential
privacy. In the context of density estimation, [DJW13] established minimax rates of
convergence for the mean integrated squared error over Sobolev classes with arbitrary
smoothness parameter β ≥ 1. They establish the minimax rate of order n−β/(β+1) for
the mean integrated squared error over Sobolev classes with β = 1 and show that this
optimal rate can be attained by Laplace perturbation of empirical histogram coefficients.
The papers [DJW13, DJW18] provide also results for Sobolev classes with higher degrees
of smoothness (β > 1) but in this case a mere perturbation of the empirical Fourier co-
efficients does not lead to a rate optimal method (see [DJW13], Observation 1 for the
non-optimality of this approach). By means of a more sophisticated sampling technique
(see [DJW13], p. 11 or [DJW18], Section 5.2.2), however, the authors derive the minimax
rate of convergence that is (nα2)−β/(β+1) also in the general case. Furthermore, [DJW13]
provides private versions of classical information-theoretical bounds that allow to apply
standard lower bound techniques also in the private setup. In [RS18], the estimation of
linear functionals in the framework of local privacy is considered and a characterisation of
the rates of convergence in terms of moduli of continuity is obtained which is in parallel
to well-known results for the non-private setup [DL91]. This general analysis contains the
private estimation of a probability density at a fixed point under mean squared error as a
special case.
Main results. In Section 2, in addition and in formal analogy to (1.5), we derive, under
similar technical assumptions, the following lower bound on the private minimax risk:
R∗n,α(‖·‖rr,Dspq) & r∗n,α, where r∗n,α =
(n(e
α − 1)2)− rs2s+2 , if p > rs+1 ,(
n(eα−1)2
log(n(eα−1)2)
)− r(s−1/p+1/r)
2(s−1/p)+2
, if p ≤ rs+1 .
(1.6)
This lower bound is complemented by corresponding upper bound results: The anonym-
isation technique used to create the private views of the non-releasable data X1, . . . ,Xn
consists in an appropriately scaled version of the classical Laplace mechanism applied
on the empirical wavelet coefficients (Section 3). The wavelet estimators considered in
Sections 4 and 5 are based on the availability of the privatised data Z1, . . . , Zn only. As in
the non-private case, a linear wavelet estimator attains the given rate in the homogeneous
case, that is, whenever p ≥ r (Section 4). In Section 5, we study non-linear estimators
and show that an estimator using hard thresholding can nearly attain the lower bounds
both in the dense and in the sparse zone.
Notational conventions. For real numbers a, b we write Ja, bK = [a, b] ∩ Z. We denote
with C a generic constant that might change with every appearance. For two sequences
{an}n, {bn}n, we denote by an . bn that there exist some constant C > 0 and a fixed
integer number N such that an ≤ Cbn, for all n ≥ N . We say that an ≍ bn, if both
an . bn and bn . an. If bn > 0, we denote by an ≃ bn the fact that an/bn → 1 as n→∞.
We recall that a centred Laplace distribution with parameter λ > 0 has the probability
density function pλ(x) =
1
2λ exp(− |x|λ ), for all real number x. In particular, if X ∼ pλ,
then E|X|k = k!λk for all k ∈ N.
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2. Lower bounds
The purpose of this section is to derive (1.6) and hence providing an analogue of (1.5)
under local α-differential privacy. To this purpose, we proceed in two steps. The first
lower bound, given in Proposition 2.1, is stronger in the private dense zone (p > r/(s +
1)), whereas the second one, given in Proposition 2.2, dominates in the private sparse
zone where p ≤ r/(s + 1). An essential tool for both proofs is a strong information
theoretical inequality (our Proposition A.1) proved in [DJW18], which states a bound
for the Kullback-Leibler divergence between any distributions that have been processed
through an arbitrary channel guaranteeing local α-differential privacy. We begin with the
lower bound that is dominating in the dense zone.
Proposition 2.1. Let α ∈ (0,∞) and let L, T > 0. Then,
inf
f˜
Q∈Qα
sup
f∈Dspq(L,T )
Ef,Q‖f˜ − f‖rr & (n(eα − 1)2)−
rs
2s+2 ,
where the infimum is taken over all estimators f˜ based on the private views Z1, . . . , Zn
and all Markov kernels Q ∈ Qα guaranteeing local α-differential privacy.
The proof of Proposition 2.1 is based on a reduction of the class Dspq to a finite number
of hypotheses indexed by the vertices of a hypercube of suitable dimension. It is given in
Section A.1 in the appendix.
The following proposition complements Proposition 2.1 in stating a lower bound that
is stronger in the private sparse zone.
Proposition 2.2. Let α ∈ (0,∞). Let p ≥ 1, s ≥ 1/p and let L, T > 0. Then,
inf
f˜
Q∈Qα
sup
f∈Dspq(L,T )
Ef,Q‖f˜ − f‖rr &
(
log(n(eα − 1)2)
n(eα − 1)2
)r· s−1/p+1/r
2(s−1/p)+2
,
where the infimum is taken over all estimators f˜ based on the private views Z1, . . . , Zn
and all channels Q ∈ Qα providing local α-differential privacy.
The proof of Proposition 2.2 is given in Section A.2 in the appendix.
Taking the maximum of the lower bounds obtained in Propositions 2.1 and 2.2 yields
(1.6). In addition to our novel lower bounds, the known bounds (1.5) from the non-private
framework still hold true under local α-differential privacy since processing the original
data X1, . . . ,Xn through a privacy mechanism can be interpreted equivalently as imposing
a restriction on the set of admissible estimators in (1.2). More precisely, the constraint
of local α-differential privacy confines the set of potential estimators to those of the form
f˜ = f ◦Q where Q ∈ Qα and f is any measurable function. Thus,
R∗n,α ≥ Rn ∨ r∗n,α ≥ rn ∨ r∗n,α,
where the quantity rn is defined in (1.5). Hence, the following corollary holds.
Corollary 2.1. Let the assumptions of Propositions 2.1 and 2.2 hold true. Then,
R∗n,α(‖·‖rr,Dspq) &

n−
rs
2s+1 ∨ (n(eα − 1)2)− rs2s+2 , if p > rs+1 ,
n−
rs
2s+1 ∨
(
n(eα−1)2
log(n(eα−1)2)
)− r(s−1/p+1/r)
2(s−1/p)+2
, if r2s+1 < p ≤ rs+1 ,(
n
logn
)− r(s−1/p+1/r)
2(s−1/p)+1 ∨
(
n(eα−1)2
log(n(eα−1)2)
)− r(s−1/p+1/r)
2(s−1/p)+2
, if p ≤ r2s+1 .
Note that the frontier between the dense and the sparse zone in the private framework
is different from the one in the non-private framework leading to a partition into three
regimes for the lower bound and a twofold elbow effect. Note that these lower bounds
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match the upper bounds derived in Section 4 and 5 at most up to logarithmic factors
whenever α stays bounded as n increases. In addition, the bounds from the non-private
setup dominate provided that α increases sufficiently fast in terms of n.
3. Privacy mechanisms
Let us denote with X1, . . . ,Xn the real-valued random variables that represent the non-
private observations held by the different data holders. We assume that X1, . . . ,Xn ∼ f
for f ∈ Dspq. In particular, the support of the density f is contained in the interval [−T, T ].
In this section, we introduce a non-interactive privacy mechanism creating a private re-
lease Z1, . . . , Zn based on the non-private sample that satisfies the defining property of
α-differential privacy. For this purpose, we consider a wavelet basis as in (1.3). We assume
in the sequel that the following condition on the parent wavelets is satisfied:
ϕ and ψ are compactly supported on an interval [−A,A]. (W1)
The idea of the proposed anonymisation technique is to mask the empirical wavelet co-
efficients α′j0k and β
′
jk for certain values of j. A consequence of (W1) and the compact
support of f is that for any j0 ∈ Z and any fixed resolution level j ∈ Z, the corresponding
αj0k and βjk can a priori be non-zero for a finite number of k only. We denote the set
of k with potentially non-zero αj0k by Nj0−1. Analogously, for j ≥ j0, the set of k with
potentially non-zero βjk is denoted with Nj.
Let us now define two privacy mechanisms that will turn out to be convenient for the
purposes of this paper. It will be sufficient to consider j0, j1 ∈ N from now on.
First privacy mechanism. For i ∈ J1, nK, j ∈ Jj0 − 1, j1K, define
Zijk =
{
ϕj0k(Xi) + σj0−1Wi,j0−1,k, if j = j0 − 1, k ∈ Nj0−1,
ψjk(Xi) + σ˜jWijk, if j ∈ Jj0, j1K, k ∈ Nj,
(3.1)
where Wijk are independent Laplace distributed random variables with parameter 1,
σj0−1 =
4cA‖ϕ‖∞
α
· 2j0/2 and σ˜j = 4cA‖ψ‖∞
α
·
√
2√
2− 1 · 2
j1/2,
for j ∈ Jj0, j1K with cA = 2⌈A⌉ + 1.
Second privacy mechanism. For i ∈ J1, nK, j ∈ Jj0 − 1, j1K, define
Zijk =
{
ϕj0k(Xi) + σj0−1Wi,j0−1,k, if j = j0 − 1, k ∈ Nj0−1,
ψjk(Xi) + σjWijk, if j ∈ Jj0, j1K, k ∈ Nj,
(3.2)
where Wijk are independent Laplace distributed random variables with parameter 1,
σj0−1 =
4cA‖ϕ‖∞
α
· 2j0/2 and σj = 4cA‖ψ‖∞
α
· 2ν − 1
ν − 1 · (j ∨ 1)
ν · 2j/2,
for j ∈ Jj0, j1K with cA = 2⌈A⌉ + 1 and some ν > 1.
Note that both privacy mechanisms in (3.1) and (3.2) are non-interactive because Zijk
does not depend on Xi′ for i
′ 6= i. The following proposition shows that both privacy
mechanisms, Zi = (Zijk)j∈Jj0−1,j1K,k∈Nj satisfy the condition of α-differential privacy.
Proposition 3.1. The privacy mechanisms given in (3.1) and (3.2) are local α-differential
private.
Proof. By definition of the privacy mechanism in (3.1), the conditional density of Zi given
Xi = xi can be written as
qZi|Xi=xi(zi) =
∏
k∈Nj0−1
1
2σj0−1
exp
(
− |zi,j0−1,k − ϕj0k(xi)|
σj0−1
)
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·
j1∏
j=j0
∏
k∈Nj
1
2σ˜j
exp
(
− |zijk − ψjk(xi)|
σ˜j
)
.
Thus, by the reverse and the ordinary triangle inequality,
qZi|Xi=xi(zi)
qZi|Xi=x′i(zi)
=
∏
k∈Nj0−1
exp
( |zi,j0−1,k − ϕj0k(x′i)| − |zi,j0−1,k − ϕj0k(xi)|
σj0−1
)
·
j1∏
j=j0
∏
k∈Nj
exp
( |zijk − ψjk(x′i)| − |zijk − ψjk(xi)|
σ˜j
)
≤ exp
( ∑
k∈Nj0−1
|ϕj0k(xi)|+ |ϕj0k(x′i)|
σj0−1
)
· exp
( j1∑
j=j0
∑
k∈Nj
|ψjk(xi)|+ |ψjk(x′i)|
σ˜j
)
.
Note that for any fixed xi and arbitrary j, ψjk(xi) 6= 0 holds only for at most cA = 2⌈A⌉+1
different k, and the same argument is valid for ϕj0k(xi). Thus,
qZi|Xi=xi(zi)
qZi|Xi=x′i(zi)
≤ exp
(
2 · 2j0/2cA‖ϕ‖∞
σj0−1
)
· exp
(
2‖ψ‖∞cA ·
j1∑
j=j0
2j/2
σ˜j
)
≤ exp
(
α
2
+
α(
√
2− 1)
2
√
2
j1∑
j=j0
2j/2
2j1/2
)
≤ exp(α).
For the privacy mechanism (3.2), analogous calculations yield for the conditional density
of Zi given Xi = xi that
qZi|Xi=xi(zi)
qZi|Xi=x′i(zi)
≤ exp
(
2 · 2j0/2cA‖ϕ‖∞
σj0−1
)
· exp
(
2‖ψ‖∞cA ·
j1∑
j=j0
2j/2
σj
)
≤ exp
(
α
2
+
α
2
· ν − 1
2ν − 1(2 +
∞∑
j=2
j−ν)
)
≤ exp(α),
where we used that
∑j1
j=j0
(j ∨ 1)−ν ≤∑∞j=0(j ∨ 1)−ν and ∑∞j=2 j−ν ≤ (ν − 1)−1. 
4. Upper bound for linear wavelet estimators
The expansion (1.4) suggests to consider estimators of the form
f̂(x) =
∑
k∈Nj0−1
α̂j0kϕj0k(x) +
j1∑
j=j0
∑
k∈Nj
β̂jkψjk(x)
with appropriate estimators α̂j0k and β̂jk of αj0k and βjk, respectively. Note that in the
local private framework, estimators of the wavelet coefficients are allowed to depend on
the private views Zijk only but not on the hidden Xi. For the results concerning the
linear estimator in this section, it suffices to consider the case j0 = 0. In this case we put
ψ−1,k = ϕ0,k and define a linear wavelet estimator through
f̂lin(x) =
j1∑
j=−1
∑
k∈Nj
β̂jkψjk(x) with β̂jk =
1
n
n∑
i=1
Zijk.
Grant to EWijk = 0, the definition of β̂jk is natural and provides an unbiased estimate of
the true wavelet coefficient βjk.
The following proposition provides an upper bound for the estimator f̂lin in the so-called
matched case when r = p. Its proof is given in Appendix B.
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Proposition 4.1. Assume that the father wavelet ϕ satifies Assumption (1.1). Let 1 ≤
p <∞ and Zijk defined as in (3.1). Then
sup
f∈Dspq
E‖f̂lin − f‖pp . 2−j1ps +
(
22j1
nα2
)p/2
+
(
2j1
n
)p/2
. (4.1)
In particular, choosing j1 = j1(n, α) such that
2j1 ≍ (nα2) 12s+2 ∧ n 12s+1 , (4.2)
we obtain
sup
f∈Dspq
E‖f̂lin − f‖pp . (nα2)−
ps
2s+2 ∨ n− ps2s+1 . (4.3)
The upper bound (4.3) suggests the following interpretation: As long as α2 ≥ n1/(2s+1),
the estimator f̂lin attains the rate n
−ps/(2s+1) known to be optimal when the sample
X1, . . . ,Xn is available. However, as soon as α
2 < n1/(2s+1), this standard rate is deterio-
rated and the slower rate (nα2)−ps/(2s+2) is attained. As in [DJW18], the alteration of the
rate in comparison to the non-private framework concerns both the effective sample size
(that changes from n to nα2) and the exponent appearing in the rate. In contrast to the
procedure suggested in [DJW18], however, the privacy mechanism (3.1) consists in a mere
perturbation of the empirical wavelet coefficients by Laplace noise, and no further sam-
pling technique is necessary to obtain a privacy channel enabling rate optimal estimation
of f .
Although the risk bound of Proposition 4.1 is valid only in the matched case, it can be
extended to the case r 6= p by means of the following proposition. Its proof is given in
Appendix B.
Corollary 4.1. Assume that the father wavelet ϕ satifies Assumption (1.1). Let 1 ≤ p, r <
∞ and Zijk defined as in (3.1), and put by s′ = s− (1/p− 1/r)+. Then, choosing j1 as in
(4.2) yields
sup
f∈Dspq
E‖f̂lin − f‖rr . (nα2)−
rs′
2s′+2 ∨ n− rs
′
2s′+1 .
Corollary 4.1 together with Proposition 2.1 shows that the estimator f̂lin is of optimal
order in the dense homogeneous zone where p ≥ r (which is equivalent to s = s′) and for α
in (0, α¯]. In analogy to [Don+96], it would be possible to suggest a non-linear estimation
procedure depending on s that is optimal (up to logarithmic factors in some cases) in
the non-homogeneous dense case and in the sparse case as well. However, in Section 5,
we directly propose a non-linear estimator that is adaptive to the smoothness s of the
underlying density (as well as to the other parameters p and q of the Besov space).
5. Upper bounds for the non-linear adaptive estimator
In this section, the privacy mechanism is given by (3.2) in Section 3. We study the
theoretical properties of the non-linear wavelet estimators of the form
f˜n(x) =
∑
k
α̂j0kϕj0k(x) +
j1∑
j=j0
∑
k
β˜jkψjk(x) (5.1)
where
α̂j0k =
1
n
n∑
i=1
Zi,j0−1,k and β˜jk = β̂jk · 1{|β̂jk|≥Kt},
and β̂jk =
1
n
∑n
i=1 Zijk as in Section 4 (the choice of t and the value of the numerical
constant K are specified in Theorem 5.1 and its proof below). Thus, non-linearity enters
only with respect to the estimation of the detail coefficients βjk.
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Theorem 5.1. Let the father wavelet ϕ satisfy Assumption 1.1 for some integer N > 0.
Let the private views Z1, . . . , Zn of the sample X1, . . . ,Xn be generated with the privacy
mechanism in (3.2). Consider the estimator f˜n defined in (5.1) with
• j0 ∈ N such that 2j0 ≍ (nα2)
1
2(N+1)+2 ∧ n 12(N+1)+1 ,
• j1 = j′1 ∧ j′′1 where j′1, j′′1 ∈ N are such that
2j
′
1 ≍ n
log n
, and 22j
′′
1 ≍ nα
2
log(nα2)
,
• K = 4(L + σ) for some L > 0 and σ = 4cA‖ψ‖∞ · 2ν−1ν−1 with ν introduced in the
definition of the second privacy mechanism,
• t = tj,n,α = γ · jν+1/2√n · (1∨ 2
j/2
α ) for j ∈ Jj0, j1K and some sufficiently large constant
γ (for instance, γ ≥ r(N + 1) works).
Then, the risk bound
sup
(s,p,q,L)∈Θ
sup
f∈Dspq(L,T )
E‖f˜n − f‖rr . (log n)C ·R⋆n,α
where
R
⋆
n,α =

n−
rs
2s+1 ∨ (nα2)− rs2s+2 , if p > rs+1 ,
n−
rs
2s+1 ∨
(
nα2
log(nα2)
)− r(s−1/p+1/r)
2(s−1/p)+2 , if r2s+1 < p ≤ rs+1 ,(
n
logn
)− r(s−1/p+1/r)
2(s−1/p)+1 ∨
(
nα2
log(nα2)
)− r(s−1/p+1/r)
2(s−1/p)+2 , if p ≤ r2s+1 ,
and where
Θ = (1/p,N + 1)× [1,∞) × [1,∞) × [L,L]
for some 0 < L ≤ L <∞.
The proof of the Theorem is given in Appendix C. Note that both the privacy mechanism
and the estimator in Theorem 5.1 are independent of the quantities s, p, q, and L. Hence,
the proposed procedure is adaptive.
6. Discussion
In this article, we have suggested refined methods for density estimation under the
constraint of local α-differential privacy. By the use of estimators based on wavelet ex-
pansions, we have been able to obtain adaptive procedures that obtain the minimax rate
of convergence up to an additional logarithmic factor only. To the best of our knowledge,
adaptation to smoothness has not been considered in the framework of private estimation
so far. Moreover, in allowing for general Lr-risk and Besov ellipsoids we have widened the
range of results in the privacy framework that has merely focused on L2-risk and Sobolev
ellipsoids until now.
A significant difference between our approach and the one suggested in Section 5.2.2 of
[DJW18] concerns the privacy mechanism: Whereas the procedure in [DJW18] is built on
a rather sophisticated sampling strategy aiming at the perturbation of empirical Fourier
coefficients, our privacy mechanism consists in a simple Laplace perturbation of empirical
wavelet coefficients. In [DJW18] it has been observed (see the last paragraph of Sec-
tion 5.2.2 in that paper) that such an approach is not feasible for the Fourier basis since
it would lead to a suboptimal rate (under L2-risk) of order (nα2)−2s/(2s+3) over Sobolev
ellipsoids of smoothness s instead of the optimal rate (nα2)−s/(s+1). A heuristic explana-
tion for the easier accessibility of the problem by means of wavelet bases is given by their
well-known localisation properties in contrast to the global Fourier basis.
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Note that wavelet methods in the non-private framework do not necessarily suffer from
a logarithmic loss in the rate (see, for instance, [Don+96] where an additional logarithmic
loss only appears in the dense zone). The fact that we encounter this type of loss in our
private scenario is caused be the term jν in the definition of the privacy mechanism (3.2)
and might be explained by the pointwise nature of the α-differential privacy constraint.
The problem whether and if so, how such logarithmic losses might be circumvented remains
open and provides an interesting direction for future research.
Finally, let us sketch the connection between local private estimation in the non-
interactive setup and statistical inverse problems, in particular, density deconvolution: On
the one hand, in density deconvolution, the statistician is given a noisy sample Z1, . . . , Zn
where Zi = Xi + εi for Xi ∼ f and εi ∼ q. Here, the density f is the quantity of inter-
est and q an error density which is (at least in the overwhelming part of the literature)
supposed to be known. In this setup, the Zi are distributed according to the density g
where
g(·) = (Kqf)(·) :=
∫
q(· − x)f(x)dx (6.1)
is the convolution of f with the error density q. It is well-known that the difficulty of
reconstructing f from the sample Z1, . . . , Zn is linked with the degree of ill-posedness of
the inverse problem g = Kqf . The latter can be described either in terms of the sequence
(λ2k) of eigenvalues of K
∗
qKq (K
∗
q denotes the adjoint operator of the linear operator Kq)
or in terms of the decay of the Fourier transform of the error density q. General inverse
problems of the form Kf = g have been thoroughly investigated in [Ker+07] in the
framework of a Gaussian white noise model. For Besov smooth signals f and |λk| ≍ k−ρ
for some ρ > 0, [Ker+07] derived adaptive rates of estimation of f proportional to
 (log n)
Cn
− rs
2(s+ρ)+1 , if s > (ρ+ 12)(
r
p − 1),
(log n)Cn
− r(s−1/p+1/r)
2(s−1/p+ρ)+1 , if s ≤ (ρ+ 12)( rp − 1).
On the other hand, the statistician who is given the non-interactive privatised sample
Z1, . . . , Zn is confronted with the problem of recovering f from a sample from the mixture
density
g(·) = (Kf)(·) :=
∫
qZ|X=x(·)f(x)dx,
which is a special instance of an inverse problem and strongly resembles (6.1). In contrast
to (6.1), however, the operator K is now not a priori given as a component of the problem
but constitutes rather a part of its solution. In the local differential privacy framework,
the statistician should select the operator K, corresponding to the choice of a privacy
mechanism, subject to the two following constraints. First, the condition (1.1) concerning
α-differential privacy must hold. Second, the least possible amount of information should
be smoothed out by the operator K. More precisely, denoting with ρ the degree of ill-
posedness as above, the proofs of the lower bounds suggest that the least admissible value
for ρ is 1/2. Our privacy mechanisms, that is, our choices of K satisfy both constraints
by leading to an overall estimation procedure that is nearly minimax. We emphasize that
the above interpretation of the local differential private estimation problem does not rule
out privacy mechanisms that add noise directly to the random variables X1, . . . ,Xn in
principle. As already mentioned, [DJW18] have noted that adding Laplace noise directly
to the observations cannot lead to an optimal procedure. Indeed, the convolution operator
in this case has degree of ill-posedness corresponding to ρ = 2 which yields a too slow rate.
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Appendix A. Proofs of Section 2
We distinguish in the sequel the dense case and the sparse case that require different
explicit constructions. However, for both proofs of the lower bounds we need the existence
of a function f0 with the following properties (see [Här+98]):
• f0 is a probability density,
• Jspq(f0) ≤ L/2,
• supp(f0) ⊆ [−T, T ],
• f0 ≡ c0 > 0 on some interval [a, b].
In particular, f0 ∈ Dspq(L/2, T ).
The main tool in the proof of the lower bounds is adapted from [DJW18]. It allows to
reduce the problem to the study of the likelihoods of the non-privatized data and quantifies
the loss of information in the process.
Suppose that we are given a finite indexed family of distributions {Pν , ν ∈ V}. Let V
denote a random variable that is uniformly distributed over V. Conditionally on V = ν,
suppose we sample a random vector (X1, . . . ,Xn) according to the product measure P
⊗n
ν =
Pν ⊗ . . .⊗ Pν . Suppose that we draw an α-locally private sample Z1, . . . , Zn according to
a channel Q. Conditioned on V = ν, (Z1, . . . , Zn) is distributed according to the measure
Mnν given by
Mnν (S) :=
∫
Qn(S | x1, . . . , xn)dP⊗nν (x1, . . . , xn) for S ∈ σ(Zn),
where Qn(· | x1, . . . , xn) denotes the joint distribution on Zn of the private sample Z1:n
conditioned on X1:n = x1:n. In this setup, we have the following inequality.
Lemma A.1. [Based on [DJW18], Theorem 1] Let α ≥ 0. For any α-locally differentially
private conditional distribution Q and any ν, ν ′ ∈ V, ν 6= ν ′, we have in the above setting
KL(Mnν ,M
n
ν′) + KL(M
n
ν′ ,M
n
ν ) ≤ 4n(eα − 1)2TV2(Pν , Pν′).
Lemma A.1 quantifies the property that α-differential privacy acts as a contraction on
the space of probability measures.
A.1. Proof of Proposition 2.1. It is sufficient to prove the lower bound for n suffi-
ciently large (the remainining finitely many n might merely further reduce the value of
the numerical constant C). Let f0 be the function introduced above. For fixed j (the
choice of which will be specified later) define Ij as the maximal subset of Z such that
supp(ψjk) ⊂ [a, b] and supp(ψjk) ∩ supp(ψjk′) = ∅ if k, k′ ∈ Ij with k 6= k′. Note that
Nj := |Ij| ≍ 2j . Define
F = {fθ : fθ = f0 + γ
∑
k∈Ij
θkψjk and θ = (θk) ∈ Θ := {0, 1}Nj}
where γ = c(n(eα − 1)2)− 2s+12(2s+2) for c sufficiently small and 2j ≍ (n(eα − 1)2) 12s+2 . For c
sufficiently small, it holds γ2j/2‖ψ‖∞ ≤ c0, which ensures that fθ is non-negative for all
θ ∈ Θ. One can easily check that ∫ fθ = 1 and supp(fθ) ⊆ [−T, T ] for all θ ∈ Θ. Moreover,
by the definition of γ, the choice of j and the equivalence of norms, we have
‖fθ‖spq ≤ ‖f0‖spq + c1γ2j(s+1/2−1/p)
( ∑
k∈Ij
|θk|p
)1/p
≤ L
2
+ c1γ2
j(s+1/2) ≤ L
2
+ Ccc1 ≤ L,
where the last inequality holds for c sufficiently small. Hence, F ⊂ Dspq(L, T ) and
sup
f∈Dspq(L,T )
Ef‖f˜ − f‖rr ≥ sup
f∈F
Ef‖f˜ − f‖rr = max
θ∈Θ
Eθ‖f˜ − fθ‖rr.
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Denoting by ∆jk the support of ψjk, it holds for any estimator f˜ of f that
Eθ‖f˜ − fθ‖rr = Eθ
∫
|f˜(x)− fθ(x)|rdx
≥
∑
k∈Ij
Eθ
∫
∆jk
|f˜(x)− fθ(x)|rdx
=
∑
k∈Ij
Eθ
∫
∆jk
|f˜(x)− f0(x)− γθkψjk(x)|rdx
since fθ ≡ gθk := f0 + γθkψjk on ∆jk. Set
‖f˜ − gθk‖rr,∆jk =
∫
∆jk
|f˜(x)− gθk(x)|rdx =
∫
∆jk
|f˜(x)− f0(x)− γθkψjk(x)|rdx,
and θˇk = argminθ∈{0,1} ‖f˜ − gθ‖r,∆jk . It follows from the triangle inequality that
2‖f˜ − gθk‖r,∆jk ≥ ‖f˜ − gθk‖r,∆jk + ‖f˜ − gθˇk‖r,∆jk
≥ ‖gθk − gθˇk‖r,∆jk
= γ|θk − θˇk|‖ψjk‖r.
Thus,
Eθ‖f˜ − fθ‖rr ≥
γr
2r
∑
k∈Ij
Eθ[|θˇk − θk|r]‖ψjk‖rr
=
γr
2r
‖ψj1‖rr · Eθ[dH(θˇ, θ)],
where dH denotes the Hamming distance. Therefore,
sup
f∈Dspq(L,T )
Ef‖f˜ − f‖rr ≥ max
θ∈Θ
Eθ‖f˜ − fθ‖rr ≥
γr
2r
‖ψj1‖rr · inf
θ˜
max
θ∈Θ
Eθ[dH(θ˜, θ)].
In order to apply Lemma A.2, we need to bound the Kullback-Leibler divergence between
two different distributions Mnθ and M
n
θ′ of the private sample (Z1, . . . , Zn) resulting from
the sample X1, . . . ,Xn if, for all i ∈ J1, nK, Xi is distributed according to fθ, fθ′ with
dH(θ, θ
′) = 1. We write Xi ∼ Pθ if Xi has density fθ. Using Lemma A.1 we obtain for
any channel providing local α-differential privacy that
KL(Mnθ ,M
n
θ′) ≤ 4(eα − 1)2nTV2(Pθ,Pθ′).
Now, since dH(θ, θ
′) = 1 and θ, θ′ ∈ Θ, there exists k0 ∈ Ij such that
TV(Pθ,Pθ′) =
1
2
∫
|fθ(x)− fθ′(x)|dx = 1
2
∫
|γ
∑
k∈Ij
(θk − θ′k)ψjk(x)|dx
=
γ
2
∫
|ψjk0(x)|dx =
1
2
2−j/2γ‖ψ‖1,
which implies that
KL(Mnθ ,M
n
θ′) ≤ (eα − 1)2‖ψ‖21n2−jγ2 ≤ c2‖ψ‖21C <∞.
Applying Lemma A.2 from the appendix with N = Nj & 2j implies
sup
f∈Dspq(L,T )
Ef‖f˜ − f‖rr &
γr
2r
2j(r/2−1)‖ψ‖rr · 2j
& (n(eα − 1)2)− rs2s+2 .
This implies the statement of the proposition since f˜ and the channel distribution were
arbitrary.
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A.2. Proof of Proposition 2.2. We consider f0, ψ,Ij and Nj as in the proof of Propo-
sition 2.1, but consider now the set
F = {fk = f0 + γ · ψjk, k ∈ Ij} ∪ {f0},
where j is chosen such that 2j ≃ ( n(eα−1)2log(n(eα−1)2)) 12(s+1−1/p) and γ = c2−j(s+1/2−1/p) for c
sufficiently small. Let us first check that this choice of j and γ guarantees that F ⊂
Dspq(L, T ). First, we have f0 ∈ Dspq(L, T ) and one can easily check that
∫
fk = 1 and
supp(fk) ⊆ [−T, T ] for all k ∈ Ij. Then, for any k ∈ Ij, we have
fk ≥ c0 − γ‖ψjk‖∞ ≥ c0 − c2−j(s+1/2−1/p)2j/2‖ψ‖∞ ≥ c0 − c‖ψ‖∞ ≥ 0
for c sufficiently small. Furthermore, for any k ∈ Ij,
‖fk‖spq ≤ ‖f0‖spq + γ‖ψjk‖spq ≤ L/2 + c2−j(s+1/2−1/p)‖ψjk‖spq ≤ L/2 + cc1 ≤ L
for c sufficiently small. Hence, F ⊂ Dspq(L, T ) and
sup
f∈Dspq(L,T )
Ef‖f˜ − f‖rr ≥ sup
f∈F
Ef‖f˜ − f‖rr.
Now, we show that for k, k′ ∈ Ij, k 6= k′, the hypotheses fk and fk′ , as well as the
hypotheses fk and f0, are sufficiently separated in the sense of Lemma A.3. For such k, k
′
we have:
‖fk − fk′‖rr ≥ ‖fk − f0‖rr = γr2rj(1/2−1/r) · ‖ψ‖rr = cr2−rj(s+1/2−1/p)2rj(1/2−1/r) · ‖ψ‖rr
= cr‖ψ‖rr2−jr(s−1/p+1/r)
≥ C
(
log(n(eα − 1)2)
n(eα − 1)2
)r· s−1/p+1/r
2(s+1−1/p)
.
For k ∈ {0} ∪ Ij, let Mnk be the distribution of the private sample (Z1, . . . , Zn) resulting
from the sample X1, . . . ,Xn if for all i ∈ J1, nK Xi is distributed according to fk. For all
k ∈ Ij we have Mnk ≪ Mn0 . It remains to bound the quantity 1Nj
∑
k∈Ij KL(M
n
k ,M
n
0 ).
We write Xi ∼ Pk if Xi has density fk, k ∈ {0} ∪ Ij. First consider the total variation
distance between Pk and P0 for k ∈ Ij :
TV(Pk,P0) =
1
2
∫
|fk − f0| = γ
2
∫
|ψjk| = γ
2
2−j/2‖ψ‖1
=
c
2
‖ψ‖12−j(s−1/p+1),
and thus
TV2(Pk,P0) ≤ c
2
4
‖ψ‖21C ·
log(n(eα − 1)2)
n(eα − 1)2 .
Applying Lemma A.1 gives
1
Nj
∑
k∈Ij
KL(Mnk ,M
n
0 ) ≤ c2‖ψ‖21C · log(n(eα − 1)2). (A.1)
Now, log(Nj) ≥ log(C2j) and
log(C2j) >
log(n(eα − 1)2)
2(s− 1/p + 1) (1 + o(1)) ≥
1
2
log(n(eα − 1)2)
2(s− 1/p + 1)
for n sufficiently large, say n ≥ n0. Putting this estimate into (A.1) yields
1
Nj
∑
k∈Ij
KL(Mnk ,M
n
0 ) ≤ C log(Nj)
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for n ≥ n0 and C < 1/8 for c sufficiently small. We can then apply Lemma A.3, which
yields for n ≥ n0 that
sup
f∈Dspq
Ef‖f˜ − f‖rr ≥ C
(
log(n(eα − 1)2)
n(eα − 1)2
)r· s−1/p+1/r
2(s−1/p)+2
.
The statement of the proposition follows since both the estimator f˜ and the privacy
mechanism considered were arbitrary.
A.3. Further auxiliary results for the lower bound proofs. The following lemma is
a Kullback-Leibler version of Assouad’s lemma. As above, we denote by dH the Hamming
distance, that is, dH(θ, θ
′) =
∑d
i=1 1{θi 6=θ′i} for θ, θ
′ ∈ Rd.
Lemma A.2 ([Tsy09], p. 118, Theorem 2.12). Denote with Θ = {0, 1}N the set of all
binary sequences of length N . Let {Pθ : θ ∈ Θ} be a set of 2N probability measures on
some measurable space (X ,A ) and let the corresponding expectations be denoted by Eθ.
Then
inf
θ˜
max
θ∈Θ
Eθ[dH(θ, θ˜)] ≥ N
2
max{exp(−β)/2, 1 −
√
β/2}
provided that KL(Pθ,Pθ′) ≤ β <∞ for all θ, θ′ ∈ Θ with dH(θ, θ′) = 1.
For the lower bound in the sparse case we need the following lemma taken from [Tsy09].
Lemma A.3 ([Tsy09], p. 101, Theorem 2.7). Assume that M ≥ 1 and suppose that Θ
contains elements θ0, θ1, . . . , θM such that:
(i) d(θj , θk) ≥ 2Ψ > 0, for all 0 ≤ j < k ≤M ,
(ii) Pj ≪ P0, for all j = 1, . . . ,M , and
1
M
M∑
j=1
KL(Pj,P0) ≤ β logM
with 0 < β < 1/8 and Pj = Pθj , j = 0, 1, . . . ,M . Then
inf
θ˜
sup
θ∈Θ
Eθ(d
r(θ˜, θ)) ≥ c(β)Ψr.
Appendix B. Proofs of Section 4
B.1. Proof of Proposition 4.1. We give the proof for p > 2 only, which is based on
Statement (ii) from Lemma B.1. The proof for 1 ≤ p ≤ 2 follows similarly using (i)
instead. We decompose the risk of the estimator f̂lin into approximation and stochastic
error:
E‖f̂lin − f‖pp ≤ 2p−1{E‖f̂lin − E[f̂lin]‖pp + ‖E[f̂lin]− f‖pp}.
The approximation term can be dealt with exactly as in the case of non-private data (see
[Här+98], p. 130),
‖E[f̂lin]− f‖pp ≤ C2−spj1,
and it remains to consider the stochastic term. Putting β′−1,k =
1
n
∑n
i=1 ϕ(Xi − k) and
β′jk =
1
n
∑n
i=1 ψjk(Xi), we have
f̂lin − E[f̂lin] =
j1∑
j=−1
∑
k∈Nj
β′jkψjk(x)−
j1∑
j=−1
∑
k∈Nj
βjkψjk(x)
+
∑
k∈N−1
(
1
n
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
1
n
n∑
i=1
σ˜jWijk
)
ψjk(x),
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which can be rewritten as
f̂lin − E[f̂lin] = 1
n
n∑
i=1
Kj1+1(x,Xi)− E[Kj1+1(x,X1)]
+
∑
k∈N−1
(
1
n
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
1
n
n∑
i=1
σ˜jWijk
)
ψjk(x),
where Kj(x, y) = 2
j ∑
k ϕ(2
jx− k)ϕ¯(2jy − k). We further decompose
E‖f̂lin − E[f̂lin]‖pp ≤ 2p−1E
∥∥∥∥ 1n
n∑
i=1
Kj1+1(·,Xi)− E(Kj1+1(·,X1))
∥∥∥∥p
p
+ 2p−1E
∥∥∥∥ ∑
k∈N−1
(
1
n
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k +
j1∑
j=0
∑
k∈Nj
(
1
n
n∑
i=1
σjWijk
)
ψjk
∥∥∥∥p
p
.
The first term on the right-hand side is analysed as in the non-private setup (see [Här+98],
p. 130) leading to the bound
E
∥∥∥∥ 1n
n∑
i=1
Kj1+1(·,Xi)− E[Kj1+1(·,X1)]
∥∥∥∥p
p
≤ C
(
2j1
n
)p/2
. (B.1)
For the remaining term, we have by Tonelli’s theorem
E
∫ ∣∣∣∣ ∑
k∈N−1
(
1
n
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
1
n
n∑
i=1
σ˜jWijk
)
ψjk(x)
∣∣∣∣pdx
=
1
np
∫
∆
E
∣∣∣∣ ∑
k∈N−1
(
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
n∑
i=1
σ˜jWijk
)
ψjk(x)
∣∣∣∣pdx
where ∆ is some compact set the length of which depends on A and T only. The expec-
tation inside the integral is bounded from above by Rosenthal’s inequality (Statement (ii)
of Lemma B.1):
E
∣∣∣∣ ∑
k∈N−1
(
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
n∑
i=1
σ˜jWijk
)
ψjk(x)
∣∣∣∣p
.
∑
k∈N−1
n∑
i=1
E
∣∣σ−1Wi,−1,kψ−1,k(x)|p + j1∑
j=0
∑
k∈Nj
n∑
i=1
E|σ˜jWijkψjk(x)
∣∣p
+
( ∑
k∈N−1
n∑
i=1
E|σ−1Wi,−1,kψ−1,k(x)|2 +
j1∑
j=0
∑
k∈Nj
n∑
i=1
E|σ˜jWijkψjk(x)|2
)p/2
= n
∑
k∈N−1
σp−1|ψ−1,k(x)|pE|W1,−1,k|p + n
j1∑
j=0
∑
k∈Nj
σ˜pj |ψjk(x)|pE|W1jk|p
+ np/2
( ∑
k∈N−1
σ2−1|ψ−1,k(x)|2E|W1,−1,k|2 +
j1∑
j=0
σ˜2j
∑
k∈Nj
|ψjk(x)|2E|W1jk|2
)p/2
≍ n
∑
k∈N−1
σp−1|ψ−1,k(x)|p + n
j1∑
j=0
∑
k∈Nj
σ˜pj |ψjk(x)|p
+ np/2
( ∑
k∈N−1
σ2−1|ψ−1,k(x)|2 +
j1∑
j=0
σ˜2j
∑
k∈Nj
|ψjk(x)|2
)p/2
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≍ n
∑
k∈N−1
|ψ−1,k(x)|p 1
αp
+ n
j1∑
j=0
∑
k∈Nj
2j1p/2|ψjk(x)|p 1
αp
+ np/2
( ∑
k∈N−1
|ψ−1,k(x)|2 1
α2
+
j1∑
j=0
2j1
∑
k∈Nj
|ψjk(x)|2 1
α2
)p/2
.
Recall the definition of ψjk and noting that grant to the boundedness of the support of
the wavelet parents ϕ and ψ we have for any x and fixed j that ψjk(x) 6= 0 only for a
finite number of k that is independent of j. Thus, using the last expression we bound from
above as follows∫
∆
E
∣∣∣∣ ∑
k∈N−1
(
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
n∑
i=1
σ˜jWijk
)
ψjk(x)
∣∣∣∣pdx
≤ C
(
n
αp
+ n2j1p/2
j1∑
j=0
2jp/2
αp
+ np/2
(
1
α2
+ 2j1
j1∑
j=0
2j
α2
)p/2)
≃ n
αp
+ n · 2
pj1
αp
+
np/2
αp
+ np/2 · 2
pj1
αp
.
Thus,
E
∫
∆
∣∣∣∣ ∑
k∈N−1
(
1
n
n∑
i=1
σ−1Wi,−1,k
)
ψ−1,k(x) +
j1∑
j=0
∑
k∈Nj
(
1
n
n∑
i=1
σ˜jWijk
)
ψjk(x)
∣∣∣∣pdx
.
2pj1
αpnp−1
+
(
22j1
nα2
)p/2
. (B.2)
Combining (B.1) and (B.2) yields
E‖f̂lin − E[f̂lin]‖pp .
(
22j1
nα2
)p/2
+
(
2j1
n
)p/2
,
which proves (4.1). Choosing j1 = j1(n, α) as in (4.2) immediately implies (4.3).
B.2. Proof of Corollary 4.1. We distinguish between the cases p ≥ r and p < r.
1. Case: p > r. In this case, s′ = s. Let us consider the estimator f̂lin with j1 chosen as
in Proposition 4.1. First note that there exists a constant C¯ > 0 such that the Lebesgue
measure of supp(f̂lin − f)) is bounded from above by a constant C¯ > 0. Then, applying
Hölder’s inequality and Proposition 4.1 yields
E‖f̂lin − f‖rr ≤ C¯1−r/p
(
E‖f̂lin − f‖pp
)r/p
. (nα2)−
rs
2s+2 ∨ n− rs2s+1 .
2. Case: p ≤ r. In this case, s′ = s − 1/p + 1/r. Grant to the Besov embedding it holds
Bspq ⊂ Bs
′
rq, which implies Dspq ⊂ Ds
′
rq. Thus, again using the upper bound for the matched
case from Proposition 4.1,
sup
f∈Dspq
E‖f̂lin − f‖rr ≤ sup
f∈Ds′rq
E‖f̂lin − f‖rr
. (nα2)−
rs′
2s′+2 ∨ n− rs
′
2s′+2 ,
which is the desired bound for the case p ≤ r.
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B.3. Inequalities for moments of sums of independent random variables.
Lemma B.1. Let X1, . . . ,Xn be independent centred random variables with E[|Xi|r] <∞.
(i) If 0 < r ≤ 2, then
E
(∣∣∣∣ n∑
i=1
Xi
∣∣∣∣r
)
≤
( n∑
i=1
E(X2i )
)r/2
.
(ii) If r > 2, then there exists a constant C = C(r) such that
E
(∣∣∣∣ n∑
i=1
Xi
∣∣∣∣r
)
≤ C
{ n∑
i=1
E(|Xi|r) +
( n∑
i=1
E(X2i )
)r/2}
.
Inequality (i) follows directly from Jensen’s inequality and concavity of x 7→ xr/2 for
0 < r ≤ 2. For a proof of inequality (ii) we refer to [Pet95], p. 59, Theorem 2.9.
Appendix C. Proof of Theorem 5.1
This section is devoted to the proof of Theorem 5.1. The main reasoning is given
in Section C.1 but some tedious calculations for this proof are deferred to Section C.2.
Sections C.3 and C.4 contain auxiliary results used in Section C.2.
C.1. Proof of Theorem 5.1. As in the proof of the Corollary 4.1, we note that it is
sufficient to prove the result for p ≤ r and one can deduce the result for p > r as in the
proof of this corollary.
We consider the upper bound E‖f˜n − f‖rr ≤ 3r−1(E‖A‖rr + E‖B‖rr + ‖C‖rr) where
A =
∑
k∈Z
(α̂j0k − αj0k)ϕj0k, B =
j1∑
j=j0
∑
k∈Z
(β˜jk − βjk)ψjk, and
C =
∑
k∈Z
αj1kϕj1k − f.
We consider the risk bounds for E‖A‖rr, E‖B‖rr, and ‖C‖rr separately.
Upper bound for the term E‖A‖rr: Putting α′j0k = 1n
∑n
i=1 ϕj0k(Xi) it holds
E‖A‖rr ≤ 2r−1E
∥∥∑
k∈Z
(α′j0k − αj0k)ϕj0k
∥∥r
r
+ 2r−1E
∥∥∑
k
(
σj0−1
n
n∑
i=1
Wi,j0−1,k
)
ϕj0k
∥∥r
r
.
The first term on the right-hand side is bounded by the compact support assumption on
ϕ and using Lemma 1 from [Don+96] as in the non-private case (see [Don+96], p. 522):
2r−1E
∥∥∑
k∈Z
(α′j0k − αj0k)ϕj0k
∥∥r
r
≤ C(r)2j0(r/2−1)
∑
k
E|α′j0k − αj0k|r ≤ C(r)
(
2j0
n
)r/2
.
Concerning the second term, first, by Fubini’s theorem
E
∥∥∑
k
(
σj0−1
n
n∑
i=1
Wi,j0−1,k
)
ϕj0k
∥∥r
r
=
∫
E|
∑
k
(
σj0−1
n
n∑
i=1
Wi,j0−1,k
)
ϕj0k(x)|rdx,
and the integrand on the right-hand side can be bounded as follows: for r > 2,
E|
∑
k
(
σj0−1
n
n∑
i=1
Wi,j0−1,k
)
ϕj0k(x)|r ≤
C(r)
nr
[
σrj0−1
∑
k
|ϕj0k(x)|r
n∑
i=1
E|Wi,j0−1,k|r
+
(
σ2j0−1
∑
k
|ϕj0k(x)|2
n∑
i=1
E|Wi,j0−1,k|2
)r/2]
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=
C(r)
nr
[
σrj0−1
∑
k
|ϕj0k(x)|rnr! +
(
2nσ2j0−1
∑
k
|ϕj0k(x)|2
)r/2]
.
1
nr
[
2rj0 · n
αr
+
(
22j0nα−2
)r/2]
=
2rj0
nr−1αr
+
(
22j0
nα2
)r/2
,
whereas for r ≤ 2,
E|
∑
k
(
σj0−1
n
n∑
i=1
Wi,j0−1,k
)
ϕj0k(x)|r .
(
22j0
nα2
)r/2
.
Thus, altogether,
E‖A‖rr .
(
2j0
n
)r/2
+
(
22j0
nα2
)r/2
.
Hence, for our choice of j0 and grant to s < N + 1 from Assumption 1.1, we obtain
E‖A‖rr .
(
n
1
2(N+1)+1
n
)r/2
+
(
(nα2)
2
2(N+1)+2
nα2
)r/2
= n
− r(N+1)
2(N+1)+1 + (nα2)
− r(N+1)
2(N+1)+2
≤ n− rs2s+1 + (nα2)− rs2s+2
. n−
rs
2s+1 ∨ (nα2)− rs2s+2 ∨
(
n
log n
)− r(s−1/p+1/r)
2(s−1/p)+1 ∨
(
nα2
log(nα2)
)− r(s−1/p+1/r)
2(s−1/p)+2
,
and the bound on the right-hand side is the claimed rate.
Upper bound for the term E‖B‖rr: We consider the sets
B̂j = {k : |β̂jk| > Ktj,n,α}, Ŝj = B̂∁j ,
Bj = {k : |βjk| > (K/2)tj,n,α}, Sj = B∁j ,
B′j = {k : |βjk| > 2Ktj,n,α}, S′j = (B′j)∁,
and the decomposition
B =
j1∑
j=j0
∑
k
(β̂jk − βjk)ψjk
[
1
B̂j∩Sj(k) + 1B̂j∩Bj (k)
]
−
j1∑
j=j0
∑
k
βjkψjk
[
1
Ŝj∩B′j
(k) + 1
Ŝj∩S′j
(k)
]
=: (ebs + ebb)− (esb + ess).
Appropriate bounds for the four terms ebs, ebb, esb, ess are derived in Appendix C.2.
Upper bound for the term ‖C‖rr: In the case we consider, p ≤ r, we use the embed-
ding Bspq ⊂ Bs
′
r∞, where we recall that s′ = s− 1p + 1r . Then, it holds
‖
∑
k∈Z
αj1kϕj1k − f‖rr ≤ C‖f‖rspq · 2−j1s
′r.
Moreover, with our choice of j1,
2−j1s
′r ≤ 2−j′1s′r + 2−j′′1 s′r
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.
(
n
log n
)− rs′
2(s−1/p)+1
+
(
nα2
log(nα2)
)− rs′
2(s−1/p)+2
,
and the sum on the right-hand side is bounded from above by the claimed rate.
C.2. Bounds for the terms ebs, ebb, esb, and ess. Consider the event Ajk defined via
Ajk = {|β̂jk − βjk| > K/2 · tj,n,α}. The concentration inequality (C.5) for this event as
well as the bound (C.6) will be used frequently in the sequel without further reference. In
the following, we bound the terms E‖ebs‖rr, E‖ebb‖rr, E‖esb‖rr, and E‖ess‖rr separately.
C.2.1. Bound for ebs. By the Cauchy-Schwarz inequality and the fact that B̂j ∩Sj ⊂ Ajk,
E‖ebs‖rr .
j1∑
j=j0
2j(r/2−1)
∑
k∈Nj
E[|β̂jk − βjk|r1B̂j∩Sj (k)]
≤
j1∑
j=j0
2j(r/2−1)
∑
k∈Nj
(
E[|β̂jk − βjk|2r]
)1/2 · P(|β̂jk − βjk| ≥ K/2 · tj,n,α)1/2
≤
j1∑
j=j0
2j(r/2−1)
∑
k∈Nj
(n−r/2 ∨ jνr/22jr/2(nα2)−r/2) · 2−γj/2
≤
j1∑
j=j0
2jr/22−γj/2(n−r/2 ∨ jνr/22jr/2(nα2)−r/2)
≤ n−r/2
j1∑
j=j0
2jr/22−γj/2 + (nα2)−r/2jνr/21
j1∑
j=j0
2jr2−γj/2
and this term is bounded from above by the claimed rate provided that γ ≥ 2r.
C.2.2. Bound for esb. Using the relation Ŝj ∩B′j ⊂ Ajk, we obtain
E‖esb‖rr .
j1∑
j=j0
2j(r/2−1)
∑
k
|βjk|r · E[1Ŝj∩B′j (k)]
.
j1∑
j=j0
2j(r/2−1)
∑
k∈Nj
|βjk|r · P(|β̂jk − βjk| ≥ K · tj,n,α)
.
j1∑
j=j0
2j(
r
2
−1−γ)‖βj·‖rr.
In the considered case p ≤ r, we exploit the embedding Bspq ⊆ Bs′rq with s′ = s − 1p + 1r to
get the bound
‖βj·‖r . 2−j(s′+
1
2
− 1
r
).
Hence,
E‖esb‖rr .
j1∑
j=j0
2j(
r
2
−1−γ)2−jr(s
′+ 1
2
− 1
r
) =
j1∑
j=j0
2−j(γ+rs
′) . 2−j0(γ+rs
′)
by the definition of j0. Noting that
2−j0(γ+rs
′) . (nα2)−
γ+rs′
2(N+1)+2 ∨ n−
γ+rs′
2(N+1)+1
≤ (nα2)− rs2s+2 ∨ n− rs2s+1
provided that γ is large enough (γ ≥ r(N +1) is sufficient), shows that E‖esb‖rr is at most
of the same order as the claimed rate.
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C.2.3. Bound for ebb. Put t
′
j,n,α = γj
ν+1/2n−1/2 and t′′j,n,α = γjν+1/2(nα2)−1/22j/2. Note
that tj,n,α = t
′
j,n,α ∨ t′′j,n,α. For any ρ ≥ 0, it holds
E‖ebb‖rr .
j1∑
j=j0
2j(r/2−1)
∑
k
E[|β̂jk − βjk|r1B̂j∩Bj (k)]
.
j1∑
j=j0
2j(r/2−1)
∑
k
(n−r/2 ∨ jνr/22jr/2(nα2)−r/2)1Bj (k)
.
j1∑
j=j0
2j(r/2−1)
∑
k
n−r/21Bj(k)
+
j1∑
j=j0
2j(r/2−1)
∑
k
jνr/22jr/2 · (nα2)−r/21Bj(k)
.
j1∑
j=j0
2j(r/2−1)(t′j,n,α)
r ·
∑
k
|βjk|ρ(t′j,n,α)−ρ
+
j1∑
j=j0
2j(r/2−1)(t′′j,n,α)
r
∑
k
|βjk|ρ(t′′j,n,α)−ρ
.
j1∑
j=j0
2j(r/2−1)(t′j,n,α)
r−ρ∑
k
|βjk|ρ︸ ︷︷ ︸
=:S1
+
j1∑
j=j0
2j(r/2−1)(t′′j,n,α)
r−ρ ·
∑
k
|βjk|ρ︸ ︷︷ ︸
=:S2
. (C.1)
As this argument shows, one can even choose distinct values of ρ for different j, which will
be used in the following calculations. Note that∑
k
|βjk|p . 2−jp(s+1/2−1/p),
and, if ρ ≤ p, by Hölder’s inequality∑
k
|βjk|ρ ≤ 2j(1−ρ/p)
(∑
k
|βjk|p
)ρ/p ≤ 2j(1−ρ/p)2−jρ(s+1/2−1/p) = 2−jρ(s+1/2−1/ρ).
In the sequel, we consider three different cases corresponding to the three regimes in the
statement of Theorem 5.1.
1. Case: p > r/(s+ 1).
• Bound for S1: Set q1 = r/(2s + 1) and define κ1 ∈ N such that
2κ1(r/2−p/2−sp) ≍ n− p−q12 .
Choosing ρ < q1 ≤ p for the indices j ∈ Jj0, κK, we obtain (note that s+1/2 = r/(2q1))
κ1∑
j=j0
2j(r/2−1)(t′j,n,α)
r−ρ∑
k
|βjk|ρ . j(r−ρ)(ν+1/2)1 n−(r−ρ)/2
κ1∑
j=j0
2j(r/2−1)
∑
k
|βjk|ρ
. j(r−ρ)(ν+1/2)1 n
−(r−ρ)/2
κ1∑
j=j0
2j(r/2−ρ(s+1/2))
. (log n)Cn−(r−ρ)/22κ1(r/2−
rρ
2q1
)
≍ (log n)Cn(q1−r)/2
= (log n)Cn−
rs
2s+1 .
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Choosing ρ = p for indices j ∈ Jκ1 + 1, j1K, we obtain
j1∑
j=κ1+1
2j(r/2−1)(t′j,n,α)
r−ρ∑
k
|βjk|ρ . j(r−p)(ν+1/2)1 n−(r−p)/2
j1∑
j=κ1+1
2j(r/2−sp−p/2)
. j(r−p)(ν+1/2)1 n
−(r−p)/22κ1(r/2−sp−p/2)
. j(r−p)(ν+1/2)1 n
−(r−q1)/2
≍ (log n)C · n− rs2s+1 .
• Bound for S2: Set q2 = r/(s+ 1) and define κ2 ∈ N such that
2κ2(r−p−sp) ≍ (nα2)− p−q22 .
Choosing ρ < q2 ≤ p for the indices j ∈ Jj0, κ2K, we obtain (note that s+ 1 = r/q2)
κ2∑
j=j0
2j(r/2−1)(t′′j,n,α)
r−ρ ·
∑
k
|βjk|ρ . j(r−ρ)(ν+1/2)1 (nα2)−(r−ρ)/2
κ2∑
j=j0
2j(r−ρ(s+1))
. (log n)C(nα2)−(r−ρ)/22κ2(r−
rρ
q2
)
≍ (log n)C(nα2)(q2−r)/2
= (log n)C(nα2)−
rs
2s+2 .
Choosing ρ = p for indices j ∈ Jκ2 + 1, j1K, we obtain
j1∑
j=κ2+1
2j(r/2−1)(t′′j,n,α)
r−ρ∑
k
|βjk|ρ . j(r−p)(ν+1/2)1 (nα2)−(r−p)/2
j1∑
j=κ2+1
2j(r−sp−p)
. j(r−p)(ν+1/2)1 (nα
2)−(r−p)/22κ2(r−sp−p)
. (log n)C · (nα2)(q2−r)/2
= (log n)C · (nα2)− rs2s+2 .
2. Case: p ∈ (r/(2s + 1), r/(s + 1)].
• Bound for S1: The sum S1 can be dealt with as in the first case, since the choices of q1
and κ1 from that case are still legitimated for p ∈ (r/(2s+ 1), r/(s + 1)].
• Bound for S2: In order to bound S2 in the second case, define q2 and κ2 via the relations
q2 = r · 1− 1/r
s− 1/p + 1 and 2
κ2 ≍ (nα2)
q2
2(r−1) .
To deal with the sum over j ∈ Jj0, κ2K, we take ρ = p and obtain
κ2∑
j=j0
2j(r/2−1)(t′′j,n,α)
r−ρ∑
k
|βjk|ρ . j(ν+1/2)(r−p)1 (nα2)(r−p)/2
κ2∑
j=j0
2j(r−sp−p)
. (log n)C(nα2)−(r−p)/2
κ2∑
j=j0
2j(r−1)(1−p/q2)
. (log n)C(nα2)−(r−p)/22κ2(r−1)(1−p/q2)
≍ (log n)C(nα2)(q2−r)/2
= (log n)C(nα2)
− rs′
2(s−1/p)+2
DENSITY ESTIMATION UNDER LOCAL DIFFERENTIAL PRIVACY 23
For the sum over indices j ∈ Jκ2 + 1, j1K, we choose ρ > q2 > p, and obtain by
monotony of ℓω-norms in ω, and putting s′′ = s+ 1/2− 1/p that
j1∑
j=κ2+1
2j(r/2−1)(t′′j,n,α)
r−ρ∑
k
|βjk|ρ . j(ν+1/2)(r−ρ)1 (nα2)−
r−ρ
2
j1∑
j=κ2+1
2j(r−ρ/2−1−ρs
′′)
. (log n)C(nα2)−
r−ρ
2
j1∑
j=κ2+1
2j(r−1−ρ/2−ρs
′′)
= (log n)C(nα2)−
r−ρ
2
j1∑
j=κ2+1
2j(r−1)(1−ρ/q2)
. (log n)C(nα2)−
r−ρ
2 2κ2(r−1)(1−ρ/q2)
≍ (log n)C(nα2) q2−r2
= (log n)C(nα2)
− rs′
2(s−1/p)+2 .
3. Case: p ≤ r/(2s + 1).
• Bound for S1: Put
q1 = r · 1/2 − 1/r
s+ 1/2− 1/p ,
and choose κ1 ∈ N such that
2κ1 ≍ n 12
q1
r/2−1 .
Then, taking ρ = p for the indices j ∈ Jj0, κ1K in the first sum in (C.1), we obtain
κ1∑
j=j0
2j(r/2−1)(t′j,n,α)
r−ρ∑
k
|βjk|ρ ≤ j(ν+1/2)(r−p)1 n−(r−p)/2
κ1∑
j=j0
2j(r/2−sp−p/2)
. (log n)Cn−(r−p)/2
κ1∑
j=j0
2j(r/2−1)(1−p/q1)
. (log n)Cn−(r−p)/22κ1(r/2−1)(1−p/q1)
= (log n)Cn
q1−r
2
= (log n)Cn
− rs′
2(s−1/p)+1 .
For the sum over indices j ∈ Jκ1+1, j1K, we choose ρ > q1 > p, and obtain by monotony
of ℓω-norms in ω and putting s′′ = s+ 1/2 − 1/p that
j1∑
j=κ1+1
2j(r/2−1)(t′j,n,α)
r−ρ∑
k
|βjk|ρ . j(ν+1/2)(r−ρ)1 n−
r−ρ
2
j1∑
j=κ1+1
2j(r/2−1−ρs
′′)
. (log n)Cn−
r−ρ
2
j1∑
j=κ1+1
2j(r/2−1−ρs
′′)
= (log n)Cn−
r−ρ
2
j1∑
j=κ1+1
2j(r/2−1)(1−ρ/q1)
. (log n)Cn−
r−ρ
2 2κ1(r/2−1)(1−ρ/q1)
≍ (log n)Cn q1−r2
= (log n)Cn
− rs′
2(s−1/p)+1 .
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• Bound for S2: S2 can be dealt with exactly as in the second case.
C.2.4. Bound for ess. For any 0 ≤ ρ ≤ r
E‖ess‖rr .
j1∑
j=j0
2j(
r
2
−1)∑
k
|βjk|rE[1Ŝj∩S′j (k)]
.
j1∑
j=j0
2j(
r
2
−1)((t′j,n,α)
r−ρ ∨ (t′′j,n,α)r−ρ)
∑
k
|βjk|ρ.
This term can be bounded from above by the right-hand side of (C.1), and we conclude
in the same way as for the term ebb.
C.3. A concentration inequality for the β̂jk. For our proof, we need concentration
inequalities for the events
Ajk :=
{
|β̂jk − βjk| ≥ (K/2)j
ν+1/2
√
n
(
1 ∨ 2
j/2
α
)}
for K > 0, where j ∈ Jj0, j1K and k ∈ Nj. Let recall the two-sided Bernstein’s inequality
(cf. [BLM13] Theorem 2.10).
Theorem C.1. Let Y1, . . . , Yn be independent real valued random variables. Assume that
there exist some positive numbers v and c such that
n∑
i=1
E[Y 2i ] ≤ v, (C.2)
and for all integers m ≥ 3
n∑
i=1
E[|Yi|m] ≤ m!
2
vcm−2. (C.3)
Let S =
∑n
i=1(Yi − E[Yi]), then for every positive x
P
[
|S| ≥ √2vx+ cx
]
≤ 2 exp(−x). (C.4)
Using this inequality, we can prove the following result.
Proposition C.1. For all j ∈ Jj0, j1K satisfying j ≤ n, for all k ∈ Nj, and for all γ ≥ 1
we have
P
(
|β̂jk − βjk| ≥ 4(c¯+ σ)γ j
ν+1/2
√
n
(
1 ∨ 2
j/2
α
))
≤ 2−γj , (C.5)
where c¯ is an upper bound for supf∈Dspq(L,T ) ‖f‖∞ and σ = 4cA‖ψ‖∞(2ν − 1)/(ν − 1)
appears in the privacy mechanism (3.2).
Remark C.2. By Equation (15) in [Don+96], the choice c¯ = L is admissible for f ∈
Dspq(L, T ).
Proof. We will apply Bernstein’s inequality to the random variables {Zijk}i=1,...,n. Using
that ψjk(Xi) and Wijk are independent and that E[Wijk] = 0, we get for all i ∈ J1, nK
E[Z2ijk] = E[ψjk(Xi)
2] + σ2jE[W
2
ijk] + 2σjE[ψjk(Xi)Wijk]
= E[ψjk(Xi)
2] + σ2jE[W
2
ijk] + 2σjE[ψjk(Xi)]E[Wijk]
= E[ψjk(Xi)
2] + σ2jE[W
2
ijk]
≤ c¯+ 2σ2j
≤ 2(c¯+ σj)2,
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where c¯ > 0 depends on L is such that ‖f‖∞ ≤ c¯ for all f in Bspq(L) with s > 1p . Let
m ≥ 3 be an integer. Using again that ψjk(Xi) and Wijk are independent we get for all
i ∈ J1, nK
E[|Zijk|m] ≤ E[(|ψjk(Xi)|+ σj|Wijk|)m]
= E
[
m∑
l=0
(
m
l
)
σlj |Wijk|l|ψjk(Xi)|m−l
]
=
m∑
l=0
(
m
l
)
σljE
[
|Wijk|l
]
E
[
|ψjk(Xi)|m−l
]
=
m∑
l=0
(
m
l
)
σljE
[
|ψjk(Xi)|m−l
]
l!
≤ m!
m∑
l=0
(
m
l
)
σlj(c¯)
m−l
= m!(c¯+ σj)
m.
Conditions (C.2) and (C.3) are thus satisfied with v = 2n(c¯ + σj)
2 and c = c¯ + σj, and
according to Bernstein’s inequality (C.4) we have for all x > 0
P
(
|β̂jk − βjk| ≥ (c¯+ σj)
(
2
√
x
n
+
x
n
))
≤ 2 exp(−x).
Note that we have for all j ∈ Jj0, j1K,
c¯+ σj = c¯+ σj
ν 2
j/2
α
≤ (c¯+ σ)jν
(
1 ∨ 2
j/2
α
)
,
where σ = 4cA‖ψ‖∞(2ν− 1)/(ν− 1) appears in the definition of σj in (3.2). Take x = Cj,
C > 0 and note that 2
√
Cj/n+ Cj/n ≤ (2√C + C)√j/n if j ≤ n. Consequently, we get
for all C > 0, for all j ∈ Jj0, j1K satisfying j ≤ n and for all k ∈ Nj,
P
(
|β̂jk − βjk| ≥ (c¯+ σ)(C + 2
√
C)
jν+1/2√
n
(
1 ∨ 2
j/2
α
))
≤ 2 exp(−Cj).
Then, it suffices to take C = 2 ln(2)γ to obtain (C.5). 
C.4. Moment bounds and norm inequalities. Consider an arbitrary random function
ĝ =
j1∑
j=j0
∑
k
ĝjkψjk.
Putting
S(ι) =
j1∑
j=j0
2jι ≤
{
cγ2
max(j1ι,j0ι) if ι 6= 0,
j1 − j0, if ι = 0,
it has been shown in [Don+96] that for arbitrary v ∈ R and u = r/(r − 2) it holds
E‖ĝ‖rr ≤
{
Cr
∑j1
j=j0
2j(r/2−1)
∑
k E|ĝjk|r, if 1 ≤ r ≤ 2,
CrS(uv)(r/2−1)+
∑j1
j=j0
2j(r/2−1−vr/2)
∑
k∈Z E|ĝjk|r, if r > 2.
As in [Don+96], adopting the formal convention S0 = 1, it suffices to consider the second
inequality for all r ≥ 1 (setting v = 0 for the case r ≤ 2). Thus, for any r ≥ 1,
E‖ĝ‖rr .
j1∑
j=j0
2j(r/2−1)
∑
k
E|ĝjk|r. (C.6)
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Consider again the decomposition β̂jk = β
′
jk +
σj
n
∑n
i=1Wijk. We have, for any m ≥ 1,
E|β̂jk − βjk|m ≤ 2m−1E|β′jk − βjk|m + 2m−1E|
σj
n
n∑
i=1
Wijk|m.
In [Don+96], p. 520, Equation (16) it is shown that
E|β′jk − βjk|m ≤ cn−m/2 (C.7)
provided that 2j ≤ n with a constant c depending only on s, p, q, L, ‖ψ‖m and m. In
addition, by Rosenthal’s inequality, it can be shown for any m ≥ 1 that
E
∣∣∣∣σjn
n∑
i=1
Wijk
∣∣∣∣m . jνm/22jm/2(nα2)−m/2. (C.8)
Combining (C.7) and (C.8) yields
E|β̂jk − βjk|m . n−m/2 ∨ jνm/22jm/2(nα2)−m/2. (C.9)
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