A new sufficient condition for the existence of an invariant measure for Markov operators defined on Polish spaces is presented. This criterion is applied to iterated function systems.
The theory of Markov operators P with X compact is well developed (see [5] ). For example, the proof of the existence of an invariant measure goes as follows. First we construct a positive invariant functional on the space of all bounded continuous functions f : X → R and then using the Riesz representation theorem we define an invariant measure. This method was extended by A. Lasota and J. Yorke to the case when X is a locally compact σ-compact metric space [12] . When X is any Polish space this idea breaks down, since a positive functional may not correspond to a measure. In our study we base on the concept of tightness (see also [19] ).
In the second part of our paper we consider Markov processes generated by iterated function systems. Recently such systems have been studied in detail because of their close connection to fractals [1, 2, 10] and semifractals [11] . We investigate iterated function systems with place dependent probabilities extending the well known theorem due to Barnsley et al. [2] to Polish spaces. This part of the paper also generalizes our earlier results [18, 19] .
The outline of the paper is as follows. Section 1 contains some notation and definitions from the theory of Markov operators. In this section we also introduce the definition of semi-concentrating Markov operators. Such operators are studied in Section 2. We prove there the main results of the paper-Theorems 2.1 and 2.2 which assure, for semi-concentrating Markov operators, the existence of an invariant measure and the attractiveness of iterates to the family of measures supported on some compact set.
In Section 3 we introduce iterated function systems and discuss the problem of stability. 
Preliminaries. Let (X,
Let B(X) and B b (X) denote the families of all Borel sets and all bounded Borel sets in X, respectively. We denote by C(ε), ε > 0, the family of all C ∈ B(X) for which there exists a finite set {x 1 
Let M fin and M 1 denote the sets of Borel measures (nonnegative, σ-additive) on X such that µ(X) < ∞ and µ(X) = 1, respectively. The elements of M 1 are called distributions. We denote by M sig the family of all signed measures:
denote the set of all distributions concentrated on A ∈ B(X).
For A ⊂ X the symbol 1 A stands for the characteristic function of A. As usual, B(X) is the space of all bounded Borel measurable functions f : X → R and C(X) the subspace of all bounded continuous functions. In both spaces the norm is
To simplify the notation we write
In M sig we introduce the Fortet-Mourier norm (see [8] ):
It is known that the convergence lim n→∞ µ n − µ = 0 for µ n , µ ∈ M 1 is equivalent to the weak convergence of (µ n ) n≥1 to µ (see [6] ).
Let Θ ⊂ M 1 . We say that Θ is tight if for every ε > 0 there exists a compact set K ⊂ X such that µ(K) ≥ 1 − ε for all µ ∈ Θ. It is well known (see [3] ) that if the family (µ n ) n≥1 of distributions is tight then there exists a subsequence (m n ) n≥1 of integers and a measure µ * ∈ M 1 such that
An operator P : M fin → M fin is called a Markov operator if it satisfies the following two conditions:
(ii) preservation of the norm:
Every Markov operator can be extended to the space of all signed measures. Namely for every ν ∈ M sig , ν = µ 1 − µ 2 , we set
where δ x ∈ M 1 is the point (Dirac) measure supported at x. From (1.1) it follows immediately that U is a linear operator satisfying
3)-(1.5) allow one to reverse the roles of P and U . Namely we define an operator P : M fin → M fin by setting, for A ∈ B(X),
Assume now that P and U are given. If f : X → [0, ∞) is a Borel measurable function, not necessarily bounded, we may assume that
where (f n ) n≥1 , f n ∈ B(X), is an increasing sequence of functions converging pointwise to f . From the Lebesgue monotone convergence theorem it follows that U f satisfies (1.1).
A Markov operator P is called a Feller operator if there exists an operator
A Markov operator P is called nonexpansive if
Let P be a Markov operator. A measure µ ∈ M fin is called stationary or invariant if P µ = µ, and P is called asymptotically stable if there exists a stationary distribution µ * such that
Clearly the distribution µ * satisfying (1.9) is unique. We introduce the following notation:
An operator P is called globally concentrating if for every ε > 0 and A ∈ B b (X) there exist Y ∈ B b (X) and n 0 ∈ N such that (1.10)
1 . An operator P is called semi-concentrating if for every ε > 0 there exist C ∈ C(ε) and α > 0 such that
The existence of invariant measures.
We start with easy lemmas:
Lemma 2.2. Let P be a nonexpansive Markov operator. Assume that there exists a measure µ ∈ M 1 such that for every ε > 0 there is a set
The proofs of Lemmas 2.1 and 2.2 can be found in [19] . Let P be a Markov operator. We denote by T (ε), ε > 0, the family of all C ∈ C(ε) such that there exists a positive number α satisfying
For ε > 0 and k ∈ N write
We are now in a position to formulate the following technical lemma:
. Let P be a nonexpansive and semi-concentrating Markov operator. Then for every ε > 0 there exist an integer k, a sequence
where A i are closed balls with radius η and α > 0 such that
Choose γ > 0 such that (2.2) η + γ < ε and kγ < α.
where D i are closed balls with radius ε, be chosen according to the semi-concentrating property of P for ε. For every µ ∈ M 1 we define L(µ) to be the set of all j ∈ {1, . . . , p} such that there exists n ∈ N satisfying
We proceed to show that for every i ∈ {1, . . . , k} there exists µ ∈ M 1 such that for every j ∈ L(µ) and x ∈ D j we have
We can assume that i = 1. Suppose, contrary to our claim, that for every
1 and all sufficiently large n ∈ N. Since i n = 1, we then obtain
, and n 0 ∈ N. Consequently,
and so
for all sufficiently large n ∈ N. Thus lim inf
and an integer n j such that
By Lemma 2.1 we obtain
It is easy to check that
From (2.5) and the linearity of P we have
Lemma 2.4. Let P be a nonexpansive Markov operator , A ∈ B(X) and ε > 0. Assume that diam A ≤ ε 2 /16 and there exists µ ∈ M 1 such that
Then there exists C ∈ C(ε) such that
Choose γ ≥ 0 and C ε/2 ∈ C(ε/2) such that 0 ≤ δ − γ < αε/8 and
We are now in a position to show that
On the contrary, suppose that for some ν 0 ∈ M A 1 and n 0 ∈ N, (2.9)
By the Ulam theorem, this implies that there exists a compact set
Since P is nonexpansive, we have
Obviously B ∈ C(ε/2) and consequently B ∪ C ε/2 ∈ C(ε/2). Applying (2.6) we see that
for all sufficiently large n. Since B ∩ C ε/2 = ∅, we see that
which contradicts the definition of δ. Thus (2.8) holds. Put C = N (C ε/2 , ε/2) and note that C ∈ C(ε).
Lemma 2.5. Let P be a nonexpansive semi-concentrating Markov operator. Then for every ε > 0 there exists C ∈ C(ε) satisfying
Proof. 
Lemma 2.4 now shows that there exists a sequence (
and observe that C ∈ C(ε). Moreover, (2.10)
Set α = α/k and define
It remains to prove that η ≥ 1 − ε/2. Suppose, contrary to our claim, that
Choose a real number γ such that
Fix µ ∈ M 1 . From (2.11) it follows that there exist n 0 ∈ N and i ∈ {1, . . . , k} such that
1 . By (2.10), (2.12) and the linearity of P we now obtain lim inf
Since µ ∈ M 1 is arbitrary, we see that
which contradicts the definition of η.
Combining Lemmas 2.2 and 2.5 we obtain the following theorem:
Theorem 2.1. Let P : M → M be a nonexpansive semi-concentrating Markov operator. Then P has an invariant distribution.
Theorem 2.2. Let P : M → M be a nonexpansive semi-concentrating Markov operator. Then
Proof. (i) Fix ε > 0 and µ ∈ M 1 . By Lemma 2.5 there exists a set C ∈ C(ε) such that lim inf
By the Ulam theorem we can find a compact set K ⊂ X such that
Since K ∪ C ∈ C(ε), Lemma 2.2 shows that the sequence (P n µ) n≥1 is tight. From this and the Prokhorov theorem (see [3] ) it follows that ω(µ) = ∅.
(ii) To prove the tightness of Ω fix ε > 0. Again, by Lemma 2.5 there exists a sequence (C i ) i≥1 of subsets of X such that
) and observe that K is compact. We are going to show that µ(K) ≥ 1−ε for µ ∈ Ω. Fix µ ∈ Ω and let µ ∈ M 1 be such that µ ∈ ω(µ). Let (n m ) m≥1 be a sequence of integers such that P n m µ − µ → 0 as m → ∞. Then by the Aleksandrov theorem we have
which finishes the proof of (ii).
Iterated function systems.
Assume we are given a family of continuous transformations S i : X → X, i = 1, . . . , N , and a probabilistic vector
The pair of sequences (S, p)
We consider some special Markov operators describing the evolution of measures due to the action of randomly chosen transformations. A simple but somewhat inexact description of this process goes as follows. Choose x 0 ∈ X. When an initial point x 0 is chosen, we randomly select an integer from {1, . . . , N } in such a way that the probability of choosing k is p k (x 0 ), k = 1, . . . , N . When a number k 0 is drawn we define x 1 = S k 0 (x 0 ). Having x 1 we select k 1 according to the distribution p 1 (x 1 ), . . . , p N (x 1 ), we define x 2 = S k 1 (x 1 ) and so on. Denoting by µ n , n = 0, 1, . . . , the distribution of x n , i.e. µ n (A) = Prob(x n ∈ A), we define P as the transition operator such that µ n+1 = P µ n . We can prove (see [2, 7, 12] ) that it must be of the form
Moreover, it is a Feller operator and its adjoint operator is given by
Now assume that
where ω : R + → R + is a continuous function. The function ω is called a modulus of continuity. Further, we assume that ω satisfies the Dini condition, i.e. ω : R + → R + is a nondecreasing concave function such that
We do not require the S i 's to be contractions, but require only an average contractivity condition between points, as in [2] :
where r < 1.
Let us start with the following observation. The asymptotic stability of a Markov operator P acting on measures defined on a metric space (X, ) may be verified without the precise knowledge of the metric . What is important is just the space C(X) of all bounded continuous functions. We may change the metric in such a way that P becomes nonexpansive and the family of all bounded continuous functions remains the same. Conditions (3.3) and (3.4) allow us to do it. Summarizing, we have the following: 
The above theorem (see [12, Proposition 6 .1]) was formulated in the case when (X, ) is a locally compact, σ-compact metric space but its proof remains valid for every Polish space.
Moreover, if we want to verify the global concentrating property or the semi-concentrating property for P , the last theorem allows us to verify it in the former metric. 
where the summation is taken over all integers i, , y) , then the Markov operator P given by (3.1) is semi-concentrating and consequently has an invariant distribution.
Proof. Since the assumptions of Proposition 3.1 are satisfied, we may assume that P is nonexpansive. Further, Theorem 4.2 in [18] shows that P is globally concentrating. Hence there exists a set Y ∈ B b (X) such that (3.6) lim inf
To show that P is semi-concentrating fix ε > 0. Choose an integer m such that
Fix x ∈ X and define 
and
From (3.4) and (3.5) it follows that
In fact, by an induction argument for every y ∈ Y there is a sequence
. We are going to show that P satisfies condition (1.11) with α = δ m /(2N m ). Fix µ ∈ M 1 . According to (3.6), we may choose an integer n 0 such that
From this and condition (3.9) it follows that
for n ≥ n 0 and some (k
By an induction argument for n ∈ N we have
Since ε > 0 is arbitrary, this completes the proof of the semi-concentrating property. An application of Theorem 2.1 finishes the proof. Proof. By Theorem 3.1, P has an invariant distribution µ * . It remains to verify (1.9). When an invariant distribution exists this condition is equivalent to a more symmetric relation (3.10) lim
By Proposition 3.1, we may assume that P is nonexpansive. Analysis similar to that in the proof of Theorem 8.1 in [12] shows that to verify (3.10) it is enough to prove that for every ε > 0 there is a number α > 0 with the following property: for every µ 1 , µ 2 ∈ M 1 there exist a Borel set A with diam A ≤ ε and an integer n 0 such that
Fix ε > 0. According to Theorem 2.2(ii) there is a compact set K such that
Choose an integer m such that
and for every x ∈ K and (j 1 , . Since K is a compact set there is a finite covering
. Let δ > 0 be such that (3.5) is satisfied and set δ = δ/N . We are going to show that P satisfies (3.11) with α = δ m /(4q). In fact, let µ 1 , µ 2 ∈ M 1 be given. Set µ 0 = (µ 1 + µ 2 )/2. According to Theorems 3.1 and 2.2(i) there exists µ ∈ M 1 such that µ ∈ ω(µ 0 ). Consequently, there exists a sequence (m n ) n≥1 such that From this and (3.12), (3.15) it follows that there exists an integer n such that P n µ 0 (G) = (P n µ 1 (G) + P n µ 2 (G))/2 ≥ 3/4.
Hence P n µ k (G) ≥ 1/2 for k = 1, 2. Then (3.15) implies that there exist s, t ∈ {1, . . . , q} such that 
