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1. Introduction
A fractional Brownian motion (fBm) is frequently used to model short- and long-range depen-
dence. By definition, an fBm with Hurst parameter H ∈ (0, 1) is a centered Gaussian process{
BHt , t ≥ 0
}
with the covariance function
E
[
BHt B
H
s
]
=
1
2
(
t2H + s2H − |t− s|2H
)
.
For H > 1/2, an fBm has a property of long-range dependence; for H < 1/2, it is short-range
dependent and, in fact, is counterpersistent, i.e. its increments are negatively correlated. For
H = 1/2, an fBm is a standard Wiener process.
Two important properties of an fBm are the stationarity of increments and self-similarity.
However, these properties restrict applications of an fBm, and recently so-called multifrac-
tional processes gained huge attention. Multifractionality can consist both in dependence of
memory depth and regularity of process on the time instance and on the time scale. In this
paper, we are dealing with the latter kind of multifractionality, where the properties of a
process depend on the size of the time interval, on which the process is considered. In other
words, we are considering processes, which are not inherently self-similar. A simplest approach
is to consider a linear combination of independent fBms with different Hurst parameters.
∗ This work has been partially supported by the Commission of the European Committees Grant PIRSES-
GA-2008-230804 within the program “Marie Curie Actions”. The authors are also grateful to Rim Touibi for
her careful reading of the manuscript.
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2Here we will concentrate on the case where we have only two fBms and one of them has
Hurst parameter equal to 1/2, simply put, it is a Wiener process. So we consider a process
MHt = aB
H
t + bWt, t ≥ 0 (1)
where a and b are some non-zero coefficients. Such mixed models and their applications where
considered in many papers, see (Androshchuk and Mishura, 2006, Cheridito, 2001, Filatova, 2008,
Mishura and Shevchenko, 2012, Mishura, 2008).
The main aim of this paper is statistical identification of model (1), i.e. the statistical
estimation of the model parameters. The principal attention will be given to the estimation
of H, though we will also present estimators for a and b. Our secondary goal is to study both
weak and almost sure asymptotic behaviour of mixed power variations.
In the “pure” fBm case, there exist several methods to estimate the Hurst parameter, an ex-
tensive overview of which is given in (Coeurjolly, 2000). The most popular methods are based
on quadratic and, more generally, higher power variations of the process. A huge literature is
devoted to such questions, we will cite only few: asymptotic behaviour of power variations and,
more generally, of non-linear transformations of stationary Gaussian sequences is studied in
(Breuer and Major, 1983, Dobrushin and Major, 1979, Giraitis and Surgailis, 1985, Taqqu, 1979),
and stochastic estimation for fBm and multifractional processes with the help of power
variations, in (Benassi et al., 1998, Coeurjolly, 2001, Coeurjolly, 2005, Giraitis et al., 1999,
Istas and Lang, 1997, Taqqu et al., 1995). Weighted power variations serving similar pur-
poses for stochastic differential equations driven by fBm, were studied in (Nourdin, 2008,
Nourdin et al., 2010).
The only papers concerned with parameter estimation in the mixed model are (Cai et al., 2012,
Kozachenko et al., 2012, Xiao et al., 2011, Filatova, 2008), but they address questions differ-
ent from the one we are interested in. Namely, we aim at estimating the parameters of the
process (1) based on its single observation on a uniform partition of a fixed interval. To this
end, we use power variations of this process. We remark that, in contrast to the pure fractional
case, there is no self-similarity property in the mixed model (1), so we cannot directly apply the
results of (Breuer and Major, 1983, Dobrushin and Major, 1979, Giraitis and Surgailis, 1985,
Taqqu, 1979) on the asymptotic behaviour of sums of transformed stationary Gaussian se-
quences. For this reason we need to study the asymptotic behaviour as n → ∞ of “mixed”
power variations of the form
n−1∑
i=0
(
W(i+1)/n −Wi/n
)p (
BH(i+1)/n −BHi/n
)r
,
involving increments of independent fBm BH and Wiener process W , where p ≥ 0, r ≥ 0 are
fixed integer parameters. For statistical purposes, in order to construct strongly consistent
estimators, we need mainly the almost sure behavior of the power variations. However, we
also study their weak behavior, which is of independent interest.
The paper is organized as follows. Section 2 contains results on the asymptotic behaviour
of mixed power variations. These results are used in Section 3 to construct strongly consistent
estimators of parametersH, a, b in model (1) and study asymptotic normality of the estimators
of H. Finally, in Section 4 we present simulation results to illustrate quality of the estimators
provided.
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2. Asymptotic behaviour of mixed power variations
LetW = {Wt, t ≥ 0} be a standard Wiener process and BH = {BHt , t ≥ 0} be an independent
ofW fBm with Hurst parameter H ∈ (0, 1) defined on a complete probability space (Ω,F , P ).
For a function X : [0, 1] → R and integers n ≥ 1, i = 0, 1, . . . , n − 1 we denote ∆ni X =
X(i+1)/n − Xi/n. In this section we will study the asymptotic behavior as n → ∞ of the
following mixed power variations
n−1∑
i=0
(∆ni W )
p (∆ni BH)r ,
where p ≥ 0, r ≥ 0 are fixed integer numbers. Thanks to self-similarity of BH and W , the se-
quence
{
(n1/2∆ni W,n
H∆ni B
H), 0 ≤ i ≤ n− 1} is equivalent in law to {(ξi, ζi), 0 ≤ i ≤ n− 1},
where {ξj, j ≥ 0} is a sequence of independent standard Gaussian random variables, {ζj, j ≥ 0}
is an independent of {ξj , j ≥ 0} stationary sequence of standard Gaussian variables with the
covariance
ρH(m) = E [ ζ0ζm ] = E
[
BH1 (B
H
m+1 −BHm)
]
=
1
2
(
|m+ 1|2H + |m− 1|2H
)
− |m|2H .
Therefore, by the ergodic theorem,
nrH+p/2−1
n−1∑
i=0
(∆ni W )
p (∆ni BH)r → µpµr, n→∞,
a.s., where for an integer m ≥ 0
µm = E [N(0, 1)
m ] = (m− 1)!!1m is even
is the mth moment of the standard Gaussian law. So it is natural to study centered sums of
the form
SH,p,rn =
n−1∑
i=0
(
nrH+p/2 (∆ni W )
p (∆ni BH)r − µpµr) .
The following theorem summarizes the limit behaviour of SH,p,rn . We remark that some
(but not all) of the results can be obtained from the limit theorems for stationary Gaussian
sequences of vectors, see e.g. (Arcones, 1994). However, we believe that our approach (using
one-dimensional limit theorems) is more accessible and leads quicker to the desired results.
Theorem 2.1. If p and r are even, r ≥ 2, then
− for H ∈ (0, 3/4)
n−1/2SH,p,rn ⇒ N(0, σ2H,rµ2p + σ2p,r), n→∞, (2)
where
σ2H,r =
r/2∑
l=1
(l!)2
(2l)!((r − 2l)!!)2
∞∑
m=−∞
ρH(m)
2l, σ2p,r = µ2r
(
µ2p − µ2p
)
;
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4− for H = 3/4
S
3/4,p,r
n√
n log n
⇒ N(0, σ23/4,rµ2p + σ23/4,r), n→∞, (3)
where σ3/4,r = 3r(r − 1)/4;
− for H ∈ (3/4, 1)
n1−2HSH,p,rn ⇒ ζH,p,r, n→∞, (4)
where ζH,p,r is a special “Rosenblatt” random variable.
If p is odd, then for any H ∈ (0, 1)
n−1/2SH,p,rn ⇒ N(0, µ2pµ2r). (5)
If p is even and r is odd, then
− for H ∈ (0, 1/2]
n−1/2SH,p,rn ⇒ N(0, σ2H,rµ2p + σ2p,r), n→∞, (6)
where σH,1 = 0,
σ2H,r =
(r−1)/2∑
l=1
(r!)2
(2l + 1)!((r − 2l − 1)!!)2
∞∑
m=−∞
ρH(m)
2l+1, r ≥ 3;
− for H ∈ (1/2, 1)
n−HSH,p,rn ⇒ N(0, µ2pµ2r+1), n→∞. (7)
Remark 2.1. For r = 0 we have the pure Wiener case, so for any H ∈ (0, 1)
n−1/2SH,p,rn ⇒ N(0, µ2p − µ2p), n→∞.
Also note that in the case p = 0, r = 1 the limit variance in (6) vanishes. Obviously, in this
case
n−HSH,0,1n = B
H
1 ,
so it has the standard normal distribution.
Proof. We study different cases in the same order as they appear in the formulation.
Assume first that p and r ≥ 2 are even. The principal idea in this case is to rewrite mixed
power variation as
SH,p,rn = S
′
n + S
′′
n,
where
S′n = n
rH
n−1∑
i=0
(
∆ni B
H
)r (
np/2 (∆niW )
p − µp
)
,
S′′n = µp
n−1∑
i=0
(
nrH
(
∆ni B
H
)r − µr) .
Then we apply known results concerning asymptotic behaviour of S′′n, since it contains only
fractional Brownian motion, and consider S′n conditionally on the fractional Brownian motion.
Further we realize this idea.
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For H ∈ (0, 3/4), write
n−1/2SH,p,rn = A
′
n +A
′′
n
with A′n = n
−1/2S′n, A
′′
n = n
−1/2S′′n. According to (Breuer and Major, 1983), for r even, H ∈
(0, 3/4),
n−1/2
n−1∑
i=0
(
nrH
(
∆ni B
H
)r − µr)⇒ N(0, σ2H,r), (8)
as n→∞. Consequently, A′′n ⇒ N(0, σ2H,rµ2p), n→∞. Further,
A′n = n
rH−1/2Rnkn,
where
Rn =
1
kn
n−1∑
i=0
λk,n
(
np/2 (∆ni W )
p − µp
)
kn =
(
(µ2p − µ2p)
n−1∑
i=0
λ2i,n
)1/2
, λi,n =
(
∆ni B
H
)r
.
Since BH is uniformly continuous a.s., max1≤k≤n λk,n → 0, n → ∞ a.s. Thus, taking into
account independence of BH and W and an evident fact that varRn = 1, we get by CLT
that the conditional distribution of Rn given B
H converges to standard normal distribution
as n→∞ a.s. Further, from the ergodic theorem
n2rH−1
n−1∑
i=0
(∆ni B
H)2r → µ2r, n→∞,
a.s., hence
nrH−1/2kn →
(
µ2r(µ2p − µ2p)
)1/2
, n→∞ a.s.
So by Slutsky’s theorem, the conditional distribution of A′n given B
H converges to N(0, σ2p,r)
a.s., that is, for any t ∈ R we have∫
R
eıtxP(A′n ∈ dx | BH)→ e−t
2σ2p,r/2 (9)
a.s. as n→∞. Now write
E
[
eit(A
′
n+A
′′
n)
]
= E
[
E
[
eıt(A
′
n+A
′′
n)
∣∣∣BH ] ] = E [ ∫
R
eıtxP
(
A′n ∈ dx
∣∣BH) eitA′′n ] ,
whence ∣∣∣E [ eıt(A′n+A′′n) ]− e−t2(σ2H,rµ2p+σ2p,r)/2∣∣∣ ≤ E1 + E2,
where
E1 =
∣∣∣∣E [(∫
R
eıtxP
(
A′n ∈ dx
∣∣BH)− e−t2σ2p,r/2) eıtA′′n ]∣∣∣∣→ 0, n→∞
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6by (9) and dominated convergence;
E2 = e
−t2σ2p,r/2
∣∣∣E [ eıtA′′n ]− e−t2σ2H,rµ2p/2∣∣∣→ 0, n→∞
by (8). It follows that
n−1/2SH,p,rn ⇒ N(0, σ2H,rµ2p + σ2p,r), n→∞,
as required in this case.
In the case where H = 3/4, we have by (Breuer and Major, 1983)
1√
n log n
n−1∑
k=0
(
nrH
(
∆nkB
H
)r − µr)⇒ N(0, σ23/4,r),
as n→∞, whence (3) can be deduced using the same reasoning as above.
For H ∈ (3/4, 1), write
n1−2HSH,p,rn = n
1−2HS′n + n
1−2HS′′n = n
1−2H+rHRnkn + n
1−2HS′′n,
where Rn, kn, S
′
n, S
′′
n are defined above. As before, Rn ⇒ N(0, 1) conditionally given BH as
n → ∞ a.s. However, this time n1−2H+rHkn → 0, n → ∞ a.s., since nrH−1/2kn has a finite
limit and n3/2−2H → 0, n → ∞. Therefore, n1−2HS′n → 0, n → ∞. Further, according to
(Dobrushin and Major, 1979), see also (Giraitis and Surgailis, 1985, Taqqu, 1979),
n1−2HS′′n ⇒ ζH,p,r, n→∞,
where ζH,p,r is a “Rosenblatt” random variable. Thus, we get (4) using Slutsky’s theorem.
This finishes the case where p and r are even.
Now assume that p or r is odd. In this case SH,p,rn has a form
SH,p,rn =
n−1∑
k=0
nrH+p/2 (∆nkW )
p (∆nkBH)r .
Write
n−1/2SH,p,rn = n
rH−1/2Rnkn + Zn,
where Rn and kn are defined above, Zn = n
rH−1/2µp
∑n−1
k=0
(
∆nkB
H
)r
. As before, given BH ,
nrH−1/2Rnkn ⇒ N(0, σ2p,r), n→∞, a.s.
Now if p is odd, we have Zn = 0 irrespective of the value of H, whence (5) immediately
follows.
Further, assume that p is even and r ≥ 3 is odd. ForH ∈ (0, 1/2], we have by (Breuer and Major, 1983)
nrH−1/2
n−1∑
k=0
(
∆nkB
H
)r ⇒ N(0, σ2H,r), n→∞.
Therefore, Zn ⇒ N(0, µ2pσ2H,r), n → ∞. Arguing as in deriving of (2), we get (6). For H ∈
(1/2, 1), it follows from (Dobrushin and Major, 1979) that
n(r−1)H
n−1∑
k=0
(
∆nkB
H
)r ⇒ N(0, µ2r+1), n→∞,
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so n1/2−HZn ⇒ N(0, µ2pµ2r+1), n→∞ But
n(r−1)HRnkn = n
1/2−HnrH−1/2Rnkn → 0, n→∞,
whence (7) follows.
For r = 1, σH,r = 0,
The proof is now complete.
Further we study the almost sure behavior of the mixed variations; for brevity, the phrase
“almost surely” will be omitted.
Proposition 2.1. Let ε > 0 be arbitrary.
If r = 0, then SH,p,rn = o(n1/2+ε), n→∞.
If p and r ≥ 2 are even, then
− for H ∈ (0, 3/4] SH,p,rn = o(n1/2+ε), n→∞.
− for H ∈ (3/4, 1) SH,p,rn = o(n2H−1+ε), n→∞.
If p is odd, then for any H ∈ (0, 1) SH,p,rn = o(n1/2+ε), n→∞.
If p is even and r is odd, then
− for H ∈ (0, 1/2] SH,p,rn = o(n1/2+ε), n→∞.
− for H ∈ (1/2, 1) SH,p,rn = o(nH+ε), n→∞.
Proof. We assume that p and r are even, H ∈ (0, 3/4), in other cases the argument is similar.
Abbreviate Qn = n
−1/2SH,p,rn . We need to show that Qn = o(n
ε), n→∞. It is easy to check
that E
[
Q2n
]→ σ2H,rµ2p + σ2p,r, n→∞. It follows that supn≥1 E [Q2n ] <∞.
Clearly,Qn can be represented as a combination of multiple stochastic integrals with respect
to some fixed Gaussian measure of order between 1 and p+ r. Then we can use the following
well-known fact (see e.g. (Janson, 1997, Corollary 7.36)): for any integer p ≥ l, there exists a
constant Cl such that for all n ≥ 1 E
[
Q2ln
] ≤ Cl (E [Q2n ])l.
Now take any integer l ≥ ε−1 and write
E
[
∞∑
n=1
Q2ln
n2
]
=
∞∑
n=1
E
[
Qln
n2
]
≤ Cl
∞∑
n=1
(
E
[
Q2n
])l
n2
≤ Cl
(
sup
n≥1
E
[
Q2n
])l ∞∑
n=1
1
n2
<∞.
Therefore, the series
∑∞
n=1Q
2l
n /n
2 converges almost surely; in particular, Qn = o(n
1/l), n→
∞, whence the statement follows.
3. Statistical estimation in mixed model
Now we turn to the question of parametric estimation in the mixed model
MHt = aB
H
t + bWt, t ∈ [0, T ], (10)
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8where a, b are non-zero numbers, which we assume to be positive, without loss of generality.
Our primary goal is to construct a strongly consistent estimator for the Hurst parameter H,
given a single observation of MH .
It is well-known (see (Cheridito, 2001)) that for H ∈ (3/4, 1) the measure induced by MH
in C[0, T ] is equivalent to that of bW . Therefore, the property of almost sure convergence in
this case is independent of H. Consequently, no strongly consistent estimator for H ∈ (3/4, 1)
based on a single observation of MH exists.
In this section we denote ∆ni X = XT (i+1)/n −XT i/n and
V H,p,rn =
n−1∑
i=0
(∆niW )
p (∆ni BH)r .
3.1. Statistical estimation based on quadratic variation
Consider the quadratic variation of MH , i.e.
V H,2n :=
n−1∑
i=0
(
∆ni M
H
)2
= a2V H,0,2n + 2abV
H,1,1
n + b
2V H,2,0n .
Note that V H,2n depends only on the observed process, so the notation
By the ergodic theorem, we have that V H,0,2n ∼ T 2Hn1−2H , V H,2,0n → T , V H,1,1n = o(n1/2−H),
n → ∞. Therefore, the asymptotic behavior of V H,2n depends on whether H < 1/2 or not.
Precisely, for H ∈ (0, 1/2),
V H,2n ∼ a2T 2Hn1−2H , n→∞, (11)
so the quadratic variation behaves similarly to that of a scaled fBm.
For H ∈ (1/2, 1),
V H,2n → b2T, n→∞, (12)
so the quadratic variation behaves similarly to that of a scaled Wiener process.
Let us consider the cases H < 1/2 and H > 1/2 individually in more detail.
3.1.1. H ∈ (0, 1/2)
We have seen above that this case is similar to the pure fBm case. Unsurprisingly, the same
estimators work, which is precisely stated below.
Theorem 3.1. For H ∈ (0, 1/2), the following statistics
Ĥk =
1
2
(
1− 1
k
log2 V
H,2
2k
)
and
H˜k =
1
2
(
log2
V H,2
2k
V H,2
2k+1
+ 1
)
are strongly consistent estimators of the Hurst parameter H.
Proof. Write
log2 V
H,2
2k
= log2
(
a2T 2H2k(1−2H)
)
+ log2
(
1 +
b2
a2
T 1−2H2−k(1−2H) + ζk
)
,
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where
ζk =
a2
(
V H,0,2
2k
− T 2H2k(1−2H)
)
+ b2
(
V H,2,0
2k
− T
)
+ 2abV H,1,1
2k
a2T 2H2k(1−2H)
.
From Proposition 2.1 it follows that for any ε > 0 ζk = o(2
k(−1/2+ε)) + o(2k(2H−3/2+ε)) +
o(2k(H−1+ε)) = o(2k(−1/2+ε)), k →∞. Hence we have
log2 V
H,2
2k
= 2 log2 a+ 2H log2 T + (1− 2H)k
+O(2k(2H−1)) + o(2k(−1/2+ε)), k →∞.
(13)
In particular,
log2 V
H,2
2k
∼ 2 log2 a+ 2H log2 T + (1− 2H)k, k →∞,
whence the result immediately follows.
Remark 3.1. At the first sight, there is no clear advantage of Ĥk or H˜k. But a careful analysis
shows that H˜k is better. Indeed, from (13) it is easy to see that
Ĥk = H − log2 a+H log2 T
k
+ o(k−1), k →∞, (14)
while
H˜k = H +O(2
k(2H−1)) + o(2k(−1/2+ε)), k →∞. (15)
Now it is absolutely clear that H˜k performs much better (unless one hits the jackpot by having
aTH = 1).
Now we turn to the question of asymptotic normality of the estimators. Note that in the
purely fractional case, the estimator H˜k is asymptotically normal for all H ∈ (0, 1). In the
mixed case, the analogy ends at H = 1/4.
Proposition 3.1. For H ∈ (0, 1/4),
2k/2
(
H˜k −H
)
⇒ N(0, (σ′H )2), k →∞,
where
σ′H =
1
2 log 2
(
ρ′H,0 + 2
∞∑
m=1
ρ′H,m
)1/2
,
ρ′H,m = E
[((
BH1
)2 − 22H−1 (BH1/2)2 − 22H−1 (BH1 −BH1/2)2)
×
((
BHm+1 −BHm
)2 − 22H−1 (BHm+1/2 −BHm)2 − 22H−1 (BHm+1 −BHm+1/2)2)].
Proof. Write
H˜k −H = 1
2
(
log2
V H,2
2k
V H,2
2k+1
− (2H − 1)
)
=
1
2
log2
V H,2
2k
22H−1V H,2
2k+1
=
1
2
log2
(
V H,2
2k
− 22H−1V H,2
2k+1
22H−1V H,2
2k+1
+ 1
)
.
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Since by (11)
ζk :=
V H,2
2k
− 22H−1V H,2
2k+1
22H−1V H,2
2k+1
→ 0, k →∞,
we obtain
H˜k −H = ζk
(
1
2 log 2
+ o(1)
)
, k →∞.
Now write
V H,2
2k
− 22H−1V H,2
2k+1
= a2RH,0,2k + 2abR
H,1,1
k + b
2RH,2,0k ,
where
RH,i,jk = V
H,i,j
2k
− 22H−1V H,i,j
2k+1
, i, j ∈ {0, 1, 2} .
By Proposition 2.1 we have for any ε ∈ (0,H) V H,1,1n = o(n−H+ε), n→∞, whence RH,1,1k =
o(2k(−H+ε)) = o(1), k →∞. Therefore,
2abRH,1,1k
22H−1V H,2
2k+1
∼ 2bR
H,1,1
k
a2T 2H2k(1−2H)
= o(2k(2H−1)), k →∞.
By the ergodic theorem, V H,2,0n → T , n→∞, so
b2RH,2,0k
22H−1V H,2
2k+1
∼ b
2RH,2,0k
a2T 2H2k(1−2H)
= O(2k(2H−1)), k →∞.
Thus, we get
2k/2
(
H˜k −H
)
=
(
a22k/2RH,0,2k
22H−1V H,2
2k+1
+O(2k(2H−1/2))
)(
1
2 log 2
+ o(1)
)
=
2k(2H−1/2)RH,0,2k
2T 2H log 2
+ o(1), k →∞.
(16)
Now write
RH,0,2k =
2k−1∑
m=0
((
∆m2kB
H
)2 − 22H−1 (∆2m2k+1BH)2 − 22H−1 (∆2m+12k+1 BH)2) .
In view of the self-similarity of BH ,
RH,0,2k
d
= 2−2HkT 2H
2k−1∑
m=0
ηk,
where
ηk =
(
BHk+1 −BHk
)2 − 22H−1 (BHk+1/2 −BHk )2 − 22H−1 (BHk+1 −BHk+1/2)2 .
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So we can apply CLT for stationary Gaussian sequence (see (Breuer and Major, 1983)) and
deduce that
2k(2H−1/2)RH,0,2k
T 2H
d
= 2−k/2
2k−1∑
m=0
ηk ⇒ N(0, σ2), k →∞,
where
σ2 = E
[
η20
]
+ 2
∞∑
m=0
E [ η0ηm ] = ρ
′
H,0 + 2
∞∑
m=0
ρ′H,m.
Using this convergence and (16), we get the required statement with the help of Slutsky’s
theorem.
Now let H ∈ (1/4, 1/2). (We omit H = 1/4 for two reasons: first, it is hard to distinguish
this case statistically from H 6= 1/4; second, in this case it is shown exactly as in Proposi-
tion 3.1 that 2k/2(H˜k −H) converges to a non-central limit law.) In this case neither Ĥk nor
H˜k is asymptotically normal. In fact, a careful analysis of the proof of Proposition 3.1 shows
that 2k(1−2H)(H˜k −H) converges to some constant. Nevertheless, it is possible to construct
an asymptotically normal estimator by cancelling this constant out. To this end, one has to
consider
UH,2k = V
H,2
2k
− V H,2
2k+1
instead of V H,2
2k
. For well-definiteness we introduce the notation
log2+ x =
{
log2 x, x > 0,
0, x ≤ 0.
Theorem 3.2. For H ∈ (0, 1/2), the statistic
H˜
(2)
k =
1
2
(
log2+
UH,2k
UH,2k+1
+ 1
)
is a strongly consistent estimator of H, moreover, for any ε > 0,
H˜
(2)
k = H + o(2
k(−1/2+ε)), k →∞. (17)
The estimator H˜
(2)
k is asymptotically normal:
2k/2
(
H˜
(2)
k −H
)
⇒ N(0, (σ′′H)2), k →∞,
with
σ′′H =
1
(22−2H − 2) log 2
(
ρ′′H,0 + 2
∞∑
m=1
ρ′′H,m
)1/2
,
ρ′′H,m = E
[(
s0,1 − (cH + 1)
(
s
1/2
0 + cH(s
1/2
1/2
)
+ cH
(
s
1/4
0 + s
1/4
1/4 + s
1/4
1/2 + s
1/4
3/4
))
×
(
s1m − (cH + 1)
(
s1/2m + s
1/2
m+1/2
)
+ cH
(
s1/4m + s
1/4
m+1/4 + s
1/4
m+1/2 + s
1/4
m+3/4
))]
;
here sht =
(
BHt+h −BHt
)2
, cH = 2
2H−1.
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Proof. The proof is similar to that of Proposition 3.1, so we will omit some details. Using the
same transformations as there, we get
H˜
(2)
k −H =
UH,2k − 22H−1UH,2k+1
22H−1UH,2k+1
(
1
2 log 2
+ o(1)
)
, k →∞.
Expand
UH,2k − 22H−1UH,2k+1 = a2PH,0,2k + 2abPH,1,1k + b2PH,2,0k ,
where
PH,i,jk = V
H,i,j
2k
− (cH + 1)V H,i,j2k+1 + cHV
H,i,j
2k+2
, i, j ∈ {0, 1, 2} .
Similarly to RH,1,1k in Proposition 3.1, for any ε > 0 P
H,1,1
k = o(2
k(−H+ε)), k →∞. Further,
PH,2,0k has a generalized chi-square distribution with E
[
PH,2,0k
]
= 0 and E
[ (
PH,2,0k
)2 ]
=
O(2−k), k →∞. As in Proposition 2.1, we deduce that for any ε > 0 PH,0,2k = o(2k(−1/2+ε)),
k →∞.
Further, from (11) UH,2k ∼ a2T 2H(1 − 21−2H)2k(1−2H), k → ∞. Combining the obtained
asymptotics, we can write
2k/2
(
H˜
(2)
k −H
)
=
2k(2H−1/2)PH,0,2k
2T 2H(1− 21−2H) log 2 + o(1), k →∞,
whence we deduce the asymptotic normality exactly as in Proposition 3.1.
The estimate (17) is obtained as in Proposition 2.1.
Remark 3.2. Despite H˜
(2)
k has asymptotically a better rate of approximation that H˜k for
H ∈ (1/4, 1/2), we still do not recommend to use it, as the asymptotic variance is high; it is
practically useless for k ≤ 10.
Now we turn to estimation of the scale coefficients a and b. As it is known from (van Zanten, 2007),
for H ∈ (0, 1/4) the measure induced by MH in C[0, T ] is equivalent to that of aBH . This
not only gives another explanation why the results for H ∈ (0, 1/4) are essentially the same
as for fractional Brownian motion alone, but also has another important consequence: for
H ∈ (0, 1/4) it is not possible to estimate b consistently.
Proposition 3.2. For H ∈ (0, 1/2), the statistic
a˜2k = 2
k(2H˜k−1)T−2H˜kV H,2
2k
is a strongly consistent estimator of a2.
For H ∈ (1/4, 1/2) the statistic
b˜2k =
21−2H˜
(2)
k V H,2
2k
− V H,2
2k+1
(21−2H˜
(2)
k − 1)T
is a strongly consistent estimator of b2.
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Proof. First, observe that
a˜2k
a2
∼ 22k(H˜k−H)T 2(H−H˜k) → 1, k →∞,
since k(H˜k −H)→ 0, k →∞, by (15). Hence we get the strong consistency of a˜2k.
Concerning b˜2k, define
b̂2k =
21−2HV H,2
2k
− V H,2
2k+1(
21−2H − 1)T .
It easily follows from (11) that b̂2k → b2, k → ∞. So it is enough to show that b˜2k − b̂2k → 0,
k →∞. To this end, write
b˜2k − b2 =
(
21−2H˜
(2)
k − 21−2H
)
V H,2
2k(
21−2H˜
(2)
k − 1)T
+ T−1
(
21−2HV H,2
2k
− V H,2
2k+1
)((
21−2H˜
(2)
k − 1)−1 − (21−2H − 1)−1) .
Obviously, the second term converges to zero. Due to (17), for any ε > 0(
21−2H˜
(2)
k − 21−2H)V H,2
2k
∼ −22−2H(H˜(2)k −H)a2T 2H2k(1−2H) log 2
= 2k(1−2H)o(2k(−1/2+ε)), k →∞,
whence we deduce the strong consistency of b˜2k for H ∈ (1/4, 1/2), since 1− 2H < 1/2.
3.1.2. H ∈ (1/2, 3/4)
Now we move to the case H ∈ (1/2, 1). In view of (12), both Ĥk and H˜k converge to 1/2
for H ∈ (1/2, 1), so they are not suitable for estimating H. The solution is to use UH,2k =
V H,2
2k
− V H,2
2k+1
, rather than V H,2
2k
, for the construction of estimators. The resulting estimators
work also for H ∈ (0, 1/2).
Theorem 3.3. For H ∈ (0, 1/2) ∪ (1/2, 3/4), statistics
Ĥ
(2)
k =
1
2
(
1− 1
k
log2+ U
H,2
k
)
and
H˜
(2)
k =
1
2
(
log2+
UH,2k
UH,2k+1
+ 1
)
are strongly consistent estimators of the Hurst parameter H.
Proof. Write
UH,2k = a
2QH,0,2k + 2abQ
H,1,1
k + b
2QH,2,0k ,
where QH,i,jk = V
H,i,j
2k
− V H,i,j
2k+1
, i, j ∈ 0, 1, 2. By the ergodic theorem, QH,0,2k ∼ T 2H(1 −
21−2H)2k(1−2H), k → ∞. By Proposition 2.1, for any ε > 0 QH,1,1k = o(2k(−H+ε)), k → ∞,
and
QH,2,0k =
(
V H,2,0
2k
− T
)
−
(
V H,2,0
2k+1
− T
)
= o(2k(−1/2+ε)), k →∞.
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Thus, we have
UH,2k ∼ a2T 2H(1− 21−2H )2k(1−2H), k →∞, (18)
which yields the proof.
Remark 3.3. We will see in Section 4 that H˜
(2)
k performs very poorly, and Ĥ
(2)
k performs
somewhat better, despite having a worse asymptotic rate of convergence.
As in the case H ∈ (0, 1/2), the estimator H˜(2)k is asymptotically normal for H ∈ (1/2, 3/4);
however, the limit Gaussian law comes out of the quadratic variation of the Wiener process,
so the convergence rate is different, and the expression for the asymptotic variance is much
simpler.
Theorem 3.4. For H ∈ (1/2, 3/4) and any ε > 0, the estimator
H˜
(2)
k =
1
2
(
log2+
UH,2k
UH,2k+1
+ 1
)
satisfies
H˜
(2)
k = H + o(2
k(2H−3/2+ε)), k →∞. (19)
It is asymptotically normal:
2k(3/2−2H)
(
H˜
(2)
k −H
)
⇒ N(0, (σ′′H )2), k →∞,
with
(σ′′H)
2 =
(24H−1 + 1)T 1−2H
(2− 22−2H) log 2 .
Proof. As in the proof of Proposition 3.2, write
H˜
(2)
k −H =
UH,2k − 22H−1UH,2k+1
22H−1UH,2k+1
(
1
2 log 2
+ o(1)
)
, k →∞,
and expand
UH,2k − 22H−1UH,2k+1 = a2PH,0,2k + 2abPH,1,1k + b2PH,2,0k ,
where
PH,i,jk = V
H,i,j
2k
− (cH + 1)V H,i,j2k+1 + cHV
H,i,j
2k+2
, i, j ∈ {0, 1, 2} ,
and cH = 2
2H−1.
We have from the proof of Theorem 3.2 that for any ε > 0 PH,1,1k = o(2
k(−H+ε)), PH,0,2k =
o(2k(−H+ε)), k →∞. Therefore, using (18), we get
2k(3/2−2H)
(
H˜
(2)
k −H
)
=
2k/2PH,2,0k
2T 2H(1− 21−2H ) log 2 + o(1), k →∞.
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We can write PH,2,0k =
∑2k−1
m=0 κk,m, where
κk,m =
((
∆m2kW
)2 − (cH + 1)((∆2m2k+1W )2 + (∆2m+12k+1 W )2)
+cH
((
∆4m2k+2W
)2
+
(
∆4m+1
2k+2
W
)2
+
(
∆4m+2
2k+2
W
)2
+
(
∆4m+3
2k+2
W
)2))
.
The random variables
{
κk,m,m = 0, . . . , 2
k − 1} are iid with E [ κk,m ] = 0 and E [ κ2k,m ] =
T2−2k(24H−1 + 1). Therefore, by the classical CLT,
2k/2PH,2,0k ⇒ N(0, T (24H−1 + 1)), k →∞,
whence we get by Slutsky’s theorem,
2k(3/2−2H)
(
H˜
(2)
k −H
)
⇒ N(0, (σ′′H )2), k →∞.
Again, the estimate (19) is obtained as in Proposition 2.1.
The estimation of the scale coefficient a is similar to the case H ∈ (0, 1/2), but we have to
use UH,2k and H˜
(2)
k instead of V
H,2
2k
and H˜k; the resulting estimator works also for H ∈ (0, 1/2).
Estimating b2 is a lot easier, thanks to (12).
Proposition 3.3. For H ∈ (0, 1/2) ∪ (1/2, 3/4), the statistic
aˆ2k = 2
k(2H˜
(2)
k
−1)T−2H˜
(2)
k (1− 21−2H˜(2)k )−1UH,2k
is a strongly consistent estimator of a2.
For H ∈ (1/2, 1), the statistic
bˆ2k =
V H,2
2k
T
is a strongly consistent estimator of b2.
Proof. In view of (18),
aˆ2k
a2
∼ 22k(H˜(2)k −H)T 2(H−H˜(2)k ) 1− 2
1−2H
1− 21−2H˜(2)k
→ 1, k →∞,
since k(H˜
(2)
k − H) → 0, k → ∞, by (19). Hence we get the strong consistency of aˆ2k. The
strong consistency of bˆ2k is obvious from (12).
3.1.3. H ∈ (3/4, 1)
As we have already mentioned in the beginning of this section, it is impossible to make
conclusions about the value of H in this case. In fact, we have
n1/2(V H,2n − b2T )⇒ b2T N(0, 2), n→∞.
Indeed, n1/2(V H,2,0n − T ) ⇒ N(0, 2), n → ∞, by the classical CLT; V H,0,2n ∼ T 2Hn1−2H =
o(n−1/2), n → ∞, and for any ε > 0 V H,1,1n = o(n−H+ε), n → ∞, due to Proposition 2.1.
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This means that the behaviour of V H,2n is essentially the same as that of the quadratic power
variation of Wiener process, in particular, so it says nothing about H.
Nevertheless, we will study the behaviour of quadratic variation in more detail in order to
be able to distinguish between the cases H < 3/4 and H > 3/4 statistically.
Define
Zk =
2k/2
b2T
UH,2k .
Proposition 3.4. For H ∈ (3/4, 1), the sequence (Zk, Zk+1, . . . ) converges in distribution as
k →∞ to a sequence (ζ1, ζ2, . . . ) of independent standard Gaussian variables.
Remark 3.4. We emphasize a sharp contrast with the case H ∈ (1/2, 3/4), where the sequence
{Zk, k ≥ 1} has a positive limit in view of (18), hence, it eventually becomes positive. This
clearly gives a possibility to distinguish statistically between cases H ∈ (1/2, 3/4) and H ∈
(3/4, 1). (See 4.1.3 for comparative simulations.)
Proof. Define
ξk =
2k/2√
2T
(
V H,2,0
2k
− T
)
=
2−k/2√
2T
2k−1∑
i=0
(
2k
(
∆2
k
i W
)2
− T
)
.
By the classical CLT, ξk ⇒ N(0, 1), k → ∞, so we need to study the collective behaviour.
To this end, observe that the vector (ξk, ξk+1, . . . , ξk+m) can be represented as a sum of
independent vectors
(ξk, ξk+1, . . . , ξk+m) =
2k−1∑
i=0
ζk,i,
where the jth coordinate of ζk,i, j = 0, 1, 2, . . . ,m, is
ζk,i,j =
2−k/2√
2T
2j−1∑
l=0
(
22(k+j)
(
∆2
k+j
l+i2jW
)2
− T
)
.
(We simply group terms on the intervals of the partition
{
iT2−k, i = 0, . . . , 2k
}
.) Therefore,
we can apply a vector CLT and deduce that for every m ≥ 0 the vector (ξk, ξk+1, . . . , ξk+m)
converges in distribution to an (m + 1)-dimensional centered Gaussian vector as k → ∞.
Consequently, the sequence (ξk, ξk+1, ξk+2, . . . ) converges to a centered stationary Gaussian
sequence as k →∞.
We have seen above that V H,2n = b2V
H,2,0
n +o(n−1/2), n→∞. Therefore, Zk = b2
(
ξk −
√
2ξk+1
)
+
o(1), k → ∞, so by Slutsky’s theorem the sequence (Zk, Zk+1, Zk+2, . . . ) also converges to a
centered stationary Gaussian sequence. It is straightforward to check that the limit covariance
is that of the i.i.d. standard Gaussian sequence, whence the result follows.
Remark 3.5. ForH = 3/4, an analogue of Proposition 3.4 can be proved, that is, (Zk, Zk+1, . . . )
converges in distribution as k → ∞ to a sequence (ζ1, ζ2, . . . ) of independent Gaussian vari-
ables with unit variance. However, it can be checked that the limiting stationary distribution
now has a positive mean, namely, E [ ζ1 ] = a
2b−2T 1/2(1−2−1/2). As long as this value depends
on how big is a compared to b, we might be unable to distinguish this case from H > 3/4.
On the other hand, if b is small relative to a, it might be hard to distinguish this case from
H < 3/4.
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3.2. Statistical estimation using 4th power variation
It was mentioned in the previous section that the performance of quadratic variation esti-
mators in the case H ∈ (1/2, 3/4) is not very satisfactory. One could try to improve it by
considering quartic variation of MH
V H,4n :=
n−1∑
k=0
(
∆nkM
H
)4
=
4∑
i=0
(
4
i
)
aib4−iV H,4−i,in .
As for the quadratic variation, we have to cancel out the leading term, considering
UH,4k = V
H,4
2k
− 2V H,4
2k+1
.
Theorem 3.5. The statistics
Ĥ
(4)
k = −
1
2k
log2+ U
H,4
k
and
H˜
(4)
k =
1
2
log2+
UH,4k
UH,4k+1
are strongly consistent estimators of the Hurst parameter H ∈ (1/2, 3/4) in the mixed model
(10).
Proof. By the ergodic theorem, V H,2,2n ∼ T 2H+1n−2H , V H,0,4n ∼ 3T 4Hn1−4H , n→∞. Further,
from Proposition 2.1 for any ε > 0 V H,4,0n − Tn−1 = o(n−3/2+ε), V H,3,1n = o(n−1−H+ε),
V H,1,3n = o(n−3H+ε), n→∞.
Now write
UH,4k =
4∑
i=0
(
4
i
)
aib4−iUH,4−i,ik ,
where UH,4−i,ik = V
H,4−i,i
2k
−V H,4−i,i
2k+1
, i = 0, . . . , 4. We have UH,2,2k ∼ T 2H+1(1− 21−2H)2−2Hk,
UH,0,4k = O(2
k(1−4H)) = o(2−2Hk), k →∞, and for any ε > 0
UH,4,0k =
(
V H,4,0
2k
− T2−k
)
− 2
(
V H,4,0
2k+1
− T2−k−1
)
= o(2k(−3/2+ε)),
UH,3,1k = o(2
k(−1−H+ε)), UH,1,3k = o(2
k(−3H+ε)), k →∞.
Collecting all the terms, we get
UH,4k ∼ 4T 2H+1(1− 21−2H)2−2Hk, k →∞.
Hence, the assertion follows.
Remark 3.6. Both these estimators are quite poor. A regression of several values of log2 U
H,4
k
on k leads to a much better estimator. However, as numerical experiments in Section 4 suggest,
it is better to use the quadratic variation based estimators (which are not very efficient as
well).
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3.3. Estimation of Hurst parameter for known scale coefficients
When the scale coefficients a and b are known, the estimation procedure significantly simplifies,
and the quality of estimators is improved. It may seem unnatural at a first glance that the
scale coefficients are known while H is not. However, the case where b is known is quite
natural, as we can have known white noise amplitude with unknown long-range perturbation
of this white noise. The cases of known a or known both coefficients are less natural, but there
is no reason to omit this cases considering only the case of known b.
Theorem 3.6. If a is known, then the statistic
Ĥk(a) =
k + 2 log2 a− log2 V H,22k
2(k − log2 T )
is a strongly consistent estimator of H ∈ (0, 1/2), moreover, for any ε > 0,
Ĥk(a) = H +O(2
k(2H−1)) + o(2k(−1/2+ε)), k →∞.
If b is known, then the statistic
H˜k(b) =
1
2
(
log2+
V H,2
2k
− b2T
V H,2
2k+1
− b2T
+ 1
)
is a consistent estimator of H ∈ (0, 3/4), moreover, for any ε > 0,
H˜k(b) = H + o(2
k(−1/2+ε)) + o(2k(2H−3/2+ε)), k →∞.
If a and b are known, then the statistic
Ĥk(a, b) =
k + 2 log2 a− log2+(V H,22k − b2T )
2(k − log2 T )
is a strongly consistent estimator of H ∈ (0, 3/4), moreover, for any ε > 0,
Ĥk(a, b) = H + o(2
k(−1/2+ε)) + o(2k(2H−3/2+ε)), k →∞.
Proof. The statement for Ĥk(a) follows immediately from (13). To prove the statement for
H˜k(b) and Ĥk(a, b), note that, in view of (11), V
H,2
2k
> bT for sufficiently large k. Therefore,
we can write, as in the proof of Theorem 3.1,
log2(V
H,2
2k
− b2T ) = log2
(
a2T 2H2k(1−2H)
)
+ log2 (1 + ζk) ,
with the same ζk; in particular, for H ∈ (0, 1/2] and any ε > 0, ζk = o(2k(−1/2+ε)), k → ∞.
For H ∈ (1/2, 3/4), ζk = o(2k(−H+ε)) + o(2k(2H−3/2+ε)) + o(2k(H−1+ε)) = o(2k(2H−3/2+ε)),
k →∞. This implies the statement for both H˜k(b) and Ĥk(a, b).
Remark 3.7. It can be shown that Ĥk(a) is asymptotically normal for H ∈ (0, 1/4), H˜k(b),
for H ∈ (1/2, 3/4), Ĥk(a, b), for H ∈ (0, 3/4). This is not our main concern here, so we skip
the asymptotic normality results.
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4. Simulations
In each procedure we take T = 3, a = b = 1, n = 220 and use the circulant method to
simulate values of BH on the uniform partition {iT/n, i = 0, 1, . . . , n} of [0, T ]. For each value
of the Hurst parameter, we simulate 10 trajectories of the fBm. Then for each estimator Hˇ we
compute the average µHˇ of the 10 obtained values and the average error δHˇ , i.e. the average
of the values |Hˇ −H|. Where possible, we make similar procedure for a and/or b.
Each simulation takes about 6 seconds on Intel Core i5-3210M processor, computing all
estimators takes about 20 milliseconds.
4.1. Estimators based on quadratic variation
4.1.1. H ∈ (0, 1/2)
Table I. Values of the quadratic variation based estimators for H ∈ (0, 1/2)
H 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
µĤ20 .0460 .0921 .1381 .1841 .2301 .2760 .3215 .3656 .4055
δĤ20 .0040 .0079 .0119 .0159 .0199 .0240 .0285 .0344 .0445
µH˜19 .0497 .1001 .1505 .1997 .2502 .3016 .3538 .4082 .4609
δH˜19 .0009 .0013 .0010 .0012 .0009 .0016 .0038 .0082 .0109
µH˜
(2)
18 .0486 .1012 .1507 .1978 .2481 .3011 .3521 .3979 .4396
δH˜
(2)
18 .0030 .0035 .0050 .0062 .0046 .0076 .0082 .0117 .0248
µa˜19 .9979 1.019 1.007 .9972 1.003 1.0231 1.061 1.153 1.299
δa˜19 .0190 .0161 .0131 .0154 .0119 .0231 .0611 .1532 0.2994
In table I, we compare the estimators Ĥ20, H˜19, H˜
(2)
18 (observe that all these estimators are
based on the values of fBm on the chosen partition). We also give values of the estimator a˜19;
the estimator b˜18 is quite bad: 2–5 values of b˜
2
18 out of 10 are negative, others are quite away
from the true value, so we do not give its values.
The results show that the estimator H˜19 has consistently the best performance. For H >
1/4, a positive bias is visible, which is not surprising as it can be checked using the same
transformations as in Proposition 15 that in this case
H˜k −H ∼ (1− 22H−1)a−2b2T 1−2H2k(2H−1), k →∞.
The estimator Ĥ19 underestimates all values of H by around 8 %. The underestimation
follows from (14), since aTH > 1. Finally, the relative error of H˜
(2)
18 is larger than that of H˜19.
The estimator a˜19 is quite reliable, especially for smaller values of H; for H > 1/4 it has a
positive bias (inherited from H˜k).
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4.1.2. H ∈ (1/2, 3/4)
Table II compares estimators Ĥ
(2)
19 and H˜
(2)
18 of Hurst parameter H. It also contains a “re-
gression” estimator H¯(2) obtained in the following way: we consider the linear regression of
{log2+ UH,2j , j = m,m+ 1, . . . , 19} on {m,m+ 1, . . . , 19}, where m = 11, 12, . . . , 15, and take
the best regression (in terms of the coefficient of determination). If r¯(2) is the coefficient of
the best linear regression, we set H¯(2) = (1− r¯(2))/2. We also give the estimator bˆ20. Due to
uselessness of the estimator aˆ20, we do not present its values.
It is clear that none of the estimators is reliable: average errors are in most cases comparable
to the length of the range (1/2, 3/4), so they are quite useless. Only the performance of Ĥ
(2)
19
in the range 0.575–0.7 is acceptable, but one should be aware of a positive bias.
It is interesting to note that the errors of both H˜
(2)
18 and H¯
(2) explode for H > 5/8. We
admit that we found no explanation for this phenomenon.
Table II. Values of the quadratic variation based estimators for H ∈ (1/2, 3/4)
H 0.525 0.55 0.575 0.6 0.625 0.65 0.675 0.7 0.725
µĤ
(2)
19 .6095 .6082 .6135 .6266 .6432 .6645 .6850 .7065 .6582
δĤ
(2)
19 .0845 .0582 .0385 .0266 .0182 .0155 .0174 .0266 .0711
µH˜
(2)
18 .4774 .5172 .5343 .5877 .6499 .5925 .7888 .6971 .3320
δH˜
(2)
18 .1383 .1010 .1206 .0822 .1209 .2231 .4801 .5124 .6144
µH¯(2) .6002 .6002 .5811 .5959 .6390 .7819 .8079 .8297 .5817
δH¯(2) .0965 .0663 .0441 .0392 .0392 .1319 .1528 .1931 .4009
µbˆ20 1.236 1.131 1.071 1.038 1.021 1.011 1.006 1.003 1.002
δbˆ20 .2359 .1312 .0710 .0377 .0206 .0108 .0056 .0034 .0017
4.1.3. H ∈ (3/4, 1) versus H ∈ (1/2, 3/4)
Table III contains values of {[104UH,2k ], k = 10, 11, 12, . . . , 19} for H = 0.7 and H = 0.8. The
difference is clearly visible: for H = 0.7 the sequence is positive, while for H = 0.8 there is a
plenty of negative values.
Table III. Scaled values of UH,2k for H = 0.7 and H = 0.8
H = 0.7 869 649 523 3 260 18 78 98 53 50
H = 0.8 665 −620 482 −475 8 −29 −104 −71 −78 −28
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4.2. Estimators based on quartic variation
4.2.1. H ∈ (1/2, 3/4)
Table IV contains estimators Ĥ
(4)
20 and H˜
(4)
20 of Hurst parameter H, the values of H range
from 0.525 to 0.725 with step 0.025. We also give a “regression” estimator H¯(4). It is obtained
in the following way: we consider the linear regression of {log2+ UH,4j , j = m,m + 1, . . . , 19}
on {m,m + 1, . . . , 20}, where m = 11, 12, . . . , 16, and take the best regression (in terms of
the coefficient of determination). If r¯(4) is the coefficient of the best linear regression, we set
H¯(4) = −r¯(4)/2.
Table IV. Values of the quartic variation based estimators for H ∈ (1/2, 3/4)
H 0.525 0.55 0.575 0.6 0.625 0.65 0.675 0.7 0.725
µĤ
(4)
19 .4839 .4876 .4990 .5138 .5305 .5523 .5164 .3688 .4316
δĤ
(4)
19 .0411 .0624 .0760 .0862 .0945 .0977 .1568 .3312 .2934
µH˜
(4)
18 .5345 .4951 .5103 .6367 .6301 .7068 .3463 .7063 .6531
δH˜
(4)
18 .0884 .1369 .1303 .1232 .2051 .3834 .5466 .7973 .6889
µH¯(4) .5676 .5767 .6257 .6129 .6718 .9245 1.2051 .0410 1.128
δH¯(4) .0637 .0492 .0507 .0661 .1149 .3307 .8691 1.277 1.667
We see that the estimators based on the quartic variation are quite useless and definitely
worse than those based on the quadratic variation. Again, the errors of H˜
(4)
18 and µH¯
(4) explode
for H ≥ 5/8. In contrast to the quadratic variation case, now this phenomenon can be easily
explained. The fact is that the nature of the error changes at H = 5/8: for H < 5/8, the
error comes from the term UH,0,4k (in the notation of the proof of Theorem 3.5), which behaves
quite smoothly, but for H ≥ 5/8, the main contribution comes from the fluctuations of UH,4,0k ,
which are much wilder.
4.3. Estimation when a and b are known
Table V gives estimators Ĥ20(a) and Ĥ20(a, b) for H from 0.05 to 0.45 with the step 0.05. Since
the errors are very small, we multiply them by 100. We can see that the estimator Ĥ20(a) is
comparable to H˜20(a, b) for H ≤ 1/4; then it becomes worse, but it uses only knowledge of a.
Table IV contains estimators H˜19(b) and H˜
(2)
20 (a, b) of Hurst parameter H ∈ [1/2, 1). We
multiply average errors by 10 to make them visible.
We see that Ĥ20(a, b) outperforms H˜19(b) by a good margin, but the advantage of the latter
is that it uses only knowledge of b.
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Table V. Values of the estimators for H ∈ (0, 1/2) and known scale coefficients
H 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
µĤ20(a) .05 .1 .15 .2 .249 .299 .349 .397 .439
100δĤ20(a) .012 .007 .008 .007 .009 .034 .113 .352 1.08
µĤ20(a, b) .05 .1 .15 .2 .25 .3 .35 .4 .45
100δĤ20(a, b) .006 .004 .005 .006 .003 .003 .003 .006 .006
Table VI. Values of the estimators for H ∈ [1/2, 3/4) and known scale coefficients
H 0.5 0.525 0.55 0.575 0.6 0.625 0.65 0.675 0.7 0.725
µH˜19(b) .4996 .5253 .549 .5761 .6002 .6271 .6334 .6562 .7324 .7747
10δH˜19(b) .0147 .0184 .0407 .0512 .0882 .1322 .2449 .9517 1.399 2.348
µĤ20(a, b) .5 .525 .55 .5753 .5999 .6254 .6493 .6766 .7079 .725
10δĤ20(a, b) .0006 .001 .0018 .0031 .0038 .0098 .0177 .0398 .0943 .1435
4.4. Summary
To facilitate the usage of the estimators, we summarize our findings about them.
For H ∈ (0, 1/2), it is better to use the estimator H˜ for the Hurst parameter. The estimator
for the scale coefficient a is quite reliable, but always overestimates the coefficient for H ∈
(1/4, 1/2). The estimator for b is virtually useless.
For H ∈ (1/2, 3/4), there is no good estimator for the Hurst parameter. Only the regression
estimator H¯(2) is useful for values of H between 0.55 and 0.6, but still the error is comparable
with the length of this integral. The coefficient b can be estimated efficiently, while the
estimator for a is useless. Nevertheless, it is possible to construct efficient estimators for
H using the knowledge of b or of the both scale coefficients.
Finally, for H > 3/4, the estimation of H is not possible (even the knowledge of the scale
coefficients will not help). However, it is possible to distinguish statistically between the cases
H > 3/4 and H < 3/4 by looking at the statistic UH,2k .
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