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EQUIVARIANT ALGEBRAIC COBORDISM
JEREMIAH HELLER AND JOSE´ MALAGO´N-LO´PEZ
Abstract. We construct an equivariant algebraic cobordism theory for schemes with an action
by a linear algebraic group over a field of characteristic zero.
1. Introduction
In [13] Levine-Morel construct a theory Ω∗, called algebraic cobordism, for schemes over a field
of characteristic zero. This theory is constructed so that its restriction to smooth schemes is
the universal oriented cohomology theory. In this paper we extend their construction to the
equivariant setting and define an equivariant algebraic cobordism ΩG∗ for schemes equipped with
an action of a linear algebraic group G. Our construction is based on an idea used by Totaro [19]
to define Chow groups of a classifying space and Edidin-Graham [3] to define equivariant Chow
groups. Their construction is motivated by the construction of equivariant cohomology theories
in algebraic topology using the Borel construction. The Borel construction of a manifold M
with action by a Lie group G is the space (M × EG)/G, where EG is a contractible G-space
with free G-action. In the algebro-geometric setting, the classifying space of a linear algebraic
group cannot exist as a scheme. However reasonable approximations of the classifying space
do exist and the idea of the construction of the equivariant Chow groups is to approximate
the Borel construction. Chow groups have the property that the groups CHn(X) vanish when
n > dimX. Because of this, in a fixed degree, there is a finite dimensional approximation to
the Borel construction which is a sufficiently good approximation. On the other hand algebraic
cobordism Ωn(X) can be nonzero for arbitrarily large values of n. This leads us to define
equivariant algebraic cobordism ΩG∗ (X) in Section 3 as the limit
ΩG∗ (X) = lim←−
i
Ω∗
(
X ×G Ui
)
over successively better approximations to the Borel construction. This involves making a choice
of a sequence of approximations to the Borel construction and we show in Theorem 16 that our
definition does not depend on the choice of sequence of approximations. The rest of the section
is devoted to some basic computations of the resulting equivariant algebraic cobordism groups.
In Section 4 we establish the basic properties of equivariant algebraic cobordism. It has all of
the equivariant analogues of the basic properties expected of an oriented Borel-Moore homol-
ogy theory. These include pull-back maps for equivariant l.c.i.-morphisms, push-forwards for
equivariant projective morphisms and appropriate compatibilities with pull-backs, homotopy
invariance, projective bundle formula, and a localization exact sequence. Additionally, equivari-
ant algebraic cobordism has properties that one would expect from an equivariant cohomology
theory for G-schemes, for example it is equipped with natural restriction and induction maps.
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Suppose that X → X/G is a geometric quotient of X by a proper action of a reductive group G.
There is in this case a natural map Ω∗(X/G)→ Ω
G
∗+dim(G)(X) relating the algebraic cobordism
of X/G to the equivariant algebraic cobordism of X. In Theorem 28 this map is shown to be
an isomorphism with rational coefficients. As a consequence we obtain a naturally defined ring
structure on the rational algebraic cobordism of the quotient X/G of a smooth scheme.
If G is split reductive, with maximal torus T , Weyl group W , and X is a smooth G-scheme
then we show in Theorem 33 that Ω∗G(X)Q
∼= Ω∗T (X)
W
Q . If G is special then this is an injection
integrally, and under certain assumptions (see Remark 35) can be shown to be an isomorphism.
In order to prove this result we require a cobordism version of the Leray-Hirsch type theorem
for smooth projective fibrations p : X → Y with cellular fiber F . This is done in Proposition 7
where we show that Ω∗(X)Q = Ω
∗(Y )Q ⊗Ω∗(k)Q Ω
∗(F )Q and it is an integral isomorphism if the
fibration is Zariski-locally trivial.
We finish in Section 5 with a brief discussion of oriented equivariant Borel-Moore homology
theories. We focus on the examples of such theories that arise from Chow groups and algebraic
K-theory, and its relations with equivariant Chow groups [3] and equivariant K-theory [18].
Independently, another definition of equivariant algebraic cobordism has been given in [12]. The
version there is based on Desphande’s definition of algebraic cobordism for classifying spaces [1],
which involves taking an inverse limit over approximations to the Borel construction as well as
quotients by a niveau filtration. That definition gives an equivariant algebraic cobordism theory
isomorphic to the one we have defined here, see Remark 14.
Notation and Conventions. Throughout k will denote a field of characteristic zero. Let Schk
denote the category whose objects are separated, quasi-projective schemes of finite type over k,
and let Smk be the full-subcategory of smooth quasi-projective k-schemes. If A = limiAi is an
inverse limit of groups, we write AQ = limi(Ai ⊗Q).
Acknowledgements. We thank J.F. Jardine for his kind support during the preparation of
this work. We are grateful to the referee for helpful comments and suggestions. The second
author benefited from discussions with R. Gonzales, for which he is grateful.
2. Preliminaries
2.1. Algebraic Cobordism. In this section we recall definitions and terminology from [13].
2.1.1. Let Ab∗ be the category of graded Abelian groups. Let Sch
′
k be the subcategory of
Schk which has the same objects and the morphisms are the projective morphisms. An oriented
Borel-Moore homology theory (OBM) on Schk consists of an additive functor A∗ : Sch
′
k → Ab∗,
pull-backs maps f∗ : A∗(X) → A∗+d(Y ) for each l.c.i. morphism f : Y → X of relative
dimension d, and an associative and commutative external productA∗(X)⊗A∗(Y )→ A∗(X×Y ),
u⊗ v 7→ u× v, with unit 1 ∈ A0(k).
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These data satisfy certain axioms: functoriality of pull-back maps, compatibility of push-
forwards maps and pull-backs maps in transverse Cartesian squares, compatibility of variances
with product of schemes, and
(EH) Extended homotopy. Let E be a vector bundle of rank r over X in Schk. Let p : V → X
be a E-torsor. Then the induced morphism p∗ : A∗(X)→ A∗+r(V ) is an isomorphism.
(PB) Projective Bundle Formula. Let E be a vector bundle of rank r + 1 over X in Schk.
Let q : P(E) → X be the associated projective space. Consider the canonical quotient
line bundle O(1) → P(E) with zero section s : P(E) → O(1). Consider the operator
ξ : A∗(P(E))→ A∗−1(P(E)), η 7→ s
∗(s∗(η)). For i = 0, . . . , r, let
ξ(i) : A∗+i−r(X)
q∗ // A∗+i(P(E))
ξi // A∗(P(E)).
Then
∑r
i=0 ξ
(i) : ⊕ri=0A∗+i−r(X)→ A∗(P(E)) is an isomorphism.
(CD) Cellular Decomposition. Let r,N > 0. Consider W = PN × · · · × PN with r factors, and
let pi : W → P
N be the i-th projection. Let X0, . . . ,XN be the standard homogeneous
coordinates on PN . Let n1, . . . , nr be non-negative integers, and let i : E → W be the
subscheme defined by
∏r
i=1 p
∗
i (XN )
ni = 0. Then i∗ : A∗(E)→ A∗(W ) is injective.
A morphism of OBMs is a natural transformation of functors. Given an OBM A∗, the Chern
class endomorphism c˜1(L) : A∗(X) → A∗−1(X) associated to a line bundle L → X is given
by c˜1(L) = s
∗s∗ where s : X → L is the zero-section. There is an infinite series FA(u, v) with
coefficients in A∗(k), such that for any line bundles L,M over X, c˜1(L⊗M) = FA (c˜1(L), c˜1(M)).
2.1.2. Let CRng∗ be the category whose objects are commutative graded rings with unit
and maps the ring morphisms. An oriented cohomology theory (OCT) on Smk consists of an
additive functor A∗ : (Smk)
op → CRng∗, endowed with morphism of graded A∗(X)-modules
f∗ : A
∗(Y ) −→ A∗+d(X) for each projective morphism f : Y → X of relative codimension
d satisfying certain axioms: functoriality of push-forwards maps, compatibility of variances in
transverse Cartesian squares, as well as the analogues of the extended homotopy axiom (EH)
and the projective bundle formula (PB).
A morphism of OCTs is a natural transformation of contravariant functors that also commutes
with the push-forwards maps. Setting c1(L) := c˜1(L)(1) we obtain a first Chern class element.
For every OCT A∗ the pair (A∗(k), FA) defines a formal group law ([13, Lemma [1.1.3]). Thus,
there is a unique ring morphism θA : L→ A
∗(k) classifying (A∗(k), FA).
2.1.3. Let A∗ be an OBM and let X be in Smk be of pure dimension d. Set A
n(X) := Ad−n(X)
and extend this definition to any smooth scheme by additivity over the connected components.
Let δX : X → X ×X be the diagonal morphism. The product a∪X b := δ
∗(a× b) makes A∗(X)
a commutative ring with unit 1X := p
∗(1), where p : X → Spec(k) is the structural morphism.
Proposition 1 (Levine-Morel). The correspondence A∗ 7→ A
∗ gives an equivalence of the cate-
gory of OBMs on Smk with the category of OCTs on Smk.
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2.1.4. We summerize the main properties of algebraic cobordism in the following
Theorem 2 (Levine-Morel). Let k be a field that admits resolution of singularities.
(1) There is a universal oriented Borel-Moore homology theory on Schk, X 7→ Ω∗(X), called
algebraic cobordism. The restriction of Ω∗ to Smk yields the universal oriented coho-
mology theory Ω∗ on Smk.
(2) Let FΩ be the formal group law associated to Ω
∗. Then the morphism θΩ : L −→ Ω
∗(k)
classifying FΩ is an isomorphism.
(3) (Localization Sequences) If ı : Z → X is a closed immersion and j : U := X − Z → X
is the open complement, then the following sequence is exact:
(LS) Ω∗(Z)
ı∗ //Ω∗(X)
j∗ //Ω∗(U) //0 .
As an Abelian group, Ω∗(X) is generated by isomorphism classes Mn(X) of projective morphisms
Y → X, with Y in Smk and irreducible of dimension n.
2.1.5. Given any formal group law (R,FR), the canonical morphism Ω
∗(k) → R induces an
OCT Ω∗ ⊗L R, defined by X 7→ Ω
∗(X) ⊗L R, which is universal for OCTs with formal group
law (R,FR).
Example 3. (1) Let Ω∗+ := Ω
∗ ⊗L Z be the OCT classifying the additive formal group law
(Z, u+ v). Then we have a canonical morphism Ω∗+ → CH
∗.
(2) Let Ω∗× := Ω
∗ ⊗L Z[β, β
−1] be the OCT classifying the multiplicative periodic formal
group law (Z[β, β−1], u+v−uvβ). Then we have a canonical morphism Ω∗× → K
0[β, β−1].
Theorem 4 (Levine-Morel). Let k be a field of characteristic zero. Then, the canonical mor-
phisms Ω∗+ → CH
∗ and Ω∗× → K
0[β, β−1] are isomorphisms of OCTs.
2.1.6. We recall the technique of twisting an OBM [13, §7.4.1]. Fix an OBM A∗. Let τ = (τi)i≥0
be a sequence where τi ∈ A
−i(k) for all i and τ0 is a unit. The τ -inverse Todd class operator of
a line bundle L→ X is defined as T˜d
−1
τ (L) :=
∑
i≥0 τi c˜
i
1(L). This definition is extended to any
vector bundle via the splitting.
The twisted OBM A
(τ)
∗ is the OBM given by the data: set A
(τ)
∗ (X) := A∗(X) for any X in Schk,
set f
(τ)
∗ := f∗ for any projective morphism f , and for any l.c.i. morphism f : Y → X, given
x ∈ A
(τ)
∗ (X), set f
∗
(τ)(x) := T˜d
−1
(Nf ) · f
∗(x), where Nf denotes the virtual normal bundle of f .
Example 5. Let Z[t] := Z[ti | i ≥ 1], where ti is a variable of degree −i. Set t0 = 1 and define
t = (t0, t1, . . .). By means of the “universal exponential” it can be shown that that there is an
isomorphism log : Q[t] → LQ of Q-algebras. Levine and Morel used this to show [13, Theorem
4.1.28, Theorem 4.5.1] that the canonical map Θexp : (Ω∗)Q → CH∗⊗ZQ[t]
(t) is an isomorphism
of Borel-Moore homology theories.
2.1.7. For later applications we need a cobordism version of the Leray-Hirsch theorem for
smooth projective fibrations with cellular fiber, proved for Chow groups in [4, Lemma 2.8].
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A morphism X → Y is said to be a locally isotrivial fibration with fiber F provided that every
y ∈ Y has an open neighborhood U admitting a finite e´tale morphism f : V → U such that
f−1X = V × F , and the map f−1X → V agrees with the projection V × F → V .
A smooth variety F is said to be cellular provided it has a filtration
∅ = F0 ⊆ F1 ⊆ . . . ⊆ FN−1 ⊆ FN = F,
where αi : Fi →֒ Fi+1 is a closed embedding and Fi−Fi−1 ∼= A
ni for all i. Since a cellular variety
is built from affine spaces its cobordism is easy to describe as an Ω∗(k)-module.
Proposition 6. ([9, Theorem 2.5]) Let F be a smooth, projective cellular variety with filtration
{Fi} as above. Then Ω∗(F ) is a free module over Ω∗(k). A basis is given by [F˜i → Fi ⊆ Fm]
where F˜i → Fi is a resolution of singularities for each i ≤ m. If L/k be a field extension, then
the the map induced by base change Ω∗(F )→ Ω∗(FL) is an isomorphism.
Proposition 7. Suppose that F is a smooth, projective cellular variety and p : X → Y is a
projective, locally isotrivial fibration between smooth varieties with fiber F . Let ιy : Fy → X be
the inclusion of a fiber over a point y ∈ Y .
(1) The morphism ι∗y : Ω
∗(X)Q → Ω
∗(Fy)Q is surjective for any point y ∈ Y . Moreover,
under the isomorphism Ω∗(Fy)∼=Ω
∗(F ) induced by base change along k → k(y), we have
that ι∗y = ι
∗
y′ for any two points y, y
′ in the same connected component.
(2) Let ei ∈ Ω
∗(X)Q be elements such that ηi = ι
∗
yei form a basis for Ω
∗(Fy)Q as an Ω
∗(k)Q-
module. Define the morphism
Ψ : Ω∗(Y )Q ⊗Ω∗(k)Q Ω
∗(F )Q → Ω
∗(X)Q,
by Ψ(
∑
αi ⊗ ηi) =
∑
p∗(αi) ∪ ei. Then Ψ is an isomorphism of Ω
∗(k)Q-modules.
(3) If p : X → Y is Zariski-locally trivial then statements (1) and (2) hold integrally.
Proof. (1) We may assume Y is connected. Let y ∈ Y be any point. We show that ι∗y is
surjective. Let j : U → Y be an open neighborhood of y which admits a finite e´tale
morphism f : V → U over which the fibration trivializes. Write fV : V ×F → U×Y X for
the induced morphism. Let βi ∈ Ω
∗(F )Q be a basis (as an Ω
∗(k)Q-module) and consider
(fV )∗(1V × βi) ∈ Ω
∗(U ×Y X)Q. Now jU : U ×Y X → X is open and take ei ∈ Ω
∗(X)Q
such that j∗U (ei) = (fV )∗(1V × βi). Then we have that ι
∗
y(ei) = deg(f)βi ∈ Ω
∗(Fy)Q and
thus forms a basis.
Now we show that ι∗y = ι
∗
η where η is the generic point of Y , and so of U as well. Let η
′
be the generic point of V and y′ ∈ V a point such that f(y′) = y. The statement follows
from consideration of the following commutative diagram, where the bottom vertical
arrow is induced by V ×U X ∼= V × F → F
Ω∗(Fy)
∼= 
Ω∗(X) //oo

Ω∗(Fη)
∼=
Ω∗(Fy′) Ω∗(V ×U X) //oo Ω
∗(Fη′).
Ω∗(F )
∼=
ggPPPPPPPP ∼=
66nnnnnnnn
OO
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(2) We begin by showing that Ψ is surjective. Let f : W → Y be a morphism of k-schemes
and write XW = W ×Y X. Let pW : XW → W and fW : XW → X be the morphism
obtained by base-change. The morphisms pW and fW induce 〈pW , fW 〉 : XW →W ×X.
This is an l.c.i.-morphism since both XW and W ×X are smooth over W . Define the
morphism of Ω∗(k)-modules
Ψf : Ω∗(W )⊗Ω∗(k) Ω
∗(F )→ Ω∗(XW ),
∑
wi ⊗ ηi 7→
∑
〈pW , fW 〉
∗(wi × ei).
If f is smooth then Ψf (
∑
wi ⊗ ηi) =
∑
f∗W (wi) ∪ ei, in particular ΨidY is the map of
the proposition. We proceed by induction on the dimension of W to show that Ψf is
surjective. The zero-dimensional case follows directly from the definition of Ψf . Suppose
that Ψf ′ is surjective where f
′ : W ′ → Y with dimW ′ < dimW . Let j : U → W be
an open over which the fibration XW → W becomes isotrivial and let i : Z → W be
the closed complement. Consider the comparison of exact sequences (where the tensor
product is over Ω∗(k)Q)
Ω∗(Z)Q ⊗ Ω
∗(F )Q
i∗⊗ id//
Ψf|Z

Ω∗(W )Q ⊗ Ω
∗(F )Q
Ψf

j∗⊗ id // Ω∗(U)Q ⊗ Ω
∗(F )Q //
ΨU

0
Ω∗(XZ)Q
i′∗ // Ω∗(XW )Q
(j′)∗ // Ω∗(XU )Q // 0.
This diagram commutes and the left-hand vertical map is surjective by induction. It
suffices to conclude that the right-hand vertical map is surjective. Let g : V → U be a
finite, e´tale morphism over which XU → U becomes trivial. We have the commutative
square
Ω∗(V )Q ⊗ Ω
∗(F )Q
g∗⊗ id //
ΨV

Ω∗(U)Q ⊗ Ω
∗(F )Q
ΨU

Ω∗(V × F )Q
g′∗ // Ω∗(XU )Q.
The morphism g′∗ is surjective since g
′
∗(g
′)∗ is multiplication by deg(g′). It only remains
to see that ΨV is surjective as well in order to conclude that Ψ is surjective. First note
that ΨV is the morphism Ω∗(V )⊗Ω∗(k)Ω∗(F )→ Ω∗(V ×F ) induced by external product
α ⊗ β 7→ α × β. Let {Fi} be a filtration of F as above and consider the commutative
diagram with exact rows
Ω∗(V )⊗ Ω∗(Fk) //

Ω∗(V )⊗ Ω∗(Fk+1) //

Ω∗(V )⊗ Ω∗(Fk+1 − Fk) //

0
Ω∗(V × Fk) // Ω∗(V × Fk+1) // Ω∗(V × (Fk+1 − Fk)) // 0.
The right hand map is always a surjection and the left hand map is a surjection by
induction and therefore the middle map is also a surjection.
To show injectivity we first observe that the surjectivity result in the previous para-
graph implies a decomposition of the class of the diagonal ∆∗(1X) ∈ Ω
∗(X×YX)Q. Write
πk : X ×Y X → X for the projection to the k-th factor. The map π2 : X ×Y X → X is a
locally isotrivial fibration with fiber F and the elements π∗1(ei) restrict to a basis of the
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fiber. Therefore Ω∗(X×Y X)Q is generated by the elements π
∗
1(ei) as an Ω
∗(X)Q-module,
where Ω∗(X ×Y X)Q is viewed as an Ω
∗(X)Q-module via π
∗
2.
This means that there are elements αi ∈ Ω
∗(X)Q so that ∆∗(1X) =
∑
π∗1(ei)∪π
∗
2(αi)
where πi : X ×Y X → X are the projections. Define a morphism of Ω
∗(k)Q-modules
ρ : Ω∗(X)Q → Ω
∗(Y )Q ⊗Ω∗(k)Q Ω
∗(F )Q by ρ(x) =
∑
p∗(x ∪ αi)⊗ ηi. Then injectivity of
Ψ follows from the equalities
Ψ(ρ(x)) =
∑
p∗p∗(x ∪ αi) ∪ ei =
∑
(π1)∗π
∗
2(x ∪ αi) ∪ ei
= (π1)∗
(∑
π∗2(x) ∪ π
∗
2(αi) ∪ π
∗
1(ei)
)
= (π1)∗ (π
∗
2(x) ∪∆∗(1X))
= (π1)∗∆∗ (∆
∗π∗2(x)) = (idX)∗(idX)
∗(x) = x.
(3) If p : X → Y is Zariski-locally trivial then V = U in the proof of (1), so the argument
given works integrally. Similarly for (2).

2.2. Algebraic Groups and Algebraic Quotients.
2.2.1. Given a linear algebraic group G over k and a G-scheme X with action σ, we have the
action map Ψ := (σ,prX) : G×X → X ×X. We say that the action σ : G ×X → X is proper
if Ψ is proper and free if Ψ is a closed embedding.
Let X be a scheme with G-action σ. Say that a morphism π : X → Q of k-schemes is a geometric
quotient of X by G if: π ◦σ = π ◦prX , π is surjective, the image of Ψ is X×QX, U ⊂ Q is open
if and only if π−1(U) is open, and the structure sheaf OY is the subsheaf of π∗ (OX) consisting
of invariant functions. We write X → X/G for the geometric quotient when it exists.
If the geometric quotient X/G exists, X is called a principal G-bundle over X/G if π : X → X/G
is faithfully flat and Ψ : G×X → X×X/GX is an isomorphism. By [16, Lemme XIV 1.4] this is
equivalent to the condition that π is a locally isotrivial fibration with fiber G. If G acts freely on
X and the geometric quotient X/G exists then by [15, Proposition 0.9] it is a principle G-bundle.
2.2.2. We frequently use faithfully flat descent for certain properties of morphisms. We briefly
summarize the main results we use, see [8, §2] for details. Let P be a property of morphisms
of schemes that is stable under flat base change. Say that P satisfies faithfully flat descent if,
given f : X → Y and a faithfully flat morphism Y ′ → Y , such that f ′ : X ×Y Y
′ → X satisfies
P, then f satisfies P. Among the properties which satisfy descent are: separated, finite type,
proper, open immersion, closed immersion, finite, reduced, normal, quasi-compact, regular, flat,
e´tale and smooth.
2.2.3. Let X be a G-scheme with action σ. A quasi-coherent OX -module F is called a G-module
(see [18, §1.2]) if there is an isomorphism φ : σ∗F → pr∗XF of quasi-coherent OG×X -modules such
that the co-cycle condition p∗23(φ)◦ (IdG × σ)
∗ (φ) = (µ× IdX)
∗ (φ) holds on G×G×X, where
p23 : G×G×X → G×X is the projection onto the second and third factors, and µ : G×G→ G
is the multiplication on G. A morphism f :M → N between G-modules is called a G-morphism
if φN ◦ σ
∗(f) = pr∗X(f) ◦ φM .
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Say that L is G-linearizable if it can be given a G-module structure. A choice of such a structure
is a G-linearization of L. The set of G-linearized line bundles over X is a group under tensor
product and is written PicG(X). An equivariant morphism f : X → Y induces the morphism
f∗ : PicG(Y ) −→ PicG(X). If π : X → Y is a principal G-bundle, then π∗ : Pic(Y )→ PicG(X)
is an isomorphism (see [15, Ch. 1, § 3] for details).
2.2.4. Projective and quasi-projective morphisms are not stable under descent. To resolve
the resulting difficulties in our situation we consider the following category of G-schemes. Let
G − Schk be the category whose objects are schemes X with a G-action and which possess a
G-linearizable ample line bundle. Morphisms are equivariant maps. Similarly G−Smk consists
of smooth G-schemes which possess a G-linearizable ample line bundle.
Remark 8. If G is connected then every normal, quasi-projective G-scheme is in G − Schk by
[17, Theorem 1.6].
A map f : Y → X in G−Schk is said to be an equivariant l.c.i.-morphism provided that we can
write f = g ◦ i where both i and g are in G − Schk, i : Y → W is a regular closed embedding,
and g :W → X is smooth map.
Lemma 9. (1) Let A be in G− Schk such that a principal G-bundle A→ A/G exists with
A/G in Schk. Then a principal G-bundle X ×A→ (X ×A)/G exists with (X ×A)/G
in Schk for any X in G− Schk.
(2) Suppose that principal G-bundles X → X/G and Y → Y/G exist with X/G and Y/G
in Schk. Let f : Y → X be an equivariant projective (resp. an equivariant l.c.i.-
morphism). Then the induced morphism φ : Y/G → X/G is projective (resp. φ is an
l.c.i.-morphism).
Proof. (1) Let p2 : X × A → A be the projection. Then X × A has a G-linearizable p2-
ample line bundle because of the assumption on X. The statement follows from [15,
Proposition 7.1].
(2) If f is projective then it is proper and by descent φ is proper as well, but a proper,
quasi-projective morphism between k-schemes is projective. If f is an equivariant l.c.i.-
morphism we may factor it in G − Schk as a regular immersion i : Y → W followed
by a smooth morphism g : W → X. If L is a linearizable ample bundle on W then
it is g-ample [7, Proposition 4.6.13(v)] and so by [15, Proposition 7.1] the principle G-
bundle quotient W → W/G exists and W/G → X/G is smooth. By descent the closed
embedding Y/G→W/G is regular and therefore φ : Y/G→ X/G is an l.c.i.-morphism.

3. Equivariant Algebraic Cobordism
Fix a linear algebraic group G. From now on, all the G-schemes to be considered are in the
category G− Schk introduced in the previous section. In this section we define the equivariant
algebraic cobordism of a G-scheme.
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3.1. Construction.
Definition 10. Say that {(Vi, Ui)} is a good system of representations for a linear algebraic
group G if each Vi a G-representation, Ui ⊆ Vi is a G-invariant open satisfying the following
conditions:
(1) G acts freely on Ui and Ui/G exists in Schk.
(2) For each i there is a G-representation Wi so that Vi+1 = Vi ⊕Wi.
(3) Ui ⊆ Ui+1 and the inclusion factors as Ui = Ui ⊕ {0} ⊆ Ui ⊕Wi ⊆ Ui+1.
(4) limi→∞ dimVi =∞.
(5) codimVi(Vi − Ui) < codimVj(Vj − Uj), for i < j.
Remark 11. The existence of one such system follows from [19, Remark 1.4].
Let X be in G−Schk and consider a good system of representations {(Vi, Ui)}. For convenience
we write X ×G Ui = (X ×Ui)/G. By Lemma 9 this quotient exists, X ×
G Ui is quasi-projective
and the morphisms φij : X ×
G Ui → X ×
G Uj are l.c.i.-morphisms. If X is smooth then by
descent we have that X ×G Ui is in Smk.
Definition 12. Let G be a linear algebraic group. Let {(Vi, Ui)} be a good system of represen-
tations. For X in G− Schk we define the equivariant algebraic cobordism group as
ΩG∗ (X) = lim←−
i
Ω∗
(
X ×G Ui
)
.
The n-th equivariant algebraic cobordism group of X is defined as
ΩGn (X) = lim←−
i
Ωn−dimG+dimUi
(
X ×G Ui
)
.
If X is an equidimensional and smooth G-scheme, define Ω∗G(X) = lim←−i
Ω∗
(
X ×G Ui
)
and
ΩnG(X) = lim←−i
Ωn
(
X ×G Ui
)
. Equivariant algebraic cobordism with rational coefficients is de-
fined by the completed tensor product and we write Ω∗G(X)Q = Ω
∗
G(X)⊗̂Q.
Remark 13. In the rest of the paper we consider the ungraded group ΩG∗ (X) for simplicity. The
reader interested in the graded situation may replace this by ⊕ΩGn (X), all results hold in this
case with a few appropriate changes.
Remark 14. In [12] another version of equivariant algebraic cobordism was defined. The defini-
tion there yields a theory isomorphic to the one we have defined, which we briefly explain. We
restrict our discussion to smooth schemes so that we may index by codimension but the discus-
sion applies more generally provided one indexes by dimension. Define the coniveau filtration
F rΩn(X) = {x ∈ Ωn(X) | j∗(x) = 0 for some j : X − S → X, S closed, codim(S) ≥ r}.
Then with our notational conventions for the meaning of the pairs {(Vj , Uj)}, the definition
of equivariant algebraic cobordism given in [12] is limiΩ
n(X ×G Ui)/F
c(i)Ωn(X ×G Ui) where
c(i) = codimVi(Vi − Ui). For a morphism f : X → Y we have f
∗(F rΩn(Y )) ⊆ F rΩn(X).
Also F rΩn(X) = 0 for r > dimX. This means that whenever j is large enough so that
c(j) > dim(X ×G Ui) we have that φ
∗
ij(F
c(j)Ωn(X ×G Uj)) = 0.
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This implies that
Ωn(X ×G Uj)/F
c(j)Ωn(X ×G Uj)→ Ω
n(X ×G Ui)/F
c(i)Ωn(X ×G Ui)
factors through Ωn(X ×G Ui) → Ω
n(X ×G Ui)/F
c(i)Ωn(X ×G Ui) and so the map of towers
{Ωn(X ×G Ui)}i → {Ω
n(X ×G Ui)/F
c(i)Ωn(X ×G Ui)}i induces an isomorphism on inverse
limits.
3.1.1. To see that our theory ΩG∗ is well-defined we will require the following.
Proposition 15. Let π : E → X a vector bundle over a scheme X of rank r. Let U ⊆ E be an
open subscheme with closed complement S = E − U .
(1) If X is affine and codimES > dimX then π
∗
|U : Ωk(X) → Ωk+r(U) is an isomorphism
for all k.
(2) For a non affine scheme X, there is an integer n(X) depending only on X, such that
π∗|U : Ωk(X)→ Ωk+r(U) is an isomorphism for all k whenever codimES > n(X).
Proof. (1) We always have the commutative diagram
Ωk+r(E)
j∗ // Ωk+r(U) // 0
Ωk(X)
pi∗
OO
pi∗
|U
88rrrrrrrrrr
where the top row is exact and π∗ is an isomorphism. In particular
π∗|U : Ωk(X)→ Ωk+r(U)
is surjective for all k. To show injectivity we proceed in cases. First suppose that
E = Ar ×X is trivial. It suffices to find a section s : X → U of π|U .
For each rational point ξ ∈ Ar define Z(ξ) = ({ξ} ×X)∩S. This is a closed subscheme
Z(ξ) ⊆ S. If we can find a rational point ξ ∈ Ar such that Z(ξ) = ∅ then the inclusion
of {ξ} × X in U defines a section of π|U : U → X and we are done. Note that the
condition codimE S > dimX is equivalent to the condition r > dimS.
Now consider the projection π|S : S ⊆ A
r × X → Ar and the closure of the image
π(S) ⊆ Ar. Since S → π(S) is a dominant morphism between k-schemes we have
r > dimS ≥ dim q(S). In particular the complement Ar − π(S) ⊆ Ar is a dense open
subset. We conclude that Ar − π(S) has a rational point (k is infinite). Let α be a
rational point in Ar−π(S). Since Z(ξ) 6= ∅ whenever πZ(ξ) = ξ and α /∈ π(S) we must
have that Z(α) = ∅.
More generally, since X is affine every vector bundle admits a surjection from a trivial
bundle. Let p : AN×X → E be such a surjection of vector bundles on X. LetW = p−1U
and set S˜ = (AN ×X)−W . Then dim S˜ = dimS+N − r < N . By the proof of the first
case above we have a section X → W and therefore we obtain a section X → W → U
of π|U : U → X.
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(2) First assume that X is affine. If codimES > dimX, then by the first part of the
proposition we have π∗|U : Ωk(X) → Ωk+rankE(U). Thus in this case we may take
n(X) = dimX.
For the general case we employ Jouanolou’s trick to find an affine torsor p : X˜ → X
with X˜ affine. In this case we claim that we may take n(X) = n(X˜). Consider the vector
bundle E˜ := p∗E → X˜ and the open subscheme U˜ = p∗U ⊆ p−1E. Set S˜ = E˜−U˜ . From
the first part of the proposition we see that since X˜ is affine we have that Ω∗(X˜)→ Ω∗(U˜)
is an isomorphism for codimES = codimE˜S˜ > dim X˜. Since X˜ → X and U˜ → U are
torsors for some vector bundle we have the following chain of isomorphisms
Ωk(X)
p∗ // Ωk(X˜)
p˜i∗
|U // Ωk+r(U˜) Ωk+r(U).
p∗
|Uoo

Theorem 16. For any X ∈ G− Schk, Ω
G
∗ (X) is well defined.
Proof. To see that our definition does not depend on the choice of the sequence {(Vi, Ui)} we
proceed as in [19] by using Bologomolov’s double fibration argument. Let {(V ′i , U
′
i)} be some
other good system of representations. Consider a fixed Ui. Since G acts freely on Ui it acts freely
on Ui⊕V
′
j too. ThusX×
G(Ui⊕V
′
j )→ X×
GUi is a vector bundle. The second part of Proposition
15 says that there is an integer Ni = N(X×
GUi) such that Ω∗(X×
GUi) ∼= Ω∗(X×
G (Ui⊕U
′
j))
for j > Ni. Thus lim←−
i
Ω∗(X×
GUi) ∼= lim←−
i
lim
←−
j
Ω∗(X×
G (Ui⊕U
′
j)). A similar argument for X×
GU ′i
shows that lim
←−
i
Ω∗(X ×
G U ′i)
∼= lim←−
i
lim
←−
j
Ω∗(X ×
G (Ui ⊕ U
′
j)). 
Example 17. If G ∼= 〈e〉 is the trivial linear algebraic group, then the projections X ×Ui → Ui
induce an isomorphism Ω∗(X)
∼=
−→ Ω
〈e〉
∗ (X). Indeed, we have that X ×
G Ui = X × Ui for any Ui
in the system. The statement follows from Proposition 15.
3.1.2. We verify that the Mittag-Leffler condition holds on the system defining Ω∗G.
Lemma 18. Let {(Vi, Ui)} be a good system of representations. For every i < j in the system,
let φij : X ×
G Ui → X ×
G Uj be the induced morphism of schemes. Then
φ∗ij : Ω∗
(
X ×G Uj
)
−→ Ω∗
(
X ×G Ui
)
is a surjection.
Proof. The morphism Ui → Uj factors as Ui → Ui ⊕ W ⊆ Uj, where W is a representation
(depending on i and j). Now, X ×G Ui → X ×
G (Ui ⊕W ) is the inclusion of the zero section
of a vector bundle and X ×G (Ui ⊕W ) ⊆ X ×
G Uj is an open inclusion. Both maps induce
surjections on algebraic cobordism. 
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3.1.3. Let {(Vi, Ui)} be a good system of representations. Let X be in G−Schk. For Ui ⊆ Uj ,
write φij : X ×
G Ui → X ×
G Uj for the induced morphism. By definition, a G-equivariant
cobordism class on X is a sequence of cobordism classes {αi ∈ Ω∗(X ×
G Ui) | φ
∗
ij([αj ]) = [αi]}.
An equivariant projective morphism f : Y → X with Y in G − Smk defines an equivariant
cobordism class as follows. The assumption on Y implies that fi : Y ×
G Ui → X ×
G Ui is
projective and Y ×G Ui is smooth. Therefore for each i we have the induced cobordism class
[fi : Y ×
G Ui → X ×
G Ui] in Ω∗(X ×
G Ui). By descent we have the transverse Cartesian square
Y ×G Ui
//

Y ×G Uj

X ×G Ui
φij // X ×G Uj
which shows that φ∗ij [fi : Y ×
GUi → X×
GUi] = [fj : Y ×
GUj → X×
GUj ]. Therefore f : Y → X
induces the class ([Y ×G Ui → X ×
G Ui]) in Ω
G
∗ (X). Note however that Y → X is not a unique
representation for this class.
3.2. Computations.
3.2.1. Coefficient Ring in the Case of a Torus Action. Let T = (Gm)
r. Consider the good
system of representations {(Vi, Ui)}, where Vi =
(
Ai
)r
and Ui =
(
Ai − {0}
)r
. The action of T
on Vi is given by letting the k-th factor of Gm act on the k-th factor of A
i via the formula
Gm × A
i → Ai, (g, a1, . . . , ai) 7→ (g · a1, . . . , g · ai).
Then T acts freely on Ui and Ui/T =
(
Pi−1
)r
. A direct computation shows
Ω∗T (k) = lim←−
i
Ω∗
((
Pi−1
)r)
= lim
←−
i
Ω∗(k)[t1, . . . , tr](
ti−11 , . . . , t
i−1
r
) = Ω∗(k)[[t1, . . . , tr]],
where each ti is a variable of degree 1.
3.2.2. Pn with a Weighted Gm-Action. Let Gm act on P
n with the action
Gm × P
n → Pn, (g, (a0 : · · · : an)) 7→ (g
m0 · a0 : · · · : g
mn · an) .
Let {(Vi, Ui)} be the good system of representations considered in §3.2.1. For each Ui in the
system we have the Pn-bundle Pn ×Gm Ui → P
i−1 is a Pn-bundle. As a Pi−1-scheme, we have
that Pn ×Gm Ui ∼= P (O(m0)⊕ · · · ⊕ O(mn)) . By [13, Lemma 4.1.4] we get
Ω∗
(
Pn ×Gm Ui
)
=
Ω∗
(
Pi−1
)
[ξ]
(ξ − c1 (O(m0))) · · · (ξ − c1 (O(mn)))
,
where ξ is a variable of order one. If we let t = c1(O(1)) ∈ Ω
∗(Pi−1) then c1 (O(a)) = [a]Ω(t)
where [a]Ω(t) is defined by FΩ(t, [a− 1]Ωt). Taking the limit we obtain
Ω∗Gm (P
n) =
Ω∗(k)[[t]][ξ]
(ξ − [m0]Ω(t)) · · · (ξ − [mn]Ω(t))
.
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3.2.3. A Torus Acting Trivially. Let T = G×rm and let X be a scheme considered in T − Smk
with the trivial action. Then Ω∗T (X)
∼= Ω∗(X)⊗̂Ω∗(k)Ω
∗
T (k) of Ω
∗(k)-modules. This follows from
Ω∗T (X) = lim←−
i
Ω∗
(
X ×
(
Pi−1
)r) ∼= lim←−
i
Ω∗(X)[t1, . . . , tr](
ti1, . . . , t
i
r
) ∼= Ω∗(X)[[t1, . . . , tr]],
where the first isomorphism is the statement of [13, Lemma 4.1.4].
3.2.4. Coefficient Ring in the Case of a GLn-Action. Let Mn×(n+i) be the space of n× (n+ i)
matrices. Consider the good system of representations {(Vi, Ui)}, where Vi = Mn×(n+i) with
GLn acting by multiplication on the left and Ui is the subset of matrices of maximal rank. We
have that Ui/GLn ∼= Gr(n, n + i), where Gr(n, n + i) is the Grassmannian of n-planes in k
n+i.
Let Fn+i denote the variety of complete flags in k
n+i. Let φ : Fn+i → Gr(n, n + i) be the
map which sends the flag Fln+i = {0 ⊆ F
1 ⊆ · · · ⊆ Fn+i = kn+i} to the n-plane Fn ⊆ kn+i.
The induced map φ∗ is injective on cobordism with rational coefficients by Proposition 7 and
because the Grassmannian is cellular we conclude that φ∗ : Ω∗(Gr(n, n + i)) → Ω∗(Fn+i) is
injective integrally. Let Wk be the tautological k-plane bundle on Fn+i (i.e. the fiber of Wk on
the flag Fln+i is F
k) and let Lk = Wk/Wk−1. In [9, Theorem 2.6] the cobordism of the complete
flag variety is shown to be
Ω∗(Fn+i) ∼= Ω
∗(k)[x1, . . . xn+i]/ISn+i,
where xj = c1(Lj) and Sn+i is the graded ring of symmetric polynomials in the xj with co-
efficients in Ω∗(k) and ISn+i is the ideal generated by the symmetric polynomials of strictly
positive polynomial degree.
The cobordism of Gr(n, n + i) is generated by the Chern classes cr(En), where En is the tau-
tological n-plane bundle on Gr(n, n + i) (so φ∗En = Wn). The total Chern class of Wn is
c(Wn) =
∏n
k=1 c(Lk) =
∏n
k=1(1 + xk) from which we see that φ
∗ck(En) is the k-th elementary
symmetric polynomial in the x1, . . . , xn. Thus φ
∗ gives us the identification
Ω∗(Gr(n, n+ i)) = Sn/ISn+i ⊆ Ω
∗(k)[x1, . . . xn+i]/ISn+i,
and therefore we see that Ω∗GLn(k)
∼= Ω∗(k)[[η1, . . . , ηn]], where ηj is of degree j.
3.2.5. Roots of unity. Let µn be the algebraic group of roots of unity. Let X be in µn − Smk.
We show that Ω∗µn(k)
∼= Ω∗(k)[[ξ]]/[n]Ω · ξ.
Consider the Kummer sequence 1 → µn → Gm
(−)n
−−−→ Gm → 1, which is exact in the e´tale
topology. We obtain an e´tale Gm-torsor
Ai − {0}/µn −→ A
i − {0}/Gm = P
i−1.
Since Pic(X) = H1Zar(X;O
∗
X ) = H
1
et(X;Gm), we know that Gm-torsors correspond to line bun-
dles on X. The line bundle associated to this Gm-torsor is OPi−1(−n) = L. Let π : L → P
i−1
denote the structural morphism, and write L0 for the complement of the zero section s. There is
an embedding j : Ai − {0}/µn → L such that j
(
Ai − {0}/µn
)
= L0. Now from the localization
sequence
Ω∗(Pi−1)
s∗−→ Ω∗(L)→ Ω∗(L0)→ 0
we see that Ω∗(Pi−1)
pi∗
−→ Ω∗(L)→ Ω∗(L0) is surjective.
14 JEREMIAH HELLER AND JOSE´ MALAGO´N-LO´PEZ
Since s∗ : Ω∗(L) → Ω∗(Pi−1) is an isomorphism and s∗s∗(L) = c1(L) [13, Proposition 4.1.15]
it follows that Ω∗(Ai − {0}/µn) = Ω
∗(Pi−1)/c1(O(−n)). The result follows from the equalities
O(−n) = O(−1)⊗n and ξ = c1O(−1).
4. Formal Properties of Equivariant Algebraic Cobordism
In this section we establish some properties of ΩG∗ . Mainly the properties are of two types, one
the equivariant analogues of the formal properties of an oriented Borel-Moore theory, and the
other are expected from an equivariant cohomology theory. Proceeding as in the end of § 3.1.1,
shows that all of the following properties are independent of the choice of a good system of
representations.
From now on, let {(Vi, Ui)} be a fixed good system of representations for a linear algebraic group
G. All the G-schemes are in the category G− Schk introduced in § 2.2.4.
4.1. Variances. Since any l.c.i. morphism f : Y → X of relative dimension d in G − Schk
induces for any Ui in the system a l.c.i. morphism fi : X ×
G Ui → Y ×
G Ui in Schk, we obtain
a sequence of pull-backs maps f∗i : Ω∗(X ×
G Ui) → Ω∗(Y ×
G Ui). By naturality of Ω∗ we have
a functorial pull-back map
f∗G := lim←−
i
f∗i : Ω
G
∗ (X)→ Ω
G
∗+d(Y ),
which is a morphism of Abelian groups.
If f : Y → X is a projective morphism in G−Schk, by Lemma 9 we have a sequence of projective
morphisms fi : Y ×
G Ui → X ×
G Ui in Schk. We have a transverse Cartesian diagram
Y ×G Ui
fi //

X ×G Ui

Y ×G Uj fj
// X ×G Uj
for any i < j. Therefore the fi are compatible with the transition maps in the system and we
obtain an induced functorial push-forward map fG∗ : Ω
G
∗ (Y )→ Ω
G
∗ (X).
Proposition 19. (1) Let f : X ′ → X and g : Y ′ → Y be l.c.i. morphisms in G− Schk. If
u ∈ ΩG∗ (X) and v ∈ Ω
G
∗ (Y ) then (f × g)
∗
G (u× v) = f
∗
G(u)× g
∗
G(v).
(2) Let f : X ′ → X and g : Y ′ → Y be projective morphisms in G − Schk. If u
′ ∈ ΩG∗ (X
′)
and v′ ∈ ΩG∗ (Y
′) then (f × g)G∗ (u
′ × v′) = fG∗ (u
′)× gG∗ (v
′).
(3) Let f : X → Z be a projective morphism in G−Schk, and g : Y → Z is a l.c.i. morphism
in G− Schk. If we have a transverse Cartesian diagram
W
g′ //
f ′

Y
f

Z g
// X
then g∗G ◦ f
G
∗ = f
′G
∗ ◦ g
′ ∗
G .
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Proof. (1) and (2) follows from taking the limit of the corresponding identities. Now we proceed
to show (3). By descent and flat base change for Torn we obtain the transverse Cartesian
diagram
W ×G Ui
g′i //
f ′i

Y ×G Ui
fi

Z ×G Ui gi
// X ×G Ui
in Schk for each i. Since g
∗
i ◦ fi ∗ = f
′
i ∗ ◦ g
′ ∗
i and this is compatible with the transition maps in
the inverse system, we obtain g∗G ◦ f
G
∗ = f
′G
∗ ◦ g
′ ∗
G . 
4.2. Localization Sequence.
Theorem 20. Let X in G − Schk. Let ı : Z → X be an invariant closed subscheme and let
j : U → X be the open complement. Then we have the exact sequence
(LS) ΩG∗ (Z)
ıG∗ // ΩG∗ (X)
j∗
G // ΩG∗ (U)
// 0 .
Proof. The proof follows directly from (2.1.4), Lemma 18 and naturality of the push-forwards
and pull-backs. 
4.3. Projective Bundle Axiom. Let E → X be a G-equivariant vector bundle of rank r+1.
We know that E ×G Ui is a vector bundle of rank r+1 over X ×
G Ui for each Ui in the system.
Let qi : Pi := P
(
E ×G Ui
)
→ X ×G Ui be the associated projective bundle. As a projective
bundles over X ×G Ui we have that P(E ×
G Ui) is isomorphic to P(E) ×
G Ui. For convenience
we will work with P(E ×G Ui). By (PB) for Ω∗ we have an isomorphism
Φi :=
∏r
n=0 ξ
n
i · q
∗
i :
r∏
n=0
Ω∗−r+n
(
X ×G Ui
)
−→ Ω∗ (Pi) ,
where ξi = c1 (OPi(1)). Consider the morphisms φij : E ×
G Ui → E ×
G Uj for i < j. Notice
that OPi(1) = P(φij)
∗
(
OPj (1)
)
, so P(φij)
∗ (ξj) = ξi. Thus, the isomorphisms Φi induce the
isomorphism
lim
←−
i
(
∏r
n=0 ξ
n
i · q
∗
i ) : lim←−
i
(
r∏
n=0
Ω∗−r+n
(
X ×G Ui
))
−→ lim
←−
i
Ω∗
(
P(E ×G Uj)
)
.
We have proved the following.
Proposition 21. Let E → X be a G-equivariant vector bundle of rank r+1 in G−Schk. With
the notation above, set ξG∗ := lim←−i
ξi, and Ω
∗
G (P(E)) := lim←−i
Ω∗
(
P(E ×G Ui)
)
. Then
(PB) ΦGX,E :=
r∏
n=0
(
ξG∗
)n
· q∗G :
r∏
n=0
ΩG∗−r+n(X) −→ Ω
G
∗ (P(E))
is an isomorphism.
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4.4. Extended Homotopy Axiom.
Proposition 22. Let E → X be a G-vector bundle of rank n and p : Y → X be a E-torsor in
G− Schk, then
(EH) p∗G : Ω
G
∗ (X) −→ Ω
G
∗+n(Y )
is an isomorphism.
Proof. We have that E×GUi ×X×GUi Y ×
GUi is isomorphic to (E × Ui ×X×Ui Y × Ui) /G for
each i. Therefore the action map Ψ : E ×X Y → Y ×X Y induces an action map
Ψi : E ×
G Ui ×X×GUi Y ×
G Ui −→ Y ×
G Ui ×X×GUi Y ×
G Ui
and Ψi is an isomorphism for all i. This makes Y ×
G Ui an E ×
G Ui-torsor over X ×
G Ui. The
result then follows from the extended homotopy property for algebraic cobordism. 
Corollary 23 (Homotopy Invariance). Let X be in G − Schk. If G acts linearly on A
n then
p∗G : Ω
G
∗ (X)→ Ω
G
∗+n (A
n ×X) is an isomorphism.
4.5. Chern Classes of G-Equivariant Vector Bundles. Let E → X be an G-equivariant
vector bundle in G− Schk. We define the n-th G-equivariant Chern operator c˜
G
n (E) as
c˜Gn (E) := lim←−
i
c˜n,i(E),
where c˜n,i(E) is the n-th Chern operator of E×
GUi → X×
GUi induced by (PB). If X is smooth,
given a G-equivariant vector bundle E over X, define the n-th G-equivariant Chern class cGn (E)
in ΩG−n(X) as c
G
n (E) := c˜
G
n (E)(1X ).
Remark 24. Restrict to smooth schemes.
(1) We could have defined cGn (E) by means of (PB) following Grothendieck’s method [6], so
that
∑r
n=0(−1)
ncGn (E) ξ
r−n
G = 0 holds, where r = rank(E).
(2) If E = ⊕ri=1Li, with Li → X a G-linear bundle, then c
G
n (E) is the n-th elementary
symmetric polynomial at the cG1 (Li).
Our equivariant Chern operators have the expected properties.
Lemma 25. Let X and Y be in G− Schk.
(1) (Commutativity) Let E and F be G-vector bundles over X. For any i and j we have
that c˜Gi (E) ◦ c˜
G
j (F ) = c˜
G
j (F ) ◦ c˜
G
i (E).
(2) (Naturality) For any l.c.i. morphism f : Y → X in G − Schk and any G-equivariant
vector bundle E → X, we have that c˜Gn ◦ f
∗E = f∗G ◦ c˜
G
n (E), for all n ≥ 0.
(3) (Whitney Formula) If 0 → E′ → E → E′′ → 0 is an G-equivariant exact sequence of
G-vector bundles over X, then c˜Gn (E) =
∑n
l=0 c˜
G
l (E
′) c˜Gn−l (E
′′), for all n ≥ 0.
4.6. Restriction Maps. In this section we relate ΩG∗ and Ω∗ via restriction maps, which can be
defined via 〈e〉 → G or by restricting to the fiber. We show that both agree up to isomorphism
on Ω∗.
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4.6.1. Restricting the Action. Let H ⊆ G be a closed normal subgroup of G. Since the induced
action of H on each Ui is free and the quotient Ui/H = G/H ×
G Ui exists we see that {(Vi, Ui)}
is also a good system for H. Moreover, we have smooth morphisms X ×H Ui → X ×
G Ui that
induces
resG,H : Ω
G
∗ (X) −→ Ω
H
∗ (X).
When H = 〈e〉, we will use resG to denote resG,〈e〉. From Example 17 we have the natural
isomorphism Ω∗(X) ∼= Ω
〈e〉
∗ (X) and so we obtain resG : Ω
G
∗ (X) −→ Ω∗(X).
4.6.2. Restriction to the Fiber. Assume X ∈ G − Schk to be irreducible. Let η ∈ U/G be a
rational point, where U is the initial G-invariant open in the system being considered. For each
i, the projection X × Ui → Ui induces a flat morphism X ×
G Ui → Ui/G whose fiber over a
rational point ηi of Ui/G equals X, where ηi is the image of η under the canonical morphism
U/G → Ui/G. We have an induced morphism res
G
i (η) : Ω∗(X ×
G Ui)→ Ω∗(X). For any i < j
in the system we have an induced commutative diagram
ΩG∗ (X)
 ((PP
PP
PP
PP
PP
PP
Ω∗(X ×
G Uj) //
((QQ
QQ
QQ
QQ
QQ
QQ
Ω∗(X ×
G Ui)

Ω∗(X).
Thus, given a rational point η in U/G and for any i we have the restriction map
resGΩ(η) : Ω
G
∗ (X) −→ Ω∗
(
X ×G Ui
) resGi (η)−→ Ω∗(X).
If the group G is clear from the context, we will use the notation resΩ(η). When G = 〈e〉, the
restriction res
〈e〉
Ω (η) is precisely the isomorphism of Example 17.
4.6.3. Comparison of Restrictions. Fix a rational point η ∈ U/G as in the previous section. Let
H be a normal closed subgroup of G. For every Ui in the system, let PH(i) and PG(i) be points
in Ui/H and Ui/G respectively, so that PH(i) 7→ PG(i) under the canonical map Ui/H → Ui/G,
where η 7→ PG(i) under U/G→ Ui/G. We have the commutative diagram
X //
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii

X ×H Ui
ttiiii
ii
ii
ii
ii
ii
ii
ii
X //

X ×G Ui

PH(i)
ttiiii
ii
ii
ii
ii
ii
ii
ii
ii
i
// Ui/H
ttiiii
ii
ii
ii
ii
ii
ii
ii
ii
i
PG(i) // Ui/G
with Cartesian faces induced by the fiber squares.
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Hence we have a commutative diagram
ΩG∗ (X)
resG,H //
resG
Ω
(η)

ΩH∗ (X)
resH
Ω
(η)

Ω∗(X)
Id
// Ω∗(X).
For H = 〈e〉, we have seen that resHΩ (η) is an isomorphism, so res
G
Ω(η) and resG are equal up to
isomorphism on Ω∗(X). In particular, res
G
Ω(η) is independent of η. From now on, we will denote
by resGΩ the restriction to the fiber map. With this notation, we have proved res
G
Ω = res
〈e〉
Ω ◦resG.
4.6.4. We have the following.
Theorem 26 (Induction). Let H be a closed normal subgroup of G. Consider G as an H-scheme
with the action (h, g) 7→ gh−1. Let X be in G− Schk. Then
ΩH∗ (X)
∼= ΩG∗ (X ×
H G),
where X×HG is given a G-action via its action on G. Moreover, if X is obtained by restriction
of a G-action then
ΩH∗ (X)
∼= ΩG∗ (X ×G/H).
These isomorphisms are natural with respect to the variances.
Proof. Let {Vi, Ui} be a good system of representations for G. By restricting the action this
provides a good system of representations for H as well. The first statement follows from the
isomorphism (X ×H G)×G Ui → X ×
H Ui, given by ([x, g], u) 7→ (x, g
−1u).
If X is an H-scheme obtained by restricting a G-action then X ×H G → X × G/H, given by
[x, a] 7→ (ax, aH), is an isomorphism of G-schemes. The second statement now follows from the
first. 
4.7. Geometric Quotients. In this section we assume the geometric quotient p : X → X/G
exists. We compare the ordinary cobordism of X/G and the equivariant algebraic cobordism
X. As a consequence we see that the ordinary cobordism with rational coefficients of X/G, for
smooth X, is equipped with a natural ring structure.
The fiber of πi : X ×
G Ui → X/G over x ∈ X/G is given by π
−1
i (x) = Ui/Gx. Since Ui/Gx is
smooth, by [14, Corollary 6.3.24] we have that each πi is an l.c.i. morphism. The morphisms
π∗i : Ωk(X/G)→ Ωk+dimUi(X ×
G Ui) induce
π∗ : Ω∗(X/G) −→ Ω
G
∗+dimG(X).
Proposition 27. Let X be in G−Schk. Assume that X → X/G is a principal G-bundle. Then
π∗ : Ω∗(X/G)→ Ω
G
∗+dimG(X) is an isomorphism.
Proof. Since the stabilizers are trivial, X×GVi → X/G is a vector bundle for every representation
Vi. By Proposition 15 there is an integer N such that π
∗
|Uj
: Ω∗(X/G)→ Ω∗+dimUj (X ×
G Uj) is
an isomorphism for all j > N . 
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Theorem 28. Let X be in G−Schk with proper G-action. Then π
∗ : Ω∗(X/G)Q → Ω
G
∗+dimG(X)Q
is an isomorphism.
This theorem implies that we have a ring structure on the cobordism of a large class of interesting
singular schemes.
Corollary 29. Let X be in G−Smk. Under the assumptions of the theorem, Ω
∗(X/G)Q has a
ring structure.
Proof of Theorem 28. Write g = dimG and write Y = X/G for the quotient. We proceed in a
similar fashion as in [3, Theorem 3(a)]. By [3, Proposition 10], we have a commutative diagram
X ′
f˜
−−−−→ X
p′
y py
Y ′
f
−−−−→ Y,
where X ′ → Y ′ is a principal G-bundle and both X ′ → X and Y ′ → Y are finite and surjective.
We obtain from the exact sequences from Proposition 30 proved below,
ΩG∗ (X
′ ×X X
′)Q
pr1G−pr2G−−−−−−−→ ΩG∗ (X
′)Q
f˜G−→ ΩG∗ (X)Q → 0,
Ω∗(Y
′ ×Y Y
′)Q
pr1∗−pr2∗
−−−−−−→ Ω∗(Y
′)Q
f∗
−→ Ω∗(Y )Q → 0.
Write Y ′′ = (X ′ ×X X
′) /G, we have then that Ω∗ (Y
′′) → Ω∗ (Y
′ ×Y Y
′) is a surjection since
Y ′′ → Y ′×Y Y
′ is a finite and surjective morphism. We obtain the comparison of exact sequences,
Ω∗ (Y
′′)Q
pr1∗−pr2∗
−−−−−−→ Ω∗ (Y
′)Q
f∗
−−−−→ Ω∗(Y )Q −−−−→ 0ypi′′∗ ypi′∗ ypi∗
ΩG∗+g (X
′ ×X X
′)Q
pr1G−pr2G−−−−−−−→ ΩG∗+g (X
′)Q
f˜G−−−−→ ΩG∗+g(X)Q −−−−→ 0.
By Proposition 27 the two maps on the left are isomorphisms, so the third map too is. 
Proposition 30. Let π : X ′ → X be a finite surjective map.
(a) The sequence Ω∗ (X
′ ×X X
′)Q
p1∗−p2∗
−−−−−→ Ω∗ (X
′)Q
pi∗−→ Ω∗(X)Q → 0 is exact.
(b) Suppose that both X ′ and X are G-schemes and π is G-equivariant. Then the sequence
ΩG∗ (X
′ ×X X
′)Q
pG
1∗−p
G
2∗−−−−−→ ΩG∗ (X
′)Q
piG∗−−→ ΩG∗ (X)Q → 0 is exact.
Proof. (a) By [11, Proposition 1.8] the sequence
CH∗(X
′ ×X X
′)Q
p1∗−p2∗
−−−−−→ CH∗(X
′)Q
pi∗−→ CH∗(X)Q → 0,
is exact. It follows that the sequence
CH∗(X
′ ×X X
′)[t]
(t)
Q
p1∗−p2∗
−−−−−→ CH∗(X
′)[t]
(t)
Q
pi∗−→ CH∗(X)[t]
(t)
Q → 0
is also exact. The statement follows from Example 5.
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(b) The morphism X ′ ×G Ui → X ×
G Ui is finite and surjective by faithfully flat descent,
and
(
X ′ ×G Ui
)
×X×GUi
(
X ′ ×G Ui
)
= (X ′ ×X X
′)×G Ui. Therefore
Ω∗
((
X ′ ×X X
′
)
×G Ui
)
Q
p1∗−p2∗
−−−−−→ Ω∗
(
X ′ ×G Ui
)
Q
pi∗−→ Ω∗
(
X ×G Ui
)
Q
→ 0
is an exact sequence for each i. By Lemma 18 the system Ω∗
(
×G Ui
)
Q
satisfies the
Mittag-Leffler condition. Hence the sequence remains exact upon taking inverse limits.

4.8. Reduction to a Torus Action. For the rest of the section G will be a connected reductive
linear algebraic group containing a split maximal torus T and B be a Borel subgroup containing
T . Let N be the normalizer of T in G andW = N/T be the Weyl group. The Weyl groupW acts
on Ω∗T (X) and the image of the restriction map is W -invariant and so we have the morphism
resG,T : Ω
∗
G(X) → Ω
∗
T (X)
W . In [3] it is shown that the analogous morphism in equivariant
Chow groups is an isomorphism rationally. We show now that the analogous statement holds
for equivariant algebraic cobordism.
Lemma 31. Let X be in B−Sch. Suppose that the principle B-bundle X → X/B exists. Then
Ω∗(X/B) → Ω∗(X/T ) is an isomorphism. In particular for any X in B − Sch, the restriction
map resB,T : Ω
B
∗ (X)→ Ω
T
∗ (X) is an isomorphism.
Proof. Since B/T is an affine space, the map X/T → X/B is an affine space bundle. The result
follows from the extended homotopy axiom for cobordism. 
Using the isomorphism in the previous lemma we transport theW -action on Ω∗T (X) to an action
on Ω∗B(X).
Lemma 32. Let G be a connected, reductive linear algebraic group. Then Ω∗(G/B)WQ
∼= Ω∗(k)Q.
Proof. Base change induces a W -equivariant isomorphism Ω∗(G/B) ∼= Ω∗((G/B)L) for any field
extension L/k by Proposition 6 becauseG/B is cellular. Because G and T are determined by root
datum we may assume that k = C. Specifically, if k ⊆ C then we have Ω∗(G/B) ∼= Ω∗((G/B)C).
If C ⊆ k then there is a split, connected reductive group G′ and Borel subgroup B′ which are
defined over C and are such that (G′/B′)k = G/B and so Ω
∗(G/B) = Ω∗((G′/B′)k).
Consider the principal W -bundle π : G/T → G/N . We can regard π∗ as the morphism
Ω∗(G/N)Q → Ω
∗(G/T )WQ . Write π
′
∗ for the restriction of π∗ to Ω
∗(G/T )WQ . Since π
′
∗π
∗ and
π∗π′∗ coincide with multiplication by |W | we have that π
∗ is an isomorphism. Similarly we have
the isomorphisms π∗ : CH∗(G/N)Q → CH
∗(G/T )WQ = CH
∗(G/B)WQ .
The cycle map CH∗(G/B)→ H∗(G/B) is aW -equivariant isomorphism [5, Example 19.1.11]. By
[10, Chapter III, §1 (B)] we have H∗(G/B;Q)W = Q and so CH∗(G/B)WC from which it follows
that CH∗(G/N)Q = Q. Now from the isomorphism in Example 5 we obtain the isomorphism
Ω∗(C)Q = Ω
∗(G/N)Q and so Ω
∗(C)Q = Ω
∗(G/T )WQ = Ω
∗(G/B)WQ . 
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Theorem 33. Assume G is a connected, reductive linear algebraic group. Let X be in G−Smk.
Then there is an isomorphism
resG,T : Ω
∗
G(X)Q → Ω
∗
T (X)
W
Q
of Ω∗(k)Q-modules. If G is special then resG,T : Ω
∗
G(X)→ Ω
∗
T (X)
W is injective.
Proof. By Lemma 31 it suffices to show that Ω∗G(X)Q → Ω
∗
B(X)
W
Q is an isomorphism. By the
following proposition we have Ω∗(X×GUi)Q → Ω
∗(X×BUi)
W
Q is an isomorphism for all i. Fixed
points and inverse limits commute we are done. 
Proposition 34. Let Y → Q be a principle G-bundle, with Y smooth. Write p : Y/B → Q for
the resulting principal G/B-bundle. Then
p∗ : Ω∗(Q)Q → Ω
∗(Y/B)WQ
is an isomorphism. If G is special then p∗ : Ω∗(Q)→ Ω∗(Y/B)W is injective.
Proof. By Proposition 7, Ω∗(Y/B)Q is a free Ω
∗(Q)Q-module. We may take 1 ∈ Ω
∗(Y/B)Q as
one of the basis elements. It follows that p∗ : Ω∗(Q)→ Ω∗(Y/B)W is injective.
Let p : Y/B → Q be obtained from a principal G-bundle Y → Q with Y not necessarily smooth.
We proceed by induction to show that p∗ is surjective, the zero-dimensional case being done.
We may assume that Q is irreducible. Let U ⊆ Q be an open subscheme over which the bundle
is isotrivial and let Z be its closed complement. Consider the commutative diagram with exact
rows
Ω∗(Z)Q //

Ω∗(Q)Q //

Ω∗(U)Q

// 0
Ω∗(YZ)
W
Q
// Ω∗(Y )
W
Q
// Ω∗(YU )
W
Q
// 0,
where the bottom row is exact because taking fixed points is an exact functor when |W | is
invertible. We see that it suffices to show that Ω∗(U)Q → Ω∗(YU )
W
Q is surjective. Let g : V → U
be a finite e´tale morphism over which the bundle becomes trivial. Consider the commutative
square
Ω∗(V )Q
g∗ //

Ω∗(U)Q

Ω∗(V ×G/B)
W
Q
// Ω∗(YU )
W
Q .
The horizontal arrows are surjective and so we are reduced to the case of the trivial bundle. In
the proof of Proposition 7 it is shown that the map Ω∗(V )Q⊗Ω∗(k)QΩ
∗(G/B)Q → Ω
∗(V ×G/B)Q
induced by external product is a surjection. This is an equivariant map and so surjectivity follows
from the isomorphism
(Ω∗(V )Q ⊗Ω∗(k)Q Ω
∗(G/B)Q)
W = Ω∗(V )Q ⊗Ω∗(k)Q Ω
∗(G/B)WQ = Ω
∗(V )Q.
If G is special then p∗ is injective by Proposition 7 and its image is contained in Ω∗(Y/B)W . 
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Remark 35. If G is special, T ⊆ G a maximal torus and we additionally assume that the
restriction map Ω∗T (X)→ Ω
∗
T (X
T ) is injective and Ω∗(XT ) is torsion-free then we can see that
resG,T : Ω
∗
G(X) → Ω
∗
T (X)
W is an isomorphism, which we explain below. In particular the case
X = spec(k) shows that for G special we have the equality
Ω∗G(k) = Ω
∗
T (k)
W ,
giving the cobordism generalization of the result of Edidin-Graham for integral Chow groups of
classifying spaces of special groups [2].
Fix a good system {(Vi, Ui)} of G-representations. Let (xi) ∈ Ω
∗
T (X)
W be a fixed class. Write
pi : X ×
T Ui → X ×
G Ui for the projection. By Proposition 7 and Lemma 31 we have that
Ω∗(X×T Ui) is a free Ω
∗(X×GUi)-module. A basis is given by choosing elements which restrict
to a basis of Ω∗(G/T ). We may choose a basis er,i ∈ Ω
∗(X ×G Ui) inductively so that er,j is
mapped to er,i under the transition maps in the inverse system. Moreover we may choose each
e1,i = 1. Thus, we can write xi =
∑
k p
∗
i (yk,i) ∪ ek,i with yk,i ∈ Ω
∗(X ×G Ui).
By the previous proposition, for each i there is an integer Mi and a yi ∈ Ω
∗(X ×G Ui) so that
Mixi = p
∗
i (yi). Comparing the two expressions for Mixi we see that Mixi = Mip
∗
i (y1,i). Write
ai = y1,i. Then for all i the element xi−p
∗
i (ai) ∈ Ω
∗(X×T Ui) is torsion. Note that the sequence
(ai) defines an element in Ω
∗
G(X). Hence we have a sequence (xi − p
∗
i (ai)) of torsion elements
representing a class in Ω∗T (X).
Write ci = xi− p
∗
i (ai). Since Ω
∗
T (X) ⊆ Ω
∗
T (X
T ) we also write (ci) ∈ Ω
∗
T (X
T ). Let {V ′i , U
′
i} be a
good system of T -representations with the property that Ui/T is a product of projective spaces
as in Example 3.2.1. Consider the products Ui × U
′
j and projections fij : Ui × U
′
j → Ui and
gij : Ui × U
′
j → U
′
j . The maps of systems (indexed by pairs of integers)
{Ω∗(XT × Ui/T )}
f∗ij
−−→ {Ω∗(XT × (Ui × U
′
j)/T )}
g∗ij
←−− {Ω∗(XT × U ′j/T )}
induces an isomorphism on limits since each system computes Ω∗T (X
T ). Therefore there are
bj ∈ Ω
∗(XT ×U ′j/T ) such that (f
∗
ij(ci)) = (g
∗
ij(bj)). The element f
∗
ij(ci) is torsion for all i, j. By
Proposition 15, there are integers C(i) and D(j) such that f∗ij is an isomorphism for j > C(i)
and g∗ij is an isomorphism for i > D(j). Since there is no torsion in Ω
∗(XT × U ′j/T ) we must
have that f∗ik(ci) = 0 for i > D(k) but then f
∗
ij(ci) = 0 for j > k as well. By taking j > C(i) we
conclude that ci = 0.
5. Oriented Equivariant Borel-Moore Homology Theories
Our construction of equivariant algebraic cobordism relies only on the general properties of an
OBM theory and the localization sequence. Thus, if A∗ is an OBM theory which has localization
sequences and {(Vi, Ui)} is a good system of representations, we can define the theory
AG∗ (X) := lim←−
i
A∗
(
X ×G Ui
)
for any X in G − Schk. Similarly we define A
G
n (X) = lim←−i
An+dimUi−dimG(X ×
G Ui). Because
A∗ has localization sequences the analogue of Proposition 15 is valid for A∗. This theory is then
seen to be well-defined by reasoning as in Theorem 16.
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When the OCT A∗ classifies its formal group law, so that Ω∗(X) ⊗Ω∗(k) A
∗(k) = A∗(X), define
A∗G(X) = lim←−
i
A∗
(
X ×G Ui
)
∼= Ω∗G(X)⊗̂Ω∗(k)A
∗(k).
Set AnG(X) = lim←−i
An
(
X ×G Ui
)
. Analogoues of all the computations and the results for equi-
variant algebraic cobordism can be carried out for any such AG∗ .
Define an oriented equivariant Borel-Moore theory as a functor AG∗ : G− Sch
′
k → Ab endowed
with pull-backs maps for every G-equivariant l.c.i. morphism satisfying the analogues of the
properties listed in Sections 4.1, 4.2, 4.3 and 4.4.
Similarly, an oriented equivariant cohomology theory is a functor A∗G : (G − Smk)
op → Rng
endowed with morphisms fG : A
∗
G(Y ) → A
∗+d
G (X) of A
∗
G(k)-modules for every projective mor-
phism f : Y → X of relative dimension d in G − Smk, satisfying the analogues of the axioms
listed in Section 2.1.2.
Remark 36. If AG∗ is an oriented equivariant Borel-Moore theory arising from an OBM theory
A∗, by construction we have a canonical natural transformation Ω
G
∗ → A
G
∗ .
Example 37. The universal additive OCT Ω∗+ induces the oriented equivariant cohomology
theory
X 7→ Ω∗+G(X) = lim←−
i
Ω∗+
(
X ×G Ui
)
.
Let CHnG be the n-th equivariant Chow group as defined by Edidin and Graham [3]. The Chow
group is the universal additive OCT theory (see Section 2.1.5) and so there is Mn such that
CHnG(X) := CH
n
(
X ×G Ui
)
∼= Ωn+
(
X ×G Ui
)
for any i > Mn. Since CH
n(X ×G Uj) ∼= CH
n(X ×G Ui) for i, j > Mn, by taking limits we get a
natural isomorphism Ωn+G(X)
∼= CHnG(X). This give us⊕
n
CHnG(X) =
(⊕
n
ΩnG(X)
)
⊗̂Ω∗(k)Z.
Also, from the remark above we obtain the commutative diagram
ΩnG(X)
//
resG
Ω

CHnG(X)
res

Ωn(X) // CHn(X),
where the restriction map res : CHnG(X) → CH
n(X) is obtained by restricting to the fiber, as
we did for resGΩ in Section 4.6.2.
Example 38. The universal multiplicative periodic OCT Ω×∗ induces the oriented equivariant
cohomology theory
X 7→ Ω∗×G(X) = lim←−
i
Ω∗×
(
X ×G Ui
)
.
Let K0G be the equivariant algebraic K-theory defined by Thomason [18] as the Grothendieck
group of the category G-vector bundles (Section 2.2.3). By descent the category of G-vector
bundles on X × Ui is equivalent to the category of vector bundles on X ×
G Ui.
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We thus have the induced natural isomorphism K0G(X ×Ui)
∼= K0(X ×G Ui). Since K[β, β
−1] is
the universal multiplicative periodic OCT (see Section 2.1.5), we can consider the composition
K0G(X)→ K
0(X ×G Ui)→ K
0(X ×G Ui)[β, β
−1] ∼= Ω∗×(X ×
G Ui).
Taking limits defines the natural transformation
K0G(X) −→ Ω
∗
×G(X).
Moreover, by forgetting the action we have a restriction map res : K0G → K
0 which fits into a
commutative diagram
K0G(X)
//
res

Ω∗×G(X)
resG

K0(X)
id⊗1
// K0(X)[β, β−1].
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