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Many computer programs have been developed to calculate
the Fast Fourier Transform (FFT). It is the intention of
this thesis to develop the tree graph idea, presented by
E. 0. Brigham and R. E. Morrow in the article "The fast
Fourier
transform,"
into another computer program that will
calculate both the forward and inverse Fourier transforms
using nonsymmetrical periodic functions. Most of the
information obtained was from periodicals with relatively
little available in text books. General matrix equations
and calculations presented in proofs were developed by
this thesis. The tree graph idea was also expanded to a
general form.
First the matrix equations for the Discrete Fourier
Transform (DFT) were developed. Starting with the Fourier
transform pair for an aperiodic continuous function and
the matrix equations for the DFT, steps were taken to show
how these equations were tied together. Two methods for
the FFT wereeevaluated and proven equal to the DFT matrix
equations. The more efficient method was written into a
computer program which was explained in detail. Finally
examples using this computer program were presented. The
forward FFT was approximated using input functions such as
a rectangular wave, a step function, a sawtooth wave, and a
constant. A test for accuracy was also presented using a
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INTRODUCTION
The Fast Fourier Transform has become a very useful
tool in analyzing functions in the time and frequency domains
by computer in recent years. This of course was made possible
by the help of some great mathematicians back in the
eighteenth century in the development of the Fourier Series
and Integral.
In 1807 in the French Academy on the*21st of December
the mathematician and engineer Joseph Fourier announced a
thesis which started a new era in the history of mathematics.
He put the theory of trigonometric series on a firmer
foundation by the methods he adopted in solving problems
concerning the Mathematical Theory on the Conduction of
Heat. His memoirs were contained in a book "Theorie
analytique de la
Chaleur"
which he wrote in 1822. In a
number of special cases he confirmed that a function f(x),
given in the interval from -77- to rr. can be represented as
the sum of the series










= h. \ f(x) cos nx dx,
n tt j
~"rr
nil, where n is an integer.
TT
n
= i \ f(x) sin nx dx
-TT
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Although some of the proofs he gave for the general case
of an arbitrary function were barely more than sketches,
subsequent investigations demonstrated these sketches to
be entirely justified.
It should be noted that the coefficients (aQ, an, bn)
previously mentioned were employed before Fourier both by
Clairaut and Euler in the last half of the eighteenth
century. Even before these mathematicians. d'Alembert,
D. Bernoulli, and Lagrange developed trigonometric series
of sines and cosines concerning problems of representing
the distance between planets and vibrating strings. But
still there is an important difference between Fourier's
interpretation of these integrals and that which was current
among the mathematicians of the eighteenth century. Fourier's
predecessors applied these integrals to the determination
of coefficients used in series whose existence was demon
strated by other means. Fourier was the first to apply them
to the representation of an entirely arbitrary function, in
such a way that the sum was then understood. In fact, when
Fourier presented his theory in 1807, Riemann asserted that
it so surprised Lagrange that he denied its possibility
emphatically. It should also be noted that Fourier was the
first to advocate that arbitrary functions, may be given by
different analytical expressions covering different parts of
the interval. He asserted that the sine series doesn't
necessarily have to be used for odd functions or the cosine
-3-
series for even functions. Further, he was the first to see
that a function defined for a given interval was in no way
determined for values outside that interval. It was said
that no one before Fourier could properly understand the
representation of an arbitrary function by a trigonometric
series.
One thing that Fourier did not cover in his theory was
the conditions which the arbitrary function must satisfy.
This was done by L. Dirichlet in 1829. The position left
by Dirichlet was that the Fourier Series converges for the
following conditions! (l) the function f(x) is bounded in
the interval (-77", 77"), (2) the interval can be broken up
into a finite number of intervals, and (3) each function f(x) is
monotonic, for every point within the interval to ^f(x+0)
+f(x-0)j and at end points iff (-7T +0)+f(TT-0)J . These
conditions, when extended to the unbounded, function, were
sufficient to permit application of the Fourier Series to
the differential equations of mathematical physics. Later
on Riemann, in his memoir "Uber die Darstellbarkeit einer
Function durch eine trigonometrische
Reike"
published after
his death in 1864, led to the discovery of many striking
properties of the Fourier Series. One such property was that






tend to zero as (n) tends to infinity. This also holds for
the integral
b
sinJf(x) Sos nx dx
'a
There were many other mathematicians who helped develop
the properties of the Fourier Series such as Canton, Dini
and Jordan.
Finally the development of the Fourie^r Series made
possible the beginnings of the Fast Fourier Transform which
approximates the Discrete Fourier Transform. In 1903
C. Z. Runge described a computational technique for a 12,
and for a 24, point Fourier Transform.
Runge'
s technique was
not generalized until 1942 when G. C. Danielson and C. Lanczos
published a method for the optimal computation of N=2 point
Fourier Transforms. This, however, passed unnoticed by most
researchers.
Another method, introduced by F. Yates, developed a
different algorithm which efficiently computed the interaction






I. J. Good in 1958 further developed this method so it would
represent a generalized factorial number of experiments and
at the same time indicated a procedure for an N-point
computation of the Fourier Transform where N is composed of
mutually prime factors r., r2-=rm. Finally J. W. Cooley
-5-
and J. W. Tukey, in 1965, developed a Fast Fourier Transform
which would represent any (N) experiments. At the same time
theydeveloped one of the first digital computer programs for
performing this Transform. As a result renewed interest in
the Fourier Transform as an analysis tool was initiated.
In 1967 E. 0. Brigham and R. E. Morrow presented
another idea for the FFT called the tree graph method in




now develop the idea into a computer program. The theory
of this program will be developed, proven, and substantiated
by examples. To help understand part of what the tree
graph method does an alternate method will be developed
and proven. This program will be able to approximate both
the forward and inverse transforms with reasonable accuracy
using a sample size of 2 .
-6-
THEORY
A. Discrete Fourier Transform
In order to develop the Fast Fourier Transform (FFT)
the first step to be taken is the development of the Discrete
Fourier Transform (DFT). This is done by starting with the
Fourier Transform pair for an aperiodic continuous function.
Let x(t) be a function in the time domain represented
by
x(t)
= J S(f)eJ2n"ftdf (1)
-eo
where the frequency spectrum or frequency-domain function
S(f) is defined by
S(f) = Jx(t)e-J27Tftdt (2)
->o
Equations (l) and (2) are referred to as the inverse trans
form and forward transform respectively.
When it is desired to compute the Fourier Transform on
digital machines only a finite number of samples can be used
for x(t) and S(f). Therefore equations (l) and (2) are
rewritten with certain new quantities being defined. Let
N equal the number of finite samples represented in the
domain with at equal to the time increment between samples
and c.f equal to the frequency increment between samples.
-7-














= 0, 1, 2, 3, ?, N-l in both equations.
Since periodic functions are needed for tlje FFT, equations
(3) and (4) can meet this requirement by making additional
definitions. Let (T) be defined as a period for one cycle
containing N samples. Therefore at
=
t^ and Af
= oj* and if
T = 1 then At = 7N and Af
* 1. By defining k = IcAt and
n = nAf with the above substitutions for At and Af and
, +u +





function is periodic, equations (3) and (4) are rewritten to











It should be noted that the continuous frequency-domain
function S(n) is discrete if the period (T) is less than eo .
This makes it possible to assimulate both infinite time-domain
and infinite frequency-domain functions. Quantities in
equations (3) and (4) can be better understood by the example
















fm. = folding frequency = ^^
Figure 1 A real signal and its discrete transform
for one period (T).
Some other important properties of the DFT should
be mentioned. When the time-domain function x(t) is real,
the real part of the frequency-domain function S(f) is
symmetric about the folding frequency ff and the imaginary
part is antisymmetric. Since S(f) has been assumed
to be periodic, these symmetries are equivalent to saying
that the real part of S(f) is an even function, and that
-9-
the imaginary part of S(f) is an odd function. This also
means that the Fourier coefficients between vg and N-l can
W
be viewed as the negative frequency harmonics between - '2
and -1. Likewise, the last half of the time-domain function
x(t) can be interpreted as negative time or occurring before
t = 0.







, equations (5) and (6) are




Tx(k)7 = /jrnKJ fS(n)J
and [s(n)J = ^N[wnkJ fx(k)j
where n,k =0, 1, 2, , (N-l).
fwnkJ is an N by N matrix while both fx(k)J and fs(n)J
are column matricies.



























Equation (9) will now give the DFT for any N points using
2
N complex multiplications and N(N-l) additions. If we
0 2
remember that W =1, then there would only be (N-l)
complex multiplications. Since equation (7), the inverse
DFT, would be calculated in much the same manner as equation
-10-
(9), it will not be explicitly considered. From equation
(9) it is evident that if the DFT is to be of great use,
the number of complex multiplications and additions must
be further reduced.
B. Fast Fourier Transform
The FFT is a method for solving the DFT by further
reducing greatly the number of
operations^'
needed for the
calculation of the DFT. This can be accomplished by
assuming that the samples used are equally spaced and span
exactly one period (T) of time.
Before equation (9) can be calculated, the elements of
[W] will have to be determined. If all the elements of [Wj
2
were different, there would be N calculations made involving
element powers ranging up to (N-l) . Each fw] element is a
periodic function with powers covering the range 0, 1, 2, t
N-l making up one period. Therefore each element which has a
power greater than (N-l) can be reduced to an element which
has a power equal to or less than (N-l) of the first period.
With this fact in mind, the total number of different [wj
elements is reduced to N. Out of these N different [w]
n ty
elements, only N-2 are complex since W and W
2
are equal
to 1 and -1 respectively.
"An operation may include one of three mathematical
manipulations! a complex multiplication, an addition,
or a subtraction.
-11-
Each element of the TwJ consists of eJ where
eJ
with
Q = 2TT/N ^s defined as being the W function. The only
difference between elements of the fwj is in the W function
integer powers. Since the W function consists of sine and
cosine functions, every point in the first half period has a
corresponding point in the second half of the period which has
a value equal and opposite in sign. By referring to Figures
2 and 3 we can see the relationship of the W function to the
sine and cosine functions. In Figure 2, fn and g are values
of the sine and cosine functions at time (tn) within the first
half of the period (T) . Also -f and -g are values of the
sine and cosine functions at time (t^/, + tn) within the
second half of the period (T) . Time increments between values
of tn are equal. Now the number of complex numbers that
must be calculated for the N elements of [w] can be reduced





= 0 1 7 ' -1
Figure 2 Relation of sine and cosine representing
"^ and WCnk)
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Since for each fwj element in the first half period
there is another one equal and opposite in sign in the
second half period, the operations in calculating equation
(9) can be reduced by almost a factor of 2. This can best
be illustrated by a small example, using N
= 4, which








Wq wj w$ w^































It should be noted that if the points were not equally
spaced this symmetry would not exist.
From the fact that the first half period fwj elements
2 3
are equal to minus the second half period values, W and
W^
can be determined by taking the negative values of W and
1 0 1
W respectively. Therefore in this example only W and W
need to be calculated.
Next let us examine the values of the forward transform
in terms of the input data points by equation (10). First
substitute into equation (10) getting
-13-
(4)S(0) = Wx(0) +Wx(l) + Wx(2) + Wx(3)
=
x(0) + x(l) + x(2) + x(3).
(4)S(1) = Wx(0) + W^-xU) + W2x(2) + W3x(3)
= x(0)
- jx(l) - x(2) 4 jx(3),












This set of equations takes 21 operations to calculate
which include 12 additions or subtractions and 9 W multi
plications. (Since W = 1, it will not be considered as
a multiplication.)
Now define x(0) + x(2)
= A(l)
and x(l) + x(3)
= A(2).
Then (4)S(0) = A(l) + A(2)
and (4)S(2) = A(l) - A(2).
Define x(0) - x(2)
= B(l) = x(0) + W2x(2)
and -ox(l) +jx(3)
= B(2) = WXx(l) +W3x(3).
Then (4)S(l) = b(l) ? B(2)
and (4)S(3) = B(l) - B(2).
By utilizing this pattern in the equations the total
operations can be reduced to 11.
This example is a special case of calculating the FFT.
In order to verify this method, it will be proven when
applied to N finite, equally spaced samples. The only
-14-
restriction on N is that it must be an even integer in order
to keep a balance between the positive and negative (Wj
elements in the first and second halves of the period (T)
which contains N samples. The matrix equation for equation
























































The samples for S(n) and x(k) will be as represented in
Figure 1.
Considering that N samples represent a period (T) , the





W = W / where i is a multiplier and







Since *2 samples represent a half period ("^j)* "^e





























can also be formed.














Fifrgure 3 Relation of W powers and its e
functions, sine and cosine.
-j
component
By calculating the values of
W as previously mentioned,
only 4 values need be determined, as with the earlier
example for N = 4.
To prove this FFT to be valid, the relationships for
S(i) = A(i) + B(i) where i
= 0, 1,2, , (^-l)
and its counterpart
S(j) = A(i) - B(i) with j
= \t %+l . ' ' ' . (N-l)
and i = j - ^ must be proven to hold, throughout the general
matrix equation (ll). First let jus consider specific
values





(N)S(O) = x(0) + x(l) + x(2) + + x(N-l) (12)
This series can be divided up into two sub-series expressed
by
%-l %
A(0) = JZ Wx(2i) and B(0) = X_ Wx(2i-1).
i=0 i=l
Consequently (N)S(O) = A(0) + B(0).
Now the counterpart of S(0) is Stv^) which is expressed as
(N)S(^2) = x(0) + W^x(l) + W2(I,2)x(2) +
? W<N-1^x(n-l)
and can also be divided into two sub-series
^2-1
(^2)21












This results in (N)S(^) = A(0) - B(0).
The second specific value from equation (11) is S(l)
which can be written as
(N)S(l) = x(0) + W1x(l) ? W2x(2) +
**
+ WN~1x(N-l).
This can again be divided into two sub-series
*2-l
2i




and B(l) = W2l"1x(2i-1) .
i=l
From this (N)S(l) = A(l) + B(l).
The counterpart of S(l) is S^+l) which can be written











combine to give (N)S(^+l) = A(l) - B(l).
Finally two general terms, the k and k+1 terms to be
used for this proof are determined. These terms will both
be less than ^j> with counterparts of k and k+1 being 2+k
and ^2+k+l respectively. From equation (ll) the first of
these terms,
(N)S(k) = x(0) + Wkx(l) + W2kx(2) +
+ W(N"l)kx(N-l), (13)











(N)S(k) = A(k) + B(k).
Now S(^2+k), the counterpart of S(k), expressed as
(N)S(^2+k) = x(0) +
W( 2+k)x(l) +W2( 2+k)x(2) ? .-
+ w(N-l)(^k)x(N-1)f



















This results in (N)S(^+k) = A(k) - B(k).
The last term to be considered from equation (ll) is
S(k+l). This can be written as
(N)S(kfl) = x(0) +Wk+1x(l) ? W2(k+1)x(2) +
?W(N-l)(k+l)x(N-l). (14)





and B(kfl) - 5 W(k+l)(2i-l)x(2i-l),
i=l
can be combined to give
(N)S(k+l) = A(k+1) + B(k+1).
-20-
Finally the last counterpart to be considered of
S(k+1) is S(^g+k+l) and its equation is
(H)S(^m) - s(0) ? W(iy2+k+1)x(l) ? W2(ly2+k+1)x(2) -fr
...
tw(-l)(Vl)l(1M)l



















this can be rewritten as
(N)S(1*2+k+l) = A(k+1) +B(k+1).
Using S(0) and S(l) as specific terms with S(k) and
S(k+1) as the
kth
and kth+i terms respectively, it follows
that any
(N)S(i) = A(i) + B(i) for i = 0,1,2, .%-!.
Using 8(^2) and S(^?+l) as specific terms with
Sf^+k) and Sf^+k+l) as the
kth
and kth+l terms respec
tively, it follows that any
(N)S(j) = A(i) - B(i) for 1 = %, ^2*1,'", N-l
where i = j-^?.
-21-
Therefore the above proof shows that only the terms
A(i) and B(i) need be computed in order to determine all
the values of S(j).
The number of operations can now be generalized and
put into an equation for N data points resulting in
T = N + [n+(N-1)J (N-2)/2 (15)
term 1 term 2 term 3
where T is the total number of operations. .Term 1 is the
number of calculations used in determining S(0) and S( ^>)
from equation (ll). This is because the W's used equal
ll and do not require any multiplications. Since St^-,) is
a counterpart of S(0), only N calculations, consisting of
(N-l) additions and 1 subtraction need to be made including
both of these values. Term 2 is the number of calculations
used to determine each other pair of S(n) values where N
equals the number of additions plus one subtraction and
(N-l) refers to the number of complex multiplications. Thus
term 2 represents one pair of S(n) values. Term 2 is
multiplied by term 3 "to include the rest of the calculations
for the remaining S(n) values. Equation (15) may be
simplified to
T = N+(2N-l)(N-2)/2. (l6)
This equation may be compared to that for the total number
of calculations used in determining S(n) values of equation





The term (N-l) in this equation is the total number of
complex multiplications while N(N-l) is the total number
of additions.
C. Tree Graph Concept of the FFT
There is another method which further reduces the
number of operations used in determining the S(n) values.
This method involves the use of a tree graph as presented
by E. 0. Brigham and R. E. Morrow in the article "The Fast
Fourier
Transform"
of the December 1967 I.E.E.E. Spectrum.
This system is based on the number of samples being N=2m,
again equally spaced in period T, where m is an integer.
The tree graph in generalized form may be represented by
Figure 4. To help understand Figure 4 a single transformed
value in general form is represented in Figure 5
This concept being presented is nothing more than the
DFT, expressed by equation (11), being put into graphical
form when the number of samples is a power of 2. The tree














The number m of the matricies on the right side of equation
(18) corresponds to the power of 2 in the N samples. The
values x0(0), xQ(l), , xQ(N-l) with the? zero subscript
represent the samples of the time varying function.
Previously these values were equal to x(0), x(l), , x(N-l)
without the subscript 0. Referring to Figure 4, the values
of the x- column equal the product of the right most two
matricies in equation (18) [_ ~] andx0(k)J , hat is
f J fxQ(k)J . This result is then multiplied by the matrix
T J in equation (18) giving the same values as in the x?
column in Figure 4, etc. When all the matricies [ ]
[mJ of equation (18) are multiplied together they give the
fw] of equation (ll). Since the tree graph can be used
to calculate equation (18) in an easier manner without
explicitly determining the m matricies, it will now be
developed. The tree graph method is explained in the notes
accompanying Figures 4 and 5-
The tree graph may be better understood by calculating
a small example of N = 4 samples. For this example the tree
graph is represented in Figure 6. Again the transformed
values will be in terms of the input data samples.
Frequency Spectrum values will be designated by S^.(n) for
the tree graph to distinguish between frequency spectrum



















Figure 4 Tree graph for
N=2m
samples. The explanation
is on page 25.
25-
Notes for Figure 4
1. The value of m is the integer power of 2 in N samples.
2. The power of W is indicated by the P designations in
the circles. The P designations are defined at the
right of the figure. The circles between P designations
in any one column are the same.
3. Every W is used in the x column which is the last
column. Each successive column to the J.eft contains
half as many values of W as the previous column.
4. The W's in each column always appear in the same order
as indicated in the last column x with W always
appearing at the top.
5. Each W of a column always represents an equal number
0 k
of points. If, for example, W is used for 2 points
(k is 0, 1,2,
*
, '2) "then every other W used represents
2 points.
6. The dashed line represents the addition of the x
quantity at the left end of this dashed line to a value
indicated by the solid line.
7. The solid line represents the x quantity, at the left
end of this solid line, multiplied by the W value
implied by the P designation inside the circle of the
column value being calculated.
8. The W powers indicated by the P designation values can
be explained by the use of binary notation. This is
shown in Figure 5-
-26-
Xc-i-J. Xht-1 XW, = S/n) (n)
Figure 5 Tree graph of single transform value (S+(n))
from Figure 4. The explanation is on pages 27 and
28.
0 0 o 0 0
0 0 0 0 1
0 0 0 1 0
0 0 0 1 1
-27-
Notes for Figure 5
1. As shown by the figure the x values calculated for any
one column use the same W when determining a particular
S+(n) value.
2. The sample numbers in the xQ
column may be represented
in binary notation as follows t
Base ten Binary number











N-l = 1 1 1 1 1
3. By reversing the binary number representing the sample
number in the xQ column, a particular n of
S, (n) can be
determined. When referring to Figure 4, this sample
number of the x0
column is in the same row as the
particular S. (n) value. For example, if the binary
number of a sample in the x- column is (Ll L2 L3
Lm-1 Lm) , then the n of S, (n) in that same row would be
(Lm Lm-1 L3 L2 Ll) .
4. The binary number representing n of S (n) also represents
the W power used in the last column to calculate S (n).
-28-
Pn
This means that xm(Pn) = St(Pn) = xm_1(k) + w xm-l^k+1^
where k is the sample number opposite the Pn designation.
5. W powers in binary notation used for successive
columns to the left, starting with x , x__< and
ending with the x2, x. columns, can be represented by
(Ll L2 L3 Lm-1 Lm) , (L2 L3 L4 Lm 0) ,
(Lm-1 Lm 0 0 0), and (Lm 0 0 0 0) respec
tively. As it can be seen, the binary umber
representing the W power in the x column is shifted
one bit to the left for each successive column to the













st(o), PI = 0 00
St(2), P2
= 2 10
st(D, P3 = 1 01
St(3). P4 = 3 11



















Then, using the x. values now available the equation gives



















xQ(0) 4 Wx0(2) + Wfx0(l) ? Wx0(3)]
=




xQ(0) + Wx0(2) + W2[x0(l) + Wx0(3)}
=






(2) = xQ(0) 4 W2xQ(2) + W^XQd) 4 W2x0(3^]
= x0(0)
- jxQ(l) - xQ(2) 4 jx0(3) = St(l)(4)
x2(3)
= xQ(2) 4 W2xQ(2) + W3[x0(l) 4 W2x0(3)]
= xQ(2) 4 jxQ(l) - xQ(l) - jxQ(3) = St(3)(4).
The same results are obtained as previously given in
equation (10) .
Now that the tree graph concept has been presented
it will have to be verified. This can be done by proving
that the result of the tree graph calculations is equal to
the result of the DFT in equation (11).
Referring to Figures 4 and 5, a general equation for
a single S. (n) value with W powers in binary numbers is
/xe / ^ /-.v
w(Lm Lm-1 L2 Ll) .
(N)St(n) = x0(0) ? W x0(l)
+
w(Lm-l
.-. L2 Ll 0)Xq(2)
+
w(Lm Lm-1 L2 Ll)+(Lm-l L2 Ll 0)x /-x
+ ....
W(L1 0 0
.. 0)+(L2 Ll 0 0)4...
4(Lm-l L2L1 0)Xq(n.2)
+






Using equation (19), S^.(n) will be determined for n
equal to 0 and k using corresponding sample values.
Starting with the 0 sample value and realizing that n of
S^.(n) is also zero, we then have that
(N)St(0) = xQ(0) 4 Wx0(l) 4 Wx0(2) + Wx0(3) 4 ...
4 Wx0(N-2) 4 Wx0(N-l).
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This equation is equivalent to equation (12) since W is
equal to 1.




Ll = n with sample number = Ll L2
*'
Lm. This makes the
equation for S+(k) the same as equation (19).
Since k is a binary number, it may be represented in
the base ten as
(Ll)x2




or in binary notation (Lm Lm-1
* *
'. L2 Ll 0).
This indicates that if a binary number is multiplied by 2
then the bits of that binary number are each shifted to the
left one position and a (0) bit is then placed in the 2
position. Since k is equal to (Lm Lm-1
* *
L2 Ll), then
2k is equal to (Lm-1 L2 Ll 0). Then N can be represented
by a number with the bit position at the left equal to 1 with
all other bit positions zero. Therefore everytirae the
Nth
bit position is 1, the number is greater than or equal to
N which exceeds one period. Since W is periodic it follows
that when the W power N bit position is one nothing will
be changed if this bit is eliminated. An example can best
illustrate this principle. Let N = 16 and pick a binary
number that might represent k such as (1010) which is a
decimal number of 10. The result we get when multiplying
this number by 2 is a decimal number of 20 which is ( 10100)
in binary representation. It can be seen that the binary
number obtained is simply the old binary number shifted to
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the left by one bit position. If the bit farthest to the
left was now eliminated giving a binary number of (0100)
and a decimal number of 4, the W power represented by this
number would be unchanged. That is, W = W when N = 16.
From the principles presented previously we see that
multiples of k as W powers can be represented in general


















With different multiples of k defined as W powers,
equation (19) will become
(N)St(k) = xQ(0) 4 Wkx0(l) 4 W2kx0(2)
4 Wk+2kXQ(3) 4 ...
+ wk(%4%4...4442)Xo(N_2)
+ wk(^24V---44424l)Xo(N_i)
which can further be reduced to
(N)St(k) = xQ(0) 4 Wkx0(l) 4 W2kxQ(2) 4 W3kxQ(3) + "
4 W(N-2)kx0(N-2) 4W(N-1)kx0(N-l).
This equation is equivalent to equation (13) for the k
sample. Therefore since k is general, it follows that
(N)St(n) = S(n) where n=l, 2,3, ,N-1.
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In the previous example of N = 4, it took 16 operations
to calculate the forward FFT using the tree graph method.
The generalized form for the total number of operations
can be represented by
T+
= 2mN where m is the power of 2 in N.
This equation is generally expressed as
Tt
= 2N log(2)N (20)
with an equal number of additions as there ^re complex
multiplications .
Equation (21) can be compared to equations (17) and
(16) representing the total number of calculations for the
DFT in section A and for the FFT in section B respectively.











4 16 11 21
8 48 53 105
16 128 233 465
32 320 977 1,953
64 768 4,001 8,001
128 1.792 16,193 32,385
256 4,096 65,153 130,305
512 9,226 261,377 522,753
1,024 20,480 1,047,041 2,094,081
Table 1> Comparison of the total number of
operations used in calculating the FFT and DFT.
From Table 1 the FFT developed in section B has about
half as many operations as the DFT in section A using
equation (11). The FFT method employing the tree graph
technique also reduces the number of operations compared
to the DFT in equation (11). In addition, for 1024
samples, the tree graph technique provides over 100 times
fewer operations than the DFT method presented in section
A.
Now, by considering points already mentioned in section
B, the complex multiplications used ,in equation (20) can
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still be reduced further. The number of complex multi
plications can be reduced by 2N-2 since they are not used
0 W
with calculations involving W and W 2. Also when the
symmetry is taken into consideration the complex multi




- 2N 4 2.
By; using this equation a sample size of 1024 will result
in 13,314 operations which is about 155 timtjs smaller than
the DFT method as presented in section A. It should be
noted that all of the methods discussed so far do not
include the calculations for determining the W values. The
same number of operations would be added to each method and
will be discussed further in the Computer Program section.
-36-
COMPUTER PROGRAM
The development of the computer program for the FFT




number of equally spaced samples within the allowable
memory limits of the computer. For a sample size of 1024
samples this program uses about 8100 words.
4
If a sample
size is greater than 1024, the number of words will increase
by a factor of 7. Both the forward and reverse transforms
may be obtained. This chapter contains a program discussion,
a variable description, an input format description, and
output description. Flow charts, program listing, and a
sample program printout, including a plot of the output and
input data, appear in Appendicies A, B, and C respectively.
A. Program Discussion
First the number of samples, N = 2 , must be determined
in such a way that they span the time function or the
frequency function of interest. If a periodic function is
involved, N must exactly span one complete period and the
transform obtained will be repeated throughout the time or
frequency range of interest. If the function is aperiodic
but finite, N will span the complete range of the function
treating it as one period. The result obtained in this case
-37-
would not be repeated. A continuous aperiodic function
that extends from - to * may be approximated by letting
N samples span the major part of the function as illustrated
by Figure 7. Note that the function should converge to the
x axis, as in Figure 7, in order to get a good approximation,
since the FFT is periodic.
- CO
N-Tai
Figure 7 Aperiodic time function.
Z
An idea as to how many samples to use over a period (T)
may be determined by trial and error. An example of this
is shown by Table 2 where frequency power spectrum
amplitudes are compared. These amplitudes were determined
using different numbers of sample points representing a
rectangular wave time input function. It can be calculated
from Table 2 that the greatest percentage difference
between N = 32 samples and N = 1024 samples for corresponding
frequency power spectrum amplitude values is about 3.6
-38-
NORMALIZED POWER SPECTRUM AMPLITUDES
* N = 32 N = 64 N = 128 N = 256 N
-
512 N = 1024
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 .9619 .9607 .9604 .9603 .9603 --9603
2 .8524
.8483 .8473 .8470 .8469 .8469
3 .6857 .6782 .6764 .6759 .6758 .6758
4 .4828 4736
.4713 .4707 .4706 .4705
5 .2692 .2611 .2591 .2586 .2585 .2585
6 .0702 .0672
.0665 .0663 .0663 .0662
7 .0915 .0862 .0849 .0846 .0845 .0845
8 .2000 .1848 .1812 .1804 .1801 .1801
9 .2476 .2238 .2184 .2170 .2167 .2166
10 .2359 .2081 .2018 .2003 .1999 .1998
n .1753 .1504 .1449 .1436 .1*03 .1432
12 .0828 .0689 .0659 .0652 .0650 .0650
13 .0205 .0165 .0156 .0154 .0154 .0154
* Sample
starting with
frequencies corresponding to sample times
the frequency corresponding to time 0.
Table 2> Comparison of different power spectrum amplitudes
determined from rectangular wave input time functions
represented by a different number of samples
signified by N.
Notesi
1. Only the first half of the main lobe and the first
secondary lobe are considered for each N.
2. The percentage of the top of the rectangular wave input
was kept the same for each N.
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percent. This is an indication that the sample size does
not have to be large in order to represent the frequency
power spectrum amplitudes for input functions similar to
a rectangular wave. It would seem for time functions
varying greatly over a period (T) that many more samples
would have to be used. Again this can be done by trial and
error until the difference in corresponding power spectrum
amplitude lobes is within some allowable tolerance.
After selecting N, the input samples can be brought
into the computer by the use of a variable array explained
in Subroutine Input. Other quantities needed are the power
of two in N, which has previously been referred to as m,
and the control constants used in the selection of the type
of transform to be done.
Next the W values, as previously mentioned in the
theory, are calculated in reverse binary order, the order
in which they are used in calculating the FFT. The equation
for the W values is
w , wP
* 2/r^N 2rrKi 4 2rfP/W value = W = e = cos 7N I j sin n
where the P value is the integer power of W. By representing
the W powers in reverse binary notation from the consecutive
binary sample numbers, the W values will also be in reverse
binary order. Figure 8 represents N sample binary numbers
and their decimal equivalents numbered consecutively. This
matrix of binary numbers establishes a pattern of l's and
-40-
SAMPLE NO.
I 2 . . . m-1 m
0 0 o 0 0
1 0 0 0 1
2 0 0 . 1 0
3 0 0 . . 1 1
%-i 0 0 . 1
P
1











o . . .















Figure 8 Binary Representation of N Numbers.
Note Vertical dotted lines under binary columns
represent continuation of l's or 0's.
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O's in each column. Starting with column m, the 1's and
O's alternate between each row; the (m-l) column alternates
l's and O's in groups of two rows; the (m-2) column has
l's and O's alternating in groups of four rows; finally
the first column alternates just once with two groups of
v in each group. Note that each column always starts
with a 0.
The rows of this matrix represent the % powers in
consecutive binary order. To put these powers in reverse
binary order the bits in each row are reversed, which also
reverses the pattern of l's and O's. It is this pattern
which makes possible the conversion of these reverse binary
numbers to decimal numbers for their easier use in the
computer program. These decimal numbers are determined by
finding the sum of decimal equivalent numbers, corresponding
to the different binary bit positions, wherever there is a
binary one bit in each row. The W powers are calculated
using a single subscripted integer variable. The W values
can now be calculated using a double subscripted real
variable array to store its real and imaginary parts. It
should be noted that the sign of the imaginary part in
each W value is changed when the inverse FFT is being
calculated.
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With the W values determined either the forward or
inverse FFT can be computed, the choice depending on the
value of a control constant by subroutine FAST. Since
the FFT contains real and imaginary parts through various
stages of its calculation, a double subscripted real
variable array is used. Following the pattern shown in
Figure 4, the FFT is calculated, column by column, starting
with column 1 and ending at column m. The N values
calculated in the previous column are used in determining
N values of the current column.
Each column of values calculated has three main control
constants. One control constant picks out the groups of
calculations using the same W values and decreases by a
factor of 2 for each additional column. Another control
constant is used to signify the completion of calculations
in each group when indexes and control constants are reset
for the next group. Finally there is a control constant
to determine the type of calculation being done for each
column group of values. Three types of calculations are
done according to the group number in each column. Group
one involves the multiplication of 2 real numbers for each
value; group two involves the multiplication of a real
number and a complex number for each value; all following
groups involve the multiplication of two complex numbers
for each value. The forward FFT uses all three types of
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calculations while the reverse FFT only uses the last two
types of calculations.
Groups are paired consecutively throughout a column.
2
For a group pair every value in one group is a counterpart
of the corresponding value in the other group. Correspond
ing values of each group pair can be shown as followsi




The number of values in each group can go from ^2 in column
1 to 1 for column m. Using this grouping, N values can be
calculated using a loop of '2 in each column. Besides the
loop index there is a group pair index that increases by
one every time a new group pair is entered within a column.
This index is used to attain the correct W value for calcu
lations made in any group. After all the calculations are
made in a column this index is set back to 1. All values
in a column are calculated in the same above manner. The
FFT, after the final row of calculations, will be in reverse
binary order just as the W powers.
2*The counterpart of (A4B) is (A-B).
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After the transformed values have been calculated,
they are put back into standard binary order as shown in
Figure 8. This can be done using a dummy real double
subscripted variable array and the W powers. First the
dummy variable array is set equal to the values of the
array containing the transformed values. The dummy variable
is used so that none of the transformed values are lost
when these values are rearranged. As the W .powers are
in reverse binary order and the actual values represent the
standard binary numbers, they can be used to determine the
correct order of the transformed values. Note that these
W powers start at 0 and the transformed values start at 1
resulting in 1 being added to each W power value.
At this point in the computer program the data can be
brought out. This can be done by listing the data on a line
printer or a plot can be obtained by using standard plot
subroutines. It should be noted that the first half of
the output data represents the "positive
frequency"
or
positive time while the "negative
frequency"
or negative
time series is represented by the second half of the output
data. This is because the Fourier function was interpreted
as being periodic with the origin in the center of symmetry.
(See forward FFT plots in appendix C.)
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B. Variable Description
The computer program is divided into a main program
and two subroutines. Data is brought into the program by
subroutine INPUT and either the inverse or the forward FFT
is done by subroutine FAST. The major variables in the
main program and each subroutine will be listed and defined
below. Since it
is"
particularly important for the operation
of the computer program, the input data format will be
explained in detail.
1. Main Program - The purpose of the main program
is to call subroutine INPUT, call subroutine
FAST, and print output data.
a. A(l,I) or A(2,I) - Variable used to store
sample input data and transformed output
data. Refer to Subroutine Input for format.
b. INV - Control constant that switches program.
When INV 4- 1, the forward FFT will be
calculated. When INV = 1, the inverse
FFT will be calculated.
c. INV1 - Control constant that switches the
program. When INV1 = 1, the inverse FFT is
calculated after the forward FFT has already
been calculated.
d. KK - Determines how many problems are to be
solved in one computer run.
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2. Subroutine Fast - This subroutine calculates the
FFT.
a. N - The number of data samples.
b. NB - The number of bits in N which has been
referred to as m.
c. INV - See Main Program.
d. X(1,I) orX(2,l) - Program array that carries
the input data into the subroutine and trans
fers the calculated transformed values out
of the subroutine.
e. I, K, II, 14, KK - Indexing variables.
f. IP(I) - Decimal representation of binary
bit positions used in calculating W powers.
g. IW(I) - W powers in reverse bit binary order.
h. W(I,K) - Values of W in reverse bit binary
order.
i. TWPI - 2 tt.
j. Kl, 13, 12 - Control constants.
k. Wl, W2, W3, W4, xl, x2, x3, x4, x5, x6,
A, B, Y(l, I) or Y(2,I) - Dummy variables.
1. Note that the first subscript of the double
subscripted variables, W( , ) and x( , ) ,
indicates whether the actual value part,
indicated by the second subscript, is real
or imaginary. The first subscript when
equal to 1 indicates real and when equal to
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2 indicates imaginary.
3. Subroutine Input - This subroutine reads in or
calculates all data to operate the program.
a. A(1,I) or A(2,I) - Input data array. It is
used in calculating the FFT. All points in
this array are initially set to 0. Non-zero
values can then be read in or calculated.
b. NSK - Switching constant. 0n.Ly when this
constant is equal to 1 can the non-zero data
be calculated for A(l,I) or A(2,I).
c. Nl, N2 - Limit constants of non-zero data in
A(1,I) or A(2,I). Nl ,is the lower limit and
N2 is the upper limit.
d. N - Refer to Subroutine Fast.
e. WB - Refer to Subroutine Fast.
f. INV - Refer to Main Program.
4. Input Format Description - In order to make the
computer program operate 6 integer values and 1
double subscripted array must be determined.
The integer values are Nl, N2, N, NB, NSK and
INV and they are read in using a format of 615.
This might appear as shown on the example card
in Figure 9.
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s lo IS ZO 15 30(CfiR0 Posstioms
/ d. 32 32 So ~l'
(Nl) (NZ) (N) (NB) (MK) (TNV)
Figure 9 Sample input card for sample numbers using
615 format.
The double subscripted array is A(l,I) or A(2,I) and
the values of this array can be read using a format of
8F10.4 per card. A sample data card might appear as
shown in Figure 10.
1 1Q Zo 7 ffo
%m*-.*y sample
The decimal point does not need to be in this
position for F format.
Figure 10 Sample input card for FFT samples using
8F10.4 format.
The format shown above is used for each additional card.
If the forward FFT is being calculated then only A(l,I)
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values must be determined. But if the inverse FFT is
being calculated, then both A(l,l) and A(2,I) values
must be determined.
5. Output Description - Data output will either
represent the forward FFT or the inverse FFT.
Output data will be stored in a double subscripted
variable A(1,I) or A(2,l) or both depending on
whether or not the inverse or forward FFT is
being used. The forward FFT will store the real
numbers in A(l,I) and the imaginary numbers in
A(2,I) while the reverse FFT will store only
real numbers in A(1,I). All data printed out




The FFT has been shown to be an efficient method for
calculating the Fourier Transform because it decreases
the number of calculations from [(N-l) 4 N(N-l)J to
[72 log(2) N - 2N42J . For a sample size of 1024 this
would mean about 155 times fewer calculations. With this
sample size the FFT will take about 9 seconds of actual
calculation time on the XDS Sigma 6 computer using the
computer program as developed in this paper. With the
input, output, and overhead time added this same program
should not take over 1.5 minutes to run.
Some idea for the accuracy of the inverse FFT using
128 points can be determined from appendix A. The
inverse FFT was taken of the forward FFT, determined from
a rectangular wave input, and was accurate to five signifi
cant figures when compared to this input; using a sample
size of 128. Determining the accuracy of the FFT is not
as simple, but a fairly good estimate can be found. A
sample size can be selected, using a trial and error
method. The corresponding lobes of the power spectrum
amplitude values, determined from different sample
sizes, are checked for a certain allowable tolerance.
This was done with a rectangular wave input time function.
It was found that for a small sample size a fairly good
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representation of the frequency power spectrum could be
obtained. The corresponding lobes of the frequency power
spectrum amplitude values for a 32 point sample size
compared to a 1024 point sample size were within 3.6
percent. It would seem that other frequency power
spectrums similar to that determined from a rectangular
wave could also be obtained with reasonable accuracy using
a small sample size. On the other hand, a iarge number of
samples might be used for a widely varying input time
function with a lot of peaks to achieve the same accuracy.
When using the computer program as developed previously,
there are two limitations. The program has to use a sample
size that is 2m, with m an integer. The other limitation
is the size of core >used by the program. Sample sizes up
to 1024 can be used by this program which consists of about
8100 words. The program variables make up about 1000 words
while the arrays make up the difference. For sample sizes
greater than 1024, all the dimension statements with this
number would have to be changed. The total core would
consist of 1000 words plus 7 times the sample size being
used in the program.
The Fast Fourier Transform may be applied to many
things. Some of those which have been shown to be most
successful are convolution, correlation, power spectrum
analysis, digital speech analysis and many others. The
-52-
scientific analyst now has open to him all those
frequency-
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,'FAST FOURIER TRANSFORM S(W) OF X(T)'//4X,
REAL'
IMAGINARY')
15 FORMAT (8E10. 4)
16
FORMAT('l'

























SUBROUTINE FAST(X, INV, NB, N)
DIMENSION X(2,1024),Y(2,1024),W(2,512),IP(32),IW(1024)
W=EXP(IWPI*INV/N) (WEIGHTING FUNCTION) X(2,N) IS THE INPUT
DATA ARRAY CONTAINING N REAL NUMBERS (X(l,N)) FOR THE
FORWARD TRANSFORM OF SOME TIME FUNCTION X(T) OR N COMPLEX
NUMBERS FOR THE INVERSE TRANSFORM (X( 1 ,N)*REAL,X( 2, N) =
IMAGINARY) OF SOME FREQUENCY FUNCTION X(F).
INV=1 FOR THE INVERSE TRANSFORM AND (-1) FOR THE FORWARD
TRANSFORM
(NB) IS THE NUMBER OF BINARY BITS CONTAINED IN N .
(N) IS THE NUMBER OF DATA POINTS TO BE TRANSFORMED AND
HAS TO BE A POWER OF TWO. .
THIS PROGRAM IS BASED ON AN ARTICLE "THE FAST FOURIER
TRANSFORM"
BY E.O.BRIGHAM, R.E.MORROW, PRESENTED IN THE
IEEE SPECTRUM H/1967.
TWPI=6.283185
CALCULATE POWERS OF W'S IN REVERSE BINARY BIT ORDER
DO 1 1=1, NB
IP(I)=2**(I-1)
1 CONTINUE


















CALCULATE VALUES OF W IN REVERSE BIT ORDER
K=0












CALCULATE FORWARD TRANSFORM OF N POINTS. TRANSFORMED
VALUES ARE CONTAINED IN X( 1,1) (REAL PART) AND X(2,I)



















































CALCULATE INVERSE TRANSFORM OF N POINTS. TRANSFORM VALUES
WILL BE IN X(1,I) AND WILL BE REAL WHERE 1=1 TO N



































REARRANGE TRANSFORMED VALUES TO STANDARD BINARY ORDER




















RECTANGULAR WAVE TIME FUNCTION DATA





























































































































RECTANGULAR WAVE V FORWARD FAST FOURIER TRANSFORM DATA
PASTT FOURIER TRANSFORM S(W) OF X(T), N = 128 points
REAL IMAGINARY
48 .0000 .0000 REAL cont. IMAGINARY cont
-47 .2995 -1 .1611 1.5730 3 3259
45 .2355 2 .2223 -1.6967 -3- 8278
-41 .9177 -3 .0921 16569 4. 0000 i
37 .5212 3 .6955 -1.4765 -3< 8278
-32 .2749 -3 .9807 1.1900 3. 3259
26 .4476 3 .9232 8383 -2< 5376
-20 .3305 -3 .5277 .4643 1. 5307
14 .2195 2 .8284 -.1085 m i 3921
-8 .3969 -1 .8856 -.1955 -> 7804
3 .1154 .7804 .4234 1. 8856
1 .4168 3921 -.5626 -2 .8284
-5 .0462 -1 5307 .6121 3 .5277
7 6813 2 .5376 -.5819 -3 .9232
-9 2952 -3 .3259 .4910 3 .9808
9 .9231 3 .8278 -.3640 -3 .6955
-9 .6569 -4 0000 .2281 3 .0921
8 .6353 3 .8278 -.1091 -2 .2223
-7 .0320 -3 3259 .0285 1 .1612
5 .0413 2 .5376 .0000 .0000
-2 .8638 -1 .5307 .0285 -1 .1611
.6921 .3921 -.1092 2 .2223
1 .3019 .7804 .2281 -3 .0920
-2 .9777 -1 .8856 -.3640 3 .6955
4 .2330 2 .8284 .4910 -3 -9807
-5 .0089 -3 .5277 -.5819 3 .9231
5 .2897 3 .9231 .6121 -3 -5277
-5 .1008 -3 .9807 -.5626 2 .8284
4 '5030 3 .6955 .4234 -1 .8856
-3 .5845 -3 .0920 -.1955 .7804
2 .4519 2- 2223 -.1085 .3921
-1 .2196 -1 1611 .4643 -1 .5307
.0000 0000 -.8383 2 .5376
1.1055 1 1611 1.1900 -3 .3259
-2' 0142 -2< 2223 -1.4765 3 .8278
2'.6672 3. 0921 1.6569 -4 .0000
-3< 0328 -3, 6955 -1-6967 3 .8278
3< 1066 3. 9807 1.5730 -3 .3259
-2- 9096 -3. 9232 -1.2773 2 .5376
2 4845 3. 5277 .8182 -1 .5307
-1 8899 -2. 8284 -.2221 .3921
1 1940 1< 8856 -.4677 .7804
mm 9 4677 m i 7804 1.1940 -1 .8856
mm 1 2221 m | 3921 -1.8899 2 .8284
8182 1. 5307 2.4845 -3 .5277
-1 2773 -2. 5376 -2.9096 3 .9231
Results continued on next page.
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FAST FOURIER TRANSFORM OF A RECTANGULAR WAVE INPUT



































w in rad./unit time
256TTA












STEP TIME FUNCTION DATA
FUNCTION INPUT X(T), N = 128 points




























.0000 .0000 ic-OOCC 4*0000
.0000 oooo 4*0000 4.0000
.0000 .0000 4.0000
4*0000
























4 .0000 4 oooo 4.0000 4.0000
4 .0000 4 .0000 4.0000 4.0000
4'.0000 4 .0000 4.0000 4.0000
4<.0000 4 .0000 4*0000 4.0000
4<.0000 4 .0000 4*0000 4.0000
4' 0000 4 .0000 4*0000 4.0000
4'.0000 4 .0000 4*0000 4.0000
4' 0000 4 .0000
4< 0000 4 .0000
4- 0000 4 .0000
4- 4 .0000
80-
STEP - FAST FOURIER TRANSFORM DATA








-4 .0001 54 2267 -4 OOOO 2. 0134
.0000 .0000 OOOO oooo
-4 OOOO 32 .4311 -4< OOOO 1. 7731
OOOO .0000 OOOO oooo
-4 .0001 23 .0526 -4<.0000 i. 5430
.0000 .0000 .0000
oooo
-4 .0000 17 .8128 -4 .0000 ll 3214
.0000 .0000 .0000 oooo




-4 .0000 12 .1082 -4 .0000
mj
.0000 .0000 .0000 OOOO
-4 .0001 10 .3696 -4'.0000 6941
.0000 OOOO .0000 OOOO
-4 .0000 9 .0239 -4 .0000 4933
.0000 .0000 .0000 OOOO
-4 .0000 7 .9466 -4 .0000 2950
.0000 .0000 .0000 OOOO
-4 .0000 7 .0610 -4 .0000 0982
.0000 .0000 .0000 o'ooo
-4 .0000 6 .3167 -4 .0000 m i 0982
.0000 oooo .0000 OOOO
-4 .0000 5 .6796 -4 -
i 2950
.0000 .0000 .0000 OOOO
-4 .0000 5 .1255 -4 .0000 M J 4933
.0000 .0000 .0000 .0000
-4 .0000 4 6371 -4 -oooo m 6941
.0000 .0000 .0000 OOOO
-4 .0000 4 2013 -4 .0000
%U | 8982
.0000 .0000 .0000 OOOO
-4 .0000 3 .8083 -4 .0000 -1, 1070
.0000 .0000 .0000 .0000
-#<.0000 3.4504 -4 .0000 -1 .3214
.0000 OOOO .0000 .0000
-4< oooo 3. 1216 -4 .0000 -i .5430
oooo OOOO .0000 .0000
-4< oooo 2. 8171 -4 .0000 -1 7731
oooo OOOO .0000 .0000
-4< oooo 2. 5330 -4 .0000 -2 0134
oooo OOOO .0000 .0000
-4 ' oooo 2. 2660 Il .0000 -2 .2660
oooo OOOO .0000 ."OOOO
cont.














































FAST FOURIER TRANSFORM OF A STEP INPUT









































64rr/T 128TT/T 192tt/T 256tt/T
FREQUENCY(w)
w in rad./unit time
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SAWTOOTH TIME FUNCTION DATA
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SAWTOOTH - FAST FOURIER TRANSFORM DATA
FAST FOURIER TRANSFORM S(W) OF X(T), N = 128 points
REAL IMAGINARY
12 8.0000 . OCOG
-50.5900 -3 2. 76 00
-2.0320 4 1. 3600
-3.f 340
-*' 7. 5 4 DC
-2.C320 20.5300
-,069 -16.4 7 00
-2.0320 13.70 00




1 . 5860 -7. 34 20
-2.0320 6. 6980
1 .7090 -6. 1500
-2.0320 5.6780









-2.0320 3 . 04 1 0




































-2.0320 . 50 8 9
1 .5930 -- 4S62
~
~> n ? 7r . 4041
1 .9990 -- 3525
-0.0 320 . 3014





















-2.0320 -.7 2 70
1.9550 .7837
-2.0 320 -. 94 15
1 .5940 .9005
-2.0320 -.95C5
1 . Q920 1.0230
-2.0320
- 1.03 60













1.9 810 1 .
.












-2. 0 3 20 -2.47G0
1.9^30 2. 5030
-? .0320 -2.7390


















.9455 1 1. 7100
-2.0320 -13. 75 00
-.0870 1 6. 4700
-2.0320 -2 0.5 300
-3.8340 27.5400
-2.0322 -41. 3500
-5 ".5 30 0 82.75 00
-86-
FAST FOURIER TRANSFORM OF A SAWTOOTH INPUT













CONSTANT TIME FUNCTION DATA























































































































PAST FOURIER TRANSFORM DATA
FOURIER TRANSFORM S(W) OF X(T|_, N
= 128 point s
AL IMAGINARY
' OOOO 0000 REAL IMAGINARY
.OOOO OOOO cont. cont.
OOOO OOOO oooo oooo
.OOOO OOOO oooo < oooo
.OOOO OOOO . oooo oooo
.OOOO OOOO oooo oooo
.OOOO OOOO . oooo oooo
.OOOO OOOO . oooo oooo
.OOOO OOOO . oooo oooo
.0000 OOOO oooo oooo
.0000 OOOO oooo oooo
.0000 OOOO oooo oooo
.0000 OOOO . oooo oooo
.0000 .0000 oooo oooo
.0000 oooo .0000 .oooo
.0000 .0000 .0000 .0000
.0000 oooo .0000 .0000
.0000 .0000 .0000 .0000
.0000 .0000 .0000 .0000
.0000 .0000 .0000 .0000
.0000 -oooo .0000 .0000
.0000 .0000 .0000 -oooo
.0000 .0000 .0000 .0000
.0000 .0000 .0000 .0000
.0000 oooo .0000 .0000
.0000 .0000 .0000 .0000
.0000 oooo .0000 .0000
.0000 oooo .0000 .0000
.0000 .0000 .0000 .0000
.0000 oooo .0000 .0000
.0000 .0000 .0000 .0000
.0000 oooo .0000 .0000
.0000 oooo .0000 .0000
oooo oooo .0000 .0000
.0000 .0000 .0000 .0000
oooo oooo .0000 .0000
.0000 .0000 .0000 .0000
oooo oooo .0000 .0000
oooo .0000 .0000 .0000
oooo oooo .0000 .0000
oooo .0000 .0000 .0000
oooo oooo .0000 .0000
oooo oooo .0000 oooo
oooo oooo . ... .0000_ fiooo
















































FAST FOURIER TRANSFORM OF A CONSTANT INPUT
















































64 tt/T 128 77/T 1 92 77/T
FREQUENCY (w)
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