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Abstract
We study penalized maximum-likelihood estimation methods for nonparametric density estimation and propose their
use in training acoustic models for speech recognition. Several algorithms for the numerical solution of the optimization
problems that we encounter are proposed and analyzed. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper we are concerned with nonparametric density estimation of high-dimensional data.
Our work is driven by its potential application to train speech data where traditionally only parametric
methods have been used. Parametric models typically lead to large-scale optimization problems
associated with a desire to maximize the likelihood of the data. In particular, mixture models of
Gaussians are used for training acoustic vectors for speech recognition and the parameters of the
model are obtained using K-means clustering and the EM algorithm, see [27]. Here we consider the
possibility of maximizing the penalized likelihood of the data as a means to identify nonparametric
density estimators, [20]. We develop various mathematical properties of this point of view, propose
several algorithms for the numerical solution of the optimization problems we encounter and we
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report on some of our computational experience with these methods. In this regard, we integrate
within our framework a technique that is central in many aspects of the statistical analysis of acoustic
data, namely, the Baum{Welch algorithm which is especially important for the training of Hidden
Markov Models, [27].
Let us recall the mechanism in which density estimation of high-dimensional data arises in speech
recognition. In this context, a principal task is to convert acoustic waveforms into text. The rst step
in the process is to isolate important features of the waveform over small time intervals (typically
25 ms). These features, represented by a vector x 2 Rd (where d usually is 39 2 ) are then identied
with context dependent sounds, for example, phonemes such as \AA", \AE", \K", \H". Strings of
such basic sounds are then converted into words using a dictionary of acoustic representations of
words. For example, the phonetic spelling of the word \cat" is \K AE T". In an ideal situation the
feature vectors generated by the speech waveform would be converted into a string of phonemes \K
... K AE ... AE T ... T" from which we can recognize the word \cat" (unfortunately, a phoneme
string seldom matches the acoustic spelling exactly).
One of the important problems associated with this process is to identify a phoneme label for an
individual acoustic vector x. Training data is provided for the purpose of classifying a given acoustic
vector. A standard approach for classication in speech recognition is to generate initial \prototypes"
by K-means clustering and then rene them by using the EM algorithm based on mixture models
of Gaussian densities cf. [27]. Moreover, in the decoding stage of speech recognition (evaluation of
Hidden Markov Models) the output probability density functions are most commonly assumed to be
a mixture of Gaussian density functions, cf. [6,21,29].
In this paper we adopt the commonly used approach to classication and think of the acoustic
vectors for a given sound as a random variable, whose density is estimated from the data. When the
densities are found for all the basic sounds (this is the training stage) an acoustic vector is assigned
the phoneme label corresponding to the highest scoring likelihood (probability). This information is
the basis of the decoding of acoustic vectors into text.
Since in speech recognition x is typically a high-dimensional vector and each basic sound has only
several thousand data vectors to model it the training data is relatively sparse. Recent work on the
classication of acoustic vectors [4,5] demonstrates that mixture models with nonGaussian mixture
components are useful for parametric density estimation of speech data. In this paper we shall ex-
plore the use of nonparametric techniques. A wealth of publications exists on this subject, of which
[23,24,49{51,57] are but a few examples. Specically we will use the penalized maximum-likelihood
approach introduced by Good and Gaskin [20]. We shall combine the penalized maximum-likelihood
approach with the use of the Baum{Welch algorithm [6,7] often used in speech recognition for train-
ing Hidden Markov models (This algorithm is a special case of the celebrated EM algorithm [15]).
We begin by recalling that one of the most widely used nonparametric density estimators has the
form
fn(x) =
1
nhd
X
i2Zn
k

x− xi
h

; x 2 Rd; (1.1)
where Zn = f1; : : : ; ng; k is some specied function and fxi: i 2 Zng is a set of observations in Rd
of some unknown random variable, cf. [12,38,40]. It is well known that this estimator converges
2 The value 39 is of no particular signicance. Systems of dimensions 40 and 60 also exist.
C.A. Micchelli, P. Olsen / Journal of Computational and Applied Mathematics 119 (2000) 301{331 303
almost surely to the underlying probability density function (pdf ) provided that the kernel k is
strictly positive on Rd;
R
Rd k(x) dx= 1; h! 0; nhd !1 and n!1. The problem of how best to
choose n and h for a xed kernel k for the estimator (1.1) has been thoroughly discussed in the
literature, cf. [16,50].
In this paper, we are lead, by the notion of penalized maximum-likelihood estimation (PMLE),
to density estimators of the form
f(x) =
X
i2Zn
cik(x; xi); x 2 Rd; (1.2)
where k(x; y), x; y 2 Rd is the reproducing kernel in some Hilbert space H , cf. [45]. In the methods
we consider, the coecients in (1.2) are chosen to maximize the homogeneous polynomial
(Kc) :=
Y
i2Zn
0
@X
j2Zn
Kijcj
1
A ; c = (c1; : : : ; cn)T; (1.3)
over the simplex
Sn = fc: c 2 Rn+; eTc = 1g; (1.4)
where e = (1; : : : ; 1)T 2 Rn,
Rn+ = fc: c = (c1; : : : ; cn)T; ci>0; i 2 Zng; (1.5)
the positive orthant and K is the matrix
K = fKijgi; j2Zn = fk(xi ; xj)gi; j2Zn : (1.6)
We accomplish this numerically by the use of the Baum{Welch algorithm, cf. [6,7]. A polynomial
in the factored form (1.3) appears in the method of deleted interpolation which occurs in language
modeling [2]. In the context of geometric modeling they have been called lineal polynomials [13,33].
A comparison of the Baum{Welch algorithm to the degree raising algorithm [34] which can also
be used to nd the maximum of a homogeneous polynomial over a simplex will be made. We also
elaborate upon the connection of these ideas to the problem of the diagonal similarity of a symmetric
nonsingular matrix with nonnegative elements to a doubly stochastic matrix [30,52]. This problem
has attracted active interest in the literature [1,9,11,14,17{19,25,28,31,32,37,39,41{44,46{48,52,53]
and has diverse applications in economics, operations research and statistics.
Several of the algorithms proposed here were tested numerically. We describe their performance
both on actual speech data and data generated from various standard probability density functions.
However, we restrict our numerical experiments to scalar data and will describe elsewhere statistics
on word error rate on the Wall Street Journal speech data base, as used in [4].
2. Penalized maximum-likelihood estimation
Let x1; : : : ; xn be independent observations in Rd from some unknown random variable with prob-
ability density function (pdf) f. The likelihood function of the data
L(f) =
Y
i2Zn
f(xi) (2.1)
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is used to assess the value of a specic choice for f. In a parametric statistical context a functional
form of f is assumed. Thus, we suppose that f = f(; a) where a is an unknown parameter vector
that determines f. For example, f may be a mixture model of Gaussian pdf ’s with unknown means,
covariances and mixture weights:
f(x; a) = f(x; p; ; ) =
mX
j=1
pjN (x; j; j):
The parametric maximum-likelihood estimator (MLE) point of view tries to maximize the likelihood
function over a. With no restriction on  the likelihood is unbounded. Additional restrictions are
therefore needed. A restriction frequently used is the requirement that jii be bounded from below
by i > 0, for i=1; : : : ; d, j=1; : : : ; m. Such a data-dependent choice of a is then used to specify the
density f. If no information on f is known (or assumed) then it is clear that the likelihood function
can be made arbitrarily large with a pdf that is concentrated solely at the data points xi, i 2 Zn.
When such density functions are used for classication algorithms the phenomenon of over training
results. Thus only actual training data can be classied and no others! To remedy this problem it
has been suggested that one penalizes the likelihood function for oscillations in its derivatives [20].
It is this point of view which we study here for the purpose of classication of acoustic vectors in
speech recognition.
Let us recall the setup for penalized likelihood estimation. We let H be a Hilbert space of
real-valued functions on Rd for which point evaluations is a continuous linear functional. In other
words, H is a reproducing kernel Hilbert space, cf. [45]. Therefore there exists a real-valued function
k(x; y); x; y 2 Rd such that for every x 2 Rd the function k(x; ) is in H and for every f in H we
have
f(x) = hk(x; ); fi; (2.2)
where h; i represents the inner product on H . Recall that for any x1; : : : ; xn in Rd the matrix
K = fk(xi ; xj)gi; j2Zn (2.3)
is symmetric and positive semi-denite. Moreover, when the point evaluation functionals at the data
x1; : : : ; xn are linearly independent this matrix is positive denite.
Corresponding to this Hilbert space H and data x1; : : : ; xn the penalized likelihood function is
dened to be
P(f) =
 Y
i2Zn
f(xi)
!
e−(1=2)kfk
2
; (2.4)
where k  k is the norm on H . Methods to maximize this function over H for specic Hilbert spaces
have been given in [20,54,55]. For example the PMLE for scalar data relative to a Sobolev norm
has been obtained in [54,55].
Since our motivation in this paper comes from speech recognition, the value of n is typically 5000
and the dimension d is 39. Moreover, density estimators are needed for as many as 4000 groups
of vectors cf. [4,27]. Although the ideas from [35,36] should be helpful to solve the large-scale
optimization problem of maximizing P over all pdf’s in a suitably chosen Hilbert space this seems
to be a computationally expensive task. Thus our strategy is to remove some of the constraints on f
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and maximize the absolute value of P(f) over all f 2 H . As we shall see, this is an easier task. After
determining the parametric form of such an f we will then impose the requirement that it be a pdf.
Let us begin by rst recalling that the penalized maximum likelihood does indeed have a maximum
over all of H . To this end, we rst point out that there exists a positive constant C such that for
all f in H
jP(f)j6Ckfkne−(1=2)kfk2 : (2.5)
Consequently, we conclude that the function P is bounded above on H by some positive constant
B. Let ff‘: ‘ 2 Ng; N= f1; 2; : : :g be any sequence of functions in H such that lim‘!1 P(f‘) =B.
Then, for all but a nite number of elements of this sequence, we have that
kf‘k64

Cn!
B
1=n
: (2.6)
Therefore some subsequence of ff‘: ‘ 2 Ng converges weakly in H to a maximum of P.
Theorem 1. Suppose H is a reproducing Hilbert space with reproducing kernel k(; ). If jP(f)j=
maxfjP(g)j: g 2 Hg for some f in H then there exist constants ci; i 2 Zn such that for all x 2 Rd
f(x) =
X
i2Zn
cik(x; xi): (2.7)
Proof. Let yi = f(xi); i 2 Zn. Since f maximizes jP(h)j; h 2 H we conclude that yi 6= 0 for
i 2 Zn. Let g be any other function in H such that g(xi) = yi; i 2 Zn. By the denition of f we
have that
jg(x1)    g(xn)je−(1=2)kgk26jf(x1)   f(xn)je−(1=2)kfk2
from which we conclude that
kfk=minfkgk: g(xi) = yi; i 2 Zn; g 2 Hg:
The fact that f has the desired form now follows from a well-known analysis of this extremal
problem. We recall these details here. For any constants a1; : : : ; an we have that
X
i2Zn
aiyi
 =

*X
i2Zn
aik(xi ; ); g
+
6
∥∥∥∥∥
X
i2Zn
aik(xi ; )
∥∥∥∥∥ kgk;
which implies that
kgk>max
(
jaTyj
kPi2Zn aik(xi ; )k : a = (a1; : : : ; an)
T 2 Rn
)
: (2.8)
To achieve equality above we choose constants c1; : : : ; cn so that the function ~f dened by
~f(x) =
X
i2Zn
cik(x; xi); x 2 Rn
satises the equations yi = ~f(xi); i 2 Zn. Therefore, we have that
k ~fk2 = cTKc;
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where K = fk(xi ; xj)gi; j2Zn and c= (c1; : : : ; cn)T. Since Kc= y, where y= (y1; : : : ; yn)T we also have
that
jcTyj
kPi2Zn ciK(xi; )k = k ~fk:
Although the PMLE method allows for a nonparametric view of density estimation it is interesting
to see its eect on a standard parametric model, for instance a univariate normal with unknown mean
and variance relative to the Sobolev norm on R. To this end, recall the mth Sobolev norm is dened
to be
kfk2m =
Z
R
jf(m)(t)j2 dt:
For the normal density with mean  and variance 2, given by
f(t) =
1p
2
e−
(t−)2
22 ; t 2 R;
we get that
kfk2m = 2m−2m−1;
where
m =
2−2m−3

 (m+ 12):
Then the PMLE estimates for the mean and variance are given by
^ =
1
n
X
i2Zn
xi
and
^ = v;
where v is the unique positive root of the equation
v2m−1(v2 − S2) = 2m+ 1
n
m
and
S2 =
1
n
X
i2Zn
(xi − ^)2:
Note that v is necessarily greater than S but as n!1 it converge to S.
3. Penalized maximum-likelihood estimators
In the previous section we provided a justication for our density estimator to have the form
f(x) =
X
i2Zn
cik(xi ; x); x 2 Rd (3.1)
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where k(x; y); x; y;2 Rd is a reproducing kernel for a Hilbert space of functions on Rd. In general,
this function is neither nonnegative on Rd nor does it have integral one. We take the point of view
that in applications the kernel will be chosen rather than the Hilbert space H : Thus, we will only
consider kernels which are nonnegative, that is, k(x; y)>0; x; y 2 Rd.
We note in passing that there are noteworthy examples of Hilbert spaces which have nonnegative
reproducing kernels. For example, given any polynomial
q(t) = q0 + q1t +   + qmtm; t 2 R; (3.2)
which has a positive leading coecient and only negative zeros it can be conrmed that the Hilbert
space of functions f on R with nite norm
kfk2 =
mX
j=0
qj
Z
R
jf(j)(t)j2 dt (3.3)
is a reproducing kernel Hilbert space with a nonnegative reproducing kernel.
With a given nonnegative kernel we now view the density f in Eq. (3.1) as being parametri-
cally dened and now discuss the problem of determining its coecients c1; : : : ; cn. Our rst choice
is to determine these parameters by substituting the functional form of (3.1) into the penalized
maximum-likelihood function (2.4) and maximize the resulting expression. To this end, we let
bi =
Z
Rd
k(x; xi) dx; i 2 Zn
and introduce the set
Sn(b) = fc: c 2 Rn; bTc = 1g:
We recall that the n n matrix
K = fk(xi ; xj)gi; j2Zn
is symmetric, positive denite and has nonnegative elements. Under these conditions our concern is
to maximize the function
PK(c) =(Kc)e−(1=2)c
TKc ; (3.4)
over the set Sn(b) where for any x = (x1; : : : ; xn)T 2 Rn we set (x) = Qi2Zn xi. We also usekxk2=Pi2Zn x2i for the euclidean norm of x. We adopt the convention that multiplication=division of
vectors is done componentwise. In particular, when all the components of a vector y= (y1; : : : ; yn)T
are nonzero we set
x
y
:=

x1
y1
; : : : ;
xn
yn
T
:
For the vector e=y we use the shorthand notation y−1, set
x  y := (x1y1; : : : ; xnyn)T
for multiplication of vectors and use the notation Sn for the set Sn(e) which is the standard simplex
in Rn. If f is a scalar-valued function and x a vector whose all coordinates lie in its domain, we
set f(x) := (f(x1); : : : ; f(xn))T. When we write x>y we mean this in a coordinatewise sense.
Note that PK(c) = P(f) where f is the function in Eq. (3.1) and P is the penalized likelihood
function (2.4).
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Theorem 2. Let K be a positive-denite matrix with nonnegative elements. Then the function PK
has a unique maximum on any closed convex subset C of Rn+:
Proof. The existence of a maximum is argued just as in the case of the existence of the maximum
of the penalized likelihood function P in Eq. (2.4) over the Hilbert space H . To demonstrate that the
maximum is unique we let P1 be the maximum value of PK on C . Our hypothesis ensures that P1
is positive. Suppose the function PK attains P1 at two distinct vectors c1 and c2 in C : Consequently,
the vectors Kc1 and Kc2 are in intRn+: Therefore, for any 06t61 the vector K(tc1 + (1 − t)c2)
is likewise in intRn+. A direct computation of the Hessian of logPK at x, denoted by 32 logPK(x)
veries, for any vector x; y 2 Rn with Kx 2 (Rnf0g)n that
yT32PK(x)y=−
∥∥∥∥KyKx
∥∥∥∥
2
− yTKy< 0:
Choosing y=c1−c2 and c=c2 we conclude from the above formula that the function logPK(tc1+
(1− t)c2) is strictly concave for 06t61: But this contradicts the fact that its value at the endpoints
are the same.
Remark. Observe that without the condition that K is nonsingular PK will in general have more
than one maximum. For example, when n= 2; b= (1; 1)T and
K =

1 1
1 1

;
PK is everywhere equal to e−1=2 on S2(b). In general, the proof above reveals the fact that if PK
achieves its maximum at two vectors c1 and c2 in C then K(c1 − c2) = 0.
If the maximum of PK on Sn(b) occurs in the interior of Sn(b) at the vector c then it is uniquely
determined by the stationary equation
K(c − (Kc)−1) = b;
where  is a scalar given by the equation
= cTKc − n:
In the case that K is a diagonal matrix, that is, K = diag(k11; : : : ; knn) where kii > 0; i 2 Zn the
maximum of PK on Sn occurs at the vector c whose coordinates are all positive and given by the
equation
ci =
+
p
2 + 4kii
2kii
; i 2 Zn;
where  is the unique real number that satises the equation
1 =
X
i2Zn
+
p
2 + 4kii
2kii
: (3.5)
We remark that the right-hand side of Eq. (3.5) is an increasing function of  which is zero when
=−1 and innity when =1:
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Theorem 3. Suppose K is an n  n positive-denite matrix with nonnegative elements such that
Ke = e. Then the vector (1=n)e is the unique maximum of PK on Sn.
Proof. For any c 2 Sn the arithmetic geometric inequality implies that
fPK(c)g1=n61ne
TKc e−(1=2n)c
TKc :
Moreover, since eTKc = eTc = 1 the Cauchy{Schwarz inequality implies that 16ncTKc. Therefore
fPK(c)g1=n61ne
−(1=2n2) =

PK

1
n
e
1=n
:
We now consider the following problem. Starting with a vector c=(c1; : : : ; cn)T in int Sn(b) which
is not the maximum of PK we seek a vector C= (v1; : : : ; vn)T in int Sn(b) such that PK(C)>PK(c).
That is, \updating" c with C will increase PK and therefore eventually converge to the maximum
of PK on Sn(b): To this end, we consider the quantity logPK(C) − logPK(c). We shall bound it
from below by using Jensen’s inequality which ensures for any vector a 2 intRn+ and z 2 Sn that
log zTa>zT log a: To make use of this fact we dene for i 2 Zn vectors zi 2 Sn and a 2 intRn+ by
the equations
(zi)j =
Kijcj
(Kc)i
; j 2 Zn;
and
a =
C
c
:
Also, we set
y=
X
i2Zn
zi
and note that the vector (1=n)y is in int Sn since K is a nonsingular matrix with nonnegative elements
and the vector c is in intRn+. Therefore, we get that
logPK(C)− logPK(c) =
X
i2Zn
log
(KC)i
(Kc)i
− 1
2
CTKC+ 1
2
cTKc
=
X
i2Zn
log(zi)Ta − 1
2
CTKC+ 1
2
cTKc
> yT log a − 1
2
CTKC+ 1
2
cTKc:
This inequality suggests that we introduce the auxilliary function
W (C) = yT log C− 12CTKC; C 2 intRn+
and rewrite the above inequality in the form
logPK(C)− logPK(c)>W (C)−W (c):
This function W is strictly log concave on intRn+ and tends to minus innity on its boundary.
Therefore it has a unique maximum in int Sn(b). Using the principle of Lagrange multipliers there
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exists a constant  such that the vector C at which W takes its maximum in int Sn(b) is characterized
by the equation
y
C − KC− b= 0:
Taking the inner product of both sides of this equation with C and using the fact that C 2 int Sn(b)
yields the equation
= n− CTKC:
We formalize these remarks in the following theorem.
Theorem 4. Let K be a symmetric positive-denite matrix with nonnegative elements and b 2
intRn+. Given any vector c 2 int Sn(b) there exist a unique vector C 2 int Sn(b) satisfying the
equations
C  KC= K((Kc)−1)  c − C  b (3.6)
where
= n− CTKC: (3.7)
This vector has the property that PK(C)>PK(c) as long as c is not the unique maximum of PK
on Sn(b).
The function H dened by the equation H (c) = C; C 2 int Sn(b) maps Sn(b) into itself. By the
uniqueness of C satisfying (3.6) we see that H is continuous. The mapping H has a continuous
extension to Sn(b) and by the Browder xed-point theorem has a xed point in Sn(b) at some
vector u. This vector satises the equation
u  Ku = K((Ku)−1)  u − u  b:
These equations by themselves do not dene the unique maximum of PK on Sn(b). If we call this
vector c then it is the unique solution of the equations
K((Kc)−1 − c) = b− z;
where  is a scalar given by the equation
= n− cTKc
and z is a vector in Rn+ satisfying the equation z  c= 0. To derive this fact we recall that a concave
function f has its maximum on Sn(b) at x if and only if there is a  2 R and a z 2 Rn+ such that
zTx = 0 and 3f(x) = b − z: Specializing this general fact to the case at hand veries the above
fact. In general the maximum of PK may occur on the boundary of Sn(b):
The iteration embodied in the above result is quite appealing as it guarantees an increase in
the penalized likelihood function PK at each step unless we have reached its maximum on Sn(b):
However, to compute the updated vector seems computationally expensive and so we consider other
methods for maximizing PK over Sn(b).
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To this end, we recall that whenever a function F is a homogeneous polynomial with positive
coecients then the Baum{Welch algorithm says that the update formula
C= c 3F(c)
(b  c)T3F(c)
increases F on Sn(b), i.e. F(C)>F(c) whenever c 2 Sn(b) is not the maximum of F on Sn(b),
[6] (see also Section 4). Since PK is not a polynomial, applying the Baum{Welch iteration to it
will generally not increase it. One modication of the Baum{Welch iteration which we have some
computational experience with starts with a positive parameter  and denes
C= c  K((Kc)
−1 − e)
n− cTKc :
This update formula is inexpensive to use and our numerical experiments indicate it give good results
provided that  is chosen with care.
Using the strong duality theorem for convex programs, cf. [58] the dual minimization problem for
the primal convex program of minimizing −logPK over the domain
W := Sn(b) \ K−1(intRn+)
is
minf−logPK(y): y 2Wg=maxf(u; t): u 2 Rn+; t 2 Rg;
where
(u; t) := minf 12xTKx − uTx+ t(bTx− 1): x 2 K−1(intRn+)g:
However, the dual problem does not seem to oer any advantage over the primal. Interior point
methods seem to have a strong potential to handle the primal problem when K is a large sparse
matrix. It is interesting to note that our primal problem falls into the problem class studied in [56].
We end this section with a number of comments on the problem of maximizing PK over the
positive orthant Rn+: This problem has some unexpected connections with the problem of the diagonal
similarity of a symmetric matrix with nonnegative elements to a doubly stochastic matrix. We record
below the information we need about this problem.
The following lemma is well known, cf. [30,52] and is important to us. Recall that an n  n
matrix A is said to be strictly copositive provided that xTAx> 0 for all x 2 Rn+nf0g; cf. [34] and
references therein.
Lemma 5. Let A be an nn symmetric strictly copositive matrix. For any vector y 2 intRn+ there
exists a unique vector x 2 intRn+ such that
x  Ax= y: (3.8)
Proof. First we prove the existence of a vector x which satises (3.8). To this end, we follow [31]
and consider the set
H n(y) := fu: u 2 intRn+; (uy) = 1g;
where uy := (uy11 ; : : : ; u
yn
n )
T; y = (y1; : : : ; yn)T and u = (u1; : : : ; un)T. By hypothesis, there exists some
> 0 such that for all u 2 Rn+ the inequality uTAu>uTu holds. Thus the function 12 uTAu takes
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on its minimum value on H n(y) at some z. Therefore, by Lagrange multipliers there is a constant
 such that
Az = 
y
z
:
Since 0< zTAz = (eTy) we see that > 0 and so the vector we want is given by x= z=
p
: This
establishes the existence of x: Note that the vector
u =
x
(xy)(1=eTy)
is the unique vector in H n(y) which minimizes 12u
TAu on H n(y).
The uniqueness of x in (3.8) is established next. Suppose there are two vectors z1 and z2 which
satisfy Eq. (3.8). Let B be an n n matrix whose elements are dened to be
Bij =
z2i
yi
Aijz2j ; i; j 2 Zn:
Then (3.8) implies that
Be = e; (3.9)
and
BC= C−1; (3.10)
when C := z1=z2. Let M := maxfvj: j 2 Zng= vr and m := minfvj: j 2 Zng= vs for some r; s 2 Zn:
From (3.9) and (3.10) we obtain that
1
m
=
1
vs
= (BC)s6M (3.11)
and also
1
M
=
1
vr
= (BC)r>m: (3.12)
Thus we conclude that Mm=1 and from (3.11) that (B(C−Me))s=0. Since Bss > 0 we get m=vs=M:
Therefore m=M = 1 which means C= e; in other words z1 = z2:
We shall apply this lemma for the Baum{Welch update for the problem of maximizing the function
PK given in (3.4) over the positive orthant Rn+: But rst we observe the following fact
Theorem 6. Let K be a symmetric positive-denite matrix with nonnegative entries. Then PK
achieves its (unique) maximum on Rn+ at the (unique) vector x = (x1; : : : ; xn)T in intRn+ which
satises the equation
x  Kx= e: (3.13)
Proof. Let c be any vector in Rn such that Kc 2 (Rnf0g)n. Since
3PK(c) = PK(c)K((Kc)−1 − c);
we see that the vector which satises (3.13) is a stationary point of PK . We already proved that PK
is log concave and so the result follows.
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Note that when K satises the hypothesis of Theorem 3 the vector x in Eq. (3.13) is e and
moreover it furnishes the maximum of PK on Sn. In the next result we clarify the relationship
between the minimum problem of Lemma 1 and the problem of maximizing PK over Rn+. For this
purpose, we use the notation H n for the set H n(e).
Theorem 7. Suppose that K is an n  n symmetric positive-denite matrix with nonnegative ele-
ments. Let
pK := maxfPK(c): c 2 Rn+g
and
qK := min

1
2
uTKu: u 2 H n

:
Then
pK =

2qK
ne
n=2
:
Proof. Let x be the unique vector in the interior of Rn+ such that
x  Kx= e:
Since x is a stationary point of PK we have that
pK =(Kx)e
− 12 x
TKx:
Moreover, the vector
u =
x
(x)1=n
in H n is the unique solution of the minimum problem which denes the constant qK . Thus
2qK = uTKu =
n
(x)2=n
and
pK =
e−n=2
(x)
:
Eliminating (x) from these equations proves the result.
This result justies the exchange in the max and min in the following result. To this end, we
introduce the semi-elliptical region
EnK = fc: c 2 Rn+; cTKc = 1g:
Theorem 8. Suppose K is an n n symmetric positive-denite matrix with nonnegative elements.
Then
maxfminfuTKc: u 2 H ng: c 2 EnKg=minfmaxfuTKc: u 2 H ng: c 2 EnKg:
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To prove this fact we use the following consequence of the arithmetic geometric inequality.
Lemma 9. For any x 2 Rn+ we have that
(x)1=n =min

1
n
uTx: u 2 H n

:
Proof. By the arithmetic geometric inequality we have
1
n
uTx>
 Y
i2Zn
ui xi
!1=n
=(x)1=n; (3.14)
provided that (u) = 1. This inequality is sharp for the specic choice u =(x)1=nx−1.
Proof of Theorem 8. First, we observe that
p1=nK =maxfmaxf(Kc)1=ne−(1=2n)c
TKc: c 2 ptEnKg: t 2 R+g
=maxfe−(t=2n)pt: t 2 R+g maxf(Kc)1=n: c 2 EnKg
=
1p
ne
maxfminfuTKc: u 2 H ng: c 2 EnKg:
Next, we observe by the Cauchy{Schwarz inequality thats
2qK
ne
=
1p
ne
minf
p
uTKu: u 2 H ng
=
1p
ne
minfmaxfuTKc: c 2 EnKg: u 2 H ng:
We remark that (3.13) implies that x 2 pnEnK when K satises the conditions of Theorem 5. Let
us show directly that this is the case for any maxima of PK on Rn+ even when K is only symmetric
semi-denite. This discussion shall lead us to a Baum{Welch update formula for maximizing PK on
Rn+ even when K is only symmetric semi-denite.
Suppose C is any maximum of PK in Rn+. Then for any t>0
PK(tC) = tn(KC)e−t
26PK(C) =(KC)e−;
where  := (12)C
TKC. Thus the function h(t) := PK(tC); t 2 R+ achieves its maximum on R+ at
t = 1. However a direct computation conrms that its only maximum occurs at
p
n=2. Thus we
have conrmed that C 2 pnEnK . Let
c^ =
Cp
n
(3.15)
and observe that for every vector c 2 EnK
(Kc)6(K c^):
Thus the vector c^ maximizes the function MK(c) := (Kc) over EnK . Conversely, any vector c^
dened by Eq. (3.15), which maximizes MK over EnK maximizes PK over Rn+. Thus it suces to
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consider the problem of maximizing the homogeneous polynomial MK over the semi-elliptical set
EnK .
Before turning our attention to this problem let us remark that the function MK has a unique
maximum on EnK whenever K is a positive-denite matrix with nonnegative elements. To see this,
we observe that the Hessian of log MK at any vector c 2 EnK with Kc 2 intRn+ is negative denite.
This fact is veried by direct computation as in the proof of Theorem 2, see also Theorem 10. Thus
MK has a unique maximum on the convex set
E^
n
K = fc: c 2 Rn+; cTKc61g:
Suppose the maximum of MK in E^
n
K occurs at u while its maximum on E
n
K is taken at C. Then by
the homogeneity of MK we have that
MK(C)6MK(u)6(uTKu)n=2MK(C)6MK(C):
Hence uTKu=1 and C must be the maximum of MX in E^
n
K as well. That is, u= C and C is unique.
We now study the problem of maximizing MK over EnK in the following general form.
To this end, let G be any function of the form
G(x) =
X
i2Zn+
gixi ; x 2 EnK ;
where xi = xi11    xinn for i = (i1; : : : ; in)T and gi ; i 2 Zn+ are nonnegative scalars. We require that the
sum be convergent in a neighborhood of EnK . Also, there should be at least one j 2 intZn+ such that
gj> 0. Certainly the function MK has all of these properties when K is a nonsingular matrix with
nonnegative elements which covers the case that interests us.
For x 2 EnK we have that
x 3G(x)>jgjx j
and so x 3G(x) 2 intRn+. Consequently, the vector z, dened by the equations
z =
x 3G(x)
xT3G(x)
is in int Sn. Using Lemma 1 there is a unique vector y in the interior of int EnK such that y Ky= z.
We claim that
G(x)6G( y): (3.16)
To conrm this we consider the function
Q(C) :=
X
i2Zn+
(iT log C)gixi
xT3G(x) = z
T log C; C 2 intEnK :
Since z 2 intRn+; Q has a maximum in intEnK : Suppose that the maximum of Q occurs at w 2 intEnK .
Thus by Lagrange multipliers there is a constant  such that
z
w
= Kw:
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Since w 2 EnK and z 2 Sn we have  = 1. Thus we see that w = y is the unique maximum of Q.
Hence we have shown that
Q(x)6Q( y); (3.17)
where equality is strict in (3.17) unless y= x.
Next, we use Jensen’s inequality to conclude that
log
G(y)
G(x)
= log
8<
:
X
i2Zn+
yi
xi
gixi
G(x)
9=
;
>
X
i2Zn+
 
log
yi
xi
!
gixi
G(x)
=
(Q(y)− Q(x))xT3G(x)
G(x)
> 0:
Hence we have established (3.16) and moreover have demonstrated that equality holds in (3.16) if
and only if y= x. That is, if and only if x 2 EnK satises the equation
Kx=
3G(x)
xT3G(x) :
This is the equation for the stationary values for G over the set EnK . In the case that interests us,
namely, for G =MK the stationary equations have a unique solution in EnK at the maximum of MK .
For this case we summarize our observations in the next result.
Theorem 10. Suppose K is a symmetric positive-denite matrix with nonnegative elements. Given
an x 2 pn intEnK choose y 2
p
n intEnK such that
y  (Ky) = x  K((Kx)−1):
Then PK(y)>PK(x) unless x= y.
Using this result we generate a sequence of vectors xk 2 pn intEnK k 2 N by the equation
xk+1  Kxk+1 = xk  K((Kxk)−1); (3.18)
so that the sequence fxk : k 2 Ng either terminates at a nite number of steps at the vector satisfying
(3.13) or converges to it as k !1. Moreover, in the latter case PK(xk) monotonically increases to
the maximum of PK in Rn+. This theorem gives a \hill climbing" iterative method of the type used
to train Hidden Markov Models cf. [7,27]. However the equation (3.18) must be solved numerically.
Therefore, it is much simpler to use equation (3.13) directly to nd the maximum of PK on the
set Rn+.
A naive approach to nd the unique solution to (3.13) is to dene vectors cr; r 2 N by the
iteration
cr+1 = (Kcr)−1; r 2 N: (3.19)
In general this iteration will diverge. For example when K = 4I and the initial vector is chosen to
be c1 = e, then for all r 2 N we have that cr =2−1−(−1)re which obviously does not converge to the
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maximum of PK , which occurs at the vector, whose coordinates are all equal to a half. To avoid
this diculty we consider the iteration
cr+1 =
r
cr
Kcr
; r 2 N: (3.20)
Note that iteration (3.20) maps intRn+ into itself. Therefore, we always initialize the iteration with a
vector in intRn+. The thought which led us to Eq. (3.20) was motivated by the apparent deciencies
of the iteration (3.19). Later we realized the connection of Eq. (3.20) to the Sinkhorn iteration
[52,53], which we now explain.
We can rewrite this vector iteration as a matrix equation. To this end, we set
Krij := c
r
i Kijc
r
j ; i; j 2 Zn; r 2 N:
Then Eq. (3.20) implies that
Kr+1ij = K
r
ij=
q
sri srj ; i; j 2 Zn; r 2 N;
where sri :=
P
j2Zr K
r
ij; i 2 Zn. Thus the components of the vectors cr ; r 2 N generate a sequence of
positive-denite matrices Kr; r 2 N, initialized with the matrix K , by a balanced column and row
scaling. This iteration preserves symmetry of all the matrices, in contrast to the method of [52,53].
Next, we dene for r 2 N; wr = cr  (Kcr); mr = minfwri : i 2 Zng; Mr = maxfwri : i 2 Zng and
observe the following fact.
Lemma 11. Let K be an n  n matrix with nonnegative entries then the sequence Mr=mr ; r 2 N
is nondecreasing. Moreover; if Kij > 0 for i; j 2 Zn then it is strictly decreasing.
Proof. For any r 2 N we have the equations
wr+1 = cr+1  Kcr+1
=
crp
cr  Kcr  K

crp
cr  Kcr

=
crp
wr
 K

crp
wr

(3.21)
from which it follows that
wr+16
1p
mr
crp
wr
 Kcr
6
1p
mr
p
wr (3.22)
and also
wr+1>
1p
Mr
p
wr : (3.23)
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In particular, we get
Mr+16
s
Mr
mr
; (3.24)
mr+1>
r
mr
Mr
(3.25)
and we conclude that the ratio Mr=mr is nondecreasing in r. Furthermore, if all the components of
the vector cr and elements of the matrix K are positive we see that the sequence is decreasing.
Note that the sequence of vectors cr ; r 2 N given by (3.20) are bounded independent of r if
kii > 0; i 2 Zn. Specically, we set  =minfkii: i 2 Zng and observe for r 2 N that cr6−1=2e. In
addition, the maximum norm satises the bound kcrk1>−1=2 where  is the largest eigenvalue of
K . To see this we recall that
=max

min

(Kx)i
xi
: i 2 Zn; xi 6= 0

: x= (x1; : : : ; xn)T 2 Rn+nf0g

;
cf. [26, p. 504], from which the claim follows.
The iteration (3.20) can be accelerated by computing intermediate vectors Cr ; r 2 N
cr+1i =
s
cri
vri
; i 2 Zn
where
vki =
i−1X
j=1
kijck+1j +
nX
j=i
kijckj ; i 2 Zn:
4. Maximum-likelihood estimation
In this section we consider another method for determining the constants c1; : : : ; cn for the density
estimator given in Eq. (3.1). Here we take a parametric density estimation perspective. Thus we
study the problem of maximizing the likelihood function
Q
i2Zn f(x
i) over the simplex Sn where
f has the functional form (3.1). In other words, we desire to maximize LK(c) = (Kc) for all
c 2 Sn. A problem of this type arises in the method of deleted interpolation which is widely used
in language modeling for speech recognition [2]. In fact, in this application the matrix K has more
rows than columns. With this in mind we study the problem of maximizing LK in greater generality
than dealt with so far. To distinguish this case from the one considered in the previous section we
adopt a slightly dierent notation in this section. We begin with a n k matrix A with nonnegative
entries and consider the problem of maximizing the homogeneous polynomial of total degree at most
n given by
MA(x) =(Ax); x 2 Rk (4.1)
over the simplex
Sk = fx: x 2 Rk+; eTx= 1g:
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Note that even when A is a nonsingular square matrix the likelihood function MA may take on its
maximum on the boundary of Sn. For example, corresponding to the matrix
A=

1 3
1 1

the maximum of MA occurs at (0; 1)T 2 S2.
The fact that MA is a homogeneous polynomial suggest that we use the Baum{Welch algorithm
to maximize it over Sk . To this end, we specialize the Baum{Welch algorithm to our context.
Theorem 12. Suppose A is an nk matrix with nonzero rows and nonnegative elements. For every
c 2 int Sk the vector c^; whose coordinates are dened by the equation
c^ =
c
n
 AT((Ac)−1)
is likewise in int Sk . Moreover MA(c^)>MA(c) where strict inequality only holds unless MA takes
on its maximum on Sk at the vector c.
Proof. Since MA is a homogeneous polynomial of degree n with nonnegative coecients we can
appeal to a result by Baum [6] that states that the vector c, whose components are dened by the
equation
c^ =
c 3MA(c)
nMA(c)
has all the required properties. We leave it to the reader to verify that c has the desired form.
Under the conditions of the above theorem we point out that the Baum{Welch algorithm globally
converges.
Theorem 13. Let A be an n  k matrix of rank k satisfying the hypothesis of Theorem 9. Then
MA has a unique maximum on Sk and the Baum{Welch algorithm with any initial vector in int Sk
converges to this maximum.
Proof. The main point of the proof is the observation that MA is log concave since for any vectors
c; y in Rk with Ac 2 (Rnf0g)n we have that
yT32 logMA(c)y=−
∥∥∥∥AyAc
∥∥∥∥
2
: (4.2)
As in the case of our study of the penalized likelihood function PK we give a sucient condition
on an n n matrix A such that MA achieves its maximum on Sn at the vector (1=n)e.
Theorem 14. Suppose A is an nn symmetric matrix with nonnegative elements such that Ae=e
for some positive number . Then MA has its unique maximum on Sn at the vector (1=n)e.
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Proof. By the arithmetic geometric inequality we have for any c 2 Sn that
fMA(c)g1=n61n e
T Ac =

n
=

MA

1
n
e
1=n
:
In the spirit of the previous section, we describe an extremal problem which is dual to the problem
of maximizing MA over Sk . To present the result we introduce for every  2 R+ the set
G n = fu: u 2 Rn+; (u)>1; eTu6g
and for =1 we denote this set be G n. We also need the set
Sk = fc: c 2 Sk ; Ac>eg:
Note that both of the sets G n and S
k
 are nonempty convex and compact sets when  is not innite.
Theorem 15. Let A be an n  k matrix with nonnegative elements such that each column has at
least one nonzero element. Then
maxfMA(c): c 2 Skg= 1n minfkA
Tuk1: u 2 G ng: (4.3)
For this proof we use the min max theorem of von Neuman, cf. [8], which we repeat here for the
convenience of the reader.
Theorem 16. Let U and V be compact nonempty convex sets in Rn and Rk ; respectively. If f(x; y)
is a function on Rn  Rk that is upper semi-continuous and concave with respect to x and lower
semi-continuous and convex with respect to y then
max
x2U
min
y2V
f(x; y) = min
y2V
max
x2U
f(x; y):
Proof of Theorem 15. We rst prove the theorem under the hypothesis that all the elements of A
are positive. Therefore for all  suciently small
maxfMA(c): c 2 Skg=maxfMA(c): c 2 Sk g:
Hence by Lemma 2 we have that
(maxfMA(c): c 2 Skg)1=n = 1n maxfminfu
TAc: u 2 G ng: c 2 Sk g:
Using the fact that A(Sk ) is a bounded subset of int Rn+ we get that the right-hand side of the above
equation equals
1
n
maxfminfuTAc: u 2 G ng: c 2 Sk g
for all  suciently large. By the von Neuman minmax theorem this quantity equals
1
n
minfmaxf(ATu)Tc: c 2 Sk g: u 2 G ng:
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Observe that for a xed u the maximum over c in Sk occurs at a vector all of whose coordinates
are zero except for one coordinate. Since A has all positive elements this vector will be in Sk for
all  suciently small. Hence the right-hand side of the above equation equals
1
n
minfkATuk1: u 2 G ng:
But for  suciently large this equals
1
n
minfkATuk1: u 2 G ng:
This establishes the result for the case that A has all positive elements. Obviously any A that satises
the hypothesis of the theorem can be approximated arbitrarily closely by matrices with all the positive
elements. Since both the sides of Eq. (4.3) are continuous functions of A the result follows.
5. Degree raising instead of Baum{Welch
In this section we compute the maximum of MA over the simplex Sk using the notion of degree
raising, cf. [33]. This method provides an interesting alternative to the Baum{Welch algorithm de-
scribed in Section 4. The method proceeds in two steps. The rst step of this alternate procedure
requires writing MA as a linear combination of monomials. Thus, there are constants fai : i 2 Zkng
such that
MA(x) =
X
i2Zkn

n
i

aixi ; x 2 Rk
where
Zkn :=
8<
:i: i = (i1; : : : ; ik)T; jij=
kX
j=1
ij = n; ij 2 Zn; j = 1; : : : ; k
9=
; :
The sequence fai : i 2 Zkng can be computed iteratively in the following way. For m 2 Zn we dene
sequences fbmi : i 2 Zkmg by the formula
j2Zm(Ax)j =
X
i2Zkm
bmi x
i ; x 2 Rk :
Thus, for m 2 Zn
bm+1j =
kX
j=1
Am+1jbmj−ej ; j 2 Zkm+1
where e1; : : : ; ek are the coordinate vectors in Rk dened by ejr = jr; j; r;2 Zk ; bmj =0 if j 62 Zkm and
b1i = A1i ; i 2 Zk :
In particular we have that
bni =

n
i

ai ; i 2 Zkn:
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Note that by the binomial theorem the quantity
kMAk1 =maxfjMA(x)j: x 2 Skg
does not exceed
maxfjai j: i 2 Zkng
so our \rst guess" for kMAk1 is maxfjai j: i 2 Zkng. Moreover, the function xi ; x 2 Rk has its
maximum on Zkn at i=n, and so our \rst guess" for the maximum of MA will be x= j=n where
j = argmaxfjai j: i 2 Zkng:
To improve this initial guess we use degree raising.
For any nonnegative integer r; MA is also a homogeneous polynomial of degree n+r. Hence there
are constants fari : i 2 Zkn+rg such that
MA(x) =
X
i2Zkn+r

n+ r
i

ari x
i ; x 2 Rk :
It is proved in [34] that the sequence maxfjari j: i 2 Zkn+rg is nondecreasing in r 2 N and converges
to kMAk1 at the rate O(1=r). Moreover, if jr 2 Zkn+r is dened by
jr = argmaxfjari j: i 2 Zkn+rg;
then jr=(n+ r) is our approximation to
argmaxfjMAxj: x 2 Skg:
The sequence fari : i 2 Zkn+rg can be recursively generated by the formula
ar+1i =
1
n+ r + 1
kX
j=1
ijari−ej ; i = (i1; : : : ; ik)
T 2 Zkn+r+1
where a0i = ai ; i 2 Zkr , cf. [34]. From this formula we see that the sequence maxfjari j: i 2 Zkn+rg is
nonincreasing and as stated above as r ! 1 converges to kMAk1 from above while the Baum{
Welch algorithm generates a nondecreasing sequence with converges to kMAk1 from below.
We remark in passing that the sequence fai : i 2 Zkng can be also expressed in terms of the
permanent of certain matrices formed from A by repeating its rows and columns, cf. [22,33].
6. Density estimation with Baum{Welch, degree raising and diagonal scaling | a numerical
comparison
We begin with the kernel
k(x; y) =
1
(1 + kx− yk)2)2 ; x; y 2 R
d; (6.1)
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Fig. 1. The convergence of the iteration methods given by Penalized MLE and Baum{Welch.
which is positive denite for all d. We restrict ourselves to R2 and choose data arranged equally
spaced on the unit circle xk = (cos 2k=n; sin 2k=n)T; k 2 Zn. Note that the row sums of the matrix
K =
0
B@
k(x1; x1) : : : k(x1; xn)
...
. . .
...
k(xn; x1) : : : k(xn; xn)
1
CA
are all the same. In our computation, we use the matrix A= cK where c is chosen so that Ae = e.
Therefore by Theorem 10 the Baum{Welch algorithm given by the iteration (Fig. 1)
c(k+1) =
ck
n
 AT((Ack)−1); k 2 N (6.2)
converges to c^ = e=n. Similarly, the penalized likelihood iteration
c(k+1) =
s
ck
Ack
; k 2 N (6.3)
will converge to c^.
Our numerical experience indicates that the performance of these iterations for moderate values
of n up to about 100 is insensitive to the initial starting vector. Therefore, as a means of illustration
we chose n= 4 and randomly pick as our starting vector c1 = (0:3353; 0:1146; 0:2014; 0:3478)T. We
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Fig. 2. The Baum{Welch estimator (a) and the degree-raising estimate (b) for the multiquadric and the cosine matrix.
plot below for both iterations above the error k = kck − e=nk2 on a log scale. One sees that the
convergence is nearly exponential as the curves plotted below are nearly straight lines.
In our next example we compute the maximum of the homogeneous polynomial MA on S3 where
A is an n  3 matrix. Such a problem arises in language modeling where n typically falls in the
range from one million to eight hundred million. In our numerical example we restrict ourselves to
n= 20, and consider the multiquadric matrix
A= f(1 + ji − jj2)1=2gi2Zn; j2Z3
and the cosine matrix
A=

cos2

2(i + j)
n

i2Zn; j2Z3
:
In each case, we plot log jMA(ck)j; k 2 N for ck generated by the Baum{Welch algorithm and
also degree raising. Note the monotone behavior of the computed values. In the Baum{Welch case
we choose c=e=3 as our initial vector. The degree-raising iteration does not require an initial vector.
Note that in the rst graph in Fig. 2 degree-raising converges in one step, while in the second case
Baum{Welch does much better than degree raising.
We now turn our attention to univariate density estimation. We compare the Parzen estimator
to those generated by the Baum{Welch algorithm applied to maximizing MK on Sn. Although we
have examined several typical density functions including the chi-squared, uniform and logarithmic
densities, we restrict our discussion to two bimodal densities generated from a mixture of two
gaussians.
C.A. Micchelli, P. Olsen / Journal of Computational and Applied Mathematics 119 (2000) 301{331 325
Fig. 3. The Baum{Welch density estimator (a), the Parzen estimator (b) and the actual probability density (c) for
n= 500; h= 0:3 and the Gaussian kernel.
Recall that the Parzen estimator is given by
1
nh
nX
i=1
k

x − xi
h

; x 2 R:
In our numerical examples we choose n=500; h=0:3 and k(x)=1=
p
2e−x2=2; x 2 R. In Fig. 3 line
(c) is the actual bimodal density, while the Parzen estimator is (b) and the Baum{Welch estimator
is (a). It is interesting to note that the Baum{Welch estimator ts the peak of the true density much
better than the Parzen estimator, but it also displays more of an oscillatory behavior.
In Fig. 4 we choose a bimodal density with more discernible bumps and compare graphically the
behavior of the Baum{Welch estimates to the Parzen estimator.
All the methods above are sensitive to the kernel k, the bin size h and the sample size n. For
example, choosing h to be 0.6, but keeping the same value n= 500 and a Gaussian kernel the new
Baum{Welch estimator appears in Fig. 5.
Increasing the sample size to n=2000 while maintaining the value h=0:3 and a Gaussian kernel
the Baum{Welch estimator takes the form in Fig. 6.
Changing the kernel k produces more dramatic alterations in the density estimator. For example
we consider two spline kernels ki(x; y) = fi((x − y)=h); x; y 2 R where
fi(x) =
(
b(a2 − x2)i for jxj<a;
0 otherwise
for i= 1; 2, where the constants a and b are chosen so that
R1
−1 fi(x) dx=
R1
−1 x
2fi(x) dx= 1. The
corresponding Baum{Welch estimators for h = 0:3 and n = 500 are displayed below. These graphs
seem to indicate that the Gaussian kernel works best.
We now wish to apply the Baum{Welch and the Parzen estimator to some actual speech data
and graphically compare the results. We considered speech data taken from the Wall Street Journal
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Fig. 4. The Baum{Welch estimator (a) to the left and the Parzen estimator (b) to the right for n = 500; h = 0:6 and a
Gaussian kernel.
Fig. 5. The Baum{Welch estimator (a) and the actual probability density (c) for h=0:6; n=500 and for h=0:3; n=2000.
Both graphs used the Gaussian kernel.
database for the sound AA (as in the word absolve { pronounced AE B Z AA L V). To explain what
we have in mind we recall how such data are generated.
Digitized speech sampled at a rate of 16 kHz is considered. A frame consists of a segment of
speech of duration 25 ms, and produces a 39 dimensional acoustic cepstral vector via the following
process, which is standard in the speech recognition literature. Frames are advanced every 10 ms to
obtain succeeding acoustic vectors.
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Fig. 6. The Baum{Welch estimator (a) for the spline kernel fi for i= 1 to the left and i= 2 to the right for h= 0:3 and
n= 2000.
First, magnitudes of discrete Fourier transform of samples of speech data in a frame are considered
in a logarithmically warped frequency scale. Next, these amplitude values themselves are transformed
to a logarithmic scale, and subsequently, a rotation in the form of discrete cosine transform is
applied. The rst 13 components of the resulting vector are retained. The rst- and the second-order
dierences of the sequence of vectors so obtained are then appended to the original vector to obtain
the 39 dimensional cepstral acoustic vector.
As in supervised learning tasks, we assume that these vectors are labeled according to their
corresponding basic sounds. In fact, the set of 42 phonemes are subdivided into a set of 126 dierent
variants each corresponding to a ‘state’ in the hidden Markov model used for recognition purposes.
They are further subdivided into more elemental sounds called allophones or leaves by using the
method of decision trees depending on the context in which they occur, (see, e.g. [3,10,27] for more
details).
Among these most elemental of sounds known as leaves or allophones we picked ve distinct
leaves and two distinct dimensions all chosen from the vowel sound AA’s rst hidden Markov models
state AA 1. The result of generating a histogram with 200 bins, the Baum{Welch estimator and the
Parzen estimator are displayed for six distinct choices of leaf, dimension pairs in Fig. 7. The Parzen
estimator and the Baum{Welch estimator both used the choice h=2:5n−1=3 3 and a Gaussian kernel.
The values of n was prescribed by the individual data sets and were 3,957, 4,526, 2,151, 4,898 and
1,183 for, respectively leaves 1,2,5,7 and 11. The columns in Fig. 7 are, respectively, the histogram,
the Baum{Welch estimator and the Parzen estimator. It can be seen from these examples that the
Baum{Welch estimator gives somewhat more details in the density estimator than that of the Parzen
estimator for the same value of h.
3 The choice of the power 1=3 is according to [16], whereas the value 2.5 was chosen experimentally.
328 C.A. Micchelli, P. Olsen / Journal of Computational and Applied Mathematics 119 (2000) 301{331
Fig. 7. Histogram plots for leaves 1,2,7 and 11 of ARC AA 1, dimension 0 and histograms for leaves 5,2 of dimension 25.
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