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In order to explain the emergence of the anomalous pseudogap state and high-temperature super-
conductivity in the cuprates, intense research activity over three decades has focused on unravelling
the connection between the various instabilities of the underdoped regime. In the high-temperature
superconductor (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy (CLBLCO) isovalent chemical substitution
produces smooth changes to the CuO2 plane buckling and the Cu(II)-to-apical-oxygen distance,
allowing us to study the interdependence of charge-density-wave (CDW) order, superconductivity
and the pseudogap at constant hole doping in two adiabatically connected representations of the
123 cuprate structure. In this study, resonant soft x-ray scattering measurements reveal the first
observation of incommensurate CDW correlations in CLBLCO and demonstrate a lack of correlation
between TCDW and the pseudogap crossover temperature (T
∗). This result disfavours a scenario in
which the opening of the pseudogap at T ∗ results from fluctuating CDW correlations.
I. INTRODUCTION
The underdoped regime of the cuprate superconduc-
tors is host to a complex set of nearly degenerate and
strongly interdependent electronic, magnetic and struc-
tural ordering tendencies, whose relationships to one an-
other and in particular to superconductivity have yet to
be fully understood.1,2 The pseudogap phase, which lies
at the heart of the underdoped regime, is identified with
the opening of a partial gap at the antinodal regions of
the Fermi surface as observed by angle resolved photoe-
mission spectroscopy as well as with a decrease of both
the spin susceptibility and the specific heat.3 While some
studies have discussed the reduced susceptibility below
the pseudogap crossover temperature (T ∗) in terms of
antiferromagnetic correlations,4,5 more recently evidence
has been produced both for6–8 and against9–11 the no-
tion that incommensurate charge-density-wave (CDW)
order7,9,12–17 may result in the partial gap opening. Fur-
thermore, various analytical studies based on the spin-
fermion model have concluded that both d-wave super-
conductivity and charge order arise from a magnetically
mediated interaction.18–20 In one case, fluctuations of an
SU(2) matrix order parameter corresponding to the su-
perposition of d-wave superconductivity and charge or-
der was suggested to be responsible for the pseudogap
behaviour.19,20
The relationships between the various instabilities of
the underdoped regime are difficult to assess, in part due
to the specific properties of the different cuprate families
exhibiting this phenomenology. Moving from one family
to the next a large number of structural and chemical pa-
rameters are changed, resulting in a complex variation of
the strength and characteristics of the ordering tenden-
cies present in this doping range. For example, while the
incommensurability of spin and charge stripe order in the
underdoped La-based cuprates, such as La2−xSrxCuO4,
are coupled to one another,25 this has proven to be a spe-
cial case in contrast to the more general result observed
in Y-, Hg- and Bi- based cuprates where the CDW in-
commensurability is decoupled from that of the incom-
mensurate spin fluctuations and the CDW wavevector
decreases with doping rather than increasing.7,9,17 Fur-
thermore, recent studies of CDW order in the La-based
cuprates La1.475Nd0.4Sr0.125CuO4, La1.875Ba0.125CuO4
and La1.65Eu0.2Sr0.15CuO4 have highlighted the impor-
tance of structural degrees of freedom in determining the
material specific charge order phenomenology, and in par-
ticular the coupling between CDW and proximal ordering
tendencies within the underdoped regime, such as sym-
metry breaking structural distortions, nematicity26 and
spin order.27
In order to understand the intrinsic relationships be-
tween the intertwined phases of the underdoped regime,
one requires an adiabatic tuning parameter to manipu-
late and study their interdependence. By adiabatic tun-
ing parameter we designate a degree of freedom of the
system which can be manipulated to smoothly transform
the electronic structure, without crossing bands. Here
we control a coupled set of structural degrees of freedom,
including the CuO2 plane buckling angle Θb (defined
as the deviation from a straight 180◦ Cu(II)-O-Cu(II)
bond) and the Cu(II)-to-apical-oxygen distance dA, both
of which have been shown to be relevant in determining
the strength of the planar superexchange coupling J .28–31
In order to actively control Θb and dA while simultane-
ously minimizing variations in the crystal symmetry or
chemical and magnetic degrees of freedom, we have pre-
pared a series of (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy
(CLBLCO) single crystals with varying oxygen content
y and varying ratio of Ca:Ba contents. The crystal
structure of CLBLCO (depicted in Fig. 1a) is of the
ar
X
iv
:1
90
6.
05
02
1v
1 
 [c
on
d-
ma
t.s
up
r-c
on
]  
12
 Ju
n 2
01
9
2(Ca0.4La0.6) (Ba1.35La0.65)Cu3O7
a b
Cu(II)
Cu(I)
A
B
dA
0.10 0.12 0.14
0
2
4
 x = 0.1
 x = 0.4
C
D
W
 c
o
rr
e
la
ti
o
n
 
le
n
g
th
 n
e
a
r 
T
c
 (
n
m
)
p
FIG. 1: (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy structure and phase diagram. (a) CLBLCO structure for x = 0.4
and y = 7. The partial occupation of the A and B sites by Ca, La and Ba are indicated by teal, grey and green colouring
respectively. Similarly the half occupation of the oxygen sites in the charge reservoir layer are indicated by half-red/white
spheres, as opposed to the fully occupied oxygen sites (fully red spheres) in the CuO2 planes and at the apical sites. (b)
TCDW measured in this study for single crystals with x = 0.1 and x = 0.4 are compared with Tc extracted from resistivity
measurements,21 T ∗ from magnetization measurements22 which are in agreement with measurements of the Knight shift,23 and
Tg and TN both obtained from muon spin resonance.
21,24 The solid black and red curves are parabolic fits to the TCDW data
sets for the x = 0.1 and x = 0.4 families respectively. The uncertainties in p were extracted from the widths of the Meissner
transitions used to characterize Tc whereas the uncertainties in the onset temperatures were estimated from a sensitivity analysis
of TCDW to the background subtraction procedure and to the number of points used in the linear fits to the onset of RXS
intensity. The inset shows the CDW correlation length near Tc as a function of doping for both families.
AB2Cu3O7 type similar to YBa2Cu3O7−δ (YBCO), how-
ever in CLBLCO the La3+ ions on the B site bond oxy-
gens from the charge-reservoir layer along both the a and
b directions, disrupting the formation of CuO chain or-
dering and resulting in an average tetragonal structure.32
While increasing oxygen content introduces holes into the
CuO2 planes, allowing access to the entire underdoped
regime, isovalent substitution of Ca for Ba shifts the La3+
ions from the A site to the B site producing opposing
changes in the average valence states and ionic radii of the
A and B site cations. The redistribution of chemical pres-
sure within the unit cell when increasing the Ca:Ba ratio
has been shown to decrease Θb by up to 30% and increase
dA on the order of 1%.
33,34 In addition, the overall lat-
tice parameters are slightly modified, with the Cu(II)-O-
Cu(II) bond length varying slightly on the order of about
0.1%. Previous studies have shown that the decrease of
Θb and elongation of dA with increasing x result in an
enhanced superexchange coupling J35 and accordingly el-
evated Ne´el and spin freezing temperatures21,24 (TN and
Tg in Fig. 1b), as well as a slight modification of the hole
doping efficiency (holes transferred to the CuO2 plane
per dopant oxygen). Here we report the first observation
of CDW correlations in CLBLCO and, by studying the
temperature-doping phase diagram of CDW order for two
extreme values of the Ca:Ba ratio, we demonstrate that
the energy scale governing the pseudogap is independent
of the energy scale associated with CDW correlations in
this system.
II. METHODS
A. crystal growth, preparation, and
characterization
Two sets of (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy
(CLBLCO) single crystals with x = 0.1 and x = 0.4 were
grown with a floating zone furnace according to the recipe
described in Ref. 36 and after preparing the powder ac-
cording to Ref. 32. Following growth the crystals were
annealed in either ambient pressure or a high pressure of
500 bars and at various temperatures in the vicinity of
500 ◦C for 10 to 14 days in order to achieve oxygen ho-
mogeneity. The superconducting critical temperatures Tc
were determined via measurements of the Meissner effect
using a SQUID magnetometer. The normalized magnetic
susceptibility is plotted for each sample in Fig. 2. The
3oxygen content y was determined from Tc according to
the phase diagram in Ref. 36 and then converted to units
of hole doping per planar Cu (p) according to the linear
relation p = K(y − yN) with K = 0.74 and 0.45, and
yN = 6.915 and 6.78, for the x = 0.1 and x = 0.4 fami-
lies respectively. K represents the doping efficiency and
yN the oxygen content where TN begins to drop. The
ratio between K’s for the two families has been previ-
ously determined by nuclear quadrupole resonance stud-
ies of CLBLCO powders37 and the scaling of K in our
study was chosen so that Tmaxc occurs at p = 0.15. While
the parameters for the linear transformation between y
and p are only chosen to align the drop in TN and to
align the maximum Tc of the x = 0.1 and x = 0.4 fami-
lies, this choice of parameters also has the effect that all
characteristic doping levels of the phase diagram are the
same for the two families. By characteristic doping levels
we mean the p where: TN starts to drop, antiferromag-
netic long-range order is lost, superconductivity begins,
the spin-glass phase ends, Tc reaches its maximum value,
and the superconducting dome ends. The fact that the
same linear relation between y and p also transforms the
beginnings and ends of the CDW domes (Fig. 1b) of the
two families on to each other is a strong indication that
our transformation is appropriate in contrast to a sugges-
tion by Tallon.38 All samples in this study were oriented
along the (001) crystallographic direction, and the in-
plane orientations were determined via Laue diffraction
prior to the soft x-ray scattering experiments. Typical
crystal sizes were on the order of 1 mm x 1 mm x 0.1
mm.
B. Resonant x-ray scattering
The measured intensity in a resonant x-ray scattering
(RXS) experiment is a function of the incident photon
energy ~ω and can be expressed as39
I(ω) ∝
∣∣∣∣∑
i
eıq·ri∗out · Fi(ω) · in
∣∣∣∣2 , (1)
where the sum is over all atoms in the sample, in and
out are the polarizations of the incoming and outgoing
light, and ri and Fi(ω) are the position and scattering
tensor of the ith atom. The detector used in our experi-
ments distinguishes neither the energy nor the polariza-
tion of the scattered photon, thereby yielding a signal
which represents an integration over elastic and inelas-
tic as well as polarization-conserving and polarization-
rotating scattering processes. The element specific scat-
tering tensor Fi(ω) has a non-trivial energy dependence
which results from the unique multiplet structure of the
interatomic electronic transitions of each ion. When tun-
ing the photon energy to a particular resonance of Fi(ω),
one not only enhances the scattering from ions of type i
with respect to distinct ions in the material under illumi-
nation, but one actually enhances the scattering from the
specific electronic states involved in the core-to-valence
excitation with respect to all other occupied and unoccu-
pied electronic states of that ion.40 The Cu L3 resonance
designates the promotion of a 2p core electron to the par-
tially occupied 3d shell. As such, Cu L3 RXS provides in-
formation about spatial periodicities of the Cu 3d valence
states. Furthermore, the CLBLCO structure contains
two distinct Cu sites with distinct valence states.41 The
valence of the Cu(I) sites varies strongly as dopant oxy-
gens are incorporated into the charge reservoir layer. In
contrast the Cu(II) sites in the CuO2 planes receive only
a moderate hole doping and are characterized roughly
by a 3d9 electronic configuration. Throughout this study
the incident photon energy was kept constant at 931.5 eV
in order to optimize sensitivity to charge superstructures
in the CuO2 planes. Likewise the polarization of the in-
cident light was set perpendicular to the scattering plane
such that in remains parallel to the CuO2 planes for all
angles of incidence.
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FIG. 2: Magnetization. Normalized magnetic susceptibil-
ity for all samples in this study. The superconducting critical
temperature Tc was taken to be the midpoint of the diamag-
netic response and the uncertainty in the derived hole doping
(p) was extracted from the width of the transition.
The resonant x-ray scattering experiments were per-
formed using the ultra-high-vacuum-compatible x-ray ul-
traviolet diffractometer40 of the UE46-PGM1 beamline42
at the BESSY II synchrotron in Berlin. The x-ray ultra-
violet diffractometer is equipped with two motorized cir-
cles. All measurements of the charge order reflections
reported in this study were performed in a geometry
as close to back-scattering as allowed by the finite ex-
tension of the detector (2θ ∼ 165◦). With the detec-
tor angle fixed, the CDW peak was probed via rocking
scans (varying the angle of the sample with respect to
the beam). Equivalent scans at high temperature were
used to determine the shape of the background, and small
offsets between the high and low temperature data were
removed by fitting a line to the end points of the resid-
uals. Projecting the scans onto the reciprocal space di-
rection H the background-subtracted data were fit with
a Lorentzian function in order to extract the peak area
and correlation length according to ξ// =
a
pi×FWHM . The
samples were mounted with the CuO2 planes perpendic-
ular to the scattering plane, and slight deviations from
this condition were corrected for by scanning the detec-
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FIG. 3: Characterization of the CDW reflection. (a)
Example of raw data taken at 12 K for the sample with x = 0.1
and p = 0.115. The CDW peak is clearly observed for positive
and negative in-plane momentum transfer and is equivalent
along both in-plane directions of the tetragonal unit cell. (b)
Doping dependence of the in-plane momentum transfer q//
of the CDW reflection. Data points from both Ca contents
x = 0.1 and x = 0.4 are plotted together and fit with a
line. The dashed green line represents a linear fit to the q//
measured in YBCO.9 The uncertainties in p and q// were ex-
tracted respectively from the width of the Meissner transition
and from the sensitivity of q// to the RXS background sub-
traction procedure. (c) Energy dependence of the CDW peak
in CLBLCO x = 0.1, p = 0.114 compared with the x-ray ab-
sorption spectrum measured on the same crystal. (d) Raw
scan through the CDW reflection at positive H, for varying
incident photon polarization.
tor position perpendicular to the horizontal scattering
plane. Where possible, a manual in-situ rotation about
the (001) direction was used to align the (-101) Bragg
reflection, i.e. align the in-plane Cu-O bond directions
parallel and perpendicular to the scattering plane respec-
tively.
III. RESULTS
A. Incommensurate CDW on a tetragonal lattice
Resonant x-ray scattering measurements were per-
formed on two families of CLBLCO single crystals, where
each family is described by a fixed Ca:Ba ratio parame-
terized by the corresponding values x = 0.1 and x = 0.4.
For each family a series of single crystals were prepared
with varying oxygen contents, allowing access to a dop-
ing range between approximately p = 0.1 and p = 0.14.
Incommensurate CDW correlations with real space peri-
odicities ranging between approximately 3.1a and 3.4a
were detected along both in-plane Cu-O-Cu bond di-
rections. Consistent with the reported tetragonality of
the CLBLCO structure,32 the component of the CDW
wavevector within the CuO2 plane, q//, is found to be
identical along both in-plane directions. Fig. 3a shows
raw data from (Ca0.1La0.9)(Ba1.65La0.35)Cu3O7.03 indi-
cating the presence of weak diffraction peaks positioned
symmetrically for positive and negative in-plane momen-
tum transfer at q// = ±0.312 reciprocal lattice units
(r.l.u.). The CDW wavevector was determined for each
sample by measuring the reflection for both positive and
negative in-plane momentum transfer, and averaging the
extracted peak positions. q// was found to decrease with
increasing hole doping consistent with trends observed in
YBCO as well as both Bi- and Hg-based cuprates.7,9,17
The measured values of q// for the x = 0.1 and x = 0.4
families are plotted together in Fig. 3b along with a lin-
ear fit to the combined data sets and the linear trend
extracted in the same manner from measurements per-
formed on single crystals of YBCO.9
B. Cu L3 resonance and dichroism
Due to the relatively small number of charges involved
in the CDW superstructure, the associated soft x-ray
scattering cross-section is extremely weak and difficult
to detect on the background of charge scattering origi-
nating from all electrons of all the ions in the material.
Accordingly the CDW reflections studied here are only
detectable for incident photons tuned precisely to the
Cu L3 resonance of the participating Cu ions. Fig. 3c
presents the integrated peak intensity as a function of
incident photon energy for σ-polarized photons and a
(Ca0.1La0.9)(Ba1.65La0.35)Cu3O7.02 sample. The CDW
reflection is strongest for the photon energy 931.5 eV, ap-
proximately aligned with the main maximum of the x-ray
absorption spectrum. This resonance is primarily associ-
ated with transitions to valence states of the Cu(II) ions,
indicating that the incommensurate CDW correlations
exist predominantly in the CuO2 planes.
43 The CDW
reflection is observed to be most intense for incident σ-
polarized photons (Fig. 3d), reflecting the strong in- vs.
out-of-plane linear dichroism of the x-ray absorption at
the Cu L3 edge.
C. Temperature-doping phase diagram
The strength of the CDW correlations observed in un-
derdoped CLBLCO varies non-monotonically as a func-
tion of hole doping p, with the strongest diffraction inten-
sities and highest onset temperatures (TCDW) obtained
near p = 0.12. In Fig. 1b TCDW is plotted as a function
of p for x = 0.1 and x = 0.4. Although we cannot strictly
claim the absence of CDW correlations for p < 0.10 and
p > 0.14, we were not able to identify experimental sig-
natures of CDW order for these dopings. The full set of
samples in which we were able to identify and character-
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FIG. 4: Reciprocal space scans. Rocking scans (projected onto H) through the CDW peak for various doping levels p
in the x = 0.1 and x = 0.4 families. A linear offset has been applied to match the background intensity of the low- and
high-temperature scans. The intensity scale is identical for each plot and offsets on the order ±100 have been applied to each
data set to bring the scans into the field of view.
ize CDW reflections is listed in Table 1 along with their
corresponding x, y, p, and Tc, as well as the TCDW, q//
and the in-plane correlation lengths ξ// extracted from
the measurements.
As a function of temperature the CDW reflection on-
sets gradually demonstrating no well-defined transition.
Fig. 4 shows rocking scans through the CDW peak mea-
sured at base temperature and near Tc along with the
high-temperature background for all samples in which
CDW order was identified. Four pairs of samples with
similar dopings from the x = 0.1 and x = 0.4 families
are compared in greater detail in Figs. 5, 6 and 7. Fig. 5
shows the background-subtracted data for each tempera-
ture together with the corresponding Lorentzian fit. An
offset is applied to each scan for clarity. The integrated
peak area after subtraction of the high-temperature back-
ground is plotted in Fig. 6 and the correlation length ex-
tracted from the Lorentzian fits is shown in Fig. 7. We
note that the temperature at which CDW order is first
observed may depend on the intensity of the reflection
and the sensitivity of the detector, thereby leading to an
underestimation of the onset temperature. Accordingly,
a linear fit to the temperature-dependent peak area was
performed near the onset of CDW order, and TCDW was
assigned to the zero of this fit. In this way, the approxi-
mately linear onset of CDW intensity is extrapolated into
the temperature regime where CDW diffraction intensity
is hidden in the noise of the measurement. Despite the
inherent difficulty in assigning a value to the onset tem-
perature of CDW order, care was taken to measure all
samples in the same manner such that the extracted val-
ues of TCDW can be considered as an approximate mea-
sure of the intrinsic energy scale governing the CDW cor-
relations.
Naturally, one might expect that the increased chem-
ical disorder on the A and B sites, which follows from
increasing x, would promote the pinning of fluctuating
CDW correlations. In contrast however, for lower x the
CDW order demonstrates a much stronger RXS intensity
and has a higher associated energy scale as evidenced by
the comparison of the TCDW(p) trends for x = 0.1 and
x = 0.4 presented in Fig. 1b. We interpret the stronger
RXS intensity in the x = 0.1 family as resulting from
a greater number of charges involved in the modulation,
either in the sense of volume fraction or modulation am-
plitude. On the other hand, the correlation length in the
x = 0.4 family appears to be larger than in the x = 0.1
family where the onset temperature is highest. This un-
expected behaviour may point towards the role of a struc-
tural degree of freedom in determining the CDW cor-
relation length. The disorder potential associated with
dopant oxygens was suggested to be responsible for the
finite CDW correlation length in YBa2Cu3O7−δ44 and
HgBa2CuO4+δ
17, as well as crucial in understanding the
crossover from 2D to 3D correlations in applied magnetic
fields.45 In CLBLCO, the La3+ ions on the B site are re-
sponsible for disrupting the formation of CuO chain order
in the charge reservoir layer. Clusters or formations of B-
site La3+ ions and the surrounding chain-layer oxygens
may produce a disorder potential which limits the extent
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FIG. 5: Temperature series and Lorentzian fitting. The CDW peak is presented for pairs of samples with similar
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of the CDW phase coherence. The lack of a significant
doping dependence of ξ// (inset of Fig. 1b) is consistent
with the suggestion that ξ// may be determined by an x
dependent disorder potential.
In the x = 0.1 family the intensity of the CDW sig-
nal is suppressed upon cooling through Tc, evidencing
a competition between the CDW and superconducting
phases, consistent with the results of experiments per-
formed on YBa2Cu3O7−δ.9 Similarly, the in-plane cor-
relation length ξ// increases with decreasing tempera-
ture exhibiting a plateau or slight suppression below
Tc. In contrast, the competition between CDW and su-
perconductivity is somewhat reduced for the x = 0.4
family, especially with respect to the correlation length
(Fig. 7). This behaviour is similar to that observed in
cuprates such as Bi2Sr2−xLaxCuO6+δ,7 electron-doped
Nd2−xCexCuO446 and HgBa2CuO4+δ17 where CDW cor-
relations were observed to be significantly weaker than
in YBCO, and little or no competition was observed.
By capturing both strong and weak competition in two
smoothly connectable cuprate structures (CLBLCO x =
0.1 and x = 0.4), we demonstrate that the reduced com-
petition in the three former compounds may be an in-
herent feature of weaker CDW correlations rather than
some compound specific phenomenology. Possibly for the
same reason, the competition between CDW and super-
conductivity in YBCO is most pronounced in the doping
range where CDW order is strongest.9
7IV. DISCUSSION & OUTLOOK
A. Relation to the pseudogap
The relationship of the pseudogap phase to charge
ordering is debated. While some studies have sug-
gested that the zero-field incommensurate charge peaks
observed in RXS are not related to the opening of
the pseudogap47,48, many models have proposed an in-
timate relationship between the CDW and pseudogap
phenomena,1,8,18–20,49,50 for example in which the pseu-
dogap is thought of as a precursor phase to CDW or-
der or is directly associated with CDW fluctuations.
Experimental evidence for correlation between the dop-
ing dependent T ∗ and TCDW was obtained from Knight
shift and RXS measurements in Bi2Sr2−xLaxCuO6+δ,7
and then called into question after the discovery of a
charge order modulation deep in the overdoped regime
of (Bi,Pb)2.12Sr1.88CuO6+δ detectable for temperatures
well above T ∗.11 In the 123 cuprate YBCO, the non-
monotonic doping dependence of TCDW compared to the
monotonic increase of T ∗ with decreasing p led to the
conclusion that the CDW observed in RXS is not re-
sponsible for the opening of the pseudogap.9 However,
the suppression of CDW correlations as doping is de-
creased towards p ∼ 0.08 may simply result from proxim-
ity to the incommensurate magnetically ordered ground
state with which CDW order is known to compete,51
or from CDW phase fluctuations which are enhanced
by electronic correlations as the Mott insulating phase
is approached.8 We note that in CLBLCO the onset of
spin-freezing with decreasing doping coincides with the
maximum in TCDW (Fig. 1b), hinting at a phase com-
petition scenario. In YBCO, on the higher doping side
of the CDW dome T ∗ and TCDW loosely track one an-
other with the condition TCDW < T
∗ being satisfied at
all dopings and pCDW < p
∗ at zero temperature10 (where
pCDW and p
∗ are the critical dopings where CDW induced
Fermi surface reconstruction and the pseudogap phase
end respectively). The authors of Ref. 8 argue that while
static CDW order is responsible for the Fermi surface
reconstruction with electron pockets, CDW fluctuations
extend to higher dopings and temperatures resulting in
the electronic crossovers observed at p∗ and T ∗. To test
whether CDW correlations could be responsible for the
opening of the pseudogap, without the complications of
doping dependent phase competition and enhanced quan-
tum fluctuations near critical dopings, we have exploited
the ability to manipulate the structural and electronic
properties of CLBLCO while remaining at constant dop-
ing. In the present study we have demonstrated a clear
lack of positive correlation between the CDW and pseu-
dogap energy scales upon varying Θb and dA at constant
doping (on both sides of the CDW dome). Based on this
observation, we argue that the opening of the pseudogap
at T ∗ does not result from the charge ordering instability.
On the other hand, given that the condition TCDW < T
∗
holds for all dopings where CDW order was observed,
we do not rule out the possibility that in CLBLCO the
CDW may be an instability exclusively of the pseudogap
regime.
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FIG. 6: CDW peak area. Temperature dependence of the
integrated peak area for pairs of crystals from the x = 0.1
and x = 0.4 families with similar dopings. All data sets were
measured upon warming and analyzed by subtracting a high-
temperature background from the low temperature scattering
data before integrating. The TCDW plotted in Fig. 1b and
listed in Table 1 were extracted from linear fits to the onset
of scattering intensity as shown here. The arrows indicate Tc
for each sample.
B. Relation to antiferromagnetism,
superconductivity and preformed pairs
Both theoretical and experimental results have sup-
ported the notion of a coupling between CDW order and
antiferromagnetic fluctuations.18,19,52,53 Various theoret-
ical works19,54 identified an emergent low-energy SU(2)
symmetry relating d-wave superconductivity (particle-
particle pairing) to charge ordering (particle-hole pair-
ing), and the combined order parameter was shown to
arise in the vicinity of an antiferromagnetic quantum crit-
ical point.19 However, in our study the strongest CDW
correlations are observed in the family with the weak-
est antiferromagnetism immediately calling into ques-
tion whether CDW order could arise from antiferromag-
netic quantum critical fluctuations. Rather, our results
are consistent with recent quantum Monte Carlo simu-
lations, which concluded that while superconductivity is
enhanced in the vicinity of an antiferromagnetic quantum
critical point55,56, CDW order is not universally associ-
ated with antiferromagnetic quantum criticality.56
The slight suppression of the CDW intensity and cor-
relation length when cooling below Tc (x = 0.1 in Figs. 6
and 7) indicates a competition between CDW order and
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FIG. 7: CDW correlation length. Temperature depen-
dence of the CDW correlation length measured in pairs of
crystals from the x = 0.1 and x = 0.4 families with similar
dopings. All data sets were measured upon warming. The
correlation lengths are extracted from Lorentzian fits to the
background-subtracted data according to ξ// =
a
pi×FWHM .
superconductivity in CLBLCO. Additionally, we have
shown that the combination of increasing Θb and de-
creasing dA simultaneously suppresses superconductiv-
ity and strengthens CDW correlations, similar to the ef-
fects of magnetic field and uniaxial pressure in YBCO.9,57
The opposing responses of CDW and superconductiv-
ity when moving between families may represent a new
manifestation of competition between the two phases.
However, due to the elevated CDW onset temperatures
(TCDW > Tc) this would imply a competition with phase-
incoherent Cooper-pairing above Tc, supporting a recent
prediction of competition between the two order parame-
ters in the fluctuating regime.56 Furthermore, Tc contin-
ues to demonstrate a marked sensitivity to Ca:Ba substi-
tution in optimally and overdoped CLBLCO indicating
that while CDW order may be suppressed by strong su-
perconducting fluctuations, superconductivity itself re-
sponds for all dopings to some other x-dependent pa-
rameter. Alternately, CDW order and superconductivity
may respond independently to the varying Ca:Ba ratio
by drawing on, or returning charge carriers to, the sur-
rounding bath of metallic electrons. However, a com-
plete decoupling of the two phases is considered unlikely
in view of the wealth of experimental evidence for com-
petition in both CLBLCO and underdoped cuprates in
general.
C. Relation to Fermi-surface reconstruction
Measurements of the Hall, and the Seebeck
coefficients58–60 as well as quantum oscillations61–63
in YBa2Cu3O7−δ, YBa2Cu4O8, and HgBa2CuO4+δ
have demonstrated a generic reconstruction of the
cuprate Fermi surface in the underdoped regime at
low temperature and high magnetic fields. This Fermi
surface reconstruction is associated with the formation
of an electron pocket which brings about a sign change
of the Hall resistivity, and is believed to be caused by
the translational symmetry breaking CDW order. In
addition to 2D CDW correlations observed at zero-field,
nuclear magnetic resonance64 and high-field x-ray
scattering experiments65,66 observed the presence of
long-range 3D CDW correlations in magnetic fields
exceeding 15 T. Recently, high-magnetic-field sound
velocity measurements in YBCO67 have succeeded
in tracking the onset fields and temperatures of 3D
CDW order across a wide range of dopings and clearly
distinguishing them from the onset of Fermi surface
reconstruction observed in the Hall resistivity. The
authors of Ref. 67 conclude therefore that the 3D CDW
order has minimal effect on the low-energy states of
underdoped YBCO, and argue that the biaxial 2D CDW
order is responsible for the formation of the electron
pocket observed in high magnetic fields. In order to
test this argument we propose CLBLCO as an ideal
system for probing the correlation between 2D CDW
order and Fermi surface reconstruction. Due to the
significant variation in TCDW between the CLBLCO
x = 0.1 and x = 0.4 families, we suggest that if 2D
CDW order were responsible for the observed Fermi
surface reconstruction, then a comparative transport
study of the two families should reveal a related change
in the temperature scale associated with Fermi surface
reconstruction.
V. CONCLUSION
In summary, resonant soft x-ray scattering measure-
ments have been used to obtain the first evidence
for 2D CDW correlations in the bulk superconduc-
tor (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy. By varying
the oxygen content y, CDW correlations were detected
within the doping range 0.102 < p < 0.133. As a function
of the chemical substitution x, which varies Θb and dA
at approximately constant hole doping, we report a dra-
matic response of TCDW in contrast to the lack of a corre-
sponding variation in T ∗. These observations pose a chal-
lenge to recent theoretical models in which the pseudogap
opens as a result of incommensurate CDW fluctuations,8
or fluctuations of a combined CDW and superconduct-
ing order parameter.19,20 Furthermore, the opposing re-
sponses of TCDW and the superexchange coupling J to the
structural changes which depend on x, appear to be at
odds with suggestions of a magnetic origin of the charge
ordering instability18,19. Looking forward, the signifi-
cant variation in the onset temperature of zero-field (2-
dimensional) CDW order in CLBLCO when comparing
the x = 0.1 and x = 0.4 families may be exploited in fu-
ture transport experiments to test whether 2-dimensional
CDW order, rather than 3-dimensional CDW order, is re-
9x y hole doping p Tc (K) TCDW (K) in-plane correlation
length near Tc (nm)
q// (r.l.u.)
0.1 6.99 0.102(6) 19(6) 99(15) 3.3(5) 0.318(10)
0.1 7.02 0.111(8) 31(8) 175(20) 3.2(3) 0.315(5)
0.1 7.02 0.114(5) 33(5) 159(30) 3.4(4) 0.320(5)
0.1 7.03 0.115(4) 34(4) 204(40) 3.4(3) 0.312(5)
0.1 7.05 0.121(7) 40(7) 224(20) 3.1(4) 0.304(5)
0.1 7.07 0.128(5) 46(5) 159(25) 3.2(4) 0.313(5)
0.1 7.08 0.133(4) 50(4) 161(20) 3.5(4) 0.307(5)
0.4 6.92 0.102(3) 24(4) 87(20) 4.1(7) 0.308(10)
0.4 6.98 0.113(4) 43(5) 124(20) 2.8(5) 0.313(5)
0.4 7.03 0.123(3) 57(4) 132(15) 4.2(5) 0.305(5)
0.4 7.07 0.133(4) 69(5) 110(25) 4.1(7) 0.295(10)
TABLE 1: Lorentzian fitting of CDW peaks. After subtraction of a high-temperature background the in-plane correlation
length ξ// and the in-plane wavevector q// are extracted from Lorentzian fits to the CDW peaks and tabulated for all of the
crystals in this study. TCDW is taken to be the zero of a linear fit to the temperature dependent integrated peak area. The
crystals are identified by the Ca content x, as well as the oxygen content y and hole doping p, of which the last two are derived
from the superconducting critical temperature Tc as determined from the Meissner transition.
sponsible for the Fermi surface reconstruction observed
in underdoped cuprates. More generally, we demonstrate
that isovalent chemical substitution to produce adiabati-
cally connected representations of a single structure type
is a powerful method to study the cuprate phase dia-
gram as a function of fundamental electronic parame-
ters (like the superexchange J). This method provides a
strategy for observing the interdependence of intertwined
phases, while avoiding the complications of doping de-
pendent phase competitions and enhanced fluctuations
near critical dopings.
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