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1. Introduction
Let G be a ﬁnitely generated, soluble-by-ﬁnite subgroup of GL(n, R), where R is an integral domain
and n is a positive integer. Suppose R has an ideal a = R such that G is congruent to 〈1〉 modulo a.
Alla Detinko asked me the following question, a positive answer to which would be useful for com-
puter calculations with ﬁnitely generated, soluble-by-ﬁnite linear groups. If either R has characteristic
zero and G is torsion-free, or R has positive characteristic, is it true that the derived subgroup G ′ of G
is always unipotent? Brieﬂy the answer in both cases is frequently yes but not always. For example,
if R is a subring of the rational numbers Q and char R/a is an odd prime, then G ′ is unipotent by a
result of J.D. Dixon, see [1, Lemma 8]. Negative examples I have found less easy to ﬁnd.
Notice that R can be replaced by its subring generated by all the entries in the elements of G
and that this ring is ﬁnitely generated as a ring, since G is ﬁnitely generated as a group. In particular
we may assume R is Noetherian. Also we may replace a by any of the maximal ideals of R contain-
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Hilbert’s Nullstellensatz, see [4, 4.1]). In particular R/a now has positive characteristic. The positive
characteristic case is the most straightforward.
Theorem 1. Let R be an integral domain of positive characteristic p, a = R an ideal of R and G a soluble-by-
ﬁnite subgroup of GL(n, R) congruent to 〈1〉 modulo a.
a) If p > n then G ′ is unipotent.
b) If p  n there exist such R, a and G with G ﬁnitely generated, soluble and G ′ not unipotent.
c) In general G has a normal subgroup C with C ′ unipotent and G/C isomorphic to a p-subgroup of Sym(n);
in particular G/C has order pe for some e satisfying
e(p − 1) (n − 1).
d) If G is generated by d-elements (that is, by diagonalizable elements, see [4, p. 90]), then again G ′ is
unipotent.
Theorem 2. Let R be an integral domain of characteristic zero, a an ideal of R with p = char R/a prime and
G a soluble-by-ﬁnite subgroup of GL(n, R) congruent to 〈1〉 modulo a.
a) If p > n then G ′ is unipotent.
b) If p  n and p = 2 or 3, there exist such R, a and G with G a ﬁnitely generated, soluble torsion-free
d-group and G ′ not unipotent.
c) In general G has a normal subgroup C with C ′ unipotent and G/C isomorphic to a p-subgroup of Sym(n);
in particular G/C has order pe for some e satisfying
e(p − 1) (n − 1).
Notice that in Theorem 2 we are not assuming the group G is torsion-free and since R could
contain a p-th root of unity, G need not be torsion-free even if n = 1. A d-group is a linear group
consisting entirely of d-elements, so in particular the examples in b) show there is no immediate
analogue in Theorem 2 to part d) of Theorem 1. Further for p = 2 this example G is also congruent
to 〈1〉 modulo a2 and 2 /∈ a2. We will see below that when char R/a = 2 we often need to replace a
by a2 and to assume 2 /∈ a2, so in the situation of Theorem 2, part b), this extra hypothesis would not
help. It seems very probable that there exist counter examples whenever n  p, but the calculations
to ﬁnd such examples are likely to be unpleasant.
If G is a (Zariski) connected soluble-by-ﬁnite linear group, then G ′ is unipotent by the Lie–Kolchin
Theorem (e.g. [4, 5.8]). Thus in the situations of Theorems 1 and 2, if we can prove G is connected,
then the solubility hypothesis yields the unipotence of G ′ . Thus a non-soluble version of the above
questions would be simply to ask whether G is connected without any solubility hypothesis. There is
a connection here with ﬁnitely generated groups. The methods of Section 2 of [3] yield the following
simple result. (The connected component containing the identity of a linear group G with respect to
the Zariski topology we denote by Go .)
Lemma 1. Let R be an integral domain and a = R an ideal of R such that char R/a = p is a prime. If G is a
subgroup of GL(n, R) such that G is congruent to 〈1〉 modulo a, then G/Go is a (ﬁnite) p-group.
Let p be a maximal ideal of the ﬁnitely generated integral domain R . Then p = char R/p is prime
and if G is a subgroup of GL(n, R) congruent to 〈1〉 modulo p, then by this lemma G/Go is a p-group.
If char R is positive, then clearly p = char R and this is as far as this lemma takes us. However if
char R = 0, then for almost all primes q there is a maximal ideal q of R with char R/q = q. In this
case choose q with p = q. If G is congruent to 〈1〉 modulo p and q, then G/Go is both a p-group and
a q-group, G = Go and G is connected. Note that there is no solubility restriction on G here. If we
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The following at least shows where not to look for examples for part b) of Theorem 2.
Theorem 3. Let R be an integral domain of characteristic zero and suppose G is a subgroup of GL(n, R).
a) If p is an odd prime or 4, if pR = R and if G is congruent to 〈1〉 modulo pR, then G is connected.
b) If R is Noetherian and a = Rα is a principal maximal ideal of R such that p = char R/a is prime and
satisﬁes p /∈ ap−1 if p is odd and p /∈ a2 if p = 2, then G is connected whenever G is congruent to 〈1〉
modulo a (resp. a2 if p = 2).
c) Let J be a Dedekind domain of characteristic zerowith quotient ﬁeld F . Let R be a subring of F containing J
with a maximal ideal m for which there is an integer prime p such that either p ∈ m \mp−1 or p = 2 ∈
m \m2 . If G is congruent to 〈1〉 modulo m (resp. m2 if p = 2), then G is connected.
GL(1,Z) = 〈−1〉 is congruent to 〈1〉 modulo 2Z,Z denoting the integers, but trivially is not con-
nected, so we do need to replace a by a2 in Theorem 3 if p = 2. The obvious examples to take for J
in part c) of this theorem are the rings of algebraic integers in number ﬁelds. In part c) it is easy
to see that if R is Noetherian, then R is also a Dedekind domain. Further each of the three parts of
Theorem 3 can be regarded as generalizations of Dixon’s Lemma 8 in [1].
An alternative analogue to part d) of Theorem 1 would come from consideration of groups G as
in Theorems 1 and 2 that are generated by unipotent elements. In this case the obvious questions
are easily settled. In characteristic zero all unipotent subgroups are connected (e.g. by [4, 6.6] applied
with H = Go), so if G is as in Theorem 2 and if G is generated by unipotent elements, then G is
connected and hence G ′ is unipotent by the Lie–Kolchin Theorem. In our construction for part b) of
Theorem 1 we will see that G can be chosen to be generated by two unipotent elements. Thus if G is
generated by d-elements the outcome is positive in Theorem 1 and negative in Theorem 2, while if G
is generated by unipotent elements, things are the other way round.
2. Soluble groups
Proof of Lemma 1. Clearly G has a ﬁnitely generated subgroup H with G = HGo and necessarily Ho
is contained in Go . Consequently we may assume that G is ﬁnitely generated and hence that R is
Noetherian.
Let M = R(n) be row n-space over R and set Ki = CG (M/aiM) for each i  1. Then G = K1 by
hypothesis, [aiM,G] ai+1M and paiM  ai+1M for each i. Then stability theory yields that G/Ki is
a nilpotent p-group (of class less than i and exponent dividing pi−1, e.g. see [5, 1.19 & 1.21b]). By
the Krull Intersection Theorem (see [2, Theorem 77]) we have
⋂
i a
i = {0}. Then by 2.6 of [3] we have
Go =⋂i KiGo = K jG for some j, the latter since G/Go is ﬁnite. Therefore G/Go is a p-group. 
Lemma 2. Let R be an integral domain, a = R an ideal of R such that char R/a = p is prime and suppose G is
a soluble-by-ﬁnite subgroup of GL(n, R) congruent to 〈1〉 modulo a. Then G has a normal subgroup C with C ′
unipotent and G/C isomorphic to a p-subgroup of Sym(n). In particular if p > n then G ′ is unipotent.
Proof. Now G/Go is a ﬁnite p-group by Lemma 1. Set U = u(G), the unipotent radical of G , T = UGo
and C = CG(T /U ). Let F denote the algebraic closure of the quotient ﬁeld of R . If
{0} = V0 < V1 < · · · < Vr
is an FG-composition series of the FG-module F (n) , there is an obvious action of G on
⊕
i V i/Vi−1 ∼=F
F (n) . Thus there is a rational homomorphism ρ of G into GL(n, F ) with kernel U and with Gρ com-
pletely reducible. Now Go is triangularizable [4, 5.8], so Tρ is abelian and Gρ/Tρ is a ﬁnite p-group.
Hence Gρ is monomial by [4, 1.14]. Therefore Gρ has a closed abelian normal subgroup A with Gρ/A
embeddable into Sym(n). But Goρ  (Gρ)o  A, so Gρ/A is isomorphic to a p-subgroup of Sym(n).
Set C = Aρ−1. Then C has the required properties. 
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Proof of Theorem 1 part d). Now G/Go is a p-group by Lemma 1. Also G/Go is isomorphic to a ﬁnite
linear group of characteristic p and is generated by d-elements, see [4, 6.5]. The latter are p′-elements,
so G = Go is connected and G ′ is unipotent. 
Only the ﬁnal step in this argument has used the solubility hypothesis, so in fact we have proved
the following.
Proposition. Let R be an integral domain of positive characteristic p and a = R an ideal of R. Then any
subgroup G of GL(n, R) congruent to 〈1〉 modulo a and generated by d-elements is connected.
3. The examples in positive characteristic
Below rCs denotes the binomial coeﬃcient r!/s!(r − s)!.
Lemma 3. Let r  j  0 be integers. Then in the polynomial ring Z[X]
∑
0ir
rCi .
iC j X
i = rC j X j(1+ X)r− j .
Proof.
∑
0ir
rCi .
iC j X
i =
∑
jir
r!Xi/(r − i)!(i − j)! j!
= (r!/(r − j)! j!)( ∑
jir
(r − j)!Xi/(r − i)!(i − j)!
)
= rC j X j
( ∑
0kr− j
(r − j)!Xk/(r − j − k)!k!
)
= rC j X j(1+ X)r− j,
where we have set k = i − j. 
Now let R = Fp[X, (1+ X)−1], where X is an indeterminate over the ﬁeld Fp of p elements; R is of
course a principal ideal domain. Let F be its quotient ﬁeld and set a = RX . Consider the row vectors
vi = (vi1, vi2, . . . , vii,0, . . . ,0)
in R(n) for i = 1,2, . . . ,n and the matrix a = (aij) in Rn×n , where
vij = i−1C j−1X j−1 and aij = i−1C j−1(1+ X) j−1.
Then using the above lemma
vna =
(
. . . ,
∑
1in
n−1Ci−1Xi−1 i−1C j−1(1+ X) j−1, . . .
)
= (. . . ,n−1 C j−1X j−1(1+ X)n− j(1+ X) j−1, . . .)
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= (1+ X)n−1vn.
It follows that for i = 1,2, . . . ,n the vector vi is an eigenvector of a with eigenvalue (1+ X)i−1.
From now on let n = p. Set g = 1p + Xh ∈ Rp×p , where h = (hij) is given by hij is 1 if j is
congruent to i + 1 modulo p and is 0 otherwise. Then gp = 1p + Xp1p = (1+ X)p1p , so in particular
g ∈ GL(p, R), and g is congruent to 1p modulo a. Also for 1 i  p the top row of gi−1 is vi . Thus
vi = e1gi−1, where as usual e1 = (1,0, . . . ,0). Hence g permutes cyclically the eigenspaces F vi of a.
Set G = 〈g,a〉 GL(p, R). (Note that a ∈ Rp×p is triangular with the units (1+ X)i on the diagonal,
so a does indeed lie in GL(p, R).) Then A = 〈gp,a〈g〉〉 is a normal subgroup of G that acts diagonally
on F (p) with respect to the basis {v1, v2, . . . , vp}, so A is an abelian normal diagonalizable subgroup
of G of ﬁnite index p. In particular G is soluble (even metabelian). Further
v2[a, g] = (1+ X)−1v2g−1ag = (1+ X)−1v1ag = (1+ X)−1v1g = (1+ X)−1v2.
Consequently [a, g] has inﬁnite order.
Of course G is not congruent to 〈1〉 modulo a. Let m be the (ﬁnite) exponent of GL(p, p) ∼=
GL(p, R/a). Then H = 〈g,am〉 G  GL(p, R) and is congruent to 〈1〉 modulo a. Also [am, g] = [a, g]m .
Thus [am, g] is a non-trivial diagonalizable element of A and therefore is not unipotent. Hence H ′ is
not unipotent and trivially H is soluble (in fact abelian-by-(cyclic of order p) and ﬁnitely generated.
Part b) of Theorem 1 follows from this.
Now H is not generated by unipotent elements. Set k = (1 + X)−1g . Then k has order p and
K = 〈k,ka〉  〈(1 + X)1p〉G is soluble and is generated by the unipotent elements k and ka . Also
c = [k,ka] lies in the diagonalizable group A, so provided c is non-trivial we have that K ′ is not
unipotent. Direct calculation shows that
v1c = (1+ X)−p v1,
which completes the construction of an example generated by unipotent elements. (Alternatively if
c = 1, then 1 = [a,k,k] = [a, g, g], so G/A acts faithfully and unipotently on the free abelian group
〈a〈g〉〉; consequently G/A is torsion-free, which clearly is false.)
4. The examples in characteristic zero
Set R = Z[X, (1 − 4X)−1, (1 − 4X2)−1], where X is an indeterminate; R is a ﬁnitely generated
integral domain of characteristic zero. Set a = 2R + XR . Then R/a is the ﬁeld of 2 elements. Let
g =
(
1+ 2X −2X
4+ 2X −(1+ 2X)
)
.
Then g2 = (1 − 4X)12, det g = 4X − 1, g ∈ GL(2, R) and g ≡ 1 modulo a2. Set v1 = (1,0) and v2 =
v1g = (1+ 2X,−2X), so v2g = (1− 4X)v1. Let
h =
(
1+ 2X 0
2+ 4X 1− 2X
)
.
Then h ∈ GL(2, R) and h ≡ 1 modulo a. Clearly v1h = (1+ 2X)v1; also
v2h =
(
1− 4X2,−2X(1− 2X))= (1− 2X)v2.
Then A = 〈h〈g〉〉 = 〈h〉 × 〈hg〉, which acts diagonally with respect to the basis {v1, v2} and hence
G = 〈g,h〉 = 〈g〉A is soluble.
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namely the two distinct square roots of ξη. Thus k is diagonalizable and hence G is a d-group. With
respect to the basis {v1, v2} the diagonal entries of g2i are both (1−4X)i while the diagonal entries of
hi(hg) j are (1+2X)i(1−2X) j and (1−2X)i(1+2X) j . Thus 〈g〉∩ A = 〈1〉 and hence G is torsion-free.
However G is not congruent to 〈1〉 modulo a2. But note that 2 /∈ a2 = 4R + 2XR + X2R .
Set H = 〈g,h2〉 = 〈g〉A2. Then H is a ﬁnitely generated, abelian-by-cyclic subgroup of GL(2, R) that
is congruent to 〈1〉 modulo a2. Finally 〈h〉 ∩ 〈hg〉 = 〈1〉 so [h2, g] = 1. (Alternatively v2[h2, g] = (1 −
2X)−2(1+ 2X)2v2 = v2.) Consequently H ′  A is non-trivial, diagonalizable and hence not unipotent.
Part b) of Theorem 2 for p = 2 follows from this, as do the comments on it in the Introduction.
Now consider J = Z[ω]  C, where ω is a primitive cube root of unity. If X is an indeterminate,
set
R = J[X, (1+ X3)−1, (1+ 2X3)−1] and a = 3R + (ω − 1)R + XR.
Then R is a ﬁnitely generated integral domain of characteristic zero and R/a is the ﬁeld of 3 elements.
Consider the following two matrices in R3×3:
h =
( 1 X 0
X ω X
−(2+ ω) −X ω2
)
and a =
( 1 0 0
X2 1+ X3 0
(1− ω + 2X2)X (1+ ω)X2 1+ 2X3
)
.
Set v1 = (1,0,0), v2 = v1h = (1, X,0) and v3 = v2h = (1+ X2, (1+ ω)X, X2). Then v3h = v1, h3 = 1,
deth = 1 and h ∈ GL(3, R) with h congruent to 1 modulo a. Also v1a = v1, v2a = (1 + X3)v2 and
v3a = (1+2X3)v3. Further deta is a unit of R , so a ∈ GL(3, R), and then a is congruent to 1 modulo a.
Clearly 〈1+ X3〉 ∩ 〈1+ 2X3〉 = 〈1〉. It follows that
〈
a〈h〉
〉= 〈a〉 × 〈h−1ah〉× 〈h−2ah2〉
and hence 〈h,a〉 is isomorphic to the wreath product of an inﬁnite cyclic group by a cyclic group of
order 3.
Set g = (1+ X)h and G = 〈g,a〉. Since 1+ X is a unit of R (its inverse is (1− X + X2)(1+ X3)−1),
so G  GL(3, R) with G congruent to 〈1〉 modulo a. Clearly
A = 〈g3, 〈a〈g〉〉〉= 〈(1+ X)313〉× 〈a〈g〉〉
is diagonalizable relative to the basis {v1, v2, v3} and is free abelian of rank 4. Thus G is torsion-free
and abelian-by-(cyclic of order 3). If k ∈ G \ A then k has three distinct eigenvalues, namely the three
cube roots of detk. Thus k is diagonalizable and so G is a d-group. Finally [a, g] = a−1ah = 1 and lies
in A, so G ′ is not unipotent.
5. Connected groups
Lemma 4. Let the γi ∈ F for i = 1,2, . . . ,n, be the roots of the characteristic polynomial of g ∈ GL(n, F ),
where F is an algebraically closed ﬁeld of characteristic zero. Let R be a subring of F containing all the γ ±1i .
Suppose p is an integer prime and a is an ideal of R such that each γi lies in 1 + a and either p is odd and
p ∈ a \ ap−1 , or p = 2 and a contains 4 but not 2. Then 〈g〉 is connected.
Proof. Note that each γ ±1i ∈ 1 + a. Suppose ﬁrst that g is a d-element. Then g is conjugate (in
GL(n, F )) to diag(γ1, γ2, . . . , γn) ∈ GL(n, R), so we may assume that g = diag(γ1, γ2, . . . , γn). Let G =
〈g〉 and suppose (G : Go) = qk, where q and k are positive integers with q prime. Then Go = 〈gk〉o , so
we may assume that k = 1. Now Go is a closed subgroup of the diagonal group G and so there is a
monomial
∏
i X
e(i)
i , where the e(i) are integers, such that γ =
∏
γ
e(i)
i = 1 while γ q =
∏
(γ
q
i )
e(i) = 1.
Note that γ ∈ R , since the γi are units of R .
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∏
1i<q(X − γ i), so q =∏
1i<q(1 − γ i). Hence q ∈ Z ∩ aq−1. If p is odd then Z ∩ aq−1 contains pq−1Z, so q lies in piZ for
some i  1 and p = q ∈ ap−1, a contradiction. If p = 2, then Z ∩ aq−1 contains 4q−1 but not 2, so q
lies in 2iZ for some i  2, which again is impossible. Therefore G is connected, if g is a d-element.
In general let g = gu gd = gdgu be the Jordan decomposition (see [4, Chapter 7]) of g in GL(n, F ),
where gu is unipotent and gd is a d-element whose eigenvalues are the eigenvalues of g . Conse-
quently 〈gd〉 is connected by the above, and 〈gu〉 is connected simply since gu is unipotent. Thus
〈gu, gd〉 is connected. Since Go is closed of ﬁnite index in G and G is dense in 〈gu, gd〉, see [4, 7.3],
so the closure C of Go in 〈gu, gd〉 has ﬁnite index in 〈gu, gd〉. Hence C = 〈gu, gd〉 and Go = C ∩ G = G .
The proof that G is connected is complete. 
Corollary 1. Let a be an ideal of the integral domain R of characteristic zero such that either p is an odd
(integer) prime with p ∈ a \ ap−1 or 4 but not 2 lies in a. Then 1+ a contains no non-trivial roots of unity.
Proof. Apply Lemma 4 with n = 1. 
Lemma 5. Let R be an integral domain of characteristic zero containing a Noetherian subring J with a principal
maximal ideal Jα such that p = char J/ Jα is prime with p /∈ Jαp−1 if p is odd and p /∈ Jα2 if p = 2. Suppose
Rα < R and set a = Rα if p is odd and a = Rα2 if p = 2. If G is a subgroup of GL(n, R) that is congruent to 〈1〉
modulo a, then G is connected.
Proof. If every cyclic subgroup of G is connected, then so is G . Hence we may assume that G = 〈g〉
is cyclic. Thus we may also assume that R is ﬁnitely generated over J and hence is Noetherian by the
Hilbert Basis Theorem. Now g ∈ 1+ (a)n×n , say g = 1+ αx (= 1+ α2x if p = 2), where x ∈ Rn×n . Let
the γi and the ξi be the eigenvalues of g and x respectively in some algebraic closure of R .
Set S = R[γ ±1i , ξi: 1 i  n], a Noetherian domain (the Hilbert Basis Theorem again). Now the ξi
are the roots of the polynomial
det(x− X1n) = det x+ · · · + (tr x)(−X)n−1 + (−X)n,
while if p is odd the γi are the roots of
det
(
αx+ (1− X)1n
)= αn det x+ · · · + α(tr x)(1− X)n−1 + (1− X)n.
In this case for each i there exists j with α−1(1 − γi) = −ξ j and hence γi = 1 + αξ j ∈ 1 + Sa. If
p = 2 a similar argument produces the same conclusion, namely that γi ∈ 1 + Sa. Now S is integral
over R , since also g−1 ∈ GL(n, R). Further Rα < R , so there is a maximal ideal m of R containing α.
Consequently there is a maximal ideal n of S with m = R∩n (see [2, Theorem 44]). Hence Sa n< S .
By the Krull Intersection Theorem [2, Theorem 77]
⋂
i Sα
i = {0} and Sα = {0}. Therefore Sαi > Sα j
for all i > j. Also the only ideals of J containing Jα j are the Jαi for i  j. Therefore Sαi ∩ J = Jαi
for all i. Thus either p is odd and p lies in Sa \ Sap−1 or 4 but not 2 lies in Sa. By Lemma 4 the
group 〈g〉 is connected and the proof of Lemma 5 is complete. 
Corollary 2. Let R be an integral domain of characteristic zero and let p be either an odd prime or 4, with
pR < R. If G is a subgroup of GL(n, R) congruent to 〈1〉 modulo pR, then G is connected.
Proof. Apply Lemma 5 with J = Z and α = p or 2. 
Corollary 3. Let R be a Noetherian integral domain of characteristic zero with a principal maximal ideal Rα
such that p = char R/Rα is prime with p /∈ Rαp−1 if p is odd and p /∈ Rα2 if p = 2. Set a = Rα if p is odd
and a = Rα2 if p = 2. If G is a subgroup of GL(n, R) that is congruent to 〈1〉 modulo a, then G is connected.
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Lemma 6. Let F be the quotient ﬁeld of the Dedekind domain J of characteristic zero. Let R be a subring
of F containing J with a maximal ideal m and let p be an integer prime such that either p ∈ m \ mp−1 or
p = 2 ∈ m \m2 . If G  GL(n, R) is congruent to 〈1〉 modulo m (resp. m2 if p = 2), then G is connected.
Proof. Now p = m ∩ J is a non-zero prime (hence maximal) ideal of J and Jp is a d.v.r., say with
maximal ideal π Jp = p Jp , see [2, Theorem 96]. Also Jp is a maximal subring of F and trivially J \ p
is contained in R \m, so Jp  Rm = F . Consequently Rm = Jp , so R  Jp and mmRm  π Jp .
Each non-zero ideal of J is uniquely a product of prime ideals of J , see [2, Theorem 97]. Thus
the only ideals of J containing pi are the p j for j  i. But pi Jp = p j Jp for i = j, so J ∩ pi Jp = pi . If
p ∈ m \mp−1, then p ∈ p \ pp−1 and so p ∈ π Jp \ π p−1 Jp . Similarly if p = 2 then p ∈ π Jp \ π2 Jp . If
G  GL(n, R) is congruent to 〈1〉 modulo m (resp. m2), then G  GL(n, Jp) is congruent to 〈1〉 modulo
π Jp (resp. π2 Jp if p = 2). The claims now follow from Corollary 3. 
Theorem 3 follows from Corollaries 2, 3 and Lemma 6.
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