Abstract. We consider wave propagation in a perturbed open waveguide. We provide a new asymptotic expansion for the scattered wave when the inclusion is of small diameter. We design a MUSIC (multiple signal classification) type of algorithm for locating the inclusion and illustrate its viability in numerical examples.
Introduction.
Optical waveguides are the basis of the optoelectronics and telecommunications industry. It is important in engineering design of optical communication devices not only to find out whether a defect is present or absent in a device, but also to precisely locate it and accurately characterize its size.
In this paper we discuss wave propagation in a perturbed optical waveguide. The perturbation in the electromagnetic characteristics of the waveguide is caused by a small electromagnetic inclusion. The waveguide we consider is half space (y > 0) with the Dirichlet boundary condition on y = 0. The region 0 < y < h is considered the core of the fiber, while the remainder is considered the cladding. The electromagnetic characteristics of the waveguide are constant in each part. The electric permittivity and the magnetic permeability are then given by The piecewise constant electric permittivity ε α (x, y) is defined analogously. An incident wave u 0 , in the form of a guided mode, is sent along the perturbed waveguide. It encounters the inclusion D in the core region of the waveguide and is scattered. Our first goal in this work is to provide an asymptotic formula for the scattered wave when α goes to zero. Our second goal is to use this expansion for efficiently determining the location and the shape of the inclusion D.
To set the problem mathematically, let u α satisfy the Helmholtz equation
and u α − u 0 satisfy some form of radiation condition. Unfortunately, not much is known about the exact form of this condition due to the fact that the waveguide extends from −∞ to +∞. We avoid this issue by first obtaining a representation of the Green's function of the homogeneous waveguide. The Green's function we give is based on the requirement that waves be outgoing and remain bounded. Using the obtained Green's function, we derive an asymptotic expansion of the solution u α of the inhomogeneous waveguide problem. We shall mention the work by Zhang and Chandler-Wilde [23] , which discusses the issue of radiation conditions for the scattering by an infinite layer. However, these conditions do not rule out the guided waves localized in the layer.
Let us emphasize here that the use of the formal equivalence between electromagnetics and linear acoustics, by term-to-term replacing permittivity and permeability by compressibility and volume density of mass, and the scalar electric field by the scalar acoustic pressure characteristic of compressional waves inside fluid media, opens up the investigation of this paper to many other applications, such as ocean-acoustics, even though the type of materials and of geometrical configurations investigated and the range of values that are allowed to be taken by the two sets of parameters in the two disciplines may differ considerably in practice. The configuration considered in this paper has also been used as a model of underwater acoustics. The area of applications is the identification of mines, submarines, or submerged obstacles in harbors and other shallow bodies of water.
The paper is organized as follows. In section 2, we construct the Green's function corresponding to the unperturbed waveguide. The main ingredient for doing this is an inverse transform formula from [5] . A similar formula was first derived by Magnanini and Santosa [12] , [13] . Section 3 is devoted to the derivation of the leading-order term in the asymptotic expansion of the scattered wave. In section 4 we exploit this formula for recovering the location and the shape of the inclusion. A MUSIC (multiple signal classification) type of algorithm is developed for locating the inclusion. Numerical examples are given in section 5. A discussion section ends the paper.
Finally, we shall mention, in connection with our asymptotic expansion for the scattered wave, the nice work by Vogelius and Volkov [20] .
2. Green's function for the unperturbed waveguide. This section is devoted to the derivation of an expression of the Green's function. We will separate the Green's function into three components: the guided component, the radiated component, and the evanescent component. We will also provide asymptotic results that show how the nonguided part of the Green's function decays along the core of the waveguide. Our approach for constructing the Green's function follows [12] . We note that one can also employ complex analysis for deriving an explicit representation of the Green's function, starting with the assumption of its separability in the variables x and y, and a representation in terms of a contour integral in the separation parameter; see [9] .
For a function f , continuous of compact support, let u satisfy the Helmholtz equation
with the boundary condition u = 0 on y = 0.
We introduce the following notation:
Setting φ(y, λ) = sin( √ λy), we then write
in view of the above expression of g, we impose the dispersion relation
or equivalently,
to make g(y, λ) bounded in R + . It is straightforward to see that there are a finite number of roots λ l (ω) of (4) with associated solutions: g(y, λ l ) for l = 1, 2, . . . , m. Moreover, the set of eigenfunctions g(y, λ), λ ∈ ]0, +∞[ is complete in L 2 (R + ). When the magnetic permeabilities μ 1 and μ 2 are equal (μ 1 = μ 2 ), the completeness of the associated eigenvalue problem has been proved and an inverse transform formula has been rigorously derived in [12] . See also [21] , [22] , where the spectrum of the Pekeris operator is investigated. Here the following more general inverse transform formula from [5] will be needed. Let f ∈ L 2 (R + , dy μ(y) ). We have the inverse transform formula
almost everywhere. We now return to the Helmholtz equation (2) . Let 
The solution of (6), which is outgoing for 0 ≤ λ < ω 2 ε 1 μ 1 and decays exponentially for λ > ω 2 ε 1 μ 1 as |x| → +∞, is readily given for x ∈ R by the following expression:
By the inversion formula (5), we have
hence, by (7) and by interchanging the order of integration, we obtain that the solution u of (2) corresponding to the case where no energy is radiated from the far field (x 2 + y 2 → +∞, y > 0) can be represented by
where the Green's function G is given by
Note that the Green's function G has been constructed so that all the waves are outgoing.
Following [12] , we now separate the Green's function G into three components
corresponds to the solution that is concentrated near the core. The radiated component
and the evanescent component
are radiated away from the source at (ζ, η). We will need to estimate G r and G e for fixed y and η. Following [12] once again, we can apply Laplace's method [6] , and obtain for |x − ζ| → +∞ that
Moreover, making use of the method of steepest descent [6] , we can show that
We can therefore conclude that for a fixed y, as one looks down the core of the waveguide, the nonguided components of the waves die off like O(1/ω|x|).
Let X = (x, y) and Y = (ζ, η). Observe that the Green's function for the problem,
is given by the following explicit formula. If 0 < η < h, then
Here Γ(X) = (1/(2π)) log |X| is the fundamental solution for the Laplacian and X = (x, −y). If η > h, the formula takes the form
We will need the following lemma. Lemma 2.1. For each M and a fixed but arbitrary (ζ, η) with 0 < η < h,
Then one can easily see from the explicit forms (10) and (11) 
and hence by the standard regularity theorem for the elliptic equations we get
for some C uniformly in (ζ, η). This completes the proof.
3. Asymptotic expansion of the scattered wave. In this section we derive an asymptotic formula for the perturbation u α −u 0 due to the presence of the inclusion D = Z + αB as α tends to 0.
For k > 0, let the fundamental solution Γ k be defined by
where
is the Hankel function of the first kind of order 0. For a bounded smooth
Let S D be the single layer potential defined by G; that is, for ψ ∈ L 2 (∂D),
Suppose that the following assumption (H1) holds: the trivial solution is the unique solution to the Helmholtz equation
with the boundary condition u = 0 on y = 0 and the decay estimates
, an integral representation formula for the outgoing solution u α of (1) can be proved.
and let
where the pair
Here ν denotes the outward unit normal to ∂D; subscripts + and − indicate the limiting values as we approach ∂D from outside D and from inside D.
By (12), T is a Fredholm type of operator. Thus, in order to prove the existence and uniqueness of a solution to (14) , it is enough to show that T is injective. Let the
be a solution to the following homogeneous system of integral equations:
It is easy to see that v satisfies the equation
, with the boundary condition v = 0 on y = 0 together with the decay estimates
which hold because of the form of the Green's function G. Then, it immediately follows from (H1) that v = 0 in R 2 + . Next, the unique continuation for the operator The derivation of the asymptotic formula for u α − u 0 relies on the representation formula (13) and is parallel to that in [2] . However, there are some technical differences, and so we include the main steps for its derivation.
Let us introduce two more layer potentials. Define
where Γ(X) is the fundamental solution for the Laplacian Δ. We also define
Because of (12), we have
for some constant C. Therefore,
Here and in what follows, C denotes a constant which may be different at each occurrence. Since
, the integral equation (14) takes the form
Let (f, g) be the solution to
and hence
Combining this with the second equation in (17), we get
Observe that for each h ∈ L 2 (∂B) with ∂B hdσ = 0 there exists a unique solution g ∈ L 2 (∂B) with ∂B gdσ = 0 to the equation
This fact can be proved using the method in Chapter 1 of [1] , and so we omit its proof.
Let Y = (y 1 , y 2 ) and ψ j , j = 1, 2, be the solution to
It then follows from (18) and (19) 
We are now ready to derive an asymptotic formula for u α − u 0 . According to (13) ,
Making the change of variables Ξ → Z + αY , Y ∈ ∂B, we get
for X away from D, we get
for X away from D.
By (14) we have
and hence it follows that
where the last equality follows from (14) . Note that
We also have
In fact, since ∂B ψ j dσ = 0, equation (21) yields ∂B ψdσ = O(α), and hence
Thus we have (23) . Therefore, we obtain
On the other hand, it follows from (21) that
where M = (M ij ) and
By (22) , (24), and (25), we finally arrive at the following theorem. Theorem 3.2. Let u α be the solution of (1), and let M be the polarization tensor defined by (26). Then, for X = (x, y) bounded away from D, we have the pointwise expansion
A few words are in order on the matrix M defined by (26). It follows from the jump relation of the single layer potential and (20) that
In its appearance M ij may seem to be dependent on α. However,
To see this, let us investigate three typical cases: (i) when D = Z + αB is away from the interface y 2 = h and the boundary y 2 = 0, (ii) when D is close to the interface, (iii) when D is close to the boundary.
(i) Suppose that D is away from the interface and the boundary. In this case, after scaling, the distance from B to the interface y 2 = (h − z y )/α and the boundary is of order 1/α. Thus one can see from (10) that
and hence (20) can written as
Let g j be the solution of (28) 
is the Pólya-Szegö polarization tensor whose properties were extensively studied in [1] . We get from (28) that
and hence, in this case, the formula (27) holds with M replaced with M ( μ1 μ * ). Recall that if the inclusion B is a disk, then its polarization tensor M ( μ1 μ * ) takes the following explicit form:
where I 2 is the 2 × 2 identity matrix.
(ii) Suppose that D is close to the interface and that the distance between them is of order α. In this case, one can see from (10) that
By a similar argument one can show that
where B * = B − (0, (h − z y )/α) and Φ i , i = 1, 2, is the solution to
i is continuous across ∂B * and y 2 = 0,
Thus in this case, we obtain that for X = (x, y), 0 < y < h, bounded away from D, the following pointwise expansion holds:
The feature of the above formula is that it is expressed in terms of the new polarization tensor P = (P ij ). The case when D is close to the boundary can be treated in a similar way, which we omit.
Reconstruction of the inclusion.
In this section we develop a MUSIC type of algorithm for recovering the inclusion D from measurements of propagated modes excited by incident waves. MUSIC is generally used in signal processing problems as a method for estimating the individual frequencies of multiple-harmonic signals [19] . The MUSIC algorithm makes use of the eigenvalue structure of the so-called response matrix. A more detailed description of this algorithm can be found in [10] , [7] , and [3] ; see also [17] , [11] , [14] , and [15] for further background on closely related time-reversal methodologies and on MUSIC in this specific context. 
Then g x,y ∈ Range(C) iff x = z x and y = z y .
(c) Suppose μ * = μ 1 and ε * = ε 1 . For X = (x, y) in the core of the waveguide, define the vector g x,y ∈ C 3m by
Proof. The idea of the proof of the characterization of the location of the inclusion in terms of the range of the matrix C is the same for the three cases above. Let us then for the sake of simplicity consider only the first case. For X = (x, y) suppose that g x,y ∈ Range(C) and X = Z. Then The MUSIC algorithm is as follows. Denote by P the orthogonal projection onto the left null space (noise space) of C, which can be computed via a singular value decomposition (SVD) of the matrix C. We can form an image of the location Z by plotting, at each point X = (x, y), the quantity (a) W :
3 \ {0} if μ * = μ and ε * = ε 1 . In the case (a) (resp., (b), (c)), the matrix C has 1 (resp., 2, 3) significant singular values. The image space of C is of dimension 1 (resp., 2, 3).
This MUSIC type of algorithm can be used to recover the location of n wellseparated electromagnetic inclusions, provided that m > n (case (a)), m > 2n (case(b)), and m > 3n (case (c)).
Numerical results. Consider the function f (λ) defined by
From (4), the isolated eigenvalues λ l , l = 1, . . . , m, are defined by
We set μ 1 = 2, ε 1 = 2 and μ 2 = 1, ε 2 = 1, ω = 4, and h = 4. For this set of parameters, the function f (λ) has 8 zeros, λ l , l = 1, . . . , 8. 
Using this notation, the vector g x,y , defined by (31), can be written as g x,y = [g 8×8 and those in the case of noisy data (white Gaussian noise for both the amplitude and the phase of the scattered modes) with 12 dB signalto-noise ratio are displayed in Figure 1 . The maps of the amplitudes of W and the product
in the case of noisy data are shown in Figure 2 . Here v 1 denotes the first singular vector of the matrix C (i.e., the first eigenvector of the matrix CC * ). The numerical results obtained here are easy to interpret. One singular value emerges from the seven others in the noise subspace. As for the singular vector, once operated upon by g x,y , it focuses onto the inclusion as expected. Note that, in this simple case, v 1 = g zx,zy / g zx,zy , with corresponding singular value σ 1 = g zx,zy 2 |D|ω 2 ε 1 μ 1 (ε * /ε 1 − 1).
Permeable inclusion.
In this case we set μ * = 5 and ε * = ε 1 = 2. The singular values of C and those in the case of noisy data with 12 dB signal-to-noise ratio are shown in Figure 3 
x,y is shown in Figure 5 . The vectors v 1 and v 2 denote the first two eigenvectors of the matrix CC * . As previously, the results obtained in this case are easy to interpret. Only two the case of noisy data is shown in Figure 8 (right) .
The results obtained in this case are less easy to interpret than before due to the more complicated character of the inclusion. However, the singular values of the signal subspace still emerge from the noise. The inclusion is clearly discriminated from the background (except for c = (0, 1, 0)), the visual aspect depending upon the choice of c.
Reconstruction of multiple inclusions.
We set, as in the case of one inclusion, μ 1 = 2, ε 1 = 2, μ 2 = 1, ε 2 = 1, and h = 4, but now we take ω = 6. For these parameters the function f (λ), which is defined by (33), has more than twelve zeros.
We consider two small homogeneous circular disks The singular values of C and those in the case of noisy data with 12 dB signalto-noise ratio are shown in Figure 9 diameter. We then successfully used this formula for the purpose of locating the inclusion from measurements of the propagated modes excited by incident waves, in the form of guided modes of the reference structure. In the case of multiple inclusions, improvements may include the use of a recursive procedure in which the function W · (z) is changed after each inclusion is found; i.e., a new function W · (z) is adjusted recursively by projecting the signal space away from the subspace spanned by the inclusions found [16] . Indeed, using more singular vectors than theoretically needed in the presence of noisy data seems to be useful [18] .
A mathematical study of the properties of the eigenstructure of the response matrix C can be made following the arguments given in [4] . However, the analysis becomes more complicated because of the form of the Green's function G of the unperturbed waveguide.
