Introduction
Given an array A [1. .n] of elements from a totally ordered set, the range minimum query (RMQ) problem is to pre-process A and create a data structure so that the query RMQ(i, j), which takes two indices 1 ≤ i ≤ j ≤ n and if they provide the same answer to all queries in Q. For the RMQ problem, it is easy to see that every binary tree is the Cartesian tree of some array A. Because there are C n = (1/n + 1) 2n n n-node binary trees, the effective entropy of the RMQ problem is exactly log 2 C n = 2n − O(log n) bits.
The effective entropy of the more general range top-k problem, or finding the indices of the k smallest elements in a given range A [i, j] , was recently shown to be Ω(n log k) bits by Grossi et al. [8] . However, for k = 2, their approach only shows that the effective entropy of the RT2Q problem is ≥ n/2-much less than the effective entropy of the RMQ problem. Using an encoding based upon merging paths in Cartesian trees, we show that the effective entropy of the RT2Q problem is at least 2.656n − O(log n) bits. We show that this effective entropy applies also to the (apparently) easier problem of returning just the second minimum in an array interval, R2M(i, j). We complement this result by giving a data structure for encoding RT2Qs that takes 3.272n + o(n) bits and answers queries in O (1) time. This structure builds upon our new 2n + o(n)-bit RMQ encoding by adding further functionality to the binary tree representation of Farzan and Munro. We note that the range top-k encoding of Grossi et al. [8] builds upon an encoding that answers RT2Qs in O(1) time, but their encoding for this subproblem uses 6n + o(n) bits.
(a) Preliminaries
Given a bit vector B [1. .m], rank B (1, i) returns the number of 1s in B [1..i] , and select B (1, i) returns the position of the ith 1 in B. The operations rank B (0, i) and select B (0, i) are defined analogously for 0s. A data structure that supports the operations rank and select is a building block of many succinct data structures. Lemma 1.1 states a rank-select data structure that we use to obtain our results.
Lemma 1.1 (Clark [9] and Munro [10]). Given a bit vector B[1..m], there exists a data structure of size m + o(m) bits that supports rank B (1, i), rank B (0, i), select B (1, i), and select B (0, i) in O(1) time.
We also use lemma 1.2, which states a more space-efficient rank-select data structure that assumes the number of 1s in B is known. 
Lemma 1.2 (Raman et al. [11]). Given a bit vector B[1..m] that contains n 1s, there exists a data structure of size log

Representation based on tree decomposition
We now describe a succinct representation of binary trees that supports a comprehensive list of operations [3, 12, 13] . 2 The structure of Farzan & Munro [3] supports multiple orderings on the nodes of the tree, including pre-order, post-order and DFUDS (depth first unary degree sequence) order by providing the operations node-rank pre-order (v), node-select pre-order (v), node-rank post-order (v), node-select post-order (v), node-rank DFUDS (v) and node-select DFUDS (v). We provide two additional operations, node-rank inorder (v) and node-select inorder (v), thereby also supporting inorder numbering on the nodes.
Our data structure consists of two parts: (i) the data structure of Farzan & Munro [3] and (ii) an additional structure we construct to specifically support node-rank inorder and node-select inorder . In the following, we outline the first part (refer to Farzan & Munro [3] for more details), and then we explain in detail the second part.
(a) Succinct cardinal trees of Farzan & Munro
Farzan & Munro [3] reported a succinct representation of cardinal trees (k-ary trees). Because binary trees are a special case of cardinal trees (when k = 2), their data structure can be used as a succinct representation of binary trees. Lemma 2.1 states their result for binary trees. 
Lemma 2.1 (Farzan & Munro [3]).
A binary tree with n nodes can be represented using 2n + o(n) bits of space, whereas a comprehensive list of operations [3, This data structure is based on a tree decomposition similar to previous ones [12, 14, 15] . An input binary tree is first partitioned into O(n/ log 2 n) mini-trees each of size at most log 2 n , which are disjoint aside from their roots. Each mini-tree is further partitioned (recursively) into O(log n) micro-trees of size at most lg n/8 , which are also disjoint aside from their roots. A boundary node of a mini tree is a non-root node of the mini-tree that has a child located in a different mini-tree (similarly, a boundary node is defined for micro-trees).
The decomposition algorithm achieves the following prominent property: each mini-tree has at most one boundary node, and each boundary node has at most one child located in a different mini-tree (a similar property holds for micro-trees). This property implies that, aside from the edges on the mini-tree roots, there is at most one edge in each mini-tree that connects a node of the mini-tree to its child in another mini-tree. These properties also hold for micro-trees.
It is well known that the topology of a tree with k nodes can be described with a fingerprint of size 2k bits. Because the micro-trees are small enough, the operations within the micro-trees can be performed by using a universal look-up table of size o(n) bits, where the fingerprints of micro-trees are used as indexes into the table.
The binary tree representation consists of the following parts (apart from the look-up table): (i) representation of each micro-tree: its size and fingerprint; (ii) representation of each mini-tree: links between the micro-trees within the mini-tree; and (iii) links between the mini-trees. The overall space of this data structure is 2n + o(n) bits [3] .
(b) Data structure for node-rank inorder and node-select inorder
We present a data structure that is added to the structure of lemma 2.1 in order to support node-rank inorder and node-select inorder . This additional data structure contains two separate parts, each to support one of the operations. In the following, we describe each of these two parts. Note that we have access to the succinct binary tree representation of lemma 2.1.
(i) Operation node-rank inorder
We present a data structure that can compute the inorder number of a node v, given its pre-order number. Our method is based on the fact that the difference between the inorder number and the pre-order number of v is equal to the difference between the following two values: (i) the number of nodes located in the left subtree of v, which can be computed by subtree-size(v l ), where v l is the left child of v; and (ii) Ldepth(v): the number of ancestors of v whose left child is also on the v-to-root path (in other words, the number of left-turns in the v-to-root path). Formally, we use the following equation: inorder(v) = pre-order(v) + subtree-size(v l ) − Ldepth(v).
In the following, we explain how to compute Ldepth(v), which is similar to computing the depth of a node. This operation is also used in §3. For the root r m of each mini-tree, we pre-compute and store Ldepth(r m ), which requires O((n/ log 2 n) log n) = o(n) bits. Let miniLdepth(v) and micro-Ldepth(v) be the number of left turns from a node v up to the root of, respectively, the mini-tree and micro-tree containing v. For the root r μ of each micro-tree, we pre-compute and store mini-Ldepth(r μ ). We use a look-up table to compute micro-Ldepth(v) for every node v. Finally, to compute Ldepth(v), we simply calculate Ldepth(r m ) + mini-Ldepth(r μ ) + micro-Ldepth(v), where r m and r μ are the root of, respectively, the mini-tree and micro-tree containing v. The data structure of lemma 2.1 can be used to find r m and r μ and the calculation can be done in O(1) time.
(ii) Operation node-select inorder
We present a data structure that can compute the pre-order number of a node v, given its inorder number. To compute the pre-order number of v, we compute (i) the pre-order number of the root r m of the mini-tree containing v and ( Figure 1 . Illustration of a part of a binary tree where t 1 , t 2 and t 3 are its three mini-trees. Node labels are in inorder ordering of these nodes. Each node has a corresponding bit in A and each mini-tree has one or two corresponding labels ( i is the label of t i ) in B. (Online version in colour.)
before v in pre-order traversal, which may include nodes both within and outside the mini-tree rooted at r m . Observe that the pre-order number of v is equal to the pre-order number of r m plus c(v, r m ). In the following, we explain how to compute these two quantities.
(1) We pre-compute the pre-order numbers of all the mini-tree roots and store them in P[0..n m − 1] in some arbitrary order defined for mini-trees, where n m = O(n/ log 2 n) is the number of minitrees. Note that each mini-tree now has a rank from [0..n m − 1]. Later on, when we want to retrieve the pre-order number of the root of the mini-tree containing v, we need only to determine the rank i of the mini-tree and read the answer from P [i] . In the following, we explain a data structure that supports finding the rank of the mini-tree containing any given node v.
In the pre-processing, we construct a bit-vector A and an array B of mini-tree ranks, which are initially empty, by traversing the input binary tree in inorder as follows (see figure 1 for an example).
For A, we append a bit for each visited node and thus the length of A is n. If the current visited node and the previous visited node are in two different mini-trees, then the appended bit is 1, and otherwise 0; if a mini-tree root is common among two mini-trees, then its corresponding bit is 0 (i.e. the root is considered to belong to the mini-tree containing its left subtree, because a common root is always visited after its left subtree is visited); the first bit of A is always a 1.
For B, we append the rank of each visited mini-tree; more precisely, if the current visited node and the previous visited node are in two different mini-trees, then we append the rank of the minitree containing the current visited node, and otherwise we append nothing. Similarly, a common root is considered to belong to the mini-tree containing its left subtree; the first rank in B is the rank of the mini-tree containing the first visited node.
We observe that a node v with inorder number i belongs to the mini-tree with rank B[rank A (1 We represent A using the data structure of lemma 1.2, which supports rank in constant time. In order to analyse the space, we prove that the number of 1s in A is at most 2n m : each mini-tree has at most one edge leaving the mini-tree aside from its root, which means that the traversal can enter or re-enter a mini-tree at most twice. Therefore, the space usage is lg
as n m = O(n/ log 2 n). We store P and B explicitly with no pre-processing on them. The length of B is also at most 2n m by the same argument. Thus, both P and B take O(n/ log 2 n · log n) = o(n) bits.
(2) Let S be the set of nodes that are visited after r m and before v in the pre-order traversal of the tree. Note that c(v, r m ) = |S|. Let t m and t μ be, respectively, the mini-tree and micro-tree containing v. We note that S = S 1 ∪ S 2 ∪ S 3 , where S 1 contains the nodes of S that are not in t m , S 2 contains the nodes of S that are in t μ , and S 3 contains the nodes that are in t m and not in t μ . Observe that S 1 , S 2 and S 3 are mutually disjoint. Therefore, c(v, r m ) = |S 1 | + |S 2 | + |S 3 |. We now describe how to compute each size.
if t m has a boundary node which is visited before the root of t μ , then |S 1 | is the subtree size of the child of the boundary node that is out of t m ; otherwise, |S 1 | = 0. S 2 : because these nodes are within a micro-tree, |S 2 | can be computed using a look-up table. S 3 : the local pre-order number of the root of t μ , which results from traversing t m while ignoring the edges leaving t m , is equal to |S 3 |. We pre-compute the local pre-order numbers of all the micro-tree roots. The method to store these local pre-order numbers and the data structure that we construct in order to efficiently retrieve these numbers is similar to part (1), whereas here a mini-tree plays the role of the input tree and microtrees play the role of the mini-trees. In other words, we construct P, A and B of part (1) for each mini-tree. The space usage of this data structure is o(n) bits by the same argument, regarding the fact that each local pre-order number takes O(log log n) bits.
Theorem 2.2.
A binary tree with n nodes can be represented with a succinct data structure of size 2n + o(n) bits, which supports node-rank inorder , node-select inorder , plus a comprehensive set of operations [3, (c) Range minimum queries on random inputs Theorem 2.3 gives a slight generalization of theorem 2.2, which uses entropy coding to exploit any differences in frequency between different types of nodes (theorem 2.2 corresponds to choosing all the α i s to be 1/4 in the following).
Theorem 2.3. For any positive constants
, a binary tree with n 0 leaves, n L (n R ) nodes with only a left (right) child and n 2 nodes with both children can be represented using ( i∈{0,L,R,2} n i lg(1/α i )) + o(n) bits of space, while a full set of operations [3, Proof. We proceed as in the proof of theorem 2.2, but if α = min i∈{0,L,R,2} α i , then we choose the size of the micro-trees to be at most μ = lg n/2 lg(1/α) = Θ(log n). The 2n-bit term in the representation of [3] comes from the representation of the micro-trees. Given a micro-tree with μ i nodes of type i, for i ∈ {0, L, R, 2} we encode it by writing the node types in level order (cf. [5] ) and encoding this string using arithmetic coding with the probability of a node of type i taken to be α i . The size of this encoding is at most ( i∈{0,L,R,2} μ i lg(1/α i )) + 2 bits, from which the theorem follows. Note that our choice of μ guarantees that each micro-tree fits in lg n/2 bits and thus can still be manipulated using universal look-up tables. While both our representation and that of Fischer & Heun [6] solve RMQs in O(1) time and use 2n + o(n) bits in the worst case, ours allows an improvement in the average case. However, we are unable to match the expected effective entropy of the RMQ problem on random arrays A, which is ≈ 1.736n + O(log n) bits [7, theorem 1] (see also [17] ).
Corollary 2.4. If A is a random permutation over {1, . . . , n}, then RMQs on A can be answered using
It is natural to ask whether one can obtain improvements for the average case also via Fischer & Heun's approach [6] . Their approach first converts the Cartesian tree to an ordinal tree (an ordered, rooted tree) using the textbook transformation [18] . To the best of our knowledge, the only ordinal tree representation able to use (2 − Θ(1))n bits is the so-called ultra-succinct representation [19] , which uses a n a lg(n/n a ) + o(n) bits, where n a is the number of nodes with a children. Our empirical simulations suggest that the combination of [6] with [19] would not use (2 − Ω(1))n bits on average on random permutations. We generated random permutations of sizes 10 3 to 10 7 and measured the entropy a n a lg(n/n a ) on the resulting Cartesian trees. The results, averaged over 100 to 1000 iterations, are 1.991916, 1.998986, 1.999869, 1.999984 and 1.999998, respectively. The results appear as a straight line on a log-log plot, which suggests a formula of the form 2n − f (n) for a very slowly growing function f (n). Indeed, using the model 2n − O(log n), we obtain the approximation 2n − 0.81 lg n with a mean squared error below 10 −9 .
To understand the observed behaviour, first note that, when the Cartesian tree is converted to an ordinal tree, the arity of each ordinal tree node u turns out to be, in the Cartesian tree, the length of the path from the right child v of u to the left-most descendant of v (i.e. the node representing u + 1 if we identify Cartesian tree nodes with their positions in A). This is called r u (or L v ) in the next section. Next, note the following. Thus, if we disregarded the dependencies between nodes in the tree, then we could regard L v as a geometrical variable with parameter 1/2, and thus the expected value of n a would be E(n a ) = n/2 a+1 . Taking the expectation as a fixed value, the space would be a E(n a ) lg(n/E(n a )) = a≥0 (n(a + 1)/2 a+1 ) = 2n. Although this is only a heuristic argument (as we are ignoring both the dependencies between tree nodes and the variance of the random variables), our empirical results nevertheless suggest that this simplified model is asymptotically accurate, and, thus, that no space advantage is obtained by representing random Cartesian trees, as opposed to worst-case Cartesian trees, using this scheme.
Lemma 2.5. The probability that a node v of the Cartesian tree of a random permutation has a left child is 1/2.
Proof. Consider the values
A[v − 1] and A[v]. If A[v] < A[v − 1], then RMQ(v − 1, v) = v = LCA(v − 1, v), thus v − 1 descends from v and hence v has a left child. If A[v] > A[v − 1], then RMQ(v − 1, v) = v − 1 = LCA(v − 1, v),
Range top-2 queries
Here, we consider a generalization of the RMQ problem. Again, let A [1. .n] be an array of elements from a totally ordered set. Let R2M(i, j), for any 1 ≤ i < j ≤ n, denote the position of the second smallest value in A[i..j]. More formally
The encoding RT2Q problem is to pre-process A into a data structure that, given i, j, returns RT2Q(i, j) = (RMQ(i, j), R2M(i, j)), without accessing A at query time.
The idea is to augment the Cartesian tree of A, denoted T A , with some information that allows us to answer R2M(i, j). 
(along with the operations mentioned in §2).
We define the left spine of a node u to be the set of nodes on the downward path from u (inclusive) that follows left children until this can be done no further. The right spine of a node is defined analogously. The left inner spine of a node u is the right spine of u's left child. If u does not have a left child, then it has an empty left inner spine. The right inner spine is defined analogously. We use the notations lspine(v)/rspine(v), lispine(v)/rispine(v), L v /R v and l v /r v to denote the left/right spines of v, the left/right inner spines of v, and the number of nodes in the spines and inner spines of v, respectively. We also assume that nodes are numbered in inorder and identify node names with their inorder numbers.
As previously mentioned, our data structure encodes the ordering between the candidates for R2M(i, j). We first identify locations for these candidates, as follows. Thus, for any node v, it suffices to store the relative order between nodes in lispine(v) and rispine(v) to find R2M(i, j) for all queries for which v is the answer to the RMQ. As T A determines the ordering among the nodes of lispine(v) and also among the nodes of rispine(v), we need only to store the information needed to merge lispine(v) and rispine(v). We do this by storing m v = max(l v + r v − 1, 0) bits associated with v, for all nodes v, as explained later. We need to bound the total space required for the 'merging' bits as well as to space efficiently realize the association of v with the m v merging bits associated with it. For this, we need the following auxiliary lemmas. 
Proof. The first part follows from the fact that the R τ nodes in rspine(τ ) do not appear in lispine(v) for any v ∈ T, and all the other nodes in T appear exactly once in a left inner spine. Similarly, the L τ nodes in lspine(τ ) do not appear in rispine(v) for any v ∈ T, and the other nodes in T appear exactly once in a right inner spine. Then, the second part follows from the fact that
Thus, we must subtract m − m 0 from the previous formula, which is the number of non-leaf nodes in T.
In lemma 3.3, we use two operations Ldepth(v) and Rdepth(v), which compute the number of nodes that have their left and right child, respectively, in the path from root to v (recall that Ldepth(v) is also used in §2). Note that depth(v) = Ldepth(v) + Rdepth(v) for any node v. Finally, we consider the case u > τ. Letting v and w be the left and right children of τ , and u = u − τ − 1, we note that u is the inorder number of u in the subtree rooted at w. Applying the induction hypothesis to the subtree rooted at w, we obtain that
where Rdepth and Ldepth are measured with respect to w. Simplifying
Here, we have made use (in order) of lemma 3.2 and the facts Ldepth (u) = Ldepth(u) and Rdepth (u) = Rdepth(u) − 1; L w = r τ and R v = l τ ; and finally L v = L τ − 1. Proof. Note that j<u m j = j<u max(l j + r j − 1, 0), and the latter is equal to j<u (l j + r j ) − (u − Lleaves(u)) using lemma 3.3 (because max(l j + r j − 1, 0) = (l j + r j − 1) if j is not a leaf, and also because there are (u − Lleaves(u)) non-leaf nodes that appear before u in the inorder traversal).
The data structure. For each node u in T A , we create a bit sequence M u of length m u to encode the merge order of lispine(u) and rispine(u). M u is obtained by taking the sequence of all the elements of lispine(u) ∪ rispine(u) sorted in decreasing order, and replacing each element of this sorted sequence by 0 if the element comes from lispine(u) and by 1 if the element comes from rispine(u) (the last bit is omitted, as it is unnecessary). We concatenate the bit sequences M u for all u ∈ T A considered in inorder and call the concatenated sequence M.
The data structure comprises M, augmented with rank and select operations and a data structure for T A . If we use theorem 2.2, then T A is represented in 2n + o(n) bits, and the (augmented) M takes at most 1.5n + o(n) bits by lemmas 3.2 and 1.1, because there are at most (n + 1)/2 leaves in an n-node binary tree. This gives a representation whose space is 3.5n + o(n) bits. A further improvement can be obtained by using theorem 2.3 as follows. For some real parameter 0 < x < 1, consider the concave function Differentiating and simplifying, we obtain the maximum of H(x) as the solution to the equation 2(lg(1 − 2x) − lg x) = 1, from which we obtain that H(x) is maximized at x = 1 − √ 2/2 ≈ 0.293, and attains a maximum value of γ = 2 + lg 1 + √ 2 < 3.272. Now let n 0 , n L (n R ) and n 2 be the numbers of leaves, nodes with only a left (right) child and nodes with both children in T A . Letting x = n 0 /n, we apply theorem 2.3 to represent T A , using the parameters α 0 = α 2 to be equal to x, but capped to a minimum of 0.05 and a maximum of 0.45, i.e. α 0 = α 2 = max{min{0.45, x}, 0.05}, and α L = α R = (1 − 2α 0 )/2. Observe that the capping means that α L and α R lie in the range [0.05, 0.45] as well, thus satisfying the condition in theorem 2.3 requiring the α i s to be constant. Then, the space used by the representation is ( i∈{0,L,R,2} n i lg(1/α i )) + n + n 0 + o(n) bits. Provided capping is not applied, and because n 0 = n 2 + 1 and α L = α R , this is easily seen to be nH(x) + o(n) bits, and is therefore bounded by γ n + o(n) bits. If x > 0.45, then the representation takes 2n 0 lg(1/0.45) + (n − 2n 0 ) lg(1/0.05) + n + n 0 + o(n) bits. Because 2 lg(1/0.45) − 2 lg(1/0.05) + 1 < 0, this is maximized with the least possible n 0 = 0.45n, where the space is precisely nH(0.45) + o(n) < γ n + o(n). Similarly, for x < 0.05, the space is less than
We now explain how this data structure can answer RT2Qs in constant time. We use the data structure of theorem 2.3 constructed on T A in order to find u = LCA(i, j) = RMQ(i, j). Subsequently, 1. We determine the start of M u within M by calculating j<u m j . 2. We locate the appropriate nodes from lispine(u) and rispine(u) and the corresponding bits within M u and make the required comparison.
We now explain each of these steps. For step (1) Note that γ n is a worst-case bound. The size of the encoding can be less for other values of n 0 . In particular, because H(x) is convex, and the average value of n 0 on random permutations is n/3 [16, theorem 1], we have by Jensen's inequality that the expected size of the encoding is below H(1/3) = lg(3) + (5/3) < 3.252.
Effective entropy of the RT2Q and R2M problems
Here, we lower bound the effective entropy of the RT2Q problem, that is, the number of equivalence classes C of arrays distinguishable by RT2Qs. For this sake, we define extended 
Cartesian trees, in which each
. We prove that any distinct extended Cartesian tree can arise for some input array, and that any two distinct extended Cartesian trees give a different answer for at least some RT2Qs. Then, we aim to count the number of distinct extended Cartesian trees.
While unable to count the exact number of extended Cartesian trees, we provide a lower bound by unrolling their recurrence a finite number of times (precisely, up to eight levels). This effectively limits the lengths of internal spines we analyse, and gives us a number of configurations of the form (1/0.160646 n )θ (n) for a polynomial θ (n), from where we obtain a lower bound of 2.656n − O(log n) bits on the effective entropy of the RT2Q problem.
We note that our bound on RT2Qs also applies to the weaker R2M operation, because any encoding answering R2Ms has enough information to answer RT2Qs. Indeed, it is easy to see that RMQ(i, j) is the only position that is not the answer to any query R2M(i , j ) for any i ≤ i < j ≤ j. Then, with RMQ and R2M, we have RT2Q. Therefore, we can give our result in terms of the weaker R2M. 
(a) Modelling the effective entropy of R2M
Recall that to show that the effective entropy of the RMQ problem is 2n − O(log n) bits, we argue that (i) any two Cartesian trees give a different answer to at least one RMQ(i, j); (ii) any binary tree is the Cartesian tree of some permutation A [1, n] ; (iii) the number of binary trees of n nodes is (1/n + 1) 2n n ; thus, in the worst case, one needs at least lg((1/n + 1)
A similar reasoning can be used to establish a lower bound on the effective entropy of the RT2Q problem. We consider an extended Cartesian tree T of size n, where for any node v having both left and right children, we store a number M(v) in the range [1..
identifies one particular merging order between the nodes in lispine(v) and rispine(v), and
is the exact number of different merging orders we can have. Now, we follow the same steps as before. For (i), let T and T be Cartesian trees extended with the corresponding numbers M(v) for v ∈ T and M (v ) for v ∈ T . We already know that if the topologies of T and T differ, then there exists an RMQ(i, j) that gives different results on T and T . Assume now that the topologies are the same, but there exists some node v where M(v) differs from M (v). Then, there exists an RT2Q(i, j), where the extended trees give a different result. W.l.o.g., let i and j be the first positions of lispine(v) and rispine(v), respectively, where
we interpret v 1 and v 2 as inorder numbers here).
As for (ii), let T be an extended Cartesian tree, where u is the (inorder number of the) root of T. Then, we build a permutation A [1, n] whose extended tree is T as follows. 4 . (b) Lower bound on effective entropy
As explained, we have been unable to come up with a general counting method for the lower bound, yet we give a method that can be extended with more and more effort to obtain better and better lower limits. The idea is to distinguish the first steps in the generation of the Cartesian tree out of the root node, and charge the minimum value for
that we can ensure in each case. Let
where t(n) is the number of extended Cartesian trees with n nodes, counted using some simple lower-bounding technique. Table 1 . Our results for increasing number of levels. The second column gives the number of cases generated, the third the number of terms in the resulting polynomial, the fourth the degree of the polynomial in x and T, the fifth the x-value of the singularity found and the last column gives the implied lower bound. that a (non-empty) tree is a root v either with no children, with a left child rooting a tree, with a right child rooting a tree or with left and right children rooting trees, this time multiplied by 2 to account for
1 (see levels 0 and 1 in figure 2 ). Then, T(x) satisfies
which solves to
which has two singularities at x = −1 ± √ 2 /2. The one closest to the origin is x = √ 2 − 1 /2.
Thus, it follows that t(n) is of the form (2/( √ 2 − 1)) n θ(n) for some polynomial θ(n) [20] , and thus we need at least lg((2/(
271n − O(log n) bits to represent all the possible extended Cartesian trees.
This result can be improved by unrolling the recurrence of T further, that is, replacing each T by its four possible alternatives in the basic definition. Then, the lower bound improves, because some left and right internal spines can be seen to have length two or more. The results do not admit easy algebraic solutions anymore, but we can numerically analyse the resulting functions with MAPLE and establish a safe numeric threshold from where higher lower bounds can be derived. For example, by doing a first level of replacement in the simple recurrence, we obtain a recurrence with 25 cases, which yields
(see level 2 in figure 2 ) which MAPLE is able to solve algebraically, although the formula is too long to display it here. While MAPLE could not algebraically find the singularities of T(x), we analysed the result numerically and found a singularity at x = 0.190879 . . . Therefore, we conclude that t(n) ≥ (1/0.190880 n )θ (n), and thus that a lower bound is n lg(1/0.190880) − O(log n) ≥ 2.389n − O(log n).
To find the singularity, we used the result [21, theorem VII.3] that, under certain conditions that are met in our case, the singularities of an equation of the form T(x) = G(x, T(x)) can be found by numerically solving the system formed by the equation T = G(x, T) and its derivative, 1 = ∂G(x, T)/∂T. If the positive solution is found at (x = r, T = γ ), then there is a singularity at x = r. If, further, T(x) is aperiodic (as in our case), then r is the unique dominant singularity and t(n) = (1/r n )θ (n) for some polynomial θ (n). To carry the idea further, we wrote a program that generates all the combinations of any desired level, and builds a recurrence to feed MAPLE with. We use the program to generate the recurrences of level 3 onwards. Table 1 shows the results obtained up to level 8, which is the one yielding the lower bound 2.656n − O(log n) of theorem 4.1. This was not without challenges; we describe the details in appendix A.
Conclusion
We obtained a succinct binary tree representation that extends the representation of Farzan & Munro [3] by supporting navigation based on the inorder numbering of the nodes, and a few additional operations. Using this representation, we describe how to encode an array in optimal space in a more natural way than the existing structures, to support RMQs in constant time. In addition, this representation reaches 1.919n + o(n) bits on random permutations, thus breaking the worst-case lower bound of 2n − O(log n) bits. This is not known to hold on any alternative representation. It is an open question to find a data structure that answers RMQs in O(1) time using 2n + o(n) bits in the worst case, while also achieving the expected effective entropy bound of about 1.736n bits for random arrays A.
Then, we obtain another structure that encodes an array of n elements from a total order using 3.272n + o(n) bits to support RT2Qs in O(1) time. This uses almost half of the 6n + o(n) bits used for this problem in the literature [8] . Our structure can possibly be plugged into their solution, thus reducing their space.
While the effective entropy of the RMQ problem is known to be precisely 2n − O(log n) bits, the effective entropy for range top-k queries is only known asymptotically: it is at least n lg k − O(n) bits, and at most O(n log k) bits [8] . We have shown that, for k = 2, the effective entropy is at least 2.656n − O(log n) bits. Determining the precise effective entropy for k ≥ 2 is an open question. G(x, T) , but they can still be solved numerically. From level 5 onwards, MAPLE was unable to solve the system of two equations, and we had to find the singularity by plotting the implicit function and inspecting the axis x ∈ [−1, 1]. 6 From level 6 onwards, MAPLE could not even plot the implicit function, and we had to manually find the solution of the two equations on G(x, T). At this point, even loading the equation into MAPLE is troublesome; for example, in level 7, we had to split the polynomial into 45 chunks to avoid causing MAPLE to crash, and in level 8, we used 100 chunks.
Level 9 is expected to take about 1 year, and in addition we cannot compile, as we reach an internal limit of the library to handle large integers: the space usage of the dynamic programing tables grows as O( 2 · 4 ) and, for level 9, it surpasses 2 30 large integers. Thus, we are very close to reaching various limits of practical applicability of this technique. A radically different model is necessary to account for every possible internal spine length and thus obtain the exact lower bound.
