INTRODUCTION
Advances in neural network based classifiers have transformed automatic feature learning from a pipe dream of stronger AI to a routine and expected property of practical systems. Since the emergence of AlexNet (Krizhevsky et al., 2012) , every winning submission of the ImageNet challenge (Russakovsky et al., 2015) has employed end-to-end representation learning, and due to the utility of good representations for transfer learning (Yosinski et al., 2014) , representation learning has become as an important and distinct task from supervised learning. At present, this distinction is inconsequential, as supervised methods are state-of-the-art in learning transferable representations (Nguyen et al., 2016; Salimans et al., 2016) . But recent work (Radford et al., 2015; has shown that generative models can also be powerful agents of representation learning. Will the representations learned from these generative methods ever rival the quality of those from their supervised competitors? In this work, we argue in the affirmative, that from an information theoretic perspective, generative models have greater potential for representation learning. Based on several experimentally validated assumptions, we show that supervised learning is upper bounded in its capacity for representation learning in ways that certain generative models, such as Generative Adversarial Networks (GANs Goodfellow et al. (2014) ) are not. We hope that our analysis will provide a rigorous motivation for further exploration of generative representation learning.
FEATURE LEARNING WITH DISCRIMINATIVE MODELS
Let x ∈ R d be observations drawn from a distribution p X (x), and y ∈ R be labels for x obtained through a deterministic mapping y = g(x). Assume we are operating in some domain (e.g. computer vision), and there exists a set of good features F g that we would like to learn (e.g. a feature that denotes "tables"). These features will emerge from suitable weights of a deep neural network (e.g. a filter that detects tables), and thus must compete against an exponentially large set of bad, random features. Our goal is to learn all the good features from the dataset in the process of using a neural network to perform certain tasks.
We analyze the feature learning process by parameterizing the state of a network according to the set of features it has already learned. We then investigate the marginal value of learning an additional feature. If we have thus far learned k − 1 features,
, we propose to measure the ease of learning the k-th feature according to the reduction in entropy of the labels when we add the new feature to improve the supervised learning performance.
This concept simply encodes our intuition that features will be easier to learn when they pertain more directly to the task at hand, and it aligns well with the "information gain" feature selection metric in Random Forests and Genomic studies (Schleper et al., 2005) .
If we are willing to believe that the learnability of the feature corresponds to its signal (as we argue below), we observe the following upper bound on the potential for learning features using labeled supervision. If we aim to learn k features, then the sum of signal over all of those features must be (a) Test accuracy over yr with different ρ l and ρr. no greater than the entropy in the labels, since
But then at least some of those features must be very hard to learn, as min i∈{1,...,k} signal(f i ) ≤ H(Y)/k. Thus, independent of the size of our dataset, we have an upper bound on the capacity of our model to learn a large number of features. In the remainder of the paper, we will refer to this phenomenon as "feature competition".
EXPERIMENTAL VALIDATION OF FEATURE COMPETITION
We tested the "feature competition" hypothesis with the following experiment on MNIST digits. Each input image x contained two side by side digits randomly selected from the MNIST dataset, denoted as x l (left) and x r (right). We denote their respective ground truth labels as y l and y r .
We first trained a feature detector f with inputs x = (x l , x r ), using only the left label y l as supervision. Then given f , we train a logistic regression classifier to predict the right label y r with inputs z = f (x), keeping f fixed. If y l and y r are uncorrelated, this task is very difficult, as there no value to learning features from x r in the original task. But here, we show that even if features from x r contain information about y l , sufficiency of features from x l decreases the conditional mutual information of features from x r and makes them harder to learn.
We consider f (x) = [f 1 (x l ); f 2 (x r )] to be an MLP, with f 1 and f 2 being two separate networks. f is the concatenation of f 1 and f 2 , which is used to perform supervised learning tasks. In the first phase, we 1) completely corrupt 2 the left digit x l with some probability (1 − ρ l ), and 2) assign the right digit and label to have the same label as the left digit with probability ρ r . In the pretraining task we are able to calculate the signal for learning features in x r , which is I(Y l ; X r |X l ), a function of ρ l and ρ r .
Given a fixed ρ r , increasing ρ l will make the features for x l easier to learn, without changing the relationship between x r and y l . However, as shown in Figure 1 for any fixed ρ r , increasing ρ l will decrease the test performance in the second phase. This suggests that the ability to learn high quality features from x l decreases the ability to learn features from x r , and thus there is a direct competition between these two features in supervised learning. 
FEATURE LEARNING WITH GENERATIVE MODELS
If supervised learning is bounded in its capacity for feature extraction by the entropy of the labels, what of unsupervised learning? In this section, we show that one family of unsupervised learning methods, Generative Adversarial Networks (GAN Goodfellow et al. (2014)), is not impacted by feature competition under limited assumptions.
In GANs, a generator network, G, generates samples (with generative distribution G), and a discriminator network, D(x), attempts to distinguish between those samples and real data. D is presented with a labeled dataset {(
, where y = 1 if x ∼ D, and y = 0 if x ∼ G; the two classes are balanced, so H(y) = 1.
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Assume that G and D have already learned k − 1 features f 1 , . . . , f k−1 , where the discriminator cannot separate samples from G and D with only these features. This indicates that Pr(y = 1|f 1 (x), · · · , f k−1 (x)) = 0.5 for all x in the dataset, and that H(y|f 1 , . . . , f k−1 ) = 1. Thus, the discriminator is in a state of confusion. We measure the motivation of D for learning a new feature f k to be
where H(y|f k ) ∈ [0, 1] is a measure of similarity between the distributions on the feature f k for real and generated samples. H(y|f k ) = 1 if and only if f k (x) is identically distributed almost everywhere for G and D. Thus, if the generated distribution does not yet match the real data distribution along f k , we will have positive signal to learn. Importantly, this lower bound has no dependence on previously learned features, f 1 , . . . , f k−1 . That is, when the discriminator is in a state of confusion, we have no feature competition.
EXPERIMENTAL VALIDATION OF GENERATIVE MODELS
We have shown theoretically that one class of generative models, GANs, is not limited by the same upper bound on feature learning signal as discriminative models such as CNNs. We now empirically test these implications by revisiting the two-digit experiment from Section 2. We set ρ l = 1 and ρ r = 0, where the two digits are selected completely at random (and where feature learning for x r using supervised learning methods performed worst). We consider four frameworks -a feed forward convolutional net (CNN); a traditional GAN (Goodfellow et al., 2014) ; a recently proposed Wasserstein GAN (WGAN, Arjovsky et al. (2017) ) and an Autoencoder 4 . For the four frameworks, we use the same CNN architecture and set the output of f to be the 100 neurons at the second top layer. The results, shown in Table 1 , demonstrate that in spite of the absence of labels, the features learned by all three generative models we considered, including GANs, AEs, and WGANs, were useful in the subsequent task of learning to recognize the right digit.
CONCLUSION
We have identified an upper bound on the capacity of supervised models to extract features which depends not on the size of the dataset, but rather the quality of labels. Our results suggest great promise for the future of feature extraction with unlabeled approaches.
