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Abstract 
This paper is aimed at a consistent approach from planning to actual implementation of the production. This consistency is achieved by a 
sequence of appropriate decision-making levels related information flows. In the area of production systems can distinguish at least three 
basic levels (planning, scheduling and management).
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1. Introduction 
Planning of production contains aggregate production planning with detailed planning in the longer term. In this phase, 
the dismantling of productive capacity, while in other phases are assumed to be already determined. Some models use rather 
than individual products, but a group of products that are in other stages will be considered Disaggregated. 
Production scheduling problems addresses a shorter time horizon. There are analyzed production facilities and their capacity 
in terms of what, where and when it will be implemented. Management of production takes place in real time and it is 
intended to correct implementation plans and schedules. At this level we can get backing for bond modification plans and 
schedules. 
In complex production systems it is possible to distinguish several levels of decision analysis in the production process. 
Highest planning horizon is relatively long compared to production cycles. Product flows are aggregated into product 
groups and discrete time models, the number of products in each time interval are approximated by continuous variables. 
These plans are based on the aggregated production forecast demand and aggregate resource constraints. Results obtained 
from the aggregated planning level of the Disaggregated at the time, according to individual products and items and by 
limits on basic operational level. 
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The aim of aggregate planning is to propose a general production schedule that meets the demand expressed in the 
general production units. Demand and supply are determined by the aggregated units to assess the capacity of production 
system in a given period. Aggregate production planning is an internal function of the production system, which results in a 
later stage to a detailed production schedule. The purpose of aggregate planning is to determine when and under what 
conditions, the production schedule. 
The planning process begins with the company's strategic business plan, which provides product mix and resource 
availability. Plan to determine what resources can be used and their use in time in order to satisfy the expected demand.  
Scheduling of production deals with specific resources that are allocated to meet the actual awards. 
Production scheduling has two levels: the assignment of contracts and procurement arrangements. The first level of the 
contract is assigned departments that are equipped and staffed by human resources to aggregate planning. The second level 
is determined by the order in which contracts are made to individual departments. There is a comparison of projected and 
actual realized demand. Decision on the processing of contracts significantly affects customer satisfaction in terms of 
delivery time and also affects costs. 
The aim of aggregate production planning (APP - Aggregate Production Planning) is to determine levels of production, 
inventory and human resources to meet demand in time. This problem belongs to the strategic level of decision making. 
APP models represent the aggregate level of production systems. Aggregation has different aspects, which may indicate the 
following: 
• similar products have been linked to groups, which reduced the uncertainty in demand and easier to forecast demand, 
• Time is discrete at longer intervals, which is produced by a larger number of product groups, but production is not 
designed in detail at a time 
• Resources are grouped into work stations and is not intended that the processor will be used for treatment of a particular 
contract. 
Such aggregation has goal to achieve a detailed schedule of production, but only the basic idea about what to produce. In 
literature there are a number of APP models differ in the complexity of modeling assumptions and relations [1, 2, 3]. 
2. The basic model APP  
Considered is the N product groups ( Ni ,,2,1 = ). The time horizon is divided into T intervals ( Tt ,,2,1 = ). It is 
projected demand tiD ,for each product group ( Ni ,,2,1 = ) in different time intervals ( Tt ,,2,1 = ). There are M  types 
of sources ( Mm ,,2,1 = ) with limited capacity
mtR , which varies in different time intervals ( Tt ,,2,1 = ),  due to repairs 
and maintenance of equipment and the placement and adoption of human resources. Production units for production of the 
units i  is a necessary imr  units resource type m . Denote itx  the quantity of production of the product i   over time t   and
itI  to supply products i at the end of time t , the initial stock i for an item is marked i0I . The level of stocks is not due to the 
uncertainty of demand fall below the security level ∗itI ,  for each product group i and time t interval. Denote ic  the unit 
storage cost per unit of product groups i  for a time interval. The aim is to plan the quantity of production and supply of the 
product groups at intervals so as to meet the demand forecasting at minimal storage costs.  
The basic model can be formulated as a linear programming task:  
min→¦¦
= =
T
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N
li
ic itI
Objective function expresses the objective of minimizing the total storage cost over the time horizon for restrictions:  
  
TtNiDx itit ,,2,1,,,2,1  ===−+ itl-ti, II
Limiting the balance between demand and production with the change in inventories from previous and current period: 
MmTtRxr
N
li
mtitim ,,2,1,,,2,1  ==≤¦
=
The resource limitation compared with their limited capacity  
TtNixit ,,2,1,,,2,1,,0  ==≥≥ ∗itit II
When the restrictions are set lower limits for non-negative quantity of production and inventories remain elevated the 
level of security.  If the model was omitted source restriction then we would get the type of JIT production system and the 
bypassing of security levels we get a solution itit Dx =  [4].  
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3. Extending the basic model 
In the basic model can perform a series of extensions. The basic model does not have a solution given the lack of 
resources but the capacity of the original formulation is found where the resources are overloaded. Therefore it can be the 
limit of resources by introducing a variable, reflecting congestion source in t time interval: 
MmTtzRxr mt
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mtitim ,,2,1,,,2,1  ==+≤¦
=
Then the objective function can be modified to form: 
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where p is the penalty is a source of congestion. When a sufficiently large penalty will be activated variables congestion 
only if the original model did not address. When using soft resource constraints can identify bottlenecks, and properly 
respond to this situation. Soft limiting resources may be used if the intended work overtime or the possibility of supplies 
from other producers.  
Modification of APP model takes into account the variable levels of the workforce and the possibility of deferred 
demand. Levels of the workforce tW  is supplemented with the possibility of using overtime tO  ,  and the ability to hire 
tH and fire tF  workers.  
Stock level is divided into two parts -ititit III −=
+
 for unrestricted expression of the variable with two non-negative 
variables. Deferred demand is modeled as a negative stock levels. Costs coefficients −+ itit cc , are expressed and storage costs 
penalty for deferred meet demand. The entire model can be formulated as a linear programming task  
( ) ( ) minII itit →+++++ ¦¦¦ −−++
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4. Production scheduling 
Scheduling theory deals with the distribution functions timing of certain activities at certain facilities. An example of 
scheduling may be the production schedule of products for a given number of machines or the timing of transition tasks 
given computing system. Basic concepts are processor and dose.  
The processor is the device on which activities will be implemented. The batch is called the integral activity to be 
performed on processors. Batches may consist of different operations that take place at the individual processors.  
Scheduling models can be divided by the number of processors for 1-processor and n-processor in general. If there is 
more processors, there are models with parallel processors and models with serially aligned processors. In parallel 
processors can be implemented at any batch processor. When a serial sort processors batch passes through several or all of 
the processors sequentially. The batches may pass through the same or any order processors.  
For each batch is known duration and possibly other input data:  
• the duration of execution of the batch.  
• the earliest possible start date of the batch  
• the required completion date of the batch  
• the weight of batch, which reflects its importance and may constitute an example.  
• unit costs or penalties for failure to comply with the deadline by which the figure of the lot belongs (input data 
independent of location of dose schedule are indicated in lowercase).  
If these data are clearly known we can say that it is the deterministic model. If any of these values  random variables 
we can understand it as the stochastic model. Scheduling models can also be divided into static and dynamic. Static models 
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assume that the number of doses is known from the beginning and do not change over time. In dynamic models, the number 
of doses depends on time, at any given time may be assigned other additional benefits.  
Fig. 1 Case-graph 
Between batches or different operations may be a precedent session, expresses the continuity of batches or operations. 
The following batches or operations cannot be processed before they are complete batch and previous operations. Case-
session can make case-chart, where benefits are the graph nodes or edges oriented operations and represented by their 
response.  
According to the case shows a graph expressed precedent for fig. 1 may be benefits in order to implement 4321 ,,, DDDD   
or 4231 ,,, DDDD .  
Network analysis models are special cases of scheduling models. Describe the role that process a single batch (project), 
consisting of several operations (activities) and processed on separate processors (realization of activities). Between 
operations (activities) there is the precedent relation, expressed by the case-(AC) chart. 
Adjournment batch distribution is the time interval for the realization of batch to two or more time intervals to each other 
directly and not connecting the interval between them. 
Among the batches are time intervals in which the processor is not at any dose and called downtime. This creates the 
batches of not connecting directly to each other in time.  
The schedule is a set of time data expressing a time interval realization of batches to individual processors, can be 
expressed in different ways. Clear statement on the timetable serves Gantt diagram. Example schedule of two doses of a 
single processor Gantt diagram is expressed in Fig. 2.  
Fig. 2 Gantt diagram 
Fig. 2 shows that execution times of batches is 2,532 21 ==+= tt . At a batch D1 interruption occurs, the first portion 
of the batch is realized over time 2,0 and the second in a 8,5 time interval. The batch D2 is realized over time 5,3 . In 
the interval (2.3) there is a down-time. No means cannot in any point of time to realize more batches at a time and no more 
batches cannot be done on multiple CPUs at once. Realization of batches can begin before the earliest possible start date. 
Schedule must comply with the entered case-session and other conditions depending on the particular formulation 
challenges.  
For a specific schedule can be determined by the batch data (as opposed to input data) are indicated in capital letters:  
jC  - Time of completion of the j-batch 
jjj rCF −=  - Residence time in the j-batch system,  
jjj dCL −=  - Time difference between completion time and the required completion date of the batch. 
For 0¢jL there is a time for delays 0²jL in comparison with the required completion date,  ( )jj LT ,0max= - Delay of the j-batch ( ) 1=jTδ  if 0²jT . Value ( ) 1=jTδ  if delays occur,  ( ) 0=jTδ If 0=jT . Value ( ) 0=jTδ , if there is no delay.  
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5. Conclusion 
The area of scheduling model is very well charted and there is abundant literature. Among the more recent work includes 
[5, 6]. Problems can usually be formulated as integer programming tasks are demanding but solvable.  
For solving simpler tasks, we can use Polynomial deterministic scheduling algorithms. Number of these algorithms is 
based on some sort of input data in sequence according to size values. Configuration values for the size of existing 
algorithms with time complexity.  
Some tasks are difficult scheduling. Then maybe use a polynomial heuristic algorithm and taking into account that they 
may find an optimal schedule or to use any of the general methods, which usually leads to an exponential algorithm [6].  
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