High-speed nodes in Aeronautical Ad Hoc Network lead to dynamic changes in the network topology, thus increasing the frequency of re-routing and decreasing the performance of network communication. Selecting a routing path with higher stability can effectively reduce the re-routing frequency and extend the survival time of routes. This article presents a new prediction model of link stability utilizing the receiving signal intensity of data packets. Furthermore, Link Power Aware-Based Routing protocol is designed with the model. The simulation results verify the effectiveness of the prediction mechanism which can significantly increase the delivery ratio and decrease the average packet end to avoid transmission delay and lower control overhead.
Introduction
With the development of global economy and technology, the global air transport industry has achieved rapid development. In fact, there are more and more types of aircrafts whose performance keeps improving and number has been surging, which brings great pressure to the current civil aviation communication system and makes the capacity of the system close to saturation. In order to better carry out aviation management and provide passengers with better service, there is an urgent need to develop a real-time, efficient, and reliable aviation communication system. The system needs to meet the future needs of aviation communication, thereby improving the efficiency of aviation management, flight safety, and passenger air experience.
In the exploration of the solutions of future civil aviation communication, there are problems of high cost, long delay, and limited bandwidth in the solution of space-based network according to the satellites. Meanwhile, there are problems of high construction cost, limited coverage, and no support for transoceanic flight in the solution of ground-based network based supported by a large amount of airborne equipment. In response to these features, a corresponding routing protocol needs to be designed to maximize the performance of AANET.
Related work
After AANET is applied in civilian areas, a large number of organizations and individuals have put efforts into the study. Advanced Technologies for Networking in Avionic Applications (ATENAA) project was jointly carried out in 2004 by Thales Communications (THC), Technological Education Institute of Piraeus (TEI), and other research institutes from Germany, Greece, Italy, France and other nations. 1 AANET is a project High dynamic topology of AANET is an important reason why the protocols of ordinary MANET cannot be used in AANET. In addition, since the routing protocols are designed for meeting the needs of network in a particular scene, the network scenes and requirements are different. Thus, the design of AANET routing protocol is more challenging than the ordinary MANET. The current research of AANET which is being built among civil aircrafts is still in theory. The following part is a brief overview of the research results of AANET routing algorithm in recent years.
In 2006, to address the problem of poor routing stability caused by high dynamic topology in AANET, Sakhaee and Jamalipour 5 raised a routing algorithm utilizing the Doppler frequency shift to achieve the stable routing, named MUDOR. MUDOR algorithm effectively improves AANET routing stability, reduces routing switching frequency to some extent, improves network communication quality, and meanwhile reduces the routing overhead of network operation. However, the algorithm has no quantitative calculation of the routing stability. In addition, it does not consider the load balancing and Quality of Service (QoS) problems of network, which is prone to cause local network congestion. On the basis of MUDOR, E Sakhaee et al. 6 proposed the QoS-MUSDOR routing algorithm. In QoS-MUSDOR, aside from Doppler frequency shift, routing remaining bandwidth, routing delay, and other QoS factors are added into the conditions of routing determination. In addition, the algorithm adopts a policy that forwards the optimal packet and discards the rest when responding to the request, transmitting the packet, and thereby preventing route request flooding. This is the first time that the QoS is introduced in the AANET routing algorithm. However, the algorithm only gives a theoretical analysis without specific any QoS metric or analysis in specific application scenarios. Under the future aviation concept of free flight, the literature 7 presents a routing protocol ARPAM (Ad Hoc Routing Protocol for Aeronautical Mobile Ad Hoc Networks) based on AODV (Ad Hoc On-Demand Distance Vector). Combined with the positioning technology, the protocol utilizes the geographic information of nodes to control directional antennas. Furthermore, the protocol adopts active routing mechanism and the route maintenance strategy is also improved. However, the routing protocol refers only to the distance or hops between nodes as parameters to find the shortest route, which is difficult to ensure the stability of routing and end-to-end delay. In addition, since GGR (Greedy Geometric Routing) and GPSR (Greedy Perimeter Stateless Routing) have been proposed, a variety of improved greedy forwarding algorithms based on location have been adopted in AANET, such as GLSR (Geographic Load Share Routing), AeroRP, and automatic dependent surveillance-broadcast (ADS-B) system aided geographic routing protocol (A-GR). GLSR is proposed for air Internet access scenarios in North Atlantic. 8 GLSR routing algorithm takes the geographical factors and the load of the next hop node into account when choosing the next hop node forwarding packets. In addition, the algorithm can balance the load of each base station by controlling the base station selection. However, the algorithm ignores the dynamic feature of nodes. AeroRP 9 is proposed for the applications of aircraft remote sensing data acquisition. With the node position and trajectory, AeroRP forwards packets to the neighbor node which is supposed to be the fastest forwarding packet to the destination node, in the way of storing-carrying-forwarding. AeroRP has a favorable effect on the applications of remote sensing data acquisition. However, the protocol cannot meet the requirements of massive data transmission and real-time data communication due to network delay, congestion, and other issues in AANET. A-GR 10 is proposed for high dynamic topology in AANET under conventional flight scenario. A-GR utilizes ADS-B system to obtain real-time information of the location and movement of aircrafts for routing scheme. The main feature of A-GR is that it can reduce the routing overhead with the combination of ADS-B system. However, the improvement makes no difference and leads to poor independence and complicated implementation process when the transmission data are massive. Furthermore, based on greedy forwarding, these routing algorithms belong to a local optimum routing strategy. Due to the blindness of the forwarding strategy, there are problems of wormhole and routing without quality guarantee.
Link stability prediction model
This section presents a simple and effective link stability prediction model. The core idea of the model is to calculate the variance of signal strength of packets received. The new model can accurately predict the stability of the link with low network control overhead.
Precondition
Modeling and simulations are based on the free-space propagation model, and all the nodes correspond to the clock synchronization mechanisms (clock synchronization of aircraft nodes having been well solved in AANET). The received signal strength of packets depends on the distance between the sender and the receiver. It is assumed that the receiver can still obtain a sufficiently strong signal by interference. Node sending power is a constant P T , and the distance between the radio nodes is d. Ideally, the receiving power
The minimum packets received power is defined as P min to ensure that the packets are successfully received. When the received power is lower than P min , the higher bit error rate (BER) results in retransmission of packets. If the retransmission fails for several times, the node will discard the packets. At that time, the received power is set as the minimum packet received power. When a node moves out of the signal coverage area of one neighbor, the last successful received power can be considered as P min . Under the circumstances, when the received power of packets is less than P min , the BER is high, and the packets are likely to be received incorrectly. Each node in the protocol is supposed to store P min in the current environment. Since the signal-tonoise ratio (SNR) is influenced by the sending signal of the surrounding nodes and ambient sound, P min is not a fixed value. For example, when the surrounding nodes are sending a large amount of data, the corresponding value P min will be higher. When the link is broken, the P# (the last received power when successfully receiving the neighbor packets) is utilized to update the value of P min that the node stores. v min is the minimum flight speed of the aircraft, and v r is the current flight speed of the aircraft
The above formula can make the value of P min update under the surrounding environment. If the received power is larger than P min , the packets can be successfully received. Otherwise, the link is considered broken.
Definition 1
Link stability prediction value. Link stability prediction value (LSPV) is a prediction value that represents the degradation of wireless link stability. In this article, the value is determined by two decision factors, including the S_LSPV (Single Link Stability Prediction Value) and M_LSPV (Multilink Stability Prediction Value).
LSPV
Stability vector function. Nodes monitor the broadcast packets of neighbors through the link layer (such as Hello packets) to record the received power. As shown in Figure 1 , the receiving (monitoring) node is R and the sending (monitored) node is S. The stability vector function can be defined as f R (S)
The logarithm used in the formula is aimed at calculating the variation of powers intuitively. If
. 0, they are close to each other. Figure 1 , the receiver (monitoring) R needs to continuously sample the received power through the link layer to ensure the sample value of the received power changes linearly. The nth received power value of R from S (one neighbor of R) as P n R (S ! R) is sampled, and then the (n 2 1)th stability vector value can be calculated as follows (collecting N times from a neighbor) Figure 1 . Single link stability prediction value calculation.
S_LSPV. As shown in
The S_LSPV can be worked out by calculating the variance of the
(S), which are calculated by power values P 1 R , P 2 R , . . . , P n R acquired at n times from the receiver R and R's neighbor sender S (collecting n received power values of R sent by one sender). The S_LSPV is calculated as follows
Smaller S_LSPV RS indicates the lower relative movement of the two nodes that create a wireless link; on the contrary, larger S_LSPV RS shows larger value and higher relative movement. Based on this approach, the direct stability prediction value of wireless link between a receiver and any of its neighbor senders can be calculated. Figure 2 , it is assumed that a receiver R creates n wireless links with n neighbor senders S 1 , S 2 , ..., S n , at same time. The stability vector value f R (S k ) of S k (one of the neighbor senders) can be calculated by collecting received power of R twice at time t1 and t2 (t2 . t1) from each neighbor sender. The formula is as follows
M_LSPV. As shown in
The variance of the stability vector value between the receiver R and all its neighbor senders S 1 , S 2 , ..., S n is worked out in order to calculate the M_LSPV as follows
Smaller M_LSPV RS indicates weaker movement of receiver in local area; on the contrary, larger M_LSPV RS indicates larger value and stronger movement.
LSPV calculation. The LSPV can be calculated by the following formula
v 1 and v 2 represent the weight of the two decision factors of the link stability value. Node S acts as the sender in the calculation of S_LSPV and serves as a receiver in the calculation of M_LSPV. Smaller value of the LSPV(S) indicates that the link stability is stronger.
Link lifetime
In order to predict the lifetime 11 of a link, the node needs to periodically sample the values of the received power. The sampling interval is set as Dt. Also, the change rate of sample value is calculated as follows
DP R(ave) represents the average change rate. If DP R(ave) is a positive number, the link lifetime T live becomes longer, and the nodes that create the link get close to each other. Otherwise, equation (9) is used to periodically calculate the link lifetime T live
In order to reduce packet loss due to link break, the critical time T cri can be calculated by formula (10) to ensure the execution repairing link, and switching route operation before the critical time is 0 (i.e. before the link breaks)
T s represents the time interval between the two continuous packets received successfully. T s changes according to the change of the network load. T cri used in the routing mechanism can adapt to the changes in the network environment and minimize the packet loss rate.
Model analysis
The functions of the two decision-making factors in the link stability prediction model are as follows: S_LSPV is an effective measure model of relative motion between one sender and one receiver. Nonetheless, M_LSPV is an effective measuring model of the motion state which changes one node itself. M_LSPV fully considers the impact on the link stability caused by the motion state change of one node. In the calculation of S_LSPV, the receiver needs to obtain a set of consecutive packets (periodically sending Hello packets by a sender). The number of packets is defined as sample space, denoted by n. Sending interval is defined as the sampling interval denoted by Dt. Only when the sample space is n, it is possible to calculate the S_LSPV, namely, the sender and the receiver in order to maintain the neighboring relationship for a period of time.
Supposing that the sample space is 6 and the sampling interval is 1 s, only the duration of the neighboring relationship between the receiver and the sender lasts over 5 s perceived by the receiver, the S_LSPV value can be calculated. In view of the characteristics that the network environment will not change too much in the short term, link stability prediction model proposed in this article not only can accurately assess the relative mobility of each node but also can consider the effects of the node motion state change on the link stability. In the route selection process, the possibility that links with stronger stability should increase (as written in ''LSPV,'' lower link stability value indicates that the link stability is stronger). The link stability prediction is simple and effective based on the above model, which can be implemented in existing hardware platforms in a distributed form with lower network overhead.
Link Power Aware-Based Routing protocol
This section improves the traditional multicast routing protocol MAODV (Multicast Operation of the Ad Hoc On-Demand Distance Vector) based on the characteristic of AANET and proposes the Link Power AwareBased Routing (LPAR) protocol. The factor of path stability value is introduced in the protocol, which can effectively enhance the stability of the route.
Routing policy
Routing policy of the new protocol is that the most stable path in reverse paths set will finally be chosen as the route.
Definition 2
Path stability value. It indicates the Prediction Value of Path Stability (PVPS). When the source node needs to transmit information to the destination nodes, it needs to first assess the stability of all the reverse paths that have been found. Path stability value, as a parameter of the routing decision, is calculated with the stability prediction value of all the links in the path. Path stability value is calculated as follows
Nodes i and j are parts of a directed wireless path. i ! j represents that the node j is the next hop node of node i. Link_S ij indicates the stability value of the link from i to j. Formula (11) indicates that the stability of a path depends on the most unstable link of the path along the direction of data flow. If the value of PVPS is smaller, the path is more stable. If several paths have the same stability value, the path with the minimum hop will be chosen to be the route.
A simple example is given to illustrate this routing policy. As shown in Figure 3 , the directed edge between nodes indicates the stability value of the wireless link as the stability value between node A and node C: Link_S AC = 0.09. The stable value of path P (S-A-C-G-R) Path_S p = 0.15 (i.e. PVPS = max {Link_S SA , Link_S AC , Link_S CG , Link_S GR } = max {0.12, 0.09, 0.16, 0.08} = 0.16). There are three paths between node S and node R in Figure 3 . According to the calculation method of path stability value, paths P(S-A-D-G-R) (PVPS = 0.12) and P(S-B-E-F-H-R) (PVPS = 0.12) are more stable while the number of hops of the path P(S-A-D-G-R) is 4 and the number of hops of the path P(S-B-E-F-H-R) is 5. Thus, the path P(S-A-D-G-R) can be determined as the final route.
The existing routing strategy of routing protocol based on the link stability prediction assesses the stability of several paths between the source node and the destination node by the single-hop unit. Also, the model we adopt is characterized by two-hop unit with the introduction of decision factor M_LSPV; hence, the calculation is more accurate.
Route selection and activation
LPAR is the extension of MAODV multicast routing protocol; therefore, the format of multicast routing table and control packets is basically the same with MAODV. A new field, path stability value that is the stability prediction value of the path, is added to the routing entries of multicast routing table in LPAR protocol. Meanwhile, a new field link stability value is added to control packets (routing request packet (RREQ) and routing reply packet (RREP)) as well, representing the stability prediction value of the links that these packets go through.
Routing request. When a node wants to join a multicast group or have packets to send, without routing path in its routing table, it will broadcast the RREQ packets. After the nodes that do not belong to the multicast tree receive the packets, they continue to broadcast until the nodes that belong to the multicast tree receive the packets. When a node receives a RREQ packet, the packet which is the same as the received RREQ packet will be discarded. If the RREQ packet is new, the node compares its link stability value and the stability prediction value of the previous hop node (obtained from the previous hop node) in the link. Whichever is bigger will be updated to link stability value, and the number of hop value hop_cnt increases by 1. If the node is in an active state with multicast route entry and its multicast serial number is no less than the Dest_Seq value of the latest received RREQ packet, the node belongs to the multicast tree and the multicast route is the latest 1. Subsequently, the node waits for a fixed period of time. During this time, if other RREQ packet with more stable path passes the node, the path with the highest stability will be packaged in the RREP reply packet.
Routing reply. If a node belongs to the multicast tree, or can connect to the multicast tree with a route, after receiving the RREQ message, the node will unicast the RREP to the source node in accordance with the wellestablished reverse path. The information encapsulated in RREP stems from RREQ. When the intermediate node receives a RREP, an entry can be created in the routing table based on the node routing information in RREP packets. When a node receives several RREPs responding to the same RREQ, RREP which satisfies the following conditions is forwarded, and the rest are discarded: (1) the newly received RREP contains a larger sequence number than the RREPs received before and (2) when the sequence number is the same, the newly received RREP contains a smaller link stability value. When the source node receives the RREP, it will cancel the sending timing. A while later, the source node chooses the most stable route from several received RREPs as the candidate route sends the MACT (multicast activation) packet to activate this route.
Routing activation. After receiving the RREP, the source node sends an MACT packet. Then, other nodes receive MACT packet and search for the routing 
Multicast tree maintenance
The root node of multicast tree sends Group Hello packets in every regular time interval to maintain or rebuild the multicast tree.
Link repair. When the link of multicast tree breaks, the downstream nodes are responsible for route reconstruction and the upstream nodes delete invalid nodes from Next_Hops. If the upstream node has no other descendant node, it will wait for a while. If the upstream node still has no descendant node after a designated period, it will execute the prune operation. When the multicast tree nodes receive RREQ from the downstream nodes, only the nodes that are closer to the root node than the initiating node can reply RREP, avoiding the repaired route connecting with a descendant node and forming into a routing loop.
Route switching. LPAR protocol maintains only those routes being used, while the movement of the nodes which are not on the active route do not affect the routing. The maintenance mechanism of predictive routes implements the soft handover which is usually adopted in the wireless cellular network. Also, it can calculate the link stability value and predict link lifetime at the same time. In order to accurately estimate the lifetime, the value should be periodically calculated to reduce the deviation caused by unforeseen circumstances. Based on the proposed link stability prediction model, each node in the broadcast tree which is constructed well will monitor the link states between itself and the surrounding neighbor nodes. When the received power is lower than the critical threshold, monitored by a node, the link is considered broken. Therefore, it needs to be ensured that the advance repair operation starts before the value of link available time is 0 and the old route is switched into the new one in advance before the route is interrupted. After the new route is established, the node will delete the relevant entries of the old route in the routing table and utilize the new route for packet transmission.
Simulation analysis
In this article, the simulation tool NS-2 is used to evaluate the performance of the protocol under different experimental environments. In the wireless simulation environment, the network nodes are randomly distributed in a 500 km 3 500 km network, and each node uses the same radio equipment. The wireless communication radius is 75 km, and the wireless channel capacity is 1 Mbit/s. In the simulation, source and destination nodes utilize the constant bit rate (CBR) to simulate the flow of data traffic. The packet length is 512 KB, and the transmission rate is 5 packets/s. The aircraft mobile model is simulated by self-developed flight flow simulator AVMSim. Mobile nodes select the next destination coordinates according to the flight scheduling and then move to this destination at a fixed rate, ranging randomly between the minimum speed and the maximum speed. When nodes reach the destination, they continue to set off to the next destination by scheduling after some time, repeating the above steps. The simulation time is 24 h. In order to reduce the random error, the final experiment result is the average of experiment results for 20 times.
Experiment settings
To verify the efficiency of LPAR, its performance is compared with the following three protocols, including the traditional MAODV protocol 12 and another two improved MAODV protocols, which are route stability based QoS routing (RSQR) 13 and distributed maximum lifetime multicast (DMLM) 14 based on different link stability prediction mechanisms. Table 1 shows the simulation parameters. The weight of the link stability decision factor is assigned by the following two settings: 
Experiment result analysis
In order to fully analyze the performance of LPAR protocol, the article analyzes and compares the performance of four multicast protocols through the below six performance metrics: 15, 16 (1) delivery ratio, (2) average end-to-end delay, (3) network throughput, (4) sending amount of management packets, (5) total of transmission packets, and (6) multicast route lifetime.
Experiment 1: changing maximum movement speed of node. Through randomly deploying 60 nodes in simulation, the maximum movement speed of node increases from 300 to 1200 km/h. Figure 4(a) shows the relationship between the delivery ratio and the maximum movement speed of node. With the increase in the maximum movement speed of nodes, the delivery ratios of four protocols are declining. The MAODV protocol declines fastest while the LPAR declines slowest. In addition, the delivery ratio of MAODV protocol is the lowest while the delivery ratio of LPAR protocol is the highest. RSQR and DMLM are somewhere in between above two. This difference becomes more apparent with the increase in the maximum movement speed, as the MAODV protocol is vulnerable to nodes' mobility and increases the probability of link break and packet loss. However, the three other protocols are added with link stability prediction module to predict the link status between nodes, thus avoiding frequent link break. Especially in the case of nodes moving at high speed with severe network topology changes, the three protocols can quickly adapt to topology changes and choose a route with higher stability. In addition, before the network topology changes, link is repaired and route is switched to increase the probability of successful packet transmission. When maximum speed reaches 1200 km/ h, the delivery ratio of RSQR, DMLM, and LPAR protocols is still more than 70%. LPAR protocol adopts a mechanism through calculating the variance of reception signal strength, with the optimization of stability decision factors selection. Therefore, the obtained value of link stability prediction is more accurate. The LPAR protocol further reduces the negative impact of network topology changes on the multicast tree, in comparison with the DMLM and RSQR protocols. Figure 4 (b) describes the relationship between the average end-to-end delay and the maximum movement speed. With the increase in the maximum speed of the node, the delay of four protocols is increasing. Hence, the delay of RSQR, DMLM, and LPAR increases slightly, while the delay of MAODV protocol increases obviously. The reason for that is the delay comes mainly from packets waiting and retransmission. With the increase in the maximum movement speed, network topology changes dramatically, which results in more broken links, route switching, and the increase in delay. As can be seen from the figure, the delay of RSQR and LPAR protocols is lower, while the MAODV protocol has the maximum delay. Especially, when maximum movement speed is larger and network topology change is more dramatic, the LPAR protocol has a lower delay. RSQR, DMLM, and LPAR are added to link stability prediction mechanism. With the increase in node speed, the delay caused by broken link and re-routing operations is decreased with the stability prediction mechanism. When the maximum movement speed is lower than 630 km/h, the delay of the LPAR protocol is higher than the RSQR protocol slightly, as the route established by LPAR is more stable and increases the delay in stable route establishment process. As the speed continues to increase, the LPAR protocol has the minimum delay. As can be seen from the results, LPAR is more adaptive and timely for high-speed mobile network. changing. When the maximum movement speed of node is less than 650 km/h, the management packet sending volume of MAODV is lower than the RSQR, DMLM, and LPAR protocols. However, as the speed continues to increase, the performance is the opposite. Reasons why management packet sending volume shows different results at different stages are as follows.
(1) In the RSQR, DMLM, and LPAR protocols, in order to predict the link stability, more RREQ and RREP packets need to be sent. In addition, some extra route updates and maintenance control packets also increase the number of management packets; however, MAODV does not consider the link stability factors. (2) With the increase in the maximum movement speed of nodes, the opposite results indicate that MAODV can significantly reduce control overhead compared with the three other modified protocols. In terms of MAODV, as the maximum speed increases, the network topology changes more intensely and the network continuously sends route request and maintenance packets in order to repair broken links and execute re-routing operations. However, benefiting from the link stability prediction mechanism, RSQR, DMLM, and LPAR can send fewer control packets for multicast tree maintenance. The management packets sending volume of LPAR is the lowest since it can select the most stable route. Figure 4 (e) indicates the total of transmission packets with the movement speed changing. According to the figure, the total of transmission packets increases with the growth of the maximum movement speed. RSQR, DMLM, and LPAR reduce the probability of frequent link break by link stability prediction mechanism, avoiding forwarding a large number of packets caused by retransmission. In addition, as the node speed increases, more control packets need to be sent to adapt to topology changes and re-routing operations. LPAR shows the best performance. Figure 4 (f) presents the relationship between multicast route lifetime and maximum movement speed of nodes. RSQR, DMLM, and LPAR take consideration of link stability factors in the process of constructing multicast route. LPAR takes advantage of RSQR and DMLM for further optimization. LPAR not only can accurately predict the level of link stability but also can repair the link and switch the route ahead of time based on the periodic calculation of link critical time. As can be seen from the figure, with the increase in maximum movement speed of nodes, multicast route lifetime of every protocol is declining. The main reason is that the wireless link becomes fragile with the increase in node movement speed. The lifetime of DMLM is longer than RSQR protocol, and the LPAR protocol is the longest. Experiment 2: changing the size of network topology. The size of network topology in the simulation increases from 60 to 120 nodes, and the maximum movement speed of nodes is 900 km/s. As presented in Figure 5 , the delivery ratio of LPAR is the highest and that of MAODV is the lowest. The gap becomes larger with growing size of network. With the increasing size of the network topology, the delivery ratio of RSQR, DMLM, and LPAR declines slowly, yet decline rate of MAODV is obvious. With the growth of network size, it becomes more difficult to maintain the multicast tree, and the probability of link break increases. RSQR, DMLM, and LPAR adopt link stability factor, increasing the probability of successful packet transmission and reducing the negative impact of node random movement on the route discovery. In contrast, nodes in MAODV only perform traditional multicast routing protocol, which maintains only a short multicast route from the source node to the destination node. As a result, the delivery ratio cannot be improved when link breaks.
According to Figure 5 (b), average end-to-end delay in multicast routing protocol increases with the growing size of the network topology. The delay of RSQR, DMLM, and LPAR increases slowly, while the delay of MAODV is obviously increasing. The main reason is that end-to-end delay comes from waiting and retransmission of packet queue. With growing size of network topology, RSQR, DMLM, and LPAR introduce link stability factor to reduce the probability of link break; therefore, the delay rises slowly. However, the MAODV protocol takes no consideration of this mechanism. As a result, frequent link break leads to greater packet queue waiting and retransmission delay. As seen from Figure 5 (c), compared to the three other protocols, LPAR can achieve the highest network throughput, and this advantage becomes more apparent with the growing size of the topology. In addition, corresponding to Figure 5 (a), lower delivery ratio reflects smaller network throughput.
Figure 5(d) shows that with the growing size of the network topology, the sending amount of management packets of four multicast routing protocols increase, which is mainly caused by the size of network topology. The sending amount of management packets of RSQR, DMLM, and LPAR is lower than MAODV, and RSQR has the minimum. There are two main reasons:
1. With the increasing size of network topology, multicast route construction needs to send more route requests and maintenance packets. 2. In the route discovery process, three protocols with link stability prediction function can select a multicast route with higher stability to reduce the control overhead of repairing link break.
As shown in Figure 5 (e), the total of transmission packets increases with the growing size of network topology; LPAR has the minimum, while MAODV has the maximum. Link stability factor is introduced in RSQR, DMLM, and LPAR to choose a stability route, reduce the control and maintenance overhead caused by link breaks, and lower the probability of packet retransmission.
As shown in Figure 5 (f), multicast route lifetime of LPAR is the longest and MAODV is the worst. The number of intermediate forwarding nodes of multicast tree is growing with the increase in the member nodes in the multicast group. The duration of the multicast route is proportional to the number of intermediate forwarding nodes. Therefore, as shown in Figure 5(f) , as the size of network topology is becoming larger, multicast route lifetime increases accordingly. Experiment results show that the link stability prediction mechanism proposed in this article is simple and efficient. In addition, the performance of LPAR outperforms that of MAODV, RSQR, and DMLM. LPAR can enhance the stability of the route effectively, improve the delivery ratio significantly, lower average end-to-end delay, and prolong the lifetime of multicast route under the premise of lowering network control overhead. Furthermore, the performance of LPAR-U outperforms that of LPAR-B, indicating that the S_LSPV is more important than the M_LSPV during the process of weighted synthesis of link stability value.
Conclusion
On the basis of the analysis and summary of the existing link stability prediction mechanism, this article introduces two link stability decision factors (S_LSPV and M_LSPV) to assess the link stability and add the link stability prediction function to multicast the routing protocol MAODV. The new protocol LPAR considers route stability value as route selection parameter in order to find out a forwarding route with better stability. Based on the reaction mechanism, LPAR offers a flexible and viable way to construct a more efficient and stable multicast tree that can better adapt to network topology changes. Experiment results show that the link stability prediction model proposed in this article is simple and efficient with low cost so that it can combine with the existing routing mechanisms flexibly. In future study, the link stability prediction model will be further improved. The influence of power sampling results on this model in different time periods is considered. For instance, the sampling results within a certain period is divided into several time windows to deal with, and the time window with the latest date will be given a larger weight during the calculation. Meanwhile, the link stability model can be improved based on the scheduled flight trajectory of the aircraft. In addition, the performance of LPAR protocol will be compared with other multicast routing protocols.
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