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\S 1. Conditional Expectations
$\Omega=(\Omega, \mathcal{L}_{\Omega}, P)$ , $B$ $\mathcal{L}_{\Omega}$ \mbox{\boldmath $\sigma$} . , $B$
, , ‘atoms’
$B_{0}=\{B_{12_{\mathrm{l}}}B\triangle,\cdots, B_{n}\}$
$P(A/B_{0})= \triangle\sum_{B\in B0}1_{B}\cdot P(A\cap B)/P(B)$ (1.1)
, $A\in \mathcal{L}_{\Omega}$ (relative to $e_{0}$ ) . $1_{B}$ $B$
.
( ) $f$
$E(f/ \beta_{0})=\sum_{0}\triangle B\in B(1_{B}(( .)/P(B))\int_{B}f(\omega)P(d\omega)$
, ‘conditional expectation’ of $f$ relative to $B_{0}$ . $f=1_{A}$
$E(f/B_{0})=P(A/B_{0})$
.
Conditional Expectation $E(f/B)$ , $\forall B\in B$
$\int_{B}E(f/B)(\omega)P(d\omega)=\int_{B}f(\omega)P(d\omega)$ (12)
, (1.2) conditional expectation . –
, $B$ $\mathcal{L}_{\Omega}$ – $\sigma$- . , $\forall f\in L^{1}(\Omega)$ ,
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(1.2) $\mathcal{B}$- $E(f/B)$ – (
Radon-Nikodym ).
Conditional Expectation .
1.1. $L^{p}(\Omega)=L^{p}(\Omega, \mathcal{L}_{\Omega}, P)(1\leq p<+\infty)$ , \mbox{\boldmath $\sigma$}-
$B\subset \mathcal{L}_{\Omega}$ $\Rightarrow\exists_{1}E(f/B)\in L^{p}$ ; (1.2) .
12. $farrow E(f/B)$ $L^{p}(\Omega)arrow L^{p}(\Omega, B, P)$
$1^{\mathrm{O}}$ . $||E(f/B)||_{p}\leq||f||_{p}$ ,
$2^{\mathrm{O}}$ . $E(\overline{f}/B)=\overline{E(f/B)},$ $E(1/B)=1$ ,
$3^{\mathrm{O}}$ . $E(fg/B)=E(f/B)\cdot g$ $(g\in L^{\infty}(\Omega))$ ,
$4^{\mathrm{O}}$ . $E(\alpha f+\beta g/B)=\alpha E(f/B)+\beta E(g/B)$ .
, , $p=1$ or 2 , .
\S 2. Banach
$(\Omega, \mathcal{L}_{\Omega}, \mu)$ , Banach $B$ $f,$ $g,$ $\ldots$
. $\Omega$ $\{A_{j}\}(\subset \mathcal{L}_{\Omega})$ $B$ $\{\xi_{j}\}(\subset B)$
$\Omega$ $f$ : $f( \omega)=\sum 1A_{j}(\omega)\xi_{j}(\mathrm{a} .\mathrm{e}. \omega\in\Omega)$ simple random variable .
, $\{f_{n}\}$
$||f_{n}(\omega)-f(\omega)||arrow 0$ $(a .e. \omega\in\Omega)$
$f$ strong random variable .
. strong convergence weak convergence
(weak random variable), $B$ , ( ) – .





, $L^{p}(\Omega;B)$ Banach ($p=\infty$ , $||||_{\infty}=\mathrm{e}\mathrm{S}\mathrm{s}\mathrm{s}\mathrm{u}\mathrm{P}||f(\omega)||<$
$\infty)$ , Tensor :
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$\{x_{j}\}\subset L^{p}(\Omega)$ $\{\xi_{j}\}\subset B$
$\sum_{j=1}^{n}X_{j}\xi_{j}=\sum_{=}\triangle j1nxj(\omega)\xi j$
$(\mathrm{m}\mathrm{o}\mathrm{d} \mu)$
. $L^{p}(\Omega;B)$ , $L^{p}(\Omega)B$
. Banach $L^{p}(\Omega)$ $B$ pre-Tensor ,
$L^{p}(\Omega;B)$ dense , $L^{p}(\Omega;B)$ $[|\cdot|]_{p}$ cross-norm
:
$[|x\xi|]_{p}=||x||_{p}\cdot||\xi||,$ $x\in L^{p}(\Omega),$ $\xi\in B$ (cf. Schatten [6]).
$L^{p}(\Omega)B$ $[|\cdot|]_{p}$ $L^{p}(\Omega)$ $B$ Tensor
Product Banach $L^{p}(\omega)\otimes B$ . $1\leq p<+\infty$
$L^{p}(\Omega, B)=Lp(\Omega)\otimes B$
, $\forall f\in L^{p}(\Omega;B)$ Bochner , i.e., $\int f(\omega)P(d\omega)$ $B$
– . , indentify $\xi=1\xi(\xi\in B, 1=1_{\Omega}.)$
$B$ $L^{p}(\Omega;B)$ ,
$f arrow\int f(\omega)P(d\Omega)$
norm-one projection $L^{p}(\Omega, B)arrow B$ (onto) .
$L^{1}(\Omega;B)$ $L^{\infty}.(\Omega;B)$ .
norm Schatten Tensor , ) $N_{\gamma},$ $N_{\lambda}$ :
$N_{\gamma}(n \sum_{i=1}x_{i}\xi_{i}\mathrm{I}=\inf\sum_{j=1}||y_{j}||\cdot|m|\eta_{j}||$
$N_{\lambda}(_{i1} \sum_{=}^{n}xi\xi_{i}\mathrm{I}=\sup\sum_{i=1}^{n}\langle xi, X^{*}\rangle\langle\xi i, \xi*\rangle$
$\ovalbox{\tt\small REJECT}$ , inf $\{\forall y_{j}\in L1(\Omega),$ $\forall\eta j\in B;\sum_{i=1}^{n}Xi\xi i=\sum_{j=}^{m}1yj\eta j\},$ $\sup$ $\{\forall x^{*}\in$
$L^{\infty}(\Omega),\forall\xi^{*}\in B(||x^{*}||_{\infty}\leq 1, ||\xi^{*}||\leq 1)\}$ .




\S 3. Conditional Expectations of Strong Random Variables $f,g\in L^{1}(\Omega, B)$
\S . Strong random variable $f,g,$ $\ldots\in L^{1}(\Omega, B),$ $\sigma-$
subfield $B(\subset \mathcal{L}_{\Omega})$ , $f$ $B$ $B$-valued conditional expectation $\mathcal{E}(f/B)$
:
.$\cdot$- (i) $\mathcal{E}(f/B)$ $B$ , , i. $\cdot$e., $\mathcal{E}(f/B)\in$
$L^{1}.(\Omega, B)\sim$ .
(ii) $\int_{B}\mathcal{E}(f/B)(\omega)\mu(\omega)=\int_{B}f(\omega)\mu(d\omega)$ for $\forall B\in B$ .
, (ii) Bochner-Integral . vector valued $f$ Conditional
$\mathrm{E}\mathrm{x}$’pectation .
.
$\mathcal{E}(f\xi/B)=E-(f/B)\xi,$ $Jf\in L^{1}(\Omega),$ $\xi\in B$ ,
$r_{\text{ }}$ , $f=f\xi$ (i), (ii) , linear-hull ,
Schatten $N_{\gamma}$ , $f\in- L^{1}(\Omega, B)$ Conditional
Expectation $\mathcal{E}(f/B)$ .
, $B$-valued $f$ Radon-Nikodym Tensor
, vector-valued conditional expectation $\mathcal{E}(\cdot/\cdot)$
.
B-valued Conditional Expectation , strong Random variables
Martingale . Martingales Conditional Expectations
, $B$-valued $\sigma$-additive
Radon-Nikodym .
\S 4. Sampling Functions $S_{\lambda}$ $BL_{\lambda}$
$S_{\lambda}$ Entropy Shannon .
Fix $\lambda>0$ ,
$S_{\lambda}(t)=$
Sampling Function . Fourier
$\ovalbox{\tt\small REJECT}(\omega)=1_{1^{-\lambda},\lambda]}(\omega)$ ( $=$ $[-\lambda,$ $\lambda]$ )
$\hat{S}_{\lambda}(\omega)=\int_{-\infty}^{\infty}e^{-2i\omega t}S\pi(\lambda t)dt$
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Sampling function , .
$S_{\lambda}*S_{\lambda}(t)= \int S_{\lambda}(t-S)S_{\lambda}(S)dS=S_{\lambda}(t)=S_{\lambda}(-t)=S_{\lambda}^{*}(t)$ ,
$\varphi_{n}(t)=\triangle(2\lambda)^{-1}S\lambda(t-n(2\lambda)^{-1})$
$\{\varphi_{n}\}=\{\varphi_{n}(\cdot);n=0, \pm 1, \pm 2, \ldots\}$ Sampling . Hilbert $BL_{\lambda}(=$
$\{f\in L^{2}(-\infty, ’\infty);\hat{f}(\omega)=0(|\omega|>\lambda)\})$ , $\{\varphi_{n}\}$ ‘ CONS (
) . CONS $\{\varphi_{n}\}$ Fourier , Shannon Sampling
.
\S 5. Sampling Functions A $l\lrcorner$ Conditional Expectation \
$\forall\lambda>0$ , Hilbert $L^{2}(R)$ $P_{\lambda}$ :
$P_{\lambda}f=S_{\lambda^{*}}f$ $(\lambda>0)$ .
, $\forall A\in \mathfrak{U}(L^{2})$ ( $L^{2}$ bounded operators )
$A^{P_{\lambda}}=\triangle E[A/P_{\lambda}]=\triangle P_{\lambda}AP_{\lambda}+(1-P_{\lambda})A(1-P_{\lambda})$
$\mathfrak{U}_{\lambda}=\{A^{P_{\lambda}} ; A\in \mathfrak{U}\}\triangle$
, operation $Aarrow A^{P_{\lambda}}$ , i.e.
$A\in \mathfrak{U}(L^{2})arrow A^{P_{\lambda}}\in \mathfrak{U}_{\lambda}$
, :








$(A^{*})^{P_{\lambda}}=(A^{P_{\lambda}})^{*}$ , $(\alpha A+\beta B)^{P_{\lambda}}=\alpha A^{P_{\lambda}}+\beta B^{P_{\lambda}}$





von Neumman algebras Conditional Expectations – [11]
I , 2 New-Concept [11] II, III, IV ,
, von Neumann
. Reference .
, $\{A^{P_{\lambda}} ; \lambda\in R, \lambda>0\}$ martingale
.
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