We consider the composition of random i.i.d. a ne maps of a Hilbert space to itself. We show convergence of the n'th composition in the Wasserstein metric via a contraction argument. The contraction condition involves the operator norm of the expectation of a bilinear form. This is contrasted with the usual contraction condition of a negative Lyapunov exponent. Our condition is stronger but easier to check. In addition, our condition allows us to conclude convergence of second moments as well as convergence of distributions.
Introduction
Let x 7 ! A n x + b n ; n 2 IN; be random i.i.d. a ne maps of a separable Hilbert space H: Here A n denotes a random linear map on H, b n a random vector in the Hilbert space. The tupels (A n ; b n ); n 2 IN; are assumed to be independent and identically distributed. Let X 0 be another Hilbert-space-valued random variable, independent of everything else. We consider the sequence X n = A n X n?1 + b n : (1) This type of recursion, often called an iterated function system, has a long history and has received a great deal of attention recently because of its applicability to image generation and data compression 1] 2] 3]. An example of this type of image is a self-similar fern; indeed, this image is an icon of iterated function systems.
The recursion (1) and its weak limit have been analyzed in 5] 8] 9] 10] 14] 15] with various sorts of applications in mind, in one or more dimensions and with di erent mathematical tools.
There are several views one may take of this iterative process. The distinction of the views is not so important in the one-dimensional set-up but essential in higher dimensions with non-commutative matrices. This is due to the fact that in higher dimensions matrix products are non-commutative and matrix norms are submultiplicative.
We may view the process X n as a dynamical system. X n , as introduced here, is the result of the convolution of n iid. random operators applied to H:
The process X n is also a Markov process with time homogeneous transition probabilities (and every such process is an iteration of maps). Now we can use probability theory and view the process as a random walk.
Both of these viewpoints consider X n as random vectors or operators. There is a third, dual viewpoint in which we consider the distribution of X n and the process as a dynamial system on distributions. 
The connection between the processes is the distributional relation X n D = Y n + A 1 : : : A n X 0 :
The term involving the starting distribution (= X 0 ) becomes asymptotically small under the conditions of interest, which involve contractivity of the distribution of A. The distribution of X n is often studied by analysing Y n probabilistically. (Y n is, of course, interesting in its own right.) This viewpoint is a view of random vectors. The objects are random variables, the probabilistic structure is that of a martingale, and the expected results provide allmost everywhere (a.e.) convergence. In Section 3 we recall some of these convergence results ( 7] (6) where (A; b) is taken independent of W:
In this paper, we will instead take the viewpoint of measures rather than of random vectors. The objects are the distributions of X n , the structure arises from the iteration of a measured-valued function and the expected results provide weak convergence of measures and convergence of moments.
In order to clarify this, de ne the map T from probability measures on
The Hilbert space valued random vector X has distribution and is independent of (A; b):
The distribution n := T n ( 0 ) D = X n of X n as above satis es the iteration T( n ) = n+1 : We seek a weak limit of the sequence n which would be a xed point of T; T( ) = : (8) This is the counterpart of (6) from the viewpoint distributions.
The main contribution of this paper is the establishment of the convergence to a xed point under a new condition which will ensure that T is a 
The space of probability measures with nite pth absolute moment and endowed with the Wasserstein metric is a complete, separable, metric space.d pconvergence is equivalent to weak convergence plus the convergence of the pth norm moment 4]. In Section 2 we will show second order convergence of T n (:) to the (unique) xed point under the condition kE(A t A)k < 1:
The norm is the operator norm. It is closely connected to the norm of the symmetric bilinear form < A; A >;
Notice that we take the norm of the expectation of the bilinear form, not the expectation of the norm of the form, which is more familiar. The examples of Section 4 clarify and highlight this di erence.
It is relatively easy to check and to work with the condition 10, for example there is the possibility of a direct calculation by numerical methods.
Section 3 is devoted to a comparison of our results with the best available results ( 15] 10]), derived under the assumption of a negative Lyapunov exponent and based on a probabilistic analysis of Y n ( 7] 10]).
The results using a negative Lyapunov exponent provide a.e. results and use no moment condition. Our results are based on an L 2 theory. Our condition 10 appears to imply a negative Lyapunov exponent (although we have no proof at hand). Therefore, at rst glance, the Lyapunov exponent approach seems to be preferable. However, there are advantages to our L 2 approach.
From the practical point of view our condition is more tractible. Condition (10) is easy to attack numerically. It reduces to the calculation of the largest eigenvalue of a nonnegative de nite matrix. Lyapunov exponents are known to exist by Kingmans subadditive ergodic lemma 11]. The numerical calculation of the Lyapunov exponent is di cult and often impossible in reasonable time, although negativity of the exponent may often be established.
From a theoretical point of view our condition (10) appears stronger than the one of a negative Lyapunov exponent. The conclusion is also stronger. Wasserstein-metric convergence implies convergence in distribution as well as convergence of second moments.
To see the probabilistic argument for Y n de ne, 0 n; (12) Y n := G n E(b) = Y n?1 + A 1 : : : A n?1 E(b):
is a martingale. Under suitable assumptions, for example our contraction condition (10) kE(A t A)k < 1; the process is a L 2 -martingale. Therefore it is L 2 and a.e. The main argument is a contraction argument on the space of probability measures with a contraction constant given by the operator norm of E(A t A): 
The symbol D = denotes equality in distribution.
The in mum in the de nition is attained. d p -convergence is equivalent to weak convergence plus the convergence of the pth norm moments. The space of probability measures in M with nite pth norm moment and endowed with the Wasserstein metric is a complete, separable, metric space 4]. 
From this we obtain, m n; 
Corollary 2 Under the assumptions of the theorem, X n ; n 2 IN; converges in distribution to a random vector W: The covariance operator C n : H H 7 ! IR of X n ; de ned by C n (g; h) := E(< X n ; g >< X n ; h >); converges to the covariance operator of W:
Proof: This follows immediately from the theorem. Proof: The exponential convergence of k Q n i=1 A i k ! n 0 implies the rst statement. There is a random vector C such that kA 0 : : : A n k C exp(?n =2) a.e.. By Borel-Cantelli lemma the event fkb n k > exp(n =2)g occurs only nitely many times, 
and a renormalized process U n replacing X n and with (A; b) replaced by (B; c): Then U n = X nk : The assumptions E(ln + kBk) < 0; E(kck) < 1 are ful lled by assumption, so the Lyapunov exponent is negative. U n and X n converge to the same limit. Indeed, a negative Lyapunov exponent is equivalent to kA 0 : : : A k k < 1 for some k.
In the last section we derived d p convergence for the X n -process and therefore also for the Y n -process. The almost sure convergence of the Y n process follows then by the martingale property.
Lemma 6 Under the conditions of the Theorem 1 or Theorem 3 the Y nprocess converges almost surely.
The contraction condition
We discuss now the contraction condition kE(A t A)k = E(< A; A >) < 1: In general, by Jensen's inequality, we have the relation kE(A t A)k kkAkk Example 11 Sometimes the random matrix A = a i;j ] will have a special structure that allows the computation of kE(A t A)k. Suppose that the matrix E(A t A) is circulant, that is the entries c i;j depend only on ji ? jj. One su cient condition for this is E(a i;k a j;k ) = E(a i+1;k a j+1;k ). Here the complex] eigenvectors of E(A t A) have entries consisting of powers of a root of unity. If the entries c i;j are also nonnegative then the largest eigenvalue is the sum of any row and the corresponding eigenvector the vector whose components are all 1 0 s. More particularly, suppose that A = a i;j ] is a.s. circulant, so there are random variables a k so a i;j = a i?j where the index is taken mod n, the dimension of H. Suppose that either (i) the a k are independent and centered or (ii) the a k are a.s. nonnegative. In this case kEA t Ak = E((a 1 +: : :+a n ) 2 ).
This extends to the in nite dimensional case as well. Let S be the unit circle group and de ne A by Af(x) = R S f(x ? y)dG(y) where either (i) G is a process with independent increments; or (ii) dG(y) = g(y)dy and g is a random nonnegative function on S. Here we again have kEA t Ak = E(( R S dG(y)) 2 ).
