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Abstract: This paper focuses on exploration when using different data distribution schemes and
ADMM as a solver for swarms. By exploration, we mean the estimation of new measurement
locations that are beneficial for the model estimation. In particular, the different distribution
schemes are splitting-over-features or heterogeneous learning and splitting-over-examples or
homogeneous learning. Each agent contributes a solution to solve the joint optimization problem by
using ADMM and the consensus algorithm. This paper shows that some information is unknown
to the individual agent, and thus, the estimation of new measurement positions is not possible
without further communication. Therefore, this paper shows results for how to distribute only
necessary information for a global exploration. We show the benefits between the proposed global
exploration scheme and benchmark exploration schemes such as random walk and systematic
traversing, i.e., meandering. The proposed waypoint estimation methods are then tested against
each other and with other movement methods. This paper shows that a movement method, which
considers the current information within the model, is superior to the benchmark movement methods.
Keywords: multi-agent system; swarm exploration; information gathering; optimal experiment
design; distributed systems
1. Introduction
Multi-agent systems or swarms have proven to be advantageous in hazardous and inhospitable
environments, such as emergency scenarios, natural disasters and extraterrestrial scenarios [1].
Humans operate these robots from a distance and are not put into danger while getting valuable
information in a reconnaissance mission or the search for extraterrestrial life. Swarms precipitate in
the information gathering process by their spatial distribution and by their larger sensor aperture [2,3].
Especially for coverage problems, swarms are very useful [4–6] and have proven to be advantageous.
It is obvious to see that by cooperation, swarms can speed up their mission task significantly. The gain
in speed can either be due to performing parallel measurements or due to splitting the computational
load among the agents [7]. Additionally, cooperation can open a way for more autonomy in such tasks
and as a consequence reduce the mission costs [3].
To process the distributed data cooperatively, two different distribution strategies can
be distinguished. The first strategy follows a homogeneous distribution paradigm [8,9], where the
swarm members have their own measurements and agree on a commonly-known model, which is
then cooperatively estimated. This paradigm is also referred to as SOE, because every agent has an
individual example of a common estimate.The second strategy uses a heterogeneous distribution
paradigm [8,9], also called SOF. In SOF, every agent has the knowledge of all measurements, but only
processes parts of the global model. Thus, it can be seen as a splitting into different feature sets.
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Both approaches have been studied for estimation tasks [8–10]. However, a swarm can
also cooperate by using the obtained information about their task for a cooperative navigation.
Nowadays, cooperative information-driven navigation with swarms is the next key step for more
autonomy in swarm systems, especially for SLAM algorithms, but also for information-gathering and
exploration tasks. In [11], the authors set up a swarm of three mobile robots. One robot was able
to manipulate objects in the environment with a robotic arm. The other two agents explored the a
priori unknown environment and detected the positions of desired objects for the robot equipped with
the manipulator. The two exploring robots explored the environment faster than just a single robot.
A decision-theoretic approach, which takes uncertainty information of the agent’s sensors into account,
for exploring maps was presented in [12]. The authors estimated the map with a Rao-Blackwellized
particle filter and performed exploration by maximizing the information gain, when a specific action
was performed, i.e., the robot’s movement. To estimate the entropy, the authors used a weighted sum
of the posterior of their estimated particles. This approach was also tested in experiments, and the
authors showed that this approach was more effective compared to non-information-driven approaches.
A similar approach was described in [13], where the authors used a combination of the joint entropy of
the map and the gained entropy along a path as a metric for exploration. All these methods focused on
entropy-driven approaches for estimating a map. The authors did not consider other processes behind
this, such as magnetic fields, gas concentrations or temperatures. Thus, we focus in this paper more on
the exploration of such processes instead of the exploration of maps, and consequently, we assume in
the following that an obstacle map is known or has been estimated before. Furthermore, we focus on
distributed systems, which exchange their information to explore cooperatively.
In this paper, we aim to estimate the spatial distribution of a static process such as a height profile
or a magnetic field intensity in an area [14]. Static means that this process possesses no variation in time.
The exploration of dynamic processes is therefore not considered in this work. Static processes are
of particular interest for SAR applications [15] or height profile estimation in general [16]. Therefore,
we aim to represent these processes with a weighted sum of static point spread functions, i.e., kernels,
which are also referred to as kernel methods. The contribution of this work is manifold and is
summarized in the following.
• We propose a swarm exploration system, which processes the obtained sensor measurements
online and processes these distributively.
• We apply two distribution paradigms: SOE and SOF.
• We present how to achieve a joint entropy of a distributed estimation by means of a
consensus algorithm.
• We show the performance gain of our system in simulations with real data.
The structure of this paper is as follows. In Section 2, we first show the centralized approach
followed by the two distribution paradigms: SOE and SOF. Afterward, we present the main
contribution of this paper in Section 3, where we show the entropy-driven exploration schemes
for a centralized, SOE and SOF approach. In Section 4, we present the performed simulations. Finally,
we draw the conclusions in Section 5.
Throughout the paper, we use the following notation. Matrices are written in capital bold letters
Γ,P, . . . . Vectors are written in lower case and bold γ, p, . . . . Constant scalar values are capital letters,
e.g., Γ, P, and scalars are lowercase γ, p, . . . . We also use sets, which are denoted in calligraphic letters
P , . . . .
2. Signal Models for Static Process Estimation
We begin by formulating the inference model in a centralized setting. Then, two approaches to a
distributed implementation of the inference procedure are considered.
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2.1. Centralized Signal Model
Let us consider an agent equipped with a sensor for measuring a spatial process in
the environment, which we consider to be two-dimensional. Our goal is to reconstruct a spatial function
f : R2 7→ R that models this process using collected measurement samples. Formally, we assume
that the agent collects M samples y[m] ∈ Y ⊂ R, m = 1, . . . , M, of the process at the positions
x[m] ∈ X ⊂ R2, m = 1, . . . , M. The notation [m] denotes a measurement index taken by the
agent. The positions are estimated using some localization system. We assume that the localization
problem has been solved using, e.g., SLAM algorithms [17], GNSS or any other localization system.
Thus, a measurement is represented with a pair {x[m], y[m]}.
We will assume the function f to be sufficiently smooth and model it as a weighted superposition
of known and fixed kernels ϕ(x, x′) : X × X 7→ R. To be able to formulate the problem
in a convenient matrix-vector form, we collect all measurements {y[m], x[m]}, m = 1, . . . , M,
as follows: y=̂[y[1], . . . , y[M]]T and XM=̂[x[1], . . . , x[M]]T . Now, we define a kernel vector:
ϕ(XM, x)=̂[ϕ(x[1], x), . . . , ϕ(x[M], x)]T , which collects the values of the kernel function ϕ(x, x′)
evaluated at all measurement locations XM. The kernel vectors ϕ(XM, x) can then be evaluated
at different locations x ∈ X .
Considering N arbitrary locations XN = [x1, . . . , xN ]T , we define a design matrix
Ψ(XM,XN) = [ϕ(XM, x1), . . . ,ϕ(XM, xN)] ∈ RM×N .
The spatial measurements made by the agents are then approximated as a linear combination of
the columns of the design matrix Ψ(XM,XN) using the following model:
y = Ψ(XM,XN)w+ e, (1)
where w ∈ RN is a weight vector and e ∈ RM is additive noise. In the following, we will
assume that elements of e are iid samples from a zero-mean normal distribution with precision
λ, i.e., e ∼ N (0,λ−1I).
In the considered inference framework, we assume the weights w to be sparse. In other words,
we assume that many elements in w are zero. The inclusion of this constraint serves the
following purposes. First of all, it acts as a problem regularization, especially when the number
of measurements is small, i.e., M N. Second, the sparsity constraints naturally permits us to keep
only relevant columns in the design matrix Ψ(XM,XN) even when M > N, i.e., the resulting model
effectively “compresses” the measured data and represents it in a compact form.
The sparse estimation of the weights w under the measurement model (1) can be solved optimally
by means of a LASSO optimization problem [18]:
ŵ = arg min
w
λ
2
‖Ψ(XM,XN)w− y‖2 + δ‖w‖1, (2)
with ‖ · ‖1 denoting the `1-norm and δ > 0 being the regularization parameter. LASSO problems,
also known as basis pursuit denoising, have been intensively investigated in the literature in the context
of compressed sensing and sparse signal reconstruction (see, e.g., [19–21]). Despite non-smoothness
of the LASSO objective function (2), it remains convex, which permits using a number of efficient
estimation algorithms for estimating w.
2.2. Distributed Signal Models
The optimization problem (2) can naturally be solved at a single fusion center that collects the
measurement data from the agents in the network. Instead, the agents can perform this optimization in a
cooperative manner by sharing their computational resources. To this end, two computing architectures
can be considered. The first is termed the SOE approach, also known as homogeneous learning [9,22].
In SOE, the agents collect “private” input-output data pairs—examples or instances—and then
cooperatively estimate a common vector w, cf. Figure 1a.
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Alternatively, each agent can infer its own model of the observed phenomenon, which are then
be combined to form a global estimator, cf. Figure 1b. This is referred to as SOF or heterogeneous
learning [8,9,23], since each agent has access to its own set of features, which are not known to the
other agents. The agents, however, need to share the measurement data. In the following, we will
consider both approaches to the distributed inference and exploration task.
(a) (b)
Figure 1. The colored areas represent an individual agent, and grey areas are commonly known by
all agents. The matrices in these figures are arranged according to (1). (a) SOE learning approach:
the weight vector w is commonly known by all agents; (b) SOF learning approach: the measurement
vector y and noise vector e are commonly known by all agents.
2.2.1. Splitting-over-Examples
In SOE each agent k makes its own Mk local measurements {y[m], x[m]}, m = 1, . . . , Mk.
The measurements of the k-th agent can therefore be arranged as yk = [yk[1], . . . , yk[Mk]]
T ∈ RMk
and Xk = [xk[1], . . . , xk[Mk]]T . Hence, each agent k has a part of the global measurements as
y = [yT1 , . . . , y
T
K]
T and XM = [XT1 , . . . ,X
T
K]
T . The local number of measurements Mk is related to
the global measurements as M = ∑Kk=1 Mk. Prior to the estimation and data collection, the agents
need to agree on the selection of the points XN, features or support points that effectively define the
discretization of the exploration environment X . The number of these points N has to be selected large
enough to ensure that the coverage of the exploration environment is sufficient. This number is a key
trade-off parameter between efficiency and computational complexity of the resulting inference and
exploration procedure, as we will show later.
Using local measurements, agent k defines its design matrix Ψk = Ψ(Xk,XN) ∈ RMk×N .
Correspondingly, in SOE formulation, the model (1) is transformed as follows:
yk = Ψkw+ ek, ∀ k = 1, . . . ,K, (3)
with ek ∼ N (0,λ−1I). Note that within the SOE formulation, agents can experience different
perturbations in ek.
Using (3), we can now recast (2) into a distributed optimization problem as:
minimize
w
K
∑
k=1
λ
2
‖Ψkw− yk‖2 + δ ‖w‖1 (4)
To use ADMM, we introduce new local variables zk ∈ RN ∀k = 1, . . . ,K and rewrite (4) as:
minimize
zk ,w
K
∑
k=1
λ
2
‖Ψkzk − yk‖2 + δ ‖w‖1
subject to w = zk ∀ k = 1, . . . ,K. (5)
Appl. Sci. 2018, 8, 1722 5 of 21
Note that the local variables zk play the role of weights w in the LASSO objective function.
In contrast to (2), however, the additional constraint in (5) ensures that the local weight estimates of zk
will eventually convergence to the same fixed point. The optimization (5) is now suited for ADMM [9].
In the following, we briefly outline the ADMM algorithm for solving (5) and refer the interested reader
to [9] for more details.
To define the objective function, ADMM uses an augmented Lagrangian such that:
LSOE(w, z1, . . . , zK, u1, . . . , uK) =
K
∑
k=1
λ
2
‖Ψkzk − yk‖2 + δ ‖w‖1 + uTk (w− zk) +
ρ
2
‖w− zk‖22 , (6)
with uk ∈ RN being the dual variable and ρ > 0 defining the ADMM penalty parameter. The minimizer
of the augmented Lagrangian (6) with respect to w, zk and uk, k = 1, . . . ,K will be a solution to (5) [9].
The latter is found by sequentially minimizing LSOE first over zk and w, followed by an update
of the dual variable uk [9]. By combining the linear and quadratic terms within the augmented
Lagrangian in (6), a scaled form of the ADMM can be constructed. The corresponding algorithm is
shown below.
1. At iteration i = 0, initialize z[0]k = 0, w
[0] = 0 and u[0] = 0.
2. Compute an estimate z[i+1]k by solving:
z[i+1]k = arg min
zk
λ
2
‖Ψkzk − yk‖2 +
ρ
2
∥∥∥zk −w[i] + u[i]k ∥∥∥22 . (7)
3. Use the averaged consensus algorithm of the network of agents for:
z[i+1] =
1
K
K
∑
k=1
z[i+1]k . (8)
4. Compute an estimate w[i+1] of the weight vector by solving:
w[i+1] = arg min
w
δ ‖w‖1 +
Kρ
2
∥∥∥w− z[i+1] − u[i]∥∥∥2
2
. (9)
5. Update the dual variable:
u[i+1]k = u
[i]
k + z
[i+1]
k −w[i+1]. (10)
6. The algorithm is converged if ‖u[i+1] − u[i]‖ < t. Otherwise, i is incremented, and the algorithm
continues at Step 2.
Let us point out that the communication step between the agents is only needed in (8) to compute
the averaged vector z[i+1]k . After the consensus update in (8), the other steps are calculated locally by
each agent, yet an estimate of the weight vector w[i] will be the same for all agents by virtue of the
ADMM algorithm.
2.2.2. Splitting-over-Features
In SOF, each agent infers a local model of the observed phenomenon, while the measurement
data are shared among the agents. In our case, this implies that each agent defines its own separate set
of Nk features, which might not necessarily be the same for the agents, and Nk is related to the global
number of features as N = ∑Kk=1 Nk. Here, we will assume that each agent’s features are defined at XNk ,
where an agent k has made a measurement, i.e., XNk = XMk = [xk[1], . . . , xk[Mk]]. Then, the local
design matrix in the SOF case can be defined as Φk = Ψ(XM,XNk ) ∈ RM×Nk , where Φk is used for
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a column-splitting of Ψ to better distinguish SOF with SOE. Consequently, the central measurement
model in (1) can be reformulated in a distributed way as:
y = Φ1w1 + · · ·+ΦKwK + e =
K
∑
k=1
Φkwk + e. (11)
Note that in contrast to SOE, here, all agents naturally experience the same measurement noise.
By inserting (11) into (2), we get a distributed LASSO as:
minimize
wk
λ
2
∥∥∥∥∥ K∑k=1Φkwk − y
∥∥∥∥∥
2
+ δ
K
∑
k=1
‖wk‖1 . (12)
Again, we are aiming for a problem formulation, which is suited for a solution with ADMM.
Thus, we define latent variables vk = Φkwk, k = 1, . . . ,K, that capture the response of individual
agents and rewrite (12) as:
minimize
wk ,vk
λ
2
∥∥∥∥∥ K∑k=1 vk − y
∥∥∥∥∥
2
+ δ
K
∑
k=1
‖wk‖1
subject to Φkwk = vk ∀ k = 1, . . . ,K. (13)
We likewise solve the optimization (13) by using the ADMM algorithm [9]. In this case,
the augmented Lagrangian for (13) can be written as:
LSOF(w1, . . . ,wK, v1, . . . , vK, s) = λ2
∥∥∥∥∥ K∑k=1 vk − y
∥∥∥∥∥
2
+ δ
K
∑
k=1
‖wk‖+ Kρ2
K
∑
k=1
‖Φkwk − vk + s‖22 , (14)
where s ∈ RM is a dual variable of the ADMM algorithm. Now, using again the scaled version of (14)
(see [9] Section 3.1 for more details), we minimize LSOF using the following algorithm.
1. At iteration i = 0, initialize w[0]k = 0, s
[0] = 0 and v[0] = 0.
2. Compute an estimate w[i+1]k by solving:
w[i+1]k = arg min
wk
(
δ ‖wk‖1 +
ρ
2
∥∥∥Φkwk −Φkw[i]k − v[i] +Φw[i] + s[i]∥∥∥22
)
. (15)
3. Use the averaged consensus algorithm of the network of agents to compute:
Φw[i+1] =
1
K
K
∑
k=1
Φkw
[i+1]
k . (16)
4. Compute an estimate of the latent variable v[i+1] of the weight vector by solving:
v[i+1] = (λK+ ρ)−1
(
λy+ ρ
(
Φw[i+1] + s[i]
))
. (17)
5. Update the dual variable:
s[i+1] = s[i] +Φw[i+1] − v[i+1]. (18)
6. The algorithm converges if ‖s[i+1] − s[i]‖ < t is below some threshold t. Otherwise, i is
incremented, and the algorithm continues at Step 2.
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Observe that apart from (16), the other optimization steps of the ADMM algorithm are computed
locally by each agent. After the optimization in (15), an averaged consensus over the network of agents
is computed, i.e., all agents essentially compute a cooperative averaged response Φw with (16).
2.2.3. The SOE versus the SOF Approach
Both SOE and SOF formulations attempt to find a solution to the optimization (2) using different
data distribution approaches. Both realizations with the ADMM algorithm show similar approaches to
the optimization: there is a consensus step, where a certain quantity is cooperatively computed by
a multi-agent system, followed by several local optimizations or calculations. It is this cooperative
step that eventually determines the requirement on the communication bandwidth to implement the
scheme. Thus, we summarize the sizes of the vectors, which have to be communicated, in Table 1.
Table 1. Differences between the distribution paradigms.
SOE SOF
Estimation
• Distribute w ∈ RN
• Static number of features
• More intuitive to implement
• Distribute Φkwk ∈ RM and {xm, ym}
for each new measurement
• Permits pruning unused kernels
• Estimation is faster
Exploration
• Estimate A ∈ RN×N , c(x˘) ∈ RN×1 and
b(x˘) by means of a consensus. Each
agent communicates its part.
• x˘ ∈ XI does not need to be
communicated, because every agent
knows the set of inactive features.
• Measurements are locally needed; thus,
also x ∈ X does not need to be
communicated.
• Agents can place features only at
previously defined positions and are
restricted to a predefined kernel.
• Estimate D ∈ RM×M, e(x) ∈ RM×1 and
g(x) by means of a consensus.
• The agents have to communicate the
proposed positions Xk.
• Agents can place features everywhere
and can use any kernel.
In particular, we see that in the case of SOE, the agents have to agree on the variable z[i+1] in (8),
which has dimensionality of N—the number of support points in XN—which defines the discretization
of the exploration area X . This can be large and potentially exceed the locally available number of
measurements, i.e., Mk  N. Instead, in SOF, the consensus is performed over an M-dimensional
vector Φw[i+1] in (16).
Furthermore, we see that the complexity of the local optimization problem (7) in SOE is essentially
dictated by the matrix inversion in (7). Applying the inversion naively, the complexity is O(N3),
the dimensionality of the estimated vector. In [9], Section 4, the authors discussed general patterns
and provided methods for the reduction of the complexity, e.g., the matrix inversion can be reduced to
O(NM2k). Instead, the complexity of (15) in SOF is dictated by the dimensionality of wk, the number
of features collected by each agent. Thus, when M  Nk, SOF can be significantly more efficient as
compared to SOE. Additionally, the agents keep their model size Nk low, which is in SOF permitted
due to the individual models. However, the SOF approach requires a more involved communication
protocol that makes measurements globally available. Depending on a particular application, this may
pose a challenge for a practical realization of a distributed system.
Generally speaking, the complexity of SOE is mainly driven by the number of features N; whereas,
the complexity of SOF is determined by the number of measurements M.
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3. Distributed Cooperative Exploration
In this section, our goal is to build upon the algorithms discussed in the previous section to
derive optimal exploration strategies, i.e., optimize swarm trajectories to increase the efficiency of
data collection. To this end, we adopt ideas from optimal experiment design [24] and cast them in the
distributed swarm exploration setting.
In optimal experiment design, the goal is to select an experiment setting that optimizes (reduces)
some measure of an estimator’s variance. Translated in our context, this corresponds to selecting
optimal measurement locations, which reduce the uncertainty of model parameters. There are a
number of criteria for optimizing the uncertainty of parameter estimates [24]. In this paper, we use a
so-called D-optimality criterion, which attempts to minimize the log-determinant of the estimator’s
covariance matrix. In [24], the author showed that this is equal to the minimization of the differential
Shannon entropy. Therefore, we will refer to D-optimality and entropy interchangeably.
In a distributed setting, this criterion cannot be computed in a simple fashion, since the required
information is shared among agents. In what follows, we therefore develop schemes for a distributed
computation of the D-optimality criterion separately for the SOE and SOF distribution paradigms.
Similarly to Section 2, we will begin with a centralized setting and then extend the developed concepts
to SOE and SOF.
3.1. Centralized Exploration
We begin with the LASSO optimization (2). On the one hand, the presence of the `1 penalty
leads to a sparse estimate of the parameter vector w; on the other hand, this term makes the resulting
objective function non-smooth in w. This makes computation of the D-optimality difficult, because the
estimator’s covariance is then not defined. As a consequence, the D-optimality criterion cannot
be computed. In order to circumvent this difficulty, we approximate the estimator’s covariance using
the following approach.
Let δi , 2δ/|wi|, i = 1, . . . , N. This allows us to rewrite (2) as:
minimize
wk
λ
2
‖Ψ(XM,XN)w− y‖2 + 12
N
∑
i=1
δi|wi|2,
subject to δi = 2δ/|wi|. (19)
It is easy to see that, for a fixed δi, the resulting objective function becomes smooth in w.
Now, consider the state of the algorithm, when a sparse estimate ŵ that solves (19) is computed.
Thus, we can approximate the covariance of the estimator in (2) by using the covariance of the estimator
in (19). To this end, we use the latter to compute the inverse of the second order derivative evaluated
at ŵ with δ̂i = 2δ/|ŵi|, which is the estimators’ covariance. Thus, the second order derivative of (19)
is C = (ΨTΨ+ ∆̂)−1, where ∆̂ = diag{δ̂1, . . . , δ̂N}. Let us point out that since ŵ is sparse, δ̂i → ∞
when ŵi → 0. This allows us to partition the columns of Ψ(XM,XN) and a diagonal matrix ∆̂ into two
sub-matrices:
1. Active features ΨA , ΨA(XM,XN), which collects the columns of Ψ(XM,XN) that correspond
to non-zero weight estimates and finite regularization coefficients ∆̂A.
2. Inactive features ΨI , ΨI (XM,XN), which are associated with zero elements in ŵ and
correspond to inactive regularization parameters ∆̂I = ∞I.
Clearly, Ψ(XM,XN) = [ΨA,ΨI ] and ∆̂ = diag{∆̂A, ∆̂I} (with an appropriate permutation of
columns in Ψ(XM,XN)). Obviously, inactive features ΨI do not contribute to the variance of the
weight estimate: the corresponding entries in C tend to zero as ∆I → ∞I. The covariance of active
elements can thus be approximated by CA , (λΨTAΨA + ∆̂A)−1, i.e., using the columns of the active
components only.
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Now, consider a potential measurement location x ∈ X , and let us study how CA changes
when this measurement is to be taken into account. To simplify the notation, we neglect now
the dependency of Ψ on XM and XN . The new measurement will result in an “addition” of a
new row vector to the design matrix Ψ. For the active columns, we will denote this row vector as
ψA(x,XN) = [ϕ(x, x1), . . . , ϕ(x, xN)]TA, where subscript A indicates the restriction on N columns to
the active subset. Additionally, a new measurement can potentially “activate” a feature, i.e., it might
lead to some element in w becoming non-zero at the next estimation stage of the algorithm (it is
reasonable to assume that at most one feature is activated per measurement as the number of degrees
of freedom should not grow faster than the number of measurements). An activated feature will result
in an extension of ΨA with a new column vectorϕ(XM, x˘) = [ϕ(X1, x˘), . . . , ϕ(XM, x˘)]T , with x˘ ∈ XI ,
where XI denotes the set of possible inactive feature locations.
Finally, due to the measurement at a location x ∈ X a new design matrix Ψ˜A(x, x˘) can be
constructed as follows:
Ψ˜A(x, x˘) =
[
ΨA ϕ(XM, x˘)
ψA(x,XN)T ϕ(x, x˘)
]
, (20)
and the corresponding “new” covariance is then given as C˜ =
(
λΨ˜A(x˜, x˘)TΨ˜A(x˜, x˘) + diag{∆̂A, 0}
)−1
.
Here, setting the regularization for the new feature weight to zero puts no regularization on a
potentially new placed feature. If the regularization is too high, we might place features at already
measured positions, cf. Section 4.1. The D-optimality criterion yields a measurement location x̂ that
minimizes log det C˜, i.e.,
x̂ = arg min
x∈X ,x˘∈XI
log
∣∣∣∣∣λΨ˜A(x, x˘)TΨ˜A(x, x˘) +
[
∆̂A
0
]∣∣∣∣∣
−1
. (21)
We then proceed by inserting (20) into (21) and simplifying the result, which leads to:
x̂ = arg max
x∈X ,x˘∈XI
log
∣∣∣∣∣
[
λΨTAΨA + ∆̂A λΨ
T
Aϕ(XM, x˘)
λϕ(XM, x˘)TΨA λϕ(XM, x˘)Tϕ(XM, x˘)
]
+λ
[
ψA(x,XN)
ϕ(x, x˘)
] [
ψA(x,XN)
ϕ(x, x˘)
]T∣∣∣∣∣∣ . (22)
As we see, (22) must be evaluated for each potential measurement position x and for each potential
feature position x˘. This requires computing a determinant of a large matrix for every test position
and a possible active feature, a computationally costly numerical problem. This computation can be
implemented more efficiently by exploiting the structure of (22) as follows. Define now:
A , λΨTAΨA + ∆̂A, c(x˘)T , λΨTAϕ(XM, x˘), b(x˘) , λϕ(XM, x˘)Tϕ(XM, x˘). (23)
With the definitions in (23), the cost function (22) can be re-cast as:
x̂ = arg max
x∈X ,x˘∈XI
log
∣∣∣∣∣
[
A c(x˘)
c(x˘)T b(x˘)
]
+ λ
[
ψA(x)
ϕ(x, x˘)
] [
ψA(x)T ϕ(x, x˘)
]∣∣∣∣∣ , (24)
where we use ψA(x) = ψA(x,XN) to lighten up the notation. We make use of the matrix determinant
lemma to bring (24) in the following form:
Appl. Sci. 2018, 8, 1722 10 of 21
x̂ = arg max
x∈X ,x˘∈XI
log
∣∣∣∣∣
[
A c(x˘)
c(x˘)T b(x˘)
]∣∣∣∣∣
+ log
∣∣∣∣∣1+ λ
[
ψA(x)
ϕ(x, x˘)
]T [
A c(x˘)
c(x˘)T b(x˘)
]−1 [
ψA(x)
ϕ(x, x˘)
]∣∣∣∣∣ . (25)
The first log-term in (25) can be shown to be equal to log
∣∣∣∣∣
[
A c(x˘)
c(x˘)T b(x˘)
]∣∣∣∣∣ = log |A|+ log |q(x˘)|,
where q(x˘) = b(x˘) − c(x˘)TA−1c(x˘) is the Schur complement of b(x˘) in the corresponding matrix
under the logarithm. To simplify the second log-term in (25), we note that:[
A c(x˘)
c(x˘)T b(x˘)
]−1
=
[
A−1 − A−1c(x˘)q(x˘)−1c(x˘)TA−1 −A−1c(x˘)/q(x˘)
−c(x˘)TA−1/q(x˘) 1/q(x˘)
]
. (26)
Then,
log
∣∣∣∣∣1+ λ
[
ψA(x)
ϕ(x, x˘)
]T [
A c(x˘)
c(x˘)T b(x˘)
]−1 [
ψA(x)
ϕ(x, x˘)
]∣∣∣∣∣
= log
(
1+ λψA(x)
TA−1ψA(x) + λ
(
ϕ(x, x˘)− c(x˘)TA−1ψA(x)
)2
q(x˘)−1
)
, (27)
and finally, by neglecting log |A| due to its independence of x˘ or x, (24) can be shown as equivalent to:
x̂ = arg max
x∈X ,x˘∈XI
log |q(x˘)|+ log
(
1+ λψA(x)
TA−1ψA(x) + λ
(
ϕ(x, x˘)− c(x˘)TA−1ψA(x)
)2
q(x˘)−1
)
. (28)
Expression (28) is a key to the proposed exploration that uses the D-optimality criterion for
defining the next possible measurement location. Clearly, in a multi-agent setting, (28) can only be
computed using cooperation as the required quantities of the covariance matrix are distributed among
the agents. In the following, we discuss how this cooperation can be realized in SOE and SOF settings
using averaged consensus.
3.2. Exploration for Splitting-over-Examples
Consider now an arbitrary agent k that attempts to find a next measurement position xk ∈ Xk ⊆ X
by solving (28).
To compute (28), we will distinguish between local quantities, which are only known to an
individual agent and therefore do not require cooperation with other agents, and those that are
distributed among the agents in the network. In particular, a vector ψA(x) can be evaluated locally
by each agent; similarly, computing ϕ(x, x˘), as well as ∆̂A does not require cooperation in the
SOE approach.
In contrast, the quantities A, c(x˘) and b(x˘) in (28) are only available in a distributed form.
Luckily, in SOE, the distributed quantities can be recovered by means of an averaged consensus
algorithm [25,26]. Indeed, it can be recognized that:
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A , λΨTAΨA + ∆̂A =
K
∑
k=1
λΨTA,kΨA,k + ∆̂A, (29)
c(x˘) , λΨTAϕ(XM, x˘) =
K
∑
k=1
λΨTA,kϕk(XMk , x˘), (30)
b(x˘) , λϕ(XM, x˘)Tϕ(XM, x˘) =
K
∑
k=1
λϕk(XMk , x˘)
Tϕk(XMk , x˘). (31)
The sums over the agents in Equations (29)–(31) can be efficiently computed using averaged
consensus and thus become available at each agent. Let us stress that Equations (29)–(31) depend
on an unknown feature location x˘. However, in SOE, the features are fixed a-priori, and every agent
knows XI . As such, each agent can “scan” x˘ ∈ XI without the participation of the other agents.
This implies that solving (28) with respect to x˘, Equations (29)–(31) can be computed for each element
in XI . Furthermore, as can be seen in Equations (29)–(31), the consensus parts do not depend on
x ∈ X . Thus, the proposed measurement positions do not need to be distributed. Now, an agent k can
evaluate (28) for any x ∈ Xk. The whole procedure is summarized in Algorithm 1.
Algorithm 1 Exploration for K agents with SOE.
procedure EXPLORATION FOR SOE
for all k = 1, . . . ,K do
A←(29)
x̂k = xMK
for all x˘ ∈ XI do
c(x˘)←(30)
b(x˘)←(31)
end for
x̂k ← (28), with x ∈ Xk
Agent k moves and makes the measurement
end for
end procedure
Regarding the communication, we evaluated the amount of floats that have to be communicated.
As an initial communication, the agents estimate A, where initially, O(|A|2) for each agent are
sent to all neighbors. Due to the sparsity constraints, |A| will be typically small. During the
evaluation of the exploration criterion, N + 1 floats for each x˘ ∈ XI for each neighbor have to
be communicated. In total, the communication per measurement location estimation per agent yields
O ((|I|(N + 1) + |A|2) (K− 1)). Indeed, this is just the amount of floats, which have to be sent;
by using an efficient communication protocol and coding scheme, the amount of transmitted bits can
be reduced further.
3.3. Exploration for Splitting-over-Features
The SOF differs from the SOE case in several respects that have an impact on computing (28).
First, since each agent is able to construct its own model, there is no need to keep track of
inactive features; in fact, in SOF, only the active features are kept. Despite this, we will still keep
the subscript notation A for consistency with the SOE case. Another pleasing aspect of SOF is that
the selection of possible features x˘ is a completely local task solved by an individual agent: an agent
decides independently which new feature will be added to the model. Therefore, here, we decide to
place features at the selected measurement location, i.e., we let x˘ = x. This additionally simplifies the
optimization (28).
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A careful analysis of (28) shows that in the SOF case, except for ϕ(x, x), ϕ(XM, x) and b(x),
the values A, c(x) and ψA(x) are distributed quantities in SOF. In contrast to SOE, they cannot
be computed directly via consensus. Instead, we will show how the products ψA(x)TA
−1ψA(x),
cA(x)TA−1ψA(x) and q(x) can be efficiently computed cooperatively.
To this end, consider A in (23). Using the matrix inversion lemma, we can compute:
A−1 = (λΨTAΨA + ∆̂A)
−1 = ∆̂−1A − ∆̂−1A ΨTA(λ−1I +ΨA∆̂
−1
A ΨTA)
−1ΨA∆̂
−1
A . (32)
The quantity ΨA∆̂
−1
A ΨTA can be computed cooperatively. Indeed,
D , ΨA∆̂
−1
A ΨTA =
K
∑
k=1
ΨA,k∆̂
−1
A,kΨTA,k, (33)
where ∆̂A,k = diag{δ̂1,k, . . . , δ̂Nk ,k} are the regularization parameters of the local weight vector
wk. As we see, (33) can be computed in a distributed fashion using the averaged consensus
algorithm [25,26]. Let us point out that since in SOF, only active features are kept, ŵk is not sparse,
and thus, ∆̂A,k is always bounded, i.e., (32) is a stable inversion.
Now, we can compute the Schur complement q(x) = b(x)− c(x)TA−1c(x). Inserting b(x) and
c(x) from (23) and A−1 from (32) in the expression for q(x), and using (33), it can be shown after some
algebra that:
q(x) = λϕ(XM, x)Tϕ(XM, x)
− λϕ(XM, x)TΨA
(
∆̂
−1
A − ∆̂−1A ΨTA(λ−1I +ΨA∆̂
−1
A ΨTA)
−1ΨA∆̂
−1
A
)
λΨTAϕ(XM, x˘)
= ϕ(x)T
(
λ−1I + D
)−1
ϕ(x). (34)
In a similar fashion, we compute ψA(x)TA
−1ψA(x). Using (32), we obtain:
ψA(x)
TA−1ψA(x) = ψA(x)
T∆̂
−1
A ψA(x)−ψA(x)T∆̂
−1
A ΨTA
(
λ−1I + D
)−1
ΨA∆̂
−1
A ψA(x)
= g(x)− e(x)T(λ−1I + D)−1e(x), (35)
where we defined:
e(x) , ΨA∆̂
−1
A ψA(x) =
K
∑
k=1
ΨA,k∆̂
−1
A,kψA,k(x), (36)
g(x) , ψA(x)T∆̂
−1
A ψA(x) =
K
∑
k=1
ψA,k(x)
T∆̂
−1
A,kψA,k(x). (37)
Expressions (36) and (37) can also be computed using averaged consensus, which allows an agent
k to compute (35) distributively.
Finally, we show how to cooperatively compute cA(x)TA−1ψA(x). Again, inserting c(x) from (23)
and A−1 from (32) in the latter expression, we obtain:
c(x)TA−1ψA(x) =λϕ(XM , x)
TΨA∆̂
−1
A ψA(x)− λϕ(XM , x)TΨA∆̂
−1
A ΨTA
(
λ−1 I + D
)−1
ΨA∆̂
−1
A ψA(x)
=λϕ(XM , x)Te(x)− λϕ(XM , x)TD
(
λ−1 I + D
)−1
e(x)
=λϕ(XM , x)T
(
I − D
(
λ−1 I + D
)−1)
e(x), (38)
which can be computed distributively using (33) and (36).
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Now, we can bring all ingredients together and reformulate (28) for the SOF scenario by using
Equations (35) and (38) as follows:
x̂k = arg max
x∈Xk
logϕ(x)T
(
λ−1I + D
)−1
ϕ(x)
+ log
(
1+ λ
(
g(x)− e(x)T(λ−1I + D)−1e(x)
)
+
λ
q(x)
(
ϕ(x)− λϕ(XM, x)T
(
I − D
(
λ−1I + D
)−1)
e(x)
)2)
, (39)
with quantities D, e(x) and g(x) computed cooperatively with averaged consensus using (33), (36) and
(37), respectively. Note that, for computing Equations (33), (36) and (37), each agent has to know
x ∈ Xk. This involves an additional communication step, where agent k sends all possible measurement
locations Xk to its neighbors. The resulting procedure is summarized in Algorithm 2.
Algorithm 2 Exploration for K agents with SOF.
procedure EXPLORATION FOR SOF
for all k = 1, . . . ,K do
D ←(33)
Send Xk to all neighbors
x̂k = xMk , l = −∞
for all x ∈ Xk do
e(x)←(36)
g(x)←(37)
end for
x̂k ← (39)
Agent k moves and makes the measurement
end for
end procedure
The communication for the exploration criterion for SOF can also be evaluated with respect to the
transmitted floats. Initially, the agents transmit M2 floats to their neighbor to estimate D. To evaluate
the exploration criterion, agent k has to tell each other agent the considered measurement locations.
Thus, agent k transmits 2|Xk| in a two-dimensional environment to its neighbors. For the evaluation
of the exploration criterion, each of agent k’s neighbors transmits M+ 1 for each x ∈ Xk to agent k.
In summary,O ((M2 + |Xk|(M+ 1)) (K− 1) + 2|Xk|) floats are transmitted for the estimation of agent
k’s next measurement location.
4. Simulations
In this section, we benchmark our proposed exploration schemes against other
exploration strategies. We begin by considering the impact of the regularization introduced
in Section 3.3 and then discuss the simulation parameters and the exploration results.
4.1. Impact of the Regularization for the Exploration Criterion
The empirical modification of the cost function in (19) makes the computation of the estimator’s
covariance matrix feasible. In the following, we study the impact of such a regularization on the used
exploration criterion.
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We consider now a simple one-dimensional scenario, with positions X ⊂ R and two features;
thus, N = 2. The features are modeled by a one-dimensional Gaussian with a fixed width σ and a
feature position µ as:
ϕ(x, µ) = exp
(
− (x− µ)
2
2σ2
)
.
Further, we define two measurement locations x[1] and x[2] for this scenario, and let x[1] = −4
and x[2] = 4. The two features are now defined as ϕ1(XM, x[1]) and ϕ2(XM, x[2]), and thus,
Ψ = [ϕ1(XM, x[1]), ϕ2(XM, x[2])]. The weights ŵ of this scenario are then estimated by solving a
centralized LASSO problem (2). Now, we will vary the value of the penalty parameter δ in the range
[0.001, . . . , 500]. The parameters δ̂i = 2δ/|ŵi| are computed and inserted in the exploration objective
log det C˜
−1
(cf. (28)). The corresponding results of this evaluation are plotted in Figure 2.
Figure 2. Variation of the regularization parameter δ and its influence on the exploration criterion.
The black curve shows the case for δ = λ−2
√
2 log(M), where M = 2.
As we see, whenever δ→ 0, no regularization is used, and the LASSO objective function reduces
to the standard least squares problem. In this case, the exploration criterion becomes highly peaked at
existing measurement locations; the algorithm then selects measurement points away from the existing
measurement location, as expected. When δ → ∞, the corresponding weight estimates naturally
converge towards zero. In this case, the exploration criterion does not promote any new measurement
at all: the value of the exploration objective log det C˜
−1
is minimized at existing measurements x[1]
and x[2]. As a result, over-regularization will force the agents to stay at current locations rather than
explore the whole process.
Clearly, for a fixed δ, this effect depends on the estimated weights and on the used kernels.
Therefore, to select the regularization parameter, we follow the strategy proposed in [27] Section 5.9,
where the penalty parameter is adaptively chosen as δ = λ−2
√
2 log(M). The corresponding value of
the exploration criterion is shown in Figure 2 as a thick black line. Such a choice of δ has been found
to be a good choice for achieving a stable regularization, while at the same time allowing agents to
explore the field.
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4.2. Evaluation of Entropy-Driven Exploration with Real Data
We are now ready to evaluate the proposed exploration strategies. As data, for exploration,
we used the magnetic field intensity on the ground in our laboratory. These intensities have been
measured with a magnetic field sensor module integrated in the Xsens MTx Package [14]. To evaluate
the proposed entropy-driven trajectory planner, we created a simulation environment that uses a part
of the magnetic field data of our laboratory. Figure 3 shows the data. The data are sampled on a grid
at the positions X = [x0, . . . , x|X ′ |]T , where x ∈ X ′ ⊂ R2 and |X ′| = 4128. The magnetic field clearly
shows a spatial correlation and therefore is a good starting point to evaluate the algorithm.
Figure 3. A part of the magnetic field on the ground of our laboratory. This plot shows the normalized
magnetic field intensity in color coding. Red corresponds to a high magnetic field intensity, and blue
corresponds to a low magnetic field intensity.
As features, we use a two-dimensional Gaussian kernel defined by a kernel width σ and a feature
position µ ∈ R2 as:
ϕ(x[i], µ) = exp
(
− 1
2σ2
‖x[i]− µ‖2
)
, x[i] ∈ X ′.
In this paper, we set the feature width σ = 30 cm and the number of agents to K = 10. The agent’s
locations are initialized uniformly distributed over X ′. The predefined feature locations for SOE are all
discretization points in X ′. The first measurements are then taken at their initial positions. We consider
each agent in this simulation as a single point, and they can move everywhere within an instant.
Therefore, we consider no collision avoidance in this simulation. To benchmark our exploration
strategy, we will compare three different types of movement strategies: entropy, meander and random
walk strategies. Entropy is the proposed strategy, whereas meander and random walk are used as
benchmark algorithms. They are explained in the following.
Entropy: After the distributed estimation, the agents hierarchically evaluate the exploration criterion.
For SOF, agent k distributes all possible measurement locations Xk to its neighbors Nk and receives
each agent’s consensus part, cf. Section 3.3. For SOE, the possible measurement locations do not need
to be distributed, cf. Section 3.2. Then, for both paradigms, the exploration criterion is evaluated.
Afterward, agent k chooses the location, which yields the best criterion according to (39) for SOF or
(28) for SOE. Both schemes are also shown in Algorithms 1 and 2 for SOE and SOF, respectively.
Meander: In this exploration strategy, the agents start at an individual predefined position,
somewhere at the left border of the environment, i.e., at coordinates with xk[0] = [0, 4.3k ]
T , where 4.3 is
the maximum of the environment in the y-direction. After estimation, they continue to move towards
the opposing border on the right, i.e., they move in the x-direction with a predefined step size. In this
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paper, the step size is equal to the kernel width σ. On the other side of the border, they move upwards
and move back to the other side of the environment, generating a zigzag pattern.
Random walk: This is the simplest approach, where the agents choose a new measurement
location by random uniform sampling of the whole X ′.
For meander and random walk, we do not evaluate the exploration criterion for the
agents’ movements. Consequently, the agents do not exchange the information of their already
traversed paths, their proposed measurement positions Xk, nor consensus parts for evaluation of the
exploration criterion. For the entropy driven approach, Table 1 shows a detailed summary of the
exchanged data.
For exploration with the SOF paradigm, we choose the ADMM parameter ρ according
to [9] Section 3.4. There, the authors evaluate the primal and dual residuals and automatically choose
ρ such that the difference between residuals is not too large, which is called residual balancing.
However, for SOE, the residual balancing leads to an unstable solution of ρ, which might be
related to the high number of features N and the comparably smaller number of measurements M.
Therefore, we keep ρ = 1.0 as a constant for SOE, which has been evaluated by cross-validations (this
empirical evaluation has to be done for each dataset, because the parameter ρ is highly data dependent)
For both approaches, we set the parameter δ = λ−2
√
2 log(M).
The estimations after 250 measurements of a single run for SOE are shown in the Figure 4a–c and
for SOF in Figure 4d–f. The colored circles represent the measurement locations of the individual agents.
The feature positions of the active features, i.e., the features with corresponding non-zero weight,
are shown with black crosses. We observe that the entropy-driven methods tend to measure the
border of the environments (cf. Figure 4a,d). This is a numerical effect of the evaluation of the entropy
and has also been seen in [28]. The random walk has a uniformly distributed measurement location;
see Figure 4b,e. It achieves a good coverage of the whole area. Therefore, active features might
not be observed, and hence, the error is decreasing slower, compared to the entropy-driven method.
The meander approach has always the drawback that it has to be carefully designed to achieve a good
coverage within reasonable time. The trajectory design should reflect the observed process. However,
this process is unknown from the beginning, and therefore, assumptions about measurement positions
have to be made beforehand. This most often results in a bad performance or to many unuseful
measurement positions. In summary, the entropy-driven methods have a better coverage, compared to
the benchmark methods.
Now, we would like to discuss the number of active components in all approaches, i.e., the sparsity
of the estimations. The number of active features is shown in Figure 5. The exploration strategy for SOF,
cf. Figure 5b, leads to measuring most often relevant features. Therefore, features are only neglected in
the model, when a sufficient number of measurements and features already exists. The benchmark
methods lead to similar results, however.
SOE (see Figure 5a) has more fluctuations in the number of active components, because its
number of features N is predefined from the beginning of the exploration. Therefore, in the beginning,
the parameter δ = λ−2
√
2 log(M) is suboptimal due to the bad ratio of M to N. However, when the
number of measurements increase, active components are better identified, as can be seen in Figure 5a
at 180 measurements.
Now, we compare the performance of the algorithm with respect to the NMSE of the estimated
field. The metric is defined as:
eNMSE, SOE =
‖Ψ(X,XN)w− f‖
‖ f‖ , eNMSE, SOF =
∥∥∥∥ K∑
k=1
Ψ(X,XNk )wk − f
∥∥∥∥
‖ f‖ , (40)
for SOE and SOF, respectively, where f = [ f (x0), . . . , f (x|X ′ |)]T , x ∈ X ′ are all sampled values of the
observed true magnetic field.
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(a) (b)
(c) (d)
(e) (f)
Figure 4. Estimation results for a single run of the estimation algorithm with the SOF and SOE
splitting approaches. The measurement positions of the individual agents are marked with colored
circles. The active features are marked by with black crosses. (a–c) show the estimations of an SOE
approach, and (d–e) show the estimations of an SOF approach. (a) SOE estimation with entropy-driven
exploration (b) SOE estimation with random exploration strategy; (c) SOE estimation with meander
exploration strategy; (d) SOF estimation with entropy-driven exploration; (e) SOF estimation with
random exploration strategy; (f) SOF estimation with meander exploration strategy.
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(a) (b)
Figure 5. (a) Active components for SOE (dashed) for 10 agents averaged over 10 runs; (b) active
components for SOF (solid) for 10 agents averaged over 10 runs.
The performance with respect to the NMSE is shown in Figure 6. Compared to the other methods,
the entropy-driven exploration reduces the error faster with less measurements. However, the SOF
and SOE splitting approaches have different performances. In this application, the measurements are
few in the beginning of the exploration, and SOF clearly has an advantage due to its smaller number of
features. As already mentioned, for the meander strategy, the underlying process influences the error
with respect to the measurements. Therefore, the error drops faster only if active features have been
measured. The random walk tends to measure at already measured or less beneficial locations and,
thus, decreases more slowly, compared to the entropy approaches. Yet, compared to the meander,
the random walk coverages faster and performs therefore better than the meander. In summary,
the entropy-driven methods reduce the error faster than the benchmark methods.
Figure 6. NMSE for SOE (dashed) and SOF (solid) for 10 agents, averaged over 10 runs.
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5. Conclusions
In this paper, we discussed distributed learning and exploration algorithms for two different data
distribution paradigms, namely SOE and SOF. A general linear model was used to describe a static
spatial process that is explored with a set of multiple agents. In both, SOE and SOF, cases, we used
the ADMM algorithm to estimate model parameters in a distributed fashion over the communication
network between the agents. The used model also explicitly included an `1 penalty term that allowed
computing a sparse parameter vector estimate. This penalty, on the one hand, regularizes the numerical
optimization problem when only a few measurements are available; on the other hand, it leads to
a sparse signal estimate, which allows reducing the model complexity at each agent. The latter
allows reducing the communication load on the network (as in the SOE case) or reducing the local
computational load per agent (as in the SOF case).
As an exploration objective, we proposed to use a D-optimality criterion from the theory of
experiment design. This criterion is designed to select new measurement positions, which reduce the
estimator’s covariance. Yet, due to the use of sparsity constraints, the evaluation of the D-optimality
criterion is difficult due to the non-smoothness of the resulting objective function. To circumvent
this difficulty, we proposed a modification of the objective function that allows approximating the
estimator’s covariance. We then proposed algorithms that permit optimizing the resulting approximate
D-optimality criterion in a distributed fashion using averaged consensus for both SOE and SOF data
distribution paradigms.
Finally, we performed numerical simulations where the exploration criterion for each paradigm
was tested against benchmark algorithms. These benchmark algorithms cover the types of systematic
and random exploration strategies. Simulations have shown that the proposed exploration strategy
outperforms the corresponding benchmarks with respect to the NMSE. We found that the SOF method
has more flexibility with selecting feature positions and thus yields a lower NMSE compared to the
SOE approach. It is possible that this effect can be attributed to the ratio between measurements M
and features N. This ratio is very low for SOE in the beginning of the exploration, because the number
of features is predefined and rather large, thus the difference in the NMSE performance. The SOF can,
in contrast, build up the number of features in accordance with the number of measurements and
can thus better fit the data. Regarding the number of measurements, we can also conclude that the
proposed exploration strategy permits collecting relevant data more efficiently, as compared to the
benchmark schemes, where the agents are not driven to more informative locations.
Both approaches seem very interesting for developing real distributed systems with efficient
navigation algorithms and are next to be tested in real experiments. SOE, with a fixed number of
features and a splitting in measurements, is useful when many measurements have to be observed,
i.e., when we expect that M  N. For few features, this approach leads to fast computations.
Furthermore, the communication with neighbors for computing the exploration criterion is reduced,
since it is dependent on the number of features. The SOF scheme is computationally more efficient
when the number of features is higher than the number of measurements, i.e., N  M. Therefore,
it can be seen as an alternative to SOE in this case.
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Abbreviations
The following abbreviations are used in this manuscript:
NMSE normalized mean square error
SAR synthetic aperture radar
LASSO least absolute shrinkage and selection operator
ADMM alternating direction method of multipliers
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SOE splitting-over-examples
SOF splitting-over-features
iid independent and identically distributed
SLAM simultaneous localization and mapping
GNSS global navigation satellite system
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