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Résumé
Ce travail s’inscrit dans le cadre de L’Ingénierie Dirigée par les Modèles (IDM) et la
sémantique d’exécution du langage UML appliqué à l’exécution de modèles des applications
temps réel embarquées. Dans ce contexte, l’OMG propose une norme qui définit un modèle
d’exécution pour un sous-ensemble d’UML appelé fUML (foundational UML subset). Ce
modèle d’exécution définit une sémantique précise non ambigüe facilitant la transformation
de modèles, l’analyse, l’exécution de modèles et la génération de code.
L’objectif de cette thèse est d’étudier et mettre-en-œuvre un moteur d’exécution de
modèles UML pour les systèmes temps réel embarqués en explicitant les hypothèses portant
sur la sémantique d’exécution des modèles à un niveau d’abstraction élevé afin de mettre
en œuvre une possibilité d’exécution le plus tôt possible dans le flot de conception de
l’application. Pour cela, nous avons étendu le modèle d’exécution défini dans fUML, en
apportant une contribution sur trois aspects importants concernant les systèmes temps réel
embarqués :
– Gestion de la concurrence : fUML ne fournit aucun mécanisme pour gérer la
concurrence dans son moteur d’exécution. Nous répondons à ce problème par
l’introduction d’un ordonnanceur explicite permettant de contrôler les différentes
exécutions parallèles, tout en fournissant la flexibilité nécessaire pour capturer et
simuler différentes politiques d’ordonnancements.
– Gestion du temps : fUML ne fixe aucune hypothèse sur la manière dont les
informations sur le temps sont capturées ainsi que sur les mécanismes qui les traitent
dans le moteur d’exécution. Pour cela, nous introduisons une horloge, en se basant sur
le modèle de temps discret, afin de prendre en compte les contraintes temporelles dans
les exécutions des modèles.
– Gestion des profils : les profils ne sont pas pris en compte par ce standard, cela limite
considérablement la personnalisation du moteur d’exécution pour prendre en charge
de nouvelles variantes sémantiques. Pour répondre à ce problème, nous ajoutons
les mécanismes nécessaires qui permettent l’application des profils et la capture des
extensions sémantiques impliquées par l’utilisation d’un profil.
Une implémentation de ces différentes extensions est réalisée sous forme d’un plugin
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CHAPITRE 1
Introduction
L’Ingénierie Dirigée par les Modèles (IDM) place les modèles au cœur des processus
d’ingénierie logicielle et système. L’hypothèse est que différents modèles d’un même
système, correspondant à différentes vues et/ou niveaux d’abstraction, peuvent cohabiter
au sein d’un processus de développement. Chaque modèle fournit une abstraction adaptée
à un type d’exploitation particulier tel que l’analyse d’ordonnancement, la validation, la
génération de code, etc., l’ensemble permettant idéalement de maitriser la complexité des
logiciels et d’améliorer la rapidité et la qualité des processus de développement.
Le Model Driven Architecture (MDA) est une initiative de l’Object Management Group
(OMG) définissant un cadre conceptuel, méthodologique et technologique pour la mise-
en-œuvre de flots de conception basés sur l’IDM. Le cadre conceptuel identifie la nature
des modèles impliquées (modèles de plateforme, modèles indépendants ou spécifiques à
une plateforme) et des relations qui les unissent (abstraction, raffinement, etc.). Le cadre
méthodologique préconise une approche générative par transformations de modèles pour le
raffinement des différents modèles impliqués, jusqu’à la production d’un code exécutable.
Le cadre technologique s’appuie sur une utilisation des formalismes normalisés par l’OMG
pour la mise-en-œuvre du flot (UML pour la modélisation, QVT pour les transformations,
etc.).
Confrontée à une complexité croissante des systèmes à concevoir (toujours plus de
fonctionnalités à intégrer face à des contraintes impondérables de temps de mise sur le
marché), l’industrie des systèmes temps-réels embarqués a naturellement identifié dans
l’IDM, et dans le MDA en particulier, une opportunité pour rationaliser les flots de
conception. D’une part, la structuration des flots en niveaux d’abstractions et la mise-
en-œuvre d’approches génératives permettent d’éviter un certain nombre d’écueils, en
automatisant (au moins partiellement) des tâches de raffinement systématiques et facilement
sujettes à erreurs lorsqu’elles sont accomplies manuellement. D’autre part, le fait de
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s’appuyer sur un cadre technologique commun facilite (même s’il ne suffit pas pour le
garantir) une forme d’interopérabilité entre les différents acteurs et domaines de compétence
du flot.
Dans les deux cas, les qualités intrinsèques des formalismes préconisés par le MDA,
notamment en termes d’expressivité et d’extensibilité (cf. UML et ses profils ch. 2), favorisent
la mise-en-œuvre des flots en permettant la prise en compte des particularités liées au
domaine ou à l’acteur. En pratique, cette vision s’est déjà concrétisée sous la forme
d’investissements significatifs de la part d’acteurs majeurs du domaine, ayant débouchés
sur des réalisations concrètes tant au niveau des outilleurs [1] que des grands systémiers
(Airbus, Renault, etc.). Si ces réalisations peuvent être considérées comme des avancées
significatives pour le domaine (SCADE System lauréat du prix Best of show "Embeddy" à
Embedded World 2011 [1][2]), un certain nombre de verrous scientifiques et technologiques
persistent.
Dans le domaine des systèmes temps-réel embarqués, que l’on vise des systèmes à
prépondérance logicielle ou matérielle, on cherche à produire des systèmes exécutables au
sens informatique du terme. Dans les flots traditionnels basés sur le MDA, les premières
formes exécutables du système sont généralement obtenues par génération de code, après
une ou plusieurs étapes de raffinement manuel et/ou automatique par transformation
de modèles. Ces formes exécutables sont utilisées pour mettre en œuvre des phases
d’expérimentation avant obtention du système final. En d’autres termes, le comportement
attendu du système final est simulé au niveau d’abstraction capturé par la forme exécutable.
Pour les systèmes temps-réels embarqués, par nature contraints en ressources et en temps,
la simulation est utilisée pour tester le comportement du système non seulement d’un point
de vue fonctionnel, mais aussi d’un point de vue temporel et concurrentiel.
Cet état de fait signifie que, dès les niveaux d’abstraction les plus élevés du flot (donc
avant raffinement), des hypothèses sur la sémantique d’exécution des différents modèles
existent nécessairement, dans le sens où elles orientent la définition des règles de raffinement
menant à l’obtention du code exécutable. En pratique, on constate que :
a. ces hypothèses peuvent être sous-exploitées. En effet, le niveau de détail requis pour
obtenir une représentation exécutable par génération de code implique que les phases
de simulation arrivent relativement tard dans le flot de conception. En exploitant
effectivement les hypothèses liées à la sémantique d’exécution des différents modèles
intermédiaires, la simulation pourrait intervenir plus tôt dans le flot, et pourrait donc
contribuer à améliorer les flots de conception.
b. si ces hypothèses sont effectivement exploitées, leur exploitation est sujette à caution.
Une pratique usuelle consiste en effet à transformer les modèles vers différents
formalismes, chaque formalisme cible bénéficiant d’une sémantique bien définie,
et étant adapté à un type d’exploitation particulière. Le problème est que, quelle
que soit la rigueur et le soin apporté à la mise-en-œuvre des transformations,
11
elles partent toujours d’une spécification en langage naturel (pratique usuelle pour
décrire les aspects sémantiques dans les spécifications OMG), nécessairement sujette à
interprétation. En d’autres termes, la projection ne peut être considérée comme valide
que par rapport à l’interprétation du formalisme en entrée. La critique s’applique
également lorsque la transformation concerne le raffinement d’un modèle au sein
même du flot de conception.
L’objectif principal de cette thèse est de contribuer à l’étude et la mise-en-œuvre d’un
moteur d’exécution de modèles répondant au point a. ci-dessus, tout en anticipant le point
b. Pour cela, la proposition que nous allons développer doit répondre à quatre critères
essentiels :
1. Impliquer un effort limité quant à l’intégration dans un flot de conception respectant
les préconisations du MDA, et donc une certaine proximité avec les formalismes
utilisés pour mettre en œuvre ce type de flots,
2. Autoriser une certaine flexibilité pour prendre en compte les particularités de
différents domaines, notamment en liens avec l’utilisation de profils UML,
3. S’appuyer sur une fondation sémantique précise et standardisée, non seulement pour
expliciter les hypothèses relatives à la sémantique d’exécution supportée par le moteur,
mais aussi pour pouvoir, à terme, rendre ces hypothèses disponibles pour toute
projection sémantique requise par une activité d’analyse,
4. Permettre de simuler le comportement d’applications temporisées et concurrentes,
en lien avec les besoins du temps-réel embarqué, et ce à des niveaux d’abstractions
relativement élevés.
Nous démontrons que le le moteur d’exécution défini dans le standard OMG « Semantics
of a Foundational Subset for Executable UML Models », qui capture la sémantique
d’exécution d’un sous-ensemble de UML nommé fUML (foundational UML), est une base
nécessaire pour atteindre ces objectifs. Nous montrons comment cette base peut devenir
suffisante pour une utilisation dans le domaine des systèmes temps-réels embarqués, en
apportant une contribution sur les axes suivants :
 Gestion de la concurrence : fUML ne fournit aucun mécanisme pour gérer
la concurrence dans son moteur d’exécution. Nous répondons à ce problème par
l’introduction d’un ordonnanceur explicite permettant de contrôler les différentes
exécutions parallèles, tout en fournissant la flexibilité nécessaire pour capturer et
simuler différentes politiques d’ordonnancements.
 Gestion du temps : fUML ne fixe aucune hypothèse sur la manière dont les
informations sur le temps sont capturées ainsi que sur les mécanismes qui les traitent
dans le moteur d’exécution. Pour cela, nous introduisons une horloge, en se basant sur
le modèle de temps discret, afin de prendre en compte les contraintes temporelles dans
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les exécutions des modèles. Cette horloge permet d’une part l’étiquetage temporel des
exécutions, c’est-à-dire la construction des pas de temps des exécutions. D’autre part,
elle permet de déclencher des exécutions contraintes par le temps, par exemple dans
le cas de tâches périodiques.
 Gestion des profils, pour permettre une certaine flexibilité quant aux variantes
sémantiques supportées : les profils ne sont pas pris en compte par ce standard,
cela limite considérablement la personnalisation du moteur d’exécution pour prendre
en charge de nouvelles variantes sémantiques. Pour répondre à ce problème,
nous ajoutons les mécanismes nécessaires qui permettent l’application des profils
et la capture des extensions sémantiques impliquées par l’utilisation d’un profil.
Ces mécanismes exploitent les informations spécifiées dans les stéréotypes afin
de paramétrer le moteur d’exécution pour simuler les modèles en fonction d’une
sémantique particulière.
Ce manuscrit est organisé en trois parties :
 La première partie délimite le contexte de l’étude et présente les concepts de
l’ingénierie dirigée par les modèles (IDM) et les systèmes temps réel embarqués
(STRE). Elle adresse ensuite les aspects et les contraintes à prendre en considération
pour développer ces systèmes.
 La deuxième partie, caractérise dans un premier temps les différentes
sémantiques d’exécutions des langages de modélisation dans le contexte de l’IDM.
Cette caractérisation est focalisée sur les différents types de description et leur type
d’application. Dans un second temps, nous présentons une analyse de différentes
approches et outils permettant la définition des sémantiques et l’exécution des
modèles. Cette analyse est réalisée suivant les critères 1, 2, 3 et 4 identifiés ci-dessus
afin d’évaluer notre contribution. Nous présentons par la suite en détail le standard
fUML de l’OMG en mettant l’accent sur ses limites par rapport aux objectifs de ce
travail de thèse.
 La troisième partie décrit les différents volets de la contribution de ce travail.
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1 Ingénierie dirigée par les modèles
Dans cette section nous rappelons les principes fondamentaux de l’ingénierie dirigée
par les modèles. Nous mettrons l’accent sur l’approche MDA proposée par l’OMG ( Object
Management Group ), qui constitue un espace technologique et un ensemble de standards
pour l’application de l’IDM. L’intérêt de ce rappel est d’introduire le contexte de cette
étude. Il vise à caractériser les pratiques de l’approche MDA dans un flot de conception
des systèmes à prépondérance logicielle ou matérielle.
1.1 Les principes de l’IDM
L’ingénierie dirigée par les modèles [3] est un paradigme de développement logiciel qui
préconise une utilisation intensive et systématique des modèles. Les modèles sont placés
au cœur du processus de développement afin de faire face à la complexité croissante de la
conception et de la production du logiciel.
L’IDM est distinguée par sa capitalisation du savoir faire non plus au niveau du code
source, mais plutôt au niveau des modèles. Cela ne signifie pas une rupture technique avec
les solutions de développement existantes telles que les langages de programmation, mais
au contraire, elle est complémentaire. En effet, l’utilisation des techniques de transformation
de modèles, permet de générer le code source des applications automatiquement ou semi-
automatiquement depuis les modèles réalisés lors de la conception.
De nombreux travaux [4, 5, 6, 7] se sont intéressés à cette nouvelle discipline informatique
émergente. Ils ont aidé à clarifier et dégager ses concepts. Par la suite, à partir de ces travaux,
nous allons définir les notions fondamentales liées à l’IDM.
Nous allons d’abord donner la définition d’un modèle. Nous retiendrons la définition
tirée de [8] :
Définition 1 Un modèle est une abstraction d’un système, construite dans une intention
particulière. Cette abstraction devrait être représentative afin de répondre à des questions sur le
système modélisé.
Pour que le modèle soit efficacement manipulable par des outils informatiques, il
doit respecter certaines qualités. Dans [9], Bran Selic avait identifié les caractéristiques
essentielles qu’un modèle devrait avoir, ce sont principalement :
 L’abstraction : le modèle doit assurer un certain niveau d’abstraction et cacher
les détails que l’on ne souhaite pas considérer pendant l’étude.
 La compréhensibilité : le modèle doit être compris intuitivement par les
personnes qui l’utilisent. Donc, il doit être exprimé dans un formalisme assez
compréhensible dont la sémantique est intuitive.
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 La précision : le modèle doit fournir une représentation fidèle et précise des
propriétés du système à étudier.
 L’économie : le modèle doit rester peu coûteux en comparaison aux coûts du
développement du système réel.
Cette liste n’est pas exhaustive et elle peut contenir également d’autres caractéristiques
telles que la prédiction, la maintenabilité, la traçabilité, l’exécution, etc. Ainsi, l’obtention de
modèles qui respectent toutes ces caractéristiques est une tâche non évidente.
Dans le cadre du développement logiciel, on s’intéresse de plus en plus à la notion de
modèles exécutables et interprétables par les machines. Il nous faut donc pouvoir formaliser
la syntaxe d’un modèle, c’est-à-dire définir un langage de modélisation. Pour ce faire, l’IDM
propose la notion du méta-modèle.
Définition 2 Un méta-modèle est un modèle d’un langage de modélisation. Il définit les concepts
ainsi que les relations entre ces concepts nécessaires à la description des modèles.
La relation entre un modèle et un méta-modèle est dite relation de conformité. Ainsi, un
modèle est conforme à un méta-modèle. Par analogie, nous pouvons comparer cette relation
à un concept de la programmation orientée objet, il s’agit d’instance d’objet. Par conséquent,
nous pouvons dire qu’un modèle est une instance d’un méta-modèle. Dans l’IDM, le modèle
d’un langage de modélisation s’appelle un méta-modèle.
A partir de ces définitions nous identifions deux relations importantes dans l’IDM. La
première relation lie le modèle et le système modélisé, elle s’appelle "Représentation de".
La deuxième relation lie le modèle et le méta-modèle du langage de modélisation, c’est la





FIGURE 2.1 – Relation de base en IDM
Un autre aspect important dans l’IDM est la transformation de modèles. Cette technique
permet le raffinement des modèles, c’est-à-dire le passage d’un modèle abstrait à un modèle
plus détaillé en allant jusqu’à la production des artefacts exécutables.
Définition 3 Une transformation de modèle est une technique qui génère un ou plusieurs modèles
cibles à partir d’un ou plusieurs modèles sources conformément à un ensemble de règles de
1 Ingénierie dirigée par les modèles 17
transformations. Ces règles décrivent essentiellement comment un modèle décrit dans un langage
source peut être transformé en un modèle décrit dans un langage cible.
Les transformations sont dites endogènes quand les modèles manipulés sont issus du
même méta-modèle. Quand les modèles sources et cibles sont de différents méta-modèles,
les transformations sont dites exogènes. Selon les pratiques de manipulation de modèles
dans l’IDM, nous distinguons deux approches de transformation :
 les transformations de modèle à modèle : selon Tom MENS [10], cette catégorie
est vue comme un raffinement et amélioration de la qualité du modèle. C’est
un passage d’un modèle à un autre modèle du même système dont le méta-
modèle peut être différent ou le même. En effet, les transformations de modèles
nécessitent l’utilisation de langage de transformations, Jean BÉZIVIN [11] les a
classés chronologiquement en trois générations. La première génération est les langages
de transformation de structures séquentielles d’enregistrement, dans ce cas, un script
indique comment le modèle source est transformé en un modèle cible comme les
langages de scripts UNIX, AWK ou Perl. La deuxième génération est les langages de
transformation d’arbres. Les modèles sont représentés dans ce type sous forme d’arbre.
La transformation est réalisée par le parcours d’un arbre d’entrée (le modèle source)
et la génération d’un arbre de sortie (le modèle cible). Elle se base souvent sur des
documents au format XML et l’utilisation de XSLT [12] ou XQuery [13]. La troisième
génération forme les langages de transformation de graphes, dans cette catégorie le modèle
à transformer est représenté par un graphe orienté étiqueté. La transformation est
donnée cette fois sous forme d’un modèle conforme à un méta-modèle. ATL [14] est
un exemple représentatif de langage de transformation de graphes.
 les transformations de modèle à code source : ou génération de code, il s’agit d’un
cas particulier de transformation de modèle à modèle où la grammaire du langage
de programmation est le méta-modèle du modèle cible. C’est une représentation
textuelle des informations du modèle dans un langage de programmation cible. De
plus, elle augmente considérablement la productivité et la portabilité des modèles.
Nous trouvons différents langages de génération de code, par exemple XPand [15],
Acceleo [16].
La figure 2.2 schématise la technique de transformation de modèles dans le domaine de
l’ingénierie dirigée par les modèles.
En résumé, nous avons introduit brièvement les différents concepts fondamentaux
de l’ingénierie dirigée par les modèles. Dans la section suivante, nous allons présenter
l’approche MDA (Model Driven Architecture), une initiative lancée par l’OMG (Object














FIGURE 2.2 – La transformation de modèles en IDM
1.2 L’approche MDA
L’approche MDA (Model Driven Architecture) est proposée et soutenue par l’OMG [17]
pour le développement des systèmes logiciels. Cette approche fixe les technologies à utiliser
pour chaque niveau de modélisation dans l’IDM. Elle repose sur un ensemble de standards
de l’OMG dont le standard UML [18] pour l’élaboration de modèles et le standard MOF [19]
pour la définition de méta-modèles.
Le principe fondamental du MDA est la séparation entre la logique métier et la logique
d’implémentation. Cela est réalisé par la création de modèles du système séparément des
plates-formes d’exécution. Cette séparation (entre le modèle du système et de la plate-forme
d’exécution) automatise le processus de manipulation de modèles et conduit à la génération
automatique du code de l’application.
1.2.1 Démarche MDA
La démarche de développement recommandée par le MDA se divise essentiellement en
cinq étapes :
1. L’élaboration du modèle d’exigences CIM (Computation Independent Model), appelé
aussi modèle métier ou modèle du domaine applicatif. Ce modèle aide à maitriser la
complexité du système et donne une vision sur des exigences dans un environnement
particulier, mais sans rentrer dans le détail de la structure du système, ni de son
implémentation.
2. L’élaboration du modèle indépendant de toute plate-forme d’exécution PIM (Platform
Independent Model). C’est un modèle qui ne contient que des informations
fonctionnelles du système, sans détails techniques relevant de l’implémentation. À ce
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niveau, le formalisme utilisé pour exprimer un PIM est le langage de modélisation
UML.
3. L’enrichissement du modèle PIM par raffinement successif. Dans cette étape de nature
incrémentale, nous pouvons continuer à détailler le comportement du système tout en
omettant les détails liés à la plateforme.
4. Choix des plates-formes d’exécution et génération des modèles correspondants PSM
(Platform Specific Model). Ces modèles sont obtenus par une transformation du
PIM en y ajoutant les informations techniques relatives à la plate-forme cible. Ils
représentent une vue détaillée du système et sont dépendants d’une plate-forme
d’exécution.
5. Les informations liées à la plate-forme d’exécution sont décrites dans un modèle
de plate-forme PDM (Platfom Description Model). Ce modèle fournit les concepts
techniques et les services fournis par la plate-forme cible. Notons qu’il existe plusieurs
niveaux de détail du PSM. Le premier niveau est issu de la transformation du PIM et
du PDM. Le niveau le plus détaillé, est un code généré dans un langage spécifique tel
que Java, C++, etc.
En effet, le modèle de chaque étape contient des hypothèses sur la sémantique
d’exécution du modèle du système final mais à des niveaux différents d’abstraction. Par
exemple, la concurrence peut être décrite à un niveau élevé d’abstraction par des concepts de
processus ou d’objet actif [20] [21] puis raffinée en un ensemble de tâches sur une plateforme
d’exécution. A un haut niveau l’application est indépendante de la plateforme d’exécution
mais à un niveau plus raffiné, elle est spécifique à un système multitâche ou distribué. Ces
hypothèses joueront un rôle important dans la simulation du comportement du système
final.
1.2.2 Transformation de modèles dans l’approche MDA
Le développement des applications logiciel dans l’approche MDA est centré sur la
conception d’un ensemble de modèles et sur leurs transformations. Le formalisme de
modélisation UML est ainsi choisi pour exprimer les différents modèles pendant que leurs
transformations sont réalisées en utilisant le langage QVT(Query, View, Transformation)
[22] standardisé par l’OMG. La figure 2.3 résume les transformations potentielles entre les
différents types de modèles que nous avons présentés dans la section précédente.
Les transformations du type CIM vers CIM, PIM vers PIM et PSM vers PSM visent
à compléter, spécialiser ou filtrer le modèle. La transformation CIM vers PIM permet de
passer de la vue exigence à une vue fonctionnelle préliminaire indépendante de tout détail
d’implémentation. La transformation du PIM vers PSM permet de spécialiser le PIM selon
la plate-forme d’exécution ciblée en se basant sur les informations fournies par le PDM. La
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FIGURE 2.3 – Modèles et transformations dans l’approche MDA
compilation d’obtenir l’exécutable de l’application.
1.3 La Sémantique des langages de modélisation
Un langage de modélisation est nécessaire pour l’élaboration et la production des
modèles. Dans la sphère de l’ingénierie dirigée par les modèles, ce langage pourrait être
un langage à vocation générale ou spécifique. Un langage générique peut être utilisé
pour décrire une grande variété de systèmes. Tandis qu’un langage spécifique (DSML
pour Domain Specific Modeling langage) contient des concepts distinctifs permettant de
décrire des systèmes ciblés. La figure 2.4 récapitule les étapes de création d’un langage de
modélisation. Dans les deux cas, la création d’un langage de modélisation consiste à :
1. Définir une syntaxe abstraite du langage.
2. Définir une syntaxe concrète du langage.
3. Définir une sémantique du langage.
1.3.1 La syntaxe abstraite
La syntaxe abstraite d’un langage de modélisation exprime structurellement l’ensemble
de ses concepts ainsi que les relations entre ces concepts (présentée par le tableau 2.1).
Elle est définie en utilisant un langage de méta-modélisation tel que MetaGME [23]
et MOF de l’OMG [19]. Ces langages offrent les concepts et les relations élémentaires
permettant la description de la syntaxe abstraite sous forme de méta-modèle. Cependant,
les facilités graphiques qu’offrent ces langages manquent d’expressivité pour capturer toutes
les propriétés du langage de modélisation, contrairement aux langages de programmation
traditionnels où les grammaires hors-contexte [24] sont suffisantes pour exprimer les
constructions permises par un langage. Par exemple, supposons que nous voulions définir
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FIGURE 2.4 – Étapes de création d’un langage de modélisation
un langage de modélisation pour les graphes orientés acycliques. En plus des notions de
nœuds et d’arêtes, une contrainte supplémentaire s’impose qui interdit les cycles dans un
graphe. Cette contrainte n’est pas exprimable en langage graphique comme MOF sans
l’utilisation d’un langage de contraintes supplémentaires tel que OCL [25]. Dans le contexte
des langages de modélisation, ces contraintes sont spécifiées au niveau du méta-modèle sous
forme de règles de bonne formation qui devront être respectées par les modèles conformes
à ce méta-modèle.
Type de langage Syntaxe abstraite définie par Exemple
Langage naturel Une description La proposition relative est
une subordonnée intro-
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TABLE 2.1 – Aperçu des différentes syntaxes abstraites
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1.3.2 La syntaxe concrète
La syntaxe concrète fournit aux utilisateurs les notations nécessaires (présentées par le
tableau 2.2) pour exprimer un modèle. Les langages de programmation traditionnels ont
généralement une notation textuelle, tandis que les langages de modélisation peuvent être
textuels ou visuels. La syntaxe concrète permet de manipuler les concepts de la syntaxe
abstraite et créer des modèles qui lui sont conformes. Elle est définie en annotant chaque
concept de la syntaxe abstraite par une décoration qui sera manipulée par un utilisateur
potentiel du langage. Il existe plusieurs outils qui permettent de définir des syntaxes
concrètes, nous citons principalement GMF [26] pour des syntaxes graphiques et TCS [27]
pour des syntaxes textuelles.
Type de langage Syntaxe concrète définie par Exemple
Langage naturel “Voiture”, “Maison” Une liste de mots
Langage
de programmation
Une liste de mots-clés, des
expressions régulières
While, if .. else, etc.
Langage
de modélisation
Un ensemble de blocs et de
connecteurs
bloc1 bloc1
TABLE 2.2 – Aperçu des différentes syntaxes concrètes
1.3.3 La sémantique
La sémantique d’un langage de modélisation décrit précisément et sans ambigüité la
signification des concepts de ce langage. On dit qu’une sémantique est formelle lorsqu’elle
est exprimée dans un formalisme mathématique. Elle permet de donner d’une manière claire
et rigoureuse le sens d’un modèle. Une sémantique est alors caractérisée par [28] :
 Un domaine sémantique dont les concepts sont compréhensibles et bien définis.
 Un mapping entre les éléments de la syntaxe abstraite et les éléments du domaine
sémantique.
Prenons par exemple le langage de programmation C. La sémantique d’un programme
est donnée par l’exécution d’un ensemble de mots-clés qui revient à exécuter un jeu
d’instructions d’une machine cible. Le domaine sémantique dans ce cas est constitué d’un jeu
d’instructions de la machine cible et le mapping sémantique est réalisé par un compilateur
qui traduit des programmes écrits en C dans le jeu d’instructions approprié.
La sémantique d’un langage de modélisation peut être divisée en deux types : la
sémantique statique ou structurelle et la sémantique dynamique ou comportementale.
La sémantique statique traite des propriétés à vérifier avant l’exécution et concerne la
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signification du modèle en termes de structure et de règles de bonne formation. Quant à
la sémantique dynamique, elle permet de donner une description du comportement du
modèle pendant l’exécution. Traditionnellement, la sémantique de nombreux langages de
modélisation est décrite de manière informelle, en langage naturel, nous citons notamment
la norme UML2 [18]. Une sémantique informelle pose en fait plusieurs problèmes, nous
identifions :
 L’ambigüité et les mauvaises interprétations des concepts du langage de
modélisation par les utilisateurs. Les normes des langages exigent une sémantique
précise. Une norme d’un langage mal définie sémantiquement est ouverte à
l’incompréhension et aux mauvaises utilisations par les développeurs d’outils tout en
limitant significativement l’interopérabilité des modèles.
 Une sémantique informelle ne peut être interprétée par les outils, ce qui incite les
développeurs d’outils à implémenter leur propre compréhension de la sémantique. Le
même langage pourrait être implémenté différemment. Ainsi, deux outils différents
peuvent offrir des implémentations contradictoires de la même sémantique.
En effet, associer une sémantique précise au langage apporte une solution aux problèmes
précédemment cités. De plus, elle est essentielle pour centraliser le sens des modèles entre les
différents acteurs du processus de développement. Cela est particulièrement important dans
le cas des modèles destinés aux systèmes temps réel et embarqués. Ainsi, la sémantique joue
un rôle capital pour déterminer les capacités essentielles d’un langage dans une démarche
de développement IDM tel que la capacité d’exécution, de transformation ou de vérification.
En résumé, ce chapitre a présenté le contexte général de ces travaux de thèse qui
s’inscrivent dans le cadre du développement des systèmes temps réel embarqués. Dans
la suite nous nous intéressons à la modélisation de la partie applicative de ces systèmes
dans une architecture monoprocesseur. Nous focalisons principalement notre étude sur
les aspects de concurrence entre tâches et le respect des contraintes temporelles. Dans le
chapitre suivant nous allons présenter un état de l’art portant sur la modélisation de la
partie applicative en mettant en évidence les sémantiques d’exécution des langages de
modélisation.
1.4 Langage de modélisation : UML
L’approche MDA préconise l’utilisation du langage de modélisation UML (Unified
Modeling Language) [18] pour la construction de modèles tout au long du cycle de
développement du logiciel. C’est un langage de modélisation graphique à caractère
générique, utilisé pour spécifier, visualiser et documenter les artefacts d’un système logiciel.
Le langage UML est défini sous forme d’un méta-modèle, organisé en plusieurs
paquetages. Chaque paquetage introduit des concepts que nous pouvons exprimer par des
notations graphiques à travers des diagrammes. Ces diagrammes peuvent être regroupés
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en deux classes principales : celle relative à la modélisation structurelle et celle relative
à la description du comportement. La figure 2.5 décrit l’organisation de ces différents



































FIGURE 2.5 – Organisation des diagrammes d’UML
 Le diagramme de classe : ce diagramme couvre un aspect fondamental dans la
modélisation, il permet d’exprimer d’une manière précise la structure statique d’un
système, en termes de classes et de relations entre ces classes. Une classe correspond à
la description d’un concept du domaine d’application considéré.
 Le diagramme d’objet : est destiné à représenter les instances des classes définies
dans le diagramme de classe et les liens qui les connectent. Ce diagramme fige ainsi
une image du système modélisé à un instant donné.
 Le diagramme de composant : manipule la notion de composant qui permet
de représenter une abstraction d’un ensemble de classes réalisant différentes
fonctionnalités et qui communiquent par des interfaces avec leur environnement. Le
diagramme de composant permet d’expliciter les unités logicielles qui forment le socle
du système.
 Le diagramme de structure composite : ce diagramme manipule la notion de
port et de connecteur. Il permet d’exprimer la composition entre les classes et leurs
éléments internes.
 Le diagramme de cas d’utilisation : capture les fonctionnalités que nous offre un
système. Il manipule les concepts d’acteur et de cas d’utilisation. Un acteur est une
entité extérieure du système qui peut initier l’un des cas d’utilisation. Ce diagramme
décrit, sous forme d’actions et de réaction le comportement d’un système du point de
vue utilisateur. Souvent, il est utilisé dans les premières phases de spécification.
 Le diagramme d’activité : permet de se focaliser sur la partie dynamique d’un
système. Il permet de définir le comportement d’une opération ou le déroulement d’un
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cas d’utilisation, par l’enchaînement et la coordination d’un ensemble d’actions. Une
action est une étape de calcul élémentaire. L’enchainement d’un ensemble d’actions
peut être représenté par des flots de contrôle ou des flots de données ou bien des deux.
 Le diagramme de machine à états : permet de décrire les comportements discrets
d’un système via des automates d’états finis. Il s’agit de graphes d’états, reliés par
des arcs orientés qui décrivent les transitions. Ce diagramme permet de décrire les
changements d’états d’un objet ou d’un composant, en réponse aux interactions avec
d’autres objets/composants ou avec des acteurs.
 Le diagramme de séquence : illustre la séquence d’interactions entre objets selon
l’ordre chronologique des envois de messages entre eux.
1.5 Extension du langage UML
L’objectif d’UML en proposant autant de diagrammes et concepts est de fournir un
langage de modélisation généraliste qui couvre une grande partie du domaine du logiciel.
Cependant, il arrive parfois que ce langage ne soit pas adapté à capturer certaines propriétés
particulières à un domaine spécifique. C’est le cas par exemple des systèmes temps réel, pour
lesquelles il est nécessaire de spécifier des propriétés temporelles (échéance, période, etc.),
ce qui n’est pas supporté par la notation standard d’UML. Pour remédier à ce problème, il
existe deux solutions pour étendre UML.
La première méthode d’extension est nommée extension lourde (Heavyweight extension).
Elle est fondée sur la manipulation d’une copie du méta-modèle d’UML en lecture et en
écriture. En d’autres termes, ce mécanisme permet d’importer des éléments du méta-modèle
d’UML en utilisant l’opération merge [29] et d’ajouter, supprimer ou modifier certaines
caractéristiques. Toutes les modifications sont alors effectuées directement sur une copie des
méta-classes concernées.
La deuxième méthode, est dite extension légère (Lightweight extension), dans ce cas, le
méta-modèle d’UML n’est manipulé qu’en lecture et les éléments importés sont utilisés
sans modification de leurs caractéristiques. Cette technique est réalisée grâce au concept de
profil, normalisé par l’OMG [18]. Un profil permet alors d’étendre ou de restreindre le méta-
modèle d’UML afin de l’adapter à un domaine spécifique. Il offre les moyens pour réaliser
les modifications suivantes sur le méta-modèle d’UML :
 étendre les méta-classes du méta-modèle UML via des stéréotypes.
 ajouter des propriétés aux stéréotypes.
 spécifier de nouvelles règles de bonne formation concernant les stéréotypes sous
forme de contraintes OCL.
La figure 2.6 montre un fragment du méta-modèle UML correspondant aux éléments de

























































FIGURE 2.6 – Les éléments du paquetage profile (source OMG)
Le stéréotype est le mécanisme de base pour étendre UML. Il étend une ou plusieurs
méta-classes existantes du méta-modèle UML afin de permettre leur utilisation dans un
domaine spécifique. Quant aux valeurs étiquetées, elles sont caractérisées par un nom et
un type et sont considérées comme les propriétés des stéréotypes. En effet, un stéréotype est
défini au niveau M2 et sera appliqué à un élément du modèle (niveau M1) et les valeurs de
ses propriétés représentent les valeurs étiquetées. En plus des stéréotypes et des valeurs
étiquetées, des contraintes peuvent être spécifiées afin de contraindre la sémantique des
éléments du méta-modèle. Les contraintes peuvent être non formelles et renseignées dans la
documentation du profil ou bien formelles et décrites en langage de contraintes OCL(Object
Constraint Language) [25],standardisé par l’OMG.
L’OMG a standardisé plusieurs profils couvrant différents domaines, nous en
mentionnons quelques-uns :
1. Le profil CORBA CCM [30], pour la modélisation d’applications à base de composants.
2. Le profil SoC (System on a Chip) [31], offre des facilités pour la modélisation des
systèmes sur puce.
3. Le profil SPT (Schedulability, Performance and Time) [32], pour la modélisation
d’applications temps réel .
4. Le profil UTP (UML Testing) [33] Profile qui permet la spécification des tests
d’application.
L’OMG a standardisé plusieurs profils pour la modélisation des applications temps-réel
embarquées. On s’intéressera particulièrement au profil MARTE (Modeling and Analysis
of Real-time and Embedded Systems)[34] que nous allons utiliser le long cette étude. Ce
profil définit les fondements pour la description et l’analyse des systèmes temps réel et
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embarqués (STRE). MARTE se concentre principalement sur l’analyse d’ordonnancabilité et
de performance. Il offre aussi les concepts qui permettent de modéliser les caractéristiques
matérielles des STRE. La partie modélisation du profil fournit le support nécessaire partant
de la spécification à la conception détaillée des caractéristiques temps réel et embarquées des
systèmes. La partie analyse fournit des mécanismes permettant d’annoter les modèles avec
les informations requises pour effectuer des analyses spécifiques. Le profil MARTE remplace
le profil SPT.
2 Développement des systèmes temps réel embarqués (STRE)
2.1 Introduction aux systèmes temps réel embarqués
Les systèmes informatiques temps réel et embarqués sont présents de plus en plus
dans plusieurs domaines d’application. Parmi ceux-ci nous citons par exemple : le
domaine du transport (automobile, ferroviaire, aéronautique), le domaine militaire (missiles,
radars), le domaine des télécommunications (téléphonie, serveurs, box), le domaine de
l’électroménager (téléviseurs, machines à laver), le domaine du multimédia (consoles de
jeux, navigateurs GPS), etc.
Un système est qualifié comme temps réel [35] si son bon fonctionnement est caractérisé
non seulement par la correction des valeurs qu’il produit, mais aussi par le respect de
contraintes temporelles sur cette production de valeurs. Un système temps réel interagit
avec son environnement, généralement caractérisé par un procédé physique, qui lui-même
évolue avec le temps. Le temps de réponse désiré d’un tel système est alors fixé par
l’environnement avec lequel il interagit. De plus, ce type de système réagit en permanence
aux variations du procédé (l’environnement) et agit en conséquence pour obtenir le
comportement souhaité, cette caractéristique définit la notion de réactivité. La définition
suivante explique le fonctionnement d’un système temps réel :
Définition 4 Un système réactif est un système qui réagit continuellement avec son environnement
à un rythme imposé par cet environnement. Il reçoit, par l’intermédiaire de capteurs, des entrées
provenant de l’environnement, appelées stimuli. Il réagit à tous ces stimuli en effectuant un certain
nombre d’opérations et il produit, grâce à des actionneurs, des sorties utilisables par l’environnement,
appelées réactions ou commandes.
La figure 2.7 illustre la définition précédente. Un système temps réel est alors constitué
de deux sous systèmes distincts : le procédé à contrôler et le système de contrôle. Le procédé
contient des capteurs et des actionneurs. Les capteurs vont récupérer des informations
du procédé et les transmettre au système de contrôle. Quant aux actionneurs, ils vont
commander le procédé afin de réaliser une tâche bien définie. Le système de contrôle
est composé d’un calculateur et d’interfaces d’entrées/sorties qui servent à communiquer











FIGURE 2.7 – Vue d’ensemble d’un système temps réel
propriétés temporelles et envoyer des ordres de commande aux actionneurs via l’interface de
communication. Il est important de noter qu’un système temps réel est dit embarqué lorsqu’il
est enfoui à l’intérieur de l’environnement avec lequel il interagit, comme un calculateur
dans un avion ou une voiture.
2.2 Classification
La classification la plus répandue des systèmes temps réel est celle basée sur le type de
contraintes temporelles à respecter [36], nous distinguons alors :
 Systèmes temps réel à contraintes strictes : la réponse du système dans les délais
est vitale, toutes les contraintes temporelles doivent être impérativement respectées.
L’absence de réponse à temps n’est pas tolérée et peut provoquer des conséquences
catastrophiques [37].À titre d’exemple nous citons les systèmes de contrôle de vol, les
systèmes de contrôle de station nucléaire, etc.
 Systèmes temps réel à contraintes souples : à la différence des systèmes durs, la
réponse du système après les délais réduit progressivement son intérêt, le non-respect
des contraintes temporelles est toléré et les pénalités ne sont pas catastrophiques [38].
Nous citons à titre d’exemple les applications multimédias.
En réalité, la plupart des systèmes temps réel sont hybrides. C’est-à-dire ils contiennent
les deux types de contraintes temporelles strictes et souples. D’autre part, les systèmes
temps réel sont considérablement influencés par le mode d’exécution adopté [39], il
existe deux modes : l’exécution dirigée par les évènements (event-triggered) et l’exécution
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dirigée par le temps (time-triggered). Un système dirigé par les évènements suit un
principe de réaction à la demande. Le système réagit suivant les évènements qu’il reçoit.
L’interaction avec l’environnement dans ce mode est relativement imprévisible impliquant
des problématiques particulières de dépassement de contraintes temporelles et empêche de
fournir des spécifications temporelles précises sur le système. Les systèmes dirigés par le
temps sont basés sur la progression globale du temps pour réaliser le contrôle du système.
Généralement les composants du système dans ce cas sont périodiques et notamment ceux
en interaction avec l’environnement. Adopter ce mode d’exécution permet de spécifier
précisément le comportement temporel du système.
2.3 Architecture
Un système temps réel est une association d’une couche logicielle et une couche
matérielle où le logiciel permet une gestion adéquate des ressources matérielles en vue de
remplir certaines fonctions dans des limites temporelles bien précises. La figure 2.8 illustre
une architecture d’un système temps réel embarqué. Dans le cas d’un système distribué une
couche logicielle de gestion telle qu’un intergiciel (middleware), pourrait être ajoutée.
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FIGURE 2.8 – Architecture d’un système temps réel embarqué
2.3.1 La couche matérielle
Cette couche regroupe l’ensemble des ressources physiques nécessaires à l’exécution
de la couche logicielle qui pilote le procédé. Cela inclut les processeurs, les mémoires, les
cartes d’entrés/sorties (capteurs/actionneurs), les réseaux, etc. La couche matérielle peut
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être classée en fonction du nombre de processeurs utilisés et la présence éventuelle d’un
réseau en trois catégories d’architecture :
 Architecture monoprocesseur : dans ce cas, la couche matérielle est constituée
d’un seul processeur, le temps processeur est donc partagé entre les différentes tâches.
 Architecture multiprocesseur : la couche matérielle est composée de plusieurs
processeurs qui partagent une mémoire centrale. Les applications du système dans ce
cas sont réparties sur les différents processeurs.
 Architecture distribuée : la couche matérielle est composée de plusieurs
processeurs dont chacun possède sa propre mémoire. Les processeurs dans ce cas sont
reliés les uns aux autres par un réseau. Les applications du système sont réparties sur
les différents processeurs et communiquent entre elles via le réseau.
2.3.2 La couche logicielle
Elle est composée principalement de deux parties. La première partie est de bas niveau.
Elle est représentée par l’exécutif temps réel (OS temps réel) qui fait le lien avec la couche
matérielle. La deuxième partie est de haut niveau, elle correspond au programme applicatif
de contrôle.
– L’exécutif temps réel : ou système d’exploitation temps réel est composé d’un
noyau temps réel et de modules ou bibliothèques complétant le noyau et facilitant
le développement de l’application. Un noyau doit répondre à certaines exigences
pour être caractérisé de temps réel et fournir notamment des services de base en
l’occurrence : un service d’ordonnancement, un service de gestion de ressources
et un service fournissant des primitives de communication. Le rôle principal de
l’exécutif temps réel est d’ordonnancer les exécutions des tâches de l’application de
contrôle. En plus de ces services, l’exécutif doit fournir des garanties concernant le
temps d’exécution nécessaire à ses primitives afin de permettre d’estimer le temps
d’exécution nécessaire à chaque tâche du système temps réel. Nous citons quelques
exemples d’exécutif : VxWorks [40], RT Linux [41], Osek/VDX [42].
– L’applicatif de contrôle : ou le programme informatique, correspond à la partie
logicielle du système qui va réaliser les différentes fonctions de contrôle du procédé.
Ce programme est composé d’entités de base appelées tâches. Chaque tâche assure une
fonction qui lui est propre en utilisant des routines mises à disposition par l’exécutif
temps réel comme l’acquisition de données en provenance des capteurs. Une tâche
temps réel est caractérisée par la définition de contraintes temporelles. La figure 2.9
représente les caractéristiques temporelles les plus communes :
 ri (Ready time) représente la date d’activation de la tâche.
 Si (Start time) est la date de démarrage d’une tâche. C’est la date à laquelle
elle commence effectivement son exécution
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FIGURE 2.9 – Modèle de tâche
 Ci représente la durée d’exécution de la tâche.
 Ti correspond à la période d’activation de la tâche, c’est-à-dire l’intervalle
de temps séparant deux occurrences successives de la tâche.
 Di (deadline) désigne l’échéance d’une tâche (deadline). C’est la date à
laquelle l’exécution de la tâche doit être terminée.
 Ri est le temps de réponse de la tâche.
Les tâches temps réel peuvent être classées selon leurs caractéristiques temporelles en
différentes catégories [43], nous différencions alors les tâches périodiques, les tâches
apériodiques et les tâches sporadiques. Les tâches périodiques représentent des tâches
récurrentes dont les activations successives sont séparées par un délai constant. Elles
sont caractérisées par un quadruplet (r,C,R,T) issu de [44]. Les tâches apériodiques ont
une date d’activation qui n’est pas précise et qui est généralement déclenchée par un
évènement extérieur. Le doublet (r,C) suffit pour représenter ce type de tâches (tâches
apériodiques). Quant aux tâches sporadiques, elles sont récurrentes mais la durée
séparant deux activations successives varie tout en respectant une durée minimale
connue à priori.
2.4 Processus de développement
Il existe essentiellement deux processus de développement : le processus de
développement conjoint ou co-design [45] dans lequel les parties logicielles et matérielles
sont développées simultanément et le processus de développement séparé [46] qui consiste
à développer les composantes logicielle et matérielle séparément. Les deux processus
partagent globalement les différentes phases de développement identifiées dans [47]. Ces
différentes phases sont :
 La phase d’analyse : qui consiste à identifier les principaux caractéristiques de
toutes les solutions possibles pour concevoir le système désiré.
 La phase de conception : c’est dans cette phase que nous ajoutons des éléments
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nécessaires à la conception pour définir une solution particulière qui optimise certains
critères.
 La phase d’implantation : consiste à réaliser ce que nous avons défini dans la
phase de conception et fournir, automatiquement ou manuellement, le code source de
la partie logicielle du système et les composants de la partie matérielle.
 La phase de test : c’est la phase où nous vérifions que l’implantation correspond
bien à la spécification et respecte tous les critères identifiés dans la phase d’analyse.
À noter que dans l’approche de développement séparée, l’intégralité des fonctionnalités
du système sont des algorithmes dans la partie logicielle, une fois développée suivant
ces différentes phases, l’application finale est générée pour une plateforme matérielle,
généralement constituée de composants matériels à vocation générale. Néanmoins, dans
l’approche de développement conjointe, une phase indispensable s’ajoute aux différentes
phases, c’est l’étape de partitionnement logicielle-matérielle, pendant laquelle le choix
d’implémentation des fonctionnalités du système est effectué entre la partie logicielle ou
matérielle.
2.5 Conclusion
Nous avons introduit dans les sections précédentes, les caractéristiques principales des
systèmes temps réel embarqués. En résumé, les STRE interagissent en permanence avec leur
environnement afin de réaliser une tâche bien définie. Ils sont composés de deux couches
matérielle et logicielle. La couche logicielle doit gérer efficacement la couche matérielle
pour répondre aux stimulis de l’environnement naturellement concurrents et contraints par
le temps. Le développement des STRE doit prendre en compte l’ensemble des exigences
suivantes :
 Caractéristique d’embarquabilité : un STRE doit répondre à différentes
contraintes au niveau des ressources, en particulier, la taille de mémoire et la
consommation d’énergie. Il faudra s’assurer que le système ne consomme pas plus
de ressources que celles à sa disposition.
 Caractéristique de temps : un STRE doit répondre à des contraintes temporelles,
dans ce cas, le respect des échéances doit être vérifié.
 Caractéristique de concurrence : un STRE est souvent décomposé en plusieurs
tâches, qui sont exécutées en parallèle. Il faudra fournir les mécanismes de
communication, de synchronisation et d’ordonnancement nécessaires aux des
différentes tâches.
La prise en compte de toutes ces exigences par les processus de développements
traditionnels devient de plus en plus difficile à cause de la complexité croissante des STRE
(toujours plus de fonctionnalités à intégrer face à des contraintes impondérables de temps de
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mise sur le marché). Pour cela, l’industrie des STRE identifiée dans l’IDM, une opportunité
pour maitriser cette complexité et rationaliser les flots de conception. La section suivante
présente comment l’IDM adresse le développement des STRE.
2.6 Ingénierie dirigée par les modèles pour les systèmes temps réel embarqués
Le développement des systèmes temps réel embarqués nécessite des spécifications
précises, complètes et non ambiguës afin d’obtenir des logiciels sûres, fiables et efficaces.
L’ingénierie dirigée par les modèles apporte de bonnes pratiques pour le développement de
logiciels. Ces pratiques serviront également aux applications temps réel embarquées pour
plusieurs raisons [48] :
 La spécification des applications temps réel embarquées comprend différents
points de vue (ex. fonctionnel, temps-réel, tolérance aux fautes, etc.). Cela nécessite
des techniques d’abstraction lors du développement.
 Les options d’implémentation visées peuvent varier considérablement ; différents
modèles d’exécution peuvent être envisagés pour un même modèle en fonction
de contraintes de réalisation particulières (modèle multi-tâches, communication
synchrone, programmation en boucle, etc).
 La contrainte de performance des STREs s’oppose aux techniques standard du
développement logiciel. Les optimisations potentiellement réalisées peuvent produire
un code fonctionnel qui pénalise la maintenabilité de l’application finale.
 Le test et la validation des applications temps réel embarquées sont des activités
critiques qui nécessitent la mise en place de modèles et d’outils d’analyse sophistiqués
et spécifiques.
L’utilisation de l’IDM pour le développement des STREs, nécessite la définition d’un
ensemble cohérent et complet d’artéfacts (règles méthodologiques, transformations de
modèles, génération automatique de code) préalablement testés, outillés et évalués. Il reste
néanmoins que l’ingénierie dirigée par les modèles présente un inconvénient mineur qui
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Dans ce chapitre nous positionnons les travaux de cette thèse par rapport aux approches
existantes. Il est divisé en trois sections. La première section s’intéresse aux mécanismes
de définition des sémantiques des langages de modélisation dans le contexte de l’IDM,
elle présente les déférents types de définition de sémantique et donne les avantages
et les inconvénients de chaque type de sémantique par rapport au type d’application
(exécution, analyse, vérification, etc.). La deuxième partie étudie plusieurs approches et
outils permettant la définition des sémantiques et l’exécution des modèles. Nous analysons
et évaluons les différentes approches selon des critères que nous avons identifiés dans
l’introduction. Dans la troisième section, nous présentons les concepts fondamentaux de la
norme OMG « Semantics of a Foundational Subset for Executable UML Models » qui fournit
une base nécessaire à nos travaux. Cette norme s’intéresse particulièrement à la sémantique
d’exécution des modèles UML. Nous décrivons notamment ses limitations vis-à-vis des
besoins d’exécution des modèles temps réel embarquées sur lesquelles nous apportons des
réponses.
1 Mécanismes de définition des sémantiques : Classification
Il existe plusieurs approches pour définir la sémantique d’un langage de modélisation.
Dans le contexte de l’IDM la sémantique d’un langage est définie au niveau du méta-modèle.
Dans ce qui suit, nous allons présenter les approches clefs en illustrant leur utilisation.
Nous donnons un aperçu sur les techniques qui permettent de définir des sémantiques pour
exécuter un modèle en vue de l’animer ou le simuler. Trois grands types de formalismes sont
identifiés dans [49] pour décrire des sémantiques de langages. Selon les besoins d’utilisation
du langage tel que la vérification, la transformation ou l’animation de modèles, chaque type
de formalisme a ses propres avantages et inconvénients.
1.1 Les sémantiques axiomatiques
L’approche axiomatique [50] est basée sur la logique mathématique. La sémantique
dans ce cas est spécifiée par des assertions (ou axiomes) sur des propriétés des éléments
syntaxiques du langage. Une assertion est généralement exprimée par des triplets de Hoare
[51] {P} S {Q}, dont P est une pré-condition, S est un élément syntaxique du langage, et Q
une post-condition. Dans le cadre d’un langage de modélisation, la sémantique axiomatique
peut être exprimée sur la syntaxe abstraite soit par le langage de méta-modélisation lui-
même, c’est le cas des multiplicités, soit par un autre langage tel que OCL [25]. L’approche
axiomatique est la plus abstraite des 3 méthodes. Elle est principalement utile pour prouver
certaines propriétés statiques de la sémantique des modèles. Néanmoins, il reste difficile de
décrire du comportement avec ce type de sémantique [49].
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1.2 Les sémantiques dénotationnelles
La sémantique dénotationnelle a été introduite par Scott et Strachey [52] [53]. Son
principe est d’associer chaque concept du langage d’origine à un objet mathématique appelé
dénotation d’un autre formalisme rigoureusement défini. On parle aussi de modèle formel
du langage. Ces objets forment le domaine sémantique du langage d’origine alors que
l’association définit sa sémantique.
Par ailleurs, la difficulté que nous pouvons rencontrer pour décrire ce type de sémantique
est d’identifier les objets mathématiques qui correspondent pertinemment aux concepts du
langage et de créer des correspondances entre eux. Dans le contexte de l’IDM, la sémantique
d’un langage de modélisation est définie par sa transformation ou traduction vers un autre
langage formellement définit tel que les réseaux de Pétri [54]. Sachant que les réseaux de
Pétri ont une sémantique formelle, le modèle obtenu prend donc le sens du réseau de Pétri
généré. En pratique, cela revient à créer une passerelle entre l’espace technique source et
cible permettant en conséquence de profiter des outils disponibles dans l’espace technique
cible pour des fins de simulation ou de vérification par exemple.
1.3 Les sémantiques opérationnelles
La sémantique opérationnelle [55] décrit comment les programmes ou les modèles sont
directement exécutés sur une machine réelle ou abstraite, ce qui revient à décrire une forme
d’interpréteur pour le langage. Contrairement à la sémantique dénotationnelle qui s’exprime
sur une représentation abstraite différente de celle définie pour le langage considéré, la
sémantique opérationnelle s’exprime directement sur la même représentation abstraite du
langage. Elle est plus facile à comprendre et à écrire. Cela permet d’implémenter facilement
des interpréteurs de langages et de mettre et mettre en œuvre les outils support pour
l’exécution.
Dans le cadre de l’IDM, la sémantique opérationnelle permet d’exprimer le comporte-
ment de la syntaxe abstraite afin d’exécuter les modèles qui lui sont conformes. Elle consiste
à enrichir la syntaxe abstraite par des opérations caractérisant le comportement de chaque
concept d’une manière impérative et décrivant l’évolution du modèle. Concrètement, cela
pourrait être réalisé en utilisant un langage d’action comme AS-MOF [57] ou un langage de
méta-programmation tel que Kermeta [58].
Il est à noter que récemment, d’autres classifications ont été proposées. Hausmann
[61] a proposé dans sa thèse une classification des techniques pour l’expression de la
sémantique comportementale. La sémantique comportementale dans ce cas est spécifiée
en fonction d’objectifs particuliers tels que la vérification de propriété et l’analyse de
cohérence et la génération de code. Hausmann s’est intéressé particulièrement aux
langages de modélisation visuelle sur lesquels il a expérimenté la notion de la méta-
modélisation dynamique (DMM), proposée dans sa thèse, comme technique de description
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de sémantique.
Par ailleurs, les auteurs de [62] ajoutent aux différents formalismes de description de
sémantique mentionnés précédemment, deux autres approches. Ces approches sont :
 Approche par traduction : Cette approche décrit la sémantique d’un langage
en termes de concepts primitifs d’un autre langage possédant une sémantique
opérationnelle bien définie.Elle ressemble à l’approche dénotationnelle sauf que le
langage cible de traduction doit avoir une sémantique opérationnelle. Par exemple,
traduire le méta-modèle de la syntaxe abstraite d’UML en un autre méta-modèle d’un
langage bien définit tel que XCore [63].
 Approche par extension : Cette approche consiste à étendre les concepts et la
sémantique d’un langage existant. Les concepts du nouveau langage de modélisation
héritent leur sémantique des concepts d’un autre langage. L’avantage de cette
approche est la réutilisation des sémantiques complexes sans efforts considérables.
Cette approche peut être appliquée sur des langages dont la sémantique est une
sémantique axiomatique, dénotationnelle ou opérationnelle.
1.4 Comparaison entre les différents types de sémantiques
Le choix d’un mécanisme de définition de sémantique dépend fortement des besoins du
langage à définir. Le tableau 3.1 donne une étude comparative entre les différents types de
sémantiques.
En résumé, la sémantique est cruciale pour comprendre et définir le sens d’un langage de
modélisation. Nous avons présenté les différents styles qui permettent la formalisation des
sémantiques. Nous nous focalisons dans la suite sur les sémantiques d’exécution permettant
de donner un caractère opératoire aux modèles. Nous proposons dans la section suivante
une étude des différents outils et approches qui s’intéressent à la définition des sémantiques
opérationnelles pour les systèmes temps réel embarqués.
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Type de sémantique Avantage Inconvénient
Informelle – Facile à communiquer.





– Ne peut pas être
formellement analysée.
Axiomatique – Fournit une définition
mathématique de la
sémantique.
– Les axiomes sont concis
et compréhensibles.
– Permet l’utilisation de
méthodes
mathématiques telles
que les preuves et le
model-checking.
– La description devient
importante et complexe
quand plusieurs
concepts sont pris en
compte.
Dénotationelle – Donne une description
formelle de la
sémantique.
– S’appuie sur un
domaine sémantique
bien défini.





– Assez complexe pour un
utilisateur final.
– L’expression d’états et
d’opérations est parfois
difficile.




– Bien adaptée pour le
développement d’outils.
– Permet la description
d’états et d’opérations.
– Non adaptée aux
preuves et à l’analyse
formelle.
– S’appuie sur la
sémantique d’une
machine à états abstraite
(ASM).
TABLE 3.1 – Comparaison des sémantiques
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2 Approches et outils pour la définition
de sémantiques et l’exécution de modèles
Dans cette section, nous présentons plusieurs approches qui permettent de définir des
sémantiques de langages de modélisation et/ou fournissent les outils nécessaires pour
l’exécution des modèles. Nous pressentons d’abord un ensemble de critères d’évaluation
afin d’analyser et évaluer chaque approche. Ensuite, nous donnons la description de chaque
approche. Enfin, on conclue par une synthèse des différentes évaluations.
2.1 Critères de comparaison
On rappelle que notre objectif principal est l’étude et la mise en œuvre d’un moteur
d’exécution de modèles temps réel qui exploite les hypothèses sur la sémantique d’exécution
des différents modèles d’une manière précise et cela à des niveaux d’abstraction élevés. La
solution que nous allons proposer et développer doit répondre à quartes critères essentiels.
Ces critères permettent d’analyser et de comparer les différentes approches retenues et de
justifier les choix effectués dans cette thèse. L’ensemble de critères identifié est :
1. L’aspect flot de conception/outillage est important dans notre étude. Pour cela on veut
connaitre l’effort et le coût de l’intégration de ces approches dans un flot de conception
respectant les préconisations du MDA. Cela nécessite l’identification de la proximité
des formalismes utilisés dans chaque approche par rapport aux préconisations du
MDA pour mettre en œuvre ce type de flots.
Comme nous l’avons décrit en section 1.2, un flot de conception qui adopte les
préconisations du MDA doit respecter principalement les deux points suivants :
 Utiliser le standard MOF [19] pour la méta-modélisation.
 Utiliser le standard UML [18] pour la modélisation.
Nous allons donc comparer, dans ce qui suit, les formalismes des différentes approches
par rapport à UML et MOF.
2. Les applications temps réel embarquées, impliquent par nature, l’utilisation de
différentes variantes sémantiques afin de capturer la spécificité de chaque domaine
d’application. Ce critère d’évaluation positionne les approches retenues par rapport
à leur flexibilité pour prendre en compte les particularités de différents domaines
(notamment en liens avec l’utilisation de profils UML, impliquée par le premier critère
d’évaluation).
3. La simulation d’un modèle nécessite une sémantique précise et bien définie. Ce
troisième critère de comparaison est de s’assurer si les approches existantes s’appuient
sur des fondations sémantiques précises et standardisées, non seulement pour
expliciter les hypothèses relatives à la sémantique d’exécution supportée par le moteur
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d’exécution, mais aussi pour pouvoir, à terme, rendre ces hypothèses disponibles pour
toute projection sémantique requise par une activité d’analyse.
4. Le quatrième critère d’évaluation concerne la capacité des approches existantes de
simuler le comportement d’applications temporisées et concurrentes, en lien avec
les besoins des systèmes temps-réel embarqués, et ce à des niveaux d’abstractions
relativement élevés. La simulation dans ce cas, où les systèmes sont par nature
contraints en ressources et en temps est utilisée pour tester le comportement du
système non seulement d’un point de vue fonctionnel, mais aussi d’un point de vue
temporel et concurrentiel.
2.2 Kermeta
Kermeta [58] est une approche de méta-modélisation exécutable. C’est une extension de
EMOF (Essential Meta-Object Facilities) permettant la description d’aspects comportemen-
taux.
Kermeta est composé d’un package structurel et d’un package comportemental. Le
premier package correspond aux éléments de EMOF. Le second package correspond à
un ensemble de classes hiérarchiques qui représente les expressions impératives pour la
description de la sémantique. En pratique, définir la sémantique d’exécution d’un langage
revient d’abord à définir le méta-modèle et les opérations nécessaires pour l’exécution des
modèles en utilisant le package structurel de Kermeta. Ensuite la sémantique d’exécution est
décrite dans le corps des opérations en utilisant le langage d’action impératif et orienté objet
défini par Kermeta.
À titre d’exemple, la figure 3.1 illustre un méta-modèle simple de machines à états finis
(FSM), exprimé à l’aide du package structurel de Kermeta. Ce méta-modèle définit la syntaxe
abstraite du langage. Le méta-modèle est enrichi par un ensemble d’opérations et d’attributs
afin de capturer le caractère exécutable du langage. La sémantique d’exécution est décrite de
manière opérationnelle.
La figure 3.2 montre le code de l’opération run de l’élément FSM. Cette opération est
décrite à l’aide du langage d’action de Kermeta et capture de manière opérationnelle les
règles de déclenchement de l’exécution d’une machine à états et de franchissement des
transitions entre les différents états. L’imbrication des appels aux différentes opérations
définies dans le méta-modèle fournit une description de la sémantique d’exécution du
langage, et permet ainsi d’exécuter n’importe quel modèle conforme à ce méta-modèle.
2.2.1 Évaluation
 Critère N˚1
Kermeta respect les préconisations du MDA pour la méta-modélisation. Le formalisme
utilisé est conforme aux standards de l’OMG. Quant au niveau modélisation, Kermeta
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FIGURE 3.1 – Un méta-modèle simple pour les machines à états finis (Source : [58])
 
operation run(input : String) : String raises FSMException is do  
 // reset if there is no current state  
  if currentState == void then reset end 
  // initialise result 
 result := "" 
 from var i : Integer init 0 
 until input.size == i 
 loop 
     result.append( currentState.step( input.charAt(i) ).toString ) 
                i := i + 1 
 end 
 end 
FIGURE 3.2 – Code de l’opération run de l’élément FSM du méta-modèle FSM (Source : [58])
utilise les DSMLs obtenues pour la définition des modèles. Utiliser UML dans ce cas,
revient à redéfinir le méta-modèle du langage UML en suivant la méthodologie utilisée
dans Kermeta. L’intégration de cette approche dans un flot de conception utilisant
UML, nécessite un effort considérable de développement.
 Critère N˚2
Kermeta propose un bon cadre méthodologique pour définir la sémantique d’exé-
cution d’un DSML. Cette approche est assez flexible pour capturer les particularités
d’un domaine. Elle ne pose aucune contrainte pour la définition du DSML. C’est
au développeur d’anticiper les particularités du langage dans la phase de définition
des différents méta-modèles. Il doit ajouter les points d’extensions ainsi que les
mécanismes nécessaires pour gérer une éventuelle variante syntaxique et sémantique.
Quant à l’utilisation des profils UML par cette approche, elle reste limitée. L’adaptation
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de l’utilisation des profils UML avec un DSML définie par Kermeta nécessite un effort
considérable de développement (Cela reviens à redéfinir le méta-modèle ou un sous
ensemble du langage UML et le profil UML dans Kermeta ainsi que le mécanisme
d’application de ce profil).
 Critère N˚3
La sémantique d’un DSML est spécifiée d’une manière opérationnelle au niveau
des opérations du méta-modèle de la syntaxique abstraite. Les hypothèses relatives
à la sémantique d’exécution pourraient être non seulement utilisé pour des fins
d’exécutions mais permettent aussi de réaliser d’autres activités par exemple le model-
checking [64].
 Critère N˚4
Kermeta est un langage de méta-modélisation exécutable plutôt qu’un outil de
simulation de modèles. C’est un framework structuré permettant d’exploiter la
définition sémantique pour obtenir un environnement de simulation. La simulation
des comportements concurrents et temporisés dans Kermeta, nécessite d’abord la
prise en compte de ces aspects dans la définition du langage de modélisation. Cela
revient à préciser comment les comportements concurrents ainsi que les contraintes
temporelles seront représentés. Ensuite, il faut spécifier la sémantique d’exécution de
chaque élément syntaxique du langage.
2.3 TopCased
TopCased [65] est un environnement d’IDM par les modèles pour le développement des
systèmes logiciels et matériels embarqués. Il propose un ensemble d’outils ayant pour but
de simplifier la définition de nouveaux langages de modélisation spécifique à un domaine
(DSML). Ces outils s’appuient principalement sur les technologies Eclipse [66], EMF [67]
et GMF [26] en offrant des générateurs d’éditeurs syntaxiques (textuels ou graphiques),
des outils de validation statique (contraintes OCL) ainsi que des outils de vérification et
de validation dynamique. Ce dernier point est réalisé par la simulation de modèles. Les
DSML envisagés dans TopCased se focalisent essentiellement sur des modèles asynchrones
ou synchrones à événements discrets.
TopCased fournit également une méthodologie pour définir une sémantique d’exécution
d’un langage de modélisation. Cette méthodologie est résumée dans les étapes suivantes :
1. Définir la syntaxe abstraite du langage de modélisation sous la forme du quadruplet
MM = 〈MMs, MMd, MMe, MMt〉 présenté sur la figure 3.3 où :
 MMs est le méta-modèle structurel ou statique du langage. Il définit les
différents concepts du langage. C’est l’équivalent du méta-modèle classique d’un
langage de modélisation.
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 MMd est le méta-modèle dynamique. Il capture toutes les informations
requises durant la simulation des modèles. Ces informations sont ajoutées au
méta-modèle structurel sous forme d’attributs, de relations et de nouveaux
éléments.
 MMe est le méta-modèle des événements. Il définit d’une part les évé-
nements qui orchestrent l’exécution des modèles, d’autre part, les événements
produits par l’exécution des modèles.
 MMt est le méta-modèle de traces. Il spécifie les traces générées par la
simulation des modèles.
2. La sémantique d’exécution du langage est spécifiée sous forme opérationnelle dans le
moteur de simulation de TopCased.
Le moteur de simulation s’occupe de mettre à jour les informations dynamiques du
modèle (MMd) en fonction des occurrences d’événements (MMe) définies dans un scénario
de simulation. Il est composé d’un moteur générique et d’une définition de la sémantique
pour chaque DSML. Le moteur générique implante le modèle de calcul à événements
discrets. Le composant spécifique à chaque DSML implémente la sémantique opérationnelle




TopCased respect les préconisations du MDA pour la méta-modélisation. Le
formalisme utilisé est conforme aux standards de l’OMG. Quant au niveau
modélisation, TopCased utilise les DSMLs obtenues pour la définition des modèles.
Utiliser UML dans ce cas, revient à redéfinir le méta-modèle du langage UML en
suivant la méthodologie utilisée dans TopCased. L’intégration de cette approche
dans un flot de conception utilisant UML, nécessite un effort considérable de
développement.
 Critère N˚2
L’approche définie dans TopCased est assez flexible pour capturer les particularités
d’un domaine. Elle ne pose aucune contrainte pour la définition du DSML. C’est
au développeur d’anticiper les particularités du langage dans la phase de définition
des différents méta-modèles. Il doit ajouter les points d’extensions ainsi que les
mécanismes nécessaires pour gérer une éventuelle variante syntaxique et sémantique.
Quant à l’utilisation des profils UML par cette approche, elle reste limitée. L’adaptation
de l’utilisation des profils UML avec un DSML définie par TopCased nécessite un effort
considérable de développement (Cela reviens à redéfinir le méta-modèle ou un sous
46 Etat de l’art
   
               

FIGURE 3.3 – L’impact des méta-modèles identifiés sur l’interface utilisateur de TopCased
(Source : [68]
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ensemble du langage UML et le profil UML dans TopCased ainsi que le mécanisme
d’application de ce profil).
 Critère N˚3
TopCased définit la sémantique d’un DSML d’une manière opérationnelle. Contraire-
ment à Kermeta, la sémantique n’est pas spécifiée au niveau des opérations du méta-
modèle mais elle est spécifiée au niveau d’un module séparé du moteur d’exécution.
Ce module est consacré à la capture de la sémantique du DSML. La sémantique est
exprimée en langage Java.
 Critère N˚4
Dans TopCased, le cadre méthodologique pour la définition d’un DSML et la
spécification de sa sémantique s’appuie sur des langages existants. La démarche à
suivre pour supporter les exécutions concurrentes et temporisées est équivalente à
celle expliquée dans la deuxième évaluation de Kermeta.
2.4 Semantic Units
Cette approche [69] utilise le principe de la Semantic Unit ou unité sémantique pour donner
une sémantique opérationnelle à un DSML. La syntaxe abstraite du DSML est définie à l’aide
de l’outil GME [70] sous forme d’un méta-modèle décrit en UML. L’unité sémantique se
compose de :
 Un modèle de données abstrait.
 Un ensemble de règles opérationnelles (opérations) qui manipulent les éléments
identifiés dans le modèle de données abstrait.
Les deux composantes de l’unité sémantique sont décrites en AsmL [71] (Abstract State
Machine Langage). Ce langage a une sémantique formelle. Il permet de spécifier des
machines d’état abstraites [72].
La sémantique du DSML est spécifiée par un mapping entre une unité sémantique et le
méta-modèle du langage. Ce mapping est décrit dans l’outil GReAT [73]. C’est un outil de
transformation de modèle. Il permet de définir l’ensemble de règles permettant d’associer
chaque élément du méta-modèle du langage à un élément dans le modèle de données
abstrait de l’unité sémantique. Les différentes étapes de cette approche sont présentées dans
la figure 3.4.
L’exemple suivant explique l’utilisation d’une unité sémantique pour donner une
sémantique à des machines à états finis. La figure 3.5 illustre le méta-modèle de la syntaxe
abstraite du langage. Le modèle de données abstrait ainsi que l’ensemble des opérations
de l’unité sémantique associée à ce langage sont présentés par la figure 3.6. Elle montre
la description en AsmL des éléments FSM, event, state et transition qui correspondent
respectivement à une machine à états finis, un événement, un état et une transition. La


































FIGURE 3.4 – Vue d’ensemble de l’approche basée sur les unités sémantiques (Source : [69])
figure 3.7 présente le code définit en AsmL de l’opération fsmReact. Cette opération permet
de calculer la réaction de la machine à états à un événement.
La définition des règles de mapping entre les éléments du méta-modèle du langage
(figure 3.5) et les éléments du modèle de données abstrait de l’unité sémantique (figure
3.6) nécessite la réécriture du modèle de données abstrait sous forme d’un méta-modèle.
Ce méta-modèle est décrit dans le même langage que celui utilisé pour décrire la syntaxe
abstraite. La figure 3.8 montre le modèle de données abstrait décrit par un méta-modèle. La
figure 3.9 présente l’une des règles de mapping décrite par l’outil GReAT.
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Fig. 3. A UML Class Diagram for the FML MetamodelFIGURE 3.5 – Méta-modèle de la syntaxe abstraite des machines à états finis (Source : [69])
2.4.1 Évaluation
 Critère N˚1
Semantic Units respect les préconisations du MDA pour la méta-modélisation.
Le formalisme utilisé est conforme aux standards de l’OMG. Quant au niveau





   var  outputEvetns as Seq of Event 
   var  initialState     as State 
   var  children         as Set of State 
 
class State 
   var active   as Boolean = false 
   var initial   as Boolean 
   var initialState  as State? 
   var parentState   as State? 
   var slaves   as Set of State 
   var outTransitions as Set of Transition 
 
class Transition 
   var guard   as Boolean 
   var preemptive  as Boolean 
   var triggerEvent  as Event? 
   var outputEvent  as Event? 
   var srcState  as State 

















   var  outputEvetns as Seq of Event 
   var  initialState     as State 
   var  children         as Set of State 
 
class State 
   var active   as Boolean = false 
  var initial   as Boolean 
   var initialState  as State? 
   var parentState   as State? 
   var slaves   as Set of State 
   var outTransitions as Set of Transition 
 
class Transition 
   var guard   as Boolean 
   var preemptive  as Boolean 
  var t iggerEvent as Event? 
   var outputEvent  as Event? 
   var srcState  as State 
   var dstState  as State 
 
 
fsmReact (fsm as FSM, e as Event) = 
   step let s as State = getCurrentState (fsm, e) 
   step let pt as Transition? = getPreemptiveTransition (fsm, s, e) 
   step 
       if pt <> null then doTransition (fsm, s, pt) 
       else 
         step 
            if isHierarchicalState (s) then invokeSlaves (fsm, s, e) 
            let npt as Transition? = getNonpreemptiveTransition (fsm, s, e) 
         step 







FIGURE 3.7 – Code de l’opération fsmReact (Source : [69])
modélisation, Semantic Units utilise les DSMLs obtenues pour la définition des
modèles. Utiliser UML dans ce cas, revient à redéfinir le méta-modèle du langage
UML en suivant la méthodologie utilisée dans Semantic Units. L’intégration de cette
approche dans un flot de conception utilisant UML, nécessite un effort considérable
de développement.
 Critère N˚2
L’approche Semantic Units est assez flexible pour capturer les particularités d’un
domaine. Elle ne pose aucune contrainte pour la définition du DSML. C’est au
développeur d’anticiper les particularités du langage dans la phase de définition
des différents méta-modèles. Il doit ajouter les points d’extensions ainsi que les
mécanismes nécessaires pour gérer une éventuelle variante syntaxique et sémantique.
Quant à l’utilisation des profils UML par cette approche, elle reste limitée. L’adaptation
de l’utilisation des profils UML avec un DSML définie par Semantic Units nécessite un
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4.4 Semantic Anchoring Specifications for FML to the Semantic
Unit
Having the abstract syntax of FML and an appropriate semantic unit specified,
we are now ready to describe the semantic anchoring specifications for FML. We
use UMT, a language supported by the GReAT tool, to specify the model trans-
formation rules between the metamodel of FML (Figure 3) and the metamodel
for the semantic unit shown in Figure 4.
The semantic anchoring specifications in UMT consist of a sequence of model
transformation rules. Each rule is finally expressed using pattern graphs. A pat-
tern graph is defined using associated instances of the modeling constructs de-
fined in the source and destination metamodels. Objects in a pattern graph can
play three different roles as follows:
1. bind : Match object(s) in the graph.
2. delete: Match objects(s) in the graph, then, remove the matched object(s)
from the graph.
3. new : Create new objects(s) provided all of the objects marked Bind or Delete
in the pattern graph match successfully.
The execution of a model transformation rule involves matching each of its
constituent pattern objects having the roles bind or delete with objects in the
input and output domain model. If the pattern matching is successful, each
combination of matching objects from the domain models that correspond to
the pattern objects marked delete are deleted and each new domain objects that
correspond to the pattern objects marked new are created.
We give an overview of the model transformation algorithm with a short
explanation for selected role-blocks below. The transformation rule-set consists
of the following steps:
1. Start by locating the top-level state machine in the input FML model; create
an AsmL FSM object and set its attribute values appropriately.
Fig. 4. Metamodel Capturing AsmL Abstract Data Structures for FML




 FIGURE 3.9 – Régle de mapping entre le méta-modèle de la syntaxe abstraite et le méta-
modèle du modèle de données abstraits (Source : [69])
effort considérable de développement (Cela reviens à redéfinir le méta-modèle ou un
sous ensemble du langage UML et le profil UML dans avec Semantic Units ainsi que
le mécanisme d’application de ce profil).
 Critère N˚3
Semantic Units repose sur la notion de machines à états abstraites pour la spécification
de la sémantique. La sémantique est spécifiée d’une manière opérationnelle en
utilisant le langage ASML [71] afin de simuler le comportement des modèles. Le
principe des machines à états abstraites fournit un cadre formel standardisé qui permet
la définition de la sémantique d’exécution de n’importe quel langage. D’ailleurs, la
sémantique de plusieurs langages est définie en utilisant ce principe, tel que le langage
SDL-2000 [74] et le langage VHDL [75].
 Critère N˚4
Semantic Units est un framework structuré permettant d’exploiter la définition
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sémantique pour obtenir un environnement de simulation. La spécification de la
sémantique d’un DSML s’appuie sur cadre formel et standardisé. La démarche à
suivre pour supporter les exécutions concurrentes et temporisées est équivalente à
celle expliquée dans la deuxième évaluation de Kermeta.
2.5 MagicDraw/Cameo
MagicDraw [76] est un environnement de modélisation UML. Cameo [77] est un plugin
MagicDraw. Il permet de simuler et vérifier les modèles UML et SysML [78] capturés
dans MagicDraw. L’environnement MagicDraw/Cameo n’impose aucune méthodologie
particulière pour capturer les modèles des systèmes. L’utilisateur a le libre choix de décrire
son système en fonction de sa démarche de développement. La seule contrainte à prendre
en compte est que les éléments qui peuvent être exécutés doivent être pris en charge par
les moteurs de simulation de Cameo. Seulement les activités UML, les machines à états et
les diagrammes paramétriques SysML sont supportés pour les exécutions. La figure 3.10
donne un aperçu de l’environnement MagicDraw/Cameo. Les caractéristiques principales
de Cameo sont les suivantes :
 Une infrastructure de simulation générique qui permet de contrôler et déboguer
les simulations, animer les modèles.
 Une API ouverte [79] permettant de connecter plusieurs moteurs d’exécution.
 Un moteur d’exécution des activités UML basé sur une implémentation du
standard OMG fUML. Les concepts des activités supportés pour la simulation se
limitent aux éléments retenus dans fUML.
 Un moteur d’exécution des machines à états basé sur le standard W3C SCXML
[80]. Ce standard fournit un environnement d’exécution générique basé sur les
statecharts de Harel [81]. Cameo export les machine à états UML vers ce standard pour
réaliser les simulations. Seulement un sous ensemble des machines états est supporté
par ce moteur d’exécution.
 Un moteur d’exécution paramétrique pour l’exécution et le calcul des modèles
mathématiques des systèmes. Le système sur lequel la simulation paramétrique peut
être réalisée doit être modélisé par SysML. Les expressions mathématiques et logiques
définis dans les modèles SysML sont résolus par un solveur mathématique interne.
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Action Language
At some level of  modeling, text based language is more convenient. Cameo Simulation Toolkit allows using any  
JSR233 based scripting language as action language for defining guards, decisions, default values, State’s entry/do/exit 
actions and other OpaqueBehaviors. Javascript, Ruby, Groovy and Python are supported by default, other languages  
can be added by user.
Validation and Verification
Various kinds of  validation and verification options are available: model validation before execution, runtime values 
constraints, conditional breakpoints, and post-simulation analysis. Constraints can be defined by using OCL or other 
languages (see Action Languages).
Debugging and Animation
Simulation Toolkit includes an integrated debugger for setting graphical breakpoints, stepping through charts, browsing and 
editing runtime objects and values and evaluating custom expressions. The execution trace is highlighted in diagrams where 
user can quickly see tokens and values in a tooltip on activated element symbol.
User Interface Prototyping
While execution allows monitoring values and injecting signals by using debugger, far better is to connect the behavior of  
the system to the realistic mock-up of  the intended UI. 
 The Cameo Simulation Toolkit unleashes 
the power of  MagicDraw User Interface 
Modeling Diagrams by constructing and 
running real Java Swing UI. 
 As the UI definition itself  is in the same 
model as system, it takes just seconds to 
drop classes on frames, parts on panels, 
signals on buttons, properties on labels, 
sliders or checkboxes to relate user interface 
components and system properties. Pictures 
can be dropped directly from web browser 
or file system and used as part of  UI or for 
dynamic representation of  the different 
system states.
 Additionally, Open API allows using 
dedicated third-party tools of  your choice to 
























The Truth is in the Models™  
FIGURE 3.10 – Capture d’écran de l’environnement MagicDraw/Cameo
MagicDraw/Cameo est un environnement qui respecte les préconisations du MDA en
offrant le moyen (l’API ouverte) pour son extension ou son intégration dans un autre
flot de conception.
 Critère N˚2
MagicDraw/Cameo est un outil commercial fermé. La sémantique du sous-ensemble
d’UML retenue dans cet outil est figée. Il ne fournit aucun mécanisme qui
permet de paramétrer la sémantique existante ou d’ajouter une nouvelle variante
sémantique. En revanche, MagicDraw/Cameo autorise l’utilisation des profils UML
pour l’adaptat on des modèles à des domaines spécifiques, mais la sémantique
impliquée par l’application des profils n’est pas prise en compte par les moteurs de
simulation.
 Critère N˚3
MagicDraw/Cameo utilise les activités et les machines à états pour décrire des aspects
comportementaux de l’application modélisée pour la simulation. Le cadre sémantique
de cet outil repose sur la sémantique donnée dans la norme fUML pour les activités et
le standard W3C SCXML pour les machines à états.
 Critère N˚4
MagicDraw/Cameo permet de modéliser la concurrence par le diagramme d’états-
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transitions et le diagramme d’activités. Concernant la notion du temps, les événements
temporisés (Time events) sont utilisés pour modéliser les déclenchements après un
certain laps de temps. Les simulations sont réalisées par le moteur d’exécution de
fUML et de W3C. Les résultats des simulations sont enregistrés en format XML.
2.6 iUML
iUML [82] est un environnement de modélisation et de simulation permettant la
vérification des comportements modélisés par la simulation. iUML fournit aussi une
méthodologie de modélisation pour capturer les modèles des systèmes. La figure 3.11
récapitule les différentes étapes de la démarche de modélisation.
En premier lieu, le système est partitionné en plusieurs sujets d’étude ou domaines où
chaque domaine est modélisé par un package UML. Par la suite, chaque modèle de domaine
est construit en trois étapes. La première étape consiste à élaborer un modèle statique ou
structurel. Il permet de capturer les données requises par les calculs et les comportements en
décrivant les entités conceptuelles du domaine en termes de classes, attributs et associations.
La deuxième étape définit un modèle dynamique ou comportemental. Il s’agit d’une
part de capturer les comportements asynchrones par des machines à états, représentées
concrètement par des diagrammes d’états-transition d’UML. D’autre part, des opérations
sont ajoutées aux classes afin de répondre aux appels synchrones. Durant la troisième
étape, le langage d’action ASL (Action Specification Langage) [83] est utilisé pour décrire
impérativement la sémantique d’exécution des opérations et des états.
Une fois que le modèle du système est complet, la définition d’un ensemble d’éléments
supplémentaires est nécessaire pour pouvoir exécuter ce modèle. Ces éléments représentent
essentiellement l’environnement d’exécution, c’est-à-dire l’ensemble d’objets et de signaux
initiaux et les scénarios de tests. En effet, les exécutions de modèles dans iUML sont basées
sur le modèle de calcul à événements discrets où l’exécution est avancée par étapes de
consommation des signaux.
En outre, l’environnement iUML possède une architecture ouverte permettant d’ajouter
un langage externe comme C/C++ au corps des opérations définie en ASL. Cela permet




iUML est un outil qui respect les préconisations du MDA mais reste fermé à l’extension
ou à l’intégration dans un autre flot de conception.
 Critère N˚2
iUML est un outil commercial fermé. La sémantique du sous-ensemble d’UML retenue
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FIGURE 3.11 – Méthodologie de modélisation dans iUML
dans cet outil est figée. Il ne fournit aucun mécanisme qui permet de paramétrer la
sémantique existante ou d’ajouter une nouvelle variante sémantique. De plus, il ne
permet pas l’utilisation des profils UML pour l’adaptation des modèles à des domaines
spécifiques.
 Critère N˚3
iUML utilise le langage d’action ASL [83] pour décrire des aspects comportementaux
de l’application modélisée pour la simulation. Le cadre sémantique de cet outil repose
sur la sémantique du langage d’action ASL. Une partie de la sémantique est imposée
dans le moteur d’exécution du simulateur, elle est basée sur le modèle de calcul à
événements discrets.
 Critère N˚4
iUML permet de modéliser la concurrence par les diagrammes d’états-transitions.
Concernant les contraintes temporelles, elles sont représentées par la notion de Timer
du langage d’action ASL [83]. Les simulations sont réalisées par le moteur d’exécution
de iUML. Le résultat des simulations illustre les différentes exécutions concurrentes
ainsi que les dates d’occurrence de chaque signal et opération.
2.7 Ptolemy
Ptolemy [84] est une approche qui s’intéresse à la modélisation de l’hétérogénéité, à
la simulation et la conception des systèmes embarqués temps réel concurrents. C’est une
approche basée sur la notion des acteurs communicants. L’acteur représente l’élément de
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base dans un système. C’est une entité concurrente qui communique via une interface
composée de ports.
FIGURE 3.12 – Exemple de modèle capturé par Ptolemy
La structure d’un modèle est capturée en utilisant une syntaxe abstraite très simple
à base de blocs qui représentent les acteurs, de ports et de relations. Chaque modèle est
composé d’un ensemble d’acteurs qui possèdent des interfaces de communication. Chaque
interface est composée d’un ensemble de ports. Les interactions entre les différents acteurs
sont exprimées par des relations entre les ports des acteurs.
Ptolemy s’appuie sur la notion des modèles de calcul pour spécifier la sémantique des
modèles. Pour cela, il associe un domaine à chaque modèle pour définir la sémantique
donnée à une syntaxe. Le domaine définit les règles permettant d’exécuter un modèle en
fonction d’un modèle de calcul particulier. Ces règles donnent la définition détaillée du
modèle de calcul utilisé dans laquelle des informations telles que le type de communication
et le mode de synchronisation entre acteurs sont spécifiées. L’ensemble des règles d’un
modèle de calcul est implémenté par un directeur qui est responsable des simulations des
modèles. La figure 3.12 présente un un exemple de modèle auquel un directeur du domaine
SDF est associé.
Ptolemy implémente une large variété de modèles de calcul qui adressent les concepts
de concurrence et de temps dans les systèmes de différentes manières. On trouve le modèle
de calcul à flots de données synchrone (SDF), le modèle de calcul à événements discrets
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(DE), le modèle de calcul des réseaux de processus (PN), le modèle de calcul des processus
séquentiels communiquant par rendez-vous (CSP), etc. L’architecture de Ptolemy, fondée sur
le principe de directeur, est en effet assez flexible pour prendre en compte différents modèles
de calcul, c’est-à-dire prendre en compte plusieurs sémantiques d’exécution, et permettre
leur combinaison pour construire des modèles hétérogènes.
2.7.1 Évaluation
 Critère N˚1
Le formalisme utilisé dans Ptolemy pour la définition des modèles est assez loin des
préconisations du MDA. L’intégration de cette approche dans un flot de conception
basé sur UML nécessite un effort de développement considérable en matière de
passerelles/transformation de modèles.
 Critère N˚2
Ptolemy est une approche orientée composants. La syntaxe abstraite utilisée est
très simple. Cette syntaxe n’est pas conforme au méta-modèle UML ce qui limite
l’utilisation des profils UML. D’autre part, cette approche offre une grande flexibilité
pour capturer les particularités sémantiques d’un domaine en se basant sur le principe
de directeur.
 Critère N˚3
Ptolemy se base sur la notion des modèles de calcul pour la spécification de la
sémantique dont la finalité est la simulation et l’exécution des modèles. Les modèles
de calcul sont définies d’une manière opérationnelle en code Java. Cette approche ne
repose sur aucun support formel pour la définition de la sémantique.
 Critère N˚4
Ptolemy support la simulation des comportements concurrents et temporosés à travers
une large variété de modèles de calcul. Le parallélisme potentiel est capturé au niveau
des diagrammes de blocs. Cependant le support des exécutions temporisé est réalisé à
un niveau d’abstraction relativement bas (dans le code du modèle de calcul).
2.8 ModHel’X
ModHel’X [85] est un framework pour la modélisation des systèmes hétérogènes.
Comme Ptolemy, il adopte une approche orientée composants. Un système est donc
décomposé en éléments réalisant une ou plusieurs fonctions. La fonctionnalité globale
du système est assurée par la coopération des différents éléments qui le composent. Ces
éléments sont modélisés par un ensemble de blocs connectés par des arcs unidirectionnels.
On distingue deux types de blocs : les blocs atomiques et les blocs composites. Un bloc
atomique représente les composants de base du système. Un bloc composite est un bloc qui
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encapsule d’autres blocs interconnectés les uns avec les autres. Les entrées et les sorties de
chaque bloc sont modélisées par des ports. Les informations échangées entre les différents
blocs sont représentées par des jetons.
ModHel’X utilise la notion de modèle de calcul pour donner une sémantique d’exécution
à la structure d’un système. Le modèle de calcul fournit les règles d’exécution du modèle.
Il définit la manière dont les différents blocs seront orchestrés afin d’obtenir une exécution
valide.
ModHel’X propose un moteur de simulation générique pour exécuter le comportement
d’un système. Ce moteur de simulation se base sur le principe d’observation (snapshot) pour
interpréter la structure d’un modèle en fonction du modèle de calcul associé. Une exécution
revient à réaliser une série d’observations du modèle. Afin de calculer chaque observation,
l’algorithme de simulation, présenté dans la figure 3.13, prend en compte les entrées du
modèle et construit les sorties en fonction de l’état courant du modèle.
 
Fig. 4.   General Execution Algorithm of ModHel'X 
 
As shown in Figure 4, a model execution is a sequence of snapshots. To compute 
each snapshot, the algorithm provides the model with inputs from the environment 
and builds an observation of the outputs, according to its current state. This process 
has a generic structure: first, choose a component to observe, then observe its 
behavior in response to its inputs, and propagate this observation according to the 
relations within the model structure. This generic algorithm for executing models 
relies on such primitive operations which can be refined for each model of 
computation. The semantics of these operations define the semantics of the model of 
computation. Indeed, ModHel’X has a more generic execution engine and provides a 
finer grain description of models of computation than Ptolemy. Concretely, we could 
also get inspiration of this architecture to modify the fUML Execution Model. A class 
encapsulating the snapshot-based execution engine could be integrated in the 
Execution Model, and specializing the Execution Model for a given application 
domain would basically come to provide particular implementations for the 
operations described above. 
Coupling with existing and more static approaches such as TimeSquare [16] could 
also be considered. TimeSquare provides an environment for modeling and analyzing 
FIGURE 3.13 – L’algorithme d’exécu ion général de ModHel’X
Cet algorithme se décompose en trois étapes :
 Choisir le bloc à observer.
 Observer le comportement du bloc choisit en fonction de ses entrées.
 Propager les données (jetons) obtenues selon les relations (arcs) dans la structure
du modèle.
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Ces étapes s’appuient sur des opérations primitives qui peuvent être raffinées pour
chaque modèle de calcul. L’implémentation de ces opérations définit la sémantique du
modèle de calcul.
ModHel’X dispose pour l’instant de moins de modèles de calcul que Ptolemy, mais
son architecture et son moteur d’exécution générique comportent des mécanismes qui




Le formalisme utilisé dans ModHel’X pour la définition des modèles est assez loin des
préconisations du MDA. L’intégration de cette approche dans un flot de conception
basé sur UML nécessite un effort de développement considérable en matière de
passerelles/transformation de modèles.
 Critère N˚2
ModHel’X est une approche orientée composants. La syntaxe abstraite utilisée est
très simple. Cette syntaxe n’est pas conforme au méta-modèle UML ce qui limite
l’utilisation des profils UML. ModHel’X propose un moteur d’exécution générique
qui permet à travers ses opérations primitives de capturer différentes variantes
sémantiques.
 Critère N˚3
ModHel’X se base sur la notion des modèles de calcul pour la spécification de la
sémantique dont la finalité est la simulation et l’exécution des modèles. Les modèles
de calcul sont définies d’une manière opérationnelle en code Java. Cette approche ne
repose sur aucun support formel pour la définition de la sémantique.
 Critère N˚4
ModHel’X support la simulation des comportements concurrents et temporosés à
travers une large variété de modèles de calcul. Le parallélisme potentiel est capturé au
niveau des diagrammes de blocs. Cependant le support des exécutions temporisé est
réalisé à un niveau d’abstraction relativement bas (dans le code du modèle de calcul).
2.9 Synthèse
La figure 3.14 presente un tableau qui synthétise la comparaison des différentes
approches présentées par rapport aux critères que nous avons identifiés.
Les approches telles que Kermeta et TopCased proposent un bon cadre méthodologique
pour la définition de la sémantique d’un DSML pour obtenir un environnement de
simulation, sans être fermé à des éventuelles évolutions et extensions, mais négligent
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Selon le nouel ordre des critères  
 
 Critères de comparaison 
Outils Critère N°1 Critère N°2 Critère N°3 Critère N°4 
Kermeta XX XX XX XX 
TopCased XX XX XX XX 
Semantic Units XX XX XXX XX 
MagicDraw/Cameo XXX XX XXX XX 
iUML X X XX XXX 
ModHel'X X XX XX XXX 














XXX : satisfait 
XX    : partiellement satisfait  
X       : non satisfait 
FIGURE 3.14 – Tableau récapitulatif de la comparaison
l’aspect formel et standardisé de la sémantique. Semantic Units appartient à la famille
de TopCased et Kermeta sauf qu’elle repose sur un cadre formel pour la définition de
la sémantique. iUML et MagicDraw/Cameo sont des bons environnements de simulation
de modèles UML qui respectent les préconis tio s du MDA, mais restent très fermés
quant au support de différentes variantes sémantique. L’intégration dans un flot de
conception MDA de MagicDraw/Cameo est plus facile par rapport à iUML. Ptolemy et
ModHel’X se caractérisent par un excellent environnement de simulation et une grande
flexibilité en matière de support de plusieurs sémantiques d’exécutions, mais reste loin des
préconisations du MDA. Ce qui rend difficile l’intégration de ces deux approches dans un
flot de conception MDA.
Dans la section suivante, nous allons présenter le standard OMG « Semantics of a
Foundational Subset for Executable UML Models ». Ce standard nous semble une bonne
base de départ pour atteindre nos objectifs car il satisfait les quatre critères d’évaluation
présentés dans la section 2.1. Cela revient à :
 fUML propose un moteur d’exécution pour la simulation des modèles UML.
 fUML offre un cadre formel et standardisé pour la définition de la sémantique
tout en respectant les préconisations du MDA.
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3 fUML
Cette section introduit fUML et ses concepts fondamentaux. Elle présente une analyse en
identifiant les limites de fUML par rapport aux besoins du domaine des applications temps
réel.
3.1 Introduction
Le "Semantics of a Foundational Subset of Excecutable UML Models" [86] est une nouvelle
norme de l’OMG qui définit une sémantique d’exécution pour un sous-ensemble du
méta-modèle d’UML, appelé "Foundational UML (fUML)". Ce sous-ensemble correspond
à la syntaxe abstraite de la norme. Il inclut un nombre réduit de concepts UML afin de
faciliter la définition d’une sémantique claire, précise et non ambigüe. La sémantique est
formalisée sous forme d’un modèle d’exécution spécifié dans un style opérationnel. Ce
modèle d’exécution traite les concepts encadrés en rouge de la figure 3.15. Ces concepts
englobent les fondements structurels de modélisation, les comportements inter et intra
objets, les activités et les actions.
Partie sur fUML: 
 
Introduction : 
Le "Semantics of a Foundational Subset of Excecutable UML Models" est une nouvelle norme 
de l'OMG qui définit une sémantique d'exécution pour un sous ensemble du méta-modèle 
d'UML, appeler "Foundational UML (fUML)". Ce sous ensemble correspond à la syntaxe 
abstraite de la norme. Il inclut un nombre réduit de concepts UML afin de faciliter la 
définition d'une sémantique claire, précise et non ambigüe. La sémantique est formalisée sous 
forme d'un odèle d'exécution spécifié dans un style opérationnelle. Ce modèle d'exécution 
traite  les deux couches inférieures de la figure 1. Ces couches englobent les fondements 




Figure 1.  Couches sémantiques d'UML 
 
La syntaxe : Concepts de modélisation  
La syntaxe de fUML est un sous ensemble du méta-modèle UML. Elle est organisée de la 
même manière  que le méta-modèle UML. Les packages inclus dans fUML peuvent être 
restreins par rapport au packages d'UML. Quelques éléments d'UML sont exclus et pour les 
éléments retenus des contraintes additionnelles sont définies. Le tableau 1 montre les 
packages incluent dans fUML en séparant  les aspects de  modélisation structurelles et 
comportementales. 
 















State Machines  








Table 1. Les packages d'UML incluent dans fUML 
 
FIGURE 3.15 – Couches sémantiques d’UML
3.2 La syntaxe : Concepts de modélisation
La syntaxe abstraite de fUML est un sous-ensemble minimal du méta-modèle UML. Pour
une partie des éléments retenus des contraintes additionnelles sont définies. Le tableau 3.2
montre les concepts de modélisation retenus. Nous trouvons alors les notions de classes et
d’associations pour les aspects de modélisation structurelle. Concernant la modélisation du
comportement fUML ne garde que les activités et les actions.
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TABLE 3.2 – Les packages d’UML retenus dans fUML
3.3 La sémantique : Le modèle d’exécution de fUML
Le modèle d’exécution est une spécification opérationnelle en Java de la sémantique de
fUML. Il spécifie notamment la sémantique d’exécution des concepts de modélisation inclus
dans le sous-ensemble fUML.
Le modèle d’exécution est lui-même un modèle défini à l’aide d’un sous-ensemble
nommé bUML (base UML). Cette définition circulaire est rompue par une description
axiomatique de premier ordre de la sémantique (voir la section 10 de [86]).
Le modèle d’exécution est structuré en packages, symétriques au packages structurant
le modèle de la partie syntaxique. Pour chaque package de la syntaxe abstraite, un package
est introduit dans le modèle d’exécution à l’exception d’un package,nommé Loci, qui n’a
pas de correspondance avec les éléments syntaxiques. Ce package définit le moteur et
l’environnement d’exécution des modèles fUML.
La définition du modèle d’exécution de fUML est basée sur le patron de conception
visiteur [87]. Son principe est d’associer des comportements à une hiérarchie de classes
existante sans modifier la structure. Dans le contexte de fUML, il permet d’attacher
un comportement aux concepts de modélisation sans changer le méta-modèle de la
syntaxe abstraite (clause 7 de [86]). Concrètement, pour chaque méta-classe de fUML,
un comportement est donc défini via une classe visiteur dans le modèle d’exécution.
Chaque nouvelle classe a une association unidirectionnelle avec la méta-classe de l’élément
syntaxique et définit les opérations nécessaires pour capturer la sémantique de cet élément.
Toutes les classes visiteur héritent directement de la classe SemanticVisitor du modèle
d’exécution. Nous distinguons trois types de classes visiteurs, illustrés dans la figure 3.16.
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FIGURE 3.16 – Extrait du modèle d’exécution de fUML montrant les types de classes visiteurs
 Les classes visiteurs de type Execution : ce type de classe est utilisé pour décrire
le comportement de chaque sous-classe concrète de Behavior, inclus dans fUML. Nous
trouvons la classe de base ActivityExecution qui correspond aux activités. Il existe
notamment deux autres classes OpaqueBehaviorExecution et FunctionBehaviorExecution
qui correspondent respectivement à OpaqueBehavior et FunctionBehvaior de la
syntaxe abstraite.
 Les classes visiteurs de type Activation : ce type de visiteur spécifie
la sémantique des différents nœuds d’activité. Par exemple la classe visiteur
SendSignalActionActivation correspond à l’action SendSignalAction.
 Les classes visiteurs de type Evaluation : ce type de visiteur est utilisé
pour spécifier comment une sous-classe concrète de ValueSpecification est évaluée.
Par exemple la classe visiteur LiteralBooleanEvaluation décrit comment une valeur
booléenne (instance de la classe LiteralBoolean) est évaluée.
Chaque classe visiteur du modèle d’exécution possède des opérations qui capturent la
sémantique d’exécution. Le comportement de chacune de ces opérations est décrit sous la
forme d’activités fUML. Pour faciliter la lisibilité de ces activités, le langage Java est utilisé
comme syntaxe concrète à la place de diagrammes d’activités. Cette utilisation de Java
suit des règles syntaxiques strictes, qui permettent une projection non-ambigûe vers une
représentation sous forme d’activités. Ces règles de projection sont décrites dans [86],annexe
A.
Par exemple, la partie supérieure de la figure 3.17 montre un diagramme d’activité
partiel de l’opération execute() de la classe ActivityExecution du modèle d’exécution. La partie
inférieure de la figure 3.17 montre sa description en Java en respectant le passage de Java vers
les activités définit dans la norme.
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La sémantique : Le modèle d'exécution de fUML 
Le modèle d'exécution est une spécification opérationnelle en Java de la sémantique de fUML. 
Il spécifie la sémantique d'exécution de tous les concepts de modélisation de fUML. Il décrit 
avec des procédures opérationnelles le changement dynamique nécessaire pendant l'exécution 
d'un modèle fUML. Il définit également un moteur d'exécution de modèles. 
 
Le modèle d'exécution est lui-même un modèle définit avec fUML. Cette définition circulaire 
est rompue par une description axiomatique de premier ordre de la sémantique d'un sous-
ensemble de fUML nommé "bUML pour Base UML" [voir clause 10 de la spec fUML]. 
 
L'organisation du modèle d'exécution respecte la même organisation du sous-ensemble 
syntaxique. Pour chaque package de la syntaxe abstraite, un package est introduit dans le 
modèle d'exécution à l'exception d'un package supplémentaire qui n'a pas de correspondance 
avec les éléments syntaxiques. Ce package est nommé Loci, il définit le moteur d'exécution 
des modèles fUML et son environnement. 
 
 En effet, chaque nouveau package définit des classes qui correspondent aux éléments 
syntaxiques. Chaque classe est enrichie par des opérations capturant la sémantique 
d'exécution. Ces opérations sont décrites en l'occurrence par les activités de fUML. Cependant, 
une description détaillée d'une opération en diagramme d'activité devient rapidement plus 
complexe et difficile à comprendre. Par conséquent, le langage Java est utilisé à la place de 
cette notation graphique. Il est considéré comme une autre notation concrète qui correspond à 
la même description en diagramme d'activité. La correspondance entre Java et les activités est 
réalisée en respectant un mapping strict entre les deux formalismes. Ce mapping est décrits 
dans l'annexe A de la norme de fUML pour plus de détails  
 (voir Appendix A de fUML, pour plus de détails).  
 
Par exemple, la partie supérieure de la figure 2 montre un diagramme d'activité partiel de 
l'opération execute() de la classe ActivityExecution du modèle d'exécution. La partie inférieure 
de la figure 2 montre sa description en Java en respectant le passage de Java vers les activités 









Activity activity = (fUML.Syntax.Activity) (this.types.getValue(0));  
ActivityNodeActivationGroup group = new ActivityNodeActivationGroup () ;  
this.activationGroup = group;  
group.activityExecution = this; 
FIGURE 3.17 – Diagramme d’activité partiel d’une opération du modèle d’exécution et sa
représentation équivalente en Java
3.3.1 Points de variation sémantique
Les points de variation sémantique dans fUML sont traités en utilisant le patron de
conception de stratégie [87], représenté par la classe SemanticStrategy dans le modèle
d’exécution. Son principe est de définir une classe abstraite stratégie par point de variation
sémantique possédant une opération abstraite. Ensuite plusieurs sous-classes concrètes
de la classe abstraite sont définies pour implémenter différents comportements, chaque
sous-classe concrète définissant une variante sémantique pour le point de variation
correspondant. fUML traite deux points de variation sémantique dans son modèle
d’exécution présentés dans la figure 3.18.
Le premier point adresse le choix d’événements parmi la liste d’événements reçus par un
objet. La classe stratégie abstraite correspondante est GetNextEventStrategy. La sémantique
est fixée dans la classe concrète FIFOGetNextEventStrategy qui fournit une implémentation
d’une politique FIFO traitant les événements reçus par ordre d’arrivée.
Le deuxième point concerne l’appel polymorphique d’opération, c’est-à-dire la
détermination de quelle méthode utiliser pour un appel d’opération. Cela est lié à la
surcharge des opérations dans la même hiérarchie de classes. Une opération peut avoir
plusieurs comportement en fonction de son ordre dans la hiérarchie de classes. L’opération
dispatch de classe Object spécifie la sémantique de la détermination de l’opération à
appeler dans une hiérarchie de classes. La classe stratégie abstraite correspondante est
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+ getName() : String
SemanticStrategy
+ getName() : String
+ getNextEvent ( objectActivation : ObjectActivation ) : SignalInstance
GetNextEventStrategy
+ getNextEvent ( objectActivation : ObjectActivation ) : SignalInstance
FIFOGetNextEventStrategy
+ getName() : String
+ dispatch ( objet : Object, operation : Operation ) : Execution
+ getMethod ( object : Object, operation : Operation ) : Behavior
DispatchStrategy
+ getMethod ( object : Object, operation : Operation ) : Behavior
+ operationsMatch ( ownedOperation : Operation, baseOperation : Operation ) : Boolean
RedefinitionBasedDispatchStrategy
Modèle d’execution de fUML
FIGURE 3.18 – Les deux points de variation sémantique du modèle d’exécution de fUML
DispatchStrategy. Le sémantique par défaut dans le modèle d’exécution est fixé par la classe
concrète RedefinitionBasedDispatchStrategy.
3.4 Le moteur d’exécution et son environnement
Les éléments du moteur d’exécution de fUML et de son environnement sont regroupés
dans le package Loci représenté par la figure 3.19. Il contient trois classes essentielles : Locus,
Executor et ExecutionFactory. Ces classes décrivent une machine virtuelle ou (un interpréteur)
de modèles fUML. La classe Locus représente l’unité de calcul ou le processeur virtuel qui
exécute les modèles. Cette classe englobe tous les objets créés durant une exécution. La
classe Executor représente une interface donnant accès au moteur d’exécution. Elle fournit les
services nécessaires pour le lancement des exécutions. Quant à la classe ExecutionFactory, elle
est utilisée pour créer les instances des différentes classes visiteurs du modèle d’exécution.
En effet, afin de pouvoir commencer une exécution, un environnement d’exécution initial
est nécessaire. Cet environnement est un ensemble d’objets collaboratifs, composé de :
 Une seule instance de la classe Locus.
 Une seule instance de la classe Executor.
 Une seule instance de la classe ExecutionFacotry.
 Une seule instance par chaque sous-classe concrète de type stratégie.
Les étapes d’initialisation du moteur d’exécution en vue de démarrer une exécution
3 fUML 65
Semantics of a Foundational Subset for Executable UML Models (FUML), v1.0        95
Figure 8.4 - Loci
FIGURE 3.19 – Le package Loci du modèle d’exécution de fUML
sont illustrées par le diagramme de séquence de la figure 3.20. Le lancement du moteur
d’exécution commence par la classe main FUML. Les différents étapes sont :
 Créer et configurer l’environnement d’exécution en instanciant les classes
nécessaires.
 Initialiser l’exécution par l’appel d’opération execute() de la classe ExecutionEnvi-
ronement en passant en paramètre le l’activité à exécuter.
 Cette activité est passée par la suite en paramètre à l’opération execute() de la
classe Executor, en ajoutant des paramètres initiaux.
 Créer l cl sse visiteur correspondant à l’activité passée en paramètre par l’appel
de l’opération createExecution() de la classe ExecutionFactory.
Toutes ces étapes représentent seulement une initialisation de l’environnement pour
pourvoir lancer une exécution. L’exécution d’une activité démarre effectivement en appelant
l’opération execute() de la classe ActivityExecution.
Pour montrer l’intérêt de fUML, [88] a proposé une implémentation, réalisée en langage























































































































































































































FIGURE 3.20 – Diagrammes de séquence de l’initialisation du moteur d’exécution de fUML
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Java, tout en respectant les spécifications de la norme. Ainsi, elle fournit exactement
les mêmes classes de l’environnement d’exécution décrit précédemment. De plus, toutes
les descriptions des classes du modèle d’exécution restent inchangées. En outre, cette
implémentation propose en complément un parseur de modèle. Ce parseur permet de
parcourir des modèles fUML, stockés en format XMI afin de les exécuter.
3.5 L’exécution des activités
Une fois le moteur d’exécution initialisé, l’exécution de l’activité est déclenchée par un
appel de l’opération execute() sur l’instance de la classe visiteur du modèle d’exécution.
Cette opération crée d’abord les différentes instances des classes visiteurs qui correspondent
à chacun des nœuds inclus dans l’activité. La partie gauche de la figure 3.22 illustre les
éléments de la syntaxe abstraite du diagramme d’activité de la figure 3.21. La partie droite




FIGURE 3.21 – Diagramme d’activité d’une simple activité
Concrètement, l’exécution se déroule par plusieurs appels d’opérations entre ces
différentes instances. Ces appels respectent les étapes suivantes :
– Fournir les valeurs des paramètres d’entrée de l’activité. Le moteur d’exécution vérifie
la présence de toutes les valeurs nécessaires aux nœuds d’entrée.
– Identifier les nœuds activés dans l’activité, à partir desquels l’exécution commence.
Les nœuds activés sont les nœuds initiaux, les nœuds de paramètres d’entrées et les
actions qui n’ont pas d’arcs entrants.
– L’envoie d’un jeton de contrôle à chaque nœud activé.
– L’exécution du comportement du nœud sélectionné. Dans le cas des nœuds activés, la
sélection est effectué selon l’ordre de création dans le modèle. Dans le ces des autres
nœuds la sélection se fait en fonction des relations de données et de contrôles. En effet,
l’exécution d’un nœud suit les étapes suivantes :
 A : Vérifier si le nœud sélectionné est prêt à être exécuté. Cela consiste
à vérifier si tous les jetons nécessaires à l’exécution du comportement sont
disponibles.
 B : Si tous les prérequis sont disponibles, le nœud consomme ses jetons.





































Figure 7, la syntaxe abstraite et le modèle d'exécution correspondant d'une simple activité 
 
Concrètement, l'exécution se déroule par plusieurs appels d'opérations entre ces différentes 
instances. Ces appels se résument dans les étapes suivantes : 
 
• Fournir les valeurs de départ aux nœuds de paramètres d'entrée de l'activité. Le moteur 
d'exécution vérifie la présence de toutes les valeurs nécessaires.  
• Identifier les nœuds activés dans l'activité, à partir desquels l'exécution commence. Ce 
sont les nœuds initiaux, les nœuds de paramètres d'entrées et les actions qui n'ont pas 
d'arcs entrants. 
• L'envoie d'un jeton de contrôle à chaque nœud activé. 
• L'exécution du comportement du nœud sélectionné :  
Syntaxe abstraite Modèle d'exécution 
FIGURE 3.22 – La syntaxe abstraite et le modèle d’exécution d’une simple activité
Dans le cas contraire, un autre nœud sera sélectionné et la phase A sera répétée.
 C : Déclencher le comportement propre au nœud. Les résultats de
l’exécution sont produits sous f rme d jetons.
 D : Propager les jetons de sortie aux nœuds successeurs.
 E : Exécuter un œud su cesseur puis réitérer les phases de A à D.
– Produire le résultat final de l’exécution de l’activité. Quand tous les nœuds sont
exécutés, l’activité termine son exécution et les résultats sont placés dans les nœuds
de paramètres de sorties.
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3.6 Analyse de fUML
Cette section présente une analyse de fUML et de son modèle d’exécution. Cette analyse
montre les limites que nous avons identifiées par rapport aux besoins du domaine du temps
réel. D’abord, nous illustrons les limitations concernant les exécutions concurrentes. Ensuite,
nous nous intéressons à la notion du temps dans fUML. La dernière partie est consacrée aux
limites relatives à la spécialisation sémantique par les profils.
3.6.1 Les exécutions concurrentes
fUML inclut les concepts nécessaires pour modéliser des systèmes concurrents. Il
s’agit de l’objet actif [20] [21] et les communications asynchrones via les signaux (Signal,
SendSignalAction, SignalEvent). La concurrence est exprimée aussi en termes de flots
d’actions dans une activité. C’est-à-dire, tous les flots capturés syntaxiquement en parallèle
peuvent s’exécuter d’une manière concurrente à condition qu’il n’y ait pas de dépendance de
données ou de contrôle entre ces différents flots de l’activité. Cependant, même si la capture
syntaxique de la concurrence est bien maitrisée, la définition sémantique dans le modèle
d’exécution est complètement séquentielle. En conséquence, l’exécution d’un modèle fUML
concurrent produit une trace d’exécution séquentielle mais valide. Il s’agit d’une trace
d’exécution parmi plusieurs exécutions parallèles potentielles. Cela est très contraignant
dans le cadre d’une application temps réel, où l’observation des comportements concurrents
est essentielle, comme nous l’avons montré dans le chapitre 1, section 2.
L’exemple suivant explique le problème de concurrence dans fUML. La figure 3.23
montre le modèle applicatif d’une activité contenant deux flots. Le premier flot est représenté
par les actions A, B, C. Le deuxième flot est représenté par les actions D, E. Comme il
n’existe aucune dépendance entre les deux flots, leur exécution devrait être concurrente.








FIGURE 3.23 – Diagramme d’activité composé de deux flots parallèles
Le diagramme de séquence de la figure 3.24 illustre la trace d’exécution séquentielle de
l’activité. Les lignes de vie représentent les instances des classes du modèle d’exécution.
L’interaction entre les lignes de vie correspond à l’exécution de l’activité par le moteur
d’exécution de fUML. L’instance de la classe AvtivityExecution représente l’exécution globale
de l’activité. Les autres instances de classe représentent l’exécution des nœuds de l’activité.
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Premièrement, l’exécution est déclenchée par l’appel de l’opération execute() de la classe
ActivityExecution. Ensuite, la classe ActivityExecution appelle l’opération receiveOffer() sur un
nœud activé de l’activité, dans ce cas c’est l’action A. Il est à noter que l’action D pourrait être








FIGURE 3.24 – Diagramme de séquence de l’exécution de deux flots parallèle (illustrés dans
la figure 3.23 par le moteur d’exécution de fUML
Une fois que l’action A est lancée, l’exécution se déroule séquentiellement en propageant
les appels des opérations jusqu’à la fin de l’exécution du premier flot (ABC). Quand
l’exécution arrive à la fin du premier flot, l’instance d’ActivityExecution reprend l’exécution
de l’activité et démarre le deuxième flot (DE) en appelant l’opération receivOffer() sur l’action
D, qui propage séquentiellement à son tour les appels d’opérations. Il est important de noter
qu’un seul thread réalise toute l’exécution de l’activité et produit une trace d’exécution qui
reste valide mais ne représente qu’un déroulement possible parmi plusieurs. En d’autres
termes, l’architecture du modèle d’exécution de fUML ne contient pas une entité pour
contrôler et sélectionner l’action à exécuter. Ce mécanisme est enfoui dans l’implémentation
de chaque classe visiteur du modèle d’exécution. D’après le diagramme de séquence nous
constatons qu’on ne peut pas suspendre l’exécution après l’action B et lancer l’action D à
cause de la propagation séquentielle des appels d’opérations. Cela peut cacher des erreurs
et limite par conséquent les qualités des tests de simulation.
3.6.2 Le temps
fUML ne propose aucune définition de la sémantique du temps (voir le sous section
2.3 de [86]). D’une part fUML n’inclut aucun élément syntaxique qui permet de capturer
la notion de temps. D’autre part, le modèle d’exécution ne fournit aucun mécanisme
permettant la manipulation des exécutions de nature temporisée et toutes les propriétés
sous-jacentes telles que échéance, période, etc.
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3.6.3 La prise en charge des Profils
Le moyen standard pour étendre UML au domaine du temps réel et de l’embarqué
est l’utilisation de profils (MARTE [34], UML-RT [89], RT-UML/Rhapsody [47], ACCORD
[90],UML4ESL [91]). Dans le contexte de fUML, le sous-ensemble syntaxique n’inclut aucun
concept lié aux profils. Cela implique que, le modèle d’exécution de fUML ignore les
stéréotypes lors de l’exécution des modèles. En d’autres termes, l’architecture actuelle du
modèle d’exécution ne fournit aucun moyen qui permette de personnaliser et prendre en
compte la spécialisation sémantique impliquée par l’utilisation d’un profil.
3.7 Évaluation
 Critère N˚1
fUML est une norme de l’OMG qui respect les préconisations du MDA. fUML est
définit de manière à pouvoir l’intégrer facilement dans les flots de conception MDA.
 Critère N˚2
fUML n’inclut aucun mécanisme permettant de capturer les particularités d’un
domaine par l’application des profils. De plus, le modèle d’exécution de fUML
ne fournit aucun mécanisme qui permet de paramétrer la sémantique existante ou
d’ajouter une nouvelle variante sémantique.
 Critère N˚3
fUML formalise la sémantique sous forme d’un modèle d’exécution. La sémantique
est spécifiée d’une manière opérationnelle en utilisant le langage Java .
 Critère N˚4
fUML définit moteur d’exécution qui permet de simuler les modèles conformes
au sous ensemble fUML. Ce moteur d’exécution ne permet pas de simuler les
comportements concurrents et temporisés.
En résumé, fUML fournit un bon cadre pour la définition de la sémantique et la
simulation de modèles. Elle respect complètement les préconisations du MDA. C’est un
standard ouvert aux extensions et aux intégrations dans des flots de conceptions MDA.
Malgré les limitations concernant la capacité de simuler des comportements concurrents
et temporisés et la prise en charge de nouvelles variantes sémantiques, l’effort de résoudre
ces limitations est relativement faible par rapport aux approches et outils présentés dans la
section 2 de ce chapitre. Pour cela, fUML reste une bonne base pour réaliser notre objectif.
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L’objectif de ce chapitre est de proposer des solutions pour surmonter les limitations de
fUML identifiées dans le chapitre précédent. Ces solutions nous permettront de paramétrer
le modèle d’exécution afin d’exécuter et de simuler des modèles annotés par des profils pour
le domaine du temps réel.
Pour cela, ce chapitre est structuré de la manière suivante :
 Dans un premier temps nous traitant d’abord les aspects de concurrence et
d’ordonnancement. Cette partie présente une extension du modèle d’exécution de
fUML permettant d’adopter et de contrôler plusieurs politiques d’ordonnancements.
 La deuxième partie présente une deuxième extension du modèle d’exécution par
laquelle la notion de temps est introduite.
 La troisième partie de ce chapitre, décrit une extension de fUML et de son
modèle d’exécution, pour permettre l’application des profils au niveau modèle et
le paramétrage du modèle d’exécution afin de spécifier les sémantiques d’exécution
spécifiques au profil appliqué.
 La dernière section illustre l’utilisation du modèle d’exécution étendue sur un
cas d’étude : Nous allons utiliser un sous profil de MARTE utilisé notamment dans la
méthodologie de modélisation Optimum [93]. Les modèles annotés par ce profil seront
simulés pour générer des traces d’exécution représentatives des caractéristiques temps
réel.
1 L’ordonnancement dans fUML
Nous avons montré dans le chapitre de l’état de l’art (chapitre 3) que toute exécution
suivant le modèle d’exécution de fUML est séquentielle. Nous avons souligné ainsi l’absence
d’une entité explicite responsable de l’ordonnancement et de l’exécution des actions. La
résolution de ce problème nécessite des extensions du modèle d’exécution de fUML.
Notre idée repose sur deux points. Dans un premier temps, nous proposons de rompre la
propagation séquentielle des appels d’opération en donnant le moyen de contrôler le début
et la fin d’exécution de chaque action dans une activité. Cela signifie qu’une fois l’exécution
d’une action terminée, on donne la main à une entité qui décidera en fonction d’une
politique d’ordonnancement, quelle est la prochaine action à exécuter tout en respectant
les dépendances de données et de contrôle. Dans un second temps, nous introduisons un
ordonnanceur dans le modèle d’exécution afin de contrôler les exécutions des différentes
actions.
La figure 4.1 illustre l’ordonnanceur introduit dans le modèle d’exécution. L’ordonnan-
ceur est représenté par la classe Scheduler. Il manipule une liste d’ActivityNodeActivation
représentée par la propriété schedulingList. Cette liste contient toutes les actions prêtes à être
exécutées c’est-a-dire des actions qui possèdent tous leurs jetons de données et de contrôle.
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L’ordonnanceur offre plusieurs opérations pour contrôler les exécutions des actions. Ces
opérations sont appelées dans le corps de l’opération start() qui démarre le comportement
de l’ordonnanceur dans le moteur d’exécution de fUML. L’opération selectNextAction()
détermine la prochaine action à exécuter en extrayant un élément de schedulungList en
fonction d’une politique d’ordonnancement. L’opération updateSchedulingList() détermine




+ selectNextAction( ArrayList<ActivityNodeActivation>  schedulingList ) : ActivityNodeActivation 
+ updateSchedulingList( ArrayList<ActivityNodeActivation> schedulingList, ActivityNodeActivation actionActivation )
+ addActions( ActivityNodeActivation  actionActivation )











+ getName() : String
+ selectNextAction( ArrayList<ActivityNodeActivation>  schedulingList ) : ActivityNodeActivation 
SelectNextActionStrategy
+ selectNextAction( ArrayList<ActivityNodeActivation>  schedulingList ) : ActivityNodeActivation 
USERselectNextActionStrategy
+ getName() : String
+ updateSchedulingList( ArrayList<ActivityNodeActivation> schedulingList, ActivityNodeActivation actionActivation )
UpdateSchedulingListStrategy
+ updateSchedulingList( ArrayList<ActivityNodeActivation> schedulingList, ActivityNodeActivation actionActivation )
ACCEPTUpdateSchedulingListStrategy
FIGURE 4.1 – Description de l’ordonnanceur dans le modèle d’exécution de fUML
Afin d’insérer le comportement de l’ordonnanceur dans le modèle d’exécution de fUML
et de lui donner la main pour déterminer quelle action exécuter, nous avons modifié le
comportement responsable de la propagation d’appel d’opération. Ce comportement est
défini dans les classes ActivityNodeActivation et ActivtyEdgeInstance et capturé dans les deux
cas par l’opération sendoffer().
Pour illustrer le problème, nous présentons un exemple dans la figure 4.2. Cet exemple
explique le mécanisme de propagation d’appels et de jetons dans fUML sur deux actions. La
partie supérieure de la figure contient le modèle syntaxique des deux actions reliées par un
arc de flot de données (couleur verte) et un arc de flot de contrôle (couleur bleu). La partie
inférieure de la figure représente les classes du modèle d’exécution qui correspondent à ce
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modèle syntaxique. La classe ActivityNodeActivation encapsule la sémantique d’exécution de
chaque action. La classe ActivtyEdgeInstance représente dans le modèle d’exécution des arcs
connectant les actions du modèle syntaxique. Elle encapsule une partie du comportement de
la propagation d’appel ainsi que le comportement responsable de la propagation des jetons.
L’ensemble des opérations présentées dans la figure est restreint afin de simplifier l’exemple.




























FIGURE 4.2 – Mécanisme de propagation d’appel d’opérations et de jetons dans fUML
Le diagramme de séquence des appels d’opérations nécessaires pour l’exécution des
deux actions de l’activité est présenté dans la figure 4.3. Les étapes de l’exécution sont donc :
1. L’opération receiveOffer() est appelé sur la première action pour déclencher l’exécution.
2. à la fin de l’exécution de chaque nœud, un appel vers l’opération sendOffer()
des instances d’arc en sortie du nœud est effectué sauf dans le cas de la classe
InputPinActivation.
Nous constatons que les deux classes ActivityEdgeInstance jouent un rôle important dans
la propagation de l’exécution. Plus précisément, le body de leur opération sendOffer() est
devisé en deux parties :
 La première partie copie les jetons dans les nœuds successeurs.
 La deuxième partie, appel l’opération receiveOffer() sur le nœud cible pour
enchainer l’exécution.
Notre but est de donner la main à l’ordonnanceur après l’exécution de chaque action.
Pour cela, il est nécessaire de rompre l’enchainement des appels d’opérations au niveau de
l’opération sendOffer() de la classe ActivtyEdgeInstance. Les jetons de données et de contrôle
sont toujours fournis aux actions successeurs, mais l’exécution de ces nœuds n’est pas
déclenchée. Concrètement, la modification est réalisée par la suppression de l’appel de
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FIGURE 4.3 – Diagramme de séquence de l’exécution des deux actions
l’opération receiveOffer() (colorée en rouge sur le diagramme de séquence) dans le corps
de l’opération sendOffer() de la classe ActivtyEdgeInstance. De cette manière, une action
n’enchaine pas l’exécution sur l’action suivante mais redonne la main à l’ordonnanceur.
Afin de capturer différentes politiques d’ordonnancement, nous avons exploité le patron
de conception de stratégie utilisé dans le modèle d’exécution. Pour cela, nous avons introduit
la classe abstraite SelecNextActionStrategy. Cette classe fournie l’opération selectNextAction()
dont le comportement sera un algorithme d’ordonnancement. En effet, définir une nouvelle
politique revient à raffiner la classe SelectNextActionStrategy et définir une classe concrète
dans laquelle l’opération selectNextAction() sera surchargée par le comportement d’une
politique d’ordonnancement particulière . Par exemple, dans la figure 4.1, la classe concrète
USERSelectNextActionStrategy implémente une politique utilisateur. Cette politique donne la
main à l’utilisateur pour choisir lui-même l’action à exécuter.
La figure 4.4 présente un diagramme de séquence qui explique l’interaction de
l’ordonnanceur avec une action. Les différentes étapes réalisées par l’ordonnanceur sont
résumées par :
 Le comportement de l’ordonnanceur est lancé juste après l’initialisation du
moteur d’exécution par un appel à l’opération start().
 Une fois l’ordonnanceur déclenché, l’opération selectNextAction() est exécutée.
Cette opération choisit une action depuis la liste des actions en fonction d’une
politique particulière. L’implémentation de l’opération selectNextAction() consiste à
déléguer le choix de l’action à une classe stratégie concrète encapsulant l’algorithme
d’ordonnancement.
 Après la sélection d’une action, l’opération doAction() est appelée pour exécuter le
comportement propre à l’action. Par la suite, l’opération sendOffer() propage les jetons
aux prochaines actions successeurs puis rend la main à l’ordonnanceur.
 L’opération updateSchedulingList() est appelée pour mettre à jour la liste de actions
en ajoutant les différentes actions successeurs. La prochaine action à exécuter est
sélectionnée par un autre appel de l’opération selectNextAction().
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FIGURE 4.4 – L’interaction de l’ordonnanceur avec une action
Il est à noter que la détermination des actions successeurs et la mise à jour de la liste
d’actions pourraient avoir des comportements différents en fonction stratégies particulières.
Afin de pouvoir spécifier ces comportements, nous avons utilisé également le patron
de stratégie du modèle d’exécution. Pour cela, nous avons introduit la classe abstraite
UpdateSchedulingListStrategy. Cette classe permet d’implémenter chaque mécanisme de mise
à jour en fournissant un raffinement concret de cette classe et en surchargeant l’opération
UpdateSchedulingList() (voir la figure 4.1).
Pour démontrer l’apport de l’ordonnanceur dans le modèle d’exécution de fUML,
nous allons présenter les résultats de simulation de deux objets concurrents avec et sans
ordonnanceur. L’exemple suivant décrit deux classes actives qui communiquent par envoi de
signal asynchrone. La figure 4.5, illustre le modèle structurel et le modèle du comportement
correspondant qui vont être simulés. Les instances des deux classes actives C1 et C2
vont échanger les signaux Signal1 et Signal2. Les comportements de C1 et C2 sont décrits
respectivement par les activités C1Behavior et C2Behavior. L’instance de la classe C1 envoie le
signal Signal1 à l’instance de C2, puis attend la réception du signal Signal2 qui va être envoyé
par l’instance de C2. Du coté de l’instance de C2, elle attend la réception du signal Signal1
envoyé par l’instance de C1. À sa réception, elle envoie le signal Signal2 à l’instance de C1.
Comme tout programme objet, amorcer une exécution nécessite une fonction Main. Dans
le contexte de fUML, la simulation d’un modèle est toujours lancée à partie d’une activité
Main. Cette activité est l’équivalent de la fonction Main d’un programme. Elle décrit la
manière dont les objets d’une application seront instanciés et démarrés. Pour notre exemple,
cette fonction Main est modélisée dans l’activité présentée par la figure 4.6. Les actions
encadrées en rouge sont responsables de l’instanciation des objets c1 et c2. La partie encadrée
en vert démarre les comportements des objets actifs capturés par les activités de la figure 4.5.
Nous avons supposé que le comportement de C2 démarre avant le comportement C1. Cela
est matérialisé par un arc de flot de contrôle sortant de l’action StartObjectBehaviorAction c2
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FIGURE 4.5 – Modèle fUML d’un système asynchrone simple
























Instanciation des objets Démarrage des comportements 
FIGURE 4.6 – L’activité Main du système asynchrone
Dans l’exemple, les classes C1 et C2 sont dites « actives ». , On parle d’objects actifs
pour les instances de classes actives. Dans fUML, l’objet actif est un élément fondamental
pour la modélisation de la concurrence. Il se caractérise par un comportement autonome qui
interagit avec les autres objets de son environnement. Ce comportement est spécifié dans le
classifierBehavior de la classe active. Il décrit comment l’objet actif envoi et traite les signaux
reçus des autres objets. Une fois un objet actif est instancié, son comportement est démarré
en utilisant l’action StartObjectBehaviorAction.
Afin de faciliter la compréhension de la trace d’exécution de l’exemple, nous présentons
succinctement le modèle sémantique de l’objet actif de fUML. La figure 4.7 présente
l’ensemble des classes qui spécifie la sémantique de l’objet actif dans le modèle d’exécution.
Il est caractérisé principalement par deux classes :
 La classe ClassifierBehaviorExecution gère l’exécution du comportement définie
dans le classifierBehavior de la classe active.
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 La classe ObjectActivation fournie les primitives nécessaires pour gérer les
communications notamment asynchrones. L’opération send() spécifie la réception d’un
signal. Les signaux reçus sont stockés dans la liste des événements eventPool. La
notification d’une réception est capturée par l’opération _ send(). Les autres opérations
sont utilisées essentiellement pour récupérer un signal de la liste des événements et
lancer le traitement des réceptions.
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Figure 8.17- Active Objects
8.4.3.2 Class Descriptions
8.4.3.2.1 ClassifierBehaviorExecution
A classifier behavior execution executes the classifier behavior from a specific active class. 
FIGURE 4.7 – Modèle sémantique de l’objet actif
La figure 4.8 illustre la trace d’exécution en respectant le modèle d’exécution de fUML
avant l’introduction de l’ordonnanceur. Afin de simplifier le diagramme, la séquence
d’exécution de l’activité Main n’est pas présentée. On rappelle que toute l’exécution
est réalisée séquentiellement sur un seul thread. Les lignes de vie apparaissant dans le
diagramme de séquence représentent les instances des classes du modèle d’exécution. Les
interactions entre ces lignes de vie montrent comment le modèle de la figure 4.5 est simulé.
Les instances colorées en bleu appartiennent à l’objet c1 tandis que les instances colorées en
vert représentent l’objet c2. Les instances de la classe ClassifierBehaviorExecution représentent
respectivement l’exécution des classifierBehavior de l’objet c1 et c2.
Comme l’objet c2 démarre avant c1, le classifierBhevaior de c2 est l ncé en pr mier. es
différentes étapes d’exécution respectent l’ordre suivantes :
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 Lancement de l’activité C2Behavior. L’exécution commence par l’action AcceptE-
ventAction. Cette action capture l’attente de c2 pour la réception d’une occurrence du
signal Signal1. Dans cette étape, au lieu du blocage de l’objet c2 pour attendre le signal,
l’exécution revient à l’activité Main.
 Lancement de l’activité C1Behavior. Cette activité exécute l’action SendSignalAc-
tion qui ajoute une instance du signal Signal1 dans la liste des événements associée à
la classe ObjectActivation de l’objet c2.
 Notification de l’objet c2 de la disponibilité d’un signal. Cette étape retire le signal
Signal1 de la liste des événements puis vérifier la présence d’une attente pour ce signal.
Dans cette étape de l’exécution, l’activité C2Behavior de c2 reprend l’exécution.
 L’activité C2Behavior exécute l’action SendSignalAction pour envoyer le signal
Signal2 à l’objet c1.
 Notification de l’objet c1 de la disponibilité d’un signal. La non disponibilité
d’une attente du signal Signal2 implique l’arrêt de l’exécution.
Dans ce cas, le signal Signal2 est perdu et l’exécution de l’activité C1Behvaior n’arrive
pas jusqu’au bout. Cela entraine l’arrêt de simulation sans terminer l’exécution des deux
activités.
Nous présentons maintenant la trace d’exécution de notre exemple en respectant
le modèle d’exécution de fUML après l’introduction de l’ordonnanceur. La politique
d’ordonnancement adoptée est une politique USER. L’algorithme d’ordonnancement dans
ce cas fournit une interface à l’utilisateur. L’utilisateur peut choisir donc l’action à exécuter
parmi les actions présentes dans la liste des actions, après chaque exécution d’action. Cette
politique d’ordonnancement est implémentée dans la classe USERSelectNextActionStrategy,
présentée dans la figure 4.1.
La figure 4.9 illustre le diagramme de séquence de l’exécution avec ordonnancement.
L’ordonnanceur est déclenché par l’opération start. Une fois démarré, il donne la main
à l’utilisateur pour choisir une action à exécuter. L’ordre des actions que nous avons
sélectionnées est choisi dans le but de terminer l’exécution des deux activités de l’exemple.
La figure 4.10 est complémentaire au diagramme de séquence, elle présente l’état de la liste
des actions et l’action que nous avons choisie après chaque exécution d’une action. Afin de
simplifier la trace d’exécution, on donne l’état de la liste après l’exécution de l’activité Main,
on commence à partir de l’initialisation des activités C1Behavior et C2Behavior. On constate
que dans ce cas, nous avons pu éviter la perte des signaux. De plus, les deux activités ont
été complètement exécutées.























































































































































































































































































































































































































































































































































FIGURE 4.10 – L’ordre des actions sélectionnées par l’utilisateur
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1.1 Conclusion
L’objectif de cette section était de résoudre le problème d’ordonnancement dans fUML.
Pour cela, nous avons introduit un ordonnanceur générique dans le modèle d’exécution de
fUML. Cet ordonnanceur offre les mécanismes permettant de contrôler les exécutions des
différentes actions et de définir plusieurs politiques d’ordonnancement.
Après avoir défini et validé expérimentalement les mécanismes d’ordonnancement dans
fUML, il faut désormais s’assurer que ces mécanismes peuvent être utilisés pour interpréter
les caractéristiques temporelles des modèles de STRE. La section suivante vise à étendre le
modèle d’exécution de fUML afin de supporter la notion du temps.
86 Contribution
2 Le temps dans fUML
Comme nous l’avons évoqué dans l’état de l’art, fUML ne fixe aucune hypothèse sur la
manière dont les informations sur le temps sont capturées ainsi que sur les mécanismes qui
les traitent dans le modèle d’exécution. Cela laisse la possibilité d’adopter différents modèles
de temps (discret ou continu). Dans cette étude, nous nous sommes focalisés sur un modèle
de temps discret. L’objectif est de produire des traces d’exécutions représentatives des
caractéristiques temps réel d’un modèle applicatif, notamment des périodes, des échéances,
des temps d’exécution, etc. La partie supérieure de la figure 4.11 montre un diagramme
d’activité dans lequel chaque action est annotée par son temps d’exécution. La partie
inférieure de la figure 4.11 illustre les traces d’exécutions potentielles dans le cas d’une
exécution séquentielle et parallèle.
Dans le cas séquentiel, le temps d’exécution globale est la somme des temps d’exécution
de chaque action. L’action 1 démarre à t=0 sec et finit à t=2 sec, l’action 2 démarre à t=2 sec et
finit à t=6 sec. L’action 3 démarre à t=6 sec et finit à t=14 sec. Dans le cas parallèle, l’action 1
et l’action 2 démarrent en parallèle à t=0 sec, l’action 3 démarre à l’instant où l’action ayant
le plus grand temps d’exécution termine son exécution, elle démarre donc après l’action 2 à
t=4 sec. L’exécution globale de l’activité termine à t=12 sec. Ces traces indiquent l’instant de
déclenchement et de fin d’exécution de chaque action. C’est ce type d’information que nous
voulons observer dans les traces d’exécutions. Dans le contexte d’une application temps réel,
nous pouvons ainsi détecter si une échéance est respectée ou non par exemple.
Pour ajouter la notion du temps, nous avons étendu fUML au niveau syntaxique ainsi
qu’au niveau du modèle d’exécution. Au niveau syntaxique, les stéréotypes sont utilisés
pour capturer les caractéristiques temporelles d’un modèle, par exemple le stéréotype
RtSpecification du profil MARTE [34] pourrait être utilisé. Cette extension est détaillée
dans la section suivante. Au niveau sémantique, des mécanismes sont ajoutés au modèle
d’exécution afin de prendre en compte explicitement la sémantique du temps. En effet,
nous avons introduit une entité permettant d’une part l’étiquetage temporel des exécutions,
c’est-a-dire la construction des pas de temps des exécutions. D’autre part, elle permet de
déclencher des exécutions contraintes par le temps, par exemple pour le cas de tâches
périodiques. Cette entité est une horloge représentée dans le modèle d’exécution par la classe
Clock. La figure 4.12, illustre la description de cette classe dans le modèle d’exécution de
fUML.
Les services offerts par l’horloge pour manipuler et construire le temps sont :
 La propriété timeValue modélise les valeurs du temps dans le modèle d’exécution.
C’est un compteur utilisé pour construire le temps des exécutions.
 L’opération getTime() est utilisée pour récupérer les valeurs courantes du temps.
 L’opération setTime() est utilisé pour initialiser l’horloge par une valeur initiale de
temps
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Trace exécution séquentielle 
Trace exécution parallèle  
FIGURE 4.11 – Trace d’exécution contenant des informations temporelles
Locus
+ setTime ( timeValue : Integer )
+ getTime(): Integer
+ advanceTime( timeValue : Integer )




FIGURE 4.12 – L’horloge du modèle d’exécution de fUML
 L’opération advanceTime() est utilisé pour avancer le temps dans le modèle
d’exécution par un pas de temps, par exemple le temps d’exécution d’une action.
Concrètement, générer une trace d’exécution contenant des informations temporelles
revient à combiner les différents services de l’horloge soit dans l’algorithme global de
l’ordonnanceur soit dans l’algorithme de la politique de l’ordonnancement (l’opération
selectNextAction). Dans le cas de l’étiquetage temporel des exécutions, seule la modification
de l’algorithme de l’ordonnanceur global est nécessaire. Les étapes à rajouter sont :
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1. Au début de l’exécution, la valeur initiale du temps est initialisée par un appel à
l’opération setTime().
2. Après chaque exécution d’une action, l’opération advanceTime() est appelée pour
incrémenter la valeur du temps par le temps d’exécution de l’action exécutée.
Dans le cas du déclenchement des exécutions contraintes par le temps, la modification
de l’algorithme globale de l’ordonnancement et de l’algorithme de la politique d’ordonnan-
cement est nécessaire. Les étapes à rajouter dans le comportement de l’ordonnanceur sont
les mêmes que les étapes rajoutées précédemment. Quant à la politique d’ordonnancement,
son algorithme doit utiliser la valeur courante du temps pour choisir la prochaine action à
exécuter. Cela est réalisé dans le corps de l’opération selectNextAction.
La figure 4.13, montre les modifications effectuées pour l’étiquetage temporel (a) ainsi
que pour déclencher des actions périodiquement (b). Les carrés verts représentent les étapes
additionnelles.
schedulingList
est vide  ?






L’exécution de l’action sélectionnée
action.ReceiveOffer()




Incrémentation de la valeur de l’horloge
clock.advanceTime(actionExecutionTime)
Initialisation de la valeur de l’horloge
clock.setTime(0)
schedulingList





L’exécution de l’action sélectionnée
action.ReceiveOffer()




Incrémentation de la valeur de l’horloge
clock.advanceTime(actionExecutionTime)
Initialisation de la valeur de l’horloge
clock.setTime(0)
Sélection de l’action à exécuter 
selectNextAction(...) 
{
    …
    If (action.period == clock.getTime())
              return action;
    else
    ...  
}
( a ) ( b )
FIGURE 4.13 – Comportement modifié de l’ordonnanceur pour la génération de traces
d’exécutions temporelles
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2.1 Conclusion
Dans cette section, l’objectif était d’ajouter la notion du temps à fUML. Nous avons
introduit une horloge dans le modèle d’exécution de fUML pour capturer la sémantique
du temps. Cette horloge se base sur un modèle de temps discret. Elle offre les mécanismes
qui permettent de manipuler et de construire le temps des exécutions. Nous avons montré
comment modifier l’ordonnanceur afin de supporter les exécutions temporisées.
A ce stade de l’étude, l’horloge seule ne permet pas de générer des traces d’exécution
temporisées, il est nécessaire d’ajouter les mécanismes permettant de (a) capturer
les informations temporelles au niveau syntaxique et (b) d’exploiter explicitement ces
informations au niveau du modèle d’exécution. Le but de la section suivante est d’étendre
fUML afin d’utiliser les profils pour répondre aux points (a) et (b).
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3 Les profils dans fUML
La prise en compte des profils par fUML nécessite l’extension du sous-ensemble
syntaxique et du modèle d’exécution. D’une part, le sous-ensemble syntaxique doit fournir
les éléments nécessaires pour appliquer un profil et annoter un modèle par des stéréotypes.
D’autre part, le modèle d’exécution doit inclure les éléments permettant de capturer les
extensions sémantiques apportées par l’application des stéréotypes.
3.1 L’extension syntaxique
Dans la norme de fUML [86], le modèle d’exécution spécifie une sémantique pour un
sous ensemble syntaxique d’UML. Ce sous-ensemble n’inclut aucun élément syntaxique qui
permet d’appliquer un profil. Le mécanisme d’application de stéréotype reste par ailleurs
un problème ouvert dans le standard d’UML2 [92] dont la solution est fixée au niveau des
implémentations des outils de modélisation.
Pour étendre syntaxiquement fUML d’une manière efficace, nous avons utilisé une
implémentation du méta-modèle d’UML basée sur EMF [67]. Ce choix est motivé par :
 Cette implémentation fournie une solution pour le mécanisme d’application des
stéréotypes.
 Cette implémentation facilite toutes extensions syntaxiques de fUML. Dans le cas
normal, une extension syntaxique revient à ajouter un nouvel élément dans fUML puis
ajouter l’élément qui définit sa sémantique dans le modèle d’exécution. Dans le cas de
l’implémentation basée sur EMF du méta-modèle d’UML, le sous ensemble syntaxique
utilisé est délimité par les éléments du modèle d’exécution. Ajouter un nouvel élément
syntaxique, revient simplement à ajouter l’élément qui lui correspond dans le modèle
d’exécution puis définir sa sémantique.
 Dans cette étude on veut développer un plugin de simulation de modèle pour
le domaine du temps réel intégré à l’outil de modélisation Papyrus. Comme cet outil
est basé sur une implémentation EMF du méta-modèle d’UML. Cela évite un effort
supplémentaire de développement d’une nouvelle implémentation du méta-modèle
de fUML et de l’adaptation à celle utilisée par Papyrus.
La figure 4.14 explique le principe d’application de profil et des stéréotypes dans
Papyrus. La partie (a) de la figure montre un profil simple. Il définit le stéréotype Device
qui sera appliqué sur des instances de la méta-classe Class. La partie (b) de la figure illustre
le modèle d’instance du profil créé par Papyrus afin d’être appliqué sur un modèle. La partie
(c) de la figure montre l’application du stéréotype Device sur une classe. La partie (d) de la
figure illustre le modèle d’instance du modèle et de l’application du stéréotype. Les étapes
de création du modèle d’instance sont les suivantes :
1. D’abord les instances qui correspondent au modèle sont créés (une instance de Package


















































































































































































































































































































































































































































































































































































FIGURE 4.14 – Mécanisme d’application des stéréotype dans Papyrus
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et une instance de Class).
2. L’application du profil MonProfil sur le package MonModèle est concrétisée par la
création d’une instance de ProfileApplication. Cette classe effectue le lien avec le
modèle et le profil appliqué, elle donne accès aux stéréotypes applicables sur les
éléments du modèle.
3. L’application du stéréotype Device est représentée par une instance du stéréotype
Device du modèle d’instance du profil.
Conformément à la norme d’UML2 [18], seule l’instance qui représente l’application du
stéréotype connait l’élément syntaxique auquel elle est attachée. En conséquence, l’élément
syntaxique ne peut pas connaitre le stéréotype appliqué sur lui. Ceci pose particulièrement
un problème dans fUML si on veut récupérer les stéréotypes appliqués sur des éléments
syntaxiques puis exploiter leurs informations dans le modèle d’exécution. Afin de permettre
aux éléments syntaxiques de récupérer leurs applications des stéréotypes, Papyrus/EMF
attache une classe supplémentaire (ECrossReferenceAdapter de la partie (d) de la figure 4.14) à
chaque élément syntaxique. Cette classe n’appartient pas au méta-modèle d’UML. Elle offre
les services nécessaires permettant aux éléments syntaxiques de récupérer leurs applications
de stéréotypes.
3.2 L’extension sémantique
L’extension sémantique consiste à ajouter dans le modèle d’exécution les éléments
nécessaires pour capturer les extensions sémantiques impliquées par l’utilisation d’un profil.
Ces éléments doivent exploiter les informations des stéréotypes pour le paramétrage du
modèle d’exécution afin de simuler les modèles selon une sémantique particulière. La figure
4.15 illustre l’ensemble des classes que nous avons introduit dans le modèle d’exécution.
 La classe StereotypeValue : Cette classe représente l’application de stéréotype
dans le modèle d’exécution. C’est une classe de type visiteur. Elle encapsule les valeurs
marquées du stéréotype dans une table de hachage (taggedValues) afin de faciliter
l’accès à ces valeurs. En effet, pour chaque stéréotype appliqué au niveau syntaxique,
une instance de StereotypeValue est créée dans le modèle d’exécution puis associée à
l’instance de la classe AcitivtyNodeAcitivation qui correspond au nœud syntaxique sur
lequel le stéréotype est appliqué.
 La classe StereotypeFactory : Cette classe fait partie des éléments qui constituent
le moteur d’exécution. Son rôle principal est la création des instances de la classe
StereotypeValue, il est assuré par l’opération createStereotypeValue. Le deuxième service
fourni par cette classe est la recherche d’une instance de StereotypeValue dans une
collection d’instances en fonction du nom du stéréotype. Il est réalisé par l’opération
findStereotypeValue.
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Locus
+ createStereotypeValue( stereotype : Stereotype ,node : ActivityNode) : StereotypeValue
+ findStereotypeValue ( name : String, stereotypeValues : ArrayList<StereotypeValue> ) : StereotypeValue
StereotypeFactory
+ evaluateTaggedValue( taggedValues : HashMap<String, Object>, propertyName : String, fieldName : String ) : Object
Evaluator
SemanticStrategy
+ getName () : String
+ evaluateTaggedValue( taggedValues : HashMap<String, Object>, propertyName : String, fieldName : String ) : Object
EvaluateTaggedValueStrategy
+ evaluateTaggedValue( taggedValues : HashMap<String, Object>, propertyName : String, fieldName : String ) : Object
NFPEvaluateTaggedValueStrategy
+ setName( name : String) 
+ getName () : String
+ setTaggedValues (HashMap<String,Object> taggedValues);
+ getTaggedValues () : HashMap<String,Object>
- taggedValues : HashMap <String,Object>
- name : String
StereotypeValue
SemanticVisitor










FIGURE 4.15 – Les classes introduites dans le modèle d’exécution pour la prise en compte
des profils
 La classe Evaluator : Cette classe est utilisée pour évaluer les valeurs marquées
stockées dans la classe StereotypeValue. Cette évaluation peut être différente d’une
valeur marquée à un autre, en fonction du type des propriétés du stéréotype.
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Par exemple l’évaluation d’une valeur marquée de type NFPDuration [34] n’est
pas effectuée de la même façon qu’une évaluation d’un type primitif. Afin de
permettre la spécification de différents mécanismes d’évaluation, nous avons défini
l’opération evaluateTaggedValue suivant le patron de conception de stratégie. Pour
cela, nous introduisons la classe EvaluteTaggedValueStrategy. C’est une classe de type
de stratégie. Elle sera raffinée pour chaque nouveau mécanisme d’évaluation par la
définition une nouvelle classe concrète dans laquelle, l’opération evaluateTaggedValue
est implémentée. A titre d’exemple, la classe NFPEvaluteTaggedValue est une classe
concrète qui implémente le mécanisme d’évaluation des type NFPDuration du profile
MARTE [34].
Les différents services de ces classes peuvent être combinés afin de spécifier une
sémantique particulière. Dans la partie suivante, nous présentons un cas d’étude sur lequel
nous montrons comment utiliser ces différentes classes pour spécifier la sémantique d’un
profil pour le domaine du temps réel.
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4 Application et validation : Sémantique d’exécution d’un sous
profil de MARTE pour l’analyse d’ordonnancement
Dans les sections précédentes, nous avons présenté en détail différentes extensions à
fUML et son modèle d’exécution. La présente section décrit comment utiliser ces extensions
pour paramétrer le modèle d’exécution afin de capturer la sémantique d’un profil en
particulier. L’exemple choisi est un sous profil de MARTE utilisé notamment dans la
méthodologie de modélisation Optimum [93]. Les modèles annotés par ce profil seront
simulés pour générer des traces d’exécution représentatives des caractéristiques temps réel,
notamment l’occurrence des événements, le temps des exécutions et les périodes. Nous
présentons tout d’abord la méthodologie de modélisation Optimum [93], en détaillant les
différents stéréotypes utilisés. Nous exposons ensuite un modèle applicatif modélisé en
suivant cette méthodologie. Par la suite, nous détaillons la façon dont nous avons paramétré
le modèle d’exécution et montrons comment l’approche proposée permet de simuler des
modèles annotés par un profil.
4.1 Introduction à la méthodologie de modélisation Optimum
Optimum est une méthodologie de modélisation qui s’appuie sur le profil MARTE.
Son objectif est de produire des modèles UML concurrents permettant l’analyse
d’ordonnancement. Le modèle final obtenu se base sur des contraintes temps réel durs.
Les concepts du profil MARTE utilisés par la méthodologie traitent les notions de
modélisation de ressources de plateforme, la modélisation pour l’analyse d’ordonnancement
et la modélisation des allocations. Ces stéréotypes sont regroupés dans un profil nommé
MARTE4Optimum. Le tableau 4.1 présente l’ensemble des stéréotypes utilisés.
Les stéréotypes de MARTE4Optimum Extensions UML
Alloc : :Allocate Abstraction
Alloc : :Allocated CallAction, Property
GRM : :SchedulableResource Property
GQAM : :GaPlatformResources Class
GQAM : :GaWorkloadBehavior Activity
GQAM : :GaWorkloadEvent AcceptEventAction
SAM : :SaAnalysisContext Activity
SAM : :SaEndToEndFlow ActivityPartition
SAM : :SaExecHost Property
SAM : :SaSharedResource Property
SAM : :SaStep CallAction
TABLE 4.1 – Les stéréotypes du profil MARTE4Optimum
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Pour commencer la modélisation, la méthodologie exige en entrée des scénarios
d’exécutions de type bout-à-bout (end-to-end scenarios) et les exigences temporelles
correspondantes. La première étape de modélisation produit un modèle de charge de
travail (Workload model). Il est constitué d’un modèle de comportement et d’un modèle
de plateforme d’exécution. La deuxième étape de modélisation créée le modèle d’analyse
d’ordonnançabilité. Il est obtenu par un mapping des scénarios de type bout-à-bout sur les
tâches de la plateforme d’exécution. Dans chaque étape le modèle est raffiné par l’application
des stéréotypes du profil MARTE4Optimum. Le modèle final est utilisé principalement pour
l’analyse d’ordonnancement. Dans notre cas, nous l’utilisons pour la simulation dans fUML.
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FIGURE 4.16 – Les étapes de modélisation dans Optimum
4.1.1 Le modèle de charge de travail (WorkLoad Model)
Ce modèle est composé d’un modèle de comportement et d’un modèle de plateforme
d’exécution. Le modèle de comportement (Workload Behavior) est capturé par les activités
d’UML. Il est créé à partir des scénarios sous forme de séquence d’actions déclenchées par
des événements externes. Une activité peut avoir plusieurs scénarios. Chaque scénario est
défini par les éléments suivants :
 Les événements sont représentés par des AcceptEventActions.
 Les actions déclenchées par les événements sont représentées soit par des
CallOperationActions ou par des CallBehaviorActions.
 Un scénario commence toujours par un AcceptEventAction.
 La dernière action d’un scénario est toujours suivie par un FinalFLowNode.
 Toutes les actions sont connectées par des arcs de flot de contrôle.
 Chaque séquence d’action d’un scénario ne doit pas contenir de cycles.
 Chaque séquence d’action est regroupée dans une ActivityPartition.
Après la définition des différents scénarios, le modèle est enrichi par l’application des
stéréotypes suivants :
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 Le diagramme d’activité est annoté par le stéréotype GaWorkloadBehavior.
 Chaque AcceptEventAction est annotée par le stéréotype GaWorkloadEvent dont
la politique d’arrivée des événements (périodique, apériodique, sporadique, etc.) est
définie dans la propriété arrivalPattern.
 Chaque ActivityParition est annotée par le stéréotype SaEndToEndFlow.
L’échéance de chaque scénario est spécifiée dans la propriété end2EndD.
 Chaque action de type CallOperationAction ou CallBehaviorAction est annotée par
le stéréotype SaStep, dans lequel le temps d’exécution est spécifié dans la propriété
execTime.
Quant au modèle de plateforme d’exécution, il définit les unités de calcul (processeurs)
et les ressources d’exécution (threads). Dans la première étape de la méthodologie ce modèle
n’est qu’une vue abstraite de la plateforme d’exécution. Les éléments de la plateforme
d’exécution sont modélisés par des propriétés UML, regroupées dans un classifier UML
annoté par le stéréotype GaResourcesPlatform. Le type de la propriété désigne le type de la
ressource (processeur ou thread). Le modèle obtenu sera raffiné dans les deuxièmes étapes
de la méthodologie.
4.1.2 Le modèle d’analyse d’ordonnançabilité
Ce modèle est obtenu par le raffinement du modèle de plateforme et par un mapping
des scénarios sur les ressources d’exécution. Les éléments de la plateforme d’exécution sont
enrichis comme suit :
 L’unit de calcul (processeur) est annotée par le stéréotype saExecHost. On doit
spécifier dans la propriété schedPolicy l’algorithme d’ordonnancement utilisé. Les
valeurs possibles sont FixedPriority dans le cas d’un algorithme à priorité fixe et
EarliestDeadlineFirst dans le cas d’un algorithme à échéance la plus proche.
 Chaque ressource d’exécution (thread) est annotée par le stéréotype Schedula-
bleResource. Dans ce stéréotype, on doit définir les paramètres d’ordonnancement de
la ressource d’exécution qui dépendent de l’algorithme d’ordonnancement choisi.
Ces paramètres sont définis dans la propriété schedParams sous forme d’expression
VSL [34]. Dans le cas d’un algorithme à priorité fixe, la priorité est spécifiée sous
la forme de schedParam :SchedParameters[0..*]=[fp(priority-value)]. Dans le cas d’un
algorithme à échéance la plus proche, l’échéance est définie sous la forme de
schedParam :SchedParameters[0..*]=[edf(deadline-value)].
Dans la phase de mapping, les scénarios sont affectés aux ressources d’exécution.
L’affectation est réalisée soit par scénario, soit par fonction. Dans le premier cas, tout le
scénario est assigné à la même ressource calcul. Dans le deuxième cas, les fonctions du
même scénario sont affectées à des ressources d’exécution différentes. En effet, le mapping
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est réalisé par l’application du stéréotype allocated sur chaque élément d’un scénario. On doit
spécifier la ressource d’exécution affectée à chaque fonction dans la propriété allocatedTo.
4.2 Cas d’étude
Le modèle présenté dans la figure 4.17 est obtenue par l’application de la méthodologie
Optimum.
« gaWorkloadBehavior » Concurrency example





AcceptEvent S2 CallBehavior 3 CallBehavior 4
« gaWorkloadEvent »
    arrivalPattern = periodic(60, ms)
« saStep »
    execTime = (10, ms)
    host=CPU
« allocated »
    allocatedTo = [task1]
« saStep »
    execTime = (15, ms)
    host=CPU
« allocated »
    allocatedTo = [task1]
« gaWorkloadEvent »
    arrivalPattern = periodic(100, ms) « saStep »
    execTime = (10, ms)
    host=CPU
« allocated »
    allocatedTo = [task2]
« saStep »
    execTime = (15, ms)
    host=CPU
« allocated »
    allocatedTo = [task2]
« saEndToEndFlow »
    end2EndD = (60, ms)
« saEndToEndFlow »
    end2EndD = (100, ms)
« GaResourcesPlatform » Execution platform 
ressources 
task1 : Task task2 : Task
Software ressources
« schedulableRessource »
    schedParams = fp(20)
« schedulableRessource »










FIGURE 4.17 – Le modèle obtenue en appliquant la méthodologie Optimum
La partie supérieure de la figure correspond à la plateforme d’exécution. Elle contient une
seule unité physique de calcul et deux ressources d’exécution task1 et task2. L’algorithme
d’ordonnancement que nous avons choisi est un ordonnancement à priorité fixe de type
taux monotone (Rate-monotonic) [94]. La tâche 1 est plus prioritaire que la tâche 2. La partie
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inférieure de la figure correspond au modèle de comportement. Il contient deux scénarios
composés de CallBehaviorAction. Le mapping que nous avons utilisé est un mapping par
scénario. Donc toutes les fonctions d’un scénario sont exécutées par la même tâche. Quant
aux événements déclencheurs, ils sont modélisés par des signaux. Leur politique d’arrivée
est périodique.
Le modèle d’instance des classes du modèle d’exécution qui correspond au diagramme






































FIGURE 4.18 – Modèle d’instance du modèle d’exécution du diagramme d’activité du cas
d’étude
4.3 La sémantique d’exécution d’Optimum
La sémantique d’exécution associée au modèle obtenu par Optimum varie en fonction de
différents paramètres notamment, le nombre d’unité physique (exécution mono processeur
ou multiprocesseur), l’algorithme d’ordonnancement (priorité, préemption). Pour notre cas
d’étude, la sémantique associée est la suivante :
 Chaque scénario commence à la réception du signal déclencheur.
 Une fois le scénario déclenché, toutes ses actions sont exécutées jusqu’à la fin du
flot (FinalFlowNode).
 L’algorithme d’ordonnancement est de type priorité fixe à taux monotone.
 L’exécution d’un scénario est atomique, donc il n’y a pas de préemption.
 Quand deux événements (signaux) arrivent en même temps, le scénario à
exécuter est sélectionné selon la priorité assignée à la tâche sur laquelle il est alloué.
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 Toutes les exécutions doivent respecter les contraintes de temps spécifiées dans
le modèle.
Afin de simuler le modèle par le moteur d’exécution de fUML, on doit ajouter cette
sémantique dans le modèle d’exécution en respectant les extensions que nous avons
proposées. Pour cela nous avons introduit les classes suivantes :
 La classe RMSelectNextActionStrategy pour définir la politique d’ordonnance-
ment que nous avons adopté. L’algorithme d’ordonnancement à taux monotone est
implémenté dans l’opération selectionNextAction de cette classe.
 La classe NFPEvaluateTaggedValueStrategy pour définir le mécanisme d’éva-
luation des propriétés exprimées en VSL des stéréotypes NFPDuration . Le
mécanisme d’évaluation est implémenté dans l’opération evaluateTaggedValue. Pour
une expression du type schedParams =[fp(30)] l’opération d’évaluation renvoie la valeur
30 qui sera utilisé dans la politique d’ordonnancement.
La figure 4.19 expose les classes ajoutées dans le modèle d’exécution. L’implémentation
de ces classes est présentée dans l’annexe A.
SemanticStrategy
+ getName () : String
+ evaluateTaggedValue( taggedValues : HashMap<String, Object>, propertyName : String, fieldName : String ) : Object
EvaluateTaggedValueStrategy
+ evaluateTaggedValue( taggedValues : HashMap<String, Object>, propertyName : String, fieldName : String ) : Object
NFPEvaluateTaggedValueStrategy
+ getName() : String
+ selectNextAction( ArrayList<ActivityNodeActivation>  schedulingList ) : ActivityNodeActivation 
SelectNextActionStrategy
+ selectNextAction( ArrayList<ActivityNodeActivation>  schedulingList ) : ActivityNodeActivation 
RMSelectNextActionStrategy
FIGURE 4.19 – Les classes du modèle d’exécution de fUML pour définir la sémantique
d’exécution d’Optimum
Afin de générer des traces d’exécution qui permettent de vérifier et valider efficacement
le comportement à simuler, nous avons utilisé la librairie OTF [95] (Open Trace Format).
Cette librairie permet de générer des traces d’exécution stockées dans un fichier. Ces traces
permettent de visualiser les différents flots d’exécution ainsi que les propriétés temporelles
de l’exécution. Pour visualiser un fichier de trace, il faut utiliser des outils destinés à la
visualisation des traces OTF tels que Vampir [96] et le plugin G-Eclipse [97]. Dans notre
cas, nous avons choisi Vampir car il offre une représentation intuitive et détaillée.
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La librairie d’OTF fournit une API libre destinée à la lecture et l’écriture des traces
d’exécution volumineuses qui peuvent atteindre 1 gigaoctet de données. Cette API est
utilisée essentiellement dans le domaine du calcul à haute performance, pour analyser
les exécutions et les communications d’un nombre important de processeurs. L’idée
principale d’OTF est de stocker les informations des événements de l’exécution (occurrence
d’un événement, temps de début et de fin d’exécution d’une fonction, etc.) dans des
enregistrements d’événements (fichier) qui seront triés par le temps. Dans cette étude, nous
utilisons l’API OTF pour enrichir le code de la politique d’ordonnancement (l’opération
selectNextAction) afin de générer l’information que nous voulons observer. Le document [98]
donne une spécification complète de toute l’API d’OTF.
La figure 4.20 présente la trace d’exécution obtenue par la simulation du cas d’étude. La
simulation a été réalisé sur un intervalle de temps de 220 ms.
FIGURE 4.20 – Visualisation de la trace d’exécution OTF de la simulation du cas d’étude par
l’outil Vampir
On remarque que nous avons deux flots d’exécution concurrents task1 et task2. Nous
avons ajouté le troisième flot SignalEvent dans la trace pour permettre de connaitre la
date d’occurrence de l’événement déclencheur des flots d’exécutions. Les rectangles rouges
représentent les exécutions des différents flots. Les informations temporelles sur l’exécution
d’un flot sont obtenues en cliquant sur le rectangle correspondant. La maniéré dont nous
avons utilisé l’API OTF pour généré cette trace d’exécution est expliqué dans l’annexe A. La
trace d’exécution que nous avons présentée illustre un cas idéal d’exécution qui ne contient
aucun problème à détecter. Le but derrière ce type de trace est de pouvoir détecter une erreur
et la corriger le plus tôt possible dans le flot de conception d’une application. Pour cela, nous
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allons montrer deux cas où nous détecterons un dépassement d’échéance.
Dans le premier cas, nous modifions le temps d’exécution de CallBehavior1 et de
CallBehavior2 qui s’exécutent sur la tâche 1. Nous affectons 30 ms à CallBehavior1 et 35 ms
à CallBehavior2. La figure 4.21 montre la trace d’exécution obtenue par le moteur d’exécution
de fUML. On remarque un premier dépassement d’échéance pour CallBehavior1 à t0+120
ms et un deuxième dépassement d’échéance t0+180 ms pour CallBehavior2. Le moteur

















FIGURE 4.21 – Visualisation de la trace d’exécution OTF de la simulation du cas d’étude
(Dépassement d’échéance 1)
Dans le deuxième cas, nous modifions les temps d’exécution de CallBehavior3 et
CallBehavior4 qui s’exécutent sur la tâche 2. Nous affectons 30 ms à CallBehavior3 et 30 ms
à CallBehavior4. La figure 4.22 montre la trace d’exécution obtenue par le moteur d’exécution
de fUML. On remarque bien un dépassement d’échéance pour CallBehavior2 à t0+180 ms.
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Les travaux présentés dans ce manuscrit de thèse traitent de l’exécution et de la
simulation pour le domaine des systèmes temps réel embarqués. Ce travail s’inscrit dans
le contexte de l’ingénierie dirigée par les modèles. L’objectif de ces travaux était de mettre
en øeuvre un moteur d’exécution de modèles exploitant les hypothèses sur la sémantique
d’exécution des modèles à un niveau d’abstraction élevé afin de pouvoir simuler ces modèles
le plus tôt possible dans le flot de conception d’une application.
Pour cela, nous avons exploité le standard OMG «Semantics of a Foundational Subset for
Executable UML Models» (fUML). Ce standard propose une formalisation de la sémantique
d’exécution pour un sous-ensemble du méta-modèle d’UML. La sémantique est spécifiée
dans un style opérationnel, c’est le type de description le plus adapté pour décrire les aspects
comportementaux. Cette description sémantique est organisée sous forme d’un modèle
d’exécution suffisamment détaillé pour permettre l’interprétation des modèles. L’utilisateur
peut modéliser la structure et le comportement de son application puis exécuter son modèle
en utilisant cet interpréteur pour valider et vérifier ses choix de conception dans un niveau
d’abstraction élevé.
Premièrement, nous avons présenté le contexte général de ces travaux. Nous avons
survolé les concepts essentiels de l’ingénierie dirigée par les modèles ainsi que les aspects
importants des systèmes temps réel embarqués. Nous avons mené ensuite un état de l’art
sur les différentes techniques de description de la sémantique des langages de modélisation
et les approches et outils permettant la définition de la sémantique et la simulation des
modèles. Par la suite, nous avons présenté en détail le standard fUML en identifiant ses
limites vis-à-vis des besoins de modélisation et de sémantique d’exécution des modèles
de systèmes temps réel. Dans la dernière partie, nous avons présenté notre approche pour
l’exploitation de la sémantique d’exécution pour la simulation des modèles temps réel. Cette
approche se base sur le modèle d’exécution de fUML. Elle étend le modèle d’exécution
de fUML afin de prendre en compte les aspects relevant du domaine du temps réel. Les
différentes réalisations que nous avons effectuées sont :
 Nous avons introduit un ordonnanceur. Cela permet de contrôler les exécutions
des actions et donne le moyen de définir plusieurs politiques d’ordonnancement.
 Nous avons introduit une horloge. Cela permet de prendre en compte la notion
du temps dans les exécutions des modèles.
 Nous avons ajouté les mécanismes nécessaires pour prendre en compte
l’application des profils sur les modèles. Cela permet de paramétrer le modèle
d’exécution de fUML afin d’interpréter une sémantique d’exécution particulière
impliquée par l’application d’un profil.
 Nous avons montré par un cas d’étude comment utiliser ces extensions pour
paramétrer le modèle d’exécution de fUML en fonction d’une sémantique particulière.
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La sémantique que nous avons abordée est celle d’un sous-profil de MARTE appliqué
à l’analyse d’ordonnancement temps réel.
 Nous avons introduit le format de traces OTF. Cela permet de vérifier et valider
efficacement les résultats de simulation des modèles.
 Toutes ces extensions sont implémentées sous forme d’un plugin intégré à l’outil
Papyrus.
La solution proposée répond aux quatre critères que nous avons définis dans
l’introduction, en résumé :
 Les différentes extensions réalisées au niveau du modèle d’exécution de fUML,
en particulier l’ordonnanceur et l’horloge permettent de simuler des comportements
temporisés et concurrents.
 La solution proposée s’appuie sur la sémantique précise du standard fUML.
De plus, la génération de traces de simulation dans un format standardisé permet
l’exploitation de ces informations pour une activité d’analyse.
 L’extension qui gère l’application des profils sur les modèles et le paramétrage
du modèle d’exécution de fUML, offre une grande flexibilité permettant de capturer
les particularités de différents domaines.
 Le standard fUML respect par défaut les préconisations du MDA, cela à
faciliter considérablement l’intégration du moteur d’exécution obtenue dans un flot
de conception IDM. Cela est concrétisé par un plugin de simulation de modèles dans
l’outil Papyrus.
2 Perspectives
Les perspectives des travaux présentés dans ce mémoire suivent différents axes de
réflexion et se situent dans des contextes de recherche différents.
A court terme nous devons essentiellement définir une méthodologie générique qui
donne des règles méthodologiques de paramétrage du modèle d’exécution en fonction de
la sémantique d’un profil.
Pour la partie implémentation, nous devons améliorer l’aspect graphique des
simulations. Nous devons ajouter l’aspect animation de modèles afin de pouvoir visualiser
l’évaluation des modèles dans le temps. Un autre aspect d’implémentation que nous devons
améliorer est celui de la visualisation de traces d’exécution. Pour éviter la dépendance à un
outil externe de visualisation tel que Vampir, nous devons développer notre propre plugin
de visualisation de traces dans Papyrus.
A moyen terme, nous prévoyant d’enrichir le domaine de simulation de modèle UML
pour le temps réel. Notre approche sera raffinée de telle sorte que les extensions proposées
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s’appuient plus explicitement sur des fondements théoriques de la simulation à événement
discret. Ce raffinement devrait permettre d’affiner les résultats de simulation, de faire de
l’exploration d’architectures en prenant en compte des modèles de plateformes d’exécution
très abstraits
A long terme, nous devons réfléchir à une généralisation du principe d’extraction du
contrôle du modèle d’exécution, de façons à permettre à un outil extérieur de piloter
l’exécution et d’interagir avec le moteur d’exécution. Il serait intéressant aussi de réfléchir à




Implémentation des algorithmes de la
sémantique du cas d’étude
1 Implémentation de la classe RMSelectNextActionStrategy
Cette classe implémente en Java la sémantique d’exécution des modèles obtenues par
l’application de la méthodologie Optimum.
Listing A.1 – Class RMSelectNextAction





∗ @author Abderraouf Benyahia { abderraouf . benyahia@supelec . f r }
∗
∗/
public c l a s s RMSelectNextActionStrategy extends Se lec tNextAct ionSt ra tegy {
// A t t r i b u t s pour capturer l a sémantique d ’Optimum
private i n t t = 1 ;
private i n t s t a t e = 0 ;
private Lis t <ActivityNodeActivat ion > a c c e p t A c t i o n L i s t = new Lis t <
ActivityNodeActivat ion > ( ) ;
private Lis t <ActivityNodeActivat ion > cba = new Lis t <
ActivityNodeActivat ion > ( ) ;
private i n t maxAccept = 1 0 ;
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private i n t [ ] l a s t A c c e p t S t a r t = new i n t [ maxAccept ] ;
private i n t periodReadyAccept ;
private enum s t a t e { 0 , 1 , 2 , 3 , 4 } ;
// A t t r i b u t s pour l a ges t ion des t r a c e s OTF
private OTF o t f = OTF . INSTANCE ;
private OTF . OTF_Writer wr i t e r ;
private OTF . OTF_FileManager manager ;
private i n t randomFuncID = 0 ;
private i n t randomFuncIDSignal = 5 0 0 ;
/∗=================================================================∗/
/∗ Méthode de s é l e c t i o n d ’ une a c t i o n de l a l i s t e en f o n c t i o n de l a
sémantique d ’Optimum ∗/
/∗=================================================================∗/
@Override
public Activi tyNodeActivat ion se lec tNextAct ion ( L is t <ActivityNodeActivat ion >
schedul ingLis t , Locus locus ) {
switch ( s t a t e ) {
case 0 : {
// I n i t i a l i s a t i o n du f i l e manager d ’OTF pour l ’ enregis t rement des
t r a c e s
manager = o t f . OTF_FileManager_open ( 1 ) ;
a s s e r t ( manager != null ) ;
w r i t e r = o t f . OTF_Writer_open ( " OptimumTrace " , 1 , manager ) ;
a s s e r t ( w r i te r != null ) ;
// Créat ion des enregis t rements des t r a c e s pour chaque f l o t d ’
exécut ion
o t f . OTF_Writer_writeDefTimerResolution ( wri ter , 0 , 1000) ;
o t f . OTF_Writer_writeDefProcess ( wri ter , 0 , 1 , " Task 1 " , 0 ) ;
o t f . OTF_Writer_writeDefProcess ( wri ter , 0 , 2 , " Task 2 " , 0 ) ;
o t f . OTF_Writer_writeDefProcess ( wri ter , 0 , 3 , " SignalEvent " , 0 ) ;
o t f . OTF_Writer_writeDefProcessGroup ( wri ter , 0 , 3 , " GaWorkloadBehavior
" ) ;
// Lancement de l a capture des t r a c e s d ’ execut ion pour chaque f l o t d ’
exécut ion
o t f . OTF_Writer_writeBeginProcess ( wri ter , 0 , 1 ) ;
o t f . OTF_Writer_writeBeginProcess ( wri ter , 0 , 2 ) ;
o t f . OTF_Writer_writeBeginProcess ( wri ter , 0 , 3 ) ;
t h i s . s t a t e = 1 ;
}
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case 1 : {
for ( i n t i = 0 ; i < maxAccept ; i ++) {
l a s t A c c e p t S t a r t [ i ] = −1;
}
// Chercher l e s ca l lBehaviorAct ion qui appe l l en t une a c t i v i t é sur
l a q u e l l e s t é r é o t y p e SaEndtoEndFlow e s t appliqué
for ( i n t i = 0 ; i < s c he d ul i ng L is t . s i z e ( ) ; i ++) {
i f ( s c he d ul i ng L is t . get ( i ) instanceof Cal lBehaviorAct ionAct ivat ion )
{
Cal lBehaviorAct ion ca l lBehaviorAct ion = ( Cal lBehaviorAct ion )
s ch e du l in g Li s t . get ( i ) . node ;
A c t i v i t y c a l l e d A c t i v i t y = ( A c t i v i t y ) ca l lBehaviorAct ion .
getBehavior ( ) ;
EList <Stereotype > appl iedStereotypes = c a l l e d A c t i v i t y .
getAppl iedStereotypes ( ) ;
i f ( ( appl iedStereotypes , " SaEndtoEndFlow " ) == 1) {




t h i s . s t a t e = 2 ;
}
case 2 : {
// Démarrer l e s accepetEventAction en f o n c t i o n de l a p r i o r i t é de l a
tâche sur l a q u e l l e l e s a c t i o n s sont a l l o u é e s
for ( i n t i = 0 ; i < s c he d ul i ng L is t . s i z e ( ) ; i ++) {
i f ( s c he d ul i ng L is t . get ( i ) instanceof AcceptEventActionActivat ion )
{
t h i s . a c c e p t A c t i o n L i s t . add ( sc h ed u l i n gL i s t . get ( i ) ) ;
return s ch e du l in g Li s t . get ( i ) ;
}
}
t h i s . s t a t e = 3 ;
}
case 3 : {
// Algorithme de choix de des a c t i o n s selon l a p o l i t i q u e RM
while ( locus . c lock . getTime ( ) < s imulat ionCycles ) {
i n t indiceS = sendSignal ( ) ;
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i f ( indiceS != −1)
return a c c e p t A c t i o n L i s t . get ( indiceS ) ;
i f ( ! s c he d ul i ng L is t . isEmpty ( ) ) {
for ( i n t i = 0 ; i < s c he d ul i ng L is t . s i z e ( ) ; i ++) {
i n t i s S te r e o t y pe d = stereotypeIsAppl ied ( s ch e du l in g Li s t . get ( i
) . node . getAppl iedStereotypes ( ) , " SaStep " ) ;
i f ( ( i s S t e r e o t y pe d == 0) ) {
return s ch e du l in g Li s t . get ( i ) ;
} e lse {
t h i s . cba . add ( 0 , sc h ed u l i n gL i s t . get ( i ) ) ;
ordonerCBA_Nonpreamptif ( ) ;
s ch e du l in g Li s t . remove ( i ) ;
}
}
} e lse {
Act ivi tyNodeActivat ion nodeActivat ionLate = null ;
i f ( ! cba . isEmpty ( ) ) {
for ( i n t i = 0 ; i < cba . s i z e ( ) ; i ++) {
i f ( cba . get ( i ) . isReady ( ) ) {
Debug . myPrintlnForSched ( " [ Debug ] s t a r t time of : " +
cba . get ( i ) . node . getName ( ) + " =" + locus . c lock .
getTime ( ) ) ;
t h i s . randomFuncID++;
// E c r i t u r e de l a t r a c e OTF
o t f . OTF_Writer_writeDefFunction ( wri ter , 0 , t h i s .
randomFuncID , cba . get ( i ) . node . getName ( ) , 1000 , 0 ) ;
i f ( getTaskName ( cba . get ( i ) ) . compareTo ( " task1 " ) == 0) {
o t f . OTF_Writer_writeEnter ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 1 , 0 ) ;
} e lse {
i f ( getTaskName ( cba . get ( i ) ) . compareTo ( " task2 " ) ==
0) {
o t f . OTF_Writer_writeEnter ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 2 , 0 ) ;
} e lse {
o t f . OTF_Writer_writeEnter ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 4 , 0 ) ;
}
}
Act ivi tyNodeActivat ion nodeActivation = cba . get ( i ) ;
i n t execTime = getExecTime ( nodeActivation ) ;
nodeActivat ionLate = null ;
nodeActivat ionLate = updateTime ( execTime , locus ) ;
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i f ( nodeActivat ionLate != null ) {
nodeActivat ionLate . r e c e i v e O f f e r ( ) ;
s ch e du l in g Li s t . add ( nodeActivat ionLate . outgoingEdges
. get ( 0 ) . t a r g e t ) ;
}
Debug . myPrintlnForSched ( " [ Debug ] end time of : " + cba .
get ( i ) . node . getName ( ) + " =" + locus . c lock . getTime
( ) ) ;
// E c r i t u r e de l a t r a c e OTF
i f ( getTaskName ( cba . get ( i ) ) . compareTo ( " task1 " ) == 0) {
o t f . OTF_Writer_writeLeave ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 1 , 0 ) ;
} e lse {
i f ( getTaskName ( cba . get ( i ) ) . compareTo ( " task2 " ) ==
0) {
o t f . OTF_Writer_writeLeave ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 2 , 0 ) ;
} e lse {
o t f . OTF_Writer_writeLeave ( wri ter , locus . c lock .
getTime ( ) , t h i s . randomFuncID , 4 , 0 ) ;
}
}




} e lse { }




case 4 : {
// Fermeture du f i c h i e r de t r a c e s OTF e t f i n de l a s imulat ion
o t f . OTF_Writer_writeEndProcess ( wri ter , locus . c lock . getTime ( ) , 1 ) ;
o t f . OTF_Writer_writeEndProcess ( wri ter , locus . c lock . getTime ( ) , 2 ) ;
o t f . OTF_Writer_writeEndProcess ( wri ter , locus . c lock . getTime ( ) , 3 ) ;
o t f . OTF_Writer_close ( w r i t e r ) ;
o t f . OTF_FileManager_close ( manager ) ;
}
}




/∗ Méthode de mise à jour du temps ∗/
/∗=================================================================∗/
Activi tyNodeActivat ion updateTime ( i n t advanceTime , Locus locus ) {
i f ( advanceTime == 1) {
locus . c lock . advanceTime ( 1 ) ;
} e lse {
for ( i n t i = 1 ; i <= advanceTime ; i ++) {
locus . c lock . advanceTime ( 1 ) ;
i n t indiceS = sendSignal ( ) ;
i f ( indiceS != −1) {
locus . c lock . advanceTime ( advanceTime − i ) ;







/∗ Méthode d ’ ordonnancement des CallBehaviorAcrion pour l a vers ion préemptive
de RM ∗/
/∗=================================================================∗/
void ordonerCBA ( ) {
i n t maxPr ior i ty J = 0 ;
i f ( t h i s . cba . s i z e ( ) > 1) {
for ( i n t i = t h i s . cba . s i z e ( ) − 1 ; i >= 0 ; i−−) {
for ( i n t j = 0 ; j <= i ; j ++) {
i f ( g e t P r i o r i t y ( t h i s . cba . get ( maxPr ior i ty J ) ) < g e t P r i o r i t y ( t h i s . cba
. get ( j ) ) ) {
maxPr ior i ty J = j ;
}
i f ( maxPr ior i ty J != i ) {
Act ivi tyNodeActivat ion tempNode = t h i s . cba . get ( maxPr ior i ty J ) ;
t h i s . cba . add ( maxPrior i tyJ , t h i s . cba . get ( i ) ) ;
t h i s . cba . remove ( maxPr ior i ty J + 1) ;
t h i s . cba . add ( i , tempNode ) ;
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/∗=================================================================∗/
/∗ Méthode d ’ ordonnancement des CallBehaviorAcrion pour l a vers ion non
préemptive de RM ∗/
/∗=================================================================∗/
void ordonerCBA_Nonpreamptif ( ) {
i n t maxPr ior i ty J = 0 ;
i f ( t h i s . cba . s i z e ( ) > 1) {
for ( i n t i = t h i s . cba . s i z e ( ) − 1 ; i > 0 ; i−−) {
for ( i n t j = 1 ; j <= i ; j ++) {
i f ( g e t P r i o r i t y ( t h i s . cba . get ( maxPr ior i ty J ) ) < g e t P r i o r i t y ( t h i s . cba
. get ( j ) ) ) {
maxPr ior i ty J = j ;
}
i f ( maxPr ior i ty J != i ) {
Act ivi tyNodeActivat ion tempNode = t h i s . cba . get ( maxPr ior i ty J ) ;
t h i s . cba . add ( maxPrior i tyJ , t h i s . cba . get ( i ) ) ;
t h i s . cba . remove ( maxPr ior i ty J + 1) ;
t h i s . cba . add ( i , tempNode ) ;







/∗ Méthode pour récupérer l e temps d ’ exécut ion des a c t i o n s ∗/
/∗=================================================================∗/
i n t getExecTime ( Act ivi tyNodeActivat ion node ) {
StereoTypeValue saStep = node . getExecutionLocus ( ) . s tereoTypeFactory .
f indStereoTypeValue ( " SaStep " , node . stereoTypeValues ) ;
Object o = node . getExecutionLocus ( ) . eva luator . evaluateTaggedValueV1 ( saStep .
getTaggedValues ( ) , " execTime " ) ;
EList <Str ing > oo = ( EList <Str ing >) o ;




/∗ Méthode pour récupérer l a p r i o r i t é des a c t i o n s ∗/
/∗=================================================================∗/
i n t g e t P r i o r i t y ( Act ivi tyNodeActivat ion node ) {
StereoTypeValue a l l o c a t e d = node . getExecutionLocus ( ) . s tereoTypeFactory .
f indStereoTypeValue ( " Al located " , node . stereoTypeValues ) ;
118 Implémentation des algorithmes de la sémantique du cas d’étude
Object o = node . getExecutionLocus ( ) . eva luator . evaluateTaggedValueV1 (
a l l o c a t e d . getTaggedValues ( ) , " a l loca tedTo " ) ;
BasicEObjectImpl tmp = ( ( B a s i c I n t e r n a l E L i s t <BasicEObjectImpl >) o ) . get ( 0 ) ;
Property task = ( Property ) UMLUtil . getBaseElement ( tmp ) ;
S t r i n g taskName = task . getName ( ) ;
EList <Stereotype > s t = task . getAppl iedStereotypes ( ) ;
EList <Str ing > oo = ( EList <Str ing >) task . getValue ( stereotypeIsAppliedV2 ( st ,
" SchedulableResource " ) , " schedParams " ) ;




/∗ Méthode pour récupérer l e nom de l a tâche sur l a q u e l l e une a c t i o n e s t
exéctuée ∗/
/∗=================================================================∗/
S t r i n g getTaskName ( Act ivi tyNodeActivat ion node ) {
StereoTypeValue a l l o c a t e d = node . getExecutionLocus ( ) . s tereoTypeFactory .
f indStereoTypeValue ( " Al located " , node . stereoTypeValues ) ;
Object o = node . getExecutionLocus ( ) . eva luator . evaluateTaggedValueV1 (
a l l o c a t e d . getTaggedValues ( ) , " a l loca tedTo " ) ;
BasicEObjectImpl tmp = ( ( B a s i c I n t e r n a l E L i s t <BasicEObjectImpl >) o ) . get ( 0 ) ;
Property task = ( Property ) UMLUtil . getBaseElement ( tmp ) ;




/∗ Méthode pour l a générat ion d ’ évenements par envoie de s i g n a l ∗/
/∗=================================================================∗/
i n t sendSignal ( ) {
for ( i n t i = 0 ; i < a c c e p t A c t i o n L i s t . s i z e ( ) ; i ++) {
Act ivi tyNodeActivat ion aa = a c c e p t A c t i o n L i s t . get ( i ) ;
L i s t <StereoTypeValue > stv = aa . stereoTypeValues ;
Locus l l = aa . getExecutionLocus ( ) ;
StereoTypeValue ss = l l . s tereoTypeFactory . f indStereoTypeValue ( "
GaWorkloadEvent " , a c c e p t A c t i o n L i s t . get ( i ) . stereoTypeValues ) ;
StereoTypeValue gaWorkloadEventAccepti = a c c e p t A c t i o n L i s t . get ( i ) .
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getExecutionLocus ( ) . s tereoTypeFactory . f indStereoTypeValue ( "
GaWorkloadEvent " , a c c e p t A c t i o n L i s t . get ( i ) . stereoTypeValues ) ;
Act ivi tyNodeActivat ion a = a c c e p t A c t i o n L i s t . get ( i ) ;
Locus l = a . getExecutionLocus ( ) ;
Object o = l . eva luator . evaluateTaggedValueV1 ( gaWorkloadEventAccepti .
getTaggedValues ( ) , " pa t te rn " ) ;
i n t periodAccepti = new I n t e g e r ( ( S t r i n g ) a c c e p t A c t i o n L i s t . get ( i ) .
getExecutionLocus ( ) . eva luator . evaluateTaggedValueV1 (
gaWorkloadEventAccepti . getTaggedValues ( ) , " pa t te rn " ) ) ;
i f ( ( a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) − (
l a s t A c c e p t S t a r t [ i ] + 1) >= periodAccepti ) && ( l a s t A c c e p t S t a r t [ i ] ==
−1) ) {
i f ( ( a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) − (
l a s t A c c e p t S t a r t [ i ] + 1) ) > periodAccepti ) {
Debug . myPrintlnForSchedErr ( " period v i o l a t i o n ! " ) ;
}
Debug . myPrintlnForSched ( " [ Debug ] S igna le occurence time : " +
a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) + " of
: " + a c c e p t A c t i o n L i s t . get ( i ) . node . getName ( ) ) ;
t h i s . randomFuncIDSignal ++;
// E c r i t u r e d ’ une t r a c e OTF
o t f . OTF_Writer_writeDefFunction ( wri ter , 0 , t h i s . randomFuncIDSignal ,
a c c e p t A c t i o n L i s t . get ( i ) . node . getName ( ) , 1000 , 0 ) ;
o t f . OTF_Writer_writeEnter ( wri ter , a c c e p t A c t i o n L i s t . get ( i ) .
getExecutionLocus ( ) . c lock . getTime ( ) − 1 , t h i s . randomFuncIDSignal ,
3 , 0 ) ;
o t f . OTF_Writer_writeLeave ( wri ter , a c c e p t A c t i o n L i s t . get ( i ) .
getExecutionLocus ( ) . c lock . getTime ( ) , t h i s . randomFuncIDSignal , 3 ,
0 ) ;
l a s t A c c e p t S t a r t [ i ] = a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) .
c lock . getTime ( ) ;
a c c e p t A c t i o n L i s t . get ( i ) . r e c e i v e O f f e r ( ) ;
return −1;
} e lse
i f ( a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) −
l a s t A c c e p t S t a r t [ i ] >= periodAccepti && ( l a s t A c c e p t S t a r t [ i ] != −1) )
{
i f ( a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) −
l a s t A c c e p t S t a r t [ i ] > periodAccepti ) {
Debug . myPrintlnForSchedErr ( " period v i o l a t i o n ! " ) ;
}
Debug . myPrintlnForSched ( " [ Debug ] S igna le occurence time : " +
a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) . c lock . getTime ( ) + "
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of : " + a c c e p t A c t i o n L i s t . get ( i ) . node . getName ( ) ) ;
t h i s . randomFuncIDSignal ++;
// E c r i t u r e d ’ une t r a c e OTF
o t f . OTF_Writer_writeDefFunction ( wri ter , 0 , t h i s . randomFuncIDSignal
, a c c e p t A c t i o n L i s t . get ( i ) . node . getName ( ) , 1000 , 0 ) ;
o t f . OTF_Writer_writeEnter ( wri ter , a c c e p t A c t i o n L i s t . get ( i ) .
getExecutionLocus ( ) . c lock . getTime ( ) − 1 , t h i s .
randomFuncIDSignal , 3 , 0 ) ;
o t f . OTF_Writer_writeLeave ( wri ter , a c c e p t A c t i o n L i s t . get ( i ) .
getExecutionLocus ( ) . c lock . getTime ( ) , t h i s . randomFuncIDSignal ,
3 , 0 ) ;
l a s t A c c e p t S t a r t [ i ] = a c c e p t A c t i o n L i s t . get ( i ) . getExecutionLocus ( ) .







2 Implémentation de la classe VSLEvaluateTaggedValueStrategy
Cette classe implémente en Java le mécanisme d’évaluation des propriétés de MARTE
exprimées en VSL.
Listing A.2 – Class VSLEvaluateTaggedValueStrategy
package fUML. Semantics . Loci ;
import j ava . u t i l . HashMap ;





∗ @author Abderraouf Benyahia { abderraouf . benyahia@supelec . f r }
∗
∗/
public c l a s s VSLEvaluateTaggedValueStrategy extends EvaluateTaggedValueStrategy {
public Locus locus = null ;
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/∗=================================================================∗/
/∗ Méthode de d ’ éva luat ion des p r o p r i é t é s de typde VSL ∗/
/∗=================================================================∗/
@Override
public Object evaluateTaggedValue (HashMap<Str ing , Str ing > taggedValues , S t r i n g
propertyName , S t r i n g fieldName ) {
S t r i n g property = taggedValues . get ( propertyName ) ;
S t r i n g [ ] temp1 = property . s p l i t ( " \\( " ) ;
S t r i n g [ ] temp2 = temp1 [ 1 ] . s p l i t ( " \\) " ) ;
S t r i n g [ ] temp3 = temp2 [ 0 ] . s p l i t ( " , " ) ;
HashMap<Str ing , Object > f i l e d V a l u e s = new HashMap<Str ing , Object > ( ) ;
for ( i n t i = 0 ; i < temp3 . length ; i ++) {
S t r i n g [ ] temp4 = temp3 [ i ] . s p l i t ( "=" ) ;
i f ( temp4 . length > 1) {
f i l e d V a l u e s . put ( temp4 [ 0 ] , temp4 [ 1 ] ) ;
}
}
return f i l e d V a l u e s . get ( fieldName ) ;
}
}
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