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Abstract—This paper proposes a decentralized algorithm for
real-time control of oscillatory dynamics in power systems. The
algorithm integrates dynamic state estimation (DSE) with an
extended linear quadratic regulator (ELQR) for optimal control.
The control for one generation unit only requires measurements
and parameters for that unit, and hence the control at a unit
remains completely independent of other units. The control gains
are updated in real-time, therefore the control scheme remains
valid for any operating condition. The applicability of the pro-
posed algorithm has been demonstrated on a representative power
system model.
Index Terms—Decentralized, dynamic state estimation, ex-
tended linear quadratic regulator, optimal control.
NOMENCLATURE
Difference of rotor angle and stator voltage
phase in rad.
Denotes a zero matrix of size .
Discrete and continuous forms of the state
matrix, resp.
Discrete and continuous forms of the input
matrix, resp.
Discrete and continuous forms of pseudo-input
matrix, resp.
State-feedback gain in the LQR and ELQR
solutions.
Feedback gains corresponding to in the
ELQR solution.
Vectors of differential and algebraic functions,
resp.
Denotes an identity matrix of appropriate size.
Quadratic cost function for a discrete LTI
system.
Positive-deﬁnite matrix corresponding to .
State cost matrix.
Input and pseudo-input cost matrices, resp.
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Matrices corresponding to and , resp, in
the ELQR.
Discrete and continuous forms of the input
vector, resp.
Discrete and continuous forms of pseudo-input
vector, resp.
Discrete and continuous forms of the state
vector, resp.
Vector of continuous-time algebraic quantities.
Rotor angle in rad.
Rotor-speed in p.u., and its base-value in rad/s,
resp.
Stator current phase in rad.
Subtransient emfs due to axis damper coil
in p.u.
Subtransient emfs due to axis damper coil
in p.u.
Stator voltage phase in rad.
Rotor damping constant in p.u.
State of the dummy-rotor coil in p.u.
Transient emf due to ﬂux in -axis damper coil
in p.u.
Transient emf due to ﬁeld ﬂux linkages in p.u.
Field excitation voltage in p.u.
Frequency of the phase of the stator voltage
in p.u.
Generator inertia constant in s.
Stator current magnitude in p.u.
Denote the th generation unit and the th time
sample, resp.
-axis and -axis stator currents, resp., in p.u.
AVR gain in p.u.
Ratio .
Ratio .
Ratio .
Ratio .
Total number of machines and buses in the
system, resp.
Final time sample at which a closed-loop
system with LQR or ELQR reaches steady
state.
Armature resistance in p.u.
Denotes the transpose of a matrix or a vector.
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System time in s.
-axis and -axis subtransient time constants,
resp., in s.
-axis and -axis transient time constants,
resp., in s.
Sampling period for the system in s.
Time constant for the dummy rotor coil
(usually 0.01) in s.
Electrical and mechanical torques, resp., in p.u.
Time constant for the AVR ﬁlter in s.
Stator voltage magnitude in p.u.
-axis and -axis stator voltages, resp., in p.u.
AVR-ﬁlter voltage and AVR-reference voltage,
resp., in p.u.
AVR-control input (from the PSS or other
controller) in p.u.
-axis and -axis subtransient reactances, resp.,
in p.u.
-axis and -axis transient reactances, resp.,
in p.u.
-axis and -axis synchronous reactances,
resp., in p.u.
Armature leakage reactance in p.u.
Armature impedance in p.u.
I. INTRODUCTION
T HE electricity supply systems all over the world havegrown in sizes and complexities. The stability of opera-
tion of such systems is a real challenge. Almost all intercon-
nected power systems in the world have suffered from long
outages, much of which have been attributed to control related
problems amongst other causes. In many power blackout
analyses, the ineffectiveness of the control was identiﬁed as
an important link to inception of the events leading to the
blackouts [1]. Traditionally Supervisory Control and Data
Acquisition (SCADA) system forms the heart of energy man-
agement system (EMS) in system operation and control. The
EMS has a host of network computation functions such as state
estimations, optimal power ﬂow, contingency analysis, etc.
These are very useful to drive load and generation scheduling
and dispatch in the time scale of minutes to hours. Some of the
dynamics in power systems such as oscillatory angle instability
are very fast and it is not possible to deliver time critical control
action from EMS based on static state estimation and security
assessment.
This paper considers control of small signal stability of power
systems. Small-signal stability refers to the ability of a power
system to withstand small changes or disturbances and provide
sufﬁcient damping to subsequent oscillations. This means that
the oscillations caused by small disturbances in the system can
be suppressed within speciﬁed time and the deviations of system
state variables remains small when the oscillations die down.
The objective of the paper is to ensure small signal stability of
the system by providing adequate damping to all the oscillations
occurring in the system, which are the intra-plant oscillations,
the intra-area oscillations (also called as local oscillations), and
the inter-area oscillations. Small signal stability is an established
concept, and applicability of linear tools for analysis and control
of small signal stability has been shown in several literatures on
power systems such as [2]–[4]. Usually power system stabilizer
(PSS) in generator and power oscillation dampers (PODs) in
ﬂexible AC transmission systems (FACTS) provide such con-
trol action in a dynamic manner.
The estimation of state variables representing oscillatory dy-
namics of a power system can also be used for effective control
of these dynamics. With growing deployment of time synchro-
nized phasor measurement units (PMUs, [5]) across the system,
the estimation of dynamic states (typically machine load angle,
acceleration, transient speed voltages, etc.) in real-time is now
possible. Recently decentralized approach to dynamic state esti-
mation based on the measurement from local PMUs has gained
attention of the community [6]. The centralized approach to dy-
namic system identiﬁcation and control has also been reported
by many research groups [7]–[9]. However this approach needs
strong and fast communication network to transmit informa-
tion and data to control center. The packet based communica-
tion has been claimed to be very effective in this regard. The
issues of packet delay, drop out, and cyber intrusion in packet
based communication have also been studied in recent research
activities [10], but there is a lack of practical cases of intercon-
nected power systems being controlled through communication
network in real-time.
A practical alternative can be utilizing the output from decen-
tralized dynamic state estimator and designing a control law that
can be implemented in every generator or controllable devices
in a decentralized manner. This alternative has been explored in
this paper. Optimal linear quadratic regulator (LQR) theory has
been modiﬁed to include measurements from PMUs. The chief
advantages of this architecture are:
• Besides being optimal, the control is completely decentral-
ized and only local measurements and machine parame-
ters are needed, and hence communication requirements
are minimized.
• Computational requirements are less intensive; so they can
be easily met by a personal computer.
• Existing PMU in each decentralized location is adequate;
no extra investment is required.
• The control law remains valid for any operating condition,
and the control gains are updated in real-time. This indi-
rectly renders the control scheme adaptive to current oper-
ating point.
The eest of the paper is organized as follows. Section II de-
scribes the architecture of the problem formulation.
Section III explains the concept used for decentralization, while
Section IV brieﬂy explains DSE. The control methodology is
detailed in Section V; and Section VI describes the results on a
power system model. Section VII concludes the paper.
II. PROPOSED ARCHITECTURE OF CONTROL
Electromechanical oscillations in power network are global
in nature as they involve large number of generators, loads, and
signiﬁcant part of the network. As every generator contributes to
these oscillations in varying degrees, each of them can provide
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
SINGH AND PAL: DECENTRALIZED CONTROL OF OSCILLATORY DYNAMICS IN POWER SYSTEMS USING AN EXTENDED LQR 3
Fig. 1. Overview of the system and the methodology.
suitable control to dampen them out. In the proposed architec-
ture of control, the dynamic states that are obtained for every
individual generator from local PMUs measurement would be
utilized to design a controller that contributes to the overall
damping of the system-wide oscillations besides any local oscil-
lation. The combined efforts of all the decentralized controllers
must produce the desired response of the system at all operating
conditions.
An overview of the complete system is given in Fig. 1. Gen-
erally a power system has many generators and loads connected
through network. Each generator has excitation control system
through automatic voltage regulator and some generators are
equipped with PSS [3], [4]. In the proposed architecture, each
machine is assumed to have a PMU at its terminal that feeds
voltage and current phasors to the dynamic state estimator. The
state estimates and the measurements are then sent to the local
controller, which works on an extended LQR (ELQR) algorithm
to calculate an optimal control signal for the AVR, which in turn
controls the excitation of the machine, thereby closing the con-
trol loop. Functionally even though dynamic state estimator and
controller are two components, they can be implemented in the
same location. The output from PSS can also be combined with
the output of ELQR, but it is not required as such. It should be
understood here that a PSS is not necessary when there is an
ELQR in the system, and hence an ELQR can completely re-
place a PSS.
It may also be noted here that the ELQR controller behaves
like a PSS as its output signal directly controls the excitation
system of the machine, but there is a fundamental difference
between the two. The control-gains of the ELQR controller are
optimized with respect to the weighted deviation of states and
control efforts and are self-tuned so that the controller works
for any operating point of the system, while the control-gain
and phase compensator time constants for the PSS are obtained
from model based design for one or a few operating conditions.
PMUs form an essential part of the proposed schemes of esti-
mation and control, and hence their implementation details and
their effects on estimation and control performance need to be
considered. A brief description of PMUs is as follows.
• Implementation: PMUs do not get measurements directly
from ﬁeld; instead they use analog values of current and
voltage waveforms provided by current transformers
(CTs) and potential transformers (PTs), respectively (CTs
and PTs are also called as instrument transformers).
These values are ﬁrst sent to analog and digital ﬁlters for
smoothening and ﬁltering and then they are sampled by a
sampler. The sampled values are then time-stamped to an
absolute reference provided by global positioning system
(GPS) in order to generate the ﬁnal current and voltage
phasors [5].
• Effects of PMU dynamics on controller performance: The
dynamic response of a PMU depends on the combined
response of its constituent components, which are the
analog and digital ﬁlters and the sampler. The waveforms
produced by instrument transformers are processed by
the ﬁlters for surge suppression and anti-aliasing ﬁltering
in order to ﬁlter-out high frequency transients generated
during faults and switching operations. There is also an
issue of possible aliasing effects due to inadequate sam-
pling rates of the sampler for higher swing frequencies in
the network. This issue is rectiﬁed by using a decimation
ﬁlter or a simple averaging-ﬁlter. Using these functions,
PMUs measure the phasors accurately (provided the in-
strument transformers and GPS satellites are accurate) for
both oscillatory and steady state modes of operation for all
practical power systems [5]. Thus, PMU dynamics have
no effect on controller performance.
• Effects of PMU accuracy on controller performance: The
accuracy of PMUs is dependent on the instrument trans-
formers and GPS satellites on which they rely for wave-
form acquisition and time-synchronization, respectively.
The waveforms provided by the instrument transformers
have errors in both magnitude and phase, but the error
in phase can be accurately compensated and calibrated
out using digital signal processing (DSP) techniques [11].
Hence the errors in phase are limited only by the time syn-
chronization accuracy of GPS. The errors in magnitude of
these phasors are limited by accuracy class of the instru-
ment transformers used. These errors in phasors obtained
by PMUs can be represented by noises of ﬁnite variances,
and large errors are considered as bad-data. These noises
and bad-data can be ﬁltered-out from the dynamic state es-
timates in the state estimation stage, as shown in [6], and
have negligible effect on controller performance, as ex-
plained in Section VI-D.
III. DECENTRALIZATION OF CONTROL USING PSEUDO-INPUTS
The dynamic behavior of a power system is modeled using a
set of continuous-time nonlinear differential and algebraic equa-
tions (DAEs) [3], [4], which may be written as
(1)
(2)
The subscript in the above equation stands for continuous-
time. A central control scheme which tunes itself in real-time
requires complete knowledge of the differential function , the
various states , inputs , and either the algebraic quantities
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or the algebraic function . Obtaining such information cen-
trally in real-time is very difﬁcult. However, the local states for
the generation unit can be obtained locally in real-time using de-
centralized dynamic state estimation. The equation for a single
unit is written in the standard form as (3) (as explained in [3] or
[4], assuming a static excitation system):
(3)
The subscript in the above equation stands for the th gen-
eration unit. Both and act as inputs in (3), but there is
a basic difference between the two. , which constitutes
(the control input to AVR), is given by some pre-determined
control policy dependent on and . On the contrary, ,
which constitutes and (the stator voltage phasors), is de-
pendent on the dynamics of the whole network. As the dynamics
of rest of the network are not known at the th unit, and
can only be measured at a given time instant, and their values in
the next time instant cannot be predicted or controlled. Thus,
acts as a “pseudo” input in deciding the dynamics of the states of
the th unit. This concept of pseudo-inputs also forms the basis
of decentralized DSE in [6]. From now on, is re-termed as
to emphasize that it is used as an input rather than a alge-
braic variable.
The multi-machine dynamic model of power system given by
(1)–(3) is a rotational model, and every rotational system needs
to have a reference angle which is common for all the angles
in the system. This fact is illustrated in detail in [4]. Thus, each
and is deﬁned with respect to a suitable common refer-
ence angle, which can either be the rotor angle of a particular
reference machine, or can be the center of inertia angle, .
But doing this would require the knowledge of rotor angle of
the reference machine (or worse, the knowledge of rotor angles
of all the machines, in case of ) at each decentralized loca-
tion, and would therefore defeat the purpose of decentralization.
A way of dealing with this problem is by deﬁning a new state
. As and have a common reference angle, it
gets canceled in the deﬁnition of . The dynamic equation of
is given by
(4)
After incorporating in in (3), re-terming as , and
replacing the pseudo-input with its time derivative in p.u., ,
(3) gets redeﬁned to
(5)
The nonlinear equation given by (5) needs to be linearized
before it can be used in a linear controller. Linearizing (5) about
an operating point gives
(6)
where , ,
Appendix A gives the details of the DAEs in (5) and thematrices
in (6). It should be noted that after introduction of the new state
, neither nor is present in (5) (which can be veriﬁed in
Appendix A). Instead, is added as a new exogenous input in
(5) because of (4).
Remark 1: It should be understood that (6) remains valid for
any operating point of the system as long as it remains close to
an equilibrium point. As (6) is used in calculating the ELQR
control gains, the ELQR control gains also remain valid for
every operating point of the system which lies in the domain
of small signal operation. The only exception to this fact takes
place during a contingency (such as a system fault) during which
some of the system states may become transiently unbounded,
and the system equations can no longer be linearized. There-
fore, before linearization and update of control gains it should be
checked whether each machine state or input is within safe op-
erating limits and if not, control gains from the previous sample
should be used.
Discretizing (6) at a sampling period ( is the sampling
period of the dynamic state estimator) gives (see [12])
(7)
where , ,
Writing (7) in simpliﬁed form by dropping sufﬁx
(8)
Remark 2: The frequencies of the electromechanical modes
of a machine lie in the range of 1.5–3.0 Hz [2]. As the ELQR
controllers need to control and properly damp these modes, the
minimum required sampling frequency for the controller is 6.0
Hz according to the Nyquist-Shannon sampling theorem (i.e., a
maximum allowed sampling period of 0.17 s). This upper limit
is also the threshold requirement for the sampling period. The
lower limit is decided by the rate at which the dynamic states are
provided to the controllers, which is given by . As it is desired
that the controllers operate at the fastest update rate possible,
is also used as the sampling period for ﬁnding the discrete model
and the control laws.
The discrete equation in (8) has an extra term (corresponding
to the pseudo-inputs) as compared to the general discrete-time
LTI system, which is given as follows:
(9)
The state estimation policy and the optimal control policy for
a system with pseudo-inputs also get modiﬁed as compared to a
system without pseudo-inputs, and these policies are explained
in the next two sections.
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IV. DYNAMIC STATE ESTIMATION
It was shown in [6] that if the voltage and current phasors
from the local PMU at the terminal bus of a machine are sam-
pled at a sufﬁciently high sampling rate [which is greater than
or equal to twice the fundamental component of the system fre-
quency (or the Nyquist frequency)], and one of the phasors is
treated as a pseudo-input and the other as a normal measure-
ment, then unscented Kalman ﬁltering can be used to generate
accurate dynamic state estimates of the power system, that too
in a decentralized manner. It is this DSE algorithm that is used
for providing state estimates to the ELQR controller.
In the DSE algorithm, at the th machine the PMU measure-
ments of and are used as pseudo-inputs and the PMU
measurements of and are used as normal outputs in the
sub-transient model of the machine to get its decentralized
equations. The mechanical torque, , is treated as a constant
parameter. If and other parameters for the machine (such
as and ) are not known, they may be estimated using
the parameter estimation algorithm given in [13]. Unscented
Kalman ﬁltering [14] is then applied to the decentralized
equations, along with an algorithm for bad data detection,
to estimate all the dynamic states of the machine which are
and the state is calcu-
lated as . These states are estimated because they
are required for the calculation of ELQR gains and also for
state feedback after multiplying the states with the calculated
gains. Further details of the decentralized DSE algorithm are
available in [6].
Remark 3: It should be noted that the PMUs are required
not only for DSE, but also for the ELQR control. The ELQR
requires the dynamic state estimates provided by DSE and the
phasor measurements provided by the PMU for the calculation
of control gains, as shown in Fig. 1.
V. EXTENDED LINEAR QUADRATIC REGULATOR
The quadratic cost function for (9) for samples is given
by (see [15])
(10)
Minimizing with respect to gives the optimal control
policy; and this minimization problem is called as the linear
quadratic regulator (LQR) problem [15]. Its solution is
(11)
(12)
If is ﬁnite then the above optimal control policy is ﬁnite
horizon LQR; otherwise it is inﬁnite horizon. Moreover, and
for the inﬁnite horizon case are bounded and have a steady-
state solution if and only if the pair is stabilizable [15],
and the steady-state solution is found by solving the following
discrete-time algebraic Riccati equation:
(13)
(14)
Coming back to the system under study, its discrete and de-
centralized equation for a generating unit are given by (8). As
this system has an extra term as compared to (9), the quadratic-
cost for this system also gets modiﬁed. For samples it is
given by
(15)
It should be understood that the extra term in (8) cannot
be absorbed in as is an exogenous input which cannot
be changed or predicted, while is a normal control input.
In the derivation of LQR law, the costs corresponding to states
and inputs are minimized by ﬁnding the optimum value of input
which should be used. As we cannot ﬁnd an optimum value for
, but can only measure its present value, hence needs to be
considered separately from . Thus, the optimal control policy
for (8) also gets modiﬁed, and has been derived in Appendix B,
giving the following theorem:
Theorem 1: For an LTI system with pseudo-inputs [as given
by (8)], provided , the optimal control policy
for is given by (16)–(18) (and for ):
(16)
(17)
(18)
and remain same as the LQR case [given by (11) and
(12)].
Proof: Please see Appendix B.
The optimal control solution in Theorem 1 has been termed
as the ELQR solution. If the pair is stabilizable, then
inﬁnite horizon solutions for , , , and exist, and are
given by , as in (13) and (14), and , as in (19) and (20):
[this is because from (61)]
(19)
(20)
Although the terms and for the ELQR case remain
same as the LQR case, this needs to be mathematically derived
and hence this derivation is an important contribution of the
paper. The other terms and are independent of the se-
quence of , and hence they can be easily calculated if , ,
, , and are known. On the other hand, the terms and
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require the knowledge of the sequence of for all the fu-
ture and present samples, hence they cannot be calculated for
a practical power system as only the past and present values of
the sequence of are available. Moreover, using ofﬂine values
of the pseudo-inputs (which are and ) it was found that
has very small contribution in the control law given by The-
orem 1. Thus, while implementing ELQR, is ignored and
only the optimal gains and are calculated in real-time.
Also, Theorem 1 requires that . This condition
can be taken into account if , that is, if no limit is im-
posed on the time within which the power system comes to a
steady state. As is the inﬁnite horizon case, the ﬁnal
decentralized control policy [using (13), (14), (19), and (20)],
after including sufﬁx for the th unit (whose equation is given
by (7)), is written as
(21)
(22)
(23)
A. Damping Control
The stable response of power system requires that all the
electromechanical modes in the system should have damping
ratios more than a certain percentage (typically more than
ten percent). This can be achieved by ensuring that each unit
provides a minimum damping to the intra-plant mode it ob-
serves, and the collective damping efforts of all the units leads
to damping of all the intra-area and inter-area oscillations in
the system. This constraint implies that the electromechanical
poles observed at a unit should lie within a conic-section in the
left half of the -plane. In -plane, the conic-section maps to
a logarithmic-spiral [16], and hence the discrete-domain poles
should lie within the spiral. But conﬁning the closed-loop poles
within a logarithmic spiral is not practical; rather, a practical
alternative is to substitute the spiral with a disk, and conﬁne
the closed-loop poles of the system within that disk. It is this
technique that has been used in this paper for damping control.
Using Theorem 1 in this paper and [17, Theorem 2], it can be
shown that the decentralized control policy of ELQR for con-
ﬁning the closed-loop poles within a disk of radius and center
remains same as in (21)–(23) except that , and
are replaced by , , and , respectively.
This technique requires a circle which coincides with the log-
arithmic spiral at the points where the electromechanical poles
should lie. As electromechanical poles have high participation
from the states of and , there is only one pair of electro-
mechanical intra-plant mode for a machine (as each machine
has only one pair of and ). Let the modal-frequency of this
intra-plant mode be and let the minimum damping ratio to
which this mode needs to be damped be . Since it is desired
that the substituting circle should exactly coincide with the log-
arithmic spiral at the point corresponding to , hence
the substituting circle should intersect the spiral at this point and
it should also be inside the spiral. This can only happen when
Fig. 2. Circle substituting a logarithmic spiral.
the circle is tangential to the spiral at this point from within the
spiral.
This substitution of spiral with a circle can be better under-
stood from Fig. 2. In this ﬁgure, the blue-dotted spiral corre-
sponds to a constant damping-ratio of (only upper
half has been shown, lower half will be its mirror-image), the
red-dashed line corresponds to a constant frequency of
Hz (this is the modal frequency of the intra-plant mode
of the 9th machine; all the calculations for this machine have
been shown in the case study in Section VI) and the black-solid
curve is the substituting circle. All the curves are inside the
unity circle. The substituting circle should be tangent at the
point where the constant frequency line intersects the constant
damping ratio spiral. The black-solid curve denotes this tan-
gential circle. For clarity, the right sub-ﬁgure in Fig. 2 shows
the magniﬁed version of the region enclosed by the small rec-
tangle in the left sub-ﬁgure. This substituting circle ensures a
damping ratio of more than or equal to for all the poles
of the machine, as the circle is completely inside the spiral, and
the damping ratio of is exactly ensured for the intra-plant
mode of modal frequency as the circle will be tangential to
the spiral at the point corresponding to . Thus, the
parameters of this circle can be used in deriving the modiﬁed
ELQR law for damping the intra-plant modes. Using coordinate
geometry, the parameters and for the circle for given and
are found as follows:
(24)
VI. CASE STUDY
A model 16-machine, 68-bus test system (Fig. 3) has been
used for the case study. This system has four inter-area modes
in the range 0.2–1.0 Hz and all of them are poorly damped with
damping ratios less than 10% (as shown in Table I). A detailed
description of the system is available in [3].
Each machine in the system is assumed to be equipped with
excitation system controller, a PSS, a dynamic state estimator
(Section IV), and an ELQR controller (Section V). PSS control
is used only for comparison, that is, in one case only ELQR is
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Fig. 3. Line diagram of the 16-machine, 68-bus, power system model.
TABLE I
MODAL ANALYSIS FOR THE FOUR INTER-AREA MODES
working and in second case only PSS is working. They are not
working together in any case. The control case when only PSS is
working has been termed as “PSS control”, while the case when
only ELQR is working has been termed as “ELQR control”.
The matrices and are positive semi-deﬁnite and positive
deﬁnite matrices, respectively, and their values depend on how
costs/penalties are assigned to the deviations of the states and
inputs, respectively, from their steady state values. In the case
study it is desired that the sum of the squares of deviations for
all the states and all the inputs for a machine is minimized for
all the time samples, so that all the state and input deviations
get uniform penalties in the control law. Hence the state cost
for the th machine is taken as for the
seven states of the thmachine. Since
, hence for each machine ( is an identity
matrix of order 7). Similarly, control cost is (as
there is only one control-input); and since
, hence .
The state estimator provides estimates every 10 ms, while the
state matrices and the control gains of the ELQR are updated
every second. As an example, the complete calculation process
for ﬁnding the control gains for one of the machines (the 9th
machine) at has been shown as follows. The calculation
process remains same for rest of the machines in the system.
The constant parameters for the 9th machine, using the data
for the 68-bus system from [3], are: ;
; ; ; ;
; ; ;
; ; ; ;
; ; ; ;
.
The values of the states and algebraic variables for the 9th
machine at , found using DSE, are: ;
; ; ;
; ; ; ;
; ; ;
; ; .
As for all the machines of the 68-bus system,
remains constant (equal to zero) and can be eliminated from
the DAEs and the linearized equations in Appendix A. Thus,
there are effectively seven dynamic states for each machine in
the system. The following system matrices are found for the 9th
machine after substituting the above values of parameters and
states into the expressions for , and in Appendix A and
eliminating expressions corresponding to ; see the equation
at the bottom of the page.
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The discrete forms of above matrices, using (7) (with
), come as shown in the equation at the bottom of the page.
Using the above value of , the intra-plant modes are found
as . The modal frequency for this pair of modes
is Hz. Finally, using equations
(21)–(23) after replacing , , and with , ,
and , respectively (as explained in Section V-A); taking
, [which are found using (24), after taking
Hz and ] and taking and as iden-
tity matrices, the gain matrices and for the 9th machine are
found to be
At each unit, a washout ﬁlter with time constant of 10 s is also
applied to the ELQR output signal. This ensures that the steady-
state output of the ELQR is zero to allow operation of the system
at off-nominal frequency. The output signal from the ELQR can
also get unbounded transiently during contingencies; therefore
its output is limited just like a PSS, with .
Although the parameters for the AVR, PSS, and the washout
ﬁlter can be tuned individually for each machine in the system,
in the case study standard parameters have been used as given
in [3]. Speciﬁcally, the parameters for the two-stage PSSs which
are being used are: PSS gain , wash-out time constant
, lead time constant , lag time constant ,
minimum output , maximum output
Standard parameters are used so that the performance of the
ELQR methodology is evaluated in a standard framework. The
system is simulated inMATLAB Simulink. Level-2 S-functions
are used for dynamic update of state matrices and control-gains.
A. Control Performance
In the simulation, the system starts from steady state, and then
a balanced three phase fault is applied in one of the tie-lines
between buses 53–54 followed by immediate outage of this
tie-line. Fig. 4 shows the plots of relative rotor speed between
Fig. 4. Dynamic performance of PSS control versus ELQR control.
machines 13–16 and the power ﬂow in inter-area tie-lines be-
tween buses 60–61 for two cases. In ﬁrst case each machine is
controlled using PSS control, while in second case eachmachine
is controlled using ELQR control. Table I shows the modal fre-
quencies and damping ratios for the four poorly damped inter-
area modes. It can be observed that although the modal frequen-
cies for the ELQR case decrease as compared to the case of
without control, this decrease is strongly compensated by the in-
crease in damping ratios of these modes, and all the modes are
damped to damping ratios of 10% or more. Similar improve-
ment in damping performance is not observed for the case of
PSS control. Thus, Fig. 4 and Table I show that the control and
damping performance of ELQR control is signiﬁcantly better
than PSS control.
B. Robustness to Different Operating Conditions
As the state matrices and control-gains are updated every
second and get adapted to the current system conditions, the
control remains valid for any operating point. The power ﬂow in
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Fig. 5. Dynamic performance for different operating conditions.
TABLE II
COMPARISON OF TOTAL COSTS FOR PSS VERSUS ELQR
line 60–61 has been shown for three operating cases. The total
power ﬂow from the area NETS to the area NYPS is varied in the
three cases, which is 700 MW for the ﬁrst case (Fig. 4, second
plot), 100 MW for the second case (Fig. 5, ﬁrst plot), and 900
MW for the third case (Fig. 5, second plot). It can be observed
that ELQR control remains robust in varying operating condi-
tions.
Table II presents a comparison of total cost given by
, which is the sum of control
efforts (or the control-cost ) and state
deviations (or the state-cost ). Three
more operating cases are shown in Table II in which the faulted
tie-line has been changed. It can be observed that although the
control-costs for PSS control and ELQR control are similar,
the state-costs are reduced by an average of 27.8% and total
costs are reduced by an average of 23.5% for ELQR control as
compared to PSS control.
Remark 4: As the system is completely decentralized and
only local measurements are used, a direct coordination between
the controllers is not present. Each controller requires a PMU
because an accurate knowledge of both magnitude and phase
of the voltage and current signals is crucial to derive the ELQR
control law. This means that there is an indirect coordination be-
tween the decentralized controllers through time synchroniza-
tion of the PMUs via GPS satellites.
Fig. 6. Oscillation damping comparison for WADC and ELQR.
TABLE III
COMPARISON OF TOTAL COSTS FOR WADC VERSUS ELQR
C. Comparison With Centralized Wide-Area Based Control
Awide-area damping control (WADC) based control given in
[18]hasalsobeenusedforcomparisonwith theproposedscheme.
In this scheme, wide-area signals which have high observability
of the intra-area and inter-area electromechanicalmodes are used
tocontrolexcitationsystemsofseveralmachineswhichhavehigh
controllability of those modes. The control signal is used for
this purpose, which is same as the control signal used by a PSS
or an ELQR. The design of the centralized WADC controller is
done using the linearized and reducedmodel of thewhole system
and its tuning is based onmixed optimization with pole
placement constraints as detailed in [18]. Seven power ﬂow
signals are used as output measurements and they are ,
, , , , , and . Each one
of these signals has highest observability of one or more intra-
area/inter-area modes of the system. Using these signals and the
designed controller, control inputs are sent to the exci-
tation system of each machine in the system. Comparisons of
time-domain simulation, modal response and control/state costs
are shown in Fig. 6, Tables I and III, respectively.
It can be observed from Fig. 6 and Table I that the damping
performance of ELQR control and WADC are comparable, and
WADC gives better damping ratios to the second and fourth
inter-area modes, while ELQR control gives better damping to
the ﬁrst and third modes. The costs (as shown in Table III), are
not as uniformly distributed between state costs and control ef-
forts as in the case of ELQR control, and thus the total costs
are higher for WADC than ELQR control. This is expected as
mixed optimization is not as optimal as ELQR control
as far as net quadratic costs are concerned. Thus, it can be con-
cluded that the proposed scheme performs at par (or even better
than) an established wide-area based centralized damping con-
trol method. Considering the facts thatWADC requires informa-
tion of the whole system for controller design and requires a fast
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TABLE IV
COMPARISON OF TOTAL COST WITH AND WITHOUT NOISE/BAD-DATA
and reliable communication network for transmission of mea-
surements and control signals, decentralized ELQR is a better
choice over centralized WADC.
D. Effect of Noise/Bad-Data on Control Performance
ELQR control is affected by noise and bad-data in the mea-
surements, but the effect is too small to make any signiﬁcant
impact on the control performance. All the aforementioned re-
sults of the case study have been obtained considering noise and
bad-data in themeasurements. For comparison, results have also
been obtained without considering any noise or bad-data in the
measurements, and the costs are shown in Table IV.
It can be observed from Table IV that the results of case
study remain almost same with and without noise in the mea-
surements, and the state-costs differ by an average of 0.1% and
control costs differ by an average of 0.5%. First reason for such
a small change is that majority of the contribution in the ELQR
control output comes from the seven state estimates from which
noise and bad-data have been ﬁltered out. Secondly, the level of
noise in the measurements is very small: the standard deviation
of the noise in magnitude measurements is 0.1% of true values
and in phase measurements it is 0.1 mrad, for both voltage and
current signals. These noise levels are as per IEC 60044/IEEE
C57.13 standards for CTs and PTs and IEEE C37.118.1-2011
standard for PMUs. Such a small level of noise implies that the
measurements deviate very little from their true values. Lastly,
bad-data in the measurements is detected, removed and replaced
with latest correct-data using the bad-data detection algorithm
given in [6]. Bad-data is introduced in the simulated measure-
ments as given in [6]. Thus, noise and bad-data have negligible
impact on the ELQR control performance.
E. Computational Feasibility
The complete simulation of the power system, along with the
dynamic estimators and the ELQR controllers at each of the 16
machines, runs in real-time. In the case study, a 30-s simulation
takes an average running time of 5.5 s on a personal computer
with Intel Core 2 Duo, 2.0-GHz CPU and 2 GB of RAM. Hence
the computational requirements at one machine can be easily
met for both DSE and ELQR control.
F. Potential for Industry Application
The results obtained in the previous subsections have es-
tablished the theoretical applicability of the proposed control
method. In order to evaluate the practical applicability, the de-
pendencies of the method need to be considered. The proposed
method is a direct application of DSE, and therefore its practical
implementation in the power system industry also depends
on how fast DSE is adopted by the industry. Considering that
DSE is a relatively new technology, and every new technology
requires reasonable time scale to be adopted by the industry in
general and more so particularly in power industry; DSE is a
fast growing and widely researched ﬁeld, and shows very good
potential for industry application. In fact, there already exists
an example of adoption of DSE by the industry: the patent
ﬁled by ABB Research Ltd. on parallel computation of DSE
[19]. The practical problems and drawbacks of DSE have been
thoroughly studied and addressed in recent papers published in
power system literature [20]–[27]. Thus, with a high potential
for DSE, the proposed concept also has a high potential and
applicability for future power systems.
VII. CONCLUSIONS
A control scheme has been presented for the decentralized
control of power system dynamics. The scheme utilizes dy-
namic state estimation using local PMU measurements and ma-
chine parameters, and employs the concept of pseudo-inputs for
decentralization. It is based on an extended version of linear
quadratic regulator which self-tunes in real-time to varying op-
erating condition of the system. The scheme is also computa-
tionally feasible and easily implementable. The authors believe
that the proposed scheme is a practical one for reliable control
of the power systems of 21st century.
APPENDIX A
The details of the DAEs used in (6) are given in this section.
As it is understood that (5) and (6) are in continuous form for
the th generating unit for time and the partial derivatives are
evaluated at time , the variables , , , and can be dropped
from (5) and (6) without causing any ambiguity. Thus (5) and
(6) are written in simple form as
(25)
The vector consists of eight functions corresponding to the
eight states, . The DAEs
for a generating unit are as follows:
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where , ,
see the equation at the bottom of the page. Some intermediate
partial derivatives (using above DAEs):
Using (25), the above DAEs and the intermediate derivatives,
the various non-zero terms of , , and are given as
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APPENDIX B
PROOF OF THEOREM 1
A preliminary modiﬁcation needs to be done in the system
given by (8) for the derivation of Theorem 1, by adding a con-
stant pseudo-input at the end of the column vector , as
(26)
Also, , where , and
(27)
(28)
Here is the number of elements in and is the number
of elements in . It should be understood that because of (28),
the above modiﬁcation has no effect on the dynamics of the
original system. The modiﬁcation is needed to get an iterative
expression for the optimal control policy. On its own, cannot
be expressed in terms of . But when a new pseudo-input
vector is deﬁned by appending a constant value 1 at the end
of , then can be expressed in terms of using (27).
The quadratic-cost for the modiﬁed system (given by (26)) for
samples is given by
(29)
(30)
(31)
Equation (31) and the deﬁnition of [given by (30)] ensure
that the constant pseudo-input 1 in has zero cost, so that the
quadratic-costs for the modiﬁed system and the original system
[as given by (29) and (15), respectively] are identical.
As it is given that , and the system reaches
its ﬁnal steady state, , at , hence the optimal input
required is . The optimal cost for
is therefore . The combined
quadratic cost for and , provided that the
cost for is optimal (which is ), is given by as
(32)
Substituting and
in (32)
(33)
Finding the partial derivative of in above equation with
respect to , comes as
(34)
(35)
(36)
(37)
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(38)
(39)
Also, as (as
, and is quadratic function of ,
thus, gives global minimum for . Substituting
from (37) for in (32)
(40)
(41)
(42)
(43)
Again, the combined quadratic cost for ,
and , provided that the combined cost for
and is optimal (which is ), is given by
, and fol-
lowing the same aforementioned steps applied to ﬁnd , the
values of and come as
(44)
(45)
(46)
(47)
(48)
(49)
(50)
Next, when the terms and are evaluated, their
expressions are similar to (44) and (47), respectively, with the
only change that is replaced by , and is
replaced by . Similar expressions come for the rest of
and (that is for ). Thus, using initial conditions
and , and applying induction for
, the optimal cost for in (29) comes as (and
is found by iteratively evaluating the sequence , ,
, , ) and the corresponding optimal control policy
required to arrive at this optimal cost is given by
(51)
(52)
(53)
(54)
(55)
It may be noted that has no role in deciding . Also,
[using (54)] can be rewritten as
(56)
(57)
Substituting from (52) in (57) gives
(58)
Similarly, [using (55)] can be rewritten as
(59)
(60)
Also, from (57)
(61)
Substituting from (61) in (60)
(62)
Using (52), in (53) can be rewritten as
(63)
Partitioning in (60) as ,
(64)
(65)
(66)
Partitioning in (51) as ,
where is the number of elements in
(67)
and using (63),
(68)
Hence, with (52), (58), (65)–(68), Theorem 1 stands proved.
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