Introduction
Tracking the 3D movement of a rigid object (or, alternatively, of a camera recording images of the object) has imporlant applications in augmented reality systems, 3D modelling and robotics. Ideally, 3D tracking should be performed automatically and should be robust to noise.
A pair of cameras whose intrinsic and extrinsic calibration parameters are known forms a calibrated stereoscopic vision setup. It allows 3D reconswction of matched points [I] . If the feature points at capture N are tracked in both images in capture N + 1, the two clouds of 3D points can be registered [3] . leading to the new position of the cameras. This idea is used to track the movements of the cameras with respect to a rigid object along a sequence. A correction scheme is proposed, that compensates for the accumulated error in the computed positions, exploiting the detection of Imps in the movement.
BasicTools
This section briefly presents the building blocks used in this paper.
Calibration
Calibration aim at computing the projection matrices of two cameras [I] . Let us assume that we have a set of n 3D points [or which we know the global homogeneous coordinates Xi. Each point, along with its corresponding image coordinates Ci,. allows to write:
Eliminating the Xi and rearranging the expressions yields apairof homogeneous linear equations in 12 unknowns, the entries of the projection matrix. Putting together the information of the n 3D points (n 2 6) gives 2n homogeneous linearequations in 12 unknownsp~~,pol, ..., p 2 3 . Th~s system can be solved up to a scale factor, through SVD. The quality of the computed projection matrix depends on the linearity of the camera model and the accuracy in the measured 3D location of the points.
Once the projection matrices are computed for both cameras, they can be decomposed to retrieve their intrinsic and extrinsic calibration parameten [I].
Matching
It is assumed that the two cameras are sufficiently close and parallel to each other to allow matching through correlation. The fundamental matrix is also available, since the stereo setup is calibrated. The matching procedure is performed in the following three steps: 
Tracking
The tracking function considers two images taken by the same camera at different instants. and a list of feature points to be tracked from instant N to instant N + 1. The tracking function must search in a disk whose center and radius are parameters. The mechanisms of identifying candidate comers and applying correlation is the same as described in Section 2.2. Figure 1 shows the result of the tracking algorithm. with corresponding feature points that were tracked.
Alternatively, the KL tracking algorithm [6] could have been used.
3D Reconstruction
Let us assume the projection matrices Pl and Pz of the cameits are known, and we want to compute the 3D location X of a feature point whose image cwrdinates in the two images, 221 and 222, are knoyn. The projection equations have the form 22j = XjPjX, ( j = l , 2). They can be manipulated to yield 4 linear equations in 3 unknowns, X.
Y a n d Z
Robust Registration
After having found matches and tracked the corresponding points in both sequences, two clouds of 3 0 points can be reconstructed. Based on the matches at instant N and their tracked correspondents at instant N + 1, these two clouds of 3D points can be registered to find the rigid motion of the object [3] (or, alternatively, the rigid motion of the stereo setup, when the reference frame is attached to the object). Unfortunately, one cannot use the raw data, since the false matches and the tracking errors will corrupt the result. Instead, it is necessary to incorporate a random sample consensus (RANSAC) algorithm 121 that will filter out the bad pairs of 3D points.
A minimum of 3 pairs of non-collinear 3D points are necessary to perform a 3D registration. As a consequence, the first step of the algorithm will consist in finding a trio of 3D matches.
Random Drawing of a Trio of 3D Matches
In order to make s u e that a randomly drawn trio of 3D matches does not constitute a degenerate case (i.e. is not in a collinear configuration), two conditions must be imposed 1. The distance between any two points in the trio must 2. The area defined by the three points must be greater
The first item alone is not sufficient since three collinear points that are located far apart would satisfy it, while the second item alone would allow a trio constituted of two points close from each other with a third point far away, such that the area of the triangle is sufficient.
Once both trios have been identified as being noncollinear, the rotation and the translation that best describe the rigid movement of the points c~ be computed 131. Th~s is a candidate registration (R,,,, T&).
Count of the Number of Matches that Agree with the Candidate Registration
be greater than a given minimum; than a given minimum.
The number of trials can be set such that the probability
(2) of success at finding at least one trio of good matches is above a desired value [Z] . The candidate registration having the highest number of ameeing matches is declared the best
Given a candidate registration, a count of the number of agreeing matches can be-performed. For_each 3D match, if the distance between X I R e f l and Q e g X I~e f~ + Trep is less than a maximum distance (a parameter), then this match is said to agree with the candidate registration. The whole procedure of Sections 3.1 and 3.2 is repeated several times.
---
This system can be solved through a least-square method. candidate registration.
Identification of the Good Matches and Final Registration
Finally, all the matches that agree with the best candidate registration are used to compute the final output registration: One of the main problem associated with such a technique is the accumulation of error. due to the fact that every new position is computed from the previous. It is assumed that no special target points that could allow recalibration are available on the object. Instead, one must rely on the knowledge of the approximate camera positions to identify points of view that were previously captured (Imp detection). This information will be used to correct for the drift, each time the cameras pass by a location where they have been before.
Detection of Previously Viewed Locations
This procedure aims at identifying, in a sequence, camera positions that are close to their previous positions in an earlier image capture.
As pointed out in section 2.2, we won't address the situations of wide-baseline matching or tracking. Tlis means that, in order to be able to match images captured at nonconsecutive instants, two conditions must be met:
I. The Z-axes of the two views must be near parallel;
2.
The distance between the center of projection of the views must be sufficiently small.
In reality, regarding the first item, it is not sufficient that the Z-axes be near parallel, it is also necessary to have the Y-(or the X-) axis nearly parallel for the correlation technique to work. Nevertheless, we can relax this constraint since our knowledge of the approximate camera positions will allow us to rotate the images m u n d their Z-axes in such a way that they are sufficiently aligned.
The distance between the center of projection of the views is directly calculated from the length of the translational vector going from one center to the other. In order to calculate the maximum distance that we can afford, we must take into consideration the fact that the two views may be collinear along their parallel Z-axes (i.e. one view may be in front of the other), resulting in a scale difference between the two images, The closer the object of interest will be to the cameras, the smaller the tolerance on the distance between the views will be, since the tracking algorithm is obviously not scale invariant.
The angle between the Z-axes of two views can be computed through a scalar product of unit vectors parallel to the Z-axes of the two cameras. as expressed in the world reference frame:
where QcM!w and QCN/W are the homogeneous transformation matnces linking a camera at capture M and at capture N with respect to the world reference frame (attached to the object).
The angle between the Z-axes of the left camera at capture M and N need not be the same as the equivalent for the right camera. In a sequence, the minimal angle (or distance) with respect to a given frame may not happen at the same frame forthe left and the right camera When trying to identify the best capture to be matched with an earlier capture, we must find a compromise between the two cameras.
Whenever a view is detected as having heen previously captured, the drift of the later view can be compensated for.
Of course, it is assumed that the earlier the view, the better the accuracy, since its location has been computed from a smaller number of cascaded transformations.
Identification of the Rotation Angle Around the Z-Axis
As discussed previously, a pair of similar views must have their Z-axes nearly parallel, but they can have a wide angular difference around their Z-axes. Since the tracking algorithm is not rotation invariant, this situation could prevent the identification of correspondences. We can overcome this difficulty by making use of the knowledge we have of the approximate positions of the camera. We will be searching for the rotation that must be applied to the image of the later view, such that it is as aligned as possible with the earlier view.
The rotation matrix linking the later view N with the earlier view M is RcN/c,. It is known approximately. We will aim at minimizing the angle between the Y-axes of the two views by applying a rotation around the Z-axis of the second view. To do so. we post-multiply to RcN,cM the matrix of a pure rotation around the Z-axis of the later view. This is the rotation matrix linking the reference frame of the earlier view with the reference frame of the later view, arbitrarily rotated by an angle (1 around its Z-axis. We then compute the scalar product of unit vectors parallel to the two Y-axes, as expressed in the earlier view's reference kame. The optimal angle is such that this scalar product is maximized. Let us state the result: Let ~; j be the element (i, j ) of the rotation matrix linlang the later view N with the earlier view M . RcN,cM.
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The angle a y is the rotation angle that must he applied around the principal point (known since it is part of the intrinsic calibration parameters) of an image at view N , such that the Y-axes of the camera at view N and at view M are as parallel as possible. It must he stressed that one could have decided equivalently to align the X-axes instead and Given a pair of stereo images at view N that is identified as being close to an earlier pair of images at view M, the optimal angles that must he applied to the later images are not necessarily the same for the left and right cameras.
Correction of the Later Camera Positions
Once the later views have been optimally rotated, tracking can take place on feature points from the earlier capture to the later rotated images. Of course, the tracked feature points must he de-rotated prior to 3D reconsmction. The robust registration algorithm can then he applied between the two clouds of 3D points, and the later camera positions corrected accordingly. Figure 2 shows the first pair of views of a sequence, the Mih pair of views and the rotated 161h images such that tracking is possible with the first images. The error was corrected at view 18 through tracking of matched points from the initial views to the rotated Mth views. The error correction matrices were then uniformly distributed along the sequence. Figure 3 shows the Russian Headstock sequence, augmented with its attached reference frame.
Experimental Results
The computed locations of the cameras can he used to shape-from-silhouette 141. Figure 4 shows the Duck sequence, augmented with its attached reference frame and Figure 5 shows the model obtained by silhouette intersection of 82 images. The model contains approximately 12600 voxels, each having dimensions of 5 mm x 5 mm x 5 mm The presence of the hand in the images did not pose a prohlem here since the registration algorithm is robust. Matches on the hand surface were filtered out, as their reconstructions were not moving rigidly with respect to the surface of the object. Regardtng model building, both the hand and its shadow were considered part of the silhouette in each individual image, but since they were constantly moving with respect to the reference system, they were progressively eliminated by the silhouette intersection, leaving only the object rigid body.
Conclusion
In this paper, we addressed the problem of 3D registration of a rigid object moving in front of two cameras, which is equivalent to the problem of camera pose estimation. We used a calibrated stereoscopic vision setup to track the camera positions along sequences of a moving rigid object, We proposed a robust 3D registration procedure that exploits the rigidity of the scene to automaticdly filter out the reconstNcted points originating from false matches and er- 
