Eychenne, Julien. 2013. Inducing Suprasegmental Structure without Constituency: a Case Study on Southern French. The J ournal of Studies in Language 29.1, 97-128. This paper provides a connectionist analysis of the prosodic structure of a non-standard variety of French, using the framework of Dynamic Computational Networks. I develop a corpus-based analysis of schwa in this variety and propose that its behaviour stems from its inability to project from the syllabic to the metrical level. The model shows that a significant portion of the lexical prosodic structure of southern French can be learned from data without needing prosodic constituency. (Hankuk University of Foreign Studies) 
Introduction
The inference of metrical structure is one of the most fundamental challenges in phonological theory, as it involves inducing hidden structure which is not directly recoverable from the speech signal. Most work in generative phonology assumes that the induction of such covert structure is driven and constrained by a Universal Grammar (Tesar and Smolensky 2000) . Optimality Theory (OT, Prince and Smolensky 1993) , at least in its standard form, considers that learners are endowed with * An earlier version of this work was presented at the Congrès Mondial de Linguistique Française (July 4-7, 2012, Lyon) . I want to thank the audience for their feedback and constructive criticism. This paper also benefited from the comments and suggestions from three anonymous reviewers. All remaining errors and infelicities are solely mine. This work was supported by the research fund (2013) of Hankuk University of Foreign Studies.
a rich set of innate symbolic constraints (see Soderstrom, Mathis and Smolensky 2006) and that the task of the learner is to find a particular constraint ranking that is consistent with the ambient language. Yet, a growing body of research in computational language learning has questioned the need for such a priori knowledge. Potts et al. 2010) . From a different perspective, Alderete et al. (2013) showed how a simple connectionist architecture based on a multi-layer perceptron was able to capture constraints on homorganic place restrictions in Arabic roots, suggesting that such constraints need not be available before language acquisition begins. In parallel, Hayes and Wilson (2008) , building on previous work by Goldwater and Johnson (2003) , have developed a model inspired by principles grounded in information theory, which aims to infer a phonotactic grammar solely on the basis of positive evidence.
This paper is a contribution to this broad research paradigm. It provides a connectionist analysis of the suprasegmental structure of a variety of French spoken in southern France. The framework which is adopted, namely Dynamic Computational Networks (DCN's), is a connectionist model developed by John Goldsmith and Gary Larson in a series of works (Goldsmith 1992 (Goldsmith , 1993 (Goldsmith , 1994 Larson 1990, 1993; Larson 1990 Larson , 1993 . I show that this type of architecture is able to model the suprasegmental structure of this variety of French and that it is superior to an approach to syllabicity solely based on a traditional sonority scale. Furthermore, I develop an analysis of the neutral vowel schwa ([ə] ) in this variety and propose that its behaviour stems from its inability to project from the syllabic to the metrical level. This analysis is based on a large corpus drawn from an authentic sample of 1) See Bechtel and Abrahamsen (2002) for a recent overview of connectionism.
spoken French. Such a corpus-based approach to phonology has two important characteristics: first, it allows us to precisely quantify the predictions of the model, beyond what would be possible by simply examining a few hand-picked examples. Secondly, it enables us to evaluate how much information can be induced from data, which in turn provides insights about how much (or how little) knowledge must be available before learning takes place.
The rest of the paper is organized as follows: the next section provides some background about southern French; Section 3 introduces Dynamic Computational Networks and presents the adjustments that were made to the model; Section 4 discusses the simulations that were run and the results that were obtained, and the last section concludes and discusses a number of issues for future research.
Southern French
While it is not possible to treat 'southern French' as a homogenous linguistic system, a number of characteristics have been documented which are shared by most varieties (Armstrong and Unsworth 1999; Durand 1976 Durand , 1995 Durand, Slater and Wise 1987; Watbled 1995 (Dell 1980; Schane 1968; Selkirk 1978) , a view that has found some support until recently (Montreuil 2002 In addition to its lowering effect on a preceding nucleus, schwa has a repelling effect on stress, a pattern which is widely attested cross-linguistically (Crosswhite 2001; van Oostendorp 2000) . The stress rule of southern French can be descriptively summarized as follows:
stress falls on the last syllable if it is headed by a full (i.e. non-schwa)
vowel, otherwise it falls on the second-to-last syllable. Analyses of southern French (Durand 1976 (Durand , 1995 Watbled 1995) and abstract analyses of standard French (Montreuil 2002; Selkirk 1978; van Oostendorp 2000) consider that all vowels (except schwa) project their own unary foot and that a schwa-headed syllable associates with the previous syllable to form a trochee (Durand 1976 (Durand , 1995 Selkirk 1976; van Oostendorp 2000; Watbled 1995) . Under this view, stress is simply assigned to the head of the rightmost foot (Σ), as in haricot [(a 
While the generalization on lexical stress needs to be captured somehow, the postulation of generalized unary feet seems to make southern French a typological oddity 2) , since unary feet are generally regarded as degenerate (and thus exceptional) constituents (Hayes 1995: §5.1) . I argue that this state of affairs is only the result of considering the metrical structure of this variety through the prism of constituency, but it vanishes as soon as we treat suprasegmental structure in terms of local relative prominence relations. The next section introduces dynamic computational networks which, as we shall see, make such a move possible.
Theoretical Framework
As pointed out by Goldsmith (1990) , two important schools of thought can be distinguished with respect to syllabification; the first one, the sonority tradition, regards syllabicity as a sonority wave, that is to say
2) This issue is discussed in detail by Andreassen and Eychenne (2013 DCN's were developed to account for syllabification and stress phenomena (Goldsmith 1992 (Goldsmith , 1993 Goldsmith & Larson 1990 Laks 1995 Laks , 1997 Larson 1990 Larson , 1993 When it receives an input, the network dynamically evolves in time model leads to a derived sonority profile where /l/ is a local sonority peak and /u/ is a local trough (i.e. an onset), which corresponds to the observed syllabification, i.e. the disyllabic form [tl̩ .wat] where /l/ has a higher derived sonority that /u/.
until it stabilizes into an equilibrium state in which new updates no longer modify the global state of the system (that is, the derived sonority of the units no longer changes, or remains below an arbitrarily small threshold). The update of the system is described by the following difference equation (after Goldsmith 1992: 223): In order to better understand the behaviour of a DCN, it is worth considering a simple case. Let M(α,β) be a model whose parameters are α and β, and let u be a sonority vector which corresponds to the input values of the network. As can be seen, the rightmost unit's synaptic weight spreads leftward in the network, by an exponential factor α n , where n is the distance between two units. Because the weight is negative, the resulting pattern is an alternation of peaks and troughs of decreasing amplitude. This pattern characterizes rhythmic alternations: in this example, the sonority of even nodes is inhibited, whereas the sonority of odd nodes is enhanced; the magnitude of the change diminishes the further away a unit is from the source node.
This alternation corresponds to the alternation between stressed and unstressed syllables at the metrical level and to the alternation between 5) Prince (1993) demonstrated that a DCN is a discrete approximation of a dynamic linear model.
consonants and vowels at the syllabic level. One of the most compelling aspects of this approach is that these properties are not axioms of the theory. In frameworks such as OT, the tendency to favor alternating rhythm is assumed to be the result of the presence of constraints such as *CLASH ("avoid consecutive peaks") and *LAPSE ("avoid consecutive troughs"), which do not appear to be independently motivated. By contrast, in a DCN, this tendency is the direct consequence of the lateral competition between the units of the string, under certain parameter settings. 22-28 for a number of suggestions). Since this paper is primarily concerned with segmental syllabic structure, this approach is also adopted here.
DCN and French Syllabification
Laks ( Several remarks regarding this extension of the 'standard' DCN are in order. First, it appears that the intrinsic sonority of segments (or classes of segments) is encoded twice in this approach: once as the inherent values of the segments, and once in the α and β parameters, since these target specific classes. Furthermore, before learning takes place, vowels are assigned positive α and β parameters and a positive inherent sonority, whereas other segments are assigned negative parameters and inherent sonority (Laks 1995: 63, The rest of the paper develops an analysis of the metrical structure of southern French using the original architecture put forth by
Goldsmith and Larson. The next sub-section presents the model in detail, paying attention to the interaction between the syllabic and metrical networks.
Architecture of the Model
Since DCN's do not build constituents, metrical structure is constructed out of syllabicity peaks and troughs. Specifically, the syllabic network must include a recognition layer that is able to identify sonority maxima and minima (Larson 1993: 40-43) . In Goldmith and Larson's model, the syllabic recognition layer scans the derived sonority d of each unit i and checks whether it satisfies either of the following conditions:
6) Glides are actually assigned a null inherent sonority and negative α and β. 
Where BOOLEAN is a function that returns 1 if the condition is true and 0 otherwise. However, an important issue with DCN's, which was clearly identified by Larson (1993: 99-102, 108) and only the units whose derived sonority is positive are treated as peaks. In other words, 0 is interpreted as a baseline that distinguishes syllabic segments from non-syllabic ones in the sonority plane 7) .
Troughs remain identified as local sonority minima.
The artificial learner implemented in this paper builds upon this insight. The interface between the syllabic and metrical networks thus includes the following function to identify the nodes of the metrical network:
The nodes of the network which are identified as peaks by the syllabic recognition device (according to (8)) become input units to the metrical network. As a result, there is no longer a one-to-one mapping 7) A very similar idea is developed in Klein (1993) , although not from a connectionist perspective.
between local sonority maxima and syllabicity peaks. For instance, a hiatus occurs whenever two consecutive units have a positive derived sonority.
As we saw earlier, French stress generally falls on the last syllable of a word unless it is headed by a schwa. Quantity-insensitive languages with demarcative stress (such as French) generally align the main prominence on either edge of the string, with the possibility of marking a number of syllables at that end as extrametrical (Larson 1993: 45) . In a DCN, right-edge prominence is achieved by assigning a final positional activation value to the rightmost node in the metrical network (see figure 4) and [o] . The input to the metrical network will be a vector u = (1, 1, 1). Edge enhancement will raise the sonority of the rightmost unit, yielding u' = (1, 1, 2). Given adequate values for α and β (as in 6), the DCN will assign the highest derived sonority to the rightmost node and will create an alternating pattern of peaks and troughs.
As we saw in Section 2, a key characteristic of southern French is the existence of a lexical schwa. In order to adequately model its prosodic weakness, it is necessary to take into account the interaction between the syllabic and metrical networks. The Boolean recognition of peaks introduces a non-linear relation between the syllabic and metrical networks. Indeed, the input values to the metrical network are not proportional to the output values of the syllabic one; instead, all the units whose value is above a given threshold (namely, 0) are passed as input units to the metrical level, with the same inherent sonority (1). As a result, the metrical network makes no qualitative difference between vowels, and it is not able to distinguish between schwa and full vowels on its own.
It is tempting at first sight to treat French schwa as an extrametrical schwa cannot occur morpheme-internally due to the peripherality condition, which requires extrametrical constituents to align with either edge of their domain (Hayes, 1995: 57-58 In order to account for the prosodic weakness of schwa, I propose that this vowel is simply unable to project from the syllabic to the metrical network. This approach captures the spirit of Selkirk's (1978) analysis and, in an OT context, van Oostendorp's (2000) . To model the behavior of schwa in OT, van Oostendorp develops a schema of projection constraints which require that the head of certain prosodic constituents (in particular, the foot) dominate certain features.
Specifically, the prosodic weakness of schwa is due to the fact that projection constraints prevent it from accessing the head position of a foot because it is featureless. In the connectionist architecture adopted in this paper, this insight is reinterpreted as the fact that schwa is invisible at the metrical level. As we have seen in (8) eliminate noise such as misspelled variants and family names. Since this study is concerned with syllabification, it was decided upon reflection to remove all duplicate homophones whose lemmas were identical, as in inflected forms such as venu ∼ venues [vøny] and arrivé ∼ arrivait [aʁive] . There were many such redundant forms in the data and they would have blurred the results since it would have been difficult to isolate the ability of the network to truly generalize to unseen forms on the hand from its 'memory' of forms already encountered in the training data on the other.
The cleaned-up word list was transcribed using a broad IPA transcription according to the general pronunciation of southern French and then syllabified following traditional assumptions about the syllabic structure of southern French (Durand 1995 Nasal vowels were transcribed as an oral vowel followed by a nasal appendix, which is their canonical realization in southern varieties of French (Durand 1988 10) C = consonant (including nasal stops), V = vowel, G = glide and N = nasal appendix.4
Learning Protocol
The learning algorithm that was used, originally developed by Goldsmith and Larson (see Larson 1993: chap. 6) , is inspired by a learning procedure known as "simulated annealing" (see the appendix for a more detailed overview) 11) . The model is a supervised learning algorithm, which relies on a parameter called "temperature", initially set to a very high value. The learner is presented with items from the lexicon, one at a time. Each time a new form is presented, the temperature decreases according to a cooling schedule, whether or not the network successfully predicts the correct form.
Each presentation of the whole training constitutes one epoch. At the beginning of each new epoch, the lexicon is randomized so as to avoid any sequence effect. When the temperature of the system falls below a predefined threshold, the system is considered frozen in a stable state and no further learning takes place. The intuition behind this learning algorithm is that the magnitude of the change for α and β depends on the temperature of the system: the hotter the system, the bigger the change may be. The magnitude of the change asymptotically decreases towards 0 as the system cools down.
It must be born in mind that because the algorithm is stochastic, learning takes place in a non-deterministic way and the outcome thus differs on each new trial. In each simulation, the inherent sonority of the units is re-initialized randomly before learning starts. This encodes the linguistic hypothesis that the learner has no direct access to the underlying sonority of the segments of the target language; it only has access to the rhythmic profile of the strings to which it is exposed. As in all supervised learning algorithms, the learner tries to iteratively approximate the target forms of the language by comparing its predictions to the forms observed in the training data. Since the output of a DCN is a vector of continuous sonority values, rather than constituents, inputs and outputs need to be processed so as to make
11) The learning algorithm was implemented in the Python programming language, using the Numpy library for numerical computing; see http://www.python.org and http://www.numpy.org. The source code and the data set may be obtained from the author upon request.
them directly comparable. The sonority wave of the syllabic network is transformed into a sequence of peaks and troughs, according to three degrees of prominence: H (high) corresponds to a local sonority maximum; L (low) corresponds to a local sonority minimum and all other segments are labeled O (other). For example, the word blessé 'hurt' [ble.se] will be assigned the following sonority profile: LOHLH.
Furthermore, we will use the notation〈H〉to represent a local sonority maximum whose derived sonority is non-positive, as in the case of schwa. For instance, the word pâte 'pasta' [patə] will be assigned the following profile: LHL〈H〉. The syllabification of each word in the corpus was converted to a sonority curve according to these premises.
Previous research in DCN's only used a training set and (sometimes) a test set to train their models. Although this was a common practice in the early nineties, this is now considered problematic in machine learning; since the learning algorithm contains a number of hyperparameters which must be adjusted to the type of data on which the network is trained, there is a risk of overfitting the model to the data.
The procedure that was followed was to train and adjust the hyperparameters of the model on the training set, and then use the validation set to check the accuracy of the model on unseen data. Once the hyper-parameters were set so as to not overfit the training data, the test set was used to measure the predictive power of the model. We now turn to the results of the simulations.
Results
This section reports on the results obtained with the architecture laid out above (and detailed in the appendix), focusing on the syllabic network. In order to avoid any bias in the selection of the model, 1,000 simulations were run so as to get a fair representation of the average performance of the architecture. The mean performance of the network on the training set was 99.38%. The mean prediction score on the validation set was slightly lower at 98.48%, ranging from a minimum of 96.84% to a maximum of 98.81%. Unsurprisingly, the network was rather slow to converge since the inherent sonority values and the parameters were initially assigned randomly and the network had to find an optimal setting for all of them. It takes on average 18.6 epochs for the network to stabilize. There is however a very high variance across simulations (standard deviation σ = 19.5). The fastest simulation converged in only 3 epochs, whereas the slowest one took 329 epochs.
Importantly, it must be stressed that none of the simulations failed and that the model always converged.
To In order to test the predictive power of the average model, it was run once against the test data set, which was never seen during training.
The model made 6 prediction errors out of 506 data points, which corresponds to a performance of 98.81%. To fully appreciate the performance of DCN, I run a baseline model with alpha and beta set to 0 (which means that there is no lateral influence of units on one another) and setting the inherent value of the units according to a traditional sonority scale (Goldsmith 1990: 111) , with stops at the bottom of the scale (-5) and open vowels at the top (+5). Such a model obtained a performance of 92.49% on the test set. This shows that, even though southern French syllabicity mostly conforms to the sonority sequencing principle, inherent sonority alone is not sufficient and DCN's offer a compelling architecture to model syllabicity in cases where syllabification does not follow sonority.
To show the importance of the dynamics of the network in such cases, let's consider the form discute 'chat' /diskytə/, whose underlying structure is represented in the average model by the sonority vector u = (-8.56, 3.37, -8.19, -7.23, 3.57, -11.05, -1.29) . On the sole basis of the inherent sonority values, the network would predict the sonority profile *LHLOHL〈H〉, corresponding to the syllabification *[di.sky.tə].
Remember however that according to the loi de position, the trough should be /k/, since /s/ has a lowering effect on a preceding vowel when it is mid. Figure (13) shows the predicted derived sonority curve of this word in the average model, which corresponds to the vector d = (-8.55, 1.75, -7.91, -8.68, 1.91, -10.71, -3.27 ). This syllabic curve is consistent with the effect of the loi de position. Even though the derived sonority of /s/ is quite low and only slightly higher than /k/, it is high enough that it is not a local minimum in the output form. This post-peak/pre-trough position corresponds precisely to the traditional notion of coda, but no constituent structure needs be posited.
Let's now turn to the behaviour of schwa in more detail. As we have seen in §3.3, the properties of this vowel in this approach stems from the fact that it is prosodically invisible in the metrical network. Let's consider a word with only an alternation of vowels and consonants but containing a schwa, such as viticole 'wine-making' [vitikɔlə] . The average model assigns the derived sonority d = (-7.23, 1.98, -10.68, 1.36, -6.97, 2.24, -3.86, -2.00) , which corresponds to the sonority curve LHLHLHL〈H〉. Figure (14) plots the derived sonority predicted by the network for this form, along with the 0 baseline for the sake of clarity.
The three peaks above the baseline represent the three full vowels.
Schwa, which corresponds to the eighth node, is a local sonority maximum; however, because of the non-linear thresholding function in the recognition layer (see (8)), it fails to be projected to the metrical network.
As a result, the node corresponding to the vowel (13) derived sonority of discute (14) derived sonority of viticole I believe, however, that the metrical grid (Prince 1983 ) is a far better and more direct symbolic approximation of a DCN architecture, as has been argued by Laks (1997) . The metrical structure of viticole may thus be represented as in (15) In this paper, I have developed a connectionist analysis of the suprasegmental structure of southern French, in a model based on dynamic computational networks. Building upon previous work by Larson (1993) and Laks (1995) in particular, I have presented a two-layer architecture to model syllabic and metrical structure. Because of the computational properties of DCN's, the interface between the syllabic and metrical networks was designed so that all and only the nodes whose derived sonority is positive are visible in the metrical network. While this property was implemented so as to be able to deal with sonority plateaus, it was shown to be useful to model the behaviour of schwa: in this architecture, schwa is simply a local sonority maximum in the negative half-plane of the syllabic network.
This connectionist architecture was shown to successfully model the suprasegmental structure of southern French, and it was shown that the errors observed in the test set had to do with a very specific phonotactic pattern, namely sequences of /s/ + consonant, mostly word-initially.
This study has shown that a non-trivial part of the suprasegmental structure of southern French can be modelled without prosodic constituency. As mentioned in §2, the metrical structure of southern French, while very simple, seems to be a typological exception: in all 12) See Kaye (1992) for analysis of /sC/ clusters as heterosyllabic based on evidence drawn from Italian, Portuguese, Ancient Greek and British English.
the analyses I am aware of, the trochaic foot seems necessary to account for the interaction of schwa and stress on the one hand, and schwa and mid-vowels on the other; yet all other feet appear to be degenerate unary feet, a pattern which seems to be highly uncommon attention. An analysis of a broad range of languages in this framework using large corpora will prove invaluable in testing this architecture on a larger scale and refining it. Further progress may also be achieved by extending the model, perhaps by adding one or several additional layers, to move beyond the lexical level and model connected speech.
any such DCN, an exact solution to the learning problem is guaranteed to exist. While this still means that there exists an infinite number of possible converging values (Larson 1993: 36) , in practice, the search space for α and β is restricted to the interval [-0.5 0.5] and it is assumed that the learning problem amounts to finding an optimal value for each of the parameters within this interval.
For each simulation, the initial values of α and β were assigned randomly from a uniform distribution within the interval [-0.3 0.3] .
In order to train the model, I used an algorithm (originally developed by Goldsmith and Larson) inspired by a learning procedure known as "simulated annealing". This supervised learning algorithm relies of a parameter τ called "temperature", which is initially very high (τ = 1.0).
Each time a new form is presented to the learner, the temperature decreases according to a cooling schedule (Δτ), whether or not the network successfully predicts the correct form. For example, if Δτ = 0.99, the temperature decreases by 1% after each iteration. When the system fails to predict the correct form, the parameters α and β are randomly modified by a factor drawn from a normal distribution with mean 0 and variance τ (the temperature of the system), normalized by a constant κ. The temperature of the system is also increased by the Euclidean distance of the change in α and β; intuitively, this means that big changes in α and β will increase the temperature more than small ones. Finally, the inherent sonority of the segments whose derived sonority was wrongly predicted is modified, by a factor which depends on the temperature of the system and a normalization constant λ. When the temperature becomes lower that a predefined threshold (θ), the system is said to be frozen in a stable state and no further learning takes place.
It must be emphasized that all these parameters (except α and β) are 
