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Abstract 
In this work, we propose a methodology for the expression of necessary and 
sufficient Lyapunov-like conditions for the existence of stabilizing feedback 
laws. The methodology is an extension of the well-known Control Lyapunov 
Function (CLF) method and can be applied to very general nonlinear time-
varying systems with disturbance and control inputs, including both finite- and 
infinite-dimensional systems. The generality of the proposed methodology is 
also reflected upon by the fact that partial stability with respect to output 
variables is addressed. In addition, it is shown that the generalized CLF method 
can lead to a novel tool for the explicit design of robust nonlinear controllers for 
a class of time-delay nonlinear systems with a triangular structure.  
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1. Introduction 
 
Feedback stabilization of nonlinear systems is a fundamentally important problem in control theory and practice. The 
purpose of this paper is to look at this problem from a control Lyapunov function point of view, but for a wide class 
of nonlinear time-varying systems. We aim to develop a methodology that not only results in necessary and sufficient 
conditions for robust feedback stabilization, but provides novel tools for the design of robust nonlinear controllers. To 
add to the generality of this framework, we will address partial stability with respect to output variables, instead of 
state variables. We first consider finite-dimensional nonlinear systems, and then show that the same methodology can 
be adapted to infinite-dimensional systems described by retarded functional differential equations.  
 
Specifically, we begin with finite-dimensional control systems in the general form: 
 
mkn UtutYtDtdtx
txtHtY
tutxtdtftx
ℜ⊆∈ℜ∈≥∈ℜ∈
=
=
)(,)(,0,)(,)(
))(,()(
))(),(),(,()(&
                               (1.1) 
 
where the vector fields nn UDf ℜ→×ℜ××ℜ+: , knH ℜ→ℜ×ℜ+:  are continuous with 0)0,0,,( =dtf , 
0)0,( =tH  for all Ddt ×ℜ∈ +),( . And we ask the following question of feedback stabilizability: Under what 
conditions there exists a continuous feedback of the form: 
 
),( xtku =                                                                                       (1.2) 
 
such that the closed-loop system (1.1) with (1.2) is (uniformly) Robustly Globally Asymptotically Output Stable? See 
Section 2.1 for a precise definition. 
 
    The above-mentioned problem has been studied by several authors in past literature for a subclass of nonlinear 
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control systems (1.1). For instance, in his pioneering work [1] Artstein studied the above existence problem for affine 
autonomous control systems without disturbances, mU ℜ⊆  being a closed convex set and output Y  being identically 
the state of the system, i.e., xxtH ≡),(  (see also [27]). He showed in [1] that the existence of a time-independent 
Control Lyapunov Function (CLF) satisfying the “small-control” property is a necessary and sufficient condition for 
the existence of a continuous stabilizing feedback. Sontag [24] extended the results by presenting an explicit formula 
of the feedback stabilizer for affine autonomous control systems without disturbances, mU ℜ=  and output Y  being 
identically the state of the system. Sontag’s formula was exploited recently in [9] for the uniform stabilization of 
time-varying systems. Freeman and Kokotovic in [4] extended the idea of the CLF in order to study affine control 
systems with disturbances, mU ℜ⊆  being a closed convex set and output Y  being identically the state of the system, 
i.e., xxtH ≡),( : they introduced the concept of the Robust Control Lyapunov Function (RCLF). In [10] the authors 
showed that the “small-control” property is not needed for non-uniform in time robust global stabilization of the state 
( xxtH ≡),( ) of control systems affine in the control with mU ℜ= . The result was extended in [13] for the general 
case of output stability. In all the above approaches the stabilizing feedback is constructed using a partition of unity 
methodology or Michael’s Theorem (when simple continuity of the feedback suffices). Control Lyapunov Functions 
have also been used for the design of discontinuous feedback laws (see for instance [3]), the design of static output 
feedback stabilizers (see [13,28]), as well as for the design of adaptive nonlinear controllers (see [17,23]).  
 
   However, so far the method of Lyapunov design of stabilizing feedback laws is more frequently applied to finite-
dimensional systems of the form (1.1). In order to be able to extend the applicability of the method to infinite-
dimensional systems of the form ),,,( uxdtfx =&  where the state x  belongs to an infinite-dimensional normed linear 
space X , one has to deal with Control Lyapunov Functionals ++ ℜ→×ℜ X:V , which present one (or many) of the 
following complications: 
 
(i) In contrast to CLF in the finite-dimensional case, usually Control Lyapunov Functionals are simply locally 
Lipschitz mappings of the state (and, not necessarily, continuously differentiable); 
 
(ii) Even if the mapping f  is affine in u , the (appropriate) derivative of the Control Lyapunov Functional 
),,,( uxdtV&  is not necessarily affine in u ; 
 
(iii) The existing feedback construction methodology based on partition of unity arguments (see. e.g., [1,27]) does not 
work because the state space X  is infinite-dimensional; 
 
(iv) The feedback construction methodology based on Michael’s Theorem (see, e.g., [4]) does not work either because 
simple continuity of the feedback does not suffice or because the hypotheses of Michael’s Theorem cannot be 
verified. 
 
Particularly, all of the above complications are encountered when control systems described by Retarded Functional 
Differential Equations (RFDEs) are studied, i.e., systems of the form  
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where 0>r  is a constant, nn UrCDf ℜ→×ℜ−××ℜ+ );]0,([: 0 , Y→ℜ−×ℜ+ );]0,([: 0 nrCH  satisfy 
0)0,0,,( =dtf , 0)0,( =tH  for all Ddt ×ℜ∈ +),( , lD ℜ⊆  is a non-empty compact set, mU ℜ⊆  is a closed 
convex set with U∈0 , Y  is a normed linear space and ]0,[;)()( rtxxtTr −∈+= θθ . It should be emphasized that by 
allowing the output to take values in an abstract normed linear spaces we are in a position to consider: 
 
•  outputs with no delays, e.g. ))(,()( txthtY =  with kℜ=Y ,  
•  outputs with discrete or distributed delay, e.g. ))(),(()( rtxtxhtY −=  or ∫
−
=
t
rt
dxthtY θθθ ))(,,()(  with kℜ=Y , 
•  functional outputs with memory, e.g. ]0,[;))(,,()( rtxthtY −∈+= θθθ  or the identity output 
]0,[;)()()( rtxxtTtY r −∈+== θθ  with )];0,([0 krC ℜ−=Y .  
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    As the second contribution of the present work, we show how all complications mentioned above for infinite-
dimensional systems can be solved, and consequently we obtain Lyapunov-like necessary and sufficient conditions 
for systems of the form (1.3). Since the methodology that we describe in the present work allows the construction of 
locally Lipschitz stabilizing feedback laws, it is expected that it can be used for general infinite-dimensional control 
systems. More importantly, we will show that our generalized CLF methodology is more than of existence-type 
result, but can yield constructive design tools for an enlarged class of nonlinear control systems. To this end, we will 
study in details a class of triangular time-delay nonlinear systems described by RFDEs, i.e. 
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Autonomous and disturbance-free systems of the form (1.4) have been studied in [7,8,22,29]. In the present work it is 
shown that the construction of a stabilizing feedback law for (1.4) proceeds in parallel with the construction of a State 
Robust Control Lyapunov Functional. Moreover, sufficient conditions for the existence and design of a stabilizing 
feedback law ))(()( txktu = , which is independent of the delay are given. 
 
    The rest of the paper is organized as follows. First, our results are developed for the finite-dimensional case (1.1) 
(Section 2), where necessary and sufficient conditions for the existence of stabilizing feedback are formulated. 
Section 3 is devoted to the development of sufficient conditions, which guarantee that a given function is an Output 
Robust Control Lyapunov function for (1.1). Examples are presented for systems which are polynomial in the control; 
this case was recently studied in [21]. In Section 4 we show how the same methodology can be applied to the infinite-
dimensional case (1.3). We exploit the converse Lyapunov theorems in [14,16] to obtain necessary and sufficient 
conditions for the uncertain case (1.3); the classical Lyapunov-Krasovskii characterizations (see [5]) cannot be used 
since they are applicable to the disturbance-free case. Lyapunov-based feedback design for systems described by 
RFDEs was used recently in [6,7,19,20,22,29]. Section 5 is devoted to the case of triangular control systems (1.4). 
Finally, our concluding remarks are given in Section 6. 
 
     
 
Notations Throughout this paper we adopt the following notations:  
∗  Let nA ℜ⊆  be a set. By  );(0 ΩAC , we denote the class of continuous functions on A , which take values in Ω . 
By );( ΩAC k , where 1≥k  is an integer, we denote the class of differentiable functions on A  with continuous 
derivatives up to order k , which take values in Ω . By );( Ω∞ AC , we denote the class of differentiable functions 
on A  having continuous derivatives of all orders, which take values in Ω , i.e., );();(
1
Ω∩=Ω ≥
∞ ACAC k
k
. 
∗  By Y , we denote the norm of the normed linear space Y . 
∗  A continuous mapping mxzkxzBA ℜ∈→∋× ),(),( , where X⊆B , Y⊆A  and YX,  are normed linear spaces, 
is called completely locally Lipschitz with respect to Bx∈  if for every closed and bounded set BAS ×⊆  it holds 
that +∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈−
−
yxSyzSxz
yx
yzkxzk
,),(,),(:
),(),(
sup
X
. If the normed linear spaces YX,  are finite-
dimensional spaces then we simply say that the continuous mapping mxzkxzBA ℜ∈→∋× ),(),(  is locally 
Lipschitz with respect to Bx∈  if for every compact set BAS ×⊆  it holds that 
+∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈−
−
yxSyzSxz
yx
yzkxzk
,),(,),(:
),(),(
sup . 
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm and by x′  its transpose. For )];0,([0 nrCx ℜ−∈  
we define )(max:
]0,[
θθ xx rr −∈= . 
∗  +ℜ  denotes the set of non-negative real numbers. 
∗  E  denotes the class of non-negative 0C  functions ++ ℜ→ℜ:μ , for which it holds: +∞<∫+∞
0
)( dttμ  and 0)(lim =+∞→ tt μ . 
∗  We denote by +K  the class of positive 0C  functions defined on +ℜ . We say that a function ++ ℜ→ℜ:ρ  is 
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positive definite if 0)0( =ρ  and 0)( >sρ  for all 0>s . By K  we denote the set of positive definite, increasing 
and continuous functions. We say that a positive definite, increasing and continuous function ++ ℜ→ℜ:ρ  is of 
class ∞K  if +∞=+∞→ )(lim ss ρ . By KL  we denote the set of all continuous functions 
+++ ℜ→ℜ×ℜ= :),( tsσσ  
with the properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 0≥s , the mapping ),( ⋅sσ  
is non-increasing with 0),(lim =+∞→ tst σ .  
∗  Let lD ℜ⊆  be a non-empty set. By DM  we denote the class of all Lebesgue measurable and locally essentially 
bounded mappings Dd →ℜ+: . 
∗  Let nbrax ℜ→− ),[:  be a continuous mapping with −∞>> ab  and 0>r . By xtTr )(  we denote the “ r -
history” of x  at time ),[ bat∈ , i.e., ]0,[;)(:)( rtxxtTr −∈+= θθ . Notice that )];0,([)( 0 nr rCxtT ℜ−∈ .  
∗  A function }{: +∞∪ℜ→×Ψ UA , where nA ℜ⊆ , mU ℜ⊆  is a convex set, is called quasi-convex with respect 
to Uu∈ , if for every Uvu ∈, , Ax∈   and ]1,0[∈λ  it holds that { }),(,),(max))1(,( vxuxvux ΨΨ≤−+Ψ λλ .  
∗  Let nA ℜ⊆  be a non-empty set. By A  we denote the closure of nA ℜ⊆  and by Aco , we denote the closure of 
the convex hull of nA ℜ⊆ .  
∗  Let nU ℜ⊆  be a non-empty closed set. By )(Pr xU , we denote the projection of nx ℜ∈  on nU ℜ⊆ . Notice that 
if nU ℜ⊆  is convex then yxyx UU −≤− )(Pr)(Pr , for all nyx ℜ∈, . 
 
 
 
2. Finite-Dimensional Control Systems  
 
In this section, we consider control systems of the form (1.1) under the following hypotheses: 
 
(H1) the vector fields nn UDf ℜ→×ℜ××ℜ+: , knH ℜ→ℜ×ℜ+:  are continuous and for every bounded 
interval +ℜ⊂I  and every compact set US n ×ℜ⊂  there exists 0≥L  such that 
vuLyxLvydtfuxdtf −+−≤− ),,,(),,,(  for all DIdt ×∈),( , Sux ∈),( , Svy ∈),(  (i.e., the mapping 
nn uxdtfuxdtUD ℜ∈→∋×ℜ××ℜ+ ),,,(),,,(  is locally Lipschitz with respect to ),( ux ), 
 
(H2) the set lD ℜ⊂  is compact and mU ℜ⊆  is a closed convex set, 
 
(H3) 0)0,0,,( =dtf , 0)0,( =tH  for all Ddt ×ℜ∈ +),( . 
 
In order to present the main results on finite-dimensional systems of the form (1.1) we need to present in detail the 
basic steps of the method. The methodology consists of the following steps: 
 
2.I.   Notions of Output Stability  
2.II.  Lyapunov-like criteria for Output stability 
2.III.    Definition of the Output Robust Control Lyapunov Function 
2.IV.  Converse Lyapunov theorems for output stability 
 
 
 
2.I. Notions of Output Stability 
 
We first analyze the output stability notions used in the present work. Consider the system 
 
kn tYDtdtx
txtHtY
txtdtftx
ℜ∈∈ℜ∈
=
=
)(,)(,)(
))(,()(
))(),(,()(&
                                                               (2.1) 
 
where the vector fields nnDf ℜ→ℜ××ℜ+: , knH ℜ→ℜ×ℜ+:  are continuous and lD ℜ⊂  is compact. We 
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assume that for every D
n Mdxt ×ℜ×ℜ∈ +),,( 00  there exist ],0( +∞∈h  and a unique absolutely continuous 
mapping nhttx ℜ→+ ),[: 00  with 00 )( xtx =  and ))(),(,()( txtdtftx =&  a.e. for ),[ 00 httt +∈ . Moreover, we 
assume that 0)0,,( =dtf , 0)0,( =tH  for all Ddt ×ℜ∈ +),( . The solution nhttx ℜ→+ ),[: 00  of (2.1) at time 
0tt ≥  with initial condition 00 )( xtx =  corresponding to input DMd ∈  will be denoted by );,,( 00 dxttx . 
 
 
Definition 2.1: We say that (2.1) is Robustly Forward Complete (RFC) if for every 0≥T , 0≥r  it holds that: 
 
 { } +∞<∈⋅∈∈≤+ DMdThTtrxdxthtx )(,],0[,],0[,;);,,(sup 00000                                 (2.2) 
 
 
     Clearly, the notion of robust forward completeness implies the standard notion of forward completeness, which 
simply requires that for every initial condition the solution of the system exists for all times greater than the initial 
time, or equivalently, the solutions of the system do not present finite escape time. Conversely, an extension of 
Proposition 5.1 in [18] to the time-varying case shows that every forward complete system (2.1) whose dynamics are 
locally Lipschitz with respect to ),( xt , uniformly in Dd ∈ , is RFC. All output stability notions used in the present 
work will assume RFC. 
 
    We continue with the notion of (non-uniform in time) Robust Global Asymptotic Output Stability (RGAOS) as a 
generalization of the notion of Robust Output Stability (see [11,12]). Let us denote by ));,,(,()( 00 dxttxtHtY =  the 
value of the output for the unique solution of (2.1) at time t  that corresponds to input DMd ∈  with initial condition 
00 )( xtx = . 
 
 
Definition 2.2: Consider system (2.1) and suppose that (2.1) is RFC. We say that system (2.1) is (non-uniformly in 
time) Robustly Globally Asymptotically Output Stable (RGAOS) if it satisfies the following properties:  
 
P1(Output Stability) For every 0>ε , 0≥T , it holds that 
 { } +∞<∈⋅∈≤≥ DMdTtxtttY )(,],0[,,;)(sup 000 ε  
 
and there exists a ( ) 0,: >= Tεδδ  such that: 
 
000 ,)(],0[, tttYTtx ≥∀≤⇒∈≤ εδ , DMd ∈⋅∀ )(  
 
P2(Uniform Output Attractivity on compact sets of initial data)  For every 0>ε , 0≥T  and 0≥R , there exists a ( ) 0,,: ≥= RTεττ , such that: 
τε +≥∀≤⇒∈≤ 000 ,)(],0[, tttYTtRx , DMd ∈⋅∀ )(  
 
 
The notion of Uniform Robust Global Asymptotic Output Stability was given in [25,26] and is a special case of (non-
uniform in time) RGAOS. 
 
 
Definition 2.3: Consider system (2.1) and suppose that (2.1) is RFC. We say that system (2.1) is Uniformly Robustly 
Globally Asymptotically Output Stable (URGAOS) if it satisfies the following properties:  
 
P1(Uniform Output Stability) For every 0>ε , it holds that 
 { } +∞<∈⋅≥≤≥ DMdtxtttY )(,0,,;)(sup 000 ε  
 
and there exists a ( ) 0: >= εδδ  such that: 
 
000 ,)(0, tttYtx ≥∀≤⇒≥≤ εδ , DMd ∈⋅∀ )(  
 
 6
P2(Uniform Output Attractivity on compact sets of initial states)  For every 0>ε  and 0≥R , there exists a ( ) 0,: ≥= Rεττ , such that: 
τε +≥∀≤⇒≥≤ 000 ,)(0, tttYtRx , DMd ∈⋅∀ )(  
 
 
 
    Obviously, for the case xxtH =),(  the notions of RGAOS and URGAOS coincide with the notions of non-
uniform in time Robust Global Asymptotic Stability (RGAS) as given in [10] and Uniform Robust Global 
Asymptotic Stability (URGAS) as given in [18], respectively. Also note that if there exists ∞∈Ka  with 
)),(( xtHax ≤  for all nxt ℜ×ℜ∈ +),( , then (U)RGAOS implies (U)RGAS . 
 
 
 
 
2.II. Lyapunov-like Criteria for Output Stability 
 
For a locally bounded function ℜ→ℜ×ℜ+ nV : , we define  
 
h
xtVhwxhtVvxtV
vwh
),(),(
suplim:);,(
,0
0 −++=
→→ +
                                                  (2.3) 
 
The reader should notice that the function );,(),,( 0 vxtVvxt →  may take values in the extended real number set 
],[ +∞−∞=ℜ∗ . However, for locally Lipschitz functions ℜ→ℜ×ℜ+ nV : , the function );,(),,( 0 vxtVvxt →  is 
locally bounded. It should be clear that for locally Lipschitz functions ℜ→ℜ×ℜ+ nV :  it holds that: 
 
h
xtVhvxhtVvxtV
h
),(),(suplim);,(
0
0 −++=
+→
                                                  (2.4) 
 
The main reason for introducing the above Dini derivative is the following lemma.  
 
Lemma 2.4: Let ℜ→ℜ×ℜ+ nV :  be a locally bounded function and let nttx ℜ→),[: max0  be a solution of (2.1) 
with initial condition nxtx ℜ∈= 00 )(  corresponding to certain DMd ∈ , where ],( 0max +∞∈ tt  is the maximal 
existence time of the solution. Then it holds that 
 
( ) ))(;,())(,())(,(suplim 01
0
txDxtVtxtVhtxhtVh
h
+−
→
≤−++
+
, a.e. on ),[ max0 tt                (2.5) 
where ( ))()(lim)( 1
0
txhtxhtxD
h
−+= −
→
+
+ .  
 
Proof Inequality (2.5) follows directly from definition (2.3) and definition 
h
txhtxwh
)()( −+= , where 
Nttt \),[ max0∈  and N  is a measure zero set where ( ))()(lim)( 1
0
txhtxhtxD
h
−+= −
→
+
+  is not defined. Notice that 
since ( ))()(lim)( 1
0
txhtxhtxD
h
−+= −
→
+
+  we obtain that )(txDwh
+→  as +→ 0h . The proof is complete.     <  
 
Having introduced an appropriate derivative for Lyapunov functions, we are now in a position to give Lyapunov-like 
criteria for RGAOS and URGAOS. The proof of the following proposition can be found in the Appendix. 
 
Proposition 2.5: Consider system (2.1) and the following statements: 
 
(Q1) There exist a locally Lipschitz function ++ ℜ→ℜ×ℜ nV : , functions ∞∈Kaa 21, , +∈Kμβ , , a function 
E∈q  and a 0C  positive definite function ++ ℜ→ℜ:ρ  such that  
 ( ) ( )xtaxtVxtHxta )(),()),(,)(( 21 βμ ≤≤ , nxt ℜ×ℜ∈∀ +),(                                (2.6) 
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and such that the following inequality holds for all Ddxt n ×ℜ×ℜ∈ +),,( : 
 
( ) )(),()),,(;,(0 tqxtVxdtfxtV +−≤ ρ                                                     (2.7) 
 
(Q2) Hypothesis (Q1) holds with 1)( ≡tβ , 0)( ≡tq . 
 
(Q3) The mapping nn xdtfxdtD ℜ∈→∋ℜ××ℜ+ ),,(),,(  is locally Lipschitz with respect to nx ℜ∈ .  
 
If hypotheses (Q1), (Q3) hold then system (2.1) is RGAOS. If hypothesis (Q2) holds, then system (2.1) is URGAOS. 
 
 
 
 
2.III. Definition of the Output Robust Control Lyapunov Function 
 
   We next give the definition of the Output Robust Control Lyapunov Function for system (1.1). The definition is in 
the same spirit with the definition of the notion of Robust Control Lyapunov Function given in [4] for continuous-
time finite-dimensional control systems. The small-control property in the following definition constitutes a time-
varying version of the small-control property for the autonomous case [1,4,24]. 
 
Definition 2.6: We say that (1.1) admits an Output Robust Control Lyapunov Function (ORCLF) if there exists a 
locally Lipschitz function ++ ℜ→ℜ×ℜ nV :  (called the Output Robust Control Lyapunov Function), which satisfies 
the following properties: 
 
(i) There exist ∞∈Kaa 21, , +∈Kμβ ,  such that (2.6) holds. 
 
(ii) There exists a function }{: +∞∪ℜ→×ℜ×ℜΨ + Un  with 0)0,0,( =Ψ t  for all 0≥t  such that for each Uu∈  
the mapping ),,(),( uxtxt Ψ→  is upper semi-continuous, a function E∈q  and a 0C  positive definite function 
++ ℜ→ℜ:ρ such that the following inequality holds:  
 
)(),,(inf tquxt
Uu
≤Ψ∈ , 
nxt ℜ×ℜ∈∀ +),(                                               (2.8) 
 
Moreover, for every finite set Uuuu p ⊂},...,,{ 21  and for every ]1,0[∈iλ  ( pi ,...,1= ) with 1
1
=∑
=
p
i
iλ , it holds that: 
 
( ) { }piuxtxtVuxdtfxtV i
p
i
ii
Dd
,...,1,),,(max),(,,,;,sup
1
0 =Ψ+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=∈
ρλ , nxt ℜ×ℜ∈∀ +),(             (2.9) 
 
If in addition to the above there exist ∞∈Ka , +∈Kγ  such that for every nxt ℜ×ℜ∈ +),(  there exists Uu∈  with ( )xtau )(γ≤  such that 
 
)(),,( tquxt ≤Ψ                                                                           (2.10) 
 
then we say that ++ ℜ→ℜ×ℜ nV :  satisfies the “small-control” property.  
 
For the case xxtH ≡),(  we simply call ++ ℜ→ℜ×ℜ nV :  a State Robust Control Lyapunov Function (SRCLF). 
 
 
Remark 2.7: It is important to emphasize that the Dini derivative used for the Lyapunov-like criteria for output 
stability (Proposition 2.5) is the same derivative used in inequality (2.9) for the definition of the ORCLF. 
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2.IV. Converse Lyapunov theorems for output stability 
 
In this section we are going to exploit the converse Lyapunov theorem for RGAOS presented in [12].  
 
 
2.V. Main Results  
 
We are now ready to state and prove our main results for the finite-dimensional case (1.1). 
 
Theorem 2.8: Consider system (1.1) under hypotheses (H1-3). The following statements are equivalent: 
 
(a)   There exists a ∞C  function Uk n →ℜ×ℜ+:  with 0)0,( =tk  for all 0≥t , in such a way that the closed-loop 
system (1.1) with ),( xtku =  is RGAOS. 
 
(b) There exists a 0C  function Uk n →ℜ×ℜ+:  with )),(,,,( xtkxdtf  being locally Lipschitz with respect to x  and 
0))0,(,0,,( =tkdtf  for all Ddt ×ℜ∈ +),( , such that the closed-loop system (1.1) with ),( xtku =  is RGAOS.  
 
(c) System (1.1) admits an ORCLF, which satisfies the small control property with 0)( ≡tq . 
 
(d) System (1.1) admits an ORCLF. 
 
 
Theorem 2.9: Consider system (1.1) under hypotheses (H1-3). If system (1.1) admits an ORCLF, which satisfies the 
small-control property and inequalities (2.6), (2.10) with 1)( ≡tβ , 0)( ≡tq , then there exists a continuous mapping 
Uk n →ℜ×ℜ+: , with 0)0,( =tk  for all 0≥t , which is ∞C on the set })0{\( nℜ×ℜ+ , such that 
 
i) for all D
n Mdxt ×ℜ×ℜ∈ +),,( 00  the solution )(tx  of the closed-loop system (1.1) with ),( xtku = , 
i.e. the solution of  
 
)))(,(),(),(,()( txtktxtdtftx =&                                                          (2.11) 
 
with initial condition nxtx ℜ∈= 00 )( , corresponding to input DMd ∈  is unique, 
 
ii) system (2.11) is URGAOS.  
 
Moreover, if the ORCLF V  and the function Ψ  involved in property (ii) of Definition 2.6 are time independent then 
the continuous mapping k  is time invariant. Finally, if in addition there exist functions +∈Kη , );( UAC v∈ϕ  
where ,...}2,1{∈v , )}(4:{}{
0
txxtA n
t
η<ℜ∈×∪= ≥  with 0)0,( =tϕ  for all 0≥t , such that  
 
0)),(,,( ≤Ψ xtxt ϕ , for all nxt ℜ×ℜ∈ +),(  with )(2 tx η≤                                      (2.12) 
 
then the continuous mapping k  is of class );( UC nv ℜ×ℜ+ . 
 
 
Proof of Theorem 2.8: The implications (a)⇒ (b) and (c)⇒ (d) are obvious and we prove implications (d)⇒ (a), 
(b)⇒ (d) and (a)⇒ (c). 
 
(d)⇒ (a) Suppose that (1.1) admits an ORCLF. Without loss of generality, we may assume that the function E∈q  
involved in (2.8) is positive for all 0≥t .  
 
Furthermore define: 
 
)(8),,(:),,( tquxtuxt −Ψ=Ξ , Uuxt n ×ℜ×ℜ∈ +),,(                                          (2.13a) 
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),,0(:),,( uxuxt Ξ=Ξ , Uuxt n ×ℜ×−∈ )0,1(),,(                                                (2.13b) 
 
The definition of Ξ , given by (2.13a,b), guarantees that the function }{),1(: +∞∪ℜ→×ℜ×+∞−Ξ Un  with 
}),0(max{8)0,0,( tqt −=Ξ  for all 1−>t  is such that, for each Uu∈  the mapping ),,(),( uxtxt Ξ→  is upper semi-
continuous. By virtue of (2.8) and upper semi-continuity of Ξ , it follows that for each nxt ℜ×+∞−∈ ),1(),(  there 
exist Uxtuu ∈= ),(  and )1,0(),( +∈= txtδδ , such that 
 
                           0)),(,,( ≤Ξ xtuyτ , { }δτττ <−+−ℜ×+∞−∈∈∀ xytyy n :),1(),(),(                        (2.14) 
 
Using (2.14) and standard partition of unity arguments, we can determine sequences ∞=ℜ×+∞−∈ 1}),1(),{( inii xt , 
∞=∈ 1}{ ii Uu , ∞=1}{ iiδ  with )1,0(),( +∈= iiii txtδδ  associated with a sequence of open sets ∞=Ω 1}{ ii  with 
 
 { }iiini xyty δττ <−+−ℜ×+∞−∈⊆Ω :),1(),(                                                 (2.15) 
 
 forming a locally finite open covering of nℜ×+∞− ),1(  and in such a way that: 
 
0),,( ≤Ξ iuyτ , iy Ω∈∀ ),(τ                                                               (2.16) 
 
Also, a family of smooth functions ∞=1}{ iiθ  with 0),( ≥xtiθ  for all nxt ℜ×+∞−∈ ),1(),(  can be determined with   
 
               iiupps Ω⊆θ                                                                                (2.17) 
 
1),(
1
=∑∞
=i
i xtθ , nxt ℜ×+∞−∈∀ ),1(),(                                                    (2.18) 
 
The facts that 0)(8)0,0,( <−=Ξ tqt  for all 0≥t  and that the mapping )0,,(),( xtxt Ξ→  is upper semi-continuous, 
imply that for every 0≥t  there exists 0)( >tδ  such that 0)0,,( ≤Ξ yτ  for all ny ℜ×ℜ∈ +),(τ  with 
)(tyt δτ ≤+− . Utilizing compactness of ],0[ T  for every 0≥T , we conclude that for every 0≥T  there exists  
0)(~ >Tδ  such that  
 
 nTy ℜ×∈ ],0[),(τ  and )(~ Ty δ≤  0)0,,( ≤Ξ⇒ yτ                                              (2.19) 
 
Define the following function: 
 
[ ]( ) [ ]( ) [ ]( ) [ ]( )2~
2
11~1
2
1:)(~ +−++−+= ttttttt δδη , 0≥t                                      (2.20) 
 
where [ ]t  denotes the integer part of 0≥t . Notice that by virtue of definition (2.20) it follows that )1(~
2
1)(~ += kk δη , 
)2(~
2
1)(~lim
)1(
+=−+→ ktkt δη  for all 
+∈ Zk , which implies that η~  is continuous. Moreover, definition (2.20) gives 
[ ]( ) [ ]( ){ }2~;1~max
2
1)(~0 ++≤< ttt δδη  for all 0≥t , which in conjunction with (2.19) and the inequality 
2][1][ +≤+≤ ttt  implies: 
 
  )(~2 tx η≤  0)0,,( ≤Ξ⇒ xt                                                              (2.21) 
 
Let ),0(: +∞→ℜ+η  be the positive, continuous and non-decreasing function defined by )(~min:)(
0
τηη τ tt ≤≤= . Let 
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])1,0[;(ℜ∈ ∞Cϕ  be a smooth function with 0)(
1
0
>∫ dssϕ , 0)( =sϕ  for all 0≤s  and 1≥s . Define 
∫ += 1
0
)()(:)( dsstst ηϕη , which is a ∞C  positive function that satisfies )(~)( tt ηη ≤  for all 0≥t . Consequently, by 
virtue of (2.21) we obtain: 
  )(2 tx η≤  0)0,,( ≤Ξ⇒ xt                                                              (2.22) 
 
Let ])1,0[;(ℜ∈ ∞Ch  be a smooth non-decreasing function with 0)( =sh  for all 0≤s  and 1)( =sh  for all 1≥s . We 
define: 
∑∞
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −=
1
2
22
),(
)(2
)(2
:),(
i
ii uxt
t
tx
hxtk θη
η
                                                (2.23) 
 
Clearly, k  as defined by (2.23) is a smooth function with 0)0,( =tk  for all 0≥t . Moreover, since ),( xtk  is defined 
as a (finite) convex combination of Uui ∈  and U∈0 , we have Uxtk ∈),(  for all nxt ℜ×ℜ∈ +),( .  
 
Let nxt ℜ×ℜ∈ +),(  with )(2 tx η≥  and define { }0),(;,...}2,1{),( ≠∈= xtjxtJ jθ  (a finite set). Notice that by 
virtue of (2.9) and definition (2.23) we get: 
 
( )( ) ( ) { }),,(max),(),(,,,;,sup),(,,,;,sup
),(
),(
00
j
xtJj
xtJj
jj
DdDd
uxtxtVuxtxdtfxtVxtkxdtfxtV Ψ+−≤⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
∈∈∈∈
∑ ρθ     (2.24) 
 
Notice that for each ),( xtJj∈  we obtain from (2.17) that jxt Ω∈),( . Consequently, by virtue of (2.16) and 
definition (2.13a) we have that )(8),,( tquxt j ≤Ψ , for all ),( xtJj∈ . Combining the previous inequality with 
inequality (2.24), we conclude that the following property holds for all Ddxt n ×ℜ×ℜ∈ +),,(  with )(2 tx η≥ : 
 
( ) )(8),())),(,,,(;,(0 tqxtVxtkxdtfxtV +−≤ ρ                                          (2.25) 
 
Let nxt ℜ×ℜ∈ +),(  with )(2 tx η≤ . Notice that by virtue of definition (2.23) we get: 
 
( )( ) ( )( )0,,,;,sup),(,,,;,sup 00 xdtfxtVxtkxdtfxtV
DdDd ∈∈
=  
 
By virtue of (2.22), (2.13a) and the above inequality we conclude that (2.25) holds as well for all nxt ℜ×ℜ∈ +),(  
with )(2 tx η≤ . Finally, for the case nxt ℜ×ℜ∈ +),(  with )(2)(2 txt ηη << , let { }0),(;,...}2,1{),( ≠∈= xtjxtJ jθ  and notice that from (2.9) we get: 
 
( )( )
( ) { }),(,),,(),0,,(max),(),(
)(2
)(2
,,,;,sup
),(,,,;,sup
),(
2
22
0
0
xtJjuxtxtxtVuxt
t
tx
hxdtfxtV
xtkxdtfxtV
j
xtJj
jj
Dd
Dd
∈ΨΨ+−≤⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
=
∑
∈∈
∈
ρθη
η  
             (2.26) 
 
Taking into account definition (2.13a) and inequalities (2.16), (2.17), (2.22), (2.26) we may conclude that (2.25) holds 
as well for all nxt ℜ×ℜ∈ +),(  with )(2)(2 txt ηη << . Consequently, (2.25) holds for all nxt ℜ×ℜ∈ +),( .   
  
It follows from (2.25) and Proposition 2.5 that system (1.1) with ),( xtku =  is RGAOS. 
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(b)⇒ (d) Since system (1.1) with ),( xtku =  is RGAOS, and since )),(,,,( xtkxdtf  is Lipschitz with respect to x  
on each bounded subset of Dn ×ℜ×ℜ+ , it follows from Theorem 3.2 in [12] that there exists a function 
);( ++∞ ℜℜ×ℜ∈ nCV , functions ∞∈Kaa 21, , +∈Kμβ ,  such that 
 ( ) ( )xtaxtVxtHxta )(),()),(,)(( 21 βμ ≤≤ , nxt ℜ×ℜ∈∀ +),(                                (2.27a) 
 
),()),(,,,(),(sup),( xtVxtkxdtfxt
x
Vxt
t
V
Dd
−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
, nxt ℜ×ℜ∈∀ +),(                       (2.27b) 
 
We next prove that V  is an ORCLF for (1.1). Obviously property (i) of Definition 2.6 is a consequence of inequality 
(2.27a). Define 
⎭⎬
⎫
⎩⎨
⎧ −≤−∈∈∂
∂+∂
∂+=Ψ ),(),(,:),,,(),(),(sup),(:),,( xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtVuxt      (2.28) 
 
Inequality (2.8) with 0)( ≡tq  is an immediate consequence of inequality (2.27b) and definition (2.28). Moreover, it 
holds that  
),,(),(),,,(),(sup),( uxtxtVuxdtfxt
x
Vxt
t
V
Dd
Ψ+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
, Uuxt n ×ℜ×ℜ∈∀ +),,(                  (2.29) 
 
It follows from compactness of lD ℜ⊂ , continuity of ),( xtV , ),,,(),(),( vxdtfxt
x
Vxt
t
V
∂
∂+∂
∂ , Uk n →ℜ×ℜ+:  
and Theorem 1.4.16 in [2] that the function Ψ  as defined by (2.28) is upper semi-continuous. Clearly, definition 
(2.28) implies 0)0,0,( =Ψ t  for all 0≥t .  
 
Finally, we show that inequality (2.9) holds with ss =:)(ρ . Let arbitrary nxt ℜ×ℜ∈ +),( , Uuuu p ⊂},...,,{ 21  and 
]1,0[∈iλ  ( pi ,...,1= ) with 1
1
=∑
=
p
i
iλ . Definition (2.28) implies: 
⎭⎬
⎫
⎩⎨
⎧ −≤−∈∈∂
∂+∂
∂+≤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ −≤−∈∈∂
∂+∂
∂+≤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−≤−∈∈∂
∂+∂
∂+=
⎟⎟⎠
⎞
⎜⎜⎝
⎛Ψ
=
=
=
=
∑
∑
∑
),(max),(,:),,,(),(),(sup),(
),(),(,:),,,(),(),(sup),(
),(),(,:),,,(),(),(sup),(
,,
,...,1
1
1
1
xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtV
xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtV
xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtV
uxt
ipi
p
i
ii
p
i
ii
p
i
ii
λ
λ
λ
 
 
Let },...,1{ pj∈  such that ),(max),(
,...,1
xtkuxtku i
pi
j −=− = . The previous inequalities imply that 
 ),,(max),,(,,
,...,1
1
ipij
p
i
ii uxtuxtuxt Ψ≤Ψ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛Ψ
==
∑λ                                                    (2.30) 
 
Inequality (2.9) with ss =:)(ρ  is a direct consequence of (2.29) and (2.30).  
 
(a)⇒ (c) The proof is exactly the same with the proof of implication (b)⇒ (d). The only additional point is that by 
virtue of Lemma 3.2 in [11] there exist functions ∞∈Ka , +∈Kγ  such that 
 ( )xtaxtk )(),( γ≤ , nxt ℜ×ℜ∈∀ +),(                                                     (2.31) 
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Consequently, for every nxt ℜ×ℜ∈ +),(  there exists Uu∈  with ( )xtau )(γ≤  (namely ),( xtku = ) such that (2.10) 
holds with ss =:)(ρ  and 0)( ≡tq . The proof is complete.        <  
 
 
Proof of Theorem 2.9: Suppose that (1.1) admits an ORCLF which satisfies the small control property with 
0)( ≡tq . Define: 
( )),(
2
1),,(:),,( xtVuxtuxt ρ−Ψ=Ξ , Uuxt n ×ℜ×ℜ∈ +),,(                               (2.32a) 
 
),,0(:),,( uxuxt Ξ=Ξ , Uuxt n ×ℜ×−∈ )0,1(),,(                                                (2.32b) 
 
The definition of Ξ , given by (2.32a,b), guarantees that the function }{),1(: +∞∪ℜ→×ℜ×+∞−Ξ Un  with 
0)0,0,( =Ξ t  for all 1−>t  is such that, for each Uu∈  the mapping ),,(),( uxtxt Ξ→  is upper semi-continuous. By 
virtue of (2.10) with 0)( ≡tq  and upper semi-continuity of Ξ , it follows that for each })0{\(),1(),( nxt ℜ×+∞−∈  
there exist Uxtuu ∈= ),(  with ( )xtau )),0(max(γ≤  and ))1,1min(,0(),( +∈= txtδδ , 
2
),(
x
xt ≤δ , such that 
 
                           0)),(,,( ≤Ξ xtuyτ , { }δτττ <−+−ℜ×+∞−∈∈∀ xytyy n :),1(),(),(                        (2.33) 
 
Using (2.33) and standard partition of unity arguments, we can determine sequences 
∞=ℜ×+∞−∈ 1})}0{\(),1(),{( inii xt , ∞=∈ 1}{ ii Uu , ∞=1}{ iiδ  with ( )iii xtau )),0(max(γ≤ , 
))1,1min(,0(),( +∈= iiii txtδδ , 2),(
i
iii
x
xt ≤= δδ  associated with a sequence of open sets ∞=Ω 1}{ ii  with 
 
 { }iiini xyty δττ <−+−ℜ×+∞−∈⊆Ω :),1(),(                                                 (2.34) 
 
 forming a locally finite open covering of })0{\(),1( nℜ×+∞−  and in such a way that: 
 
0),,( ≤Ξ iuyτ , iy Ω∈∀ ),(τ                                                               (2.35) 
 
Also, a family of smooth functions ∞=1}{ iiθ  with 0),( ≥xtiθ  for all })0{\(),1(),( nxt ℜ×+∞−∈  can be determined 
with   
               iiupps Ω⊆θ                                                                                (2.36) 
1),(
1
=∑∞
=i
i xtθ , })0{\(),1(),( nxt ℜ×+∞−∈∀                                                    (2.37) 
We define: 
∑∞
=
=
1
),(:),(
i
ii uxtxtk θ
 
for 0≥t , 0≠x                                                     (2.38a) 
 
0:)0,( =tk  for 0≥t                                                                       (2.38b) 
 
It follows from (2.38a) that k  is ∞C on the set })0{\( nℜ×ℜ+ . Moreover, since ),( xtk  is defined as a (finite) 
convex combination of Uui ∈  and U∈0 , we have Uxtk ∈),(  for all nxt ℜ×ℜ∈ +),( . In order to prove continuity 
of k  at zero, let })0{\(),( nxt ℜ×ℜ∈ +  and define { }0),(;,...}2,1{),( ≠∈= xtjxtJ jθ  (a finite set). Notice that for 
each ),( xtJj∈  we obtain from (2.36) that jxt Ω∈),( . Consequently, using (2.34), (2.38a) and the facts 
( )jjj xtau )),0(max(γ≤ , ))1,1min(,0(),( +∈= jjjj txtδδ , 2),( jjjj xxt ≤= δδ , we obtain: 
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( ) ( )xtaxtauxtk jj
xtJj
j
xtJj
)(~~)),0(max(maxmax),(
),(),(
γγ ≤≤≤
∈∈
 
 
where )2(:)(~ sasa =  and )(max:)(~
10
τγγ τ +≤≤= tt . The above inequality in conjunction with definition (2.38b) shows 
continuity of k  at zero. Next we show that: 
( )),(
2
1))),(,,,(;,(0 xtVxtkxdtfxtV ρ−≤ , Ddxt n ×ℜ×ℜ∈∀ +),,(                        (2.39) 
 
Clearly, by virtue of definition (2.38b) and inequality (2.3), it follows that inequality (2.39) holds for all 0≥t , 0=x . 
For })0{\(),( nxt ℜ×ℜ∈ + , define { }0),(;,...}2,1{),( ≠∈= xtjxtJ jθ  (a finite set). Notice that by virtue of (2.9) and 
definition (2.38a) we get: 
( )( ) ( ) { }),,(max),(),(,,,;,sup),(,,,;,sup
),(
),(
00
j
xtJj
xtJj
jj
DdDd
uxtxtVuxtxdtfxtVxtkxdtfxtV Ψ+−≤⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
∈∈∈∈
∑ ρθ     (2.40) 
 
Notice that for each ),( xtJj∈  we obtain from (2.36) that jxt Ω∈),( . Consequently, by virtue of (2.35) and 
definition (2.32a) we have that ( )),(
2
1),,( xtVuxt j ρ≤Ψ , for all ),( xtJj∈ . Combining the previous inequality with 
inequality (2.40), we conclude that (2.39) holds. 
 
If the ORCLF V  and the function Ψ  involved in property (ii) of Definition 2.6 are time independent then the 
partition of unity arguments used above may be repeated on }0{\nℜ  instead of })0{\( nℜ×ℜ+ . This implies that 
the constructed feedback is time invariant. 
 
    In order to show uniqueness of solutions for the closed-loop system (2.11) we consider the dynamical system  
 
}0{\)(,)))(,(),(),(,()( ntxtxtktxtdtftx ℜ∈=&                                         (2.41) 
 
It is clear from hypothesis (H1) and smoothness of k  on the set })0{\( nℜ×ℜ+ , that for every 
D
n Mdxt ×ℜ×ℜ∈ + })0{\(),,( 00 , the solution with initial condition }0{\)( 00 nxtx ℜ∈= , corresponding to 
DMd ∈  is unique and is defined on the interval ),[ max0 tt , where 0max tt >  is the maximal existence time of the 
solution of (2.41).  
 
Notice that the solution of (2.11) with initial condition }0{\)( 00
nxtx ℜ∈= , corresponding to some DMd ∈  
coincides with the unique solution of (2.41) evolving on })0{\( nℜ×ℜ+  with same initial condition 
}0{\)( 00
nxtx ℜ∈= , and same DMd ∈  on the interval ),[ max0 tt , where 0max tt >  is the maximal existence time 
of the solution of (2.41).  
 
For the case +∞=maxt , uniqueness of solutions for (2.11) is a direct consequence of previous argument. Suppose 
next that +∞<maxt . To establish uniqueness of solutions for (2.11), we need the following implication, which is a 
consequence of (2.6) and (2.39):  
⇒+∞<maxt   0)(lim
max
=−→ txtt                                                                (2.42) 
In order to show (2.42), let D
n Mdxt ×ℜ×ℜ∈ + })0{\(),,( 00  and suppose that the maximal existence time 0max tt >  
of the (unique) solution of (2.41) with initial condition }0{\)( 00
nxtx ℜ∈=  corresponding to DMd ∈  is finite, i.e., 
+∞<maxt . Lemma 2.5 in conjunction with (2.39) implies that  
 
),())(,( 00 xtVtxtV ≤ , ),[ max0 ttt∈∀                                                             (2.43) 
 
The above inequality in conjunction with (2.6) with 1)( ≡tβ  gives 
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( ) +∞<=≤ −
∈
)(
)(min
1:)( 02
1
1
],0[ max
xaaMtx
t
τμτ
, ),[ max0 ttt∈∀                                 (2.44) 
 
Definition of maxt  and (2.44) implies (2.42).  By applying standard arguments we may also establish show that for 
every DMdt ×ℜ∈ +),( 0 , the solution of (2.11) with initial condition 0)( 0 =tx , corresponding to input DMd ∈  is 
unique and satisfies 0)( =tx  for all 0tt ≥ . Indeed, this follows from Lemma 2.5 and inequality (2.39), which imply 
inequality (2.43). The previous discussion in conjunction with (2.42) asserts that the solution )( ⋅x  of (2.11) with 
initial condition }0{\)( 00
nxtx ℜ∈= , corresponding to DMd ∈  coincides with the solution of (2.41) with same 
initial condition, and same DMd ∈  on the interval ),[ max0 tt , 0max tt >  being the maximal existence time of the 
solution (2.41); moreover, if +∞<maxt , the corresponding solution of (2.11) satisfies 0)( =tx  for all maxtt ≥  and 
uniqueness of solutions for (2.11) is established. 
 
The fact that (2.11) is URGAOS follows directly from Proposition 2.5 and inequality (2.39).  
 
Finally, if there exist functions +∈Kη , );( UAC v∈ϕ  where tt BtA ×∪= ≥ }{0 , )}(4:{ txxB
n
t η<ℜ∈=  with 
0)0,( =tϕ  for all 0≥t , such that (2.12) holds, then we consider the smooth feedback defined by: 
 
( ) ),(~
)(2
)(2
)(Pr,
)(2
)(2
1:),(
2
22
)(2
22
xtk
t
tx
hxt
t
tx
hxtk tQ ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −−= η
ηϕη
η
                            (2.45) 
where 
∑∞
=
=
1
),(:),(
~
i
ii uxtxtk θ
 
for 0≥t , 0≠x                                                     (2.46a) 
0:)0,(
~ =tk  for 0≥t                                                                       (2.46b) 
 
])1,0[;(ℜ∈ ∞Ch  is a smooth non-decreasing function with 0)( =sh  for all 0≤s  and 1)( =sh  for all 1≥s  and 
)}(3:{)( txxtQ n η≤ℜ∈= . Clearly, k  as defined by (2.45) is of class );( UC nv ℜ×ℜ+  with 0)0,( =tk  for all 
0≥t . Using the same arguments as in the proof of Theorem 2.8 we may establish that (2.39) holds. The proof is 
complete.        <  
  
 
 
3. Additional Remarks and Examples on the Finite-Dimensional Case 
 
The problem with Definition 2.1 of the ORCLF that might arise in practice is the assumption of the knowledge of the 
function }{: +∞∪ℜ→×ℜ×ℜΨ + Un  involved in property (ii) of Definition 2.6. Particularly, the following problem 
arises: 
 
Problem (P): Consider system (1.1) under hypotheses (H1-3) and the following hypothesis: 
 
(H4) There exist a 1C  function ++ ℜ→ℜ×ℜ nV : , which satisfies property (i) of Definition 2.6, a function E∈q  
and a 0C  positive definite function ++ ℜ→ℜ:ρ such that the following inequality holds:  
 
( ) )(),(),,,(),(sup),(inf tqxtVuxdtfxt
x
Vxt
t
V
DdUu
+−≤⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈∈
ρ , nxt ℜ×ℜ∈∀ +),(                     (3.1) 
 
Is ++ ℜ→ℜ×ℜ nV :  an ORCLF for system (1.1)?  
 
The proof of implication (b)⇒ (d) of Theorem 2.8 gives the solution to Problem (P): If there exists a continuous 
function Uk n →ℜ×ℜ+:  with 0)0,( =tk  for all 0≥t , a function E∈q~  and a 0C  positive definite function 
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++ ℜ→ℜ:~ρ such that  
( ) )(~),(~)),(,,,(),(sup),( tqxtVxtkxdtfxt
x
Vxt
t
V
Dd
+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
ρ , nxt ℜ×ℜ∈∀ +),(                       (3.2) 
then V  is an ORCLF for (1.1). Particularly, the function }{: +∞∪ℜ→×ℜ×ℜΨ + Un  involved in property (ii) of 
Definition 2.6 may be defined by 
( )
⎭⎬
⎫
⎩⎨
⎧ −≤−∈∈∂
∂+∂
∂+=Ψ ),(),(,:),,,(),(),(sup),(~:),,( xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtVuxt ρ     (3.3) 
 
The reader may check that }{: +∞∪ℜ→×ℜ×ℜΨ + Un  as defined by (3.3) satisfies inequalities (2.8), (2.9) of 
Definition 2.6, following exactly the same procedure as in the proof of implication (b)⇒ (d) of Theorem 2.8. 
Moreover, by virtue of Theorem 2.8, if ++ ℜ→ℜ×ℜ nV :  an ORCLF for system (1.1) then the proof of implication 
(d)⇒ (a) of Theorem 2.8 shows that there exists a continuous function Uk n →ℜ×ℜ+:  with 0)0,( =tk  for all 
0≥t , a function E∈q~  and a 0C  positive definite function ++ ℜ→ℜ:~ρ such that (3.2) holds. Consequently,  
++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1) under hypotheses (H1-4) if and only if there exists a continuous function 
Uk n →ℜ×ℜ+:  with 0)0,( =tk  for all 0≥t , a function E∈q~  and a 0C  positive definite function 
++ ℜ→ℜ:~ρ such that (3.2) holds. 
 
The problem with the above solution to Problem (P) is that we can check if ++ ℜ→ℜ×ℜ nV :  is an ORCLF for 
(1.1) by constructing a feedback stabilizer for (1.1). On the other hand, our goal in practice is to construct the 
feedback stabilizer based on the mere knowledge of the Lyapunov function ++ ℜ→ℜ×ℜ nV :  under hypotheses 
(H1-4). Consequently, the above solution to Problem (P) is useless for feedback construction purposes. 
 
The rest of the section provides sufficient conditions for establishing that ++ ℜ→ℜ×ℜ nV :  under hypotheses (H1-
4) is an ORCLF for (1.1).  
 
     Indeed, if the mapping ),,,(),( uxdtfxt
x
Vu ∂
∂→  is quasi-convex for each fixed Ddxt n×ℜ×ℜ∈ +),,(   then the 
mapping ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂→
∈
),,,(),(sup),( uxdtfxt
x
Vxt
t
Vu
Dd
 is quasi-convex for each fixed nxt ℜ×ℜ∈ +),( . It follows 
that property (ii) of Definition 2.6 is satisfied with ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+=Ψ
∈
),,,(),(sup),(),(:),,( uxdtfxt
x
Vxt
t
VxtVuxt
Dd
ρ . 
This is exactly the case arising in affine in the control systems: for affine in the control systems the mapping 
),,,(),( uxdtfxt
x
Vu ∂
∂→  is convex.   
 
The following lemma helps us to generalize the above sufficient condition. 
 
Lemma 3.1: Let the mapping ℜ→×UAf : , where mU ℜ⊆   a closed convex set. Define the set-valued map: 
 
{ }),(),(::),(),( uxfvxfUvcouxuxUA ≤∈=→∋× U                                         (3.4) 
 
and the mapping }{: +∞∪ℜ→×UAψ  
{ }),(:),(sup:),( uxvvxfux U∈=ψ                                                           (3.5) 
Then for every finite set Uuuu p ⊂},...,,{ 21  and for every ]1,0[∈iλ  ( pi ,...,1= ) with 1
1
=∑
=
p
i
iλ , it holds that: 
 
{ }piuxuxf i
p
i
ii ,...,1,),(max,
1
=≤⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=
ψλ , Ax∈∀                                              (3.6) 
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Proof: Let a finite set Uuuu p ⊂},...,,{ 21  and ]1,0[∈iλ  ( pi ,...,1= ) with 1
1
=∑
=
p
i
iλ . Let },...,,{ 21 puuuu∈  with 
),(max),(
,...,1
i
pi
uxfuxf
=
= . It follows from definition (3.4) that ),(
1
uxu
p
i
ii U∈∑
=
λ  and consequently, by virtue of 
definition (3.5), we get ),(,
1
uxuxf
p
i
ii ψλ ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=
. The previous inequality combined with the fact that 
},...,,{ 21 puuuu∈  (which implies { }piuxux i ,...,1,),(max),( =≤ ψψ )  establishes (3.6). The proof is complete.    <  
 
 
The following lemma is a direct consequence of the previous lemma.  
 
 
Lemma 3.2: Let ++ ℜ→ℜ×ℜ nV :  be a 1C  function which satisfies the following properties: 
 
(i) there exists a function E∈q  and a 0C  positive definite function ++ ℜ→ℜ:ρ  such that for every 
nxt ℜ×ℜ∈ +),(  there exists Uu∈  with ∅≠⊆ ),(~),,( xtuxt UU , where 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂∈=
∈∈
),,,(),(sup),,,(),(sup::),,( uxdtfxt
x
Vvxdtfxt
x
VUvcouxt
DdDd
U   and 
( ) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ +−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂∈=
∈
)(),(),,,(),(sup),(::),(
~
tqxtVvxdtfxt
x
Vxt
t
VUvxt
Dd
ρU , 
(ii) for each fixed Uu∈  the mapping ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂→∋ℜ×ℜ
∈
+ ),,(:),,,(),(supsup),( uxtvvxdtfxt
x
Vxt
Dd
n U  is upper 
semi-continuous. 
 
Then property (ii) of Definition 2.6 holds with 
( ) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+=Ψ
∈
),,(:),,,(),(supsup),(),(:),,( uxtvvxdtfxt
x
Vxt
t
VxtVuxt
Dd
Uρ .  
 
It should be noted that if the mapping ),,,(),( uxdtfxt
x
Vu ∂
∂→  is quasi-convex for each fixed 
Ddxt n×ℜ×ℜ∈ +),,(  then the set-valued map 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂∈=
∈∈
),,,(),(sup),,,(),(sup::),,( uxdtfxt
x
Vvxdtfxt
x
VUvcouxt
DdDd
U  in property (i) of Lemma 3.2 
satisfies ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂∈=
∈∈
),,,(),(sup),,,(),(sup:),,( uxdtfxt
x
Vvxdtfxt
x
VUvuxt
DdDd
U  and consequently property 
(i) of Lemma 3.2 becomes equivalent to the existence of Uu∈  with 
( ) )(),(),,,(),(sup),( tqxtVuxdtfxt
x
Vxt
t
V
Dd
+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
ρ . 
 
 
The following example illustrates the use of Lemma 3.2 for a special class of nonlinear systems. 
 
Example 3.3: Consider system (1.1) under hypotheses (H1-3) with 1=m , ℜ=U  and a 1C  function 
++ ℜ→ℜ×ℜ nV :  which satisfies property (i) of Definition 2.6 as well as  
 
( ) ),(),(),(,,,),(sup),( 2 xtcuxtbuxtauxdtfxt
x
Vxt
t
V
Dd
++=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
, Uuxt n ×ℜ×ℜ∈∀ +),,(              (3.7) 
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  ( ) ( ) )(),(),(),(),(inf 2 tqxtVxtcuxtbuxta
u
+−≤++ℜ∈ ρ , 
nxt ℜ×ℜ∈∀ +),(                            (3.8) 
 
for appropriate continuous mappings ℜ→ℜ×ℜ+ ncba :,,  with 0)0,()0,()0,( === tctbta  for all 0≥t , a function 
E∈q  and a 0C  positive definite function ++ ℜ→ℜ:ρ . We next prove that ++ ℜ→ℜ×ℜ nV :  is an ORCLF for 
(1.1) provided that the following implications hold: 
( ) )(),(),(
),(4
),(0),(
2
tqxtVxtc
xta
xtbxta +−≤+−⇒< ρ                                              (3.9) 
for every sequence { }∞=0),( iii xt  with 0),( <ii xta  and ),(),( xtxt ii →  with 0),( =xta  it holds that 0),(
),(2 →
ii
ii
xta
xtb
 
 (3.10) 
 
Following the notation of Lemma 3.2 we define { }uxtbuxtavxtbvxtavcouxt ),(),(),(),(:),,( 22 +≤+ℜ∈=U  and { })()),((),(),(),(:),(~ 2 tqxtVxtcvxtbvxtavxt +−≤++ℜ∈= ρU . We notice that: 
 
a) If 0),( >xta  then for every ℜ∈u  the set { }uxtbuxtavxtbvxtav ),(),(),(),(: 22 +≤+ℜ∈  is closed and 
convex and consequently, there exists ℜ∈u  with ),(~),,( xtuxt UU ⊆  (specifically, by virtue of (3.8), the 
inclusion ),(
~
),,( xtuxt UU ⊆  holds for 
),(2
),(
xta
xtbu −= ). 
b) If 0),( =xta  then for every ℜ∈u  the set { }uxtbvxtbv ),(),(: ≤ℜ∈  is closed and convex and 
consequently, there exists ℜ∈u  with ),(~),,( xtuxt UU ⊆ . Specifically, if 0),( ≠xtb  then the inclusion 
),(
~
),,( xtuxt UU ⊆  holds for 
),(
)),((),(
xtb
xtVxtcu ρ+−= . If 0),( =xtb , then by virtue of (3.8), the inclusion 
),(
~
),,( xtuxt UU ⊆  holds for every ℜ∈u . 
c) If 0),( <xta   then for every 
),(2
),(
xta
xtbu −≠  the set { }uxtbuxtavxtbvxtav ),(),(),(),(: 22 +≤+ℜ∈  is not 
convex and there exist ℜ∈21 , vv  with 21 vv <  such that 
{ } ),[],(),(),(),(),(: 2122 +∞∪−∞=+≤+ℜ∈ vvuxtbuxtavxtbvxtav . On the other hand if ),(2 ),( xta xtbu −=  
then it holds that { } ℜ=+≤+ℜ∈ uxtbuxtavxtbvxtav ),(),(),(),(: 22 . Consequently, if 0),( <xta  then 
for every ℜ∈u  it holds that ℜ=),,( uxtU . However, in this case implication (3.9) guarantees that 
ℜ=),(~ xtU  and therefore the inclusion ),(~),,( xtuxt UU ⊆  holds for every ℜ∈u . 
 
Thus, property (i) of Lemma 3.2 holds for the function ++ ℜ→ℜ×ℜ nV : . Since 
( ) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+=Ψ
∈
),,(:),,,(),(supsup),(),(:),,( uxtvvxdtfxt
x
Vxt
t
VxtVuxt
Dd
Uρ , by virtue of all the above 
specifications for the set-valued map ),,( uxtU  we get: 
( )
⎪⎩
⎪⎨
⎧
<+−
≥++
+=Ψ
0),(),(
),(4
),(
0),(),(),(),(
),(:),,( 2
2
xtaifxtc
xta
xtb
xtaifxtcuxtbuxta
xtVuxt ρ                            (3.11) 
 
Notice that implication (3.10) guarantees that property (ii) of Lemma 3.2 holds and consequently property (ii) of 
Definition 2.6 holds with Ψ  defined by (3.11). 
The reader should notice that other choices for the mapping ),,( uxtΨ  are possible. For example, the selection  
 
( ) ⎪⎩
⎪⎨⎧ <+
≥+++=Ψ
0),(),(),(
0),(),(),(),(),(:),,(
2
xtaifxtcuxtb
xtaifxtcuxtbuxtaxtVuxt ρ                            (3.12) 
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guarantees that ++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1) provided that (3.7), (3.8) as well as the following 
implication holds: ( ) )(),(),(0),(,0),( tqxtVxtcxtbxta +−≤⇒=< ρ                                              (3.13) 
 
Notice that if (3.13) holds then property (ii) of Definition 2.6 holds with Ψ  defined by (3.12). Moreover, notice that 
if implication (3.9) holds then implication (3.13) automatically holds.         <  
 
The following lemma provides a “patchy” construction by combining the formula provided by Lemma 3.2 and the 
knowledge of appropriate functions that can be used in certain regions of nℜ×ℜ+  as feedback functions.  
 
Lemma 3.4: Let ++ ℜ→ℜ×ℜ nV :  be a 1C  function and suppose that there exist sets ni ℜ×ℜ⊆Ω +  ( pi ,...,0= ) 
with ∅=Ω∩Ω ji  for ji ≠  and nipi ℜ×ℜ=Ω∪
+
= ,...,0 , functions Uk ii →Ω:  ( pi ,...,1= ), a function E∈q  and a 
0C  positive definite function ++ ℜ→ℜ:ρ   such that: 
(i) for every 0),( Ω∈xt  there exists Uu∈  with ∅≠⊆ ),(~),,( xtuxt UU , where 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂∈=
∈∈
),,,(),(sup),,,(),(sup::),,( uxdtfxt
x
Vvxdtfxt
x
VUvcouxt
DdDd
U   and 
( ) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ +−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂∈=
∈
)(),(),,,(),(sup),(::),(
~
tqxtVvxdtfxt
x
Vxt
t
VUvxt
Dd
ρU , 
(ii) for every pi ,...,1=  and ixt Ω∈),(  it holds that 
( ) )(),()),(,,,(),(sup),( tqxtVxtkxdtfxt
x
Vxt
t
V
i
Dd
+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
ρ  
 
Consider the function }{: +∞∪ℜ→×ℜ×ℜΨ + Un  defined by: 
( ) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+=Ψ
∈
),,(:),,,(),(supsup),(),(:),,( uxtvvxdtfxt
x
Vxt
t
VxtVuxt
Dd
Uρ , for 0),( Ω∈xt              (3.14a) 
 
( )
⎭⎬
⎫
⎩⎨
⎧ −≤−∈∈∂
∂+∂
∂+=Ψ ),(),(,:),,,(),(),(sup),(:),,( xtkuxtkvwithUvDdvxdtfxt
x
Vxt
t
VxtVuxt iiρ , 
for ixt Ω∈),( , pi ,...,1=                                                            (3.14b) 
and suppose that }{: +∞∪ℜ→×ℜ×ℜΨ + Un  is upper semi-continuous. 
 
Then property (ii) of Definition 2.6 holds with }{: +∞∪ℜ→×ℜ×ℜΨ + Un  as defined by (3.14) and 
++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1).  
 
The following example illustrates the efficiency of Lemma 3.4. It shows that the knowledge of appropriate functions 
that can be used in certain regions of nℜ×ℜ+  as feedback functions, helps us to obtain less conservative results. 
 
Example 3.5: Consider system (1.1) under hypotheses (H1-3) with 1=m , ℜ=U  and a 1C  function 
++ ℜ→ℜ×ℜ nV :  which satisfies property (i) of Definition 2.6 as well as (3.7), (3.8) for appropriate continuous 
mappings ℜ→ℜ×ℜ+ ncba :,,  with 0)0,()0,()0,( === tctbta  for all 0≥t , a function E∈q  and a 0C  positive 
definite function ++ ℜ→ℜ:ρ . We showed in Example 3.3 that ++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1) provided 
that implications (3.9), (3.10) hold. In this example we show that implication (3.10) only is sufficient to guarantee 
that ++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1). Indeed, let { }0),(:),(:0 ≥ℜ×ℜ∈=Ω + xtaxt n  and { }0),(:),(:1 <ℜ×ℜ∈=Ω + xtaxt n . Moreover, define ℜ→Ω11 :k  by 
 
),(2
),()),((),(4),(),(4),(
:),(
2
1 xta
xtbxtVxtaxtcxtaxtb
xtk
−++= ρ , 1),( Ω∈xt                   (3.15) 
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The specification of the set-valued map ),,( uxtU  for 0),( Ω∈xt  has been given in Example 3.3. Therefore, the 
function }{: +∞∪ℜ→×ℜ×ℜΨ + Un  defined by: 
( ) ),(),(),(),(:),,( 2 xtcuxtbuxtaxtVuxt +++=Ψ ρ , for 0),( Ω∈xt                                     (3.16a) 
 
( ) { }),(),(:),(),(),(sup),(:),,( 112 xtkuxtkvxtcvxtbvxtaxtVuxt −≤−+++=Ψ ρ , for 1),( Ω∈xt         (3.16b) 
 
Clearly, ),,( uxtΨ  as defined by (3.16a) is continuous on the interior of 0Ω . Furthermore, it follows from continuity 
of ),(,),(,),(,),( 1 xtkxtcxtbxta  on 1Ω  and Theorem 1.4.16 in [4] that ),,( uxtΨ  as defined by (3.16b) is upper 
semi-continuous on 1Ω . The reader should notice that implication (3.10) guarantees that 
}{: +∞∪ℜ→×ℜ×ℜΨ + Un  is upper semi-continuous (since ( ) ),(
),(4
),(),(),,(
2
xtc
xta
xtbxtVuxt +−≤Ψ ρ  for all 
ℜ×Ω∈ 1),,( uxt ). Consequently, Lemma 3.4 guarantees that property (ii) of Definition 2.6 holds with 
}{: +∞∪ℜ→×ℜ×ℜΨ + Un  as defined by (3.16) and that ++ ℜ→ℜ×ℜ nV :  is an ORCLF for (1.1).         <  
 
 
4. Extensions to Systems Described by Retarded Functional Differential Equations 
 
In this section we extend the methodology presented in Section 2, to infinite-dimensional systems described by 
Retarded Functional Differential Equations (RFDEs). Particularly, we consider control systems of the form (1.3) 
under the following hypotheses: 
 
(S1) The mapping ),,,(),,( uxdtfdux →  is continuous for each fixed 0≥t  and such that for every bounded 
+ℜ⊆I  and for every bounded UrCS n ×ℜ−⊂ );]0,([0 , there exists a constant 0≥L  such that: 
 
( ) ( )
DdSSuyuxIt
yxLyxLuydtfuxdtfyx rr
∈∀×∈∀∈∀
−=−≤−′−
−∈
,),,,(,
)()(max),,,(),,,()0()0( 22
]0,[
τττ  
Hypothesis (S1) is equivalent to the existence of a continuous non-decreasing function ++ ℜ→ℜ:L , with the 
following property: 
( ) ( )
UDrCrCudyxt
yxuyxtLuydtfuxdtfyx
nn
rrr
××ℜ−×ℜ−×ℜ∈∀
−+++≤−′−
+ );]0,([);]0,([),,,,(
)(),,,(),,,()0()0(
00
2
                             (4.1) 
 
(S2) For every bounded UrCD n ×ℜ−××ℜ⊂Ω + );]0,([0  the image set nf ℜ⊂Ω)(  is bounded. 
 
(S3) There exists a countable set +ℜ⊂A , which is either finite or },...,1;{ ∞== ktA k  with 01 >>+ kk tt  for all 
,...2,1=k  and +∞=ktlim , such that mapping ),,,()];0,([)\(),,,( 0 uxdtfDUrCAduxt n →××ℜ−×ℜ∈ +  is 
continuous. Moreover, for each fixed DUrCduxt n ××ℜ−×ℜ∈ + )];0,([),,,( 00 , we have 
),,,(),,,(lim 0
0
uxdtfuxdtf
tt
=+→ . 
(S4) For every 0>ε , +ℜ∈t , there exists 0),(: >= tεδδ  such that { } εδτττ <<++−∈∈ℜ∈ + uxtUuDduxdf r,,,;),,,(sup . 
 
(S5) The mapping ),,,( uxdtfu →  is Lipschitz on bounded sets, in the sense that for every bounded +ℜ⊆I  and 
for every bounded UrCS n ×ℜ−⊂ );]0,([0 , there exists a constant 0≥UL  such that: 
 
DdSSvxuxItvuLvxdtfuxdtf U ∈∀×∈∀∈∀−≤− ,),,,(,,),,,(),,,(  
 
Hypothesis (S5) is equivalent to the existence of a continuous, non-decreasing function ++ ℜ→ℜ:UL , with the 
following property: 
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UUDrCvudxt
vuvuxtLvxdtfuxdtf
n
rU
×××ℜ−×ℜ∈∀
−+++≤−
+ );]0,([),,,,(
)(),,,(),,,(
0
                                           (4.2) 
 
(S6): The set lD ℜ⊂  is compact and mU ℜ⊆  is a closed convex set. 
 
(S7) The mapping ),( xtH  is Lipschitz on bounded sets, in the sense that for every bounded +ℜ⊆I  and for every 
bounded );]0,([0 nrCS ℜ−⊂ , there exists a constant 0≥HL  such that: 
 ( ) SSyxIItyxtLyHxtH rH ×∈∀×∈∀−+−≤− ),(,),(,),(),( τττ Y  
 
Following the methodology described in Section 2, we next analyze in detail the following steps of the method:  
 
4.I.   Notions of Output Stability 
4.II.  Lyapunov-like criteria for Output stability 
4.III.    Definition of the Output Robust Control Lyapunov Functional 
4.IV.  Converse Lyapunov theorems for output stability  
 
 
 
4.I. Notions of Output Stability  
 
We consider uncertain dynamical systems described by RFDEs of the form: 
 
DtdtYtx
xtTtHtY
ttxtTtdtftx
n
r
r
∈∈ℜ∈
=
≥=
)(,)(,)(
))(,()(
,))(),(,()( 0
Y
&
                                                                  (4.3) 
where 0>r  is a constant, nnrCDf ℜ→ℜ−××ℜ+ );]0,([: 0 , Y→ℜ−×ℜ+ );]0,([: 0 nrCH  satisfy 0)0,,( =dtf , 
0)0,( =tH  for all Ddt ×ℜ∈ +),( , lD ℜ⊆  is a non-empty compact set, Y  is a normed linear space and 
]0,[;)()( rtxxtTr −∈+= θθ , under the following hypotheses: 
 
(Q1) The mapping ),,(),( xdtfdx →  is continuous for each fixed 0≥t  and such that for every bounded +ℜ⊆I  
and for every bounded );]0,([0 nrCS ℜ−⊂ , there exists a constant 0≥L  such that 
 
( ) ( )
DdSSyxIt
yxLydtfxdtfyx r
∈∀×∈∀∈∀
−≤−′−
,),(,
),,(),,()0()0( 2  
 
(Q2) For every bounded );]0,([0 nrCD ℜ−××ℜ⊂Ω +  the image set nf ℜ⊂Ω)(  is bounded. 
 
(Q3) There exists a countable set +ℜ⊂A , which is either finite or },...,1;{ ∞== ktA k  with 01 >>+ kk tt  for all 
,...2,1=k  and +∞=ktlim , such that mapping ),,()];0,([)\(),,( 0 xdtfDrCAdxt n →×ℜ−×ℜ∈ +  is continuous. 
Moreover, for each fixed DrCdxt n ×ℜ−×ℜ∈ + )];0,([),,( 00 , we have ),,(),,(lim 0
0
xdtfxdtf
tt
=+→ . 
(Q4) For every 0>ε , +ℜ∈t , there exists 0),(: >= tεδδ  such that { } εδτττ <<+−∈ℜ∈ + rxtDdxdf ,,;),,(sup . 
 
(Q5) Hypothesis (S7) holds for the output map.  
 
It should be emphasized for systems of the form (4.3) under hypotheses (Q1-5) that 
 
- );]0,([0 0 nrC ℜ−∈  is a robust equilibrium point in the sense described in [11,15] for system (4.3) under 
hypotheses (Q1-5), 
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- system (4.3) under hypotheses (Q1-5) satisfies the “Boundedness-Implies-Continuation” property and the classical 
semigroup property (see [11,15]), 
 
- for each D
n MrCdxt ×ℜ−×ℜ∈ + )];0,([),,( 000  there exists ],( 0max +∞∈ tt  and a unique continuous mapping 
ntrtx ℜ→− ),[: max0  (the solution of (4.3)) being absolutely continuous on ),[ max0 tt  with )()( 00 θθ xtx =+  for all 
]0,[ r−∈θ  and ))(),(,()( xtTtdtftx r=&  a.e. for ),[ max0 ttt∈ . Moreover, if +∞<maxt  then +∞=−→ )(suplim max
tx
tt
. We 
denote the solution of (4.3) with initial condition 00 )( xxtTr =  corresponding to DMd ∈  by ),,,( 00 dxttx  and by 
),,,( 00 dxttY  we denote the output of system (4.3), i.e., )),,,(,(),,,( 0000 dxttxtHdxttY = . 
 
 
For systems of the form (4.3) under hypotheses (Q1-5) we adopt the definitions of RGAOS and URGAOS given in 
[15] for a wide class of deterministic systems with disturbances. For completeness we repeat the definitions here. 
 
 
Definition 4.1: We say that (4.3) under hypotheses (Q1-5) is Robustly Forward Complete (RFC) if for every 0≥s , 
0≥T , it holds that { } +∞<∈∈≤∈+ Drr MdTtsxTdxttx ,],0[,,],0[;),,,(sup 00000 ξξ  
 
Definition 4.2: Consider system (4.3) under hypotheses (Q1-5). We say that (4.3) is Robustly Globally 
Asymptotically Output Stable (RGAOS), if (4.3) is RFC and the following properties hold: 
 
P1(Output Stability)  For every 0>ε , 0≥T , it holds that 
 { } +∞<∈∈≤≥ Dr MdTtxttdxttY ,],0[,,;),,,(sup 00000 εY  
 
 and there exists a ( ) 0,: >= Tεδδ  such that 
 
00000 ,),,,(],0[, ttdxttYTtx r ≥∀≤⇒∈≤ εδ Y , DMd ∈∀  
 
P2(Uniform Output Attractivity on bounded sets of initial data) For every 0>ε , 0≥T  and 0≥R , there exists a ( ) 0,,: ≥= RTεττ , such that 
 
τε +≥∀≤⇒∈≤ 00000 ,),,,(],0[, ttdxttYTtRx r Y , DMd ∈∀  
 
Definition 4.3: Consider system (4.3) under hypotheses (Q1-5). We say that (4.3) is Uniformly Robustly Globally 
Asymptotically Output Stable (URGAOS), if (4.3) is RFC and the following properties hold: 
 
P1(Uniform Output Stability)  For every 0>ε , it holds that 
 { } +∞<∈≥≤≥ Dr MdtxttdxttY ,0,,;),,,(sup 00000 εY  
 and there exists a ( ) 0: >= εδδ  such that 
 
00000 ,),,,(0, ttdxttYtx r ≥∀≤⇒≥≤ εδ Y , DMd ∈∀  
 
P2(Uniform Output Attractivity on bounded sets of initial states) For every 0>ε  and 0≥R , there exists a ( ) 0,: ≥= Rεττ , such that 
τε +≥∀≤⇒≥≤ 00000 ,),,,(0, ttdxttYtRx r Y , DMd ∈∀  
 
    Obviously, the notions of RGAOS, URGAOS are direct extensions of the notions of RGAOS and URGAOS for 
finite-dimensional systems.  
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4.II. Lyapunov-like criteria for Output stability 
 
    Let ( )nrCx ℜ−∈ ;]0,[0  and ( ) ℜ→ℜ−×ℜ+ nrCV ;]0,[: 0  be a locally bounded functional. By );( vxEh , where 
rh <≤0  and nv ℜ∈  we denote the following operator:  
 
⎩⎨
⎧
−≤≤−+
≤<−++=
hrforhx
hforvhx
vxEh θθ
θθ
)(
0)()0(
:);(                                                          (4.4) 
and we define  
 
h
xtVhyvxEhtV
vxtV h
rCyy
h
n
),());(,(
suplim:);,(
)];0,([,0
0
0
0
−++=
ℜ−∈→
→ +
                                                  (4.5) 
 
    The following lemma presents some elementary properties of the generalized derivative given above. Notice that 
the function );,(),,( 0 vxtVvxt →  may take values in the extended real number set ],[ +∞−∞=ℜ∗ . Its proof is almost 
identical with Lemma 2.7 in [14] and is omitted.  
 
Lemma 4.4: Let ( ) ℜ→ℜ−×ℜ+ nrCV ;]0,[: 0  be a locally bounded functional and let ));,([ max00 ntrtCx ℜ−∈  a 
solution of (4.3) under hypotheses (Q1-5) with initial condition )];0,([)( 000
nrCxtx ℜ−∈= , corresponding to 
certain DMd ∈ , where ],( 0max +∞∈ tt  is the maximal existence time of the solution. Then it holds that 
 
( ) ))(;)(,())(,())(,(suplim 01
0
txDxtTtVxtTtVxhtThtVh rrr
h
+−
→
≤−++
+
, a.e. on ),[ max0 tt                (4.6) 
 
where ( ))()(lim)( 1
0
txhtxhtxD
h
−+= −
→
+
+ .  
 
An important class of functionals is presented next. 
 
 
Definition 4.5: We say that a continuous functional ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV , is “almost Lipschitz on bounded 
sets”, if there exist non-decreasing functions ++ ℜ→ℜ:VL , ++ ℜ→ℜ:P , ),1[: +∞→ℜ+G  such that for all 
0≥R , the following properties hold:  
 
(P1) For every { }RxrCxyx rn ≤ℜ−∈∈ ;)];0,([, 0 , it holds that: 
 
rV xyRLxtVytV −≤− )(),(),( , ],0[ Rt∈∀  
 
(i.e., the mapping ++ ℜ∈→∋ℜ−×ℜ ),(),()];0,([0 xtVxtrC n  is completely locally Lipschitz with respect to 
)];0,([0 nrCx ℜ−∈ ) 
 
(P2) For every absolutely continuous function nrx ℜ→− ]0,[:  with Rx r ≤  and essentially bounded derivative, it 
holds that: 
 
⎟⎠
⎞⎜⎝
⎛ +≤−+
≤≤−
)(sup1)(),(),(
0
τ
τ
xRhPxtVxhtV
r
& , for all ],0[ Rt∈  and 
⎟⎠
⎞⎜⎝
⎛ +
≤≤
≤≤−
)(sup
10
0
τ
τ
xRG
h
r
&
 
 
The reader should notice that for functionals ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV , which are is almost Lipschitz on 
bounded sets we obtain the following simplification for the derivative );,(0 vxtV  defined by (4.5) for all ( ) nnrCvxt ℜ×ℜ−×ℜ∈ + ;]0,[),,( 0 : 
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h
xtVvxEhtV
vxtV h
h
),());(,(
suplim);,(
0
0 −+=
+→
 
 
The following proposition is based on the results obtained in [16] and provides Lyapunov-like criteria for RGAOS 
and URGAOS for (4.3). Its proof is provided in the Appendix. 
 
Proposition 4.6: Consider system (4.3) under hypotheses (Q1-5). Suppose that there exist functions ∞∈Kaa 21, , 
+∈Kμβ , , E∈q , a positive definite continuous function ++ ℜ→ℜ:ρ   and a mapping ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV , 
which is almost Lipschitz on bounded sets, such that the following inequalities hold for all 
DrCdxt n ×ℜ−×ℜ∈ + )];0,([),,( 0 : ( ) ( ){ } ( )rr xtaxtVxtaxtHa )(),()(,),(max 211 βμ ≤≤Y                                  (4.7) 
 
( ) )(),()),,(;,(0 tqxtVxdtfxtV +−≤ ρ                                                      (4.8) 
 
Then system (4.3) is RGAOS. Moreover, if 1)( ≡tβ  and 0)( ≡tq  then system (4.3) is URGAOS.  
 
 
4.III. Definition of the Output Robust Control Lyapunov Functional 
 
   We next give the definition of the Output Robust Control Lyapunov Functional for system (1.3). The definition is in 
the same spirit with Definition 2.6 of the notion of ORCLF for finite-dimensional control systems. 
 
Definition 4.7: We say that (1.3) admits an Output Robust Control Lyapunov Functional (ORCLF) if there exists 
an almost Lipschitz on bounded sets functional ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV  (called the Output Control Lyapunov 
Functional), which satisfies the following properties: 
 
(i) There exist functions ∞∈Kaa 21, , +∈Kμβ ,  such that inequality (4.7) holds for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0 . 
 
(ii) There exists a function }{: +∞∪ℜ→×ℜ×ℜΨ + Uq  with 0)0,0,( =Ψ t  for all 0≥t  such that for each Uu∈  
the mapping ),,(),( utt ϕϕ Ψ→  is upper semi-continuous, a function E∈q , a continuous mapping 
pn xtxtrC ℜ∈Φ→∋ℜ−×ℜ+ ),(),();]0,([0  being completely locally Lipschitz with respect to );]0,([0 nrCx ℜ−∈  
with 0)0,( =Φ t  for all 0≥t  and a 0C  positive definite function ++ ℜ→ℜ:ρ such that the following inequality 
holds:  
)(),,(inf tqut
Uu
≤Ψ∈ ϕ , 
p
pt ℜ∈′=∀≥∀ ),...,(,0 1 ϕϕϕ                                    (4.9) 
 
Moreover, for every finite set Uuuu N ⊂},...,,{ 21  and for every ]1,0[∈iλ  ( Ni ,...,1= ) with 1
1
=∑
=
N
i
iλ , it holds that: 
 
( ) { }NiuxttxtVuxdtfxtV i
N
i
ii
Dd
,...,1,)),,(,(max),(,,,;,sup
1
0 =ΦΨ+−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=∈
ρλ , 
( )nrCxt ℜ−×ℜ∈∀ + ;]0,[),( 0                                                       (4.10) 
 
If in addition to the above there exist ∞∈Ka , +∈Kγ  such that for every qt ℜ×ℜ∈ +),( ϕ  there exists Uu∈  with ( )ϕγ )(tau ≤  such that 
)(),,( tqut ≤Ψ ϕ                                                                         (4.11) 
 
then we say that ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV   satisfies the “small-control” property.  
 
For the case )];0,([),( 0 nrCxxtH ℜ−∈≡  we simply call ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV  a State Robust Control 
Lyapunov Functional (SRCLF). 
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Remark 4.8: It should be clear that in the finite-dimensional case the continuous mapping 
)),(),...,,((),( 1 ′ΦΦ=Φ xtxtxt p  is replaced by the mapping nxxt ℜ∈=Φ :),(  with np = . The question of the 
construction of the mapping }{: +∞∪ℜ→×ℜ×ℜΨ + Up  can be handled with exactly the same way as shown in 
Section 3, provided that we can find appropriate continuous mappings )),(),...,,((),( 1 ′ΦΦ=Φ xtxtxt p , 
ℜ→×ℜ×ℜ+ UG p:  with ( ) ( )( ) )),,(,(,,,;,sup),( 0 uxttGuxdtfxtVxtV
Dd
Φ≤+
∈
ρ  for all 
)];0,([),( 0 nrCxt ℜ−×ℜ∈ +  and )(),,(inf tqutG
Uu
≤∈ ϕ  for all 
pt ℜ×ℜ∈ +),( ϕ . In this case all constructions of 
}{: +∞∪ℜ→×ℜ×ℜΨ + Up  given in Section 3 may be repeated with the quantity 
( )),(),,,(),(sup),( xtVuxdtfxt
x
Vxt
t
V
Dd
ρ+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂
∈
 replaced by the quantity ),,( utG ϕ . 
 
 
 
4.IV.  Converse Lyapunov theorems for output stability 
 
In this work we are going to exploit the converse Lyapunov theorems for RGAOS and URGAOS presented in [16].  
 
 
 
4.V. Main Results 
 
We are now in a position to state and prove our main results for the infinite-dimensional case (1.3).  
 
Theorem 4.9: Consider system (1.3) under hypotheses (S1-7). The following statements are equivalent: 
 
(a) There exists a continuous mapping  UxtkxtrC n ∈→∋ℜ−×ℜ+ ),(),();]0,([0  being completely locally Lipschitz 
with respect to );]0,([0 nrCx ℜ−∈  with 0)0,( =tk  for all 0≥t , such that the closed-loop system (1.3) with 
))(,( xtTtku r=  is RGAOS.  
 
(b) System (1.3) admits an ORCLF, which satisfies the small control property with 0)( ≡tq . 
 
(c) System (1.3) admits an ORCLF. 
 
 
Theorem 4.10: Consider system (1.3) under hypotheses (S1-7). The following statements are equivalent: 
 
(a) System (1.3) admits an ORCLF, which satisfies the small-control property and inequalities (4.7), (4.11) with 
1)( ≡tβ , 0)( ≡tq . Moreover, there exist continuous mappings +∈Kη , UtKtA ∈→∋ ),(),( ϕϕ  where 
)}(4:{}{
0
ttA p
t
ηϕϕ <ℜ∈×∪= ≥  being locally Lipschitz with respect to ϕ  with 0)0,( =tK  for all 0≥t  and such 
that  
0))),(,(),,(,( ≤ΦΦΨ xttKxtt , for all )];0,([),( 0 nrCxt ℜ−×ℜ∈ +  with )(2),( txt η≤Φ                   (4.12) 
 
where pnp rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01  and }{: +∞∪ℜ→×ℜ×ℜΨ + Up  are the mappings involved 
in property (ii) of Definition 4.7.  
 
(b) There exists a continuous mapping UxtkxtrC n ∈→∋ℜ−×ℜ+ ),(),();]0,([0  being completely locally Lipschitz 
with respect to );]0,([0 nrCx ℜ−∈  with 0)0,( =tk  for all 0≥t , such that the closed-loop system (1.3) with 
))(,( xtTtku r=  is URGAOS.  
 
Remark 4.11: From the proof of Theorem 4.10 it will become apparent that if statement (a) of Theorem 4.10 is 
strengthened so that the ORCLF V , the mappings pnp rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01 , Ψ  involved in 
property (ii) of Definition 4.7 and the mapping UAK →:  are time independent then the continuous mapping k , 
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whose existence is guaranteed by statement (b) of Theorem 4.10, is time invariant. 
 
Proof of Theorem 4.9: The implication (b)⇒ (c) is obvious and we prove implications (a)⇒ (b) and (c)⇒ (a). 
 
(c)⇒ (a) Suppose that (1.3) admits an ORCLF. Without loss of generality, we may assume that the function E∈q  
involved in (4.9) is positive for all 0≥t .  
 
Furthermore define: 
)(8),,(:),,( tqutut −Ψ=Ξ ϕϕ , Uut p ×ℜ×ℜ∈ +),,( ϕ                                          (4.13a) 
 
),,0(:),,( uut ϕϕ Ξ=Ξ , Uut p ×ℜ×−∈ )0,1(),,( ϕ                                                (4.13b) 
 
The definition of Ξ , given by (4.13a,b), guarantees that the function }{),1(: +∞∪ℜ→×ℜ×+∞−Ξ Up  with 
}),0(max{8)0,0,( tqt −=Ξ  for all 1−>t  is such that, for each Uu∈  the mapping ),,(),( utt ϕϕ Ξ→  is upper semi-
continuous. By virtue of (4.9) and upper semi-continuity of Ξ , it follows that for each pt ℜ×+∞−∈ ),1(),( ϕ  there 
exist Utuu ∈= ),( ϕ  and )1,0(),( +∈= tt ϕδδ , such that 
 
                           0)),(,,( ≤Ξ ϕτ tuy , { }δϕτττ <−+−ℜ×+∞−∈∈∀ ytyy p :),1(),(),(                        (4.14) 
 
Using (4.14) and standard partition of unity arguments, we can determine sequences ∞=ℜ×+∞−∈ 1}),1(),{( ipiit ϕ , 
∞=∈ 1}{ ii Uu , ∞=1}{ iiδ  with )1,0(),( +∈= iiii tt ϕδδ  associated with a sequence of open sets ∞=Ω 1}{ ii  with 
 
 { }iiipi yty δϕττ <−+−ℜ×+∞−∈⊆Ω :),1(),(                                                 (4.15) 
 
 forming a locally finite open covering of pℜ×+∞− ),1(  and in such a way that: 
 
0),,( ≤Ξ iuyτ , iy Ω∈∀ ),(τ                                                               (4.16) 
 
Also, a family of smooth functions ∞=1}{ iiθ  with 0),( ≥ϕθ ti  for all pxt ℜ×+∞−∈ ),1(),(  can be determined with   
 
               iiupps Ω⊆θ                                                                                (4.17) 
 
1),(
1
=∑∞
=i
i t ϕθ , pt ℜ×+∞−∈∀ ),1(),( ϕ                                                    (4.18) 
 
Using exactly the same methodology as in the proof of implication (d)⇒ (a) of Theorem 2.8 and the facts that 
0)(8)0,0,( <−=Ξ tqt  for all 0≥t  and that the mapping )0,,(),( ϕϕ tt Ξ→  is upper semi-continuous, we may 
establish the existence of a ∞C  positive function ),0(: +∞→ℜ+η  with the following property: 
 
  )(2 tηϕ ≤  0)0,,( ≤Ξ⇒ ϕt                                                              (4.19) 
 
Let ])1,0[;(ℜ∈ ∞Ch  be a smooth non-decreasing function with 0)( =sh  for all 0≤s  and 1)( =sh  for all 1≥s . We 
define for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0 : 
∑∞
=
Φ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −Φ=
1
2
22
)),(,(
)(2
)(2),(
:),(
i
ii uxtt
t
txt
hxtk θη
η
                                    (4.20) 
 
where pnp rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01  is the mapping involved in property (ii) of Definition 4.7. 
Clearly, k  as defined by (4.20) is a mapping satisfying the property that for every bounded 
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);]0,([0 nrC ℜ−×ℜ⊂Ω +  it holds that +∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠Ω∈Ω∈−
−
yxytxt
yx
ytkxtk
r
,),(,),(:
),(),(
sup , with 0)0,( =tk  for 
all 0≥t . Moreover, since ),( xtk  is defined as a (finite) convex combination of Uui ∈  and U∈0 , we have 
Uxtk ∈),(  for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0 .  
 
Let ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0  with )(2),( txt η≥Φ  and define { }0)),(,(;,...}2,1{),( ≠Φ∈= xttjxtJ jθ  (a finite 
set). Notice that by virtue of (4.10) and definition (4.20) we get: 
 
( )( )
( ) { })),,(,(max),(
)),(,(,,,;,sup),(,,,;,sup
),(
),(
00
j
xtJj
xtJj
jj
DdDd
uxttxtV
uxttxdtfxtVxtkxdtfxtV
ΦΨ+−≤
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
Φ=
∈
∈∈∈
∑
ρ
θ
                        (4.21) 
 
Notice that for each ),( xtJj∈  we obtain from (4.17) that jxtt Ω∈Φ )),(,( . Consequently, by virtue of (4.16) and 
definition (4.13a) we have that )(8)),,(,( tquxtt j ≤ΦΨ , for all ),( xtJj∈ . Combining the previous inequality with 
inequality (4.21), we conclude that the following property holds for all ( ) DrCdxt n ×ℜ−×ℜ∈ + ;]0,[),,( 0  with 
)(2),( txt η≥Φ : 
( ) )(8),())),(,,,(;,(0 tqxtVxtkxdtfxtV +−≤ ρ                                          (4.22) 
 
Let ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0  with )(2),( txt η≤Φ . Notice that by virtue of definition (4.20) we get: 
 
( )( ) ( )( )0,,,;,sup),(,,,;,sup 00 xdtfxtVxtkxdtfxtV
DdDd ∈∈
=  
 
By virtue of (4.10), (4.19), (4.13a) and the above inequality we conclude that (4.22) holds as well for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0  with )(2),( txt η≤Φ . Finally, for the case ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0  with 
)(2),()(2 txtt ηη <Φ< , let { }0)),(,(;,...}2,1{),( ≠Φ∈= xttjxtJ jθ  and notice that from (4.10) we get: 
 
( )( )
( ) { }),(,)),,(,(),0),,(,(max),(
),(
)(2
)(2
,,,;,sup),(,,,;,sup
),(
2
22
00
xtJjuxttxttxtV
uxt
t
tx
hxdtfxtVxtkxdtfxtV
j
xtJj
jj
DdDd
∈ΦΨΦΨ+−≤
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −= ∑
∈∈∈
ρ
θη
η
            (4.23) 
Taking into account definition (4.13a) and (4.16), (4.17), (4.19), (4.23), we may conclude that (4.22) holds as well for 
all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0  with )(2),()(2 txtt ηη <Φ< . Consequently, (4.22) holds for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0 .   
  
It follows from (4.22) and Proposition 4.6 that system (1.3) with ))(,( xtTtku r=  is RGAOS. 
 
(a)⇒ (b) Since system (1.3) with ))(,( xtTtku r=  is RGAOS, and since for every bounded 
);]0,([0 nrC ℜ−×ℜ⊂Ω +  it holds that +∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠Ω∈Ω∈−
−
yxytxt
yx
ytkxtk
r
,),(,),(:
),(),(
sup , it follows that the 
closed-loop system (1.3) with ))(,( xtTtku r=  satisfies hypotheses (Q1-5). Moreover, since system (1.3) with 
))(,( xtTtku r=  is RGAOS, it follows from Theorem 3.6 in [11] that there exists +∈Kμ  such that the following 
system  
DtdtYtx
xtxtHtY
xtTtkxtTtdtftx
n
r
rr
∈ℜ∈ℜ∈
+=
=
)(,)(,)(
)(),()(
)))(,(,)(),(,()(
μY
&
                                                     (4.24) 
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satisfies hypotheses (Q1-5) and is RGAOS. Notice that system (4.24) is the closed-loop system (1.3) with 
))(,( xtTtku r=  and output defined by  rxtxtHtY )(),()( μ+= Y . It follows from Theorem 3.5 in [16] that there 
exist functions ∞∈Kaa 21, , +∈Kβ  and a mapping ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV , which is almost Lipschitz on 
bounded sets, such that: 
 ( ) ( )rr xtaxtVxtxtHa )(),()(),( 21 βμ ≤≤+Y , )];0,([),( 0 nrCxt ℜ−×ℜ∈∀ +                (4.25) 
 
),())),(,,,(;,(0 xtVxtkxdtfxtV −≤ , DrCdxt n ×ℜ−×ℜ∈∀ + )];0,([),,( 0                   (4.26) 
 
We next prove that V  is an ORCLF for (1.3). Obviously property (i) of Definition 4.7 is a consequence of inequality 
(4.25). Define for all mtt ℜ×ℜ×ℜ∈′= +),,(),( 21 ϕϕϕ : 
 
)(Pr))(Pr2()(:),,,( 2221121 ϕϕϕϕϕϕϕ UUUV uutLtLut −−++++=Ψ                     (4.27) 
 
and for all )];0,([),( 0 nrCxt ℜ−×ℜ∈ + : 
1
),(
:),( +ℜ∈⎥⎦
⎤⎢⎣
⎡=Φ mr
xtk
x
xt                                                                       (4.28) 
 
where ++ ℜ→ℜ:UL  is the non-decreasing continuous function involved in (4.2) and ++ ℜ→ℜ:VL  is the non-
decreasing function involved in property (P1) of Definition 4.5. The reader should notice that 0)0,( =Φ t  for all 0≥t  
and that for every bounded );]0,([0 nrC ℜ−×ℜ⊂Ω +  it holds that 
+∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠Ω∈Ω∈−
Φ−Φ
yxytxt
yx
ytxt
r
,),(,),(:
),(),(
sup . Without loss of generality we may assume that 
++ ℜ→ℜ:VL  is continuous as well. Convexity of the set mU ℜ⊆  implies that the mapping )(Pr 22 ϕϕ Um →∋ℜ  
is continuous and consequently that the mapping ),,,(),,( 2121
1 uttm ϕϕϕϕ Ψ→∋ℜ×ℜ ++  is continuous for each 
fixed Uu∈ . Notice that for every mt ℜ×ℜ×ℜ∈′= +),,( 21 ϕϕϕ  and every finite set Uuuu N ⊂},...,,{ 21 , ]1,0[∈iλ  
( Ni ,...,1= ) with 1
1
=∑
=
N
i
iλ , definition (4.27) in conjunction with the fact 
)(Prmax)(Pr)(Pr 2
,...,1
1
22
1
ϕϕλϕλ Ui
Ni
N
i
UiiU
N
i
ii uuu −≤−≤− === ∑∑  implies that: 
),,,(max),,,( 21
,...,1
1
21 iNi
N
i
ii utut ϕϕλϕϕ Ψ≤Ψ ==∑                                            (4.29) 
 
By virtue of definitions (4.4), (4.5) and property (P1) of Definition 4.5 we get for all ( ) nnnrCwvxt ℜ×ℜ×ℜ−×ℜ∈ + ;]0,[),,,( 0 : 
);,()();,( 00 wxtVwvxtLvxtV rV +−+≤                                                   (4.30) 
 
Combining inequalities (4.2), (4.26) and (4.30) we obtain for all ( ) UrCuxt n ×ℜ−×ℜ∈ + ;]0,[),,( 0 : 
 
( ) ( )
),()),(2),(()(),(
),()),(()(),(
)),(,,,(),,,(sup)()),(,,,(;,sup),,,(;,sup 00
xtkuxtkxtkuxtLxtLxtV
xtkuxtkuxtLxtLxtV
xtkxdtfuxdtfxtLxtkxdtfxtVuxdtfxtV
rUrV
rUrV
Dd
rV
DdDd
−+−++++−
−+++++−≤
−++≤
∈∈∈
 
 
The above inequality in conjunction with (4.29) and definitions (4.27), (4.28) implies that inequality (4.10) with 
ss =:)(ρ  holds. Moreover, by virtue of definition (4.27), for every mt ℜ×ℜ×ℜ∈ +),,( 21 ϕϕ  there exists Uu∈  
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(namely )(Pr 2ϕUu = ) such that (4.11) holds with 0)( ≡tq . Notice that ϕϕϕ 22)(Pr 22 ≤≤U , where 
1
21 ),(
+ℜ∈= mϕϕϕ  and therefore the small control property holds with ssa 2:)( =  and 1)( ≡tγ .    
 
The proof is complete.        <  
 
Proof of Theorem 4.10: (a)⇒ (b) Suppose that (1.3) admits an ORCLF which satisfies the small control property 
with 0)( ≡tq . Without loss of generality we may assume that the mapping  
pn
p rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01  involved in property (ii) of Definition 4.7 satisfies 
),(:),(1 xtVxt =Φ . Define: 
( )ϕρϕϕ cutut ′−Ψ=Ξ
2
1),,(:),,( , Uut p ×ℜ×ℜ∈ +),,( ϕ                               (4.31a) 
 
),,0(:),,( uut ϕϕ Ξ=Ξ , Uut p ×ℜ×−∈ )0,1(),,( ϕ                                         (4.31b) 
 
pc ℜ∈′= )0,...,0,1(                                                                    (4.31c) 
 
The definition of Ξ , given by (4.31), guarantees that the function }{),1(: +∞∪ℜ→×ℜ×+∞−Ξ Up  with 
0)0,0,( =Ξ t  for all 1−>t  is such that, for each Uu∈  the mapping ),,(),( utt ϕϕ Ξ→  is upper semi-continuous. Let { }0:),1(: ≠′ℜ∈×+∞−=Θ ϕϕ cp , which is an open set. By virtue of (4.11) with 0)( ≡tq  and upper semi-continuity 
of Ξ , it follows that for each Θ∈),( ϕt  there exist Utuu ∈= ),( ϕ  with ( )ϕγ )),0(max( tau ≤  and 
))1,1min(,0(),( +∈= tt ϕδδ , 
2
),(
ϕϕδ ct ′≤ , such that 
 
                           0)),(,,( ≤Ξ ϕτ tuy , { }δϕτττ <−+−Θ∈∈∀ ytyy :),(),(                                    (4.32) 
 
Using (4.32) and standard partition of unity arguments, we can determine sequences ∞=Θ∈ 1}),{( iiit ϕ , ∞=∈ 1}{ ii Uu , 
∞=1}{ iiδ  with ( )iii tau ϕγ )),0(max(≤ , ))1,1min(,0(),( +∈= iiii tt ϕδδ , 2),( iiii
c
t
ϕϕδδ ′≤=  associated with a 
sequence of open sets ∞=Ω 1}{ ii  with 
 
 { }iiii yty δϕττ <−+−Θ∈⊆Ω :),(                                                 (4.33) 
 
 forming a locally finite open covering of Θ  and in such a way that: 
 
0),,( ≤Ξ iuyτ , iy Ω∈∀ ),(τ                                                               (4.34) 
 
Also, a family of smooth functions ∞=1}{ iiθ  with 0),( ≥ϕθ ti  for all Θ∈),( ϕt  can be determined with   
 
               iiupps Ω⊆θ                                                                                (4.35) 
 
1),(
1
=∑∞
=i
i t ϕθ , Θ∈∀ ),( ϕt                                                                  (4.36) 
 
We define for all ( )nrCxt ℜ−×ℜ∈ + ;]0,[),( 0 : 
 
( ) ),(~
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)(2),(
)),((Pr,
)(2
)(2),(
1:),(
2
22
)(2
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t
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t
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hxtk tQ ⎟⎟
⎟
⎠
⎞
⎜⎜
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⎝
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⎠
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⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −Φ−= η
η
η
η
               (4.37) 
 
where 
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∑∞
=
Φ=
1
)),(,(:),(
~
i
ii uxttxtk θ
 
for 0≥t , 0≠x                                                     (4.38a) 
 
0:)0,(
~ =tk  for 0≥t                                                                       (4.38b) 
 
where ])1,0[;(ℜ∈ ∞Ch  be a smooth non-decreasing function with 0)( =sh  for all 0≤s  and 1)( =sh  for all 1≥s  
and )}(3:{)( ttQ p ηϕϕ ≤ℜ∈= . It follows from definition (4.37), (4.38) and that facts that the continuous mapping 
Φ  is completely locally Lipschitz with respect to ( )nrCx ℜ−∈ ;]0,[0  and that the continuous mapping ),( ϕϕ tK→  
is locally Lipschitz that k  is completely locally Lipschitz with respect to ( )nrCx ℜ−∈ ;]0,[0  with 0)0,( =tk  for all 
0≥t . Moreover, it should be noticed that if the ORCLF V  and the function Ψ  involved in property (ii) of 
Definition 4.7 are time independent then the partition of unity arguments used above may be repeated on { }0:: ≠′ℜ∈=Θ ϕϕ cp  instead of { }0:),1(: ≠′ℜ∈×+∞−=Θ ϕϕ cp . This implies that the constructed feedback is 
time invariant, provided that the mappings pnp rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01  and UAK →:  are time 
independent too.  
 
    Exploiting the properties of the mappings }{),1(: +∞∪ℜ→×ℜ×+∞−Ξ Up , }{: +∞∪ℜ→×ℜ×ℜΨ + Up , 
inequalities (4.12), (4.34), definitions (4.31a), (4.37) and the fact that the mapping  
pn
p rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01  involved in property (ii) of Definition 4.7 satisfies 
),(:),(1 xtVxt =Φ , we may establish (exactly in the same way as in the proof of Theorem 4.9) the following 
inequality:  
( )),(
2
1))),(,,,(;,(0 xtVxtkxdtfxtV ρ−≤ , Ddxt n ×ℜ×ℜ∈∀ +),,(                        (4.39) 
 
The fact that system (1.3) with ))(,( xtTtku r=  is URGAOS follows directly from Proposition 4.6 and inequality 
(4.39).  
 
(b)⇒ (a) Since for every bounded );]0,([0 nrC ℜ−×ℜ⊂Ω +  it holds that 
+∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠Ω∈Ω∈−
−
yxytxt
yx
ytkxtk
r
,),(,),(:
),(),(
sup , it follows that the closed-loop system (1.3) with 
))(,( xtTtku r=  satisfies hypotheses (Q1-5). For each Dn MrCdxt ×ℜ−×ℜ∈ + )];0,([),,( 000 , we denote the 
solution of (1.3) with ))(,( xtTtku r= , initial condition 00 )( xxtTr =  corresponding to DMd ∈  by ),,,( 00 dxttx . 
 
     Since system (1.3) with ))(,( xtTtku r=  is RFC, it follows from Lemma 3.5 in [11] that there exists +∈Kμ~ ,  
∞∈Ka  such that the following inequality holds for all Dn MrCdxt ×ℜ−×ℜ∈ + )];0,([),,( 000 : 
 ( )rr xaxt 0)(~ ≤μ , 0tt ≥∀                                                                   (4.40) 
 
Since system (1.3) with ))(,( xtTtku r=  is URGAOS, it follows from (4.40) that the following system  
 
DtdtYtx
xtxtHtY
xtTtkxtTtdtftx
n
r
rr
∈ℜ∈ℜ∈
+=
=
)(,)(,)(
)(),()(
)))(,(,)(),(,()(
μY
&
                                                     (4.41) 
 
where )(~)exp(:)( ttt μμ −=  satisfies hypotheses (Q1-5) and is URGAOS. Notice that system (4.41) is the closed-loop 
system (1.3) with ))(,( xtTtku r=  and output defined by  rxtxtHtY )(),()( μ+= Y . It follows from Theorem 3.6 
in [16] that there exist functions ∞∈Kaa 21,  and a mapping ++ ℜ→ℜ−×ℜ )];0,([: 0 nrCV , which is almost 
Lipschitz on bounded sets, such that: 
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 ( ) ( )rr xaxtVxtxtHa 21 ),()(),( ≤≤+ μY , )];0,([),( 0 nrCxt ℜ−×ℜ∈∀ +                 (4.42) 
 
),())),(,,,(;,(0 xtVxtkxdtfxtV −≤ , DrCdxt n ×ℜ−×ℜ∈∀ + )];0,([),,( 0                   (4.43) 
 
The rest of proof is exactly the same with the proof of implication (a)⇒ (b) of Theorem 4.9. The only additional 
thing that should be noticed is that the mappings pnp rC ℜ→ℜ−×ℜ′ΦΦ=Φ + );]0,([:),...,( 01 , +∈Kη  and 
UtKtA ∈→∋ ),(),( ϕϕ , may be selected so that (4.28) holds, 1)( ≡tη  and )(Pr:),( 2ϕϕ UtK =  for all 
mtt ℜ×ℜ×ℜ∈′= +),,(),( 21 ϕϕϕ . 
 
The proof is complete.        <  
 
 
  
5. Applications to Triangular Time-Delay Control Systems 
 
Our main result concerning triangular time-delay control systems of the form (1.4) is stated next. It must be compared 
to Theorem 5.1 in [4], which deals with the triangular finite-dimensional case. 
 
Theorem 5.1: Consider system (1.4), where 0>r , lD ℜ⊂  is a compact set, the mappings 
ℜ→ℜ−××ℜ+ )];0,([: 0 ii rCDf , ℜ→ℜ−××ℜ+ )];0,([: 0 ii rCDg  ( ni ,...,1= ) are continuous with 
0)0,,( =dtf i  for all Ddt ×ℜ∈ +),(  and each ℜ→ℜ−××ℜ+ )];0,([: 0 ii rCDg  ( ni ,...,1= ) is completely locally 
Lipschitz with respect to )];0,([0 irCx ℜ−∈ . Suppose that there exists a function )),0(;( +∞ℜ∈ +∞Cϕ  being non-
decreasing, such that for every ni ,...,1= , it holds that: 
 
( ) ( )rir xxdtgx ϕϕ ≤≤ ),,(
1 , DrCdxt i ×ℜ−×ℜ∈∀ + )];0,([),,( 0                            (5.1) 
 
Moreover, suppose that for every ni ,...,1= , it holds that 
 
+∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈×ℜ∈−
− + yxSySxDdt
yx
ydtfxdtf
r
ii ,,,),(:
),,(),,(
sup , 
for every bounded )];0,([0 irCS ℜ−⊂                                                          (5.2) 
 
Then for every 0>σ  there exist functions )),0(;( +∞ℜ∈ ∞ ii Cμ , );( ℜℜ∈ ∞ ii Ck  ( ni ,...,1= ) with 
 
11111 )(:)( ξξμξ −=k                                                                   (5.3a) 
 ( )),...,(),...,(:),...,( 11111 −−−−= jjjjjjj kk ξξξξξμξξ , nj ,...,2=                             (5.3b) 
 
such that the following functional: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+= ∑
=
−−−∈
n
j
jjj
r
xxkxxxV
2
2
111
2
1
]0,[
))(),...,(()()()2exp(max:)( θθθθθσθ                        (5.4) 
 
is a State Robust Control Lyapunov Functional (SRCLF) for (1.4), which satisfies the “small-control” property. 
Moreover, the closed-loop system (1.4) with ))(()( txktu n=  is URGAS. More specifically, the inequality 
)(2);(0 xVvxV σ−≤  holds for all DrCdxt n ×ℜ−×ℜ∈ + )];0,([),,( 0  with 
n
nnni xkxdtgxdtfxxdtgxdtfv ℜ∈′++= )))0((),,(),,(),...,0(),,(),,(( 2111 .  
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Remark 5.2: The reader should notice that the feedback law ))(()( txktu n=  is delay-independent. The proof of 
Theorem 5.1 will show that the functions )),0(;( +∞ℜ∈ ∞ ii Cμ  ( ni ,...,1= ) are obtained by a procedure similar to the 
backstepping procedure used for finite-dimensional triangular control systems. Consequently, as in the finite-
dimensional case, the feedback design and the construction of the State Robust Control Lyapunov Functional proceed 
in parallel.  
 
 
The proof of Theorem 5.1 is based on the following lemma. Its proof is provided at the Appendix. The reader should 
notice that Lemma 5.3 in conjunction with definition (5.3) of the SRCLF for system (1.4) indicate one of the 
complications mentioned in the Introduction encountered in the study of infinite-dimensional systems: although the 
differential equations (1.4) are affine in the control input ℜ∈u , the derivative );(0 vxV , where  
n
nni uxdtgxdtfxxdtgxdtfv ℜ∈′++= )),,(),,(),...,0(),,(),,(( 2111 , )];0,([),...,( 01 nn rCxxx ℜ−∈=  is not affine 
in the control input ℜ∈u . 
 
 
Lemma 5.3: Let );(1 +ℜℜ∈ nCQ , 0>σ  and consider the functional +ℜ→ℜ− )];0,([: 0 nrCV  defined by: 
 ( ) ))((2expmax:)(
]0,[
θθσθ xQxV r−∈=                                                                    (5.5) 
 
The functional +ℜ→ℜ− )];0,([: 0 nrCV  defined by (5.1), is Lipschitz on bounded sets of )];0,([0 nrC ℜ−  and 
satisfies:  
 
)(2);(0 xVvxV σ−≤  for all nnrCvx ℜ×ℜ−∈ )];0,([),( 0  with )())0(( xVxQ <                                 (5.6a) 
 
{ }vxQxVvxV ))0((,)(2max);(0 ∇−≤ σ  for all nnrCvx ℜ×ℜ−∈ )];0,([),( 0  with )())0(( xVxQ =                (5.6b) 
 
 
We are now in a position to provide the proof of Theorem 5.1. 
 
 
Proof of Theorem 5.1: Inequality (5.2) in conjunction with the fact that 0)0,,( =dtf i  for all Ddt ×ℜ∈ +),(  
( ni ,...,1= ) implies the existence of a non-decreasing function )),0(;( +∞ℜ∈ +∞CL  such that for every ni ,...,1= , it 
holds: 
 ( ) rri xxLxdtf ≤),,( , DrCdxt i ×ℜ−×ℜ∈∀ + )];0,([),,( 0                                         (5.7) 
 
Let 0>σ  be a given number. We next define the functions )),0(;( +∞ℜ∈ ∞ ii Cμ , )),0(;( +∞ℜ∈ +∞Ciγ , 
)),0(;( +∞ℜ∈ +∞Cbi  ( ni ,...,1= ) using the following algorithm: 
 
 
Step 1=i : We define: 
 
)1(
)1(
:)(
2
11
2
11
11 ξ
σξγξμ +
++=
b
n
                                                                   (5.8) 
 
where )),0(;(1 +∞ℜ∈ ∞Cb  is the function involved in (5.1) for 1=i  and  
 ( ) ( ))exp()exp()exp(:)(1 rsrsLrs σϕσσγ +=                                                (5.9a) 
 
( ))exp(
1:)(1 rs
sb σϕ=                                                                        (5.9b) 
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Step 2≥i : Based on the knowledge of the functions )),0(;( +∞ℜ∈ ∞ jj Cμ , )),0(;( +∞ℜ∈ +∞Cjγ , 
)),0(;( +∞ℜ∈ +∞Cb j  ( 1,...,1 −= ij ) we will define the functions )),0(;( +∞ℜ∈ ∞ ii Cμ , )),0(;( +∞ℜ∈ +∞Ciγ , 
)),0(;( +∞ℜ∈ +∞Cbi  such that the following inequality holds for all ii ℜ∈′),...,( 1 ξξ : 
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ξξξξσ
ξξδγξξξγξξξ
ξξμξξξγξξμξ
            (5.10) 
 
where  
 
11111 )(:)( ξξμξ −=k                                                                   (5.11a) 
 ( )),...,(),...,(:),...,( 11111 −−−−= jjjjjjj kk ξξξξξμξξ , 1,...,2 −= ij                             (5.11b) 
 
∑
=
−−−+=
i
j
jjj ks
2
1111 ),...,( ξξξξ                                                        (5.12) 
 ( )),...,(...)(1),...,(:),...,( 11111 ijjjjj k ξξμξμξξξξδ +++∇= , 1,...,1 −= ij                          (5.13) 
 
and 
 ( )( ) ( ) ( )( ))exp()exp()exp()exp()exp()exp(:)( risBrisrisBrisBrisLris iiii σσϕσσσσγ +=       (5.14a) 
 
( )( ))exp()exp(
1:)(
risBris
sb
i
i σσϕ=                                                       (5.14b) 
 
where )),0(;( +∞ℜ∈ +∞CBi  is a non-decreasing function that satisfies: 
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1 ),...,(:),...,(1max)( ξξξξξξμ  , for all 0≥s           (5.14c) 
 
Indeed, by the previous step we get the existence of functions )),0(;( +∞ℜ∈ ∞ jj Cμ , )),0(;( +∞ℜ∈ +∞Cjγ , 
)),0(;( +∞ℜ∈ +∞Cb j  ( 1,...,1 −= ij ) such that the following inequalities hold for all 111 ),...,( −− ℜ∈′ iiξξ  
 
 
( ) 211111121 )()( σξγξξμξ nsssb −≤′′+′−  , for the case 2=i                                      (5.15a) 
 
and for the case 2>i : 
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where  
1ξ=′s , for the case 2=i                                                         (5.16a) 
 
∑−
=
−−−+=′
1
2
1111 ),...,(
i
j
jjj ks ξξξξ , for the case 2>i                             (5.16b) 
 
Let functions )),0(;( +∞ℜ∈ +∞Cjρ  ( ij ,...,1= ) such that the following inequalities hold for all 0≥′≥ ss : 
 
)()()()()()( ssssssssbsb jjjjj ργγ ′−≤′′−+′−                                                      (5.17) 
 
By virtue of inequalities (5.15), (5.17) and definitions (5.12), (5.16), we obtain for all ii ℜ∈′),...,( 1 ξξ : 
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for the case 2=i  and  
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(5.18b) 
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for the case 2>i . Completing the squares in the right-hand sides of inequalities (5.18a,b) and using definition (5.12), 
we get: 
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for the case 2=i  and  
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for the case 2>i . It follows from (5.18), (5.19) that the selection: 
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for the case 2=i , where  
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for the case 2>i , where 
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guarantees inequality (5.10). 
 
Having performed n  steps of the above algorithm, we have defined functions )),0(;( +∞ℜ∈ ∞ ii Cμ , 
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( )),...,(...)(1),...,(:),...,( 11111 iiiiii k ξξμξμξξξξδ +++∇= , 1,...,1 −= ni                          (5.25b) 
 
By virtue of Lemma 5.3 it follows that the functional V  defined by (5.4) satisfies: 
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Notice that here we have used the convention 00 ≡k . Inequality (5.29) implies: 
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 Consequently, inequalities (5.1), (5.7) in conjunction with (5.30) and (5.23d) imply for all 2≥i , 
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Using (5.31a,b), (5.32) and performing a similar analysis for the case 1=i , we obtain by virtue of definitions 
(5.23a,b,c): 
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Definition (5.28) in conjunction with definitions (5.22) gives for ))0(),...,0(( 1 nn xxku = : 
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Combining (5.34) with (5.33a,b,c) we obtain for ))0(),...,0(( 1 nn xxku = : 
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The above inequality in conjunction with definition (5.25b) implies for ))0(),...,0(( 1 nn xxku = : 
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Clearly, inequality (5.36) in conjunction with (5.24) show that 
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Consequently, definition (5.4) implies 
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It follows from inequalities (5.37), (5.39) and Proposition 4.6 that the closed-loop system (1.4) with ))(()( txktu n=  is 
URGAS. 
 
Finally, we show that V  as defined by (5.4) is a SRCLF, which satisfies the “small-control” property. Clearly, 
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By virtue of (5.33c), (5.26), (5.27) and (5.40) we obtain: 
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The above definitions in conjunction with inequalities (5.39) and (5.41) guarantee that inequalities (4.7), (4.10) and 
(4.11) hold, for V  as defined by (5.4). Consequently, V  as defined by (5.4) is a SRCLF, which satisfies the “small-
control” property. 
 
The proof is complete.              <  
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Example 5.4: Consider the control system: 
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& θθ
                                         (5.42) 
 
Clearly, system (5.42) is a control system described by RFDEs, which satisfies the hypotheses of Theorem 5.1. More 
specifically, inequality (5.1) holds with 121 ≡== ϕbb . In order to design a delay free stabilizing feedback for (5.42) 
we follow the algorithm in the proof of Theorem 5.1. Notice that inequality (5.7) holds with wrwL +=1)( . Let 
0>σ  be given.  
 
Step 1=i : We define: 
 ( ) σσξσξμ 21)exp()1(1)exp(:)( 2111 ++++= rrr                                                      (5.43) 
 ( ) 1)exp(1)exp(:)(1 ++= rsrrs σσγ                                                                (5.44) 
 
Step 2=i : We define: 
 ( )( ) 12111 21)exp()1(1)exp(:)( ξσσξσξ ++++−= rrrk                                              (5.45) 
 ( )( ) ( )( )σσξσσσξσξδ 22)exp()1(1)exp(21)exp()31(1)exp(:)( 212111 ++++++++= rrrrrr          (5.46) 
 ( ) σσσ 22)exp()1(1)exp(:)( 22 ++++= rsrrsB                                                   (5.47) 
 ( )( )
( )( ) 122)exp())2exp(41(1)exp()2exp(4
22)exp())2exp(41(1)exp()exp(2:)(
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2
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++++++
++++=
σσσσσ
σσσσσγ
rrsrrrsr
rrsrrrs
                         (5.48) 
 ( ) 1)exp(21)exp(:)(1 ++= rsrrs σσρ                                                      (5.49) 
 
and  
 
( ) ( ) ( )ppppp 2112121221112212 4
3)(
4
3)(
4
3)()(),( ρσξδγσγσξδγγσξξμ +++++=                    (5.50) 
 
where 
 
 ( )( ) 2121221 21)exp()1(1)exp(1: ξσσξσξξ +++++++= rrrp                                 (5.51) 
 
The stabilizing feedback law is given by: 
 ( )( )( ))(21)exp())(1(1)exp()())(),(()( 1212212 txrtxrrtxtxtxtu σσσμ +++++−=                (5.52) 
 
By virtue of Theorem 5.1, the functional  
 
( )( ) ⎟⎠⎞⎜⎝⎛ ++++++= −∈ 2121221]0,[ )(21)exp())(1(1)exp()()()2exp(max:)( θσσθσθθθσθ xrxrrxxxV r         (5.53) 
 
 
is a SRCLF which satisfies the small-control property and system (5.42) with (5.52) is URGAS.       <  
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6. Conclusions 
 
    In the present work we have showed how the well-known “Control Lyapunov Function (CLF)” methodology can 
be generalized to a broader class of nonlinear time-varying systems with both disturbance and control inputs, which 
include infinite-dimensional control systems described by retarded functional differential equations (RFDE). 
Necessary and sufficient conditions for the existence of stabilizing feedback are developed for the non-affine 
uncertain finite-dimensional case (1.1). Moreover, sufficient conditions, which guarantee that a given function is an 
Output Robust Control Lyapunov function for (1.1) are given. The case of uncertain control systems described by 
RFDEs of the form (1.3) is studied and special results are developed for the triangular case (1.4) of control systems 
described by RFDEs. It is shown that the construction of a stabilizing feedback law for (1.4) proceeds in parallel with 
the construction of a State Robust Control Lyapunov Functional. Moreover, sufficient conditions for the existence 
and design of a delay-free stabilizing feedback law are given. It is our belief that the present work can be used as a 
starting point for the discovery of necessary and sufficient Lyapunov-like conditions for the existence of stabilizing 
feedback for a wide class of infinite-dimensional control systems. 
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Appendix 
 
Proof of Proposition 2.5: Let nttx ℜ→),[: max0  be the unique solution of (2.1) with initial condition 
nxtx ℜ∈= 00 )(  corresponding to certain DMd ∈ , where ],( 0max +∞∈ tt  is the maximal existence time of the 
solution. Notice that the mapping +ℜ∈→∋ ))(,(),[ max0 txtVttt  is locally Lipschitz. By virtue of Lemma 2.4 and 
inequality (2.7) it follows that 
 
( ) ( ) )())(,())(,( tqtxtVtxtV
dt
d +−≤ ρ , for all Nttt \),[ max0∈                                         (A1) 
 
where ),[ max0 ttN ⊂  is a set of zero Lebesgue measure. 
 
Case 1: Hypothesis (Q2) holds.  
 
Lemma 4.4 in [18] and inequality (A1) show that there exists KL∈σ  such that 
 
 ( )000 ,),())(,( ttxtVtxtV −≤σ , for all ),[ max0 ttt∈                                                 (A2) 
 
Inequality (A2) in conjunction with inequality (2.6) gives: 
 
 ( )( )( )0,)()( 0211 xaatxt σμ −≤ , for all ),[ max0 ttt∈                                                 (A3) 
 
Inequality (A3) and a standard contradiction argument show that (2.1) is RFC and that +∞=maxt .  The fact that (2.1) 
is URGAOS follows from (A2) in conjunction with inequality (2.6). Particularly, we obtain: 
 
 ( )( )( )00211 ,))(,( ttxaatxtH −≤ − σ , for all 0tt ≥                                                 (A4) 
 
Estimate (A4) implies that (2.1) is URGAOS. 
 
Case 2: Hypotheses (Q1), (Q3) hold. 
 
Lemma 3.2 in [10] and inequality (A1) show that there exists KL∈σ  such that 
 
 ( )000 ,),())(,( ttRxtVtxtV −+≤σ , for all ),[ max0 ttt∈                                         (A5) 
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where ∫+∞=
0
)(: dssqR . Inequality (A5) in conjunction with inequality (2.6) gives: 
 
 ( )( )( )0,)()()( 00211 Rxtaatxt +≤ − βσμ , for all ),[ max0 ttt∈                                            (A6) 
 
Inequality (A6) and a standard contradiction argument show that (2.1) is RFC and that +∞=maxt . The fact that (2.1) 
is RGAOS follows from (A6) in conjunction with inequality (2.6). Particularly, we obtain: 
 
 ( )( )( )000211 ,)())(,( ttRxtaatxtH −+≤ − βσ , for all 0tt ≥                                                 (A7) 
 
Estimate (A7) shows that Property P2 (Uniform Output Attractivity on compact sets of initial data) holds of 
Definition 2.2 holds. Lemma 3.5 in [12] implies that (2.1) is RGAOS. 
 
The proof is complete.            <  
  
 
Proof of Proposition 4.6: Consider a solution )(tx  of (4.3) under hypotheses (Q1-5) corresponding to arbitrary 
DMd ∈  with initial condition )];0,([)( 100 nr rCxxtT ℜ−∈= . By virtue of Lemma 2.5 in [16], for every 
),( max0 ttT ∈ , the mapping ))(,(],[ 0 xtTtVtTt r→∋  is absolutely continuous. It follows from (4.8) and Lemma 4.4 
that  
 
( ) ( ) )())(,())(,( tqxtTtVxtTtV
dt
d
rr +−≤ ρ  a.e. on ),[ max0 tt                                          (A8) 
 
The previous differential inequality in conjunction with Lemma 3.2 in [10] shows that there exists KL∈σ  such that 
 
 ( )000 ,),())(,( ttRxtVxtTtV r −+≤σ  for all ),[ max0 ttt∈                                            (A9) 
 
where ∫+∞=
0
)(: dssqR . Using (4.7), (A9) and a standard contradiction argument we may show that +∞=maxt . It 
follows from Lemma 2.6 in [16] that the solution )(tx  of (4.3) under hypotheses (Q1-5) corresponding to arbitrary 
DMd ∈  with arbitrary initial condition )];0,([)( 000 nr rCxxtT ℜ−∈=  satisfies (A9) for all 0tt ≥ . Moreover, by 
virtue of (A9) and (4.7) we may establish that system (4.3) under hypotheses (Q1-5) is RFC. Notice that inequality 
(A9) in conjunction with (4.7) provide the estimate  ( )( )000211 ,))(())(,( ttRxtaaxtTtH rr −+≤ − βσY  for all 
0tt ≥ , which establishes the fact that Property P2 (Uniform Output Attractivity on bounded sets of initial data) holds 
for system (4.3). It follows from Lemma 3.3 in [11] that system (4.3) is RGAOS. Furthermore, if 1)( ≡tβ  and 
0)( ≡tq , then inequality (A9) in conjunction with (4.7) provide the estimate  ( )( )00211 ),())(,( ttxaaxtTtH rr −≤ − σY  for all 0tt ≥ , which establishes that system (4.3) is URGAOS. 
 
The proof is complete.            <  
 
 
Proof of Lemma 5.3: The fact that the functional V  as defined by (5.5) is Lipschitz on bounded sets of 
)];0,([0 nrC ℜ−  is a direct consequence of the fact that );(1 +ℜℜ∈ nCQ  (details are left to the reader).  
Consequently, as noticed in Section 4.II, we obtain the following simplification for the derivative );(0 vxV  defined 
by (4.5) for all ( ) nnrCvx ℜ×ℜ−×ℜ∈ + ;]0,[),( 0 : 
 
h
xVvxEV
vxV h
h
)());((
suplim);(
0
0 −=
+→
 
 
Clearly, we have by virtue of (4.4) and (5.5): 
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( ) ( )
( ) ( )
( ) ( )
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  (A10) 
 
If )())0(( xVxQ <  then there exists 0>h  such that ( )))0(()(
2
1))0(())0(( xQxVvxQsxQ +≤∇+  for all ],0[ hs∈ . 
Consequently, in this case we have from (A10) for 0>h  sufficiently small: 
 
( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧ ∇−+∇+−−−−≤
−
∈
−
))0(())0((max)())0((
2
12exp,)(
12exp
max
))());(((
],0[
1
xQvsxQvxVxQ
h
hxV
h
h
xVvxEVh
hs
h
σσ  
 
The above inequality gives (5.6a) for the case )())0(( xVxQ < . 
 
If )())0(( xVxQ =  and )(2))0(( xVvxQ σ−>∇  then it follows that 
( )[ ] vxQhxQvxQhxQ
h
))0(())0(())0(()())0((2expmax
]0,[
∇+=∇++
−∈
θθσθ  for 0>h  sufficiently small. Consequently, 
we obtain from (A10): 
 
( )
⎭⎬
⎫
⎩⎨
⎧ ∇−+∇+∇−−≤
−
∈
−
))0(())0((max))0((,)(
12exp
max
))());(((
],0[
1
xQvsxQvvxQxV
h
h
xVvxEVh
hs
h
σ  
 
The above inequality gives (5.6b) for the case )())0(( xVxQ =  and )(2))0(( xVvxQ σ−>∇ . 
 
If )())0(( xVxQ =  and )(2))0(( xVvxQ σ−≤∇  then it follows that 
( )[ ] ( ) ))0((2exp))0(()())0((2expmax
]0,[
xQhvxQhxQ
h
σθθσθ −=∇++−∈  for 0>h  sufficiently small. Consequently, we 
obtain from (A10): 
 ( )
))0(())0((max)(
12exp
))());(((
],0[
1 xQvsxQvxV
h
h
xVvxEVh
hs
h ∇−+∇+−−≤− ∈
− σ  
 
The above inequality gives (5.6b) for the case )())0(( xVxQ =  and )(2))0(( xVvxQ σ−≤∇ . 
 
Thus inequality (5.6b) holds for the case )())0(( xVxQ = . The proof is complete.            <  
 
 
