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Abstract We gather known results on escape radii and add some facts and examples con-
cerning the subject of complete invariance and compactness of filled Julia sets.
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1 Introduction
For a self-map h : CN −→ CN consider the set
K [h] :=
{
z ∈ CN : (hn(z))∞n=1 is bounded
}
where CN is equipped with the Euclidean metric. The sequence (hn(z))∞n=1 is called the
forward orbit of z. For polynomials the set defined above coincides with the polynomially
convex hull of the classical Julia set. The operation of taking the polynomially convex hull
of a set in the one dimensional case means filling in all the holes and this is the explanation
of the name the filled Julia set (or the filled-in Julia set) of h.
The Julia sets are actively studied for many self-maps of C (polynomials, transcendental
entire functions; see e.g. [1,4,7]),C2 (generalized Hénonmaps; see e.g. [8]) andCN (polyno-
mial mappings with the Łojasiewicz exponents greater than 1; see [9]). They are completely
invariant and one can ask whether this is always the case or if there exist mappings which
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fail to satisfy this condition. In our article we show examples of quite simple maps with the
filled Julia sets not completely invariant.
Let us also note that Julia sets of rational mappings, which are self-maps of the Riemann
sphere, are also actively studied (see e.g. [1]). However, the Riemann sphere equipped with
the spherical metric is compact and therefore bounded. Thus an analogue of our definition
of the filled Julia set in this case leads always to the entire sphere. That is why we will not
consider this case.
Complete invariance can be stated in the language of the theory of fixed points. Namely,
we consider two mappings (related to the self-map h) defined by taking images and inverse
images under h : CN −→ CN :
h : 2CN  A → h(A) ∈ 2CN and h : 2CN  A → h−1(A) ∈ 2CN .
Of these two mappings, the second one appears to be of more interest. Note that a set is
completely invariant under h if and only if it is a fixed point of both mappings h and h .
The family of all subsets, i.e. 2C
N
, seems to be too big, since h and h always have at least
one fixed point there, namely the empty set. h has also another fixed point, namely CN ,
which is also a fixed point for h if h is surjective. Therefore, it seems to be natural to take
restrictions of h and h to a smaller family. Define
Comp(CN ) = {K ⊂ CN : K is compact and non-empty}.
This family is a good candidate for h in the case of a continuous mapping h and for h in
the case of a propermapping h. Moreover, Comp(CN ) is a completemetric space, if equipped
with the Hausdorff metric, which is another advantage if we want to speak about fixed points.
Therefore, and not only for this reason, we will try to find out when the filled Julia sets are
compact.
Let us mention that compact Julia type sets are important examples e.g. in the
(pluri)potential theory (see e.g. [9,12,18]) and also in the theory of analytic multifunctions
(see [13] and the references given there).
It is known that the Julia sets of polynomials (or more generally of regular polynomial
mappings) of degree at least 2 are compact and these of transcendental entire maps or of the
Hénon maps are unbounded. In the investigations of the compact Julia sets so called escape
radii (see [10,20]) or escape criteria (see [5]) play an important role (see also [2], there is no
mention of escape radii there but the geometric significance of one of them, namely rc, is
investigated).
2 Complete invariance
In this section and the next one we investigate a more general setting. Consider a metric space
(X, d) and a self-map h : X −→ X . We say that a set A ⊂ X is bounded if there exist a
point a ∈ X and a positive number R such that A ⊂ B(a, R) := {x ∈ A : d(a, x) ≤ R}. Set
K [h] := {x ∈ X : (hn(x))∞n=1 is bounded}.
As we mentioned in the introduction, this notion is not of interest if X is bounded, because
then K [h] = X .
We say that a set A ⊂ X is completely invariant under h if
h(A) = A = h−1(A).
Is K [h] completely invariant (under h)? Three inclusions are always easily satisfied.
Complete invariance and compactness…
Proposition 2.1 Let h : X −→ X be a mapping. Then K [h] = h−1(K [h]) and h(K [h]) ⊂
K [h].
Proof h(x) ∈ K [h] ⇐⇒ (hn+1(x))∞n=1 bounded ⇐⇒ x ∈ K [h].
Consequently h(K [h]) = h(h−1(K [h])) ⊂ K [h]. unionsq
The third inclusion does not follow suit.
Remark 2.2 In general K [h] ⊂ h(K [h]) does not hold.
To see this consider the following situation
Example 2.3 Let B = X\Awhere A, B = ∅. Let f : A −→ B be arbitrary and g : B −→ B
be such that K [g] = ∅. Define h : X −→ X by
h|A = g ◦ f and h|B = g.
If f (A) ⊂ K [g], then K [h] = A ∪ K [g] and h(K [h]) ⊂ K [g].
One of the simplest examples of this type of function is
h : R  x → |x | ∈ R.
Namely, put A := (−∞, 0), f (x) = −x and g(x) = x . Another example is
Q : C2  (z, w) → (z, zw − 1) ∈ C2,
where A := {0} × (C\{−1}), f (0, w) = (0,−1) and g(z, w) = (z, zw − 1).
We state now a necessary and sufficient condition for the complete invariance.
Proposition 2.4 Let h : X −→ X be a mapping. Then K [h] is completely invariant under
h if and only if K [h] ⊂ h(X).
Proof In view of Proposition 2.1 it suffices to show that K [h] ⊂ h(K [h]) if and only if
K [h] ⊂ h(X). To get the nontrivial implication it is enough to look at the forward orbit of
the point y ∈ h−1(x) for any x ∈ K [h]. unionsq
We have an immediate consequence.
Corollary 2.5 If h : X −→ X is surjective, then K [h] is completely invariant under h. unionsq
This result is obvious even without Proposition 2.4. Namely, in the case where h is surjective,
if a set A is backward invariant, i.e. the equality h−1(A) = A holds, then the complete
invariance of A follows from general properties of images and inverse images (see [1]). It is
natural to ask whether surjectivity is a necessary condition. This is not the case. The easiest
example can be given by a nonsurjective mapping h with empty K [h], e.g.
h : C2  (z, w) → (z + 1, zw − 1) ∈ C2.
But let us give another one.
Example 2.6 The logistic function
h : R  x → 4x(1 − x) ∈ R
is not surjective and K [h] = [0, 1] is completely invariant under h.
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Since surjectivity is a sufficient condition for complete invariance, it is worth mentioning
the following well known fact which is helpful, e.g. in the case of polynomial mappings (see
[19, Proposition 15.1.5]).
Theorem 2.7 If h : CN −→ CN is holomorphic and proper, then it is surjective. unionsq
The proof of this result can be found in [19] (just before Proposition 15.1.5). But let us say that
the assertion can be derived from two facts: a simple one stating that each continuous proper
mapping is closed and a less simple one saying that a proper holomorphic map between open
subsets of Cn is open (cf. [16, page 76 and Proposition V.7.1]).
Note that the polynomial mapping Q : C2  (z, w) → (z, zw − 1) ∈ C2 (cf. Example
2.3) is not proper. To see this, it is enough to consider the inverse image of {(0,−1)} under
this mapping.
3 Escape radii
If a set is compact, it is bounded and closed. Therefore, we will speak about boundedness
and closedness now. We will start with a formula for the set K [h] associated with a self-map
h : X −→ X in a special case.
Proposition 3.1 Let h : X −→ X be a mapping. If K [h] is bounded, then for every bounded
set E containing K [h] we have K [h] = ⋂∞n=1 h−n(E).
(h−n(E) denotes the inverse image of E under the n-th iterate hn of h).
Proof Proposition 2.1 yields K [h] = h−n(K [h]) ⊂ h−n(E) and in consequence
K [h] ⊂ ⋂ h−n(E). The inverse inclusion is obvious, since E is bounded. unionsq
In contrast to this, let us now look at an example where K [h] is not closed. One can take
h : R −→ R defined as in Example 2.3 with use of
f : (−∞, 0)  x → 2x − 1
x − 1 ∈ [0,∞) and g : [0,∞)  x → (x − 2)
2 ∈ [0,∞).
Then K [h] = (−∞, 0) ∪ [1, 3].
However, if h is continuous and K [h] is bounded, this set has to be closed. We have
namely the following consequence of Proposition 3.1.
Corollary 3.2 If h : X −→ X is continuous and K [h] is bounded, then it is closed.
Proof Proposition 3.1 yields K [h] = ⋂∞n=1 h−1(K [h]). unionsq
There is another consequence of Proposition 3.1.
Corollary 3.3 Let h : X −→ X be a mapping and K [h] be bounded. Let A ⊂ X be bounded
such that h−1(A) = A. Then A ⊂ K [h].
Proof K [h] = ⋂∞n=1(h−n(A) ∪ h−n(K [h])) = A ∪ K [h]. unionsq
If there exists a ∈ X and R > 0 such that
∀x ∈ X : d(a, x) > R ⇒ lim
n→∞ d(a, h
n(x)) = ∞, (3.1)
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then K [h] ⊂ B(a, R) = {x ∈ X : d(a, x) ≤ R} and Proposition 3.1 yields
K [h] = ⋂∞n=1 h−n(B(a, R)). A number R satisfying (3.1) is an escape radius for the map-
ping h. It is obvious that, if we know one escape radius for a mapping, then any number
greater than it is also an escape radius for the map.
Note finally that if h : X −→ X is a continuous mapping having an escape radius, then
K [h] is closed and bounded. In particular, if a continuous mapping h : CN −→ CN has an
escape radius, then its filled Julia set is compact.
4 Escape radii for polynomial self-maps
In this section CN is equipped with the norm |z| = max(|z1|, . . . , |zN |) and we consider only
polynomial (hence continuous) maps. With one exception, the point a from formula (3.1)
will here be 0.
4.1 Polynomials of one complex variable
Let us start with quadratic polynomials. It is enough to consider
Pc : C  z → z2 + c ∈ C, c ∈ C.
In [5] it is shown that max(|c|, 2) is an escape radius for Pc. It is however far from being the
smallest. In [1, Exercise 1.6.4] the escape radius
rc := (1 +
√
1 + 4|c|)/2
is derived. For the proof we refer the readers to [2]. Moreover, rc is the smallest of the radii
R such that |z| > R implies |Pc(z)| > R (see [2, Section 2]).
Let us mention in passing that in [5] an escape radius rλ := 1 + (1/|λ|) for the logistic
functions Lλ : C  z → λz(1 − z) ∈ C, λ ∈ C\{0}, is given.
In the case of cubic polynomials it is enough to consider mappings
Ca,b : C  z → z3 + az + b ∈ C, a, b ∈ C.
The author of [5] proposes an escape radius ra,b := max(|b|,√|a| + 2). From the proof it
easily follows that, if b = 0, then one can take ra := √|a| + 1. If a = 0 another escape
radius rb := 1 + 3√|b| was proposed in [14, Proof of Proposition 5.2]. It is smaller than r0,b
for b < 5
√
2 − 7 or b > 2√2.
In general,
R = 1 + |ad | + · · · + |a0||ad | (4.1)
is an escape radius for a polynomial P(z) = ad zd + · · · + a0 of degree d ≥ 2 (see e.g.
[20, page 387] or [10, Lemma 1]). Note that this escape radius depends continuously on
the polynomial (to be precise, on its coefficients). It is by no means optimal. If we consider
pn(z) = z2 + 1n zn , then using (4.1) we obtain the escape radius R = 2n + 1. However, if
n ≥ 5, then r = 2 is an escape radius for pn since |pn(z)| ≥ 2|z| if |z| ≥ 2.
Let us also mention another way of obtaining an escape radius in the case of connected
filled Julia set. Namely, each polynomial of degree d ≥ 2 can be conjugated to a monic and
centered polynomial, i.e. a polynomial of the form P(z) = zd + ad−2zd−2 + · · · + a0. If









(see [20, Theorem 3]). Thus one can take a ∈ K [P] and for it (this time not necessarily for
0) the number D will be an escape radius (because for polynomials the forward orbits of
points are either bounded or tending to infinity).
4.2 Polynomial mappings of several complex variables
Now let us turn to higher dimensions. Note that, if the degree of a polynomial of one complex
variable is at least 2, then its filled Julia set is compact. For a polynomial self-map of CN
with N > 1 it does not suffice to have the degree greater than 1. The easiest specimen can
be obtained by a modification of the last mapping in Example 2.3. For any k ≥ 2 we can e.g.
consider the mapping
Qk : C2  (z, w) → (zk, zwk−1 − 1) ∈ C2.
Then deg(Qk) = k and {(0, w) : w ∈ C} ⊂ K [Qk].
However, Qk is not surjective (hence not proper by Theorem 2.7). The question is whether
there is a surjective (proper) polynomial map of degree k with unbounded filled Julia set.
The answer to this question is yes and in fact there are quite many such examples. It suffices
to take an elementary polynomial automorphism of C2 of the form
C
2  (z, w) → (z, w + zk) ∈ C2
or a generalized Hénon mapping of the form
C
2  (z, w) → (w, z + wk) ∈ C2
(we take here just a special examples of those maps, see [6]). These maps are surjective,
proper, of degree k and their filled Julia sets are unbounded (for the first type once again the
complex line z = 0 is contained in the filled Julia sets, the situation for the second type is
more complicated, see [8]). Note that they are polynomial automorphisms, i.e. their inverses
are also polynomial mappings.
Consider now a polynomial mapping P : CN −→ CN of degree d ≥ 2. It can be written
in the form P = Hd + Hd−1 + · · · + H0, where Hj is the homogeneous part of P of degree
j , j ∈ {0, 1, . . . , d}. The mapping P is called regular, if H−1d (0) = {0}. (Note that every
polynomial of one complex variable of degree d ≥ 2 is regular.) If P : CN −→ CN is
regular, then
R = 1 + inf |z|=1 |Hd(z)| + ||Hd−1||C + · · · + ||H0||C
inf |z|=1 |Hd(z)|
(where || f ||C := sup|z|=1 | f (z)|) is an escape radius for P (see [10, Lemma 1]). This is a
straightforward generalization of (4.1). Let us also underline that this escape radius plays a
crucial role in the definitions of some generalizations of the filled Julia sets (see [11]).
However, there are also polynomial mappings which are not regular but whose filled Julia
sets are compact. Let P : CN −→ CN be a polynomial mapping. The so-called Łojasiewicz
exponent of P (at infinity) defined by the formula
L∞(P) := sup
{
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describes the growth of the mapping at infinity. For more information on this notion we refer
the reader to a recent survey [15] and the references given there. Note that the Łojasiewicz
exponent can take the value −∞, if there exists no δ satisfying the inequality (for a charac-
terization of mappings with the Łojasiewicz exponent greater than −∞ see [15, Proposition
1]). It can be also negative, e.g. L∞(Q) = −1 if Q is the mapping known from Example 2.3,
namely Q : C2  (z, w) → (z, zw − 1) ∈ C2 (see [3, Remark 11.5] or [15, Example 4]).
Of course in the one dimensional case the Łojasiewicz exponent coincides with the degree
of the polynomial. Therefore, this problem is interesting only if N > 1. Furthermore, if
P is regular, then L∞(P) = deg(P) ([17, Example (1.7)]). The polynomial mapping P is
proper if and only if L∞(P) > 0 ([15, Proposition 8]). If P is a polynomial automorphism of
C
N , then L∞(P) = 1/deg(P−1) ≤ 1 ([17, Example (1.8)]). For example, the Łojasiewicz
exponent of a Hénon map is thus not greater than 1. However, polynomial automorphisms
are not the only mappings whose Łojasiewicz exponents are positive but not greater than
one. For instance, if P : C2  (z, w) → (z2, z4 + w2) ∈ C2, then P(1, 1) = P(−1,−1)
and L∞(P) = 1 (see [17, Example (1.9)]).
Consider now a polynomial mapping P : CN −→ CN satisfying L∞(P) > 1. Klimek
introduced in [9] a subfamily R of Comp(CN ) and a metric  on this subfamily such that
(R, ) is a complete metric space (see [9, Theorem 1]). Furthermore, the mapping
P |R : R  A → P−1(A) ∈ R
turns out to be well defined and moreover a contraction with ratio 1/L∞(P) (see [9, Proof
of Theorem 2]). Therefore, in view of the Banach contraction principle it has a unique fixed
point which is the filled Julia set K [P] (see [9, Theorem 2 and Corollary 6]). This situation is
therefore one of the best possible. In consequence, we obtain not only compactness of K [P]
but also another nice pluripotential property of the set.
We know already that the set is compact but we nevertheless want to speak about an
escape radius for such a mapping. It was shown in [17, Proposition (1.6)] that the supremum
in the definition of the Łojasiewicz exponent is actually a maximum for a proper polynomial
mapping, i.e.
∃ C, r > 0 : |z| ≥ r ⇒ |P(z)| ≥ C |z|L∞(P). (4.2)
It is clear that, if we take R > r , then the estimate on the right hand side of (4.2) above will
still hold for |z| ≥ R. We are ready to prove
Proposition 4.1 Let P : CN −→ CN be a polynomial mapping such that L∞(P) > 1. Set









is an escape radius for P.
Proof From (4.2) it follows that |P(z)| ≥ C R|z| ≥ 2|z|, and by induction |Pn(z)| ≥ 2n |z|,
for |z| ≥ R, n ∈ N. unionsq
Note that in general we cannot do the same for those proper polynomial mappings with
Łojasiewicz exponent not greater than 1. The filled Julia sets of the elementary polynomial
automorphisms or of the generalized Hénon maps are unbounded and the Łojasiewicz expo-
nent of these mappings is smaller than 1. However, there exist proper polynomial mappings
with the Łojasiewicz exponents not greater than 1 and with compact Julia sets. Some of them
appear in our last result.
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Proposition 4.2 Let p : C −→ C be a polynomial of one complex variable, a ∈ C\{0} and




1 + √1 + 4|a|M
2|a|
)
is an escape radius for a polynomial mapping of the form
P : C2  (z, w) → (azk + p(w),wm) ∈ C2.








Assume that max(|z|, |w|) > Rε . We consider two cases:
1. If |w| > 1, then |Pn(z, w)| ≥ |w|mn → ∞ if n → ∞.
2. Assume now that |w| ≤ 1. Then |z| > Rε and
|P(z, w)| ≥ |a||z|k − M ≥ |a||z|2 − M > (1 + ε)|z| > Rε
by the choice of Rε. Since |z| = |(z, w)|, we see by induction that
|Pn(z, w)| ≥ (1 + ε)n |(z, w)| > (1 + ε)n Rε → ∞ as n → ∞.
Since ε was arbitrarily chosen, |Pn(z, w)| → ∞ as n → ∞ for any (z, w) such that
|(z, w)| > R. unionsq
Remark 4.3 If we took k = m = 1 and p to be of degree at least 2, we would obtain
an elementary polynomial automorphism (see [6]). In this case the filled Julia set is not
bounded, hence there cannot be any escape radii. On the other hand with k and m greater
than 1, if p(w) = q(wm) for some polynomial q , then the mapping P above is a composition
of (z, w) → (zk, wm) with an elementary polynomial automorphism. Note also that the
mapping P is regular if and only if k = m ≥ deg(p) (recall that k, m ≥ 2 by the assumptions).
Moreover, the mappings of the form (represented in Proposition 4.2)
(z, w) → (zk + wsm, wm)
have the Łojasiewicz exponents equal tomin(m, k/s) (see [17, Example 1.9]), hence if s ≥ k,
then the Łojasiewicz exponents of the mappings is not greater than 1 and they are not covered
by Proposition 4.1.
We would also like to find an escape radius for a mapping of the form
C
2  (z, w) → (wm, azk + p(w)) ∈ C2
but we do not know how to do it yet. For these mappings we could repeat the statements of the
last remark with ‘a generalized Hénon map’ (see [6]) put in all places where ‘an elementary
polynomial automorphism’ was used.
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