Burger, Karlsen, Torres and Towers in [9] proposed a flux TVD (FTVD) second order scheme with Engquist-Osher flux, by using a new nonlocal limiter algorithm for scalar conservation laws with discontinuous flux modeling clarifier thickener units. In this work we show that their idea can be used to construct FTVD second order scheme for general fluxes like Godunov, Engquist-Osher, Lax-Friedrich, . . . satisfying (A, B)-interface entropy condition for a scalar conservation law with discontinuous flux with proper modification at the interface. Also corresponding convergence analysis is shown. We show further from numerical experiments that solutions obtained from these schemes are comparable with the second order schemes obtained from the minimod limiter.
Introduction
In numerous models arising in engineering applications and applied sciences can be described by a conservation law with discontinuous flux, in particular two-phase flow problem in porous media, continuously operated clarifier thickener units and modeling traffic flow with abruptly changing road surface conditions, etc. We are interested in the following single conservation law in one space dimension, u t + F k(x), u x = 0, u(x, 0) = u 0 (x) (1) where the flux function F depends on the space variable through a coefficient k which may be discontinuous. For simplicity we consider that the flux function has only single discontinuity at the point x = 0. In this case the flux function F is of the form F k(x), u = k(x) f (u) + 1 − k(x) g(u) (2) where f and g are Lipschitz continuous functions on the interval I = [s, S] and k(x) is the Heaviside function. We assume that the flux functions f , g satisfies the following hypothesis, Denote by Lip( f ) and Lip(g) the Lipschitz constants of f and g. Also we define the constant M = max Lip( f ), Lip(g) 
Eq. (1) has been widely studied from both the theoretical and numerical points of view in recent years. Several existence results for the entropy solutions have been obtained by using regularization of coefficients as in [12] , by front tracking as in [11, 15] , by explicit Hopf-Lax formulas in [7] and by proving convergence of numerical schemes of the Godunov or Engquist-Osher type as in [5, 6, 16, 18, 19, 13, 8] and the Lax-Friedrichs type as in [14] . Later in [4] a new concept of entropy solutions is introduced, namely, the Optimal entropy solutions. This is based on a two-step approach: first fix an interface connection ((A, B)-connection) and next define an interface entropy condition with respect to this connection, called (A, B)-interface entropy condition. The corresponding (A, B) entropy solutions were shown to be L 1 contractive
for every choice of the interface connection. Existence of such a solution satisfying (A, B)-entropy condition was proved by showing that a Godunov type scheme converges to that entropy solution. In [10] , (A, B)-entropy condition satisfying Engquist-Osher scheme is studied. Further in [1] , in general, first order monotone schemes satisfying (A, B)-entropy conditions are studied. These schemes need not be total variation bounded (see [2] ) but it satisfy flux TVD property. Now the question is how to construct a second order flux TVD scheme. In [9] , introduced a nonlocal limiter algorithm to construct Engquist-Osher type second order schemes with flux TVD property for conservation laws with discontinuous flux modeling clarifier thickener units. In this work, we show, their idea can be extended to construct second order schemes satisfying (A, B)-interface entropy condition with flux TVD property not only to Engquist-Osher but also to other fluxes like Godunov, Lax-Friedrichs, . . . . Numerical experiments shows the existence of a dog-leg feature in the approximated solution which is not reducing as mesh size reduces (see Section 5) . To overcome this difficulty, in the sweeping algorithm we add Ch δ for suitable C large and δ ∈ (0, 1). Also adding Ch δ in the sweeping algorithm is needed to show the approximate solution satisfies the (A, B)-interface entropy condition. The paper is organized as follows. In Section 2 we give some basic definitions and results. In Section 3 first order monotone scheme is briefly explained. In Section 4 construction of second order resolution numerical scheme is given and the main theorem is stated. Through Section 5 to Section 7 we establish the convergence of the numerical scheme to an (A, B)-entropy solution of (1). In Section 8 numerical results are presented.
Basic definitions and results
In this section we give some known definitions and results which will be used later.
, we have that
Now we define the entropy conditions that hold away from the interface x = 0. 
Definition
Definition. Interior entropy condition: A function u ∈ L ∞ (R × R + ) is said to satisfy the interior entropy condition if it satisfies ∂ ∂t
in the sense of distribution.
It is well known that the interior entropy condition (4) is not enough to guarantee the uniqueness and we need to impose appropriate "jump" conditions at the interface.
Definition. (A, B)-connection: Suppose that the fluxes f and g satisfy the hypothesis (H 1 ) and (H 2 ) with θ f be the unique maximum of f and θ g be the unique maximum of g, then the pair (A, B) ∈ I is said to be a connection if it satisfies the following,
Now, we give the definition of (A, B)-interface entropy condition which is introduced in [4] .
Definition. Let (A, B) be a connection and the flux functions f and g satisfy the hypothesis (H 1 ) and (H 2 ) and u be a solution of (1) having the traces u ± (t) = u(0 ± , t). Then it is said to satisfy the (A, B)-interface entropy condition if
is defined as the entropy solution of (1) relative to the connection (A, B) if the following holds:
1. u is a weak solution of (1), i.e. u satisfies (3), 2. u satisfies the interior entropy condition (4) and 3. u satisfies the interface entropy condition (5) relative to the connection (A, B).
Definition.
Interface entropy functional I A B : we define the following interface entropy functional relative to the connection (A, B) as
To define the above functional, we need to assume that the traces u(0 − , t) and u(0 + , t) exist for a.e. t.
For the sake of completeness we prove the following lemma which shows that the conditions (5) and (6) are equivalent. Also see [1] . Proof. We prove the lemma for the undercompressive case, other cases follows similarly. Define
Assume that (5) holds. Now if t / ∈ L 3 , it is easy to see that
∈ L 2 we can show that I A B 0. Conversely we assume that I A B (t) 0 for a.e. 
which gives again a contradiction. This completes the proof. 2
The l function constructed here will be used later for defining the interface numerical fluxes.
Monotone numerical schemes
We start with a positive spatial mesh size h > 0, let x i+ We will also use the mid point of the intervals:
For time discretization the time step is t > 0, and let t n = n t, λ = t h
. We use the notation ). Then we write first order numerical scheme as
where
For any initial data u 0 ∈ L ∞ (R) we define
We consider the first oder Godunov type numerical flux as given in [3] ,
where θ f = argmax f , θ g = argmax g and A, B corresponds to (A, B)-connection. Recently it was shown in [1] that there exists an interface flux function l using which one can construct a monotone (A, B)-entropy stable numerical scheme corresponds to Godunov, Lax-Friedrichs (LF), Engquist-Osher (EO) and Local Lax-Friedrichs (LLF) schemes. Now we give the interface numerical flux function corresponds to Godunov, LF and EO by using the idea of l-function,
respectively and θ l is such that l(θ l ) = max θ∈ [s,S] 
where the modified numerical fluxesF andG are given as follows,
The following theorem gives the convergence of the scheme (15) to the (A, B)-entropy solution of (1) (see [1] ).
h and u h be the corresponding calculated solution given by (15), then there exists a sequence h k → 0 such that u h k converges a.e. to a weak solution u of (1) satisfying interior entropy condition (4). Suppose that the discontinuities of every limit function u of u h is a discrete set of Lipschitz curve, then
u h → u in L ∞ loc (R + , L 1 loc (R)) as h → 0,
and u satisfies the (A, B)-interface entropy condition (5).

Second order numerical scheme
Second order scheme based on the first order scheme takes the form
where H n i+ 1 2 is the first order monotone numerical flux andF n i+ 1 2 is the corrector which gives the second order resolution (SOR). Burger et al. in [9] to give a SOR scheme considered the first order flux H n i+ 1 2 as the one sided EO flux and obtained the corrector termF n i+ 1 2 through a nonlocal limiter algorithm for the problem arising in Clarifier Thickener unit. Here first we replace the first order numerical flux H n i+ 1 2 by the discontinuous fluxes corresponding to Godunov, Engquist-Osher and Lax-Friedrichs satisfying (A, B)-entropy condition or in general, any other monotone numerical flux satisfying (A, B)-entropy condition (see [1] ). Our aim is to construct SOR scheme by using the second order corrector termF n i+ 1 2 with the same idea as in [9] with some modifications. As in [9] we formulate the corrector terms in two steps:
1. First we find the second order corrector term from the truncation error analysis. 2. Next we apply a sweeping algorithm introduced in [9] to the corrector term obtained in step 1.
From the truncation error analysis, the second order scheme with the corrector term can be written as
. This is nothing but the Lax-Wendroff type correction terms that are well known to provide formal second-order accuracy in both space and time. At the interface we chose the corrector term F n 1 2 = 0, i.e., we are adding the corrector terms away from the interface. Since we cannot have a global second order accuracy and the stability together, we need to apply some limiter on the corrector terms F n i+ 1 2 .
Nonlocal limiter algorithm
We adopt the nonlocal limiter algorithm introduced in [9] to obtain the modified corrector termF n i+ Since we have a scalar conservation law with spatially discontinuous flux function, we cannot expect a TVD property for the conserved quantity [2] . For the convergence analysis of the scheme we use the fact that the first order flux involved in (16) satisfy the flux TVD property [9] .
, n = 0, 1, 2, . . . . (18) We will see (Lemmas 5.3 and 5.4) that under an appropriate CFL condition, the above FTVD property (along with a bound on the solution) holds if 1 2 , i ∈ Z, n = 0, 1, 2, . . . . (19) It is reasonable to also impose the condition in addition to (19) , so that after we have applied the correction terms, the numerical flux lies somewhere between the first-order flux and the pre-limiter version of the second order flux, i.e., H n i+ 1 2 +F n i+ 1 2 ∈ min H n i+ 1 2 , H n i+ 1 2 + F n i+ 1 2 , max H n i+ 1 2 , H n i+ 1 2 + F n i+ 1 2 , i ∈ Z, n = 0, 1, 2, . . . . Now we briefly describe the nonlocal limiter algorithm introduced in [9] , with the modification. We follow the same notations as given in [9] . Let 1 2 ,ẑ i :=F n i+ 1 2 , now restating the system of inequalities (19) and (20) in the form
The unknowns areẑ i , and the data are z i , θ i . The z i are assumed to vanish for sufficiently large values of |i|. Specifically, there are indices i * , i * such that
We give below the nonlocal limiter algorithm of [9] for the sake of completeness, only difference is that we are adding Ch (21) and (22) (z i , θ i ) . The algorithm follows the following steps.
Preprocessor step:
Step 1: Set i = i * .
Step 2: If ζ i+1 ζ i < 0 and |ζ i+1 − ζ i | > θ i then assign the following values for ζ i and ζ i+1 :
otherwise no change for ζ i and ζ i+1 . Now set i = i + 1 and repeat step 2 till i = i * − 1.
Forward sweep:
Step 2: If |ζ i+1 | > |ζ i | then assign the following values for ζ i+1 :
otherwise no change for ζ i+1 . Now set i = i + 1 and repeat step 2 till i = i * − 1.
Backward sweep:
Step 2: If |ζ i−1 | > |ζ i | then assign the following values for ζ i−1 : Generate output:
We can write the algorithm in a compact way aŝ
where Φ + and Φ − represent the forward and backward sweeps, Pre represents the preprocessor step, and
From the algorithm we have the following bound on the corrector terms
Remark. If we consider the preprocessor step of the algorithm on a pair (ζ i , ζ i+1 ) where ζ i ζ i+1 < 0, then after the operation at this point we get the difference of modified values ζ i , ζ i+1 as
This means that the additional term Ch δ does not alter the proof of Lemma 4.1 in [9] .
From the above remark we conclude, 1 2 for all x i ∈ B ν (x).
Proof. The proof of this lemma is exactly same as the proof of Lemma 4.2 of [9] and the proof follows from a contradiction argument. In the line 16, page 599 of [9] (Lemma 4.2) we see that the term | +F h i+ 1 2 in the context of [9] 
This gives a contradiction. 2
Now we state our main theorem which establishes the convergence of the second order scheme to the (A, B)-entropy solution of (1).
h and u h be the corresponding calculated solution given by (16), then there exists a sequence h k → 0 such that u h k converges a.e. to a weak solution u of (1) satisfying interior entropy condition (4). Suppose that the discontinuities of every limit function u of u h is a discrete set of Lipschitz curve, then
u h → u in L ∞ loc (R + , L 1 loc
(R)) as h → 0, and u satisfies the (A, B)-interface entropy condition (5).
We prove the theorem in the following sections.
Stability and FTVD property of the numerical scheme
First we see the stability of the first order numerical scheme (15) . We define the following functions,
We state the following two lemmas and their proofs follows from monotonicity of the scheme as in [5] . 
I j (s, s, s) = f (s) = g(s) and I j (S, S, S) = f (S) = g(S).
I j is non-decreasing in each of its variable.
Lemma 5.2. Let u 0 ∈ L ∞ [s, S] be the initial data and u n i
is the solution calculated using first order monotone scheme as in (15) We state following two lemmas whose proofs follows similarly as in [9] . Lemma 5.4. In the second order numerical scheme (16) } be the numerical solution calculated using the second order scheme (16) . Then for λM 1 4 there exists a constant C independent of h and n such that 
Let a + = max(a, 0) and a − = min(a, 0),
Let u n be the solution computed from scheme (16) at nth time step and H n i+ 1 2 be the first order flux in scheme (16).
Then we have the following lemma. 1 2 at n th time step satisfies the following inequalities:
Lemma 6.1. With the above notation the first order flux H n i+
The proof of this lemma can be found in [18] . Singular mappings: Define the singular mappings associated with f and g as follows:
) and for u ∈ [s, S]
and define
(24) Consider a second order scheme which is of the form
where H n i+
) is the first order monotone numerical flux andF n i+ 1 2 is the corrector term which gives second order resolution. Then we have the following TV bound on the singular mapping {z n i }. 
Now by using the L ∞ estimate (5.2), definition of z n i and smoothness of the flux functions we get that
whereC is a constant depending only on M. Now
. Now using Lemma 6.1 we can write
H n i+ 3 2 − H n i+
Combining all the above inequalities we get
It is easy to observe that the term E can be bounded independent of all the parameters. We have the fluxes in scheme (16) satisfies the flux TVD property i∈Z H n+1 i+
(A, B)-interface entropy conditions and convergence analysis
Let u n i be the solution calculated using the scheme (16). We definē
Now the scheme (16) can be expressed as
This shows that second order scheme can be written in terms of first order monotone scheme which satisfies the (A, B)-entropy condition and the correction term which is bounded by Ch δ (see (23)). Hence the limit of the approximate solution obtained from the second order scheme agrees a. e with the limit of the solution obtained from the first order monotone scheme which satisfies the (A, B)-entropy condition.
For any a, l ∈ R, we define a ∨ l = max(a, l) and a ∧ l = min(a, l). Consider the following numerical entropy fluxes, for 
Proof. Let
Adding the two inequalities we get
Now let l 1 = A and l 2 = B, we have
Now the previous inequality becomes
By adding and subtracting terms we get
. Multiplying both sides of the above inequality by φ(t n ) and taking the summation we
Now multiplying both sides of the inequality by t and using (23) we get
(R). Then u satisfies the (A, B)-interface entropy condition.
Proof. Let φ ∈ C 1 0 (R + ), φ 0 and T > 0. If we let h k → 0, in previous lemma and use dominated convergence theorem we Proof of Theorem 4.3. The proof follows exactly as in [3] . From Lemma 6.2 we have {z n i } are total variation bounded and hence as in [3] there exist a sequence h k → 0 such that u h k converges to a weak solution u of (1) 
(R)) with the property that u(0 ± , t) exists for a.e. t and satisfies the interior entropy conditions (4) . Now since the solution satisfies the (A, B)-interface entropy condition from Lemma 7.2 the result follows. 2
Numerical results
We consider capillary-free two-phase incompressible flow in a porous medium with a rock type changing at x = 0 which is modeled by the equation
where u is the saturation of one of the two phases, say phase-1, u 0 is the initial saturation and the flux function F is given by
Here the flux function g and f are the Darcy velocities of phase-1 in each rock type, and have the form
where φ is the porosity of the rock and q, a constant in space, is the total Darcy velocity, that is, the sum of the Darcy velocities of the two phases, q = φ(
The Darcy velocities (divided by the porosity) of phase 2 denoted by f 2 , g 2 are given by
The quantities λ 1 , μ 1 and λ 2 , μ 2 are the effective mobilities of the two phases and c 1 , c 2 are the gravity constants of the phases, proportional to their density.
We chose the flux functions f and g corresponds phase-1 with the following data:
which gives the flux function f and g shown in Fig. 2 . The initial condition is taken as
and we calculate the numerical solution in the domain [−4, 4] .
In Fig. 3 we compare the second order version of the discontinuous flux scheme with its first order version as well as with the minimod limiter. DFLU-1 denotes the first order Godunov scheme corresponding to discontinuous fluxes, introduced in [3] . DFLU-2 denotes the corresponding second order scheme obtained by using the flux TVD limiter explained in Section 4. MINMOD denotes the standard second order numerical scheme obtained by using the minimod limiter. The solutions are calculated for λ = 1/80 with, h = 1/25, h = 1/50 at time t = 2. We observe that DFLU-2 gives resolution as good as the MINMOD but it was found that MINMOD is computationally slightly faster than the DFLU-2. In Fig. 4 we compare the second order version of the Lax-Friedrich scheme of [1] with its first order version. Here the numerical results are computed for time t = 2 with λ = 1/80 for different mesh sizes h = 1/25 and h = 1/50. Here LF-1 denotes the first order Lax-Friedrich scheme and LF-2 denotes the corresponding second order scheme obtained by using the FTVD limiter.
In Fig. 5 the solution is plotted at time t = 0.5 with mesh sizes h = 1/50 in (a) and h = 1/100 in (b) for a fixed λ = 1/80. In Fig. 5(a) observe that there is a dog-leg feature which is not reducing as mesh size reduces, see Fig. 5(b) . This phenomenon is not new for example see [17] . To overcome this difficulty, in the sweeping algorithm we add Ch δ for suitable C large and δ ∈ (0, 1). Here in the numerical experiments we have chosen C = 1 with different choices of δ = 0.2, 0.5 and 
Conclusion
We have modified the FTVD second order resolution scheme introduced in [9] to any other second order schemes constructed from first order monotone schemes satisfying the (A, B)-entropy solution. It is shown that these second order numerical schemes converges to the (A, B)-entropy solution. Numerical results of first order DFLU and Lax-Friedrichs schemes are compared with their second order resolution schemes. But for conservation law with discontinuous flux, the convergence analysis of the second order schemes obtained from standard slope limiters still remains open.
