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Abstract
The capacities of public transportation systems are limited in several ways:
Among other limitations, there exist only a finite number of vehicles, space inside
the vehicles is limited, and space inside the stations is limited. In this thesis a transit
assignment model is used, where vehicle capacities are explicitly taken into account
in the strategy choice model. The basic assumption of the model is that passengers
know in advance, which parts of the network will be congested. Passengers take the
possibility of failure to board a vehicle into account before they start their journey.
In the model passengers use strategies instead of routes. A framework for
strategy costs is developed, which is based on random variables. This way it is
possible for the first time to take into account the passenger’s averseness to travel
time variability in a public transport assignment model. Furthermore, strategy cost
functions are developed that reflect limited information and bounded rationality of
passengers. Finally, cost functions that reflect the use of portable journey planners
are analyzed.
The assignment model is analyzed in detail on a small bottleneck network. The
results show that the model reacts as expected in all cases. In the model the peak of
passenger arrival times on the origin stop is earlier if there is more demand, which
is a result that is hard to reproduce in models that do not have explicit capacity
constraints. An improved method to model demand is developed. Instead of the
original demand model, which is based on grouping passengers into groups before
the strategy choice is executed, strategy costs are calculated first, and then strategy
choice is executed. As opposed to the original model this method does not suffer
from a discretization error and leads to stable results.
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∆˜O,D Discrete demand between O and D
η Travel time budget
κ Split factor for packets
κ(a,P) Volume factor of arc a with respect to set of packets (P )
λ Factor for mean variance cost function
p¯i(a) Absolute probability of arc a
p¯i(n) Absolute probability of node n
pia Probability of arc a
pis(a) Probability of arc a with respect to strategy s
ρ Transfer penalty
σs(n) Set of arcs in node n, sorted with respect to strategy s
τ Point in time
τ(n) Time coordinate of node n
τ(P ) Desired time (departure or arrival) of passenger P
τa, τ b Lower and upper bound of analyzed time interval
τ l(p) Lower bound of packet p
τ l(u) Upper bound of packet p
θ One-time schedule delay penalty factor
χ(n) Capacity of node n
ξ Travel time budget
A Set of arcs
a An arc
A+(n) Set of outbound arcs of node n
A+D(n) Outbound options at node n with respect to destination D
A−(n) Set of inbound arcs of node n
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AW Set of waiting arcs
b(n) Intrinsic cost of node n
bD Cost with respect to destination D
bs(n) Cost of strategy s at node n
bminO,D Minimum cost function
c′s(a) Cost of arc a with respect to strategy s
c(a) Intrinsic cost of arc a
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h(a) Head node of arc a
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k(p) Demand factor of packet p
N Set of nodes
n Node
N+(n) Set of downstream neighbour nodes of node n
N−(n) Set of upstream neighbour nodes of node n
N−−(n) Backward star of node n
N−−r (n) Reliable backward star of node n
nr Root node (of a strategy)
NS Set of all stop nodes
Ns Set of nodes corresponding to strategy s
NV Set of all in-vehicle nodes
O(P ) Origin zone of passenger P
(P ) Set of packets, where arc a is the first choice
P Set of packets
P Passenger
p A packet of passengers / passenger flow
r(a) Reliability of arc a
r(a, τ) Reliability of arc a with respect to arrival time τ at stop area
S(n) Stop area of node n
S˜∗O,D Set of undominated strategies between O and D
S(n) Stop of node n
SO,D Set of strategies between origin O and destination D
SDE Early schedule delay penalty function
SDL Late schedule delay penalty function
T Analyzed time interval
t(a) Tail node of arc a
TT Random travel time variable
v(p) Volume of packet p
w(S1,S2) Walking time between stops S1 and S2
Yj(n) Discrete random variable on node n
z A path
Zs Set of paths in strategy s
CHAPTER 1
Introduction
Every public transportation system has limited capacity. There is only a finite
number of vehicles, and each vehicle has a limited capacity. The frequency of each
public transport line is limited—there can be only so many vehicles in an hour. The
capacity of stations is also limited. For example, the platform in a metro station
can only take a limited number of passengers.
In many cases these capacity constraints are not important. The capacities are
sufficient to accommodate the passengers. But sometimes the capacities are insuf-
ficient, and the vehicles become crowded. Passengers start feeling uncomfortable.
In severe cases, vehicles are so crowded that some passengers have to be left behind
on the platform or at the bus stop.
When public transportation systems run at their capacity limits, the discomfort
on board and the possibility to fail to board a vehicle start affecting the route choice
of the passengers. Passengers can react in two ways. The first way is to change to
a different route, i.e. a route that avoids the crowded parts of the network. The
second way is to leave earlier or later. Of course, both methods can be combined.
This thesis has two main parts. The first part is about route choice. A model
is developed how passengers navigate in a crowded public transport network, when
it is possible to fail to board a vehicle. In the second part a transit assignment
model is developed. This model is used to predict passenger flows in a complete
network given a supply network and a demand structure.
Chapter 2 contains a brief literature review. Here various route choice and
transit assignment models are described.
In Chapter 3 a route choice model is developed. It consists of four sections: in
Section 2.2, the general setup is defined. The model uses a time-expanded network
graph that represents the actual public transit network and the schedule. In Section
2.3 an algorithm is developed how to find optimal strategies in such a network. Since
it is possible to fail to board vehicles, it is not sufficient for passengers to choose
a route through the network, in the sense of a fixed sequence of vehicles that they
should use. Because it is possible to fail to board, passengers need a strategy what
they should do in case they fail to board a vehicle. In this, the model developed in
this thesis differs from traditional assignment procedures. In Sections 3.1 and 3.2
models for optimal strategies are developed that take into account more aspects
of strategy choice. In Section 3.1 it is shown that strategy costs can be expressed
in terms of properties of random variables. This means that, for example, the
variability of travel times can be a cost factor. The model can be used to describe
passengers who take into account the fact that their daily trip from home to work
may have different travel times. In Section 3.2 the information the passenger has is
taken into account. If a passenger does not know the schedule and navigates based
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on average vehicle headways, he may choose different vehicles than a passenger who
knows the schedule.
In Chapter 4 a public transport assignment procedure with capacity constraints
is developed. Section 4.1 gives a brief overview of the procedure. In Section 4.2
the demand models are defined. Demand can be modelled in different ways, for
example as flow or as a set of passenger groups. In Section 4.2 it is explained how
demand can be divided into packets. In Section 4.3 the packets are moved from
their origin to their destination. On their way the packets interact, and sometimes
packets need to be split, because only a part of the demand that they represent
can board a vehicle before it is full. The loading procedure involves a boarding
procedure that can either be random or first-in-first-out. Section 4.4 shows ways
how to adjust the way the demand is divided into packets. The transit assignment
model in this thesis is an equilibrium model, and Section 4.4 contains ideas how an
equilibrium may be found.
In Chapter 5 a small example network is analyzed in detail. Assignment re-
sults for various parameter settings of the assignment procedure are compared.
The example is a bottleneck example consisting of only two stops and one line.
The results show that passengers react to capacity constraints by adjusting their
departure times.
CHAPTER 2
Modelling Framework
This chapter consists of two basic parts. In the first part, Section 2.1, the
existing literature is briefly reviewed. In the second part the strategy model, which
is used throughout this thesis is described. A strategy can be used to navigate
through a network with capacity constraints. In Section 2.2 it is explained how the
network and schedule will be expressed as a network graph. In Section 2.3 optimal
strategies are defined, and an algorithm to find optimal strategies is analyzed. This
setup is basically known from Hamdouch and Lawphongpanich (2008), but the
graph is set up differently, and as a consequence the descriptions of algorithms are
different. The strategy cost function will be expressed in three different ways, which
has not been done in the literature explicitly. Still, the fundamental findings that
are presented in this chapter have been known before.
2.1. Literature Review
2.1.1. Network Graphs. In this thesis, network and schedule are represented
by a time-expanded graph. This means that each node has a time coordinate. This
type of representation is by no means the only way to model a network and a
schedule in a graph. What all schedule-based assignment models have in common,
though, is that they operate on a graph.
In Tong (1986), the graph contains a node for each transit stop. The nodes
are connected by arcs that correspond to lines. The arcs have a duration, i.e.
an in-vehicle time, and a set of departure times for the line that they represent.
An advantage of this way of modelling is that little computer memory is needed
and the model is straightforward and easy to understand. On the other hand, the
description of the algorithms is slightly more complex. The model was again used
in Tong and Wong (1999) and extended in Poon et al. (2004). Here the nodes were
split into several physical locations (ticketing hall, platforms, . . . ) and conceptual
nodes (platform nodes, transit nodes) to model the boarding process.
Friedrich and Wekeck define a similar graph (Friedrich and Wekeck, 2004).
In addition to the arcs that connect successive nodes of a line—so called route
segments—, there exist connection segments that connect each pair of stops on a
route. A passenger’s trip then consists of a set of connection segments, each one
representing a leg of the trip. Due to the large number of arcs this model uses a
lot more memory than Tong’s model. On the other hand, it is very convenient to
model costs that only occur once for each leg, for example transfer costs and fares.
Carraresi et al. (1996) use a time-expanded network. In that paper it is called
a space-time network. A stop is represented by several nodes in the graph, each
one having a different time coordinate. Vehicle movements are represented by arcs
that have strict capacity constraints. As opposed to the two previous concepts, an
arc belongs to a specific run, not a set of runs. Several types of arcs are defined.
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There are no waiting arcs that represent waiting at a stop, but transfer arcs that
represent alighting from a vehicle and boarding another vehicle at a stop.
A type of graph that is called diachronic network was introduced and used by
several authors (Cascetta, 2001; Nuzzolo et al., 2003). It is a time-expanded network
that is divided into three sub-graphs: service sub-graph, demand sub-graph, and
access/egress sub-graph. Here, nodes and arcs do not merely represent locations
and movement, but are used for abstract parts of the trip, like boarding, alighting
and waiting. In consequence, there is a large variety of node types and arc types.
There are nodes that are called centroids. All passengers start and end their trip
in centroids; this allows to model access times to the public transit network.
Leurent (2008) uses sitting and standing arcs in order to model whether a
passenger is sitting or standing in the vehicle. Therefore, each node is split into
two nodes, a standing and a sitting node. The idea is that a connection is more
attractive for a passenger if he can sit.
2.1.2. Optimal Strategies. In traditional traffic assignment models passen-
gers choose paths (see Ortuzar and Willumsen (2001) for an overview). In tra-
ditional transit assignment models, passengers choose so-called optimal strategies.
This term was introduced in Spiess and Florian (1989). The difference between a
strategy and a path is that in a strategy the passenger has several choices at each
node, while a path has only one. The reason to use strategies—which are more
complex—in transit assignment is the common lines problem (Chriqui and Robil-
lard, 1975). When arrival times of vehicles at stops are not fixed by a schedule
but are determined by average headways only, passengers do not know in advance,
which vehicle of several attractive lines will come first. Therefore, they have to
take several possibilities into account. They divide the set of lines at a stop into at-
tractive ones and unattractive ones and board the first vehicle of an attractive line
that approaches the stop. The result is that a passenger does not know in advance,
which path through the network she will use, since it depends on random vehicle
arrivals. However, it is possible to determine the probability of each path. The
resulting structure of interrelated paths that have a certain probability structure is
called hyperpath (Nguyen and Pallottino, 1988).
The strategies that are presented here were first introduced for schedule-based
transit assignment in Hamdouch and Lawphongpanich (2008). They are based on
definitions that were given earlier in Hamdouch et al. (2004). These strategies are
similar to the strategies defined by Spiess and Florian, but there are important
differences. The choice sets at each node are ordered. As opposed to the headway-
based model by Spiess and Florian, the order of vehicle arrivals in this schedule-
based model is fixed and known in advance. The reason to take into account
several possibilities at a stop is not the randomness of vehicle arrivals; instead,
the reason are the capacity constraints that sometimes prevent a passenger from
boarding a vehicle. At each node the passenger orders her choices by attractiveness
(where attractiveness is defined with a cost function). The passenger always tries
to select the best choice. This might fail if the choice is to board a vehicle that
has insufficient capacity. If the best choice is unavailable, the passenger tries the
second-best choice, and so forth.
2.1.3. Travel Time Variability. Travel time variability is one aspect of un-
reliability in a public transit network. The usual concept of travel time variability
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is that if the trip is made several times under comparable conditions, the passenger
experiences different travel times. Comparable conditions means that the passenger
travels on comparable times-of-day (at the same time, ideally), and at comparable
days. Days are not comparable if one is a weekday while the other is on the week-
end, one is in the school holidays while the other is not, etc. These differences are
not considered to be sources of travel time variability. The differences are due to
random, unpredictable events.
Travel time variability is often analyzed in the context of private traffic, not
public transport. The variability of travel times in traffic is a result of many factors.
These factors usually cause random differences in the link travel times. This concept
has been transferred to public transport, since buses can be delayed by heavy
traffic. Some aspects, though, are unique to public transport: The delay of one
vehicle may cause a passenger to miss his next vehicle. Therefore, the travel time
variability—when considered as a probability function—gets a “discrete aspect”,
because a vehicle can either be missed or not. This type of travel time distribution
was analyzed in Bates et al. (2001) for very simple networks. Furthermore, the
passenger cannot choose his departure time freely. In the strategy model link travel
times are fixed. They are not subject to congestion caused by vehicles. The source
for travel time variability in our model is the possibility to fail to board a vehicle
due to passenger congestion. This is another aspect unique to public transport.
To the author’s knowledge, this aspect of travel time variability has not yet been
analyzed in the literature.
Travel time variability is a cost factor in route choice. It has been known for
a long time that passengers try to avoid variability in travel times. There are
different theories why that is so: One idea is that passengers avoid variability as
such, possibly because of the anxiety associated with uncertainty. This leads to
the mean variance approach. Another idea is that passengers try to avoid arriving
early or late at the destination. Early and late arrival are therefore penalized. This
leads to the scheduling approach.
The direct—or explicit—method of using the variance of the travel times as a
cost factor is called the mean variance approach. The objective of the traveller is
to minimize the following cost function:
E(Tp) + λkV (Tp),(1)
where Tp is the random travel time and λk a non-negative parameter. This notation
is used by Jackson and Jucker (1982). They analyze this approach and describe a
survey that has the objective to determine the distribution of λk.
The scheduling approach is the indirect—or implicit—method to take into ac-
count variance that is used throughout the thesis. The travellers’ objective is to
minimize the sum of the expected travel time and the expected schedule delay costs,
i.e. the function
αE[T (th)] + βE[SDE(th)] + γE[SDL(th)] + θpL(th)(2)
as described in Bates et al. (2001). The value th is the departure time, T (th) is the
travel time distribution as function of the departure time. The other functions are
schedule delay functions that depend on the departure time.
Bates continues to analyze the scheduling approach and summarizes some re-
sults (for example from Noland and Small (1995)), where it is compared to the
mean variance approach. It turns out that the mean variance approach can be
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used to simulate the scheduling approach when some assumptions on the travel
time function are made. He also describes his results on a survey of rail users and
comes to the following conclusion:
“It is clear that there is a substantial body of research in this
area, and that there has recently been some useful convergence
on both theory and empirical method. The conclusion of the
empirical work by Small et al. in the car driver context is that
the valuation of reliability can indeed be explained by scheduling
considerations, as the theory suggests. For the public transport
case, however, where the discrete nature of the options means
that travellers have only limited ability to adjust their depar-
ture times, it appears that there is disutility associated with un-
reliability per se, over and above that associated with schedule
delay.”
Hollander (2006) comes to a different conclusion about bus users:
“TTV [travel time variability] was found a significant variable
when scheduling variables were not included, but its significance
decreased when these variables were added. Bus users seem to
be bothered by the effects of TTV on their extent of lateness
and earliness to the destination, not by TTV per se.”
In a different paper, Hollander (2009) summarizes some reasons why the mean
variance approach is still popular in transport modelling and may remain so, one
of them being
“. . . to avoid the higher analytical effort required to apply a
scheduling model.”
One aspect that is usually not considered in the literature is that a passenger
may actually have a desired or fixed departure time. This is true for work-home
trips. These passengers may or may not still be averse to travel time variability. It
seems that the scheduling approach is hard to apply if the passenger has no desired
arrival time, since there is no reference point for the penalty functions. The mean
variance approach might be useful in this situation.
An approach that was recently developed (Chen and Ji, 2005; Chen and Zhou,
2010; Xu and Chen, 2010) is the mean excess approach. The basic idea is that the
traveller makes his decision based on the following two questions (Chen and Zhou,
2010):
“[. . . ]“how much time do I need to allow?” and “how bad should
I expect from the worse cases?”.”
A budget for travel time is defined based on the travel time distribution and a
confidence level, i.e. a predefined quantile that varies from traveller to traveller. It
describes the percentile of cases in which the traveller accepts late arrival. Xu and
Chen (2010) analyze the effect of the traveller’s perception (and perception errors)
in that context and develop a stochastic mean excess traffic equilibrium model.
All the ideas that were described, the mean variance, scheduling, and mean
excess approaches can be captured with the strategy model. For this, new cost
functions will be introduced in Section 3. These cost functions are based on a new
way to regard strategy costs as a random variable.
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2.1.4. Passenger Information. In most models that deal with passenger
information, the information provided to passengers consists of expected headways
for the next vehicle of each line. In Nuzzolo et al. (2001) a schedule-based model
is presented that works for transit services with and without user information at
stops. The user information consists of waiting times of the runs arriving at a
stop. The passenger defines a choice set that is based on the given information.
When information is present, the next run of each line enters the choice set. If
no information is present, the user’s choice set consists of lines with generic line
attributes. Only those lines enter the choice set that belong to the set of attractive
lines as defined in Spiess and Florian (1989). The choice model is a random utility
model, which means that each choice has an additional error term. The probability
distribution of that error term determines the probability that a passenger makes
a certain choice. When a vehicle arrives, the passenger gains an additional item of
information: the loading. If the vehicle is crowded, a passenger may decide to skip
it and keep waiting at the stop. The crowding for the vehicles yet to arrive must
be guessed. Furthermore, if no information is present at the stop, the passenger
can guess the expected waiting time for each line using the probability that the
previous run has already left and the next run has not yet arrived. This means
that in the random utility model the combined frequency of the attractive lines is
not used. Instead, the current run is compared to each competing line individually.
In No¨kel and Wekeck (2007), Gentile et al. (2005) and Billi et al. (2004) different
scenarios are analyzed in a frequency-based setting. These scenarios differ in the
assumptions about the headway distributions and the available information at the
stop. No¨kel and Wekeck (2007) analyze—among others—the following situations:
Non-constant headways, sequential observation: This is the original
setting known from Spiess and Florian (1989). Sequential observation
means that the passenger observes each of the arriving vehicles and de-
cides whether to board it or not. It is commonly assumed that headways
between vehicles are exponentially distributed. In this case the expected
waiting time for a vehicle is independent of the time the passenger has
waited. This means that a passenger gains no additional information
about expected waiting times by simply waiting at the stop.
Constant headways, sequential observation, elapsed time: Here the
passenger knows that headways between vehicles are constant. As a pas-
senger is waiting at a stop, the expected waiting times for all lines decrease.
The attractive set of lines in this scenario is dynamic; it depends on the
time the passenger already spent at the stop. With increasing waiting
time it becomes more likely that a passenger will skip a slow vehicle in
favour of a faster vehicle.
Constant headways, parallel observation: Here the passenger gets in-
formation about the headways of each line. In this scenario the passenger
can simply calculate the cost of each option/line by adding the travelling
cost to the expected waiting time. The mathematically interesting part
of this scenario is determining the line shares and the expected costs of
a stop. The formulas are based on the probability distribution of the
waiting times that are displayed when a passenger arrives at a stop.
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The expected waiting times and line shares in all cases, including the third case,
are used to define the cost of stops. In Trozzi et al. (2009) it was analyzed how the
formulas change if the network is congested and it is possible that boarding fails.
In No¨kel and Wekeck (2008) various additional information scenarios are ana-
lyzed. The focus of this paper is to define what information is provided where. The
information provided still only consists of the expected headways of a set of lines.
However, information may be provided only for a particular stop area or for several
stop areas within walking distance. Furthermore, the information may already be
provided inside a vehicle when it approaches a stop. In that case the information
provided also affects the passengers’ decision to alight or not.
In Steinfeld et al. (2011) the Tiramisu system is presented. It is not a path
choice or a transit assignment model—instead, the system allows passengers to
provide and receive qualitative real-time information (for example full, empty, . . . )
about crowding in vehicles from other passengers.
2.1.5. Demand Description. In the literature in many cases demand is
modelled as a set of passenger groups. There is a finite number of passenger groups,
and it is assumed that the passengers in the group have identical preferences.
In Hamdouch and Lawphongpanich (2008) there is a finite number of passengers
groups. Each passenger group g has a desired arrival time interval [t−q,r(g), t
+
q,r(g)].
Here q and r are origin and destination. As a consequence there is a defined (and
finite) set of time intervals for which the search for optimal strategies is performed.
Defining the passenger groups is a task of the modeller.
In the diachronic network graph framework that is used in several publications,
mainly by Italian authors (Nuzzolo et al., 2001, 2003, 2011), the demand is originally
assumed to be a flow. The model then is simplified, however: the given analysis
time interval t is divided into n time intervals of equal length δt. The demand in
each time interval is contracted at the center, which is called τDi or τAi for desired
departure and arrival time, respectively. The i stands for the i-th time interval. A
duration of 1 min is given as an example for the length of a time interval.
In Poon et al. (2004) it is assumed that there is a time-dependent OD demand
flow dr,s(t), where r is the origin, s is the destination, and t is a point in time. In
order to solve the model that is proposed in the paper, the analysis time interval
again is divided into a finite set of intervals of equal length. However, as opposed
to the other papers, it is assumed that the passengers actually enter the network
at that time. The model does not involve schedule delay penalties.
In the models mentioned so far, demand was either given as a set of passenger
groups, or demand was given as a flow and then contracted to a set of passen-
ger groups. A different approach was used in McPherson and Ashley (2004): the
Rooftop Model. According to the authors, the Rooftop Model was developed by
British Rail in the 1980s. The analysis time interval is not partitioned into smaller
intervals of equal size. Passengers are not divided into groups. Instead, it is as-
sumed that demand is a flow. The flow is distributed among optimal paths using
schedule delay penalties. One might, for example think about two trains leaving at
08:00:00 and 08:30:00. According to the model, and assuming that everything else
is equal, all passengers, who want to leave at 08:15:00 and earlier are going to take
the first train, and all passengers, who want to leave at 08:15:00 and later take the
second train. (One has to keep in mind that since demand is a flow, there are no
2.1. LITERATURE REVIEW 25
passengers who want to leave exactly at 08:15:00, so the formulation above is cor-
rect.) If we now assume that the 08:30:00-train is slower than the 08:00:00-train, it
seems plausible that more passengers would take the first train. For example, every
passenger with a desired departure time of 08:20:00 and earlier would now take the
first train. For the passengers between 08:15:00 and 08:20:00 the benefit of taking
the faster train exceeds the disadvantage of having to leave early. The important
difference to the other models is that the point in time, where the choice shifts—
in the latter case 08:20:00—is a value that is an output of the model. Passenger
groups form as a reaction to the actual path (or strategy) costs; the grouping is
not something the modeller has to determine in advance. The point in time, where
the groups split could also be, for example 08:17:27. If the time interval length in
the previous models is chosen to be 1 minute, 08:17:27 will usually not be used as a
defining border of a time interval by the discrete models that were described earlier.
The rooftop model therefore is more flexible with respect to the time intervals.
2.1.6. Gap Definition. A generally accepted way to define the quality of
a solution, i.e. how close it is to Wardrop’s equilibrium is given in Ortuzar and
Willumsen (2001):
δ =
∑
ijr Tijr(Cijr − C∗ij)∑
ij TijC
∗
ij
(3)
Here Cijr is the cost of path r, C
∗
ij is the optimal cost, and Cijr −C∗ij is the excess
cost of travel of path r between origin i and destination j, and Tijr is the flow
on r (or the number of passenger journeys). The effect of a sub-optimal path r
on indicator δ grows with the difference to the cost of the optimal path and with
the volume. The criterion is not sensitive to the quality of the paths on individual
origin-destination pairs (OD-pair). For example, the cost difference on a certain
OD-pair with small demand may be very high, if there is a second OD-pair with
large volume where only optimal routes are used.
In Hamdouch and Lawphongpanich (2008) an equilibrium assignment model
with explicit capacity constraints on the vehicles is presented. The assignment
process stops, when the following stop criterion is satisfied:
C(X [α])T (X [α] − Y [α])
C(X [α])TX [α]
≤ ε(4)
Here α is the number of the current iteration, X [α] is the flow vector of the current
iteration. The vector Y [α] is the strategy assignment vector, i.e. the vector of
newly calculated optimal strategies that are based on the reliabilities, which result
from loading the flow X [α] onto the network. Furthermore, C(X [α]) is the vector of
strategy costs. In a numerical example a gap of ε = 0.001 is used; the assignment
process in the example network terminates after 120 iterations. A gap of ε = 0.01 is
reached after 30 iterations, and the authors state that this is acceptable in practice.
In Poon et al. (2004) a discretized gap function is used to measure how far the
current solution deviates from equilibrium.
G(f) =
∑
r
∑
s
∑
k
∑
p∈Pr,s,k fr,s,k,p(ηr,s,k,p − ηr,s,k,q)∑
r
∑
s
∑
k dr,s,kηr,s,k,q
(5)
Here r and s are origin and destination, respectively; k is the index of the time
interval. Pr,s,k is the set of paths for the given parameters, f is the flow (i.e. the
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number of passengers on a given path); ηr,s,k,p is the cost of a path, ηr,s,k,q the
minimum cost; d is the demand. The gap function G(f) shows the average gap
between the cost of all paths and all the optimal paths, weighted with the flow on
each path. In an example network the algorithm terminates after 312 iterations,
when a gap of 0.001 is reached. A gap value Gn = G(fn) is defined for each
iteration. The sequence of gap values is not monotonously decreasing in n. The
values decrease very rapidly in the first iterations and very slowly in the remaining
iterations. The authors point out that when the algorithm terminates (in the given
example), the remaining unused paths all have higher costs than the used paths.
In Nuzzolo et al. (2011) the diachronic network model, which was developed by
Nuzzolo et al. in several papers, was extended. Now it is possible to provide explicit
vehicle capacities that cannot be violated. The authors point out the difficulties in
showing that the solution algorithm converges, especially since the service vector in
their model is not fixed. This means that in the model arrival times of vehicles vary
from day to day. In the paper a practical example is analyzed in detail. Several
indicators are used to point out that the assignment process converges, indeed.
There is no explicit definition of convergence criteria, though. The authors use the
number of passengers who update their departure times in a day-to-day learning
process as in indicator. Another indicator is the volume in a certain vehicle, which
converges (presumably on a given section of the itinerary).
In Nguyen et al. (2001) the authors point out that care has to be taken when
equilibrium is defined in networks with explicit capacity constraints. Not only
is it important to distinguish between residual and available capacity, it is also
important to define how passengers change their route. In the additional passenger
option, a passenger has to look at the current situation and improve his choice based
on that. In the switching passenger option, a passenger may take himself out of the
system and add himself again. This way, additional capacity may become available
that is not available in the additional passenger option. The authors show that
the switching passenger option, which may seem more intuitive, leads to situations
where no equilibrium can be found. The MSA-based models, that were described
above, implicitly make use of the additional passenger option.
Capacity constrained (or more generally: side constrained) traffic assignment
models where analyzed in detail in Larsson and Patriksson (1999). The authors in-
troduce a generalized Wardrop equilibrium that is formulated as a flow with certain
properties.
In Nguyen et al. (2001), a definition for an equilibrium (flow) that takes into
account strict capacity constraints is given:
A compatible flow is an equilibrium flow if no passenger can
improve his traveling cost by unilaterally switching to another
feasible path, while the choices of all other passengers are fixed.
The difference to Wardrop’s definition lies in the definition of a feasible path—this
is a path that has available capacity (as opposed to residual capacity). Notice that
here the words “route” and “path” are used interchangeably. Available capacity
means that the passenger can actually switch to that path, even if there is no resid-
ual capacity. This is because the passenger, once he uses that path, has priority
over other passengers that currently use that path. For example, this might be a
passenger who changes to a path where he boards a bus at its origin stop. The
bus fills up later, so that some passengers cannot board. Therefore, if a passenger
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changes his path unilaterally, the network flows may become infeasible. The differ-
ence of this concept to the previous concepts is that some passengers (namely the
ones already on board) have priority over others.
The example makes clear that explicit capacity constraints and priority add
a new dimension of complexity to equilibrium. Iterative solution algorithms also
become more complex, as is also pointed out in Nguyen et al. (2001). If the addi-
tional complexity is not taken into account correctly, solution algorithms may start
to cycle.
2.2. Search Graph
The input for schedule-based assignment procedures consists of a transit net-
work and a schedule. The transit network consists of stops and lines, the schedule
describes the runs of vehicles. A vehicle run consists of a set of locations where
the vehicle stops, together with the time at which the vehicle stops there. Different
schedule-based transit assignment models use different types of network graphs to
model this data. While the principles for construction are always the same, the
graphs usually differ a little. One type of network graph is the time-expanded
network, where every node has a time coordinate. This type of graph is used here.
Public transit networks and demand can be modelled in different levels of de-
tail. The model that is presented here is a macroscopic model. This subsection
gives an overview about which aspects of public transportation are reflected in the
model. The construction of the time-expanded network is explained that is used
throughout this thesis. The words “time-expanded network” and “graph” will be
used interchangeably.
In Subsection 2.2.1 the elements of the graph will be described—nodes and
arcs. Subsection 2.2.2 contains a description how the network graph is constructed.
All the elements of the network graph have intrinsic costs. These are described in
Subsection 2.2.3. In Subsection 2.2.4 it is explained, how the capacity constraints
of the network are modelled. Subsection 2.2.5 contains some remarks about the
model, Subsection 2.2.6 contains an example, and Subsection 2.2.7 concludes this
section.
2.2.1. Network Elements.
Definition 1. The public transport network is represented by an acyclic, di-
rected graph G = (N,A), which is called the time-expanded network. Here N is
the set of nodes, and A ⊂ N ×N is the set of arcs. There are two types of graph
nodes.
Stop node: A stop node represents a stay at a stop at a certain point of
time. The set of stop nodes is called NS ⊂ N .
In-vehicle node: An in-vehicle node represents a ride in a vehicle between
two stops. The set of in-vehicle nodes is called NV ⊂ N .
Stop nodes are defined for each point in time a vehicle arrives at a stop or
departs from a stop.
Definition 2. Each node n ∈ N has a time coordinate τ(n). The time coor-
dinate of an in-vehicle node nv is equal to the departure time of the vehicle at the
first of its two stops.
The graph nodes are connected by different types of arcs.
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Definition 3. An arc a ∈ A has a tail node t(a) and a head node h(a), it is
denoted a = (t(a), h(a)).
Waiting-arcs: A physical location (i.e. stop) is represented by a set of
nodes in the time-expanded network. Each of these nodes must have a
different time coordinate. Consecutive nodes are connected by waiting-
arcs. The set of waiting arcs is called AW ⊂ A.
Walking-arcs: Since it is possible to walk in the network, stop nodes that
do not have the same physical location are connected by walking-arcs.
The set of walking arcs is called AL ⊂ A.
Boarding-arcs: An arc connecting a stop node to an in-vehicle node is
a boarding-arc. Boarding arcs connect stop nodes and in-vehicle nodes
with the same time-stamps. They are the only arcs that have capacity
constraints. The set of boarding arcs is called AB ⊂ A.
Alighting-arcs: Alighting-arcs connect in-vehicle nodes with stop nodes.
They represent the process of alighting from a vehicle at a given stop.
The set of alighting arcs is called AA ⊂ A.
Dwelling-arcs: The dwelling-arcs connect in-vehicle nodes. They represent
waiting inside a vehicle while it is waiting at a stop. The set of dwelling
arcs is called AD ⊂ A.
Generally, the time coordinate of the head node h(a) of arc a is larger than or
equal to the time coordinate of the tail node t(a):
τ(h(a)) ≥ τ(t(a))(6)
Definition 4. A stop area S ⊂ NS is the set of stop nodes that belongs to
the same physical location. A stop S ⊂ NS is a set of stop areas. If two stop areas
belong to the same stop, it is possible to walk from one to the other. For a given
stop node n, the corresponding stop area is denoted S(n), the stop S(n).
The definition of a stop is very general. The idea is the following: a stop
is supposed to represent a station that may have a certain size and have several
distinctive physical locations, the stop areas. One may think of stop areas as
different platforms in a station. Passengers walk between the stop areas of a stop,
but they usually do not walk between stops. Vehicles in most of the cases only stop
at one stop area of a stop.
Definition 5. The set of stop nodes NS is partitioned into zones. A zone is
a non-empty set of stop nodes. Each stop node is contained in exactly one zone.
A passenger P travels between an origin zone O(P ) ⊂ NS and a destination zone
D(P ) ⊂ NS .
When a passenger chooses a strategy (see Section 2.3), he chooses a stop area
S1, where he enters the network and a stop area S2, where he leaves the network.
The stop area S1 has to belong to the passengers origin zone O(P ), the stop area
S2 has to belong to the passengers destination zone D(P ).
Demand later will be expressed as the number of trips per time that take place
between origin and destination zones (see Chapter 4).
The structure of the graph is shown in Figure 2.1. The two small black nodes
in the center with numbers 3 and 4 are stop nodes. The two large blue nodes 1 and
2 are in-vehicle nodes. Nodes 1 and 3 are connected by a dashed alighting arc a.
The thin boarding arc c goes from stop node 4 to in-vehicle node 2. Both in-vehicle
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Figure 2.1. A simple stop
nodes are connected by the dotted and dashed dwelling arc b. The stop nodes
lie on a vertical grey line. It represents the waiting arcs between the stop nodes.
Waiting arcs are not explicitly drawn. The graphs of time-expanded networks in
this thesis are always drawn in such a way that the stop nodes are sorted by their
time coordinate. The nodes on the top have a small time coordinate, the nodes at
the bottom have a large time coordinate. All arcs always go from top to bottom;
they are directed, but drawn without arrows.
2.2.2. Constructing the Network. The graph is constructed with as few
nodes and arcs as possible. This is because the running time of the algorithms
depends on the number of elements in the graph.
Stop nodes are only constructed for the relevant points in time at a stop area. A
point in time is relevant if and only if a vehicle departs or arrives. It is not necessary
to create nodes where walking passengers arrive or depart. By construction, all the
stop nodes at a stop area have a different time coordinate.
Stop nodes usually have one inbound waiting-arc and one outbound waiting-
arc. When the stop nodes of a stop are sorted in ascending order of their time
coordinate, each node is connected to the successor node by a waiting-arc. That
way, the first node representing a stop node has no inbound waiting-arc, the last
one has no outbound waiting-arc. Stop nodes represent the physical network.
In-vehicle nodes are constructed for each segment of a vehicle trip, i.e. for
each section between two consecutive stops. Thus a vehicle run is represented by a
sequence of in-vehicle nodes. Successive in-vehicle nodes are connected by dwelling-
arcs. In-vehicle nodes usually have one inbound dwelling-arc and one outbound
dwelling-arc. The only exceptions are the first and the last in-vehicle node of a
vehicle run. In-vehicle nodes represent the vehicles and the schedule.
Stop nodes and in-vehicle nodes are connected through boarding- and alight-
ing-arcs. Each in-vehicle node has a boarding arc and an alighting arc. This means
that boarding and alighting is always allowed when a vehicle stops. This convention
is not a principle restriction, but it simplifies descriptions and proofs, if a boarding
and alighting arc always exist.
Passengers can navigate through the network with vehicles, or they can walk.
Of course, taking a vehicle is the preferred option. However, if there are several
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areas in a stop where vehicles hold—for example in large stations—people have to
walk. It is important that a model incorporates walking, because the walking time
is a relevant aspect of path choice (Transportation Research Board, 2003, page 3-
19). In this thesis it is assumed that passengers only walk between different areas
of the same stop. It is always possible to walk between all the stop areas of a stop
and it is never possible to walk between stops.
A passenger who stands at a stop area in reality can leave it at any time
and walk to another stop area. To reflect this fact, different stop areas should be
connected with an infinite number of arcs. It is clear that this cannot be done and
an alternative solution needs to be found.
To simplify the model it is assumed that there is a unique walking time w
between stop areas, which is independent of the passenger. Let us assume that
there are two stop areas S1 and S2 that should be connected with walking-arcs.
Thus the walking time between all the nodes of these stop areas is w(S1,S2).
The set of walking arcs is constructed in the following way: it is assumed that
passengers start their walk either when a vehicle is arriving at a stop or directly
after a vehicle has departed. The latter happens if a passenger failed to board
the vehicle. Node s at stop area S1 is connected to node t at stop area S2 if the
following conditions hold:
• The time coordinate τ(t) is greater than or equal to τ(s) + w(S1,S2).
• There is no other node t′ at S2 that satisfies that condition and has a
smaller time coordinate, i.e. τ(t′) < τ(t) and τ(t′) ≤ τ(s) + w(S1,S2).
• There is no node s′ at stop area 1 different from s with τ(s′) > τ(s) and
τ(s′) + w(S1,S2) ≤ τ(t).
This way no artificial stop nodes need to be constructed for walking passengers.
If there exists no node at stop area S2 that satisfies the first condition for a given
stop node s at stop area S1, it is assumed that it makes no sense for a passenger
to walk from S1 to S2 at that time-of-day, because no more vehicles will leave.
2.2.3. Cost Functions. There are several aspects that passengers take into
account in path choice. The aspects that are most often accounted for in schedule-
based transit assignment are in-vehicle time, waiting time, walking time, number
of transfers, access times, and schedule delay penalties (Ortuzar and Willumsen,
2001). Each of these factors is modelled as a component of a generalized cost
function. In the model it is assumed that passengers choose paths (or strategies)
that minimize the generalized cost function. In the following the intrinsic costs
of the elements of the network—nodes and arcs—are described. Some of these
costs depend on the passenger’s origin, his destination, or his desired departure or
arrival time. The intrinsic cost functions of the network elements will later be used
to define costs of paths and strategies.
2.2.3.1. Node Costs.
Definition 6. The value b : N → R+, n 7→ b(n) is called the intrinsic cost of
node n. For an in-vehicle node n ∈ NV with a boarding arc ab ∈ AB and alighting
arc aa ∈ AA the intrinsic cost is defined as
b(n) := τ(h(aa))− τ(t(ab)).(7)
Hence b(n), n ∈ NV is the (dimensionless) in-vehicle time. (Intrinsic costs of stop
nodes will be defined below.)
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It is assumed that b(n) > 0 for in-vehicle nodes, because it takes time for
a vehicle to travel between stops. The intrinsic costs of in-vehicle nodes do not
depend on the passenger.
The cost definition of stop nodes is used to reflect access times and preferences
of passengers regarding desired arrival times or desired departure times. This is
useful in the strategy search procedures that will be defined later.
Let P be a passenger with origin O and destination D. A passenger with
desired departure time (DDT) or desired arrival time (DAT) regards deviations
from those times (called schedule delay) as extra costs. In many models these costs
are linearly dependent on the difference between the desired departure (or arrival)
time and the actual departure (or arrival) time (Ortuzar and Willumsen, 2001).
Usually a one-time penalty is added for passengers with DAT who arrive late. This
is, for example, done for (car) commuters in Noland (1997). In this thesis, linear
schedule delay functions are used, with one-time penalties and different penalty
factors for early and late arrival. The definitions for DDT passengers and DAT
passengers are symmetrical.
Definition 7. Let τ(P ) be the desired departure time (DDT) or desired arrival
time (DAT) of passenger P . The function SDE : R×R→ R+ with
SDE(τ(P ), τ) := max(0, τ(P )− τ)(8)
is called the early schedule delay function. The function SDL : R×R→ R+ with
SDL(τ(P ), τ) := max(0, τ − τ(P ))(9)
is called the late schedule delay function. The function DE : R×R→ R+ with
DE(τ(P ), τ) :=
{
1 : τ(P ) > τ
0 : else
(10)
(11)
is called the one-time early penalty function. And the function DL : R × R → R+
with
DL(τ(P ), τ) :=
{
1 : τ(P ) < τ
0 : else
(12)
is called the one-time late penalty function.
Definition 8. For a passenger P with a DAT τ(P ), the cost function of the
stop nodes at the destination is defined like this:
(13) b(n) := SDD(τ(P ), τ(n))
:= γ1 · SDE(τ(P ), τ(n)) + γ2 · SDL(τ(P ), τ(n)) + θ ·DL(τ(P ), τ(n)) n ∈ D
Here γ1 ≥ 0 is the early schedule delay penalty factor, γ2 ≥ 0 is the late schedule
delay penalty factor, and θ is the one-time penalty factor.
A graph of this function can be seen in Figure 2.2. The picture shows the
schedule delay function of a passenger with a desired arrival time of 7:37. If the
passenger arrives before 7:37, he perceives every minute of early arrival like an in-
vehicle time of 0.6 minutes, i.e. γ1 = 0.6. A one-time penalty of 240 (equal to 4
minutes) is added when the passenger arrives late. Every minute of late arrival is
perceived like 2.4 minutes of in-vehicle time. This means that γ2 = 2.4.
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Figure 2.2. Schedule delay for passengers with desired arrival time
Definition 9. For a passenger P with a DDT τ(P ), the cost function of the
stop nodes at the origin is defined this way:
(14) b(n) := SDO(τ(P ), τ(n))
:= γ1 · SDE(τ(P ), τ(n)) + γ2 · SDL(τ(P ), τ(n)) + θ ·DE(τ(P ), τ(n))
Figure 2.3 shows a graph of this function. The graph looks similar to the one
in Figure 2.2, except that the graph is mirrored at the vertical 7:37 line. There
is a one-time penalty of 240 for early departure. Every minute of leaving early
is equivalent to 2.4 minutes of in-vehicle time (γ1 = 2.4), every minute of late
departure is equivalent to 0.6 minutes of in-vehicle time (γ2 = 0.6). Here, γ1, γ2
and θ are non-negative parameters. The cost function for DAT is well-established
in traffic models (for example Noland (1997)).
The DAT function can be used for home-work trips, and therefore is interesting
for the morning peak, which in many networks has the highest passenger demand.
By symmetry the schedule delay function for DDT could be used for work-home
trips. However, in practice this function might not be used as often as the DAT
function, because many employee cannot choose the time they leave work. For
these passengers the departure time can be assumed to be fixed. Alternatively, the
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Figure 2.3. Schedule delay for passengers with desired departure time
modeller could assume that only the positive part of the cost function should be
used, i.e. the part where the passenger leaves later than desired.
For the DAT function one should choose γ2 at least as large as γ1, for the
DDT function it is the other way around. Hollander et al. (2007) refer to a study
in York, where the values of travel time, earliness and lateness at the destination
was compared. The mean values of the distributions of these values translate to
γ1 = 0.5 and γ2 = 4.16. In McPherson and Ashley (2004), factors of γ1 = γ2 = 1.29
where given for passengers of fast rail services in Australia.
It will be shown in Section 2.3 that the two types of schedule delay penalty
need to be treated differently in the search for optimal strategies. In the case of
DAT the penalties are used during the search. This is necessary, because these
penalties affect the quality of the choices from the users’ perspective. In the case
of DDT the penalties are added after the search is done.
Access times and egress times are used in some models to take into account
that a passenger might need to walk for a time to get from his origin to the first
public transit stop, and to get from the final stop to his destination. Some models
(for example Nuzzolo et al. (2003)) use extra graph nodes, so-called centroids, that
represent zones. The passenger flows then originate and end in the centroids.
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In the model presented here, the intrinsic node costs b(n) in (13) and (14) at
the passenger’s origin and destination could be adjusted to incorporate costs to
access the network and leave it. These costs would simply be added to the schedule
delay costs. However, since no additional insights can be won by using access costs,
they will not be taken into account in the remainder of this thesis.
2.2.3.2. Arc Costs. Some aspects of path choice are reflected in cost functions
that are defined on the arcs. These aspects are waiting costs and walking costs,
which are naturally put on waiting- and walking-arcs. Alighting-arcs get non-zero
costs if the head node is not in the destination zone of the passenger. This is
explained below. Dwelling in a vehicle while it is waiting at a stop is treated in the
same way as being in a vehicle while it is in motion. Boarding-arcs do not get any
costs, because the process of entering a vehicle is regarded as free.
Definition 10. The value c(a) ≥ 0 is called the intrinsic cost of arc a, the
function c : A→ R+ is called the intrinsic cost function.
Let a ∈ A with a = (t(a), h(a)) be an arc. The value of the intrinsic cost
function c(a) depends on the type of arc a.
Definition 11. The intrinsic cost of a waiting arc aw ∈ AW is defined by the
time coordinates of its end nodes:
c(aw) := β1 · [τ(h(aw))− τ(t(aw))], aw ∈ AW(15)
Here, β1 ≥ 0 is the waiting cost factor.
The waiting cost factor β1 has to be non-negative and is usually chosen to be
larger than 1. An average value of 2.2 was mentioned in (Transportation Research
Board, 2003, Page 3-19). The definition means that the cost of waiting is linear in
time. According to (Pratt, 2000, Page 10-35) several studies have shown that this
is an acceptable model.
The cost of a walking arc al ∈ AL is more complex. By construction, walking
arcs have a walking component and a waiting component. This makes the graph
smaller and thus the algorithms faster, but makes the cost function a little more
complex.
Definition 12. Let al ∈ AL be a walking arc with its tail node t(al) at stop
area S1 and its head node h(al) at stop area S2. The walking time between S1 and
S2 is w(S1,S2). By construction, we know that w(S1,S2) ≤ τ(h(al)) − τ(t(al)).
The intrinsic cost of the waiting arc al is defined as
c(al) = β2 · w(S1,S2) + β1 · (τ(h(al))− τ(t(al))− w(S1,S2)), al ∈ AL(16)
Here, β2 ≥ 0 is the walking cost factor.
The cost factor for walking has to be non-negative and is usually chosen to be
larger than or equal to the waiting cost factor β1. The first component of the cost
function reflects the walking time, the second component reflects the remaining
waiting time.
It is assumed that waiting inside a vehicle while it is standing at a stop is no
different in the perception of the passenger than being in the vehicle while it is
moving.
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Definition 13. The intrinsic cost of a dwelling arc ad ∈ AD is defined as
c(ad) = τ(h(ad))− τ(t(ad))− b(t(ad)) > 0, ad ∈ AD(17)
Notice that in order to get the dwelling time of the vehicle at the stop, the
travel time, which is encoded in the node cost b(t(ad)) has to be subtracted.
The cost function for alighting-arcs is special in the sense that it reflects an
aspect of travelling in an indirect way, namely the averseness of passengers to
transfers. It was shown that an additional transfer penalty should be added for
each transfer, because it is not sufficient to model the averseness of passengers to
transfers with the high cost of transfer waiting time alone (Pratt, 2000, Page 10-36).
In this model it is convenient to reflect this in the cost function of the alighting-
arcs. One might interpret the costs as unwillingness of a passenger to leave a vehicle,
unless he leaves it at his destination. However, it is clear that passengers usually do
not feel this unwillingness, at least not consciously. So it may be best to regard the
cost function of the alighting-arcs as a means to an end, namely to model transfer
costs in a way that they can be used in the search procedure for optimal strategies.
In order to know, if a passenger is “unwilling” to leave a vehicle, we have to
know, if he is at his destination or not. Let D be a destination.
Definition 14. The destination-dependent intrinsic costs for the alighting-arc
aa ∈ Aa is defined as
cD(aa) =
{
0 h(aa) is at destination D
ρ h(aa) is not at destination D
(18)
Here, ρ is the transfer penalty.
Finally, boarding-arcs have no cost, because the process of boarding itself has
no intrinsic costs.
Definition 15. The intrinsic cost of a boarding-arc ab ∈ AB is
c(ab) = 0, ab ∈ AB(19)
It will be shown in Section 2.2.4 that boarding arcs are special, because they
can have a reduced reliability. That way the capacity constraints of the network
are captured in this model.
2.2.4. Capacity Constraints and Reliability. Vehicles have a limited ca-
pacity. Only a limited number of passengers can be on board at the same time.
Definition 16. The function χ : N → (R+∪∞) is called the capacity function,
and χ(n) is called the capacity of node n ∈ N . If n ∈ NS is a stop node, then
χ(n) = ∞, i.e. the capacity of stops is unlimited (even though in practice this is
not true). An in-vehicle node n′ ∈ NV has the capacity of the vehicle that is used
on the specific section of the vehicle run, that n represents.
One key aspect of this thesis is how capacity constraints affect path choice. The
limited capacity of a network is perceived as unreliability; for a passenger who fails
to board a vehicle it does not matter whether the vehicle did not come or he was
unable to board it. The effect is the same: the connection fails from the passenger’s
point-of-view, and he will very likely not arrive at his destination on time.
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Therefore, the capacity constraints of the transit network are modelled with a
reliability function that is defined on the set of arcs.
Definition 17. Let r : A→ [0, 1] ⊂ R be the reliability function on the set of
arcs. The value r(a) is called the reliability of arc a. For all arcs a ∈ A \ AB , i.e.
where a is not a boarding-arc, we have r(a) = 1. An arc a with r(a) = 1 is called
reliable.
For boarding-arcs, r may assume values that are not equal to 1. The reliability
of an arc can be interpreted as the probability of a passenger to be able to board a
vehicle.
This probability depends on two factors: the remaining capacity χ of the ar-
riving vehicle and the number of passengers waiting at the stop. Thus the capacity
χ of the in-vehicle nodes affects the reliability function r of the boarding arcs in a
straightforward way.
Definition 17 is sufficient for random boarding. When boarding is random, it
does not matter when the passenger arrived at the stop, his boarding chances are
always the same. However, if there is a queue, it is assumed that passengers board
the vehicle according to their time-of-arrival at the stop. The earlier a passenger
arrived at the stop, the better his chances are to be able to board the vehicle.
The boarding process when a queue is present is called FIFO boarding (first-in-
first-out boarding). FIFO boarding is not the focus of this thesis. Its effect on
public transport assignment will be briefly analyzed in Section 4.3. In Hamdouch
and Lawphongpanich (2008) FIFO boarding was already described as one of two
principle boarding methods.
2.2.5. Remarks. There are some underlying assumptions about the structure
of the graph. In this subsection they are just mentioned for later reference. They
will also be mentioned when an algorithm, for example, makes explicit use of some
property.
By construction the time-expanded network is acyclic and finite. This is a
precondition for the search algorithms. The purpose of this model is not to model
day-to-day effects. Therefore there is no need to add, for example, arcs that connect
the last node of a stop with the first node in order to model overnight trips.
The design of the graph simplifies what happens when a vehicle is waiting
at a stop. In real life there will be a continuous flow of passengers boarding the
vehicle. In the model there is only one boarding arc. The simplification is that all
the passengers board at the same time, and they board at the moment the vehicle
departs. Therefore it is not possible to model the following scenario correctly: while
vehicle A is waiting at the stop, vehicle B arrives. Vehicle B will depart before
vehicle A. Now passengers from vehicle B alight and try to board vehicle A. Those
passengers who fail to board vehicle A board vehicle B. It would be possible to solve
this problem by adding a second boarding arc to vehicle A. However, it seems that
adding arcs for this purpose and thus increasing the running time of the algorithms
is too high a price.
The graph structure induces some simplifications in the model that one should
be aware of. First and most importantly, the in-vehicle nodes are connected to stop
nodes that have a fixed time coordinate. This means that implicitly every vehicle
always runs according to schedule. Hence vehicles always arrive at the stop in the
predefined order. It is not possible to model scenarios where vehicles are delayed
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and thus (time-expanded) paths through the network exist that do not exist in the
schedule. As a consequence, this possibility is not reflected in the passengers’ path
choice behaviour.
A worthy try to model vehicle delays would be to express them in terms of
reliability. This means that the reliability function that was defined above—and
that was only used to express capacity constraints—could also be used to model the
probability that the vehicle will be missed due to vehicle delay. A new reliability
function r′ could be defined, that encompasses the first reliability function:
r′(a2) := r(a2) · f(a1)(20)
Here, arc a1 stands for the first, arriving vehicle, a2 for the second, departing
vehicle. The function f(a1) is based on some arrival time function (or delay func-
tion) of the first vehicle in some way; it takes values between 0 and 1. The value
of f(a1) and thus the reliability r
′(a2) of the second vehicle would be the lower the
higher the expected delay of the first vehicle was.
This approach fails to account for several effects. Firstly, it does not capture
the case in which according to the schedule, the first vehicle arrives at the stop after
the second vehicle has left. In that case, if the second vehicle is delayed, passengers
of the first vehicle might be able to board the second vehicle; thus connections
would be possible that do not exist according to the schedule. Modelling this by
inserting backward arcs into the graph would destroy its acyclicity. Secondly, it is
possible that vehicles wait for each other, and it is hard to define a rule when this
happens. Thirdly, the reliability r depends on the number of passengers waiting
at the platform. When vehicles are delayed, the number of waiting passengers
changes. Thus the capacity-dependent reliability factor r would also depend on the
arrival time function of the second vehicle. The later the vehicle arrives, the more
passengers there are that wish to board it. Finally, it is probable that there is a
correlation between delays of different vehicles. This is because all vehicles tend to
be delayed when the streets are congested.
In Nuzzolo et al. (2003) a model is presented that accounts for service irregular-
ity. There, the so-called supply vector that reflects vehicle arrivals and departures
changes from day to day. This happens according to probability functions that are
not independent. The fact that vehicles can be delayed is also reflected in the path
choice, because it is assumed that passengers learn from experience. Probability
functions for vehicle delays and a learning model for passengers vastly increase the
complexity of the model.
Another fact worth noting is that the walking times between stops are also
hard-wired into the graph in our model. It is not possible to model passengers that
have different walking speeds. This could be changed by adding more walking arcs
into the network. Then each passenger could only use a subset of the walking arcs
that corresponds to his type (fast, average, slow, etc.).
2.2.6. Example. In this subsection, an example is explained in detail. The
complete graph of the example can be seen in Figure 2.4.
At the top there are four numbers that represent four stops. At the left there
are two numbers representing the time-of-day, 7:00 and 8:00. The x-axis is used
to display the spatial extent of the network, while the y-axis is used to display
different times. The time-of-day increases from top to bottom.
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Figure 2.4. A Time-Expanded Network
The stop nodes are small and black and lie on vertical grey lines that represent
the waiting arcs. The large, colored nodes are in-vehicle nodes. Different colors are
used to represent the nodes of different lines, while different runs of the same line
get the same color. The blue line stops at stops 1, 2 and 4. The green line stops at
stops 2, 3 and 4, the magenta line stops at stops 3 and 4.
Each type of arc has a different stroke and/or thickness. The boarding-arcs
are thin, the alighting-arcs are thick and dashed. The dwelling-arcs are dotted and
dashed. As mentioned, the waiting-arcs are not drawn. The walking-arcs are thick,
blue, and dotted. The numbers at the ends of the arcs are departure and arrival
times. This means that they correspond to the time coordinates of the stop nodes
in whose vicinity they are placed.
Figure 2.5 shows a more detailed view of Stop 3. There are two vertical lines
for Stop 3, which means that there are two stop areas. The walking time between
both stop areas is 1 minute. This means that the tail node and the head node of
each walking arc have to be at least 1 minute apart. There is an arc between the
node of minute 16 of the left-hand stop area and minute 21 of the right-hand stop
area. This arc stands for one minute of walking and four minutes of waiting. It
does not end at minute 17, because there is no vehicle starting or arriving at the
right-hand stop area at that time. The arc is constructed in such a way that no
additional node has to be added.
2.2.7. Conclusions. In this section it was shown how the data—the public
transit network and the schedule—is modelled in a time-expanded network. The
model that used throughout this thesis is optimized for the purpose of modelling
capacity constraints. While this means that some important aspects like capacity
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Figure 2.5. Walking Arcs
constraints, waiting and walking can be handled very easily, we have also seen that
the model does not account for some other important aspects like vehicle delay.
2.3. Definition of Strategies
The focus of this section strategies lies on strategies. In our model, passengers
choose strategies to navigate through the time-expanded network.
In Subsection 2.3.1 some basic definitions will be given that are used in the
other subsections. This subsection contains the definition of strategies in schedule-
based time-expanded networks with capacity constraints. The definition is similar
to the one given in Hamdouch and Lawphongpanich (2008), except that it was
adapted to the way the time-expanded network and zones are defined here. In
Subsection 2.3.2 strategy costs are defined. There are different equivalent ways to
express strategy costs. It will be shown how the different definitions of strategy
costs can be transformed into each other. In Subsection 2.3.3 optimal strategies
will be defined. These are interesting, because it is usually assumed that passengers
try to use optimal strategies to navigate through the network. Optimal strategies
are not necessarily the fastest ones; they are optimal with respect to a generalized
cost function, that takes into account factors like travel time, waiting time, walking
time, and transfer penalties. In Subsection 2.3.4 two algorithms to find optimal
strategies are described, and it is shown that they work correctly. Subsection 2.3.5
contains thoughts how the optimal strategy model can be applied in practice.
2.3.1. Basic Definitions and Basic Properties. In the time-expanded net-
work each node n ∈ N has a set of outbound arcs. Each outbound arc represents
a choice for the passenger. Most of the time there are only two or three choices: at
stop nodes there usually is a waiting-arc and a boarding-arc, sometimes there are
walking arcs; at vehicle nodes there is an alighting-arc and a dwelling-arc. Only
in some situations two or more vehicles are at a stop at the same time and the
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passenger has to choose the more attractive one. This situation is represented by
a stop node that has two or more outbound boarding-arcs.
The following definition of a strategy is rather technical. Before strategies can
be defined, we need some basic definitions.
Definition 18. Let n ⊂ NS be a node. The set of outbound arcs is called
A+(n), the set of inbound arcs is called A−(n), the sets N−(n) and N+(n) are the
sets of end nodes of these arcs:
A−(n) := {a ∈ A | h(a) = n}(21)
A+(n) := {a ∈ A | t(a) = n}(22)
N−(n) := {n′ ∈ N | (n′, n) ∈ A}(23)
N+(n) := {n′ ∈ N | (n, n′) ∈ A}(24)
Definition 19. LetG = (N,A) be a time-expanded network, and r a reliability
function.
• An arc a ∈ A with r(a) = 1 is called reliable.
• A path z that only has reliable arcs is called reliable.
• The set N−−(n) := {n′| there is a path from n′ to n} ⊂ N is called the
backward star of n.
• The set N−−r (n) := {n′| there is a reliable path from n′ to n} ⊂ N is
called the reliable backward star of n.
In these definitions the node n can be replaced by a set of nodes. Then we speak
of the backward star of a set of nodes.
Definition 20. Let n ∈ N be a node. Then
σ(n) = {a1, . . . , ak} ⊂ A+(n)(25)
defines a sorted set of arcs.
Definition 21. (Rochau et al., 2012) A connected subgraph Gs = (Ns, As) ⊂
G with a set of nodes Ns ⊂ N and a set of arcs As ⊂ Ns × Ns together with an
ordered set of arcs σs(n) of each set A
+
s (n) := A
+(n)∩As, ∀n ∈ Ns with a reliable
arc into Ns and the following properties is called a strategy :
(1) There is exactly one node nr ∈ Ns that has no inbound arc in Gs, and it
is a stop node. This node is called the root node nr. It belongs to a zone
O called the origin zone.
(2) The subset of nodes in Ns, that do not have an outbound arc in Ns all
belong to the same zone D ⊂ Ns, the destination zone.
(3) The nodes in D do not have outbound arcs in Ns.
(4) All nodes n ∈ Ns are in the reliable backward star of D with respect to
the reliability function r.
The definition seems complicated, but its components are necessary to capture
the behaviour of a passenger in the network, which on the other hand is rather
simple: the passenger P has an origin zone O and a destination zone D. It is
assumed that a passenger selects a stop and a starting time in reality; therefore,
in the model, she selects a node nr ∈ NS as a starting node. Property 1 states
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that there is only one such root. It follows that a strategy must have a non-
empty set of nodes. Property 2 states that a strategy must end in its destination
(and nowhere else), Property 3 states that once the passenger has reached her
destination zone, the trip ends. The passenger leaves the network as soon as she
has reached the destination zone. Since D is a zone, its elements are stop nodes,
thus a strategy cannot end at an in-vehicle node. Finally, a passenger would not
choose a strategy that does not reliably bring her to her destination zone. Therefore,
strategy subgraphs must satisfy Property 4.
Notice that a passenger may travel inside the origin zone, i.e. on a single
journey she may visit several nodes in her origin zone. In that respect origin
zone and destination zone are not symmetrical, because the passenger never travels
between nodes of the destination zone, since she leaves the network as soon as she
arrives at the first node in the destination zone. An example for a passenger who
visits several nodes in the origin zone is a passenger who fails to board the first
vehicle that arrives at her origin stop. That passenger moves along a waiting-arc
to the next stop node in the time-expanded network.
Also notice that a strategy s is implicitly made up of a set of paths. Each
path starts at the root node nr and ends in the destination. A path consists of a
set of nodes and a set of arcs. It corresponds to one outcome of the journey: a
passenger using a strategy will use exactly one path of her strategy for each journey
she makes.
Definition 22. Let n ∈ N be a node, A+(n) the set of outbound arcs, σ(n) =
{a1, . . . } be a sorted set of arcs. The reliabilities of the arcs are used to determine
the probability pi(ak) that an arc ak is used:
pi(ak) =
{
r(a1) k = 1
r(ak) ·
∏k−1
i=1 (1− r(ai)) 1 < k ≤ j
(26)
The passenger first tries to use the first arc, then the second, and so forth. The
probability pi may get an additional index referring to a strategy s, for example
pis(a).
Definition 23. The outbound arcs of a node that belong to a strategy are
called options. An option a with pi(a) > 0 is called relevant.
The probabilities of options have certain properties, that will be shown now for
later use.
Proposition 1. Let s be a strategy and n ∈ Ns an arbitrary node with the
sorted set of options σs(n) = {a1, . . . , aj}. Then
1−
k∑
i=1
pi(ai) =
k∏
i=1
(1− r(ai))(27)
for all k with 1 ≤ k ≤ j.
Proof. This is done with induction. For k = 1 we have
1−
1∑
i=1
pi(ai) = 1− pi(a1) = 1− r(a1),(28)
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which is true by definition. For some arbitrary but fixed k with 1 < k ≤ j assume
that the hypothesis is true for k − 1. Then
1−
k∑
i=1
pi(ai) = (1−
k−1∑
i=1
pi(ai))− pi(ak)(29)
=
k−1∏
i=1
(1− r(ai))− r(ak) ·
k−1∏
i=1
(1− r(ai))︸ ︷︷ ︸
pi(ak)
(30)
= (1− r(ak)) ·
k−1∏
i=1
(1− r(ai))(31)
=
k∏
i=1
(1− r(ai))(32)

The expression 1 −∑ki=1 pi(ai) can be interpreted as the probability that “re-
mains to be distributed” among the remaining options ak+1 to aj . Clearly, it is
desirable that the probabilities of the options that the passenger has in mind add
up to 1. The probabilities add up to 1 if and only if there is a reliable arc:
Corollary 1. Let n ∈ Ns be a node of a strategy s. Let σs(n) = {a1, . . . , aj}
be the sorted set of its outbound options in s. Then
∑j
i=1 pi(ai) = 1 if and only if
r(ak) = 1 for some k ∈ {1, . . . , j}.
This immediately follows from Proposition 1. It is also clear that if one of the
options has reliability 1, the options with a higher index have probability 0.
Since a strategy is a subgraph, it may well happen that not all outbound arcs
of a node belong to the strategy. This makes sense, since a passenger would, for
example, usually not board vehicles that go in the wrong direction. In the next
section it is explained, what “wrong direction” means here.
2.3.2. Strategy Cost. Passengers try to choose strategies that in their per-
ception have low costs. There are various ways to define strategy costs. The most
straightforward one was introduced by Hamdouch and Lawphongpanich (2008).
They defined the cost of a node as the sum of its intrinsic costs and the mean
value of the cost of its options. Therefore, their cost definition is called the mean
value cost function in this thesis. In Section 3.1 several other cost functions will be
analyzed.
In a strategy each option at each node has a cost. The cost is defined recur-
sively, and (for now) it is based on the cost functions of the search graph that were
introduced in Section 2.2. Strategy s induces a cost function bs : Ns → R+ on the
set of nodes that belong to the strategy.
Definition 24. Each option ai has a cost c
′
s that is defined as the sum of the
cost of the arc and the cost of the head node of that arc:
c′s(ai) := c(ai) + bs(h(ai)).(33)
The probabilities that were defined earlier are used to determine the cost of the
nodes of strategy s.
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Definition 25. Let s be a strategy, D be a destination zone, n ∈ Ns be a
node, and a1, . . . , aj be its outbound options sorted according to s. The strategy
cost function bs : Ns → R+ is defined as
bs(n) :=
{∑j
i=1 pi(ai) · c′(ai) n ∈ O\nr
b(n) +
∑j
i=1 pi(ai) · c′(ai) else
(34)
These costs are well-defined, because the graph is acyclic.
Notice that the costs of a strategy implicitly depend on the passenger who is
using it. This is due to the intrinsic costs b(n) of the nodes inside the destination
zone D and the origin zone O. Here the intrinsic costs depend on whether the
passenger has a desired departure time or a desired arrival time. If the passenger
has a desired departure time, the intrinsic costs of the schedule delay penalty is
added to the cost of the root, and the cost of the nodes n ∈ D is zero. If, however,
the passenger has a desired arrival time, no schedule delay penalty is added to the
cost of the root and the cost of the nodes in D depends on the passengers’ desired
arrival time. For example, suppose that two passengers board the same bus at the
same stop—their origin—and get off at the same stop; the first passenger may be
satisfied with the result, because she arrives on time, while the second passenger
is late. So the cost of the strategy depends on her desired arrival time. For a
passenger P with destination D and a desired arrival time τ(P ), the cost of each
node in D is defined as the schedule delay costs (see Section 2.2):
(35) bs(n) := γ1 · SDE(τ(P ), τ(n))
+ γ2 · SDL(τ(P ), τ(n)) + θ ·DL(τ(P ), τ(n)), n ∈ D
When a passenger has a desired departure time, there are no schedule delay costs
at the destination. Therefore, for passengers with a desired departure time we
have bs(n) = 0 for all nodes in D (which is the same as the cost in the recursive
definition). However, in order to account for schedule delay, the schedule delay
costs are added at the root node nr of the strategy:
(36) bs(nr) := γ1 · SDE(τ(P ), τ(nr)) + γ2 · SDL(τ(P ), τ(nr))
+ θ ·DE(τ(P ), τ(nr)) +
∑
ai∈A+s (nr)
pi(ai) · c′(ai)
Finally, the cost bs of a strategy is defined as the cost of its root node. One should
notice that origin and destination are treated asymmetrically again. For a passenger
with a desired departure time, the schedule delay penalty is only added to the root
node nr. For a passenger with DAT the schedule delay costs are added to all nodes
in the destination D.
When a passenger makes a single journey through the network using strategy
s, she will use exactly one path of the many paths that constitute her strategy. A
passenger with a DDT, will always experience the full schedule delay costs, because
no matter which path she will use, the root of the strategy will be part of it. A
passenger with a DAT will experience the schedule delay costs in the destination.
Depending on the path she uses, the costs may be high or low—a passenger with a
DAT does not know in advance the schedule delay penalties she will experience on
a given journey.
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It is useful to derive two other representations of strategy costs: the path-wise
representation and the element-wise representation.
Let s be a strategy. As mentioned before, it can be seen as a set of paths. The
probability of a path z being used depends on the probability of all of its arcs being
used:
pi(z) =
∏
a∈Az
pis(a)(37)
Here pis(a) is the probability of arc a in strategy s, and Az ⊂ As is the set of arcs
in z. The cost d of a path is the sum of the costs of its elements:
d(z) =
∑
n∈Nz
b(n) +
∑
a∈Az
c(a),(38)
where Nz ⊂ Ns is the set of nodes in z.
The path-wise cost b¯s : Ns → R+ of a strategy node n is
b¯s(n) =
∑
z∈Zs
pi(z) · d(z).(39)
Here pi(z) is the probability of path z, and d(z) is its cost. Zs is the set of paths of
strategy s.
Lemma 1. The cost functions bs and b¯s are identical.
Proof. This may be intuitively clear. Nevertheless, we will prove it with
induction over the number m of arcs in the longest path that starts at a node. This
is well defined, because the graph is acyclic.
Let n ∈ Ns be some node with m = 0. There are no outbound arcs in Ns for
this node, hence for the strategy cost we have bs(n) = b(n). The cost of the one
trivial path z that consists of this node is d(z) = b(n). Furthermore pi(z) = 1, and
therefore bs(n) = b¯s(n).
Induction step: suppose now that the assumption is true for some arbitrary but
fixed m− 1 (and all numbers smaller than that). Let n ∈ Ns such that the longest
path in s starting at n has length m. Node n has the outbound arcs a1, a2, . . . , aj .
b¯s(n) =
∑
z∈Zs(n)
pi(z) · d(z)(40)
=
j∑
i=1
∑
z∈Zis(n)
pi(z) · d(z)(41)
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The set Zis(n) is the set of residual paths in s that start at n and contain arc ai.
In the next step, the residual paths start at the head nodes of the outbound arcs.
Therefore, the cost of n and the connecting arc has to be separated from the arc
cost.
=
j∑
i=1
pi(ai)
∑
z∈Zs(h(ai))
pi(z) · (d(z) + b(n) + c(ai))(42)
=
j∑
i=1
pi(ai)
( ∑
z∈Zs(h(ai))
pi(z) · ((b(n) + c(ai))+ ∑
z∈Zs(h(ai))
pi(z) · d(z)
)
(43)
=
j∑
i=1
pi(ai)
(( ∑
z∈Zs(h(ai))
pi(z) · (b(n) + c(ai)))+ bs(h(ai)))(44)
In the last step the induction hypothesis was used. This is possible, because the
length of each path starting at one of the head nodes of one of the options is at most
m, and for those the induction hypothesis holds. Some simple transformations lead
to the desired result.
=
j∑
i=1
pi(ai)
(
b(n) + c(ai) + bs(h(ai))
)
(45)
=
j∑
i=1
pi(ai) · b(n) +
j∑
i=1
pi(ai)(c(ai) + bs(h(ai)))(46)
= bs(n).(47)
The last equality holds because all the probabilities add up to 1, since n is in the
reliable backward star of D and therefore has a reliable option. This concludes the
proof. 
It is useful to derive a third representation of the cost function, the element-
wise representation. According to (39) the cost of a path z is the sum of the costs
of its elements:
d(z) =
∑
n∈Nz
b(n) +
∑
a∈Az
c(a).(48)
Let δ(z, n) be 1 if n ∈ Nz ⊂ Ns and 0 otherwise for all z ∈ Zs, and δ(z, a) be 1 if
a ∈ Az and 0 otherwise for all z ∈ Zs be the incidence function between paths and
elements of the strategy. For a given path z we get∑
n∈Nz
b(n) =
∑
n∈Ns
δ(z, n) · b(n),(49)
and ∑
a∈Az
c(a) =
∑
a∈As
δ(z, a) · c(a).(50)
The probability that a given node n, is reached by a strategy is∑
z∈Zn
pi(z) =
∑
z∈Zs
δ(z, n) · pi(z),(51)
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where Zn is the set of paths going through node n. For the strategy cost we get
bs =
∑
z∈Zs
pi(z) · d(z)(52)
=
∑
z∈Zs
pi(z)
( ∑
n∈Nz
b(n) +
∑
a∈Az
c(a)
)
(53)
=
∑
z∈Zs
(
pi(z)
∑
n∈Nz
b(n)
)
+
∑
z∈Zs
(
pi(z)
∑
a∈Az
c(a)
)
(54)
=
∑
z∈Zs
(
pi(z)
∑
n∈Ns
δ(z, n) · b(n)
)
+
∑
z∈Zs
(
pi(z)
∑
a∈As
δ(z, a) · c(a)
)
(55)
=
∑
n∈Ns
b(n)
∑
z∈Zs
δ(z, n) · pi(z) +
∑
a∈As
c(a)
∑
z∈Zs
δ(z, a) · pi(z)(56)
=
∑
n∈Ns
b(n)
∑
z∈Zn
pi(z) +
∑
a∈As
c(a)
∑
z∈Za
pi(a).(57)
Here Za is the set of paths that go through arc a. We define p¯i(n) :=
∑
z∈Zn pi(z)
as the absolute probability of node n, i.e. the probability that node n is reached
when strategy s is used. Likewise, we define p¯i(a) :=
∑
z∈Za pi(z) as the absolute
probability of arc a. Then
bs =
∑
n∈Ns
p¯i(n)b(n) +
∑
a∈As
p¯i(a)c(a).(58)
This is the element-wise representation of the cost function of a strategy. The
weight of each element in the cost of the strategy is the product of its absolute
probability and its intrinsic cost.
In the element-wise representation of the path costs it is easy to separate the
cost factors that depend on the passenger from the cost factors that are independent
of the passenger. Only the schedule delay penalties depend on the passenger. They
are added at the root nr and at the leaves, i.e. at the nodes in D. Therefore,
bs = b(nr) +
∑
n∈D
p¯i(n)b(n) +
∑
n∈Ns\{D∪nr}
p¯i(n)b(n) +
∑
a∈As
p¯i(a)c(a)(59)
= b(nr) +
∑
n∈D
p¯i(n)b(n) +K.(60)
Here K is a constant that does not depend on the passenger. Equation (59) makes
clear that the strategy costs
bs = f(τ(P ))(61)
are a function of the passenger’s desired departure or arrival time.
2.3.3. Optimal Strategies. So far we have only looked at the definition of
strategies and their cost. Of course, it is assumed that passengers try to optimize
their strategies. Therefore, we are now going to define what an optimal strategy is.
Definition 26. Let O and D be an origin and a destination zone, and P
a passenger with a desired departure or arrival time τ(P ). Let S the set of all
strategies in the network, and SO,D ⊂ S be the set of all strategies from O to D.
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Let b : S × T → R+, (s, τ) 7→ bs(τ) be a cost function. A strategy s ∈ SO,D with
bs(τ(P )) = min
s′∈SO,D
{bs′(τ(P ))}(62)
is called optimal for passenger P .
While the definition is very simple, some things are worth noting: optimality
of a strategy is not an intrinsic property, but it depends on the passenger who is
using it. Furthermore, the definition refers to any cost function, not necessarily the
mean value cost function that was analyzed in the previous section.
The mean value cost function has some interesting properties. In order to state
them, some further definitions are necessary:
Definition 27. Given a strategy s with destination D and a cost function bs,
a node n ∈ Ns that satisfies the following conditions is called locally optimal (with
respect to s):
(1) The set σs(n) = {a1, . . . , aj} of options with pi(a) > 0 is sorted in a
non-decreasing order with respect to c′(ai).
(2) There is no option a∗ ∈ A+(n) \ (σs(n)) with h(a∗) ∈ N−−r (D) and
reliability r(a∗) > 0 that has lower cost than any option a in σs(n) with
pi(a) > 0.
This means that the passenger sorts her choices by attractiveness in a non-
decreasing order. She takes into account every option that reliably brings her to
her destination, i.e. that lies in the reliable backward star N−−r (D) of the nodes
in the destination D. The concept of local optimality can also be applied to other
cost functions, not only the mean value cost function.
For a given node n ∈ Ns in general there may be more than one set σs(n) that
satisfies the conditions above. Firstly, it is possible that the set contains choices
of equal cost. Then the order of these choices does not matter. Secondly, there
might be unused options that have the same cost as options that are used. Thirdly,
there may be options in σs(n) with reliability 0. For the resulting costs it does not
matter whether these choices are elements of the choice set or not.
Definition 28. A strategy s is locally optimal, if all of its nodes n ∈ Ns are
locally optimal.
Lemma 2 (Monotonicity of the Preference). Let b be the mean value cost func-
tion, and s a strategy, and n ∈ Ns a node. If s is locally optimal in n, then bs(n)
cannot be reduced by changing the order of or adding or removing elements from
σs(n).
Proof. For the sake of contradiction it is assumed that one of the local op-
timality conditions does not hold in some node n ∈ Ns. It will be shown that
the cost bs(n) of that node can be reduced. The proof follows the proof given in
Hamdouch et al. (2004). The sorting of the options is called “monotonicity of the
preference” order in that paper. The second step is to show that the cost of the
strategy decreases if somewhere along the way the cost of a node is reduced.
Suppose that there is a node n ∈ Ns that is not locally optimal. There may
be two reasons for this: there exists an option, that is not used yet, but its cost is
less than the cost of at least one option in σs(n) = {a1, . . . , aj}; or the options in
σs(n) are not sorted in a non-descending order. As we will see, in both cases the
cost bs(n) can be reduced.
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Suppose there is a relevant option a∗ ∈ A+(n) \ σs(n) with c′(a∗) < c′(ak) for
some ak ∈ σs(n) with pi(ak) > 0. Add a∗ to the set of options right before ak.
The new strategy that is created this way is called s∗. The probabilities of the
options that are more attractive than a∗ do not change. The probability of the less
attractive options is reduced, though, by the probability that option a∗ is taken.
We have
bs∗(n) = b(n) +
k−1∑
i=1
pis(ai) · c′(ai) + pis∗(a∗) · c(a∗) +
j∑
i=k
pis∗(ai) · c′(ai)
(63)
= b(n) +
k−1∑
i=1
pis(ai) · c′(ai) + pis∗(a∗) · c′(a∗) + (1− r(a∗)) ·
j∑
i=k
pis(ai) · c′(ai)
(64)
= b(n) +
j∑
i=1
pis(ai) · c′(ai) + pis∗(a∗) · c′(a∗) + (−r(a∗)) ·
j∑
i=k
pis(ai) · c′(ai)
(65)
Since
bs(n) = b(n) +
j∑
i=1
pis(ai) · c′(ai)(66)
we get
bs∗(n)− bs(n) = pis∗(a∗) · c′(a∗)− r(a∗) ·
j∑
i=k
pis(ai) · c′(ai)(67)
By assumption c′(a∗) < c′(ai) for all i ≥ k. Furthermore, the probability pis∗(a∗)
that option a∗ is taken in strategy s∗ cannot be greater than the reliability of option
a∗ times the probability that any of the options ak, . . . , aj is taken in strategy s,
since these options reliably lead out of node n (so they “use up” all the probability
“that is left” by the options a1 to ak−1). Therefore,
pis(a
∗) · c′(a∗) ≤ r(a∗) ·
j∑
i=k
pi(ak) · c′(a∗) < r(a∗) ·
j∑
i=k
pi(ak) · c′(ai).(68)
For the second inequality it is important that r(a∗) > 0. Using (68) in (67) yields
bs∗(n)− bs(n) > 0.
Suppose now, that the order of the relevant options is not non-decreasing.
Without loss of generality we can assume that r(ai) > 0 for all options in σs(n).
Then there is some index k, where c′(ak) > c′(ak+1). By changing the order of the
two choices we obtain a new strategy s∗ with
(69) bs∗ =
k−1∑
i=1
pis(ai) · c′(ai) + pis(a∗k+1) · c′(ak+1)
+ pis(a
∗
k) · c′(ak) +
j∑
i=k+2
pis(ai) · c′(ai).
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Here pi∗k+1 and pi
∗
k are the probabilities of options ak+1 and ak in the new strategy.
Since the probability of all options except ak and ak+1 remains the same, we have
pi(ak) + pi(ak+1) = pi
∗(ak+1) + pi∗(ak)(70)
⇔ pi(ak)− pi∗(ak) = pi∗(ak+1)− pi∗(ak+1).(71)
Note that
pi∗(ak+1)− pi(ak+1) =
(
r(ak+1) ·
k−1∏
i=1
(1− r(ai))
)− (r(ak+1) · k∏
i=1
(1− r(ai))
)
(72)
= r(ak+1) · [1− (1− r(ak))] ·
k−1∏
i=1
(1− r(ai))(73)
= r(ak+1) · r(ak) ·
k−1∏
i=1
(1− r(ai))(74)
> 0,(75)
since r(ak), r(ak+1) > 0. Define ζ := pi
∗
k+1 − pik+1 > 0. It follows
bs(n)− bs∗(n) = pi(ak) · c′(ak) + pik+1 · c′(ak+1)−
(
pi∗k · c′(ak) + pi∗k+1 · c′(ak+1)
)(76)
= c′(ak)(pi(ak)− pi∗k)− c′(ak+1)(pi∗k+1 − pi(ak+1))(77)
=
(
c′(ak)− c′(ak+1)
)︸ ︷︷ ︸
>0
·ζ(78)
> 0(79)
This concludes the proof. 
We have shown that the cost of a node can be reduced if it is not locally
optimal. It remains to show that if the cost of a node in a strategy can be reduced,
the overall cost of the strategy is reduced.
Lemma 3. Let b be the mean value cost function and s a strategy. If s is an
optimal strategy, then it is locally optimal at all nodes n ∈ Ns with p¯is(n) > 0.
Sketch of proof. The proof is similar to the one for Lemma 2, and will
therefore only be sketched briefly. For the sake of contradiction it is assumed that
s is not locally optimal in some node n′ ∈ Ns. Then the order of the set σs(n′) can
be reduced by either adding a relevant option a′ that was previously not used so
that pi(a′) > 0, or by swapping the order of two consecutive options ak and ak+1.
If the order of two options was changed, there are now two paths z1 and z2 in
Zs, whose probabilities have changed, while the probabilities of all the other paths
remain the same. If the relevant option a′ was added to σs(n), there is now an
attractive path with some probability that uses a′, and a set of other paths with
lower probabilities than before.
Now it remains to show that the strategy cost bs was actually reduced by adding
a′ or by swapping ak and ak+1. The principle is the same as in the proof for Lemma
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Figure 2.6. Two Locally Optimal Strategies
2, except that the path-based definition of strategy costs is used:
bs(n) =
∑
z∈Zs
pi(z) · d(z)(80)
= pi(z1) · d(z1) + pi(z2) · d(z2) +
∑
z∈Zs\{z1,z2}
pi(z) · d(z)(81)
Swapping ak and ak+1 (which leads to strategy s
′) changes the costs to
bs′(n) = pi
′(z1) · d(z1) + pi′(z2) · d(z2) +
∑
z∈Zs\{z1,z2}
pi(z) · d(z)(82)
The proof then continues like the proof for Lemma 2. 
The reverse is not true: a strategy can be locally optimal at any node but still
not be optimal. This happens if the strategy has the wrong root. An example is
given in Figure 2.6. There are two connections from stop S1 to stop S2. Under the
assumption that both connections are reliable, there are two reasonable strategies,
namely using the first connection and using the second connection. For a given
passenger the first connection might be optimal, for example because the vehicle
leaves exactly at her desired departure time. Still, the second strategy is locally
optimal. There is only one interesting node in that strategy—stop S1 at time
7:15—and it is clear that that node is locally optimal.
The local optimal strategy in the example above that is not also optimal has
the wrong root.
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Corollary 2. A strategy is optimal if it is locally optimal and has the root
with the lowest cost of all locally optimal strategies.
Proof. The locally optimal strategies are the candidates for optimal strate-
gies, as was shown in Lemma 3. This means that the strategies with the lowest
root costs in this set are optimal. 
2.3.4. Finding Optimal Strategies. Finding an optimal strategy consists of
two steps: the first step is the backward pass. Here the values of the cost function
are calculated for the nodes in the network that lie in the backward star of the
destination. In the second step, which is called the forward pass, the nodes of
which the strategy consists are determined. The algorithms make use of the results
of the previous subsection.
In the backward pass the costs bP,D of the nodes in the reliable backward star
of a set D are calculated. The cost function bP,D, which is used here, is defined
slightly differently from the cost function bs used before. Here, the cost function
refers to the set of nodes D. Previously, the cost function referred to a strategy s.
The reason for the difference is that during the algorithm costs for the nodes have to
be defined. However, during the execution of the algorithm there is no strategy to
which the cost function can refer—the strategy is a result of the algorithm. It will
turn out that when the optimal strategy s for passenger P is found, the functions
bP,D and bs are identical in the set Ns of nodes of the strategy. The function bP,D
is just defined on a larger set of nodes.
In order to describe the algorithm some definitions are useful.
Definition 29. Let A+D(n) ⊂ A be defined as the set of options with respect
to D of n that lead into the reliable backward star of D:
A+D(n) :=
{
∅ n ∈ D
{a ∈ A+(n) | h(a) ∈ N−−r (D)} n /∈ D
(83)
Likewise, A−D(n) is the set of arcs originating from nodes in the reliable backward
star of n that also lie in the reliable backward star of D, but not in D:
A−D(n) := {a ∈ A−(n) | t(a) ∈ N−−r (D), t(a) /∈ D}(84)
There are two corresponding sets of nodes:
N+D (n) :=
{
∅ n ∈ D
N+(n) ∩N−−r (D) n /∈ D
(85)
N−D (n) := (N
−(n) ∩N−−r (D)) \D(86)
The idea of the above definitions is that none of these sets should contain arcs
whose tail node is contained in D. As a consequence there are no arcs that are
completely contained in the set D. Passengers do not use such arcs, because they
leave the network once they have reached their destination.
Let us look at the Backward Pass Algorithm 1. The input is a passenger P ,
who wants to navigate through the network G. The passenger wants to finish her
journey somewhere inside the set D. As soon as she arrives in that set, the journey
ends. The passenger either has a desired arrival time or a desired departure time.
The algorithm uses a work queue Q. In Step 1, the work queue is initialized.
In Step 2 a node n ∈ Q is selected. Notice that in-vehicle nodes have to be selected
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Algorithm 1: Backward Pass: Mean Value Cost Function
Input : A time-expanded network G = (N,A) with a reliability function
r, a passenger P , a set D ⊂ N
Output: The mean value cost bP,D(n) for all nodes in the reliable
backward star N−−r (D) of D; a sorted set σD(n) of options for
each of these nodes
1 (Initialization) Q = D.
2 (Selection) if Q = ∅ then
Terminate.
else
Select n ∈ Q such that τ(n) = maxn′∈Q{τ(n′)}. In-vehicle nodes are
processed before stop nodes with the same time coordinate.
end
3 (Sorting) if Passenger P has a DAT τ(P ) and n ∈ D then
bP,D(n) = SD(τ(P ), τ(n)). Go to Step 2.
else
Sort the options in A+D(n) according to their cost
c′(ai) = c(ai) + bP,D(h(ai)) in a non-decreasing order.
end
4 (Probability) Determine the probabilities of the options according to the
sorted set σD(n): pi(ak) = r(ak) ·
∏k−1
i=1 (1− r(ai)).
5 (Cost) Determine bP,D(n) using the probabilities of the options and their
cost: if n ∈ O then
bP,D(n) =
∑j
i=1 pi(ai) · c′(ai).
else
bP,D(n) = b(n) +
∑j
i=1 pi(ai) · c′(ai).
end
6 (Update) Q = Q \ {n} ∪ {n′ ∈ N−(n) | r((n′, n)) = 1}. Go to Step 2.
before stop nodes with the same time-coordinate. This is because boarding arcs
connect stop nodes and in-vehicle nodes, and since it is a backward pass procedure,
the head nodes always have to be processed before the tail nodes. If n is a node in
D and the passenger has a desired arrival time, the schedule delay penalty now is
applied and the next steps are skipped. Otherwise the node is processed in Steps
3 to 6. First, the outbound options are sorted according to their expected cost
(Step 3). This yields the sorted set σD(n). Then the probability of each option is
determined based on the reliability of their arc (Step 4). In Step 5 the value of the
node is determined using the probability and the cost of each option. The schedule
delay penalty is not added if a passenger has a desired departure time and the node
is in the origin. This is because the passenger may encounter several nodes of the
origin. The schedule delay penalty, however, should be counted only once. This is
done in the forward pass. The predecessors of the node (i.e. the nodes that have an
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arc to it) are added to the work queue in Step 6 if they are connected with a reliable
arc. Then the next node is selected and processed. The algorithm terminates when
no nodes are left in the work queue.
The algorithm works outwards from D and backwards in time. At the end the
complete recursive reliable backward star of the destination set has been processed.
No other nodes are processed. This is because only those nodes are added to the
work queue who have a reliable arc into the set of nodes that were already processed.
At first it may seem strange that options with probability 0 are not removed
from σD(n). There is a reason for this that will become apparent in Chapter 4:
the passenger may have wrong perceptions of the reliabilities of the arcs. Arcs
that were deemed reliable may turn out to be unreliable. Arcs that seem to have
zero reliability may turn out to be accessible. In Chapter 4 it will be shown that
the passengers navigate based on reliabilities that are not the same as the actual
reliabilities as long as the network is not in equilibrium.
It should be noted that the passenger’s origin and the destination set D are
treated in an asymmetric way. The passenger never travels on an arc that originates
in D. When she reaches an node n ∈ D, she leaves the network. On the other hand,
the passenger can use arcs ending in the origin.
With the Backward Pass Algorithm we are half-way to an algorithm that finds
optimal strategies. What remains is to use the result of the backward pass to find a
root and then determine which nodes belong to the strategy. For this the Forward
Pass Algorithm 2 is used.
Let us have a look at the Forward Pass Algorithm 2. In Step 1 the root node
is chosen. It is the node n ∈ O in the passenger’s origin with the lowest cost.
The cost function bP,D may need to be adjusted with the one-time schedule delay
penalty that was introduced in Section 2.2. If none of the nodes in the origin O
of the passenger are in the reliable backward star of D, there is no reliable way
to get from O to D. In consequence, no strategy can be found. The rest of the
algorithm is very simple. The sorted sets of options σs∗(n) for the optimal strategy
s∗ are identical to the sets that were found in the backward pass. After this set is
determined for the currently processed node in Step 3, the work queue is updated
in Step 4 and the next node is processed. Since this is a forward pass, tail nodes
of arcs have to be processed before head nodes of arcs. Therefore, stop nodes are
processed before in-vehicle nodes with the same time-coordinate.
Notice the difference of the treatment of schedule delay penalties for passengers
with DDT and DAT: for passengers with a desired departure time the schedule delay
penalty may be modelled as additional costs of the root node. It is important that
these costs are not part of the cost function bP,D, because they should be applied
only once. If the schedule delay costs were part of bP,D, they would also be part of
the cost of options. Then the passenger might experience the schedule delay costs
at the root node and when she arrives at a successor node. This is not the correct
way to model schedule delay costs.
In conclusion, in the Forward Pass Algorithm 2 a root is determined, and then
the nodes that belong to the strategy are picked up along the way.
The backward pass followed by the forward pass correctly determine the optimal
strategy of a passenger. At first it will be shown that the Backward Pass Algorithm
works correctly. Then it will be shown that with a forward pass following the
backward pass an optimal strategy can be determined.
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Algorithm 2: Forward Pass
Input : A time-expanded network G = (N,A), a passenger P with an
origin O ⊂ N , a destination set D ⊂ N , a (calculated) cost
function bP,D
Output: An optimal strategy s∗ for the passenger, if it exists
1 (Selection of the Root) if O ∩N−−r (D) = ∅ then
Terminate.
else
if Passenger P has a DDT then
Find nr ∈ O such that
bP,D(nr) = minn′∈O{bP,D(n′) + SD(τ(P ), τ(n′)}.
else
Find nr ∈ O such that bP,D(nr) = minn′∈O{bP,D(n′)}.
end
Set Q = {nr}.
end
2 (Selection) if Q = ∅ then
Terminate.
else
Select n ∈ Q such that τ(n) = minn′∈Q{τ(n′)}. Stop nodes are
processed before in-vehicle nodes with the same time coordinate.
end
3 (Set Options) Set σs∗(n) = σD(n).
4 (Update) Q = (Q \ {n}) ∪N+D (n). Go to Step 2.
Theorem 1. The Backward Pass Algorithm 1 works correctly.
Proof. There are three facts to show: the first is that the cost bP,D is deter-
mined correctly. For this the nodes have to be processed in the correct order. At
the moment a node is processed the data that is needed to determine its cost, i.e.
the cost of the options, already must have been determined correctly. The second
is that all nodes in the reliable backward star of D are reached. The third fact is
that for each node n that is processed, a correctly sorted set σ(n) is created. This
last fact follows from Step 3.
The first two facts are shown with induction. Let the forward length with
respect to D of a node mD(n) be the maximum number of arcs of a path starting
in n and lying completely inside the reliable backward star of D. The induction is
over mD(n). For mD = 0 we look at exactly the nodes that are in D: all nodes in
D have length mD(n) = 0, because in Step 3 no options are considered that start
in D. Nodes outside of D that lie in the reliable backward star N−−r (D) have a
forward length of at least 1, because they have a path of non-zero length that leads
into D. Since all the nodes in D are added to Q in Step 1, the induction assumption
holds.
Suppose now that the assumption is true for some arbitrary but fixed mD. Let
n be a node with mD(n) = mD+1. Then all the outbound options a in A
+
D(n) have
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mD(h(a)) ≤ mD; for these nodes the induction assumption holds. This means that
by the induction assumption all the nodes in A+D(n) are processed in the Backward
Pass Algorithm. For all these nodes we have τ(h(a)) > τ(t(a)) (except if a is a
boarding arc, but the selection rule takes care of that), therefore they are processed
before t(a) = n according to the selection rule in Step 2—if n is processed at all.
But n is processed indeed: since it is an element of the reliable backward star
N−−r (D), it has a reliable arc into N
−−
r (D). Suppose that h(a
′) is the head node
of that arc. At some point that node is processed, then in Step 6 node n is added
to Q.
Since all nodes in the reliable backward star of D are processed, all the valid
options of a given node n must be processed at some time. This time is before the
node n itself is processed, because node n has a smaller time coordinate. Therefore,
the cost of node n can be determined correctly using the—already calculated—cost
of its options. 
Theorem 2. Let G = (N,A) be a time-expanded network, P a passenger,
D ⊂ N a destination and bP,D : N → R+ a cost function. The Backward Pass
Algorithm followed by the Forward Pass Algorithm correctly determines an optimal
strategy s∗ for passenger P .
Proof. Strategy s∗ is locally optimal. Both properties for local optimality
follow directly from Step 3 of Algorithm 2. In Step 1 of the Forward Pass Algorithm
an optimal root is selected for the strategy. Assuming that the Forward Pass
Algorithm works correctly, it follows from Corollary 2 that s∗ is globally optimal.
Therefore, it remains to show that the Forward Pass Algorithm actually determines
a strategy.
The algorithm finds one root. It is determined in Step 1. All other nodes are
added later to the work queue in Step 4 as successors of some other node. Only
nodes in N−−r (D) enter the work queue. This is guaranteed by the selection rule
and the definition of N+D (n). Therefore, for a node n no successor node is added
to the work queue if and only if n lies in D. Thus all properties of strategies are
satisfied. 
2.3.5. Application of the Model. The definition of the cost function pre-
sented in this section is very similar to the cost function that was introduced in
Hamdouch and Lawphongpanich (2008). There are, however, subtle differences.
In Hamdouch and Lawphongpanich (2008), cost was based on so-called arc access
probabilities. The difference is that arc access probabilities are not based on re-
liabilities of arcs that stand for themselves, but are calculated in an assignment
procedure that involves network loading. Arc access probabilities depend on the
arrival times of passengers at a stop if boarding is first-in-first-out (FIFO) in the
same way as reliabilities do.
The advantage of the model that is presented here is that it can be used to
determine strategy costs without the need of a loading procedure. As such it can
be used to model route choice even outside the context of assignment. For example,
it can be used in the future for portable journey planners that take into account
the passenger flows in the network.
Of course, the model is only useful if realistic boarding probabilities are used
as input. This kind of input is hard to obtain by observation. It would involve
observing platforms and counting the passengers that are able to board and the
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passengers that are not able to board. Of the passengers that remain on the plat-
form one would have to know whether they did not board because they were unable
to board or they did not want to board.
One final fine point is that not the actual reliability needs to be basis for
strategy, but the perceived reliability could be used as well. If a connection is
unreliable in a passenger’s perception rather than in reality, the passenger might still
not use that connection. However, obtaining perceived reliabilities from passengers
may be equally challenging as observing them.
In conclusion, it is not assumed that the reliabilities are observed or obtained
from surveys, but that they are calculated in the model. In Chapter 4 it will be
shown how reliabilities are derived from a loading procedure.
2.3.6. Conclusion. In this section strategies were introduced. They are a
way for passengers to navigate in unreliable networks. A cost function was defined
and used to define optimality of strategies. There are two types of optimality:
local optimality and global optimality. For the mean value cost function that was
used throughout the section, it was shown that local optimality is a prerequisite for
global optimality.
The underlying assumptions of the mean value cost function are that the pas-
senger has complete information and that she is not risk averse in the sense that bad
outcomes outweigh good outcomes in some sense. These are strong assumptions.
In Chapter 3 different types of risk averseness will therefore be analyzed. It will
be shown that strategies can also be used to model passengers who have limited
information and passengers who use portable journey planners.
CHAPTER 3
Strategy Cost Functions
In this chapter the original strategy model is extended by defining cost functions
that better reflect risk-aversess, bounded rationality and limited information.
In Section 3.1 strategy costs are expressed in terms of properties of random
variables. This framework allows to model the passenger’s averseness to travel time
variability. Approaches known from private traffic are transferred to public trans-
port and their usefullness is analyzed. The concept of consistency is introduced,
which is necessary to model rational passenger behaviour. This allows using the
mean variance cost function and the mean excess cost function that are known from
private traffic.
In Section 3.2 strategy models for passengers with limited information are devel-
oped. Since frequencies in congested networks usually are high, one must assume
that passengers usually navigate based on headways, not based on the schedule.
Therefore an approach to model passengers that navigate based on headways is
developed. Since strategies can become very complex, ideas for bounded rational-
ity are also developed. Finally, the possibility that passengers in the future have
portable devices that supply information about the reliability of the network, is
taken into account, and approaches to model this type of passengers are developed.
3.1. Consistency and Other Cost Functions
In Section 2.3 a cost function for strategies was introduced as mean value cost
function. It used values called “probabilities” to define the node costs. In this
section the notion of strategy costs as a random variable will be analyzed more
rigorously. It will turn out that the node costs as introduced in Section 2.3 can be
expressed as the mean value of a random variable. The random variable reflects
the fact that the journey of a passenger can have different outcomes in our model.
The outcomes depend on whether boarding on unreliable boarding arcs fails or not.
When node costs can be expressed in terms of properties of random variables,
it is interesting to analyze what other values connected to random variables can be
used to define cost functions. One idea is to use the variance of the random variable
to express the passengers’ averseness to travel time variability. Another idea is to
guarantee on-time-arrival with a certain probability. Some of the findings in this
section were published in Rochau et al. (2012).
In Subsection 3.1.1 random variables are defined that can be used to define
cost functions. In Subsection 3.1.2 the technical concept of consistency will be
introduced. Consistency is a property a cost function may or may not have. If a
cost function is not consistent, the search algorithm for optimal strategies needs to
be adjusted. In the following subsections different cost functions will be analyzed:
in Subsection 3.1.3, the mean value cost function will be analyzed; in 3.1.4 the mean
variance cost function, and in Subsection 3.1.5 the mean excess cost function.
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3.1.1. Strategy Cost as a Random Variable. In the strategy model used
in this thesis, the outcome of a passenger’s journey is uncertain. This is due to the
fact that boarding a vehicle may or may not fail. For the outcome of the passenger’s
journey in terms of cost, a random variable can be defined recursively by defining
a random variable for each node of the passenger’s strategy.
For the mathematical definition of cost functions, two helper variables are
needed.
Definition 30. Let n ∈ N be a node and σ(n) = {a1, . . . , aj} be the ordered
set of outbound options. There exists at least one reliable outbound option. Let
Yj(n) be a discrete random variable with the values 1, . . . , j and the probabilities
pi(Yj(n) = k) := pi(ai) = r(ai) ·
i−1∏
k=1
(1− r(ak)).(87)
The variable Ii(Yj) is an indicator variable:
Ii(Yj) :=
{
1 Yj = i
0 otherwise
(88)
This means that Yj takes the values 1, . . . , j with a certain probability. It can
be interpreted as the random choice of the index of the outbound arcs a1, . . . , aj .
So the outcome of Yj decides, which outbound arc is used.
The random variable of a node n ∈ N consists of two components: the first
component is the random event of which outbound arc will be used. For this the
random variable Yj = k was introduced. The second component is the random
outcome of the random variable that is defined at the head node of the randomly
chosen arc.
Definition 31. Let D ⊂ N be the destination set of some passenger P . Sup-
pose that for all nodes in N++(n) ∩ N−−r (D), i.e. nodes that are in the forward
star of n and in the reliable backward star of D the options are sorted in some way.
Then
XD(n) :=
{
SDD(τ(P ), τ(n)) n ∈ D
b(n) +
∑j
i=1 Ii(Yj)(n) · (c(ai) +XD(h(ai))) n /∈ D
(89)
is the discrete random variable associated with any node n ∈ N−−(D). The values
of this variable are denoted x1D(n), x
2
D(n), . . . .
For nodes in the destination set D the random variable has only one value: it
is always equal to the schedule delay (which is zero if the passenger has a desired
departure time). In the other nodes the definition of the random variable is based on
the random variables at the head nodes of its options and their order. In Definition
31 the options are “sorted in some way”. It can be assumed that the options are
sorted according to the passenger’s strategy. The definition is more general, because
this way it can be used in the backward pass algorithm; then node costs can be
defined even though there is no strategy yet. If all the sets of options are sorted
according to some passenger’s strategy s, the random variable will be called Xs.
The random variable can only be defined for nodes in the reliable backward
star N−−r (D), because the probabilities have to add up to 1.
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There is a straightforward way to calculate the mean E[X] of the random
variables.
Proposition 2. Let XD(n) be the random variable associated with some node
n in the reliable backward star N−−r (D). Let a1, . . . , aj ∈ A++r (D) be its outbound
options into N−−r (D). Then
E[XD(n)] = b(n) +
j∑
i=1
pi(ai)
(
c(ai) + E[XD(h(ai))]
)
(90)
Proof. For the proof only the definition of the expected value needs to be
applied.
E[XD(n)] = b(n) +
j∑
i=1
pi(Yj = i)
ji∑
k=1
pi
(
XD(h(ai)) = x
k
D(h(ai))
) · (c(ai) + xkD(h(ai))).
(91)
Here ji is the number of values the random variable XD(h(ai)) can assume. The
value in the second sum can be seen as the definition of the expected value of a
random variable X ′D(h(ai)) := XD(h(ai)) + c(ai). Thus
E[XD(n)] = b(n) +
j∑
i=1
pi(ai) · E[X ′D(h(ai)](92)
= b(n) +
j∑
i=1
pi(ai)
(
c(ai) + E[XD(h(ai)]
)
.(93)

The random variable XD(n) has been defined using intrinsic node costs b(n)
and intrinsic arc costs c(a). The intrinsic node costs b(n) reflect schedule delay
and in-vehicle time, the intrinsic arc costs c(a) reflect walking time, waiting time
and transfer costs. These cost functions can be expressed as sums of cost functions
which represent only one aspect of the cost. For example, if a passenger has a
desired arrival time, the cost function b(n) can be expressed as sum of the functions
bSDL, bDL and bTT , where SDL and DL stand for the late schedule delay penalties,
and TT for travel time:
b(n) = bSDL(n) + bDL(n) + bTT (n)(94)
The same could be done for early schedule delay and for the cost function c(a).
From these cost functions random variables can be derived in the same way XD(n)
was derived.
Definition 32. Let D ⊂ N be the destination set of some passenger P . Then
XSDED (n) :=
{
SDE(τ(P ), τ(n)) n ∈ D∑j
i=1 Ii(Yj) · (XSDED (h(ai))) n /∈ D
(95)
XSDLD (n) :=
{
SDL(τ(P ), τ(n)) n ∈ D∑j
i=1 Ii(Yj) · (XSDLD (h(ai))) n /∈ D
(96)
XDLD (n) :=
{
DL(τ(P ), τ(n)) n ∈ D∑j
i=1 Ii(Yj) · (XDLD (h(ai))) n /∈ D
(97)
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are discrete random variables associated with any node n ∈ N−−r (D).
These random variables reflect some of the components of the cost function.
For example, E[XSDE ] is the expected early schedule delay penalty of a strategy.
The additivity of the cost components naturally transfers to the additivity of the
random variables. It can be used to define a random variable that reflects the
expected schedule delay.
XSD := XSDE +XSDL +XDL .(98)
One interesting random variable is the one that reflects expected travel time. It
will be used in the mean excess approach that will be analyzed later in this section.
Definition 33. Let D ⊂ N be the destination set of some passenger P . Sup-
pose that for all nodes in N++(n) ∩N−−(D) the options are sorted in some way.
Then
TTP (n) :=
{
0 n ∈ D
b(n) +
∑j
i=1 Ii(Yj)
(
τ(h(ai))− τ(t(ai))
)
(TTP (h(ai))) n /∈ D
(99)
is called the random travel time variable.
The random variable TTP can also be written as TTD(s, n) if it refers to a
destination and a strategy.
This subsection gave us the means to define various cost functions. In the next
subsection it will be shown that when a cost function is defined, it is also necessary
to have a look at how the passenger will order his choices.
3.1.2. Sorting Options. The idea of defining random variables for strategies
was to define cost functions that are based on these variables. There is a catch in
this idea that will be pointed out in a short example. It concerns the ordering of
the choices. For the example the mean variance cost function will be introduced
here. It will be analyzed in more detail in Subsection 3.1.4.
Let s be a strategy, n ∈ Ns a node, D a destination, and λ > 0 a parameter.
The mean variance cost function is defined as
bs(n) := E[Xs(n)] + λV [TTD(s, n)](100)
Here, V [X] is the variance of X, and TTD(s, n) is the random travel time variable
with respect to D and strategy s.
See Figure 3.1. A passenger standing at stop S at minute 10—let this node
in the graph be n—has two options. The first is to take the fast connection a1,
which has a reliability of r(a1) = 0.8. The second is to take the slow connection a2.
This connection is reliable. It is assumed that the passenger behaves rationally in
some way. While in general it is hard to define, what “rational” means, it is rather
clear in this example that the vast majority of passengers would try to use the fast
connection and only when this fails use the slow connection.
The sorted set of options in n is σ(n) = {a1, a2}. Let X be the random
variable for node n. Assuming that the passenger has a desired departure time, i.e.
the random variables for schedule delay in D are 0, the expected cost is
E[X] = 0.8 · 10 + 0.2 · 30 = 14,(101)
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Figure 3.1. Example network for the mean variance cost function
the variance is
V [X] = 0.8 · (10− 20)2 + 0.2 · (20− 30)2 = 100.(102)
Assuming that λ = 0.25, we have
bs(n) = 14 + 0.25 · 100 = 39.(103)
Suppose now that the passenger disregards the fast vehicle and only chooses to
board the slow vehicle. Then σ′(n) = {a2}. The corresponding random variable
X ′ has
E[X ′] = 30(104)
and
V [X ′] = 0.(105)
Hence
bs′(n) = 30.(106)
This means that the passenger can reduce costs by omitting an attractive choice.
Based on the optimality framework that was presented in Section 2.3, σ′(n) is the
locally optimal choice. As a consequence an algorithm for optimal strategy search
would favour σ′(n) over σ(n). This clearly is not a desirable property of the model
or the algorithm. The remainder of this section deals with solving this problem.
Let us analyze the nature of the problem. The variability of the possible travel
times to the destination should somehow be reflected in the cost function. A pas-
senger at node n, who regards several options, is interested in the variability that
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lies in each of the options. He is no longer interested in the variability of the travel
times in n. One might say that he already committed himself to the variability of
node n when he moved there. Once at node n, only the variability of each of the
options is interesting. In the example above, each of the two options at node n has
no variability, since they lead directly to the destination. So the variability lies in
node n. But when the passenger arrives at n, the variability is no longer important.
It is assumed that a passenger at a node behaves consistently :
Definition 34. A passenger’s behaviour at a stop at a given time is consistent,
if he tries his options in increasing order of their cost. A more attractive option is
tried before a less attractive option. When an option fails, the passenger tries the
next best option.
This behaviour gives rise to a certain variability in the resulting path to the
destination, especially if the most attractive choices are very unreliable and the
outcomes differ a lot in their cost. The passenger is immune to this variability
because he tries to optimize the travelling costs. The best plan for this is to use
the best options first.
Nevertheless, when the passenger tries to decide, whether he should navigate
to a node, he is interested in the variability of the costs. However, he knows he will
behave consistently at the node. Therefore, he has to take into account the cost of
the consistent behaviour, not the cost of some behaviour where, for example, good
connections are skipped in order to reduce travel time variability.
The concept of consistent behaviour is an alternative to the notion of optimality
that was introduced in Section 2.3. It will now be explained how this concept can
be translated in the mathematical model.
At first, the definition of consistency will be restated in terms of the search
graph and the cost function.
Definition 35. Let G = (N,A) be a time-expanded network, c′ : A → R+
a cost function for the options. Let n ∈ N be a node and the sorted set σ(n) =
{a1, . . . , aj} ⊂ A+(n) be a set of options such that for all pairs of indices i, k with
1 ≤ i ≤ k ≤ j it follows that c′(ai) ≤ c′(ak). Then σ(n) is called consistent.
This definition is the same as Definition 34: the options are ordered in a non-
decreasing order. The concept of consistency can be transferred to strategies:
Definition 36. A strategy s for which the options of all nodes n ∈ Ns are
ordered consistently is called consistent.
Consistent strategies are interesting. In fact, they are even more interesting
than optimal strategies. This was shown in the example with the mean variance
cost function above. The optimal strategy σ′(n) = {a2} does not reflect sensible
behaviour in that example, the consistent strategy σ(n) = {a1, a2} does.
The concept of consistency can be transferred to cost functions in order to make
a connection between consistent and optimal strategies.
Definition 37. Let G = (N,A) be a time-expanded network, b a cost function,
and n any node in N . Assume that the cost c′(a) = c(a)+ b(h(a)) of all the options
a ∈ A+(n) is known. Let σ(n) = {a1, . . . , aj} be a sorted set of options. Suppose
that b has the following properties:
(1) If for two options ai, ak with i < k in σ(n) we have c
′(ai) > c′(ak), then
swapping the two options does not increase the cost b(n).
3.1. CONSISTENCY AND OTHER COST FUNCTIONS 63
(2) If there are two options a, a′ ∈ A+(n) with a ∈ σ(n) and a′ /∈ σ(n) and
c′(a) > c′(a′), then inserting a′ to σ(n) before a does not increase the cost
b(n).
(3) Let a ∈ σ(n) be an option with pi(a) = 0. Removing a from σ(n) does not
change the cost b(n).
Then the cost function b is called consistent. Otherwise it is inconsistent.
These are very natural properties. It seems reasonable that a passenger would
prefer the good options to the not-so-good options (Property 1). It also seems
reasonable that a passenger thinks that he improves his strategy, i.e. lowers his
cost, by adding good choices to his choice set. Likewise, it seems reasonable that a
passenger cannot improve his strategy by leaving out good opportunities (Property
2). Finally, it would be strange if choices would affect the passenger’s perceived
cost if their probability was zero (Property 3).
It should be noted that the cost of the options is fixed. Changing the set σ(n)
by adding or removing options or changing their order does not affect the cost of
each individual option. It only changes the cost of the node, i.e. the cost of the set
of options as a whole.
Consistency and Optimality are not contradictory notions. A passenger who
orders his choices by expected cost optimizes this order. So consistency also in-
corporates a notion of optimality. It is just that when he orders the choices, the
passenger “pays no attention” to the resulting value of the cost function b. It is
that fact that might look like a contradiction between consistency and optimality.
However, one might reasonably assume that passengers tend to optimize the order
of their choices, not an abstract cost function.
Consistency of a cost function is not a sign for quality per se. Consistent cost
functions just have the pleasant property that consistent orders of options are also
optimal, as will be shown next.
The Backward Pass Algorithm has to be adjusted to work for the class of
consistent cost functions. The mean value cost function that was already analyzed
is an element of this class. See Algorithm 3.
Algorithm 3 in principle works like Algorithm 1. The main difference lies in
the more general way of determining the cost of a node based on the cost of the
options in Step 4.
Notice that the running time of the algorithm is not clear, because no strict
assumptions are made about the structure of the cost function. For example, de-
termining mean value and variance for the mean variance cost function can be
done in linear time in the number of options. Other cost functions might be more
demanding in terms of running time and memory consumption.
The Forward Pass Algorithm 2 for consistent cost functions is the same as for
the mean value cost function.
Corollary 3. Algorithm 3 followed by Algorithm 2 correctly determines a
consistent strategy with minimal cost.
Proof. This follows from the proof of Theorem 2 in Section 2.3. In Step 3
the options are sorted consistently for the node that is currently processed. In the
forward pass, the node with the lowest cost is determined as root of the strategy.
Therefore, the resulting strategy is consistent and there is no consistent strategy
that has lower cost. 
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Algorithm 3: Backward Pass: Consistent Cost Functions
Input : A time-expanded network G = (N,A) with a reliability function
r, a passenger P , a set D ⊂ N
Output: The cost bP,D(n) for all nodes in the reliable backward star
N−−r (D) of D for the consistent cost function b; a sorted set σD(n)
of options for each of these nodes
1 (Initialization) Q = D.
2 (Selection) if Q = ∅ then
Terminate.
else
Select n ∈ Q such that τ(n) = maxn′∈Q{τ(n′)}.
end
3 (Sorting) if n ∈ D then
A+D(n) = ∅.
else
Set σD(n) = A
+
D(n). Sort the options in σD(n) according to their cost
c′(ai) = c(ai) + bP,D(h(ai)) in a non-decreasing order.
end
4 (Cost) Determine bP,D(n) based on the sorted set σD(n).
5 (Update) Q = Q \ {n} ∪ {n′ ∈ N−(n) | r((n′, n)) = 1}. Go to Step 2.
Now several cost functions will be described that are based on the fact that
travel time (or travel cost) is a random variable.
3.1.3. The Mean Value Cost Function. This cost function is for passen-
gers who optimize the expected value of their cost. This is an important cost
function, because one may reasonably assume that the rational passenger uses this
cost function.
Definition 38. Let s be a strategy, n ∈ Ns a node. The mean value cost
function is defined as
bs(n) := E[Xs(n)](107)
This cost function is, in fact, a special case of the mean variance cost function!
In Section 2.3 on page 42 a different cost function was introduced as the mean
value cost function. Both functions are identical, as we will prove with the following
proposition.
Proposition 3. Let P be a passenger with destination D and strategy s. Let
bs(n) be the mean value cost function. Then
bs(n) = b(n) +
j∑
i=1
pii · c′(ai)
= b(n) +
j∑
i=1
pii ·
(
c(ai) + bs(h(ai))
)(108)
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Proof. For the proof induction is used. The claim is true for the nodes in D:
here, bs(n) = b(n) = SD(τ(P ), τ(n)) = E[Xs(n)] is the expected value of the trivial
random variable Xs(n), which takes the value SD(τ(P ), τ(n)) with probability 1,
as follows from Definition 31.
Suppose now that the assumption is true for the head nodes of some node
n ∈ Ns. Then 108 follows from 91 in Proposition 2: the right hand sides are
identical by the induction assumption. Therefore, the left hand sides are identical.
This completes the proof. 
Proposition 4. The mean value cost function is consistent.
Proof. It will be shown that the mean value cost function satisfies the prop-
erties of Definition 37 on page 62. Properties 1 and 2 were already shown in Lemma
3. From the definition of the mean value cost function it is clear that Property 3 is
also satisfied. 
3.1.4. The Mean Variance Cost Function. One well-known approach to
define cost of a path that has a distribution of arrival times is the mean variance
cost function that was mentioned earlier in this section. Passengers try to avoid
variability in their travel times. Therefore, the variance of the aforementioned
random variable is a cost factor.
Definition 39. Let s be a strategy, n ∈ Ns a node, D a destination, and λ > 0
a parameter. The mean variance cost function is defined as
bs(n) := E[Xs(n)] + λV [TTD(s, n)](109)
This cost function has only the variance of travel times as a cost component.
The variability of the schedule delay is not a part of the cost function. Instead, the
schedule delay is only contained in the first term, the mean value. This is because
in the literature it is only assumed that the passengers are averse to variability of
travel times, not variability of costs as such. For example, the transfer penalty
is modelled as a cost on alighting arcs. If the variance of this cost component
were a part of the cost function, it would express the “passengers’ averseness to
variability in the number of transfers”. It has not yet been analyzed whether such
an averseness exists. Therefore, the second term of the cost function is restricted
to travel time.
As mentioned, the mean variance approach and the scheduling approach are
competing approaches to model passengers’ averseness to travel time variability.
Under the assumption that explicit modelling of schedule delay penalties is not
necessary, the first term on the right hand side of (109) can be replaced with
E[TTD(s, n)]. However, in that case the problem arises to define a set of possible
departure or arrival times for the passenger, since the cost function no longer has
components that depend on the time-of-day. This would mean that the passenger
would choose his strategy without considering the expected arrival time at the
destination. One way to avoid this problem is to constrict the set D(P ) to possibly
attractive arrival times.
The example in Figure 3.1 is taken from Jackson and Jucker (1982). In that
paper a survey is described, whose objective was to determine the value of λ. The
survey was independent of the travel mode, but the authors assumed that most
of the replies would refer to automobile mode. Failure-to-board a public transit
vehicle is not mentioned as a source for delay in that paper.
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Figure 3.2. Mean Variance Cost Function, Alternative Network
The participants would be asked whether they preferred a connection that
always takes 30 minutes, or a connection that usually takes 20 minutes but has
a possible delay of 20 minutes once a week. Therefore, the distribution of travel
times was the same discrete distribution that results from the strategy model. It
should be noted that in the strategy model it is necessary to insert a transfer for
the unreliable connection, since that is the only situation where delays can occur
in our model. It is not necessary that the first leg of the trip take 10 minutes. The
situation in Figure 3.2 is similar, but the first leg only takes 6 minutes. The cost at
stop O for the option to go to stop S is the same as in Figure 3.1, as can be easily
confirmed.
The example confirms that the mean variance cost function is inconsistent. For
λ large enough, the strategy to always take the slower connection at stop S has
lower cost than trying to board the fast vehicle. This is because if the passenger
always takes the slower vehicle there is no variance in his travel times. For λ = 0
the mean variance cost function degenerates to the mean value cost function. Here,
the best strategy is to go to stop S and try to board the fast vehicle.
The example shows that the strategy model can be used to reproduce travel
behaviour where passengers are averse to travel time variability. This is based on
the assumption, that averseness to travel time variability can be modelled with the
mean variance cost function.
3.1.5. The Mean Excess Cost Function. In recent literature (Chen and
Zhou, 2010; Xu and Chen, 2010) the mean excess approach was analyzed. The
basic idea is that the passenger has a desired arrival time and wants to arrive at
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the destination on time with a certain probability α. The value α is called the
confidence level. However, it is also important for the passenger that if he does
not arrive on time, the delay still is not too bad. In Definitions 40 to 42 the
nomenclature from Xu and Chen (2010) will be used. A path here means a path in
a traffic network, not a path in the time-expanded network.
Definition 40. Given a confidence level 0 < α < 1, the minimum path travel
time budget of path p is defined as
ξp(α) := min{t | pi(Tp ≤ t) ≥ α},(110)
where Tp is the random travel time of path p.
Definition 41. Given a confidence level 0 < α < 1, the mean excess travel
time of path p is defined as
ηp(α) := E[Tp | Tp ≥ ξp(α))](111)
These definitions and the notation are used in Chen and Zhou (2010). The
mean excess travel time is the conditional expected value of the travel times of
path p exceeding the travel time budget. It is the assumption of the mean excess
approach that the passenger tries to minimize the mean excess cost.
Definition 42. Let 0 < α < 1 be a confidence level, let PO,D be the set of all
paths from origin O to destination D. A path p with
ηp(α) = min{ηp′(α) | p′ ∈ PO,D}(112)
is called a mean excess path from O to D.
The questions on which the traveller’s behaviour is based are “how much time
do I need to allow?” and “how bad should I expect from the worse cases?” (Chen
and Zhou, 2010).
The first question suggests that the traveller has a fixed arrival time and chooses
his departure time according to the travel time distribution of the path he chooses.
This means that the departure time is chosen so that the probability of on-time-
arrival is exactly α.
In the model the traveller chooses the path before starting the trip and sticks
to it until the end. This implies that during his trip the passenger does not gain ad-
ditional information, for example about traffic conditions or how well he did so far;
hence there is no reason to reevaluate the original choice. This is a simplification—
in reality travellers are able to tell during the trip how good the progress has been.
The arrival time of the passenger at some intermediate point might have an effect
on how he continues his trip. Path choice could be viewed as a continuous pro-
cess, where the traveller optimizes his choices en-route based on the information he
obtains along the trip.
In the following the strategy model will be analyzed with respect to informa-
tion gained along the trip. An adapted version of the mean excess model will be
developed.
These are the alterations to the original model: in the original model it is as-
sumed that the origin of the variability of the passenger’s travel times is congestion
on the links. In the strategy model, the reason for variability of travel times is
failure to board a vehicle. This means that in the strategy model the variability of
travel times is not an atomic property of the strategy, but it can be traced back to
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a finite number of events. The passenger notices when he succeeds in boarding or
fails to board a vehicle and immediately knows that his chances of on-time-arrival
have changed. Therefore, he may rethink his choice based on the new information
he gained during the trip. The mean excess model for strategies needs to be altered
to accommodate this fact.
Suppose a passenger P with desired arrival time τ(P ) and strategy s is at some
node n ∈ Ns in the time-expanded network. He knows exactly how much time he
has left: τ(P )−τ(n). The passenger’s strategy s has a distribution of arrival times.
Strategy s has a finite number of paths from n to the destination D, each one with
a certain probability.
Definition 43. The travel time budget of a node n ∈ N is defined as
ξP (n) := τ(P )− τ(n).(113)
Definition 44. Let P be a passenger with a desired arrival time τ(P ), a
strategy s, and n ∈ Ns a node. Let TTP (s, n) be the distribution of the remaining
travel time for strategy s. Then the probability
αP (n) := pi(TTP (s, n) ≤ ξP (n))(114)
is called the confidence level of node n with respect to s. Let a be an arc with
h(a) = n. Then α(a) := α(n) is called the confidence level of the option a.
The passenger is only interested in the costs of the paths that let him arrive
later than τ(P ) (“how bad should I expect from the worse cases?”). Unlike in the
original model, the passenger does not choose his departure time, since he already
started his trip. The amount of remaining time, i.e. the travel time budget, is fixed
and known.
Notice that here the definition of the confidence level is based on the travel time
budget, while it is the other way around in the original mean excess model. Both
approaches make sense in their context: in the original model it is the objective to
determine the optimal departure time. In the current context it is the objective to
determine attractiveness of different choices based on a given departure time.
Proposition 5.
ξP (n) ≥ min{t | pi(TTP (s, n) ≤ t) ≥ αP (n)}(115)
This proposition is clear and needs no proof. This is the same as the Definition
41 for paths.
Now the cost function will be defined. It will be based on the random variable
XD(n), which is based on the probability of the options. Therefore, the first step
for the definition of the cost function is the definition of the costs of the choices.
Definition 45. Let n be a node. The cost of an option a is defined as
c′(a) := c(a) + E[TTP (h(a))](116)
if α(a) = 0 and
c′(a) := c(a) + E[Xs(h(a)) | TTP (h(a)) > ξP (h(a))](117)
if α(a) > 0.
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The choices will be ordered consistently. It should be noted that the options
with an on-time probability of 1 do not necessarily have lower costs than the ones
with on-time probability less than 1. A fast option that is always on time may be
unattractive because it contains many transfers or long walks.
Definition 46. Let s be a strategy with destination D, P a passenger with
desired arrival time τ(P ). The mean excess cost function b is defined in the following
way:
bs(n) :=

0 n ∈ D, τ(n) ≤ τ(P )
τ(n)− τ(P ) n ∈ D, τ(n) > τ(P )
E[Xs(n) | TTP (s, n) > ξP (α, n)] n /∈ D,pi(TTP (s, n) > ξP (α, n)) > 0
E[Xs(n)] else
(118)
One remaining question is the selection of the root. In the original mean excess
approach for private traffic the passenger determines his departure time with the
travel time distribution and the confidence level α. In the mean excess cost function
for strategies there is no mechanism to penalize early arrival. Therefore, the cost
of very early nodes is very low. In fact, the cost of the nodes in the origin is 0 if
the probability of on-time arrival is 1. As a consequence, not the nodes with the
lowest costs should be chosen in the origin.
A passenger with confidence level α chooses the root nr of his strategy s as the
latest possible departure that has the necessary confidence level:
nr := argmax{τ(n) | n ∈ O,αP (n) ≥ α}.(119)
This answers the question “how much time do I need to allow?” from the
beginning (Chen and Zhou, 2010). Notice that in (119) the value α again is the
confidence level of the original approach. Since there is always a maximum travel
time for strategies, this approach also works for α = 1. In that case the cost of
travelling is determined solely by the worst outcome. In the original approach it is
usually assumed in the literature that α < 1, because there is no upper bound for
the travel times. It should be noted that the confidence level of the passenger only
affects the passenger’s choice of the route. This means that the passenger’s risk
averseness only affects his departure time and the choice of the strategy. During the
trip the risk averseness of different passengers is not important, they behave in the
same way in the same situation. Equation (119) guarantees that more risk-averse
passengers choose earlier departure times, as would be expected.
3.1.6. Conclusions. In this section several cost functions were presented.
The mean value cost function was used by previous authors (Hamdouch and Law-
phongpanich, 2008) and was already defined by way of introduction in Section 2.3.
It reflects rational behaviour of a passenger who wants to minimize average costs.
The options are sorted by their costs, and since the mean value cost function is con-
sistent, the preferred strategies are also optimal. The mean variance cost function
contains a term that contains the passengers’ averseness to travel time variability.
When the choices are ordered consistently, this does not mean that the costs are
minimized. This was shown with an example—the mean variance cost function is
not consistent. Finally, the mean excess cost function that was recently developed
for private traffic was transferred to public transport. An important difference to
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the private traffic model is that the passenger gains information along the way and
can adjust his behaviour according to how successful the first part of the journey
was. On the way the travel time budget determines the confidence level.
The notion to base the cost of nodes and strategies on properties of random
variables like mean value and variance opens a wide range of possible cost functions.
While it is not hard to define models that sound plausible in theory, it remains to
show that these models are useful in practical applications. This could be done by
integrating these strategy choice models in an assignment model, as will be done in
Chapter 4. The resulting flows of the assignment procedure could be compared to
real passenger flows. A second possibility is to confirm the passengers’ preferences
through surveys. Given the complexity of strategies and the cost functions, this
seems to be a challenging task.
3.2. Information
In this section different information scenarios and bounded rationality ap-
proaches are analyzed. In the previous sections it was assumed that the passenger
had knowledge of the complete network, the complete schedule and the loading
situation, from which the reliabilities were derived. Now different scenarios are
analyzed, in which the passenger has limited knowledge in at least one of these
dimensions.
In Subsection 3.2.1 a scenario is analyzed, where the passenger navigates based
on line frequencies. It is a reasonable assumption that passengers do this in high-
frequency networks, even if they are familiar with the network. The modelling task
here consists of creating headway-based data from the given schedule-based data. In
Subsection 3.2.2 the potential value of portable journey planners is analyzed. Such
a device could provide the passenger with information about optimal connections in
a congested network. This is compared to the current situation, where passengers
can obtain information about optimal paths from the internet, but are not provided
with information about what to do if a connection is missed. Finally, in Subsection
3.2.3 scenarios are analyzed where the passenger restricts herself to a route through
the network. This means that she keeps to the original route even though there
might be better alternatives. The idea is to reduce the complexity of the chosen
strategy so that it can be memorized.
3.2.1. Navigation Based on Headways. It is usually assumed that pas-
sengers in high-frequency networks travel based on headways or real-time transit
information, not based on the schedule. This means that the actual scheduled
departure times are not important for the passenger; what is important are ex-
pected waiting times for the different lines. The passenger does not distinguish
between individual vehicles or runs, but between lines. In the previous sections it
was assumed that passengers navigate based on their knowledge of the schedule.
Integrating headway-based travel behaviour into the strategy framework is inter-
esting, because passengers navigating based on headways may have an effect on the
overall loading situation in the network. Therefore, results of a transit assignment
might turn out to differ from reality if this passenger type is not modelled.
In headway-based models passengers navigate on a hyperpath (Nguyen and
Pallottino, 1988). It consists of a set of attractive options on each stop that may
be encountered during a passenger’s trip. The behavioural assumption is that a
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passenger waiting at a stop boards the first vehicle of an attractive line that ar-
rives. A vehicle is attractive if waiting for another vehicle—i.e. keep waiting at the
stop—has higher expected costs. These costs depend on the expected waiting time
for other vehicles and the expected remaining travel time once the other vehicle
arrives. The expected waiting time depends on the distribution of headways of
the lines and the available information. If no information is available, it usually
is assumed that all headways are exponentially distributed, which means that the
conditional expected waiting time is constant. This simplifies calculations consid-
erably. If information is available, the attractiveness of lines depends on the type
of information and the point in time when it is provided.
In the following the headway-based behaviour described above will be inte-
grated into the strategy concept presented in this thesis. The questions that have
to be answered are: when a passenger is at a stop and a vehicle arrives, does she
board it or not? When a passenger is inside a vehicle and it approaches a stop,
does she alight or not? Both the hyperpath model and the strategy model in this
thesis answer these questions, which is why it is possible to convert one into the
other.
Let L = {l1, l2, . . . } be the set of lines. The following formula is used to
determine an attractive set of lines L∗ ⊂ L (Chriqui and Robillard, 1975; Spiess
and Florian, 1989):
min
X
1 +
∑
λlclxl∑
λlxl
(120)
Here l stands for a line with frequency λl and cost cl. The vector X = {xl1 , xl2 , . . . }
is a 0/1 vector, and xl is a binary variable telling whether line l belongs to the set
of attractive lines. It is based on the assumption that headways are exponentially
distributed. In Spiess and Florian (1989) it was shown that a greedy method suffices
to optimize the expression from (120).
In order to use (120) in the strategy model, values for λl and cl need to be
determined. Notice that it is even necessary to determine the set L, because the
strategy model in this thesis is dynamic, and the set of lines departing from a
stop may change in the course of the day. The set of lines, their costs and their
frequencies can be derived in various ways from the time-expanded network. In the
following some heuristics to do this are described in detail.
Suppose that in the following a passenger is at node n ∈ NS belonging to stop
area S, and line l is one of the lines. The arcs al,1, al,2, . . . with the head nodes
h(al,1), h(al,2), . . . belong to the respective runs of that line after time τ(n).
3.2.1.1. Set of Lines. A decision has to be made which lines the passenger
perceives at all at node n. Some lines may start to run late in the day, some may
stop running early. In the original static setting this is not an issue, since there
is only a generic time-of-day that is being analyzed. Heuristically, one can assume
that a passenger will disregard lines if
• their last departure of the day was before τ(n),
• there was no departure before τ(n) and the next departure is at least 30
minutes after τ(n).
Hence, if
τ(t(al,1))− τ(n) ≤ 30 min(121)
then l belongs to the considered set of lines.
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Notice that the set of lines cannot be defined by simply looking at the arcs orig-
inating in n, because this set consists of the vehicles (and therefore lines) standing
at stop S at time τ(n).
3.2.1.2. Frequency of Lines. There is a schedule for each line at each stop, but
it may be irregular. Furthermore, it is likely that the frequency of line l at stop S
will change in the course of the day. The question is, what frequency the passenger
perceives.
One heuristic approach to determine the perceived frequency of line l is to look
at the next two departures of that line. Then
λ′l :=
1
τ(t(al,2))− τ(t(al,1)) > 0(122)
might be a good preliminary estimate of the frequency λl of line l. It will be adjusted
below, because the network is congested. If no second run after τ(n) exists, the
next run and the last run before the arrival of the passenger could be used to define
the perceived frequency. It is not possible to define an average frequency of a line
if there is only one departure per day, therefore this case is not considered. This
approach will work well if the departures of a line are fairly regular.
3.2.1.3. Reliability. Since vehicle capacities are limited, passengers sometimes
fail to board them. The effect of congestion in the strategy model is increased
waiting time at the stop. This is the same effect that is described in De Cea
and Ferna´ndez (1993). Here, the increase of waiting time for vehicles of a line is
interpreted as a decrease in frequency. This reduced frequency is called the effective
frequency. The effective frequency is the one the passenger takes into account in
her path choice, since she is interested in the expected time it takes her to board a
vehicle, not in the expected times it takes for a vehicle to arrive.
It is likely that the reliability of consecutive vehicles of the same line is in some
way correlated. Therefore, it is possible to derive the perceived reliability of a
line from the reliability of a small set of individual vehicles. In the time-expanded
network the reliability of all options is known. The question is, how these individual
reliabilities can be aggregated so that they represent the reliability of the line as
it is perceived by the passenger. Again, as for the line frequencies, one heuristic
approach is given here.
Let
r(n, l) :=
r(al,1) + r(al,2)
2
(123)
be the perceived reliability of line l at node n. (Again, the last departure of l before
the passenger arrived at the stop could be used if al,2 does not exist.)
The passenger can board each vehicle of line l with probability r = r(n, l).
This means that she will use the first vehicle with probability r, the second with
probability (1−r)r, and the k-th vehicle with probability (1−r)k−1r. Let r := 1−r.
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For the expected effective headway 1λl we have
1
λl
= r
1
λ′l
+ rr · 2 1
λ′l
+ r2r · 3 1
λ′l
+ . . .(124)
=
r
λ′l
∞∑
k=1
krk−1(125)
=
r
λ′l
· 1
(1− r)2(126)
=
r
λ′l
· 1
r2
(127)
=
1
r
1
λ′l
(128)
and therefore
λl := r · λ′l(129)
Between (125) and (126) a standard formula for geometric sums has been used
that can be found in mathematical textbooks. The frequencies decrease propor-
tionally with the reliability of the line; equivalently, the effective headway can be
calculated from the original headway by dividing it through the reliability. These
results have been shown using simulation in Trozzi et al. (2009).
3.2.1.4. Line Costs. The head nodes h(al,1), h(al,2), . . . are likely to have dif-
ferent costs. One reason for this is that line frequencies at the stops of the head
nodes are likely to change in the course of the day. A stop, for example, will become
less attractive if the line frequencies are lower late in the day.
In order to determine the cost ci of a line, one has to determine, which of the
arcs are used to define that cost. One possibility is to use the arc corresponding to
the next run of that line.
c(l) := c′(al,1) + bs(h(al,1)).(130)
Another possibility is to use the average value of the next two runs belonging to
that line.
c(l) := 0.5(c′(al,1) + bs(h(al,1)) + c′(al,2) + bs(h(al,2))).(131)
It is clear that the methods described to obtain aggregated (line) data from
disaggregated (run) data are heuristics. It is a challenging task to verify these
assumptions through surveys. Their usefulness remains to be shown in practical
applications.
3.2.1.5. Optimization Algorithm. Let a stop node n ∈ NS be given. Deter-
mining the attractive set L∗ of lines consists of the steps described in Algorithm
4.
Algorithm 4 consists of two parts. In Steps 4-6 the set of attractive lines is
determined based on the frequencies and the travel costs. These steps are the same
as in the static setting. In Steps 1-3 the input for the last three steps is derived
from the time-expanded data. In Step 1 the set of lines is defined. This is an extra
step in the time-expanded setting, because the set of operating lines at a stop may
change in the course of the day. Step 2 is mentioned as an extra step, because the
cost c of a line is not the same as the cost c′ of an option, as we have seen. In Step 3
the line frequencies λi are determined. This is different to the static setting, too. In
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Algorithm 4: Determining the Attractive Lines
Input : A stop node n, a passenger P
Output: The set L∗ of attractive lines for P at stop node n
1 (Set of Lines) Determine the set of lines L(n) = {l1, . . . , lm}.
2 (Cost of Lines) Determine the cost ci of each single line.
3 (Frequencies) Determine the line frequencies λ1, . . . , λm.
4 (Sorting) Sort L(n) according to the cost. Without loss of generality one
may assume that the order is l1, l2, . . . , lm.
5 (Cost) Determine ui =
1+
∑i
k=1 λkck∑i
k=1 λk
for i = 1, . . . ,m.
6 (Attractive Set) Determine i∗ = max{i | ci ≤ ui}. Set L∗ = {l1, . . . , li∗}.
the static setting a unique line frequency exists by definition. In the time-expanded
network a set of departures exists for a given line l at stop S. The difference in the
times of consecutive departures may vary.
In Spiess and Florian (1989) it was shown that ui∗ from Step 5 is equal to the
minimal value from (120).
3.2.1.6. Determining Optimal Strategies for the Schedule-Based Model. The
purpose of Algorithm 4 and of the considerations so far was to obtain a set of
attractive lines at a stop node. This provides a guideline how a passenger might
behave at a stop, i.e. what kind of choices the passenger might make. In order to
define a strategy s for a passenger in a time-expanded network, one has to deter-
mine at each node n the order σ(n) of the options with probability pi > 0. Consider
a passenger standing at stop node n. Suppose the passenger is navigating based on
headways and has a set of attractive lines. The ordered set of options σ(n) that is
used in s is constructed using the following principles:
(1) The options belonging to the attractive lines at n are put in front. They
are ordered by their cost.
(2) Then the waiting arc is added.
(3) The options belonging to unattractive lines do not have to be added,
because the reliability of the waiting arc is 1.
At each in-vehicle node n ∈ NV the passenger has to decide whether to stay in
the vehicle or not. For this the cost of each of these options is compared and the
cheaper one is used.
The next step is defining a cost function for the nodes in the network. For this
the cost ui∗ calculated in Step 5 of Algorithm 4 is used.
Definition 47. Assuming exponential headways and no real-time information
at the stops, the headway-based cost function bs for strategies is defined in the
following way:
bs(n) :=
{
ui∗ if n is a stop node
b(n) + c∗ if n is an in-vehicle node
(132)
The value c∗ is the cost of the best option in A+(n) if n is an in-vehicle node, b(n)
is the intrinsic cost of n.
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The definition of node costs is different for stop nodes and in-vehicle nodes. At
stop nodes it is based on the set of lines departing from that node. It does not
directly depend on the set of outbound arcs of a node. This is different to all the
cost functions that were defined so far in this thesis. The difference is a result of
the lack of information the passenger has. If she has all the information, she can
make a choice based on individual runs. If she only has information about lines,
the choice is based more on the properties of the stop than on the properties of
the node. The cost of in-vehicle nodes is determined in a very simple fashion. It
is either better to remain on board or to alight. Either option is reliable, therefore
the cost of the best option is also used for the cost of the node. The intrinsic cost
of the node depends on the in-vehicle time as defined in Section 2.2.
The exponential headway scenario was used as an example how line-based input
data for headway-based approaches may be derived from the run-based data that
exists for the strategy model. There are various other headway-based choice models
in the literature (No¨kel and Wekeck, 2007; Gentile et al., 2005; Billi et al., 2004)
that have different requirements with respect to the input data. These will not be
analyzed here in detail and are left for further research.
3.2.2. Journey Planners. In many cities it is possible to obtain optimal
routes for public transit from journey planners in the internet. These journey plan-
ners are powerful tools, that can take into account many factors aside from the
schedule, for example walking times at transfers, minimum transfer times, pref-
erences of passengers and many others. They usually do not take into account
congestion and the possibility of failure-to-board, at least not in a way that is
transparent to the user. The user in many cases gets a path with the exact de-
parture times of each vehicle. She usually is not provided with information about
what she ought to do when a connection fails. Nowadays travellers possess mobile
devices with access to the internet, that can be used to obtain a new connection. In
this subsection these information scenarios are compared to journey planners that
take into account congestion and what-if scenarios from the start.
Three scenarios will be compared:
(1) The passenger uses a contemporary journey planner for the original con-
nection. If this connection fails, the passenger navigates based on head-
ways.
(2) The passenger uses a contemporary journey planner for the original con-
nection. If this connection fails, she uses a handheld device to obtain a
new optimal path.
(3) The passenger uses an optimal strategy that takes into account the relia-
bility of the connections.
All three types of behaviour can be expressed in terms of strategies.
Algorithm 5 determines strategy s1 used in Scenario (1). In order to determine
s1, two backward passes and two forward passes have to be performed. In Steps 1
and 2 an optimal strategy s is determined based on the assumption that all arcs are
reliable. The backward pass algorithm becomes a shortest path algorithm when all
arcs are reliable, because it is sufficient to put only one option in each of the sets
σ(n). The nodes of the optimal path are determined in the forward pass in Step
2 and are marked. This is the optimal path a journey planner would calculate for
the passenger. In Step 3 a second backward pass based on headways is executed.
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Algorithm 5: Imperfect Information: Optimal Path and Head-
ways
Input : A time-expanded network G = (N,A), a passenger P , a
destination set D ⊂ N
Output: A strategy s with the following properties: as long as the
passenger is on the optimal path she tries to use options on the
optimal path. If she is not on the optimal path, she navigates
based on headways.
1 (Backward Pass 1) Set r(a) = 1 for all arcs a ∈ A. Execute a backward
pass.
2 (Forward Pass 1) Execute a forward pass. The resulting strategy s is an
optimal path since the network is reliable.
3 (Backward Pass 2) Execute backward pass based on average headways.
4 (Forward Pass 2) Execute forward pass starting at the root node nr(s).
Let n′ be the current node in the forward pass.
if n′ ∈ Ns then
Set σ(n′) = {Optimal option from s; Waiting arc}.
else
Set σ(n′) = σh(n′).
end
Since the passenger is not familiar with the network, one may assume that she
does not know which lines are unreliable. Therefore, the second backward pass is
also executed under the assumption that all arcs are reliable. The passenger’s final
strategy s now is defined in the second forward pass in Step 4. Here, two methods
to define the sorted set of options σ(n) on node n are used: if n belongs to the
optimal path s, the first element of σ(n) is the option belonging to the optimal
path. If this option is unreliable—which can only happen if n is a stop node—, the
waiting arc is also added to σ(n). If n does not belong to the optimal path, the
passenger is in a situation that was not anticipated. Now her options are sorted
according to the order σh(n) determined in the second backward pass, where the
h indicates that this is the order a passenger navigating based on headways would
use, as described in Algorithm 4.
In Scenario (2), the passenger determines a new optimal path when a connection
failed. How the strategy s2 in that scenario is determined is described in Algorithm
6.
Here only one backward pass and one forward pass are necessary. The backward
pass in Step 1 is performed under the assumption that all reliabilities are 1. This
assumption may be wrong, though. In the forward pass in Step 2 the original
reliabilities are used. The resulting sorted set σ(n) on a given node n then is sorted
as if the network were reliable, but it contains more than one option on nodes where
the optimal option is not reliable. For Scenario 3 the unmodified Algorithm 1 from
section 2.3 is used to determine the optimal strategy s3.
It is clear that the costs of strategy s3 are less than or equal to the costs of
strategy s1 or s2, since it is an optimal strategy. Strategy s2 is not necessarily
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Algorithm 6: Imperfect Information: Consecutive Optimal
Paths
Input : A time-expanded network G = (N,A) with a reliability function
r, a passenger P , a destination set D ⊂ N
Output: A strategy s with the following properties: as long as the
passenger is on the optimal path she tries to use options on the
optimal path. If she is not on the original optimal path, she
obtains a new optimal path.
1 (Backward Pass) Set r(a) = 1 for all arcs a ∈ A. Perform a backward
pass.
2 (Forward Pass) Perform a forward pass using the original reliability
values of r.
better than s1, since neither strategy takes into account the unreliability of the
network. Therefore, s1 may turn out to be better than s2 “by accident”.
The differences in expected travelling costs that result from Scenarios 1-3 can
only be used as a rough estimate of the actual improvement a passenger using a
portable journey planner can experience. The strategy-based journey planner in
Scenario 3 is based on pre-trip information. A portable journey planner could be
updated during the trip with real-time information about departure times and con-
gestion. While one can easily imagine that real-time information will improve the
passenger’s travel time, it is hard to make quantitative predictions without making
assumptions about the distribution of vehicle delays and congestion. Therefore, the
difference between Scenarios 1 and 3 should only be used as a lower bound for the
improvement.
A key problem for the design of a portable journey planner is to determine
actual reliability values from information about the loading situation in the net-
work. The calculated reliability value would depend on data that can be observed
(although this may be hard) like the current loading in the vehicle and on the plat-
form. However, as long as the routes of the passengers are unknown, some kind of
assumption has to be made about how many passengers will leave the vehicle and
how many are going to try to board it.
Scenario 1 may be questionable in the sense that it seems unlikely that a pas-
senger, who is unfamiliar with the network would leave her original route. It seems
plausible that she would stick to her original route. This is discussed in the following
subsection.
3.2.3. Complexity of Strategies. Strategies can be complex. Each time
the passenger encounters an attractive boarding option that is unreliable, the com-
plexity increases. There are two dimensions of complexity of strategies: spatial
complexity and temporal complexity. Spatial complexity means that the passenger
reaches her destination on many different physical routes. This means that if a
connection fails the passenger switches to a different line with a different itinerary.
Temporal complexity means that the passenger uses the same physical route, but
there are many situations where boarding can fail and the passenger waits for the
next vehicle on that route. Spatial complexity seems to be harder to deal with: a
passenger using a spatially complex strategy needs to remember to which line she
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has to switch or to which stop area she has to walk for her next connection. A
passenger using a temporally complex strategy only has to take the next vehicle of
the same line if she fails to board a vehicle (or a line with an identical itinerary on
the next leg of the passenger’s journey). From this point of view it seems that for
a passenger it is easier to deal with temporal complexity.
In this subsection we make the following behavioural assumptions: the passen-
ger is aware of the congestion in the network. In order to reduce spatial complexity,
she restricts herself to a sub-network. The size of that sub-network, i.e. the number
of different routes a passenger is willing to take on a single trip, depends on the
familiarity of the passenger with the network. One interesting special case of this
is when the passenger restricts herself to a single physical route.
The question now is: which route does a passenger use if she knows that the
network is congested? In the following this problem will be stated in mathematical
terms. At first, the physical network will be defined.
Let G = (N,A) be the time-expanded network. The graph G′ = (N ′, A′)
represents the physical network. It is constructed from G in the following way:
(1) Two stop nodes n, n ∈ N are represented by the same node n′ ∈ N ′ if and
only if they belong to the same stop area.
(2) Two in-vehicle nodes n, n ∈ N are represented by the same node n′ ∈ N ′
if and only if they belong to the same line and the tail nodes of their
boarding arcs belong to the same stop area (if they exist) and the head
nodes of their alighting arcs belong to the same stop area (if they exist).
(3) There exists an arc between two nodes n1, n2 ∈ N ′, n1 6= n2 if and only if
there are two nodes in N that where mapped to n1 and n2, respectively,
and were connected by an arc.
Notice that waiting arcs connect nodes in G that will be mapped to the same
node in G′. As a consequece, waiting costs cannot be modelled correctly in G′ and
have to be approximated in some way. This can be done by adding costs for waiting
to the nodes in N ′ and taking these costs into account in the path search.
In the following a path in the network G′ will be called a route, so that paths
in the time-expanded and the physical network are easier to distinguish.
The passenger can find an optimal strategy that only uses one physical route
with Algorithm 7.
In the for-loop all routes from O to D are processed. In Step 2, a backward
pass is performed on the time-expanded sub-network that corresponds to the current
route z′. In Step 3, the optimal strategy sz′ corresponding to z′ is determined. If
the cost of strategy sz′ is lower than the cost of any strategy that was found so far,
strategy sz′ is remembered and the bound b
∗ is set to bs∗ .
Algorithm 7 finds the optimal strategy by enumerating all possibilities. Unfor-
tunately, this algorithm is inefficient. Enumerating all routes between an OD-pair
is impossible in large networks. Therefore, an alternative method has to be found.
In the following some heuristic approaches will be analyzed.
The idea of the heuristics in this case is to reduce the set of routes that is
analyzed in the for-loop in Algorithm 7. In the extreme case, only one route is
considered. Once this route is determined, the following steps are the same as in
Algorithm 7. Algorithm 8 shows the heuristic approach.
The efficiency of Algorithm 8 depends on the complexity of the heuristic. Once
the route is determined, Steps 2 and 3 are fairly efficient.
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Algorithm 7: Navigation on a Route, Enumeration
Input : A time-expanded network G = (N,A) with a reliability function
r, the corresponding physical network G′ = (N ′, A′), passenger P
with origin O and destination D
Output: An optimal strategy s∗ that can be mapped to a route
1 (Initialization) Set b∗ =∞, set s∗ = NULL
for all routes from O to D do
z′ =next route
2 (Backward Pass) Backward pass on G. Use only nodes that are
mapped to z′.
3 (Forward Pass) Forward pass to determine strategy sz′
if bsz′ < b
∗ then
Set s∗ = sz′ , b∗ = bsz′ .
end
end
Algorithm 8: Navigation on a Route, Heuristic
Input : A time-expanded network G = (N,A) with a reliability function
r, the corresponding physical network G′ = (N ′, A′), passenger P
with origin O and destination D
Output: An strategy s that can be mapped to a route
1 (Heuristic) Select a route z′ from O to D according to some heuristic.
2 (Backward Pass) Backward pass on G. Use only nodes that are mapped
to z′.
3 (Forward Pass) Forward pass to determine strategy s
One heuristic for z′ is to perform a shortest path search on the network G
disregarding its unreliability. Route z′ is deduced from the result z of the shortest
path search by mapping z to G′. The advantage of this method is that it is very
fast and reflects reasonable behaviour of the passengers: at first the best route
through the network is determined, then the reliabilities are taken into account in
order to determine the optimal departure time (if the passenger has a DAT). On
the downside, it is likely that the fastest path leads through congested areas of
the network. The reaction of the passenger to congestion would only be to adjust
the timing of the trip, but not the route. Furthermore, the fastest path might use
lines with comparatively large headways. The penalty of missing a vehicle due to
congestion might be large. In order to avoid this the passenger might have to adjust
her departure time more than on a different route that has only lines with small
headways.
A second way to define z′ is to search for an optimal strategy s in G and derive
the optimal path from that. A possibility is to take the optimal path z from s
to define the route z′ by mapping z to G. The advantage of that idea is that
the unreliability of the network is taken into account already in the first step of
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Algorithm 8. Highly congested areas are avoided, if there exist reasonable detours.
On the downside, the optimal path of strategy s may only have a low probability
of success. It could be that that path is on a route that works only on exceptional
days, while usually the passenger uses a different route, if the exceptional optimal
route does not work. This could be fixed by using the optimal path from s, whose
probability exceeds a certain lower bound. Another idea is to take the most probable
path in s.
The problem of finding the route z′ on which the passenger’s strategy is based is
not simpler than the path-choice problem that has been discussed in the literature
for several decades. One may even argue that Step 1 is the main step in Algorithm
8, while Steps 2 and 3 are just post-processing steps that are needed in order to
determine the optimal departure time of the passenger. From that perspective,
other sources for routes could be used, for example surveys, observations, or routes
that result from other assignment procedures.
The results of Algorithms 7 and 8—the enumeration approach and the heuristic
approach—can be compared to optimal strategies in terms of travel times or general
costs. The latter strategies are the ones that could be provided by portable journey
planners that were discussed in Subsection 3.2.2. The advantage of portable journey
planners here is that they can handle an arbitrary amount of spatial complexity.
The comparison of simple and complex strategies could give traffic planners an
idea how developing a system that supports portable journey planners could help
to improve passengers’ travel times.
3.2.4. Conclusions. In this section several ideas were analyzed how passen-
gers might navigate through a network when they have limited information. The
subsection about headway-based navigation showed that the strategy approach can
be used to model passengers who do not know the schedule. It was shown that there
are different ways to reduce the schedule-based model to headways. In the subsec-
tion about journey planners it was shown how the strategy approach can be used to
determine what gains a passenger might have if he used a portable journey planner
that has information about the congestion in the network. In the last subsection,
it was shown how passengers can reduce the complexity of their strategies.
While all the ideas in this chapter seem to provide reasonable guidelines for
passenger behaviour in congested networks, it remains to be shown whether these
ideas can be used in practice.
CHAPTER 4
Assignment
4.1. Introduction
In this chapter an equilibrium assignment model is developed. The model
is based on the strategy choice models that were described in Chapter 3. The
difference to Chapter 3 is that there is not only one passenger, but many passengers.
The assignment algorithm consists of several consecutive steps that are executed
repeatedly. A flow chart of the algorithm is shown in Figure 4.1.
The steps of the algorithm are packet generation, gap calculation, demand
distribution and loading. After the loading is complete, new reliabilities have been
Figure 4.1. The assignment algorithm
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determined and new packets can be generated. The first iteration of the algorithm
is simpler, because the gap calculation can be omitted and the demand distribution
is much simpler.
The algorithm is based on packets. Packets represent a set of passengers that
have the same strategy to navigate through the network. Packets can be split and
merged.
In the first step of the algorithm new packets are generated. This is done by
calculating optimal strategies for all origin destination pairs (OD pairs). Strategy
costs depend on the desired departure or arrival time of passengers. In Section
4.2 time dependent strategy cost functions will be described in detail. The size
of packets is determined by finding points in time where strategy cost functions
intersect.
The next step is gap calculation. Here the costs of packets are compared to the
theoretically optimal costs. Different gap criteria can be used to determine whether
the algorithm should terminate or continue. It continues, put simply, if there is a
lot of demand that does not use optimal strategies. Gap criteria are discussed in
Section 4.4.
In the first iteration of the algorithm the complete demand of each OD pair is
distributed directly among the optimal strategies. In later iterations new packets
will only get part of the demand. This means that part of the volume that was
contained in packets from previous iterations is assigned to new packets. The
assumption is that the new packets have better strategies and therefore the state
of the system is moved closer towards equilibrium. Demand distribution will be
described also in Section 4.4.
The next step in the assignment algorithm is loading. Each packet has a strat-
egy to navigate through the network: in the loading step, all packets are moved
through the network according to this strategy. This means that each packet starts
at its origin node, which is the root node of the strategy. Then it is moved to the
next node along the preferred outbound arc of the strategy—if that is possible. It
may happen that only part of the packets demand can be put on the arc, because
capacity is limited. Then the packet is split, and the remaining volume is moved
along some other arc. This happens in the order of the arcs that is given by its
strategy. In the loading step of the algorithm all nodes of the network are pro-
cessed in the order of their time coordinate. Processing a node means distributing
the packets that have accumulated there to the head nodes of its outbound arcs.
In the loading step, new reliabilities are calculated. The new reliability of a
boarding arc is the ratio between the demand that actually boarded and the demand
that would have travelled along the arc if the capacity had not been limited. The
new reliabilities resulting from the loading step are used in the following search for
optimal strategies. Loading is described in Section 4.3.
4.2. Packet Generation
This section is about the first step of the assignment process: packet generation.
A packet represents part of the demand, and it has a strategy to navigate through
the network. In this section it is explained how optimal strategies are determined in
a setting that is different from the setting in the previous chapter. In Chapter 3 only
one optimal strategy was determined for one passenger; here, optimal strategies are
determined for all the passengers in the network. Each optimal strategy then is
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assigned to a different packet. The input for this step is a time-expanded network
graph with reliabilities for the boarding arcs. The output is a set of packets.
In Subsection 4.2.1 the demand model is defined. Subsection 4.2.2 contains
a detailed description of packets. In Subsection 4.2.3 it is shown that the cost of
a strategy depends on the desired departure time (DDT) or desired arrival time
(DAT) of a passenger. In Subsections 4.2.4 and 4.2.5 this fact is used to determine
optimal strategies for all passengers
4.2.1. Demand Models. In this subsection the different types of demand
models are described. Three types of models are analyzed in this thesis: con-
tinuous demand, discrete demand, and homogeneous demand. In the continuous
demand model, demand is modelled as a flow. In the discrete and homogeneous
demand models, demand is modelled as a set of distinct passenger groups. The
difference between the discrete and the homogeneous model is that in the discrete
demand model passengers have a specific desired departure or arrival time—in the
homogeneous model, passengers have a desired departure or arrival time interval.
In the remainder of the chapter—in fact, in the remainder of this thesis—
the model will be described as if there was only one type of passenger, only one
passenger class. This is done to simplify the descriptions, it is not a restriction of the
model itself. The model can easily deal with different passenger classes. A passenger
class would be defined by using a specific set of parameters for the optimal strategy
search. For example there could be a class for passengers with a desired departure
time and one for passengers with a desired arrival time. The passengers with
a desired arrival time could be partitioned into sub-classes by assigning different
values for the schedule delay penalty factors (for example to represent “to work”
vs. “to education” journeys) or different values for transfer penalties.
In the first demand model, demand is a function of time. This function is
defined for each origin destination (OD) pair.
Definition 48 (Continuous Demand). Let T = [τa, τ b] be the analyzed time
interval. Let δO,D : T → R+ be an integrable function, called demand flow function
that assigns a demand flow δO,D(τ) to each point in time τ ∈ T . The integral
∆O,D(τ0, τ1) =
∫ τ1
τ0
δO,D(τ)dτ(133)
is the demand for the time interval [τ0, τ1] ⊂ T . The complete demand for T is
called ∆O,D.
The unit of the flow function is passengers per time interval, for example pas-
sengers per hour. There is no restriction to the demand flow function, except that
it be integrable. It is common, though, to assume that the demand flow function
is piecewise constant.
Notice that the demand flow function does not describe when passengers enter
or leave the network. It describes, when the passengers want to enter or leave the
network. The actual flow of passengers into or out of the network is a result of the
assignment process. As such it can be regarded as a valuable output of the model.
In the discrete demand model the demand is represented by demand groups.
There is a finite number of points in time that carry a certain demand.
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Definition 49 (Discrete Demand). Let
T = {τ0, τ1, . . . , τm}(134)
be a set of points in time. Let O be an origin and D a destination. The function
∆˜O,D : T → R+, τi 7→ ∆˜O,D(τi)(135)
is called demand for the point in time τi. Passengers having the same origin and
destination and desired departure or arrival time are called a demand group.
Again, there is no restriction to the set T , except that it be finite. It is common,
though, to assume that the points in time are equidistant, for example 1 minute or
5 minutes.
The discrete demand model may be seen as a simplification of the continuous
demand model. The continuous flow in that case is aggregated into passenger
groups by integration: ∫ τ ′i+1
τ ′i
δO,D(τ)dτ → ∆˜O,D(τi)(136)
Here ∆˜O,D(τi) is the number of passengers in the i-th demand group of the origin
destination pair (O,D). The desired departure or arrival time of all the passengers
is assumed to be τi. This demand model was used in Poon et al. (2004) and Nuzzolo
et al. (2011).
The third type of demand model is the homogeneous demand model. Here
a finite number of time intervals is given, in which the demand is assumed to be
homogeneous:
Definition 50 (Homogeneous Demand). Let
T = {[τ0, τ1], [τ1, τ2], . . . , [τm−1, τm]}(137)
be a set of time intervals. Let O be an origin and D a destination. The function
∆˜O,D : T → R+, [τi, τi+1] 7→ ∆˜O,D([τi, τi+1])(138)
is called demand for the time interval [τi, τi+1]. Passengers having the same origin
and destination and desired departure or arrival time interval are called a demand
group.
The difference of the homogeneous model to the discrete model is that each
passenger group has a desired departure or arrival time interval, not a desired
departure or arrival time. But still there is a finite number of demand groups. The
homogeneous model model was used in Hamdouch and Lawphongpanich (2008).
The homogeneous demand model can also be used as a simplification for the
continuous model. The analysis time interval then is divided into smaller intervals.
The demand in each interval is the integral over the demand flow in that interval.∫ τi+1
τi
δO,D(τ)dτ → ∆˜O,D([τi, τi+1])(139)
The simplification of the homogeneous model in comparison to the continuous
model is that it is assumed that the demand in each of the smaller intervals has
the same properties, it is homogeneous.
The reason why three demand models are described here is that all three models
are used in the literature. In many papers one of the three models is used without
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explanation why that model should be preferred. The focus of these papers usually
is on the path (or strategy) choice or on the loading procedure. It will be shown
in Chapter 5 that the assignment results depend very much on the way demand is
modelled. It will be shown that for the analyzed examples the continuous model
leads to results that are much better to explain than the results of the discrete and
the homogeneous model.
In practice, the information the modeller has as input for the assignment process
is limited. For example, it could be “there are 1500 passengers with a desired arrival
time between 08:00:00 and 08:30:00 (for a given origin destination pair)”. In the
continuous model a reasonable way to translate this information would be “there is
a passenger flow of 50 passengers per minute between 08:00:00 and 08:30:00”. In the
discrete model the information could be translated to “there are three passenger
groups with a desired arrival time of 08:05:00, 08:15:00 and 08:25:00, each one
consisting of 500 passengers”. It could also be translated to “there are six passenger
groups with a desired arrival time of 08:02:30, 08:07:30, . . . , 08:27:30, each one
consisting of 250 passengers”. The number of demand groups that represent a time
interval like [08:00:00;08:30:00] is usually a parameter of the model. It is a parameter
the modeller has to choose. It seems that this parameter usually is regarded as a
way to influence the running time of the assignment process: many demand groups
mean “better” results, but longer running times. A similar argument is true for the
homogeneous demand representation.
It will be shown in Chapter 5 that the chosen size of the demand time intervals
has a large impact on the assignment results. Therefore the size should not be used
as a way to improve the running time of the assignment process.
4.2.2. Packets. A packet represents part of the demand. Packets are used in
all steps of the assignment process: in the packet generation step they are created;
in the gap calculation they are the basis for several methods to define gaps; in the
loading they are moved through the network.
Definition 51 (Packet). A packet p represents a part of the demand between
its origin O(p) and its destination D(p). Packet p has a strategy s(p) to navigate
from O(p) to D(p). Packet p represents a part of the demand of the time interval
[τ l(p), τu(p)], with τ l(p), τu(p) ∈ T . The set of all packets that exist at any given
time is called P.
In the packet generation step optimal strategies are calculated for all OD pairs;
the packets are created based on the optimal strategies. One packet is created for
each optimal strategy. Upon creation a packet represents the demand for which the
packet’s strategy is optimal. In later iterations the strategy of the packet may not
be optimal anymore, because the reliabilities in the network have changed.
Notice that Definition 51 is also valid for the discrete and the homogeneous
demand model. In the homogeneous demand model [τ l(p), τu(p)] is one of the
previously defined demand time intervals. In the discrete model we may assume
that τ l(p) = τu(p) and τ l(p), τu(p) ∈ T = {τ0, . . . , τm}.
Definition 52. The demand factor k(p), with 0 < k(p) ≤ 1 is the fraction
of the demand in the time interval [τ l(p), τu(p)] between O(p) and D(p) that p
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Figure 4.2. Splitting a packet
represents. The value
v(p) := k(p)
∫ τu(p)
τ l(p)
δO(p),D(p)(τ)dτ(140)
is called the volume of p. Alternatively, if the demand model is discrete,
v(p) := k(p)∆˜O(p),D(p)(τ
l(p)) = k(p)∆˜O(p),D(p)(τ
u(p))(141)
is the volume of p.
To simplify the notation, the “p” in k(p), v(p), O(p), . . . in many cases is omit-
ted.
The demand factors satisfy the following assignment principle: Let P be the set
of packets that exists at any moment during the assignment process, and PO,D(τ) ⊂
P, τ ∈ T be the set of packets with τ ∈ [τ l(p), τu(p)] and origin O and destination
D. Then the demand factors for all elements of the analysis time interval T add
up to 1: ∑
p∈PO,D(τ)
k(p) = 1(142)
for all τ ∈ T .
In the first iteration of the assignment algorithm, all the demand of a given time
interval [τ l(p), τu(p)] is assigned to p. In later iterations new packets are created.
Then part of the demand is removed from p and assigned to other packets. In
other words, in the first iteration we have k(p) = 1 for all p ∈ P; in later iterations
packets will have smaller demand factors. How demand factors are determined is
described in Section 4.4.
A packet can be split into two packets. This happens in the loading procedure
of the assignment process, when only a part of the passengers is able to board a
given vehicle, and the other part is left behind. Equivalently, packets can be merged
if they have the same strategy and represent the same demand time interval.
The result of a split can be seen in Figure 4.2. Packet p is split into packets p′
and p′′. Strategy s, start time τ l and end time τu of all three packets are identical.
The only difference is the demand factors: the demand flow factors of p′ and p′′
add up to the demand factor of p. The demand factors are calculated based on the
split factor κ > 1.
Figure 4.3 shows, how two packets p′ and p′′ are merged. Notice that the
packets being merged must have the same demand times τ l and τu and the same
strategy s.
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Figure 4.3. Merging two packets
4.2.3. Time-Dependent Strategy Costs. The demand distribution in this
model is based on the assumption that every passenger either has a desired depar-
ture time (DDT) or a desired arrival time (DAT). A passenger cannot have both.
Deviations from these times will be penalized. This means that the perceived cost
of a connection increases for the passenger if the departure time or expected arrival
time deviate from the desired departure or arrival time. These schedule delay costs
were introduced in Section 2.2. There, the schedule delay costs were analyzed from
the point of view of the passenger as a function of the passenger’s actual depar-
ture or arrival time. Now the cost will be analyzed from the point of view of the
strategy: the strategy will remain fixed, and it will be the passengers’ desired (not:
actual) departure and arrival times that will change. Thus the strategy costs are a
function of the desired departure or arrival time of the passenger.
In Chapter 3 three ways to denote the costs bs of a strategy s were introduced:
path-based, element-based and recursive (see Section 2.3). The element-based cost
function is best-suited to understand how strategy costs depend on desired depar-
ture or arrival times of the passengers.
Using (59) on page 46, strategy costs will now be defined as a function of time.
Definition 53. The function bs(τ) : T → R+ with
bs(τ) := b(nr, τ) +
∑
n∈D
pi(n)b(n, τ) +
∑
n∈Ns\{D∪nr}
pi(n)b(n, τ) +
∑
a∈As
pi(a)c(a)
(143)
= b(nr, τ) +
∑
n∈D
pi(n)b(n, τ) +K.(144)
is called the strategy cost function.
Here s is the strategy with root nr, D is the destination and pi(n) and pi(a) are
the absolute probabilities that node n and arc a will be reached, respectively.
The cost of the intermediate nodes of a strategy does not depend on the DDT
or DAT of a passenger. Therefore,
K :=
∑
n∈Ns\{D∪nr}
pi(n)b(n) +
∑
a∈As
pi(a)c(a)(145)
is constant with respect to τ . If the passenger has a desired departure time, the
intrinsic cost of the root b(nr, τ) depends on the passenger, because it contains the
schedule delay penalty; if the passenger has a desired arrival time, the cost of the
nodes in D will depend on it.
At first the case of desired departure time will be analyzed, which is simpler
than the one for desired arrival time. Definition 7 on page 31 shows that the schedule
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Figure 4.4. Schedule delay costs DDT passengers
delay functions SDE,SDL and DE are functions of two variables: the desired
departure time τ(P ) of passenger P and the actual departure time τ . Figure 2.3 in
Section 2.2 shows the schedule delay penalty as a function of the actual departure
time τ . Figure 4.4 shows the schedule delay as function of the desired departure
time τ(P ) of the passenger. The function graphs are mirrored on the vertical line
that corresponds to 7:37. Passengers, who have a desired departure time later than
7:37 have to start their trip earlier than desired. Therefore, they have to pay the
one-time penalty θ, which is 240 in this example, plus the time difference between
the desired and the actual departure time, multiplied with the early schedule delay
factor γ1. The passengers with a desired departure time earlier than 7:37 only pay
the time difference multiplied with the late schedule delay factor γ2.
When (143) is written for a passenger with a desired departure time, the term∑
n∈D
pi(n)b(n)(146)
is 0. Therefore, (143) can be written as
bs(τ) = b(nr, τ) +K.(147)
The intrinsic cost of the root only consists of the schedule delay costs as defined in
(14) in Section 2.2. Figure 4.4 shows b(nr) as a function of τ(P ). Therefore, the
graph for bs as a function of τ(P ) looks the same, except that there is a constant
offset of K.
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Figure 4.5. Schedule delay costs DAT passengers
Arrival Time Probability
7:32:00 0.2
7:37:00 0.3
7:41:00 0.3
7:48:00 0.1
7:51:00 0.1
Table 4.1. Arrival times and their probabilities
The case of desired arrival time is more complex. Since the intrinsic cost of the
root is 0 in this case (it is a stop node), (143) turns into
bs(τ) =
∑
n∈D
pi(n)b(n, τ) +K.(148)
An example for the schedule delay penalty as a function of the desired arrival
time τ(P ) can be seen in Figure 4.5. This function is piecewise linear because it
is a sum of piecewise linear functions. The strategy in Figure 4.5 has 5 possible
arrival times. They are listed in Table 4.1.
A passenger with a desired arrival time of 7:31:59 or earlier is always late if
she uses this strategy. A passenger with a desired arrival time of 7:32:00 is on time
in 20 percent of the cases. This means that the one-time late penalty θ has to be
applied only in 80 percent of the cases. It is the reason for the sudden drop in
the expected schedule delay penalty. The sudden drop of the cost function occurs
at any point in time when a vehicle arrives. The strategy has the lowest cost for
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passengers with a desired arrival time of 7:47. But for those passengers there is still
an expected schedule delay penalty of about 400, because on most of the trips they
will arrive either too early or too late.
The slope of the graph also changes exactly at the points in time when a vehicle
arrives. Since bs as a function of τ(P ) is piecewise linear, the derivative b
′
s(τ(P )) is
piecewise constant. The derivative b′s is defined at all times when no vehicle arrives.
The functional form of b′s can be derived, when the definition of the schedule delay
function is applied in (148):
bs(τ(P )) =
∑
n∈D
pi(n)b(n) +K
(149)
=
∑
n∈D
pi(n)
(
γ1 · SDE(τ(P ), τn) + γ2 · SDL(τ(P ), τn) + θ ·DL(τ(P ), τn)
)
+K
(150)
The derivatives of the schedule delay functions are
∂SDE(τ(P ), τ)
∂τ(P )
=
{
1 τ(P ) > τ
0 τ(P ) < τ
(151)
∂SDL(τ(P ), τ)
∂τ(P )
=
{
0 τ(P ) > τ
−1 τ(P ) < τ(152)
∂DL(τ(P ), τ)
∂τ(P )
= 0(153)
Therefore, the derivative of the strategy cost is
∂bs(τ(P ))
∂τ(P )
= γ1 ·
∑
n∈D:τ(P )>τ(n)
pi(n)− γ2 ·
∑
n∈D:τ(P )<τ(n)
pi(n)(154)
Equation (154) shows that the slope of the strategy cost function for very early
τ(P ) is −γ2, because the probabilities of the second sum in that case add up to 1.
For very late desired arrival times the slope is γ1, because the probabilities in the
first sum add up to 1.
The derivative b′s(τ) of the cost function bs(τ) can be seen in Figure 4.6.
4.2.4. Determining the Strategies for Continuous Demand. In the pre-
vious subsection properties of the strategy costs as a function of τ(P ) where an-
alyzed. This analysis is used now to determine a set of optimal strategies—it is
assumed that every passenger uses the strategy that is optimal.
At first, demand will be treated as a flow. Here the task is to find points
in time where the optimal strategy changes. Desired departure time and desired
arrival time have to be treated differently in this model.
4.2.4.1. Desired Departure Time. The case of desired departure time is the
simpler one, because the strategy cost function bs(τ(P )) in this case only has one
downward branch and one upward branch, as can be seen in Figure 4.4.
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Figure 4.6. Derivative of the cost function for desired arrival time
Definition 54. Let SO,D be the set of all strategies between origin O and
destination D and P be a passenger. Then the function bO,D : T → R+ with
bminO,D(τ(P )) := min
s∈SO,D
{bs(τ(P ))}(155)
is the minimum cost function.
Definition 55. Passengers follow this strategy selection rule: A passenger P
with origin O and destination D will choose a strategy s if
bs(τ(P )) = b
min
O,D(τ(P )).(156)
This choice is not necessarily unique. An ideal case is shown in Figure 4.7.
There are three strategies. The first and the second strategy cost function intersect
at about 8:24, the second and the third at about 8:55. This means that passengers
with a desired departure time before 8:24 will take the first strategy, passengers
with a desired departure time after 8:55 will take the third strategy, and the rest
of the passengers will take the second strategy. How many passengers end up using
each strategy depends on the demand distribution function δO,D(τ).
The strategy cost function for desired departure time has properties that allow
finding intersection points efficiently.
Proposition 6. Let s1, s2 ∈ SO,D be two strategies with root n1r and n2r re-
spectively. If
bs1(τ(n
2
r)) < bs2(τ(n
2
r)),(157)
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then
bs1(τ) < bs2(τ) for all τ ∈ T.(158)
Proof. There are three cases. Case 1: τ(n1r) = τ(n
2
r). In this case it is clear
that bs1 has the lower value than bs2 for all τ since the slope of both functions is
the same for all τ 6= τ(n1r) and the one-time penalty is the same for both functions.
Case 2: τ(n1r) > τ(n
2
r). For all τ < τ(n
2
r) the slope of both functions is
identical, therefore the claim is true for all these points of time. In τ(n2r) the one-
time penalty is applied to bs2 , therefore the difference of both functions is at least
θ. This difference even becomes larger, because bs2 increases while bs1 decreases.
To the right of τ(n2r) the slope of bs1 is always less than or equal to the slope of bs2 .
In τ(n1r) the one-time penalty is applied to bs1 but this still keeps the gap > 0.
Case 3: τ(n1r) < τ(n
2
r). This case is similar to case 2. 
Definition 56. A strategy s1 dominates a strategy s2 if bs1(τ) < bs2(τ) for
all τ ∈ T . A strategy is undominated if there exists no strategy that dominates it.
The set of all undominated strategies is called S˜∗O,D.
Corollary 4. Let s be a strategy and bminO,D the minimum cost function. If s
is optimal for some τ(P ), then s is optimal at its root, i.e.
bs(τ(P )) = b
min
O,D(τ(P ))⇒ bs(τ(nr)) = bminO,D(τ(nr))(159)
Proof. This is done by contradiction. Suppose s is optimal at time τ(P )∗ ∈ T ,
but not optimal at τ(nr). Then there exists a strategy s
′ such that bs(τ(nr)) >
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bs′(τ(nr)). According to Proposition 6, bs(τ) > bs′(τ) for all τ , including τ(P )
∗.
This is a contradiction. 
Corollary 4 is useful when it comes to determining undominated strategies for
all passengers. Any strategy that is optimal for some point in time is optimal at
its root. This means that it suffices to select an undominated strategy for each
root in the origin O to find an optimal strategy (there might be several, but one
representative is sufficient) for all points in time. The running time of this procedure
is linear in the number of possible roots in O. This number is equal to the number
of vehicle departures at stops in O in the time interval T .
The procedure to find optimal strategies for all passengers is described in Al-
gorithm 9. It is assumed that for a given destination D a backward pass was
performed (see Section 2.3). This means that for all nodes in the reliable backward
star N−−r (D) the cost bD and the sorted set of options σ(n) are known. Given
an origin O, the set of all possible root nodes nO,Dr ⊂ (O ∩ N−−r (D)) is sorted
in an ascending order with respect to bD (Step 1). Then each node nr ∈ nO,Dr
is processed at a time, and checked if the optimal strategy (this is not necessarily
unique) s with root nr is dominated (Step 3). This is done by comparing bD(nr) to
the cost bs′(τ(nr)) of each strategy s
′ in S∗O,D at time τ(nr). If bD(nr) < bs′(τ(nr))
for all s′ ∈ S∗O,D, strategy s is added to S∗O,D.
Notice that it is necessary to analyze all nodes in nO,Dr as candidates for roots,
not only the nodes in T . A strategy may well be optimal inside T even though the
root lies outside of T .
Algorithm 9: Undominated Strategies for DDT
Input : An origin O, a destination D, sorted sets of options for all nodes
n ∈ N−−r
Output: A set S∗O,D ⊂ S˜∗O,D of undominated strategies
1 (Initialization) Put all root nodes in nO,Dr in a queue Q, which is sorted
according to the cost bO,D in an ascending order. Set S
∗
O,D = ∅
2 (Selection) if Q is empty then
Terminate.
else
Remove the first element n from Q
end
3 (Comparison) Compare bD(n) to bs(τ(n)) for all s ∈ S∗O,D.
if bD(n) < bs(τ(n)) for all s ∈ S∗O,D then
Add an optimal strategy with root n to S∗O,D
end
Go to Step 2
Proposition 7. Only undominated strategies are contained in the optimal set
S∗O,D in Algorithm 9.
Proof. Consider a strategy s with root node nr at the moment when it is
added to S∗O,D. Any strategy s
′ already contained in S∗O,D does not dominate s—
this is checked in Step 3 of the algorithm. What remains to show is that s does
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not dominate any strategy s′ ∈ S∗O,D. But this is also clear, because bD(nr) is the
lowest value of the cost function bs(τ). Strategy s
′ entered S∗O,D before s, which
means that if n′r is the root node of s
′, bs′(n′r) = bD(n
′
r) is less than or equal to
bs(nr), and therefore s
′ is not dominated. 
From Proposition 7 follows that in Algorithm 9 it never happens that two
dominated strategies are compared. Still, if all nodes in nO,Dr are undominated,
the set S∗O,D grows linearly, which means that the running time of the algorithm is
O(|nO,D|2). Notice that Algorithm 9 finds an optimal set S∗O,D in the sense that
only those strategies in S˜∗O,D are not contained that do not improve the solution.
These strategies may at some point in time be as good as a strategy in S∗O,D, but
not better.
4.2.4.2. Desired Arrival Time. We have already seen that the strategy cost
function for passengers with a desired arrival time is more complex than the one
for passengers with a desired departure time. Unfortunately, this also means that
the packet generation is more complex. This can be seen in Figure 4.8.
There are two strategies, the blue strategy s1 and the red strategy s2. Strategy
s1 has two possible arrival times 7:37 and 7:48; strategy s2 has one at 7:41. The
root of s2 is a little cheaper than the root of s1.
Strategy s1 has lower costs almost all of the time. The two graphs intersect
roughly at 7:39 and 7:47. In the intermediate time interval, the red strategy is
more attractive. More precisely, for passengers with a desired arrival time between
7:39 and 7:47 the red strategy is more attractive. This seems plausible: Passengers
with a desired arrival time later than 7:48 always have early schedule delay costs.
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When such a passenger uses strategy s1, there is a chance that the early schedule
delay costs are not large, because there is a connection that arrives relatively late.
Strategy s2 is always very early for those passengers. A similar argument holds for
passengers with a very early desired arrival time. They always experience late ar-
rival, but there is an arrival time in strategy s1 which is relatively early. Passengers
with a desired arrival time around 7:41 prefer strategy s2, because the one arrival
time it has is close to their desired arrival time. Strategy s1 is not so attractive for
these passengers, because when they use it they arrive either too early or too late.
In the DDT algorithm it is sufficient to execute one backward pass for each
destination. The schedule delay penalties for given desired departure times can be
applied in the origin. It is clear, which desired departure times need to be analyzed:
the departure times of the vehicles. For passengers with a DAT everything is more
complicated. The schedule delay penalties need to be applied first; only then a
backward pass can be executed. The results from that backward pass then are only
valid for the given desired arrival time. Performing the backward pass only for
arrival times of vehicles at the destination is insufficient; an example for this will
be shown in Chapter 5 (see Section 5.2). It is not clear, how the search times for
DAT should be defined. One approach is to define search time intervals of equal
length. This approach is successfully used in Chapter 5. Several sizes for search
time intervals are tested, and a search time interval that is about half the time
interval between vehicle arrivals seems to be sufficient. However, further research
is necessary.
In this thesis a heuristic method will be used to determine the set T ′ of search
times for the DAT case. This set is made up of two components. The first compo-
nent is all the arrival times of vehicles at the destination D. The second component
is a set of equidistant search times τ0, τ1, . . . , τq ∈ T , that are similar to the demand
times in the discrete demand model.
T ′D := {τn | n ∈ D} ∪ {τ0, . . . , τq}(160)
When the backward pass has been executed for several search times, in the
DAT case it is harder to compare the cost functions of strategies than in the DDT
case. For desired arrival times there is no proposition similar to Proposition 6: The
DAT strategies cannot be distinguished by their root, and the arguments based on
the slope of the cost functions do not work so well, because each strategy can have
a different set of slopes, as was shown in Figures 4.6 and 4.8.
See Algorithm 10. There are some remarks about this algorithm. First, it has
a much larger running time than Algorithm 9 for DDT, because the backward pass
has to be performed several times. Each backward pass means going through a
considerable part of the network, not only through the nodes of O as in the case of
desired departure time. Second, it is not guaranteed that in the end the set S∗O,D
contains all strategies that are optimal for some τ(P ) ∈ T , since only a limited
number of possible desired arrival times have been analyzed. Therefore, Algorithm
10 is only a heuristic. Finally, it is worth noting that the strategies in S∗O,D do not
necessarily have different root nodes. In fact, two backward passes for two different
desired arrival times may yield identical strategies. They might also yield different
strategies, that only differ later on, but not in the root.
4.2.4.3. Generating Packets. Based on the optimal (heuristic) set of strategies
S∗O,D packets are created. The idea is that one packet is created for each strategy
in S∗O,D. The packet p that is created for a strategy s ∈ S∗O,D gets the time interval
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Algorithm 10: Heuristic Set of Strategies for DAT
Input : An origin O, a destination D
Output: A heuristic set S∗O,D of undominated strategies
1 (Initialization) Set R = T ′D. Set S
∗
O,D = ∅
2 (Selection) if R = ∅ then
Terminate.
else
Select a (arbitrary) search time τ ∈ R and remove it from R.
end
3 (Backward Pass) Perform a backward pass with τ(P ) = τ .
4 (Root) Select n′ ∈ O with bD(n′) = min{bD(n) | n ∈ O} and add the
corresponding strategy to S∗O,D. Go to Step 2
where the cost function of the strategy is optimal. (As long as that strategy is
unique. If there are several optimal strategies, one of them is chosen by some
criterion.) Therefore, it is necessary to determine, at which times each strategy is
optimal.
This procedure is described in Algorithm 11.
Algorithm 11: Packet Generation
Input : A set S∗O,D of undominated strategies
Output: Packets of passengers on the nodes in O
1 (Initialization) Set T ∗ = {τa, τ b}.
2 (Intersection) For each pair s1, s2 ∈ S∗O,D determine the set of intersection
points T ∗(s1, s2) of the cost functions. Set T ∗ = T ∗ ∪ (T ∗(s1, s2) ∩ T ).
3 (Intermediate Points) Suppose T ∗ = {τa, τ1, τ2, . . . τj , τ b}, where the
elements are sorted in ascending order. Construct the set
T˜ ∗ = {τ˜1, τ˜2, . . . ˜τj−1} by taking an intermediate point τ˜i for each pair of
consecutive points in T ∗
4 (Distribution) For each point τ˜i determine the optimal strategy s ∈ S∗O,D.
Create a packet p with strategy s and times τ l(p) = τi and τ
u(p) = τi+1 at
the root node nr of s.
At first, the intersection points of the strategy cost functions for all strategies
in S∗O,D are determined. These are the points in time where the optimal strategy
changes. Given two strategies s1 and s2, an intersection point τ ∈ T is a point in
time, where the cost difference bs1(τ) − bs2(τ) equals 0, or where the sign of that
function changes. Notice that only intersection points within the analysis time
interval T are of interest. All the intersection points within T form a candidate set
T ∗ = {τ1, τ2, . . . }. For each of the intervals [τi, τi+1], where τi, τi+1 ∈ T ∗, it is true
that if a strategy has minimum cost for some τ ∈ [τi, τi+1], it has minimum cost
on the complete interval. This is because the cost functions of the strategies do
not have intersection points in that interval. The easiest way to determine, which
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strategy is optimal in some interval [τi, τi+1] is to select a point τ˜i in that interval
and find the strategy that has minimum cost there. Notice that the borders of the
analysis time interval T , τa and τ b also have to be added to T ∗.
Step 2 of Algorithm 11 involves finding intersection points for each pair of
strategy cost functions. This is not efficient, because the running time is quadratic
in the number of strategies in S∗O,D. The running time can be much improved,
if fewer comparisons are executed. A heuristic approach (which will be used in
Chapter 5) is to compare only strategies in S∗O,D with consecutive search times.
Consequently, intersection points will only be searched in the time interval between
the two search times. This improves the running time of the algorithm to linear
time in the size of S∗O,D.
4.2.5. Determining the Strategies for Discrete and Homogeneous De-
mand. When the demand model is discrete or homogeneous, it is not necessary to
calculate intersection points of time-dependent strategy cost functions. Instead, it
is possible to determine the optimal strategy for each demand group (there is only
a finite number of those) and assign the strategy to the complete group.
The solution algorithm is different for desired departure times and desired ar-
rival times. As for dynamic demand, only one backward pass is necessary for desired
departure time and several backward passes are necessary for desired arrival time.
The process of packet generation for discrete demand is described in Algorithm
12. The points in time τ1, τ2, . . . that carry demand are put in a queue in Step 1.
In Step 2 a single backward pass is performed. This yields node costs bD(n) for
each node in the origin O from which the destination D can be reached reliably.
The node costs as such do not yet contain schedule delay penalties. The schedule
delay penalties are sequentially applied to each node for each of the relevant points
in time, yielding the values bD(n, τi). In Step 4, the best node for a given time τi is
selected, i.e. the node with minimum cost bD(n, τi). All the demand corresponding
to τi then is assigned to this node, which means that a packet is placed at n. This
packet follows the strategy implicitly defined by the backward pass.
The algorithm for homogeneous demand is very similar to Algorithm 12. The
only difference is that the Set Q does not consist of demand times, but of demand
time intervals. Since the rest of the algorithm is identical in principle, it will be
omitted.
For passengers with desired arrival times one backward pass is not sufficient.
As in the case of continuous demand, several backward passes have to be executed
for each destination. However, there is a more straightforward way to determine the
search times than in the case of dynamic demand: one backward pass is performed
for each of the points in time τ1, τ2, . . . that carry demand. Then the optimal root
node is chosen where the packet of passengers is placed.
The demand distribution for passengers with a desired arrival time is described
in Algorithm 13. The algorithm is basically the same as Algorithm 12, except that
the backward pass (Step 3) comes after the selection (Step 2) and is performed for
each point in time τi.
4.2.6. Conclusions. In this section three demand models were presented: the
continuous model, the discrete model, and the homogeneous model. It was shown
how optimal strategies for all models can be determined, and how the optimal
strategies are used to define packets. The packets will be used in the loading
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Algorithm 12: Packet generation for discrete demand, DDT
Input : An origin O and a destination D
Output: Packets of passengers on the nodes in O
1 (Initialization) Set Q = T = {τ1, τ2, . . . } the set of all desired departure
times. Set i = 1.
2 (Backward Pass) Perform a backward pass. This yields costs bD(n) for
each node n ∈ O that lies in the reliable backward star N−−r (D) of D.
3 (Selection) if Q is empty then
Terminate.
else
Set τ ′ = τi. Remove τi from Q.
end
4 (Comparison) Find n′ ∈ O ∩N−−r (D) such that
bD(n
′, τi) = min{bD(n, τi) |n ∈ O ∩N−−r (D)}. Create a packet with
τ l(p) = τu(p) = τi and strategy s with root n
′. Go to Step 3.
Algorithm 13: Packet generation for discrete demand, DAT
Input : An origin O and a destination D
Output: Packets of passengers on the nodes in O
1 (Initialization) Set Q = {τ1, τ2, . . . } the set of all desired arrival times.
Set i = 1.
2 (Selection) if Q is empty then
Terminate.
else
Set τ ′ = τi. Remove τi from Q.
end
3 (Backward Pass) Perform a backward pass for τi. This yields costs bD(n)
for all nodes in O that lie in the reliable backward star N−−r (D) of D.
4 (Comparison) Find n′ ∈ O ∩N−−r (D) such that
bD(n
′) = min{bD(n) |n ∈ O ∩N−−r (D)}. Assign all demand corresponding
to τi to the strategy s with root n
′. Go to Step 2.
procedure. The discrete and homogeneous models are more popular in the litera-
ture, and the algorithms developed in this section make clear, why that is so: it
is rather easy to calculate optimal strategies and generate packets for the discrete
and homogeneous models. For the continuous demand model, several heuristics
and simplifications had to be developed. The first heuristic is that the search times
for passengers with a desired arrival time have to be determined by the modeller.
The second heuristic is that the packets generated from the optimal strategies are
based on some simplifying assumptions about the strategy cost functions.
On the other hand the discrete and homogeneous models can be seen as a sim-
plification of the continuous model. It is yet unclear, which path leads to better
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results: using the more challenging continuous demand model with heuristic algo-
rithms, or using the simpler discrete and homogeneous demand models with precise
algorithms. In Chapter 5 both approaches will be tested with a simple example.
The results suggest that the approach with the continuous demand model and the
heuristic algorithms should be preferred.
4.3. Loading
Loading is the final step of the assignment process. In this step the packets
that were generated in the packet generation step are moved through the network.
This involves a boarding procedure at the stop nodes. In the boarding procedure
it is determined, which part of the demand may board a vehicle, and which part
fails to board a vehicle. In the boarding procedure new reliabilities are calculated.
These reliabilities are used in the next step of the assignment process to determine
new optimal strategies.
4.3.1. Introduction. At the beginning of the loading, all packets are placed
on their origin nodes; the origin node of a packet always is the root node of the
packet’s strategy. The packet’s strategy determines the way it is moved through
the network. Ideally, a packet is always moved along its optimal arc. This is the
arc that is first in the ordered set of options of the packet’s strategy at the node
where the packet currently is located. If the first option is not available, the packet
is moved along the second-best arc. It is more common, though, that it is only
possible to move part of the packet along an arc. In that case the packet it split
into two packets. One part is sent along the arc, the rest remains on the node and
has to use other arcs.
Each packet is removed from the network once it has reached its destination.
Notice that the destination is not a single node, but a set of nodes that belongs to
the same zone.
It should be noticed that the movements of the packets are only determined
by their strategy. The reliabilities with which the strategies were calculated do not
affect the movements. For example, as was mentioned in Chapter 3, the strategy of a
packet may contain options that had reliability 0, when the strategy was calculated.
Nevertheless, if it turns out during the loading procedure that the reliability of the
option is not 0, it will be used, because it is part of the packet’s strategy. The
reliability that the option had when the strategy of the packet was determined does
not affect its movement during the loading. Likewise, it is possible that an option,
which was assumed to be reliable during the search, turns out to be unreliable.
This also has no effect on the attractiveness of the option during the loading.
Boarding is the defining part of the loading—the loading basically is a sequence
of boardings. In reality boarding involves a public transport vehicle (or a set of
vehicles) and a set of passengers that board it. It is not a complicated procedure.
In the model, boarding takes place at a node in the time-expanded network. It
involves moving packets of demand along the outbound arcs of the node.
Even though this is a simple process, the algorithmic description is fairly com-
plex, or at least more complex than one might expect. The complexity comes from
the fact that the procedure also works for a set of vehicles that wait at a stop at
the same time. It helps, though, to think of a node with two outbound arcs: one
boarding arc and one waiting arc. The demand that is not sent along the boarding
arc is sent along the waiting arc.
100 4. ASSIGNMENT
The input to the boarding procedure is a set of packets with a certain volume
and a set of options with a certain capacity. Boarding consists of assigning the
packets to the options according to the priorities of the packets. If capacities
are insufficient, packets may have to be split. There are two principle boarding
algorithms: random boarding and FIFO boarding (first-in-first-out). An important
output of the boarding are new reliabilities of the boarding arcs. These reliabilities
will be used in the next packet generation step of the assignment algorithm.
Notice that in the model, “boarding” (when seen as a distribution mechanism
for packets) also takes place at the in-vehicle nodes of the time-expanded network.
Since all the outbound arcs of an in-vehicle node always are reliable, “boarding”
at an in-vehicle node means that it is determined, which of the packets leave the
vehicle and which packets stay on board. In the following, the focus therefore lies
on boarding at stop nodes.
4.3.2. Random Boarding. When boarding is random, all packets have the
same priority. The arrival time or any other properties of the packets do not affect
the boarding procedure. If two packets wish to board the same vehicle and the
capacity of the vehicle is insufficient, the same share of both packets is added to
the vehicle. This type of boarding in many countries takes place at metro stations.
One may think of a large platform where passengers can choose their position at
will. This model may not be accurate in very crowded situations.
Definition 57. Let n ∈ N be a node, let P be a set of packets at n. Then
χ′(n) :=
{
χ(n)−∑p∈P v(p) ≥ 0 n ∈ NV
∞ n ∈ NS
(161)
is called the residual capacity of n.
Each packet uses up part of the capacity of the node. While stop nodes have
infinite capacity, the capacity of in-vehicle nodes is limited. How much demand can
be put on an in-vehicle node during boarding is determined by its residual capacity
χ′.
Definition 58. Let n ∈ NS be a stop node, and a ∈ A+(n) be an outbound
boarding arc. Let P be a set of packets at node n, and
Pa := {p ∈ P | a is the first choice}(162)
The value
κ(a,P) :=
{∑
p∈Pa v(p)
χ′(h(a)) if χ
′(h(a)) > 0
∞ if χ′(h(a)) = 0
(163)
is called the volume factor of a with respect to P.
The volume factor of a boarding arc a is the ratio between the demand that
wants to use the arc, and the demand that can use the arc. This number can go
to infinity if there is no residual capacity in the head node h(a) of a. When the
volume factor equals infinity, the boarding arc leads into a vehicle that is full.
Algorithm 14 describes the boarding procedure. It works with a set A of arcs
and a set P ′ of packets. These sets are initialized in Step 1. After initialization the
algorithm loops between Steps 2 and 5. Every time the algorithm reaches Step 5,
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an arc is removed from A and it loops back to Step 2. The algorithm terminates in
Step 2 when one of the sets A and P ′ is empty. In Step 2 the arc a is determined,
that has the worst ratio between demand and capacity, i.e. the largest volume
factor. In Step 3, load is put on a. If the residual capacity of h(a) exceeds the
demand (κ(a,P ′) ≤ 1), all the demand can be put on it. In that case the packets
move on to h(a). If h(a) has no residual capacity (κ(a,P ′) =∞), nothing happens
in Step 3. The interesting case in Step 3 is when the capacity of h(a) is insufficient;
then the packets are split. A part of the demand remains at node n, a part of the
demand moves on to the head node h(a) of arc a. The volume of the packets that
remain on n is adjusted accordingly. In all cases the packets that arrive at the node
h(a)—if possible—are merged with other packets that already have arrived at h(a).
In Step 4 the reliability of a is adjusted according to κ(a). Step 5 is a cleanup
operation: arc a is removed from the set of desirable options of every remaining
packet. Then the algorithm loops back to Step 2.
Algorithm 14: Random Boarding
Input : A set P of packets on node n
Output: Packets on the successor nodes of n, reliability values for the
outbound arcs of n
1 (Initialization) Set A = A+(n). Remove packets for which n is in the
destination. Set P ′ = P.
2 (Load Factor) if A′ = ∅ or P ′ = ∅ then
Terminate.
else
Determine a such that κ(a,P ′) = max{κ(a′,P ′) | a′ ∈ A′}
end
3 (Load Arc) if κ(a,P ′) ≤ 1 then
Put all packets in P ′a on the head node h(a). Remove all packets p ∈ P ′a
from P ′.
else if κ(a,P ′) 6=∞ then
Split each packet p ∈ P ′a into packets p′ and p′′ with split factor κ. Move
p′ to h(a). Replace p with p′′.
end
4 (Reliability) if κ(a,P ′) ≤ 1 then
Set r(a) = 1.
else if κ(a,P ′) 6=∞ then
Set r(a) = 1κ(a,P′) .
else
Set r(a) = 0.
end
5 (Remove Option) Remove a from σp(n) for all p ∈ P ′. Remove a from
A′. Go to Step 2.
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4.3.2.1. Remarks. “Boarding” may be the wrong term for the procedure de-
scribed in Algorithm 14. The procedure works the same way for in-vehicle nodes.
Therefore, the procedure might also be called “Alighting”. However, since in-vehicle
nodes only have reliable options, the procedure is not very interesting; each packet
can use its favourite option, which is to alight or to remain on board.
When Algorithm 14 terminates, the set P is not necessarily empty. This can
only happen at stop nodes, and only on those who do not have a waiting arc. If
there is no waiting arc, the last vehicle for the day has left the stop area. That this
may happen is only considered a theoretical possibility in this thesis, since demand
late at night is usually low. In practice, it is sufficient to track the events where
packets are left on a node during execution of the algorithm. In many cases it
means that there has been a flaw in the network or in the demand data.
The sorted set of options σp(n) of packet p at node n may contain attractive
options, whose reliability was considered to be 0 in the backward pass in the demand
distribution. In Chapter 3, it was pointed out, that it makes sense to keep these
inaccessible options in the sorted set σ(n). Now it is clear why that is so: during the
boarding it may turn out that an option that was deemed inaccessible has residual
capacity. There is no reason why a packet should not use such an option.
The way boarding works makes it hard to express it as a mathematical prob-
lem in terms of, for example, a set of equations and an objective function. The
reason for this is that there are passenger—or packet—flows with different prior-
ities. Passengers already on board always have priority. The resulting solution
algorithm with its level of detail on first glance resembles a simulation where pack-
ets are moved into a vehicle. However, one should be aware that there are several
aspects of the described boarding procedure that are simplifications compared to a
simulation. Even though the algorithm is described in terms of packets, it is still a
passenger flow on the boarding arc, not a set of individual passengers. There is no
underlying model of how passengers behave when boarding. Passengers or packets
do not “react” to things that happen. Furthermore, boarding here is instantaneous.
In reality, boarding (and alighting) takes time. As a consequence, the departure
time of the vehicle depends on the demand. Furthermore, during the boarding,
passengers can react to events. Such an event might be another vehicle arriving at
a stop area in the vicinity. Another might be that a passenger can see, whether he
will be able to board or not, depending on the residual capacity and his position in
the queue. He might react by leaving the queue, before he actually fails to board.
Finally, if a passenger is susceptible to the crowding inside the vehicle, he might
decide to skip the vehicle, if it has become too crowded, even if there is residual
capacity. This is also true for passengers already on board: A passenger on board
may decide to leave the vehicle (if possible), because it has become too crowded.
In conclusion, what happens when passengers board a vehicle is much more
complex than the model used here. Passengers in reality can take into account
more factors than in the model.
4.3.3. First-In-First-Out Boarding. Sometimes passengers line up in a
queue. Passengers at the front of the queue then have a higher probability of
being able to board than passengers at the back of the queue. Since the passen-
gers at the front of the queue arrived earlier than the passengers at the back, the
probability of being able to board depends on the passengers’ arrival time at the
stop.
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This aspect was not yet considered in the model. Therefore, first a cost function
for the FIFO (First-In-First-Out) model is developed, then a boarding algorithm is
defined.
4.3.3.1. Mean Value Cost for FIFO boarding. When boarding is random, the
reliability of a boarding arc is a number; when boarding is FIFO, reliability is a
function of the packet’s arrival time τ at the stop area.
Definition 59. The function
r : [A, T ]→ [0, 1], (a, τ) 7→ r(a, τ)(164)
where A is the set of arcs and T is the analysis time interval is called the reliability
function. For all arcs a ∈ A \AB , we have r(a, τ) = 1 for all τ ∈ T . If a ∈ AB is a
boarding arc, the value r(a, τ) is the reliability of arc a with respect to the arrival
time τ at the stop area S(t(a)) of the tail node of a. An arc a with r(a, τ) = 1 is
called reliable.
The time dependency of the boarding reliabilities affects the probabilities of
the options.
Definition 60. Let n ∈ N be a node and σ(n) = {a1, . . . , aj} be a set of
outbound options. The value
pi(ak, τ) = r(ak, τ) ·
k−1∏
i=1
(1− r(ai, τ)).(165)
with a1, . . . , ak ∈ A and τ ∈ T is the probability that arc ak will be used under the
condition that the passenger arrived at time τ at the stop area, to which n belongs.
Even if ak is no boarding arc, its probability depends on the arrival time at
the stop area, since there may be more attractive arcs than ak which are boarding
arcs.
Finally, the cost of a node n depends on the arrival time at the stop area, since
the cost depends on the probabilities of the options
Definition 61. Let n ∈ N be a node and D be a destination. The function
bD : N × T → R+ with
bD(n, τ) = b(n) +
j∑
i=1
pi(ai, τ) · c′(ai, τ).(166)
is the mean value cost function for FIFO boarding.
The value bD(n, τ) is only well-defined for τ ≤ τ(n).
The cost c′ of an option a depends on the type of a. An alighting arc a ends at
a stop node h(a); the arrival time at the stop area S that contains h(a) is therefore
τ(h(a)). As a consequence, the cost of an alighting arc is
c′(a) = c(a) + bD(h(a), τ(h(a))), a ∈ Aa.(167)
The same is true for walking arcs: a passenger who walks to another stop area has
to queue at the back of the line. Boarding and dwelling arcs end at in-vehicle nodes.
Since the cost of in-vehicle nodes is not time-dependent, neither are the costs of
boarding and dwelling arcs.
The most interesting type of arc are waiting arcs. The cost of a waiting arc
does not depend on the time of the head node, but on the time τ the passenger
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arrived at the stop area. It is the only arc type whose costs depend on the arrival
time at the stop area.
c′(a) = f(τ), a ∈ AA.(168)
Equation (167) therefore can be rewritten as
c′(a, τ) = c(a) + bD(h(a), τ), a ∈ AW .(169)
Proposition 8. Let n be a node with options a1, . . . , aj, where at least one of
the options is relible. If the reliability functions r(ai, τ), 1 ≤ i ≤ j are monotonically
decreasing in τ , bD(n, τ) is monotonically increasing in τ .
Sketch of proof. From Proposition 1 on page 41 we know that
j∑
i=k+1
pi(ai, τ) = 1−
k∑
i=1
pi(ai, τ) =
k∏
i=1
(1− r(ai, τ))(170)
Since the reliability functions are monotonically decreasing in τ , the expression
k∏
i=1
(1− r(ai, τ))(171)
is monotonically increasing in τ . This means that when τ increases, the sum of the
probabilities of the unattractive options
∑j
i=k+1 pi(ai, τ) is monotonically increas-
ing, while the sum of the attractive probabilities is monotonically decreasing.
This may suffice as a sketch of the proof. Intuitively it is clear that if less at-
tractive options are more probable, the costs increase. Finally, the time dependency
of bD(n, τ) is based only on the time dependency of pi, with one exception: there
is one arc, the waiting arc, whose costs c′ also depend on τ . In the last node n′ of
stop area S there is no waiting arc. Therefore, the costs of n′ are monotonically
increasing in τ . By induction the costs are therefore monotonically increasing in
all nodes of S. 
4.3.3.2. The FIFO Boarding Algorithm. For FIFO boarding, packets get an
additional attribute τ(p,S), the arrival time of packet p at stop area S. This
additional attribute changes throughout the loading. Every time a passenger arrives
at a new stop area, the time stamp for arrival time τ(p,S) is adjusted. This arrival
time is not relevant if the packet is in a vehicle. It is assumed that if a passenger
walks to another stop area, he has to line up again at the back of the queue.
Algorithm 15 describes, how FIFO boarding is done. It basically works like
random boarding, except that the set of packets P is divided into several sets of
packets P ′. The packets in a set P ′ ⊂ P have the same arrival time τ(p,S) at
the stop area. It is by no means an exception that packets have the same τ(p,S);
packets often arrive with the same vehicles, and thus at the same time. In Step
2, the set of packets P ′′ ⊂ P is constructed. It contains all the packets that have
the earliest arrival time at the stop area. In Steps 3-5 the packets are distributed
among the arcs in a random boarding procedure. Since the passengers arrived at
the same time, no one has priority over the others.
Notice that in FIFO boarding, in Step 5 a time-dependent reliability value is
set for an arc, as opposed to a single value as in random boarding. An arc a can
be chosen several times in Step 3. It is common that an arc runs through three
stages: In the first stage, i.e. at the first time the arc is selected in Step 3, the
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Algorithm 15: FIFO Boarding
Input : A set P of packets on node n
Output: Packets on the successor nodes of n, time-dependent reliability
values for the outbound arcs of n
1 (Initialization) Set A = A+(n). Remove packets for which n is in the
destination. Set P ′ = P.
2 (Arrival Time) if A = ∅ or P ′ = ∅ then
Terminate.
else
Determine all packets with minimum arrival time:
τmin = minp∈P′{τ(p, (S))}. P ′′ := {p ∈ P ′ | τ(p,S) = τmin} ⊂ P ′
end
3 (Load Factor) Determine a such that κ(a,P ′′) = maxa′∈A{κ(a′,P ′′)}.
4 (Load Arc) if κ(a,P ′′) ≤ 1 then
Put all packets in P ′′a := P ′′ ∩ Pa on the head node h(a). Remove all
packets p ∈ P ′′a from P ′.
else if κ(a,P ′′) 6=∞ then
Split each packet p ∈ P ′′a into packets p′ and p′′ with split factor κ.
Move p′ to h(a). Replace p with p′′.
end
5 (Reliability) if κ(a,P ′′) ≤ 1 then
Set r(τmin, a) = 1.
else if κ(a,P ′′) 6=∞ then
Set r(τmin, a) =
1
κ(a,P′′) .
else
Set r(τmin, a) = 0.
end
6 (Remove Option) if κ(a,P ′′) > 1 then
Remove a from σp(n) for all p ∈ P ′. Remove a from A.
else
if P ′′ = ∅ then
Go to Step 2
else
Go to Step 3
end
end
capacity is sufficient to accommodate all packets in P ′′. Suppose that the arrival
time corresponding to that iteration is τmin,1. Then r(τmin,1, a) = 1. It also means
that for packets p with an arrival time τ(p,S) < τmin,1 the arc also is reliable. In
the second stage, i.e. at some other iteration where a is selected, the arc fills up.
Let this iteration correspond to arrival time τmin,2. Then the reliability gets a value
106 4. ASSIGNMENT
0,70
0,80
0,90
1,00
R
e
l i
a
b
i l
i t
y
0,20
0,30
0,40
0,50
0,60
R
e
l i
a
b
i l
i t
y
0,00
0,10
7:15:00 7:20:00 7:25:00 7:30:00 7:35:00 7:40:00 7:45:00 7:50:00
Arrival Time at Stop Area
Figure 4.9. Reliability of an arc as a function of time
greater than 0 and less than 1, as defined in Step 5: 0 < r(τmin,2, a) < 1. From
then on, in the third stage, arc a is inaccessible. This means that for τ > τmin,2 we
have r(τ, a) = 0.
The time-dependent reliability function can be extended to all possible arrival
times at stop area S. There is at most one crucial arrival time, when an arc is
neither completely reliable nor completely unreliable. A graph of a typical time-
dependent reliability function can be seen in Figure 4.9.
4.3.4. Loading. Loading is the process, where packets are sent through the
network towards their destination. The input is a network with packets placed at
their origin nodes, the output are reliabilities (or time-dependent reliability func-
tions) for the boarding arcs. Loading basically consists of performing boarding
procedures at all the nodes where packets arrive. This is described in Algorithm
16.
Algorithm 16: Loading
Input : A network with packets on their boarding nodes
Output: Reliabilities (or reliability functions) for all boarding arcs
1 (Initialization) Set Q = N . Q is sorted by the time coordinate τ(n) of its
elements. In-vehicle nodes are processed after stop nodes with the same
time coordinate.
2 (Selection) if Q = ∅ then
Terminate.
else
Select the first element n from Q. Remove n from Q.
end
3 (Boarding) Perform a boarding on n. Go to Step 2.
The algorithm works with a sorted queue. The nodes in that queue are sorted
by their time coordinate. This way it is guaranteed that when a node n is being
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processed, its predecessor nodes have already been processed. This means that the
packets of the predecessor nodes have already arrived and possibly been merged
with the packets already waiting at n. In Step 3, a boarding is performed. Notice
that the sorting of Q means that each in-vehicle node n first gets the packets from
the previous in-vehicle node n′ of the vehicle journey. This is because τ(n′) is
always smaller than τ(n). On the other hand, the time coordinate of tail node and
head node of boarding arcs are always identical. Also notice that it is important to
process stop nodes before in-vehicle nodes with the same time coordinate.
4.3.5. Conclusions. Boarding is a rather simple procedure, as long as only
one vehicle is involved. Nevertheless, the algorithmic description is not trivial. Two
different boarding procedures were shown: random boarding and FIFO boarding.
FIFO boarding is slightly more complex, but in principle it consists of a random
boarding procedure for every point in time that a packet arrived at the stop area.
For FIFO boarding a cost function was defined. It is similar to the mean value
cost function from Chapter 3, except that the reliabilities of the boarding arcs
depend on the point in time a packet arrived at the stop area. It was also shown
that if the reliabilities of the boarding arcs are monotonically decreasing in time
(as is to be expected), the mean value costs increase.
One question was left open, and it remains a question for further research: a
passenger cannot decide, when he arrives at an intermediate stop. The passenger
arrives at the same time as the vehicle he is using. However, at the boarding stop,
the passenger can optimize his arrival time. When boarding is random it only
makes sense to arrive at times when a vehicle is at the stop. However, if there is
a queue the passenger has to weigh the higher probability of being able to board
(when he arrives early) against the shorter waiting time (when he arrives late).
4.4. Convergence
The model in this thesis is an equilibrium model. The objective of the as-
signment algorithm is to determine a set of strategies that satisfies the Wardrop
equilibrium conditions. These equilibrium conditions will be defined in Subsection
4.4.1. In practice it is usually not expected that an equilibrium actually is found
(unless the network is very small, and an equilibrium can be determined analyti-
cally). It is generally deemed acceptable when the assignment process terminates
with a solution that is “close” to equilibrium. What this means in the context
of strategy-based public transport assignment is also analyzed in Subsection 4.4.1.
Finally, a method is devised, how a solution can be found that satisfies the termi-
nation criteria. This is described in Subsection 4.4.2.
4.4.1. Convergence Criteria. The objective of the solution algorithm is to
find an equilibrium according to Wardrop’s first principle, also known as a user
equilibrium.
At first a formulation will be given, how Wardrop’s equilibrium principle can
be applied in strategy-based public transport assignment. Then several criteria for
terminating the assignment process will be discussed.
4.4.1.1. Equilibrium. The general formulation of user equilibrium according to
Wardrop is the following:
Under equilibrium conditions traffic arranges itself in congested
networks in such a way that no individual trip maker can reduce
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his path costs by switching routes. (Wardrop (1952) as quoted
in Ortuzar and Willumsen (2001))
This formulation will now be applied to the strategy-based assignment model,
which is used in this thesis. The formulation is based on the following definition of
the cost function for packets.
Definition 62 (Cost Function for Packets). Let p be a packet with strategy
s. The function bp(τ) : [τ
l, τu]→ R+ with
bp(τ) := bs(τ)(172)
is called the cost function for packet p.
Here τ l and τu are the start time and the end time of the demand time interval
of the packet. Definition 62 means that the cost of a packet depends on the point
in time τ , i.e. the desired departure or arrival time of a passenger in the packet.
The definition is based on the strategy cost function defined in Subsection 4.2.3 on
page 87.
In the strategy-based assignment model, passengers do not use routes. They use
strategies. Therefore, Wardrop’s principle is adjusted slightly, so that it is assumed
that no passenger can reduce his strategy costs by switching the strategy. In fact,
there are no real passengers in the model when the continuous demand model is
used. There is a demand flow function instead, so the equilibrium criterion makes
use of the flow function.
The equilibrium principle uses the cost function of the packets and the minimum
cost function bminO,D that was introduced in Definition 54 on page 90.
Definition 63. Let P be the set of all packets. The system is in equilibrium,
if for each packet p ∈ P the cost function bp is equal to the minimum cost function:
bp(τ) = b
min
O,D(τ)(173)
for all τ ∈ [τ l, τu]. Here τ l and τu are the starting and ending times of the time
interval of the demand that packet p represents, O any D are the origin and the
destination of p.
Suppose there was a packet p with borders τ l and τu and strategy s, and there
was a point in time τ l ≤ τ ≤ τu with bp(τ) > bminO,D(τ), then the demand at τ
could be reassigned to a different strategy s′ with bs′(τ) = bminO,D(τ). This means
that a passenger with a desired departure or arrival time τ (represented by the
demand flow function) could improve his strategy. Then the system would not be
in equilibrium.
Definition 63 has a different meaning for the different types of demand de-
scription that were introduced in Section 4.1. If the demand is a continuous flow
as described in Subsection 4.2.1 on page 83, the temporal borders τ l, τu of each
packet are likely to be different (in fact, the packet has no volume if both borders
are the same, therefore this case is irrelevant). For the system to be in equilibrium,
the cost function of the packet has to have the same value as bminO,D on the complete
interval. If the demand is discrete, the temporal borders of a packet are identical:
τ l = τu. As a consequence it is much easier to test if a system is in equilibrium if
the demand definition is discrete. This will be shown in Subsection 4.4.1.3.
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4.4.1.2. Equilibrium with Side Constraints. Wardrop’s principle as such does—
strictly speaking—not imply that in equilibrium there are no better routes for a
given passenger. The principle states that there are no better routes to which the
passenger can switch. If there are explicit capacity constraints, this may mean
that all the better routes—or in this case strategies—are already used by other
passengers, and that there is no capacity left on those strategies for other passengers.
The additional complexity of equilibrium models with side constraints was de-
scribed in Nguyen et al. (2001). Its source is the fact that there is an asymmetry in
the model: passengers, who are already on board, have priority over passengers who
wish to board. If during the assignment process passenger volumes are reassigned,
the choices of other passengers suddenly may become infeasible, because they can-
not board. The complexity of equilibrium with capacity constraints is mitigated by
the strategy concept. Suppose that there are passengers A and B with strategies
sA and sB . Suppose further, that passenger A at some point changes his strategy
to s′A. Strategy s
′
A interferes with strategy sB . As a result, it is possible that there
is no residual capacity on some vehicle that passenger B wants to use (because now
passenger A is inside that vehicle). Passenger B will react by using another option.
This situation is different to models, where passengers have paths: in a path-based
model the path of passenger B would now have become infeasible, and another
path would have to be found for him. In the strategy model, passenger B does
not automatically have to choose a different strategy. The passenger in most cases
can keep the strategy sB ; he is just forced to use a less attractive sub-path of that
strategy. It is theoretically possible that when passenger A changes his strategy,
strategy sB becomes infeasible in the sense that passenger B may end up at an
intermediate stop without outbound options. But this is rather unlikely, because
in practice it may be assumed that at the end of the day there is enough residual
capacity in the network.
It is assumed in this thesis that there is always enough residual capacity in
the network, so that passengers do not end up at stops that are not destination
stops. The assignment algorithm was implemented so that it terminates with an
error message if a packet of passengers is stranded at an intermediate stop. In such
cases it is most likely that there was an error in the input data.
4.4.1.3. Termination. Definition 63 describes an ideal equilibrium. Algorithms
that solve assignment models usually do not find such a state in practice. In
equilibrium models optimal solutions are usually approximated; an optimal solution
is for numerical reasons only found in exceptional cases. Criteria for termination
can be defined in several ways. The first one is based on the cost functions of the
packets.
Definition 64. Let p ∈ P be a packet with origin O and destination D and
demand flow time interval τ ∈ [τ l, τu]. Let bminO,D > 0 be the minimum cost function.
Then
G1(p) := sup
τ∈[τ l,τu]
{bp(τ)− bminO,D(τ)} ≥ 0(174)
is called the absolute gap of packet p, and
G2(p) := sup
τ∈[τ l,τu]
{bp(τ)− b
min
O,D(τ)
bminO,D(τ)
} ≥ 0(175)
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is called the relative gap of packet p. Here bp(τ) is the cost of packet p for the
desired departure or arrival time τ , and sup is the supremum.
Let p′ ∈ P be a packet with origin O and destination D and a discrete demand
concentrated at τp′ . Then
G1(p
′) := bp′(τp′)− bminO,D(τp′) ≥ 0(176)
is the absolute gap of packet p′, and
G2(p
′) :=
bp′(τp′)− bminO,D(τp′)
bminO,D(τp′)
≥ 0(177)
is the relative gap of packet p′.
Definition 65 (Absolute Gap, Relative Gap). Let P be the set of all packets.
Then
G1(P) := max
p∈P
G1(p)(178)
is called the absolute gap, and
G2(P) := max
p∈P
G2(p)(179)
is called the relative gap.
Definition 66 (Packet-based Termination). Let ε1 > 0 and ε2 > 0 be two
given gap boundaries, and P the set of all packets. The assignment algorithm
terminates, if the following criteria are satisfied:
G1(P) ≤ ε1(180)
and
G2(P) ≤ ε2.(181)
The packet-based criterion is very sensitive: if the system is not in equilibrium,
the criterion shows the worst absolute and relative difference to the optimal strategy
some passenger (or some portion of the demand flow) in the network has.
In the literature the definition of gaps is often based on volumes. The idea is
that a system is perceived to be close to equilibrium if a large part of the demand
is close to the optimal choice (which could be a route, path or strategy), and only
a small part of the demand is not close to the optimal choice. In the following
definitions, a volume-based termination criterion is derived.
Definition 67. Let p ∈ P be a packet with origin O and destination D and
demand flow time interval τ ∈ [τ l, τu]. Let bminO,D > 0 the minimum cost function.
Then
GV (p) := kp
∫ τu
τ l
δO,D(τ) · (bp(τ)− bminO,D(τ))dτ∫ τu
τ l
δO,D(τ) · bminO,D(τ)dτ
≥ 0(182)
is called the relative volume gap of packet p. Here kp is the demand flow factor of
packet p and δO,D is the demand flow function for O and D.
Let p′ ∈ P be a packet with origin O and destination D and a discrete demand
concentrated at τp′ . Then
GV (p
′) := vp′(τp′)
bp′(τp′)− bminO,D(τp′)
bminO,D(τp′)
≥ 0(183)
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is the relative volume gap of packet p. Here vp′ = kp′∆˜O,D(τp′) is the volume of
packet p′.
The numerator in (182) is the weighted integral of the difference function bp(τ)−
bminO,D(τ), the denominator is the weighted integral of the minimum cost function
bminO,D(τ). The weight in both cases is the demand flow function δ(τ). This means
that points in time with high demand have a higher weight. The same idea applies
to (183), except that the demand here is concentrated on one point in time.
When the relative gap is calculated for all packets at the same time, the same
principle applies: The “excess” cost, i.e. the difference between the actual costs
and the optimal costs, is divided by the optimal costs:
Definition 68 (Relative Volume Gap). Let P be the set of all packets, and
suppose that demand is continuous. The value
GV (P) :=
∑
p∈P kp
∫ τu
τ l
δO(p),D(p)(τ) · (bp(τ)− bminO(p),D(p)(τ))dτ∑
p∈P kp
∫ τu
τ l
δO(p),D(p)(τ) · bminO(p),D(p)(τ)dτ
(184)
is called the relative volume gap. Here O(p) and D(p) are origin and destination of
packet p, respectively.
Equation (184) is very similar to (182). The difference is that in (184) the
difference cost function is integrated and added up over all packets and divided by
the integral of the overall minimum cost function.
Definition 68 takes into account three components: the flow factor kp of each
packet, the demand flow function δ(τ), and the cost functions bp and b
min. The
larger the demand flow factor kp of a packet is, the larger impact on the relative
volume gap GV (P) it has. The demand flow function δ also has an influence. Higher
demand leads to larger packets, so OD-pairs with large demand tend to affect the
volume gap GV (P) more than OD-pairs with small demand. Finally, the larger the
difference of the cost functions bp and bmin, the larger the resulting gap.
There is a similar definition if the demand is discrete:
Definition 69. Let P be the set of all packets, and suppose that demand is
discrete. The value
GV (P) :=
∑
p′∈P vp′
(
bp′(τp′)− bminO(p′),D(p′)(τp′)
)∑
p′∈P vp′
(
bminO(p′),D(p′)(τp′)
) ≥ 0(185)
is called the relative volume gap. Here O(p′) and D(p′) are origin and destination
of packet p′, respectively, and vp′ = kp′∆˜O(p′),D(p′)(τp′) is the volume of p′.
Definition 70 (Volume-based Termination). Let ε > 0 be a given gap bound-
ary. The assignment algorithm terminates, if the following criterion is satisfied:
GV (P) ≤ ε.(186)
The volume-based termination criterion is less strict than the packet-based
criterion. When the volume-based criterion is satisfied, there may still be packets,
where the actual packet cost bp exceeds the minimum cost function b
min by a large
gap for some point in time τ . These packets are likely to represent few passengers,
and they are likely to belong to OD-pairs with low demand. Therefore, when the
assignment process terminates due to a volume-based termination criterion, there
may still be OD-pairs with comparatively large gaps.
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When the definitions of gaps for continuous demand (see (174), (175), (182),
and (184)) and gaps for discrete demand (see (176), (177), (183), and (185)) are
compared, it becomes clear that it is much easier to calculate the gaps for discrete
demand than for demand flow. For (176) and (177) only one functional value of
the minimum cost function bminO,D needs to be determined. Determining functional
values of bminO,D for some point in time τ is computationally demanding, as can be
seen in Definition 54 on page 90: the functional value of all the strategies in the
set of optimal strategies SO,D at time τ has to be determined. The set SO,D may
contain hundreds of strategies.
The same is true for (182) and (183): (183) is much easier to calculate. Further-
more, in order to determine the integral in (182), some functional representation of
bminO,D would have to be known.
In Chapter 5 it will be shown that the discrete demand representation has some
disadvantages concerning robustness. When demand is discrete, assignment results
depend very much on the modeller’s choice of the size of the demand time intervals.
However, it can be assumed that the modeller has no sound basis to make such a
choice. It is therefore desirable to use the continuous demand model. In order
to use the continuous demand model in practice, an easier way to calculate—or
estimate—gaps has to be found. Calculating integrals is much too time-consuming.
Therefore, some heuristic gap definitions will be developed.
Definition 71. Let p ∈ P be a packet with origin O and destination D and
demand flow time interval τ ∈ [τ l, τu]. Let bminO,D > 0 be the minimum cost function.
Then
Gh1 (p) := max{bp(τ l)− bminO,D(τ l), bp(τu)− bminO,D(τu)} ≥ 0(187)
is called the heuristic absolute gap of packet p, and
Gh2 (p) := max{
bp(τ
l)− bminO,D(τ l)
bminO,D(τ
l)
,
bp(τ
u)− bminO,D(τu)
bminO,D(τ
u)
} ≥ 0(188)
is called the heuristic relative gap of packet p.
Definition 72 (Heuristic Absolute Gap, Heuristic Relative Gap). Let P be
the set of all packets. Then
Gh1 (P) := max
p∈P
Gh1 (p)(189)
is called the heuristic absolute gap, and
Gh2 (P) := max
p∈P
Gh2 (p)(190)
is called the heuristic relative gap.
Definition 73 (Heuristic Packet-based Termination). Let ε1 > 0 and ε2 > 0
be two gap boundaries. The assignment algorithm terminates, if the following
criteria are satisfied:
Gh1 (P) ≤ ε1(191)
and
Gh2 (P) ≤ ε2.(192)
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The heuristic absolute and relative gaps in (189) and (190) are very similar to
the ones in (178) and (179). The heuristic criterion for termination in Definition
73 is similar to the one in Definition 66 as well, the only difference being that it is
based on the heuristic gaps.
The advantage of Definition 71 over Definition 64 is that functional values only
have to be calculated for two points in time for each packet, namely τ l and τu.
These points are well-chosen, because it is most likely that demand at the borders
of the packet’s time interval can switch to another strategy. A drawback is that
the calculated gap possibly underestimates the actual gap, because not all points
in the time interval [τ l, τu] are taken into account.
For the volume-based gaps from Definitions 67 and 68 a heuristic volume-
based gap may be derived as well. The original volume-based gap definition for the
scenario with demand flow involves solving an integral, which makes it unsuitable
for the assignment algorithm. This is true even though it is an integral over a
piecewise linear function, which is mathematically easier to calculate. However,
solving the integral involves evaluating the minimum cost function bminO,D in several
locations, which is computationally costly.
Definition 74. Let p ∈ P be a packet with origin O and destination D and
demand flow time interval τ ∈ [τ l, τu]. Let bminO,D > 0 the minimum cost function.
GhV (p) :=
0.5vp(bp(τ
l)− bminO,D(τ l)) + 0.5vp(bp(τu)− bminO,D(τu))
0.5vpbminO,D(τ
l) + 0.5vpbminO,D(τ
u)
≥ 0(193)
is called the heuristic relative volume gap of packet p.
Definition 75 (Heuristic Volume Gap). Let P be the set of all packets. Then
the value
GhV (P) :=
∑
p∈P 0.5vp(bp(τ
l)− bminO,D(τ l)) + 0.5vp(bp(τu)− bminO,D(τu))∑
p∈P 0.5vpb
min
O,D(τ
l) + 0.5vpbminO,D(τ
u)
≥ 0(194)
is called the heuristic relative volume gap.
The heuristic gap defined in (193) takes into account the borders τ l and τu of
the packet demand. In the numerator, the average of the difference between packet
costs and optimal costs is calculated. This value is multiplied with the volume of the
packet. This is similar to (183), the relative gap for discrete demand. The difference
is that two points in time are taken into account, not one. The difference to (182)
lies in the fact that the functional values of δ(τ) are no longer taken into account.
Instead, the volume vp of packet p is used. Thus it is assumed that the demand is
distributed uniformly in the time interval of the packet. It should be noted that
the gap defined in Definition 75 depends on the borders τ l and τu of packet time
intervals. This is a drawback, because depending on the implementation of the
assignment algorithm, the borders of the packets depend on the search times that
are used for passengers with a desired arrival time. This means that the size of the
search time interval, which is a value that has to be determined by the modeller,
affects the value of the gap. It will be shown in Chapter 5, though, that this has
a much smaller effect on the assignment results than the size of the demand time
interval, which the modeller has to select when discrete demand is used.
Definition 75 is similar to Definition 69—the values of all packets are used to
define the heuristic gap for the set of all packets P.
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Definition 76 (Heuristic Volume-based Termination). Let ε > 0 be a given
gap boundary. The assignment algorithm terminates, if the following criterion is
satisfied:
GhV (P) ≤ ε.(195)
The heuristic volume-based termination criterion from Definition 76 will be
used throughout Chapter 5. It will be shown that the methods to reach convergence,
which will be described in the following subsection, only lead to convergence with
respect to GhV , not with respect to G
h
2 .
4.4.2. Averaging. In this subsection the process is described, how a set of
packets can be found, that defines a state, which is close to equilibrium. This
process is called averaging, and it is one of the most common solution algorithms
for assignment models.
At first a volume-based averaging rule will be described. Here the volume of
packets from previous iterations is reduced in each iteration, and the volume is
assigned to new packets.
The second idea is to perform the averaging on the reliabilities. Here the
reliabilities of the current iteration and the previous iterations are used to define
new reliabilities for the boarding arcs. The method produces fewer packets and is
designed as a quick method to produce reasonable reliabilities. These reliabilities
can be used as starting solutions for the volume-based method.
Notice that the averaging process is a technical procedure to reach equilibria.
It is not assumed, for example, that each iteration represents a day, and that pas-
sengers change their behaviour due to a day-to-day learning process. No underlying
model is assumed that guides the behaviour of the passengers as they change their
strategies from iteration to iteration.
4.4.2.1. Averaging of Volumes. For this averaging process a set of packets is
created in each iteration. The new packets get part of the volume, the volumes of
the packets of previous iterations are reduced accordingly.
The process is guided by the volume smoothing factor 0 < φn ≤ 1. This factor
is the weight of the new packets in iteration n. Let Pn be the set of packets created
in iteration n, p be a packet, and kp(n) be the volume factor of packet p in iteration
n. If p is a new packet, i.e. p ∈ Pn then
kp(n) = φn, p ∈ Pn(196)
If p is a packet of a previous iteration, then
kp(n) = (1− φn)kp(n− 1), p ∈ P1 ∪ · · · ∪ Pn−1(197)
When the load smoothing factor φn is set to
φn =
1
n
(198)
in all iterarations, the method is called Method of Successive Averages (MSA). This
method will be used in Chapter 5.
A drawback of the load smoothing method is that in each iteration new packets
are created. The number of packets therefore roughly grows linearly with the
number of iterations. In practice this is a problem, because the running time of
the loading algorithm described in Section 4.3 depends on the number of packets.
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Furthermore, the amount of computer memory allocated to the packets becomes
very large.
Aside from the disadvantages concerning the running time and the memory
consumption, it will be shown in Chapter 5 that the volume-based averaging process
does not converge with respect to packet-based convergence criteria likeGh2 . Packets
created in early iterations tend to have strategies that are far from optimal. When
(197) and (198) are used for smoothing, packets from early iterations are never
removed from the set of packets P. Therefore the absolute and relative gaps defined
in (178) and (179) do not converge to 0.
4.4.2.2. Averaging of Reliabilities. The problem that packets of the first itera-
tions tend to have large gaps, can be reduced if the assignment process starts with
reasonable reliabilities for the boarding arcs from the beginning. Reasonable here
means that the reliabilities are close to the equilibrium reliabilities. Reasonable
reliabilities for the boarding arcs can be calculated with a reliability smoothing
procedure that is executed before the volume-based procedure. In the reliability
smoothing procedure all the volume is assigned to new packets in each iteration,
i.e. the volume smoothing factor φn is 1 for all iterations. Thus the number of
packets varies from iteration to iteration, but it does not increase linearly, since in
each iteration all the packets from the previous iteration are removed. Unlike in the
original procedure described before, packets are not being split into ever smaller
pieces.
For the reliability smoothing procedure a reliability smoothing factor
0 < ψn ≤ 1(199)
is introduced, where n is the number of the current iteration. Let a ∈ AB be a
boarding arc, and r(a, n) its reliability before iteration n and r′(a, n) its reliability
after resulting from the loading in iteration n. Then
r(a, 1) := 1(200)
r(a, n+ 1) := (1− ψn)r(a, n) + ψnr′(a, n), a ∈ AB , n ≥ 1(201)
The assignment algorithm then works like this: in the search for optimal strate-
gies the reliability values r(a, n) are used for the boarding arcs. Then all the volume
is assigned to new packets that have the newly calculated strategies. After that
the packets are loaded into the network, which results in new reliabilities r′(a, n).
In the reliability-based smoothing procedure (200) and (201) are used to obtain
r(a, n+ 1) from r′(a, n). Notice that in the volume-based averaging procedure de-
scribed in (196) and (197), the reliabilities r′(a, n) that result from the loading are
used directly in the next iteration, i.e. r(a, n+ 1) = r′(a, n), ψn = 1 for all n.
The reliability-based assignment method terminates, when there are no large
changes in the reliabilities anymore:
Definition 77 (Reliability Gap). Let AB ⊂ A be the set of all boarding arcs,
n the number of the current iteration of the assignment algorithm. The number
Gr(n) := max
a∈AB
{|r(a, n+ 1)− r(a, n)|} ≥ 0(202)
is called the reliability gap.
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Definition 78 (Reliability-based Termination). Let ε > 0. The reliability-
based procedure terminates when
Gr(n) ≤ ε(203)
The reliability smoothing method must be seen as a preparatory step for the
assignment itself. The reason for this is that it is possible that for some assignment
model there exist only equilibria that cannot be found by the reliability smoothing
method. This happens if the equilibrium requires that the demand δO,D(τ) for
some origin O, some destination D and some point in time τ be assigned to two
different strategies. Such equilibria are found in networks where the volumes are
not close to the capacity and a discomfort function is used to increase travel costs.
In that case the passengers know that they can board every vehicle they would
like to board, all reliabilities are 1. The driving factor for path choice then is
the discomfort on board. The assignment algorithm then degenerates to a simple
equilibrium procedure.
In Chapter 5 the equation
ψn =
1
n
(204)
will be used for reliability smoothing. Notice that this always leads to convergence
according to Definition 78, since the difference between r(a, n + 1) and r(a, n)
according to (201) goes to 0 as ψn goes to 0.
In Chapter 5, different variations of volume smoothing and reliability smoothing
will be analyzed.
CHAPTER 5
Examples
5.1. Introduction
The purpose of this chapter is to show that the strategy-based assignment
model works. This is done by analyzing many assignment results for a given exam-
ple network. It is analyzed how the results of the assignment change, when different
parameters are changed. It is a sensitivity analysis of the assignment model towards
changes is the demand and changes in the assignment parameters. In this chapter
the differences between the different types of demand models (discrete, homoge-
neous, continuous) will be analyzed. Different values for schedule delay penalty
factors and the waiting time factor will be tested; and the differences between pas-
sengers with a desired departure time (DDT) and a desired arrival time (DAT) will
be analyzed.
Analyzing how the results of the assignments depend on the input requires that
a number of scenarios be analyzed and a fair amount of data be generated. That the
assignment model produces plausible results for a given network is a necessary test,
but it is not sufficient. It is by no means comparable to a mathematical proof that
a method works. When an algorithm is being analyzed simply by using examples,
the analyst never knows if the next example might not lead to undesirable results.
The results in this chapter therefore must be seen as a first step to show that the
model that was described in the previous chapters, works well.
5.1.1. Setting. In this chapter the analysis is based on a single, very simple
network. The structure of the network and the schedule remain the same through-
out the chapter. What changes are the parameters for the assignment and the
demand. One conclusion is that some methods like discrete demand and homoge-
neous demand clearly should not be used. Another is that using continuous demand
leads to consistent and robust results in all cases. This strongly suggests that the
assignment method is viable and can be used in general. In order to finally verify
the validity of the method however, more tests are necessary. The additional tests
lie beyond the scope of this thesis.
In Section 5.2 different types of demand description are analyzed: discrete,
homogeneous and continuous (see Section 4.2). It turns out that the discrete and
homogeneous demand models are not robust with respect to the size of the demand
time interval that the modeller must choose. Therefore, use of these models cannot
be recommended. Furthermore, the analysis suggests that the assignment results
for discrete and homogeneous demand models converge towards the result of the
continuous demand model as the length of the sub-intervals goes to 0.
In Section 5.3 the continuous demand model is analyzed in detail. It is shown
that the assignment results depend on the demand and on the assignment parame-
ters in a plausible way. The parameters that are varied are schedule delay penalty
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factors and the waiting time factor. The overall demand is also varied. Finally,
assignment results for DDT and DAT are compared.
In Section 5.4 the convergence behaviour is analyzed. It turns out that while
the method of successive averages (MSA) leads to convergence, it has drawbacks.
One drawback is that the number of iterations tends to be large. This is a problem,
because the running time of the assignment algorithm is quadratic in the number of
iterations. Furthermore, the algorithm only converges according to volume-based
gaps. The reason for the success of MSA is that the volume of the packets of the
first iterations—which tend to have strategies that are far from optimal—is reduced
throughout the algorithm. But still the packets from the first iterations remain in
the solution, therefore true equilibrium is never reached. Heuristic alternatives
are analyzed: reliability smoothing and consecutive assignments. It is shown that
the number of iterations and thus the running time of the algorithm is reduced
considerably.
In Section 5.5 the conclusions of this chapter are summarized.
5.1.2. Example Network. The example consists of two stops A and B that
are connected by one public transport line. The line only runs from A to B. This
takes 10 minutes. The line runs every 4 minutes, starting at 6:00:00 and ending at
9:00:00.
Each vehicle has a capacity of 100 passengers, except for the last vehicle. The
last vehicle has infinite capacity. Passengers only want to go from A to B, never
from B to A. Thus the requirement that there be a path with infinite capacity
between all origin-destination pairs with demand, is satisfied.
The example is an idealized version of a bottleneck. The only choice that
passengers have in this network is their arrival time at stop A. They have to take
into account their desired departure or arrival time and the limited capacity of the
vehicles, i.e. their reliability. Once a passenger is waiting at the stop it is clear that
the best choice is always to try to board the next approaching vehicle (as opposed
to waiting for the next one).
The network is very simple. This has advantages and disadvantages. One dis-
advantage is that the results may not be transferable to larger networks. What
works in a small example (or, in fact, only in this example), might not work in a
larger network. Another disadvantage is that tests with a small example are insuf-
ficient to determine whether the algorithm is in general fast enough for practical
applications. In the examples in this chapter most assignment procedures termi-
nated after less than a minute. It has not been tested how the running times change
when the network becomes larger.
A simple network was chosen nonetheless. One good argument is that a good
model and a good algorithm have to work for small examples as well as for large
examples. If it does not work for a small example, it cannot be expected that it
works well for larger examples. Furthermore, a small example is easier to analyze.
There are fewer numbers the analyst has to understand. In a large example over-
lapping effects, each of which is undesirable, might cancel each other out. The
overall result might look plausible, and the undesirable properties of the algorithm
or the model might be hidden. It is also harder to separate the effects that are
specific to the example from effects that are specific to the method. Finally, the
quick termination of the method in the small network allows to run more tests than
in a large network.
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Figure 5.1. Example for an assignment result
5.1.3. Assignment Results. This chapter contains many figures showing
assignment results. An example is Figure 5.1. The x-axis shows the departure
times of the vehicles. Usually only the vehicles between 06:00:00 and 07:56:00 are
used by passengers. The y-axis shows the number of passengers arriving at the
origin stop A at the given time. There often is a reference graph that shows how
passengers would arrive, if there were no capacity constraints or if the passengers
were unaware of them. The other graph (called “Example”) shows the number of
arriving passengers for a given scenario. The purpose of the reference graph is to
show how capacity constraints affect the behaviour of the passengers.
Throughout the chapter, the terms “scenario”, “assignment process”, and “pro-
cedure” (or assignment procedure) are used. An assignment process is a sequence
of procedures that has the purpose to produce an assignment result. Since in
many cases pure MSA is inefficient, the alternative, heuristic method of consecu-
tive assignments is used. A procedure is one step in the set of steps that is called
assignment process. A scenario is a set of parameters that produces an assignment
result. Usually, a scenario is connected to a set of other scenarios. For example,
if the waiting time penalty factor is varied, there may be the 0.8-scenario, the
1.0-scenario, and the 1.2-scenario. In general, each scenario corresponds to one
assignment result.
There are many parameters, which are not changed throughout the chapter,
because otherwise the number of scenarios would become very large. For example,
random boarding is assumed at all times. It is always assumed that passengers know
the schedule, which means that nobody navigates based on headways. Passengers
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Parameter Value
Early schedule delay γ1 1.0
Late schedule delay γ2 1.0
Waiting β1 1.0
Table 5.1. Search parameters
use the mean value cost function. Due to the structure of the network, transfer
penalties and the walking time penalty factor are irrelevant.
With the exception of Section 5.4, the relative gaps mentioned in this chapter
are always volume-based. For the discrete and homogeneous models, this corre-
sponds to Definition 68 on page 111. For the continuous demand model, heuristic
gaps were used, as defined in Definition 75 on page 113.
5.2. Demand Description
In this section the three types of demand are analyzed: discrete, homogeneous,
and continuous demand. It is assumed that the demand is given as a piecewise
constant flow function, which is discretized for discrete and homogeneous demand,
as explained in Section 4.1. It will be shown that discrete and homogeneous demand
representations lead to considerable differences in the assignment results depending
on the size of the demand time intervals that was chosen. It is therefore not
recommended to use this type of model.
5.2.1. General Setup. Each assignment result is obtained by performing
three consecutive assignment procedures: the first procedure starts with an initial
reliability of 1.0 at all boarding arcs. Then 20 iterations are executed. The only
output from the first procedure that is interesting are the reliabilities of the boarding
arcs; all the packets are discarded after the first procedure. The second procedure
uses the final reliabilities of the first procedure as initial reliabilities. Again, 20
iterations are executed. Again, the only interesting output of the second procedure
are the reliabilities of the boarding arcs. Again, all the packets are discarded. The
third procedure is based on the reliabilities resulting from the second procedure.
In the third procedure relative gaps are calculated. It terminates when a relative
gap of 0.0001 (or a maximum of 100 iterations) is reached. The idea of discarding
the packets from the first procedures is that it is likely that they do not have good
strategies, because the strategies were based on unrealistic reliabilities.
Table 5.1 displays the search parameters that were used.
Because boarding is random, passengers arrive exactly at the time when a
vehicle departs. The assignment results are therefore shown as graphs showing the
number of passengers arriving at a certain point in time at the origin stop.
5.2.2. Desired Arrival Time. Here the assignment results for passengers
with desired arrival times (DAT) are analyzed. For the distribution of the desired
arrival times see Table 5.2.
5.2.2.1. Discrete and Homogeneous Demand. Figure 5.2 shows the assignment
results for discrete and homogeneous demand. Results are given for demand time
interval lengths of 5 seconds, 15 seconds, 30 seconds, and 60 seconds. The start
time of the first time interval is 06:08:00 in all cases, and thus coincides with the
overall start time of the demand. The demand times for discrete demand lie in the
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Figure 5.2. Assignment results for the discrete and homogeneous
demand models
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Time Interval Demand [Passengers]
06:08:00-06:12:00 10
06:12:00-06:16:00 20
06:16:00-06:20:00 30
06:20:00-06:24:00 40
06:24:00-06:28:00 50
06:28:00-06:32:00 60
06:32:00-06:36:00 70
06:36:00-06:40:00 80
06:40:00-06:44:00 90
06:44:00-06:48:00 100
06:48:00-06:52:00 110
06:52:00-06:56:00 120
06:56:00-07:00:00 130
07:00:00-07:04:00 140
07:04:00-07:08:00 150
07:08:00-07:12:00 150
07:12:00-07:16:00 140
07:16:00-07:20:00 130
07:20:00-07:24:00 120
07:24:00-07:28:00 110
07:28:00-07:32:00 100
07:32:00-07:36:00 90
07:36:00-07:40:00 80
07:40:00-07:44:00 70
07:44:00-07:48:00 60
07:48:00-07:52:00 50
07:52:00-07:56:00 40
07:56:00-08:00:00 30
08:00:00-08:04:00 20
08:04:00-08:08:00 10
Table 5.2. Demand: distribution of desired arrival times
middle of the demand time intervals. This means that in the 60 second case, for
example, the first demand time is 06:08:30, the second one is 06:09:30, and the last
one is 08:07:30. In the 30 second case the first demand time is 06:08:15 and the
last one is 08:07:45. The demand times for homogeneous demand are by definition
time intervals. In the 60 second case the first interval is 06:08:00-06:09:00, the last
one is 08:07:00-08:08:00.
The assignment results for discrete demand and homogeneous demand in this
configuration are identical. This is because the vehicle arrival times at the desti-
nation are always at the borders of demand time intervals. In the homogeneous
model the passengers have slightly lower schedule delay penalties, therefore the
overall cost of the strategies is slightly lower and the overall relative gap slightly
higher compared to the discrete model (because the absolute gaps are identical).
5.2. DEMAND DESCRIPTION 123
Departure Time Reference 5 sec 15 sec 30 sec 60 sec
06:00:00 10.00 10.00 10.00 10.00 10.00
06:04:00 20.00 20.00 20.00 20.00 20.00
06:08:00 30.00 30.00 30.00 30.00 30.00
06:12:00 40.00 40.00 40.00 40.00 40.00
06:16:00 50.00 51.25 51.50 51.36 51.67
06:20:00 60.00 105.42 97.88 100.00 103.06
06:24:00 70.00 133.33 136.50 136.25 132.78
06:28:00 80.00 132.92 136.63 135.11 137.50
06:32:00 90.00 134.79 134.75 134.77 135.00
06:36:00 100.00 133.13 134.13 135.91 127.22
06:40:00 110.00 130.83 130.88 130.91 130.56
06:44:00 120.00 128.33 129.75 125.80 132.50
06:48:00 130.00 125.00 125.50 129.43 124.72
06:52:00 140.00 121.88 121.88 117.61 125.00
06:56:00 150.00 117.29 113.63 118.07 120.00
07:00:00 150.00 111.04 111.13 107.27 102.50
07:04:00 140.00 102.29 103.38 107.05 100.83
07:08:00 130.00 97.50 97.50 95.45 100.00
07:12:00 120.00 90.63 90.63 90.00 96.11
07:16:00 110.00 84.38 84.38 85.00 80.56
07:20:00 100.00 80.00 81.50 82.73 75.00
07:24:00 90.00 75.00 73.50 73.64 85.00
07:28:00 80.00 69.38 69.38 66.82 60.00
07:32:00 70.00 61.25 61.25 62.05 70.00
07:36:00 60.00 54.38 53.88 57.27 45.00
07:40:00 50.00 50.63 51.13 46.14 52.50
07:44:00 40.00 49.38 49.38 51.36 52.50
07:48:00 30.00 30.00 30.00 30.00 30.00
07:52:00 20.00 20.00 20.00 20.00 20.00
07:56:00 10.00 10.00 10.00 10.00 10.00
Table 5.3. Assignment results discrete and homogeneous, DAT
Figure 5.2 consists of five diagrams. The first diagram shows a reference graph
and assignment results for different sizes of demand time intervals. Each of the
four smaller diagrams corresponds to one demand time interval size. This means
that the graph in each of the four small diagrams is contained in the large diagram
as well. The large diagram was divided into smaller diagrams to provide a better
understanding of the structure of each individual assignment result.
In each diagram the x-axis is the time axis; each time corresponds to the
departure time of a vehicle at the origin stop. The y-axis displays the number of
passengers who start their journey at the given time. The reference graph shows
how passengers would choose their departure times in a network without capacity
constraints. The assignment results corresponding to Figure 5.2 are also displayed
in Table 5.3.
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Demand Time
Interval
Iteration Relative Gap,
Discrete
Relative Gap,
Homogeneous
5 seconds 2 0.000028299 0.000028353
15 seconds 6 0.000087739 0.000088235
30 seconds 12 0.000092447 0.000093503
60 seconds 10 0.000095432 0.000097642
Table 5.4. Convergence information, DAT
The assignment results differ a lot. The largest difference for any given time
is at 07:36:00 between the 15 second and the 60 second scenarios. The absolute
difference is 12.27, which is a relative difference to the smaller number of about 27
percent. The graphs become “smoother” as the size of the demand time intervals
become smaller. Smoother in this context means that the zigzag nature of the
graph is less pronounced.
Table 5.4 contains information about the convergence of the assignment pro-
cess. The first column shows the size of the demand time intervals. The second
column shows in which iteration the third procedure in the consecutive execution
of procedures terminated. Iteration 2 here means that passengers were distributed
among packets only once. The search for optimal strategies was performed based
on the reliabilities of the first loading. The resulting relative gap was so small that
no second assignment of passengers to packets was necessary. The third and fourth
columns show the actual gaps that were calculated. The gaps of the discrete and
homogeneous model differ slightly, because in the homogeneous model the sched-
ule delay penalties are smaller. Therefore, even though discrete and homogeneous
model lead to identical results in the search for optimal strategies, the assignment
results might actually differ. In theory it is possible that a given gap for discrete
demand is satisfied while it is not satisfied for homogeneous demand. In that case
additional iterations for the homogeneous model are necessary.
The fact that the small relative gap of 0.0001 was reached in all cases means
that the assignment results are “correct”, which in this context means that they are
not different because the algorithms did not converge. The reason for the differences
in the assignment results therefore is that the demand actually is different for each
demand time interval size. One has to keep in mind, though, that it has not been
shown, that there is only one equilibrium state. Theoretically it is possible that
the procedures converged towards different equilibria for each size of demand time
interval.
The diagrams show that the modeller’s choice of the size of the demand time
intervals has a large effect on the assignment result. This is problematic, because
such choices may in practice be based on considerations about the running time of
the algorithms, not considerations of demand structure.
The fact that the size of the demand time intervals has such a large effect on
the assignment results in this network implies that care should be taken in other
networks as well. There is no reason to believe that this effect does not occur in
practical examples. Therefore, a discrete or homogeneous demand structure cannot
be recommended in the strategy-based assignment model.
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Figure 5.3. Assignment result for continuous demand, DAT
5.2.2.2. Continuous Demand. Assignment results for the continuous demand
model are displayed in Figure 5.3. Table 5.5 on page 126 shows the corresponding
values. The gap information is shown in Table 5.6.
It is important to notice that the intervals for continuous demand are not
demand time intervals as for discrete and homogeneous demand. Instead, they
are intervals for the search times. This means that, for example, in the 60 second
model searches for optimal strategies were performed for desired arrival times of
06:08:30, 06:09:30 and so forth. It was (heuristically) assumed that for search times
between these search times no different strategy would be found. Furthermore, it
was heuristically assumed that for a given desired arrival time the demand would
be assigned to one of the strategies that was found for an adjacent search time. For
example, a passenger with a desired arrival time of 06:08:45 would either use the
strategy found for 06:08:30 or for 06:09:30, but never the one found for 06:10:30—
even though in theory this could be the optimal strategy for that passenger. The
motivation for these simplifications was that it can be assumed that they improve
the speed of the assignment process considerably.
The assignment results for the different search time intervals are very similar
(see Table 5.5). The only different result is obtained for the 60 second search
time intervals. The reason for this is the definition of the relative gap, as defined in
Section 4.4. This heuristic definition depends on the size of the search time interval.
The gap calculation therefore provides different gaps, even though the distribution
of demand to packets is identical. This can be seen in Table 5.6. In the 60 second
case this lead to the unfortunate behaviour that the procedure terminated in a later
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Departure Time Reference 5 sec 15 sec 30 sec 60 sec
06:00:00 10.00 10.00 10.00 10.00 10.00
06:00:00 10.00 10.00 10.00 10.00 10.00
06:04:00 20.00 20.00 20.00 20.00 20.00
06:08:00 30.00 30.00 30.00 30.00 30.00
06:12:00 40.00 40.00 40.00 40.00 40.00
06:16:00 50.00 51.90 51.90 51.90 51.18
06:20:00 60.00 105.15 105.15 105.15 99.21
06:24:00 70.00 132.56 132.56 132.56 135.46
06:28:00 80.00 133.05 133.05 133.05 135.55
06:32:00 90.00 134.66 134.66 134.66 135.49
06:36:00 100.00 132.82 132.82 132.82 133.33
06:40:00 110.00 130.85 130.85 130.85 131.11
06:44:00 120.00 128.56 128.56 128.56 128.70
06:48:00 130.00 126.35 126.35 126.35 126.39
06:52:00 140.00 121.09 121.09 121.09 121.10
06:56:00 150.00 115.64 115.64 115.64 115.34
07:00:00 150.00 110.91 110.91 110.91 110.91
07:04:00 140.00 104.00 104.00 104.00 104.00
07:08:00 130.00 96.78 96.78 96.78 96.84
07:12:00 120.00 90.25 90.25 90.25 90.26
07:16:00 110.00 84.44 84.44 84.44 84.32
07:20:00 100.00 81.45 81.45 81.45 81.40
07:24:00 90.00 74.89 74.89 74.89 74.88
07:28:00 80.00 68.39 68.39 68.39 68.38
07:32:00 70.00 61.42 61.42 61.42 61.44
07:36:00 60.00 54.91 54.91 54.91 54.89
07:40:00 50.00 50.36 50.36 50.36 50.04
07:44:00 40.00 49.57 49.57 49.57 49.77
07:48:00 30.00 30.00 30.00 30.00 30.00
07:52:00 20.00 20.00 20.00 20.00 20.00
07:56:00 10.00 10.00 10.00 10.00 10.00
Table 5.5. Assignment results continuous, DAT
Demand Time Interval Iteration Relative Gap, Continu-
ous
5 seconds 2 0.000032959
15 seconds 2 0.000050135
30 seconds 2 0.000079096
60 seconds 7 0.000097672
Table 5.6. Convergence information, DAT
5.2. DEMAND DESCRIPTION 127
0 
20 
40 
60 
80 
100 
120 
140 
160 
Reference 
30 second intervals 
120 second intervals 
240 second intervals 
Figure 5.4. Departure times for continuous demand
iteration. Additional tests confirmed that the assignment result of the 60 second
case is nearly identical to the results of the other cases in iteration 2.
The dependency of the assignment result for continuous demand on the size
of the search time intervals is therefore much smaller than the dependency of the
discrete and homogeneous model on the demand time intervals. For the given
(relatively small) search time intervals, the major part of the differences comes
from the definition of the gap calculation. The continuous model therefore should
be preferred to the discrete and homogeneous models.
There is one caveat, though: The size of the search time intervals should not
be too large. This can be derived from Figure 5.4 on page 127 and Table 5.7 on
page 128.
Assignment results for 30, 120, and 240 second search time intervals are shown.
The results were calculated with seven consecutive procedures, where each proce-
dure had 20 iterations. No gap calculation was performed. The first observation
is that the results for 30 and 120 seconds are identical. The second observation is
that the assignment result for 240 seconds differs very much from the other results.
It also has an implausible zigzag pattern. Therefore it seems that there is an upper
bound to the size of the search time intervals. This bound may depend on the time
intervals of vehicle arrivals at the destination. The analysis of this (single small)
example suggests that it might be sufficient to use search time intervals that are
half the size of the time intervals of vehicle arrivals.
5.2.2.3. Comparison. For the given example the continuous model is superior
to the discrete and homogeneous models. This judgement, however, is based on
a theoretical analysis of the assignment results, and therefore is currently only
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Departure Time 30 sec 120 sec 240 sec
06:00:00 10.00 10.00 10.00
06:04:00 20.00 20.00 20.00
06:08:00 30.00 30.00 30.00
06:12:00 40.00 40.00 40.00
06:16:00 51.06 51.06 51.27
06:20:00 101.15 101.15 102.54
06:24:00 134.87 134.87 135.47
06:28:00 135.09 135.09 136.27
06:32:00 135.24 135.24 135.33
06:36:00 133.15 133.15 133.31
06:40:00 131.00 131.00 131.02
06:44:00 128.62 128.62 128.32
06:48:00 126.34 126.34 129.20
06:52:00 121.06 121.06 130.98
06:56:00 115.37 115.37 91.47
07:00:00 110.89 110.89 114.07
07:04:00 103.98 103.98 110.43
07:08:00 96.81 96.81 98.67
07:12:00 90.24 90.24 106.64
07:16:00 84.33 84.33 57.91
07:20:00 81.39 81.39 80.81
07:24:00 74.87 74.87 81.75
07:28:00 68.38 68.38 68.39
07:32:00 61.43 61.43 61.45
07:36:00 54.87 54.87 54.90
07:40:00 50.06 50.06 50.09
07:44:00 49.79 49.79 49.72
07:48:00 30.00 30.00 30.00
07:52:00 20.00 20.00 20.00
07:56:00 10.00 10.00 10.00
Table 5.7. Assignment results continuous, DAT
supported by plausibility arguments. The results have not yet been confirmed in a
practical application. It is possible that the arrival patterns of passengers actually
show zigzag patterns, but this seems unlikely. It is much more probable that the
patterns are a result of the modelling.
The choice of the demand time interval in the discrete and homogeneous models
has a large effect on the assignment result. Interestingly, as the demand time
intervals get smaller, the assignment results of the discrete and homogeneous models
seem to converge towards the assignment result of the continuous model. This
assumption is supported by Figure 5.5. The assignment results for 5 second demand
time intervals are much closer to the continuous result than the assignment results
for the 30 second demand time intervals. This is not unexpected; but clearly one
small example is not enough to draw a general conclusion.
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Figure 5.5. Comparison of discrete, homogeneous, and continu-
ous demand
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Time Interval Demand [Passengers]
05:58:00-06:02:00 10
06:02:00-06:06:00 20
06:06:00-06:10:00 30
06:10:00-06:14:00 40
06:14:00-06:18:00 50
06:18:00-06:22:00 60
06:22:00-06:26:00 70
06:26:00-06:30:00 80
06:30:00-06:34:00 90
06:34:00-06:38:00 100
06:38:00-06:42:00 110
06:42:00-06:46:00 120
06:46:00-06:50:00 130
06:50:00-06:54:00 140
06:54:00-06:58:00 150
06:58:00-07:02:00 150
07:02:00-07:06:00 140
07:06:00-07:10:00 130
07:10:00-07:14:00 120
07:14:00-07:18:00 110
07:18:00-07:22:00 100
07:22:00-07:26:00 90
07:26:00-07:30:00 80
07:30:00-07:34:00 70
07:34:00-07:38:00 60
07:38:00-07:42:00 50
07:42:00-07:46:00 40
07:46:00-07:50:00 30
07:50:00-07:54:00 20
07:54:00-07:58:00 10
Table 5.8. Demand: distribution of desired departure times
5.2.3. Desired Departure Time. In this subsection the different types of
demand representation are tested for passengers with a desired departure time
(DDT). The results are similar to the results for passengers with a desired arrival
time: Using the discrete or the homogeneous demand model cannot be recom-
mended unless it is known that the demand actually is discrete or homogeneous.
For the demand distribution see Table 5.8 on page 130.
The sequence of assignment procedures was the same as in the scenario for
desired arrival times: There were three consecutive procedures; the result of each
procedure was based on the reliabilities of the previous procedure. For the final
procedure a relative gap of 0.0001 was used as a convergence criterion. The search
parameters are the same as in the DAT scenario and are displayed in Table 5.1.
5.2.3.1. Discrete and Homogeneous Demand. Figure 5.6 on page 131 and Table
5.9 on page 132 show the assignment results for the desired departure time scenario.
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Departure Time Reference 5 sec 15 sec 30 sec 60 sec
06:00:00 10.00 10.00 10.00 10.00 10.00
06:04:00 20.00 20.00 20.00 20.00 20.00
06:08:00 30.00 30.00 30.00 30.00 30.00
06:12:00 40.00 40.00 40.00 40.00 40.00
06:16:00 50.00 50.00 50.00 50.00 50.00
06:20:00 60.00 60.00 60.00 60.00 60.00
06:24:00 70.00 70.00 70.00 70.00 70.00
06:28:00 80.00 80.00 80.00 80.00 80.00
06:32:00 90.00 96.25 96.25 94.17 90.00
06:36:00 100.00 109.79 107.50 109.58 120.63
06:40:00 110.00 116.46 118.75 121.25 119.38
06:44:00 120.00 127.29 130.00 127.50 122.50
06:48:00 130.00 132.29 123.75 132.50 132.50
06:52:00 140.00 136.04 141.88 136.25 142.50
06:56:00 150.00 140.63 140.63 137.50 131.25
07:00:00 150.00 142.92 140.00 142.92 131.25
07:04:00 140.00 131.04 131.25 128.33 140.00
07:08:00 130.00 124.58 130.00 130.00 130.00
07:12:00 120.00 117.71 112.50 120.00 120.00
07:16:00 110.00 105.83 110.63 96.25 110.00
07:20:00 100.00 98.75 94.38 101.25 100.00
07:24:00 90.00 89.17 91.25 91.25 73.13
07:28:00 80.00 79.58 81.25 81.25 76.88
07:32:00 70.00 70.00 66.88 71.25 72.50
07:36:00 60.00 61.67 61.88 61.25 62.50
07:40:00 50.00 50.63 51.88 49.17 52.50
07:44:00 40.00 41.88 41.88 41.67 42.50
07:48:00 30.00 35.63 35.63 35.42 40.00
07:52:00 20.00 21.88 21.88 21.25 20.00
07:56:00 10.00 10.00 10.00 10.00 10.00
Table 5.9. Assignment results discrete and homogeneous, DDT
Demand Time
Interval
Iteration Relative Gap,
Discrete
Relative Gap,
Homogeneous
5 seconds 2 0.000011553 0.000011583
15 seconds 2 0.000075478 0.000076060
30 seconds 4 0.000046750 0.000047472
60 seconds 5 0.000066874 0.000068952
Table 5.10. Convergence information, DDT
The gap information is shown in Table 5.10. Figure 5.6 is similar to Figure 5.2:
There is a summary diagram containing all the graphs and four smaller diagrams,
where each one shows one graph from the summary diagram. As in the desired
arrival time scenario, the results for discrete and homogeneous demand are identical.
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The assignment results for both discrete and homogeneous demand depend
very much on the selected size of the demand time interval. This effect was already
observed in the DAT scenario. The largest absolute difference between any two
demand scenarios in the number of arriving passengers for any point in time is
07:24:00, where 91.25 passengers arrive in the 15 second scenario and 73.13 arrive
in the 60 second scenario. This is an absolute difference of 18.12 and a difference
of about 25 percent relative to the lower value.
5.2.3.2. Continuous Demand. In the desired departure time scenario it is not
necessary to define search intervals for the continuous demand model. As described
in Section 4.2, it is sufficient to perform one backward pass search for each destina-
tion. The order of choices of passengers with the same destination on intermediate
nodes is identical and independent of the desired departure time. The difference of
the chosen strategies lies in the roots.
Figure 5.7 on page 133 and Table 5.11 on page 134 show the assignment results
for continuous demand and passengers with a DDT.
The assignment process terminated in the second iteration of the third assign-
ment with a relative gap of 6.09 · 10−7. This means that convergence in the DDT
scenario is excellent and much better than in the DAT scenario.
5.2.3.3. Comparison. In the DDT scenario the continuous demand model has
excellent convergence for the given example. It is also not necessary to define
a search time interval as in the DAT scenario. The discrete and homogeneous
models suffer from the same problems as in the DAT scenario: The assignment
result depends strongly on the chosen demand time interval. In conclusion, the
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Departure Time Reference Continuous Demand
06:00:00 10.00 10.00
06:04:00 20.00 20.00
06:08:00 30.00 30.00
06:12:00 40.00 40.00
06:16:00 50.00 50.00
06:20:00 60.00 60.00
06:24:00 70.00 70.00
06:28:00 80.00 80.00
06:32:00 90.00 95.84
06:36:00 100.00 109.18
06:40:00 110.00 118.75
06:44:00 120.00 126.00
06:48:00 130.00 131.82
06:52:00 140.00 137.01
06:56:00 150.00 141.34
07:00:00 150.00 140.30
07:04:00 140.00 132.94
07:08:00 130.00 124.78
07:12:00 120.00 116.12
07:16:00 110.00 107.33
07:20:00 100.00 98.29
07:24:00 90.00 89.07
07:28:00 80.00 79.72
07:32:00 70.00 70.27
07:36:00 60.00 60.74
07:40:00 50.00 51.19
07:44:00 40.00 41.79
07:48:00 30.00 35.76
07:52:00 20.00 21.66
07:56:00 10.00 10.00
Table 5.11. Assignment results continuous demand, DDT
example suggests that the continuous model should be preferred to the discrete
and homogeneous models.
Finally, Figure 5.8 suggests that the discrete and homogeneous models converge
towards the discrete model as the size of the demand time interval converges to 0.
5.2.4. Conclusion. The summaries in Subsections 5.2.2.3 and 5.2.3.3 show
that the discrete and homogeneous demand models are insufficient simplifications
of the demand flow model. If it is known that the demand does not actually consist
of discrete groups of passengers, the continuous demand model should be preferred.
Therefore, the discrete and homogeneous demand models will not be considered
anymore in the following sections.
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Figure 5.8. Comparison of discrete, homogeneous, and continu-
ous demand
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γ1 Iteration Gap
0.8 100 0.000469889
1.0 17 0.000098177
1.2 26 0.000099279
1.3 16 0.000097132
Table 5.12. Convergence information, variation of early schedule
delay penalty γ1
5.3. Continuous Demand
In this section, assignment results for the continuous demand model are an-
alyzed in detail. The focus mainly lies on desired arrival times. In Subsection
5.3.1 the effect of changing penalty factors for schedule delay will be analyzed. In
Subsection 5.3.2 assignment results for different levels of congestion are provided.
Subsection 5.3.3 contains an analysis how assignment results differ, when the wait-
ing cost factor is changed. The models in the first three subsections only have
passengers with a desired arrival time. Finally, in Subsection 5.3.4, assignment re-
sults for passengers with desired departure and desired arrival times are compared.
Subsection 5.3.5 completes this section.
Since the focus in this section lies on a qualitative analysis, tables with the
exact assignment results are usually not provided.
5.3.1. Variation of Schedule Delay Penalty Factors. At first the sched-
ule delay penalty factor for early delay γ1 is analyzed. The factor for late schedule
delay penalty γ2 is set to 1.3. The assignment results are shown in Figure 5.9, the
convergence information is contained in Table 5.12.
The assignment results are as expected. The assignment result of the 0.8-
scenario has larger values at earlier, pre-peak times like 06:16:00 and 06:20:00. This
is because early arrival has a relatively low penalty. The peak is less pronounced
than in the other scenarios, because passengers avoid the peak by leaving earlier.
The number of arriving passengers during and after the peak (about 07:00:00-
07:04:00) is almost the same in all scenarios. This may reflect the fact that late
arrival has the same attractiveness in all scenarios. The differences between the
0.8-scenario and the 1.3-scenario are shown in Figure 5.10. Clearly, the times with
the largest differences are 06:16:00 and 06:20:00.
Care should be taken with the assignment result for γ1 = 0.8, since the proce-
dure terminated when the maximum number of iterations was reached. The gap of
0.00047 may be acceptable for practical purposes, though.
In the next set of scenarios the early schedule delay factor γ1 was set to 0.8,
while several values for the late factor γ2 were tested. The assignment results are
shown in Figure 5.11, the convergence information is shown in Table 5.13.
Again, the assignment results satisfy the expectations. When γ2 is larger,
passengers tend to start their trip earlier. The differences between the 0.8-scenario
the and 1.3-scenario are shown in Figure 5.12. The points in time where the largest
differences occur are 06:16:00 and 06:20:00, the pre-peak times.
In the final test the schedule delay penalty factors for early delay (γ1) and
late delay (γ2) were changed at the same time. Figure 5.13 shows the assignment
results; Table 5.14 shows the convergence information.
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γ2 Iteration Gap
0.8 16 0.000095839
1.0 19 0.000098585
1.2 100 0.000255388
1.3 100 0.000469889
Table 5.13. Convergence information, variation of late schedule
delay penalty γ2
γ1, γ2 Iteration Gap
0.6 100 0.004887771
0.8 16 0.000095839
1.0 2 0.000079096
1.2 10 0.000099794
1.5 15 0.000098911
2.0 24 0.000097760
Table 5.14. Convergence information, variation of early and late
schedule delay penalty
Notice that the assignment process for the factor 0.6 terminated because the
maximum number of iterations was reached. Even though the gap of 0.004887771
is not bad for practical purposes, it is still about 49 times the desired gap of 0.0001.
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Figure 5.14. Variation of early and late schedule delay penalty, differences
The differences in the assignment results for the different factors are not as
pronounced as when only early or only late schedule delay penalty are altered.
When both factors are changed at the same time, the graph keeps its basic structure
in all scenarios. At the times that correspond to the demand peak times between
06:56:00 and 07:08:00, the number of passengers arriving at the origin stop is almost
identical for all penalty factors. When the penalty factors are small, passengers are
more willing to avoid the peak times. This can be seen in Figure 5.14, which shows
the differences of the assignment results for γ1, γ2 = 0.8 and γ1, γ2 = 2.0. In the
0.8-scenario, more passengers arrive at the off-peak times 06:16:00-06:20:00 and
07:16:00-07:44:00.
5.3.2. Variation of Demand. In this set of scenarios several demand vari-
ations were analyzed. The original structure of the demand was not changed.
Instead, all demand values were adjusted with a fixed factor. Figure 5.15 shows the
different demand scenarios.
The number of passengers varies from 1920 (factor 0.8) to 2880 (factor 1.2).
Notice that in the 1.2-scenario the number of passengers (2880) is almost as high
as the overall capacity of the system between 06:00:00 and 07:56:00, which is 3000
passengers.
The assignment results are shown in Figure 5.16. The results differ very much
in the pre-peak times (06:04:00-06:48:00) and are quite similar in the peak and
post-peak times (06:52:00-08:00:00).
The differences are best shown with two examples. These are shown in Figure
5.17. The picture shows two graphs. One is the difference between the assignment
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Figure 5.16. Assignment results for different demand scenarios
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results with factors 1.2 and 1.0, the other is the difference between the assignment
results with factors 1.0 and 0.8. The first has the largest values between 06:04:00
and 06:20:00, the second has the largest values between 06:20:00 and 06:40:00.
It seems that if the capacity of a bottleneck system is reached—and it is reached
even in the 0.8-scenario—additional passengers will lead to queues that form earlier
and earlier the more additional passengers there are. The number of passengers ar-
riving at the origin stop in the actual peak time around 07:00:00 remains basically
unchanged. The more passengers there are, the less do the arrival times of the
passengers at the origin stop reflect the actual demand. This means that transport
operators have to take this into account when they design the schedule: It is impor-
tant to find the peak of the actual demand, not the peak of the number of arriving
passengers at a stop. If the system is already overloaded, arrival rates of passengers
may not necessarily reflect the actual demand, because passengers already react to
the congestion by leaving earlier. Passengers do not leave later to avoid the peak.
The peak time of the demand is still easy to derive from the assignment results.
See Figure 5.18. It shows the reliabilities of vehicles for each demand scenario. The
reliabilities are directly linked to the number of passengers waiting at the stop: the
product of the number of waiting passengers and the reliability is always 100 in
this network, because there are no passengers in any of the arriving vehicles. When
the reliabilities are the lowest, the queues and the expected waiting times are the
longest. The actual demand is the highest where the queues are the longest and
the reliabilities are the lowest.
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β1 Iteration Gap
1.0 2 0.000079096
1.5 100 0.000479100
2.0 100 0.024747593
3.0 100 0.015326791
Table 5.15. Convergence information, variation of waiting factor β1
5.3.3. Variation of Waiting Time Penalties. Here variations of the wait-
ing time penalty factor β1 are analyzed. The assignment results are shown in Figure
5.19, the convergence information in Table 5.15.
It is noticeable that the procedures converged very badly. Convergence is only
reached in the original model with β1 = 1.0. The gap of the 2.0 and 3.0 scenarios
is so large, that care should be taken when the assignment results are analyzed.
In order to obtain better results the assignment process was executed again with
7 procedures instead of only 3: the first procedure was executed with reliability 1.0
for each vehicle. The following 5 procedures had 20 iterations each, the initial
reliabilities being based on the previous procedure. The final procedure had a
maximum number of 100 iterations. The extended calculation was executed for
β1 = 3.0. However, convergence was not better than before. This leads to the
conclusion that the iterative procedure, which is based on the most simple method,
the method of successive averages, is not well-suited to find equilibria, when the
waiting time cost factor is high. In the future better methods have to be developed.
144 5. EXAMPLES
0 
20 
40 
60 
80 
100 
120 
140 
160 
1.0 
1.5 
2.0 
3.0 
Figure 5.19. Assignment results for different waiting factors β1
Parameter Value
Early schedule delay γ1 1.0
Late schedule delay γ2 1.0
Waiting β1 1.0
Table 5.16. Search parameters
The waiting time cost factor does not affect the assignment results very much.
The reasons for this seem to lie in the analyzed network, not the analyzed model.
In the given network it is hard to avoid waiting times. The only possibility for
passengers to avoid waiting times is to avoid peak times. This can be confirmed
with the difference graph in Figure 5.20. The graph shows the difference between
the assignment results with waiting factor β1 = 3.0 and β1 = 1.0. In the 1.0 scenario
more passengers arrive during the peak; in the 3.0 scenario passengers avoid the
peak by arriving earlier or later at the origin stop.
5.3.4. Comparison of DDT and DAT. One difference between the setup
for the assignment with passengers with a desired departure time (DDT) and pas-
sengers with a desired arrival time (DAT) lies in the time interval, where demand
is defined. In the DDT case, the demand starts at 05:58:00 and ends at 07:58:00;
in the DAT case, the demand starts at 06:08:00 and ends at 08:08:00. The time in-
tervals are chosen so that in a network without capacity constraints the assignment
results would be identical.
In Table 5.16 the search parameters that were used are shown.
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Seven consecutive procedures were executed. Each procedure terminated after
20 iterations. The assignment process for passengers with a desired departure time
terminated with a gap of less than 10−8. For all practical purposes this means that
the system is in equilibrium after the assignment process. The assignment process
for passengers with a desired arrival time had a final gap of 8.84×10−7. Both gaps
were calculated with the heuristic trapezoid method (see page 113), and therefore
are only estimates of the final gaps.
Figure 5.21 and Table 5.17 show the assignment results.
The assignment result for DAT-passengers is much more skewed than the one
for the DDT-passengers. Both peaks are to the left, i.e. earlier, than the peak
of the demand. The arrival times at the origin stop of DAT-passengers rises very
sharply between 06:16:00 and 06:24:00 and more falls more or less with a constant
rate after that. The graph for DDT-passengers much more resembles the reference
graph.
The difference between the curves can be explained with the schedule delay
penalties. Both types of passengers take into account the travel time, which in
this case consists of in-vehicle time and waiting time at the origin stop. The only
difference in travel times comes from different waiting times at the origin stop. The
more crowded the origin stop, the higher the expected waiting time. Therefore,
passengers can gain something by adjusting their arrival time at the origin stop.
However, each adjustment of the arrival time at the origin stop can lead to a
different expected schedule delay penalty.
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The optimization task is simpler for passengers with a desired departure time:
their schedule delay penalty is applied at the origin stop. This means that if
such a passenger deviates from her desired departure time, she knows exactly the
additional schedule delay penalty. Therefore, there is a direct trade-off between
expected waiting time and schedule delay penalty.
Passengers with a desired arrival time do not care when they depart at the
origin stop. The schedule delay penalty is applied at the destination stop. This
means that passengers with a desired arrival time have to look at the arrival time
distributions (at the destination) for each departure time at the origin stop. The
fact that different arrival times at the destination are possible seems to lessen the
effect of the schedule delay penalty: a passenger who departs four minutes earlier
does not necessarily arrive four minutes earlier on average. This means that the
difference in the schedule delay penalties may be smaller than four minutes. This
seems to be the case in this example, because clearly passengers are much more
willing to change their arrival time at the origin stop.
The fact that passengers with a desired arrival time are sensitive to the arrival
time is shown in Figure 5.22.
The “No constraints” graph shows the arrival times of the passengers at the
destination as they would be if there were no capacity constraints. The “No adjust-
ment” graph shows the arrival time distribution of passengers that are not aware
that there are capacity constraints. This graph is very similar to the “DDT” graph,
which shows the arrival times of passengers with a desired departure time at the
origin stop that are aware of capacity constraints. Finally, the “DAT” graph shows
the arrival times at the destination of passengers with a desired arrival time, who
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Departure Time Demand
DDT[Passengers]
Demand
DAT[Passengers]
06:00:00 10.00 10.00
06:04:00 20.00 20.00
06:08:00 30.00 30.00
06:12:00 40.00 40.00
06:16:00 50.00 51.06
06:20:00 60.00 101.15
06:24:00 70.00 134.87
06:28:00 80.00 135.09
06:32:00 95.85 135.24
06:36:00 109.18 133.15
06:40:00 118.76 131.00
06:44:00 126.00 128.62
06:48:00 131.82 126.34
06:52:00 137.02 121.06
06:56:00 141.34 115.37
07:00:00 140.31 110.89
07:04:00 132.94 103.98
07:08:00 124.78 96.81
07:12:00 116.12 90.24
07:16:00 107.33 84.33
07:20:00 98.30 81.39
07:24:00 89.08 74.87
07:28:00 79.73 68.38
07:32:00 70.27 61.43
07:36:00 60.75 54.87
07:40:00 51.20 50.06
07:44:00 41.80 49.79
07:48:00 35.76 30.00
07:52:00 21.67 20.00
07:56:00 10.00 10.00
Table 5.17. Demand: distribution of desired arrival times
are aware of the capacity constraints. The graph is nearly symmetrical around the
peak time. This shows that passengers are aware of their expected arrival times.
Otherwise the graph would be much more to the right of the peak times, since
capacity constraints lead to delays.
It is also interesting to look at the reliability distributions. They are shown in
Figure 5.23.
The curves look similar. At some point each graph starts to sink towards a
minimum and then rises again. The graph for passengers with a desired arrival
time looks symmetrical to the graph for passengers with a desired departure time.
The minimum reliability in the DDT graph is at 07:16:00—the minimum reliability
in the DDT model therefore lies after the peak time of the demand. The minima
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Departure Time DDT DAT
06:00:00 1.0000 1.0000
06:04:00 1.0000 1.0000
06:08:00 1.0000 1.0000
06:12:00 1.0000 1.0000
06:16:00 1.0000 1.0000
06:20:00 1.0000 0.9887
06:24:00 1.0000 0.7352
06:28:00 1.0000 0.5844
06:32:00 1.0000 0.4846
06:36:00 0.9159 0.4175
06:40:00 0.7816 0.3697
06:44:00 0.6496 0.3343
06:48:00 0.5383 0.3073
06:52:00 0.4489 0.2886
06:56:00 0.3786 0.2763
07:00:00 0.3285 0.2683
07:04:00 0.2964 0.2654
07:08:00 0.2761 0.2677
07:12:00 0.2644 0.2749
07:16:00 0.2593 0.2872
07:20:00 0.2605 0.3034
07:24:00 0.2681 0.3285
07:28:00 0.2835 0.3666
07:32:00 0.3096 0.4269
07:36:00 0.3524 0.5288
07:40:00 0.4257 0.7186
07:44:00 0.5658 1.0000
07:48:00 0.8890 1.0000
07:52:00 1.0000 1.0000
07:56:00 1.0000 1.0000
Table 5.18. Reliabilities
of both curves are similar: the DAT minimum at 07:04:00 is 0.2654, the DDT
minimum at 07:16:00 is 0.2593. The functional values are shown in Table 5.18.
5.3.5. Conclusions. In all cases the dependency of the output from the input
can be explained. When schedule delay penalties are higher, fewer passengers are
willing to avoid peak times. When there is more demand, passengers react by
arriving early at the origin stop to avoid arriving late. When waiting is costly,
passengers react by avoiding the peak times. Passengers with a desired arrival
time are more willing to adjust their departure time than passengers with a desired
departure time. There are no inconsistencies in the assignment results.
The results regarding the effect of additional demand are highly relevant, be-
cause this type of result cannot easily be reproduced with assignment models that
do not take into account failure-to-board.
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Parameter Value
Early schedule delay γ1 1.0
Late schedule delay γ2 1.3
Waiting β1 1.0
Table 5.19. Search parameters
A drawback of the chosen assignment method—not the model as such—is that
it converges slowly in many cases. There were examples with certain schedule delay
parameters and certain waiting cost factors that did not converge to the given gap
in 100 iterations. Section 5.4 contains a more detailed analysis of the convergence
behaviour. Since the number of packets grows linearly with every iteration, the
assignment procedure has a quadratic running time with respect to the number of
iterations. In scenarios, in which the 100-th iteration was reached, the assignment
process took minutes, even in the given small example.
5.4. Convergence
This section contains a detailed analysis of the way the assignment algorithm
converged. It will be shown that when only the method of successive averages
(MSA) on the volumes is used, a large number of iterations is necessary. Two
other methods will be analyzed: One method is to execute a limited number of
iterations in the first assignment and then perform a second assignment based on
the reliabilities resulting from the first. The second method is to perform the
smoothing on the reliabilities, not on the volumes. Both ideas are described in
Subsection 4.4.2 on page 114.
5.4.1. Setting. The tests in this section were performed on the example that
is known from the previous sections. Table 5.19 shows the parameters that were
used. Demand was assumed to be continuous. The search time interval length
was 30 seconds. This example was already analyzed in Subsection 5.3.1, where
variations of the early schedule delay penalty γ1 were analyzed. In that scenario,
three consecutive assignments were used, and the bound for the relative gap was
set to 0.0001.
In this section a distinction will be made between the relative heuristic gap Gh2
and the relative heuristic volume gap GhV . Both were defined in Subsection 4.4.1.3
(see page 109). The gap Gh2 is the maximum of the heuristic relative gaps of all
packets, the gap GhV is based on packet volumes.
In the following, running times of algorithms will be mentioned. These times,
however, are only supposed to give a general impression of what kind of procedure
is fast and what kind of procedure is slow. The algorithms were not optimized for
speed, nor was multithreading used. This means that for practical application the
running times of the algorithms could be much improved, and the relations between
the running times of different scenarios could shift.
5.4.2. Original Method. In the first test only one assignment procedure is
executed instead of three, as in the previous sections. In the assignment procedure
MSA is used to smooth the packet volumes. The bound for the relative gap GhV
was set to 0.005. This is much larger than in the previous sections, but because
the assignment processes here are simpler, convergence is much worse.
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Figure 5.24. Relative volume gap GhV , original method
Figure 5.24 shows, how the relative gap evolves if only one assignment pro-
cedure is used. The procedure takes 114 iterations to converge towards the rela-
tive gap of 0.005. After a brief increase in the first iterations, the gap decreases
monotonously. The running time of the algorithm was about 28 minutes on a rel-
atively slow notebook. The algorithm slows down considerably as the number of
iterations increases. Since the number of packets increases (approximately) lin-
early with the number of iterations, the time for loading and the calculation of the
relative gap grows quadratically in the number of iterations.
The most important objectives to improve the running time of the algorithm
therefore are either to reduce the number of iterations or to reduce the growth of
the number of packets. One idea to reduce the number of iterations is to start
with a good solution. This means that the reliabilities in the first iteration should
already be similar to the final equilibrium reliabilities.
Notice that relative gap so far always meant the relative volume gap GhV defined
in Section 4.4 in Definition 75 on page 113. As described before, this has the
drawback that a small overall gap can be reached even though the current solution
is still far from equilibrium for certain origin destination pairs with small volumes.
The heuristic relative gap Gh2 as defined in Definition 72 on page 112 is shown in
Figure 5.25. The gap does not seem to converge to 0. This is not unexpected,
since the packets from Iteration 1, which contribute to the gap, remain in the set of
packets throughout the algorithm—they never are removed. As opposed to the gap
from Definition 75, the gap from Definition 72 does not have the advantage that the
volume of packets is reduced in each iteration. In Iteration 114, Gh2 has the value
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Figure 5.25. Relative gap Gh2 , original method
0.404853. When the relative volume gap GhV is used, the algorithm only converges
because the volume of the first packets is reduced from iteration to iteration.
5.4.3. Smoothing of Reliabilities. One way to start with a good solution
is to use reliability smoothing. This idea was described in Section 4.4.2. When
reliabilities are smoothed instead of volumes, the number of packets stays approx-
imately constant. This is because in each iteration the packets from the previous
iteration are discarded. The reliability of each vehicle is a smoothed average of its
reliability in the previous iterations. Therefore in the second test two assignments
were executed: The first assignment used reliability smoothing. It was terminated
after 20 iterations, when the previously defined maximum number of iterations was
reached. The second assignment was based on the reliabilities of the first; it used
MSA on packet volumes.
Figure 5.26 shows how the gap GhV of the second procedure evolved in this
scenario. Clearly, the gap of 0.08 after the first iteration is much better than in
the first scenario, where only MSA on packet volumes was used. The algorithm
therefore only takes 21 iterations to converge in the second assignment procedure.
The running time of the reliability smoothing step was 23 seconds, the running
time of the volume smoothing step was about 1 minute. The reliability smoothing
step is faster, even though it has about the same number of iterations, because the
number of packets does not increase.
Still, the success of this method is rather surprising. This is because the relia-
bility smoothing step showed no convergence whatsoever. Figure 5.27 shows, how
the absolute gaps in the reliability smoothing evolved. The absolute gap is the
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Figure 5.26. Relative gap GhV for the second procedure, reliabil-
ity smoothing
maximum difference between the reliability of a vehicle in the current and in the
previous iteration. The gaps are still large in iteration 20. Nevertheless, the result-
ing reliabilities seem to be a good starting point for the volume-based smoothing.
Notice that increasing the number of iterations in the first step of the assign-
ment process does not necessarily lead to better starting solutions. This is implied
by Figure 5.28. The gaps in the reliability smoothing procedure do not decrease
monotonously. It is unclear, whether the method will converge at all.
The gap Gh2 in the reliability smoothing scenario does not converge to 0 either.
Its final value in Iteration 21 is 0.616585. The effect is the same as in the scenario
where the original method is used: The packets from iteration 1 in the second step
of the reliability smoothing assignment are never removed.
In conclusion, applying reliability smoothing improved the running time con-
siderably in the given example. However, it is not clear whether the method will
lead to improvements in other networks as well.
5.4.4. Consecutive Assignments. Another method to obtain good initial
reliabilities for an assignment is using another assignment. This method was used in
the previous sections, where usually three consecutive assignments were executed.
Here, only two assignments will be executed so that this method is comparable to
the reliability smoothing approach used above.
The first assignment was terminated after 20 iterations. Then a second as-
signment was executed, which was based on the reliabilities resulting from the first
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assignment. The second procedure terminated after 3 iterations. The first proce-
dure took 42 seconds, the second procedure took 4 seconds. This means that the
running time of the method with consecutive assignments was the smallest. In the
given scenario it is preferable to the other methods.
Still, even though the volume based gap GhV = 0.005 was reached very quickly
in the second step, the final value of the gap Gh2 is 0.390244.
5.4.5. Conclusions. In this section two methods to improve the running time
of the assignment were shown. The first method is to perform reliability smoothing,
the second method is to use consecutive assignments. Both methods improved the
running time of the algorithm considerably: The original running time was reduced
from 28 minutes to about 1 minute.
Both methods are mere heuristics that execute two consecutive procedures. It
is not clear when the first procedure should be terminated. The options are to
terminate it after a given number of iterations or when a certain gap is reached.
The number of iterations of the first procedure should be small (at least in the
consecutive assignment scenario), because the point is to reduce the overall number
of iterations. No indicators were found, though, how a good number of iterations
or a good gap that fit to a given network could be determined.
If the desired relative gap of the volume smoothing step is smaller than in
this section (here it was set to 0.005, which is not small), the number of iterations
and thus the running time of both methods (reliability smoothing / consecutive
assignments) will be larger. It is clear that it makes sense in that case to use more
than two consecutive steps. However, it is not clear how many, and when these
steps should terminate.
One fundamental problem of the solution algorithm remains unsolved: There
is an increasing number of packets with each iteration. This slows down the cal-
culation considerably. How the number of packets can be kept to a minimum
throughout the assignment, so that convergence is still guaranteed, and no user
experience is necessary to determine the number of iterations and the number of
consecutive steps, remains an open question. This question should be the focus of
further research.
5.5. Conclusions
This chapter contains a detailed analysis of the assignment model that was
developed in the previous chapters. The analysis is based on a small example
network. The advantage of this approach is that the effects of changing parameters
can be easily interpreted. A disadvantage is that the results that were obtained for
the simple network might not be transferable to larger (or other small) networks.
The results therefore must be seen as a first step in showing that the assignment
model is actually feasible for practical applications in real-world examples.
At first different ways to define demand were analyzed. Two methods, the
discrete and the homogeneous method, divide demand into small groups. How this
is done must be defined the modeller. Since it is unlikely that the modeller has an
indication how this should be done, this is a major drawback. It was shown that
assignment results have a high dependency on the size of the discrete passengers
groups. In conclusion, the discrete and homogeneous models must be ruled out as a
way to model demand: The assignments results depend very much on a parameter
the modeller has to set, but has no means to know.
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The continuous demand model remained. It was analyzed thoroughly. The
dependency of assignment results on schedule delay penalty factors, waiting time
penalty, and demand was analyzed. In all cases the assignment results could be
explained. This means that the model is capable of correctly reflecting differences
of the preferences of passengers in the given network. However, it is clear that this
only shows that the model is consistent in itself (and only for the given network).
It does not show that the assignment results as such are “correct”. This remains
an open question which must be answered in practical applications of the model.
A very interesting result was the dependency of the peak times on the overall
demand. The model showed that when demand increases, the most prominent
change in the arrival times of the passengers is that the peak is earlier. This
means that when the network is oversaturated and demand increases, passengers
are forced to leave earlier and earlier in order to guarantee acceptable arrival times
at the destination. The arrival rates of passengers during and after the actual
demand peak remain basically unchanged. There is a difference in the peak time
of passenger arrival rates in an undersaturated and in an oversaturated network.
One issue that came up during the analysis was that sometimes the assignment
algorithm did not converge well. A large number of iterations was necessary, which
lead to large running times. The running times are quadratic in the number of iter-
ations. Therefore, alternative methods were analyzed. Two promising heuristics to
improve running times were found: Reliability smoothing and consecutive assign-
ments. Both reduce the number of iterations by improving the starting solution of
the MSA procedure. However, there has been no proof that the heuristics actually
improve the starting solution. The parameters of the heuristics are also parameters
that the modeller has to guess or know from experience. Therefore, it should be
subject of further research to find better heuristics to find starting solutions, or to
improve the running time of the algorithm by other means.
CHAPTER 6
Conclusions
In this thesis a schedule-based public transport assignment model was pre-
sented. The model allows modelling risk-averse passengers, who take into account
that it is possible to fail to board vehicles. It is also possible to model passengers
who use portable journey planners to optimize their trip, and passengers who have
limited information. Furthermore, a new approach to model demand in this type of
model was analyzed, the continuous demand model. It is shown that this demand
model has important advantages compared to previous models, which were discrete.
The continuous demand model does not depend on the modellers arbitrary choice
of the granularity of demand groups.
In Chapter 3 the existing model introduced by Hamdouch and Lawphongpanich
(2008) was extended in order to incorporate risk-averse behaviour of passengers. In
the original approach it was assumed that passengers always behave completely
rationally in the sense that they try to minimize the expected travel costs. In this
thesis several new proposed cost functions allow modelling passengers who try to
reduce the variability of travel times, or who choose strategies where the undesired
outcomes, i.e. the outcomes where they do not arrive on time, are not so bad.
In order to model all these different passenger types a framework to define cost
functions is set up. This framework is based on the definition of random variables.
The properties of these random variables, for example mean value and variance, can
be used to define cost functions that reflect the unreliability of the network. The
new possibilities to define cost functions make it necessary to analyze which cost
functions lead to which type of optimal strategies. It turned out that it is possible
to define cost functions in a way that the resulting optimal strategies not useful,
because it is clear that no passenger would use such a strategy to navigate through
a network. Therefore, the concept of consistency is developed. A consistent cost
function leads to consistent optimal strategies. Consistent optimal strategies are
the only ones that we can expect passengers to choose under the assumption that
they are rational and have all information. Consistent means that a passenger tries
to use options in the order of their cost. This does not necessarily minimize the
cost of the cost function.
Several cost functions were analyzed separately. It was shown that the mean
variance cost function, which is known from assignment models in private traffic, is
not consistent. The reason for this is that in our model the source of variability of
travel times is the boarding process, which lies at the beginning a leg, whereas in
private traffic the variability of travel time is the result of events on the complete
trip. Nevertheless, it is now possible to include travel time variance into the cost
function. The mean excess cost function was analyzed as well, and it was shown
that it can be applied in public transport as well as in private traffic, where it
originates.
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In conclusion, in this thesis a framework to define cost functions that can be
used to describe risk-averse passengers is set up. It remains to show, however, that
these cost functions can be applied successfully in practice.
Another extension of Hamdouch’s original model are the cost functions that
reflect passengers who have limited information. Especially in high-frequency net-
works passengers do not navigate based on the schedule, but based on average
headways. In this thesis a framework is set up to model passengers that navigate
based on headways. In the future, it is possible that passengers have portable
devices that they use to find the best way through an unreliable network based
on the current situation. These devices could not only take into account current
disruptions in the service like vehicle delays, but also the current loading situations
on platforms and inside vehicles. For strategical planning it would be important
to take into account passenger classes who use such devices. In this thesis several
examples are shown how this can be done. Again, only a theoretical framework
is set up, and it remains to show whether the approach can be used in practical
applications.
When networks are unreliable, passengers can no longer assume that they can
use a fixed set of vehicles, i.e. a path in the time-expanded network. They need
to use strategies, which can be much more complex than paths. In this thesis
bounded rationality aspects are taken into account and ideas are developed, how
the complexity of strategies can be reduced. An important idea is to let passengers
navigate on a sub-network, basically restricting their options to a set of lines that
is chosen before the trip. Again, one can assume that this behaviour plays a role in
the overall assignment process, but it remains to be shown in practical applications
in which form this approach can be used.
In Chapters 4 and 5 demand models were analyzed. It is a standard procedure
in all schedule-based assignment models to discretize the demand. This means that
in many cases it is assumed that demand is a time-dependend flow, but that it has
to be aggregated into passengers groups so that it can be handled in assignment
models. The definition of the size of the passenger groups, i.e. the size of the time
intervals that are aggregated, usually lies in the hands of the modeller. In this
thesis it is shown, that at least for this model the size of the time intervals has a
large effect on the assignment results. In fact, the effect is so large that discretizing
demand cannot be recommended. The calculation results of the example network
that is analyzed furthermore imply that the assignment result of the discrete model
as the size of the time interval goes to zero converges towards the assignment result
oft the continuous demand model, which is favoured in this thesis.
The drawback of the continuous demand model is that as set of heuristics is
needed so that it can be handled in an algorithm. One heuristic is the set of search
times for DAT demand. It was shown that it may be sufficient to have search times
that have half the size of the headways on the arrival stop, but further reasearch
is necessary. Another heuristic is the calculation of the gap. An analytical gap
calculation would make it necassary to integrate the cost function. In the thesis a
heuristic discrete method is used, which works well, but again further reasearch is
necassary.
The continuous demand model showed the expected results in all dimensions
that were analyzed in Chapter 5. The model reacts well to changes in the parame-
ters for the delay penalties, waiting times and overall demand. Most importantly, it
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the analyzed bottleneck example shows what happens when the demand increases
and the supply remains the same: The peak of passenger arrivals at the station is
earlier and earlier, and the overall waiting times increase. The arrival pattern is
asymmetrical, which is an effect that is very hard to reproduce with models that
don’t have explicit capacity constraints. If there are no explicit capacity constraints,
the waiting times on the platform would not increase, because passengers would
always be able to board vehicles.
There are several directions for future research. When it comes to cost func-
tions, only theoretical work has been done yet. It is still necessary to apply the
methods in practical applications. Using information about the current network
loading for journey planners seems to be a promising field. It would be interesting
to apply the strategy model in a portable device. This would require to have online
information about boarding probabilities, which may be hard to obtain. In the as-
signment model several heuristics were applied. The running times of the solution
algorithm still were rather high. Therefore a direction for future researach would
be to find an alternative to MSA and packet generation methods that avoid getting
a number of packets that is quadratic in the number of iterations.
The basic model itself finally has several potential directions of reasearch. One
problem is that when the network is empty and connections are reliable, optimal
strategies usually degenerate to shortest paths. It is known from practice that
shortest paths are not always used. Furthermore, a basic assumption in the model
is that vehicles always run according to schedule. This is a strong assumption that
clearly does not hold in many networks, especially when they are oversaturated.
Therefore a way to weaken this assumption would be interesting.
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