Simulating human motion is a complex problem due to redundancy of the human musculoskeletal system. The concept of task-based dynamic motion prediction using singleor multi-objective optimization techniques provides a viable approach for predicting dynamic gait motions of digital humans, subjected to basic physical and kinematical constraints. The task-based motion prediction is in fact a numerical optimal control problem. Alternative formulations for simulation of human gait motion are possible and can be solved by modern nonlinear optimization methods. Different ways to discretize the equations of motion are presented, namely finite difference, and Hermite and B-spline interpolations. The advantages and disadvantages of different formulations are discussed. Since the human gait simulation utilizes gradient-based optimization techniques, analytical gradients of objective and constraint functions are provided. A skeletal model for the lower body having 18 degrees of freedom is used to demonstrate the formulations, and is solved by a large-scale sparse nonlinear programming solver.
I. Introduction
irtual human modelling and simulation has attracted considerable attention in recent years. Predicting a human gait motion is to solve a non-trivial dynamic problem, since joint angle rotations and torque profiles as well as ground reaction forces are all unknowns. In reality, humans can walk in an infinite variety of ways; therefore, there is no unique solution to the prediction of human gait motions. Several different research avenues have been explored in the literature. In the robotics field, a fast solution of the dynamics problem is needed to facilitate realtime motion and control. Thus, the basic information that needs to be generated is the motion trajectories of various segments and control torques. In the area of biomechanics, more natural and realistic human motions with complex musculoskeletal models have been studied and analyzed. Muscle tendon force, inner pressure, fatigue, and injury are all active areas of research.
The motion planning methods in robotics can be broadly categorized into those that are based on stability only without optimization of any performance measure, and those that use optimization to solve for optimal trajectories and torques. Motion capture, zero moment point (ZMP)-based trajectory generation, and inverted pendulum methods all belong to the first category. The motion capture approach is experiment-based; the motion of a subject is recorded by identifying the marker positions in the Cartesian coordinates. Then the joint angle trajectories are generated by using the recorded data and inverse kinematics. This approach is limited by the accuracy of the experimental data. Also, the simulated motion is subject-specific. Statistical methods are developed based on the pre-established motion database and they do not involve equations of motion 1, 2 . The ZMP-based trajectory generation method enforces the stability of the mechanism in which leg motion of the biped and location of the ZMP are pre-planned 3, 4 . Upper-body motion is generated to satisfy the ZMP trajectory; however, this may result in excessive upper-body motion. The key point of this approach is that the dynamics equations are used only to formulate the stability (ZMP) constraint condition rather than generation of the entire trajectory directly. Since additional equality constraints on gait parameters, such as hip/limb motion or the ZMP trajectory as a function of time are imposed, it is recommended to minimize the number of artificial constraints used since they may be too restrictive to adapt to changes in the mission goals, the anthropometric data, or the environment conditions. The inverted pendulum model is often used to solve the walking problem because biped walking can be treated as an inverted pendulum. The advantages of this method are its simplicity and fast solvable dynamics equations 5 . However, it also suffers from an inadequate dynamics model that cannot generate natural and realistic human motion.
Optimization-based trajectory generation is aimed at more realistic and natural humanoid motion. Many humanfeatured criteria can be simultaneously considered rather than only stability. For digital human simulations, the objective functions represent human performance measures, and optimization methods are used to solve for the feasible joint motion profiles that optimize the objective functions and satisfy the necessary constraints [6] [7] [8] [9] . Lo et al. used quasi-Newton nonlinear programming techniques to determine the human motion that minimizes the actuating joint torques 10 . The design variables were the control points for the cubic B-spline approximation of joint angle profiles. Chevallereau and Aoustin planned a walking and running motion using the Pontryagin Maximum Principle to determine the coefficients of a polynomial approximation for profiles of the pelvis translations and joint angle rotations 6 . Saidouni and Bessonet solved for cyclic, symmetric gait motion of a nine degree of freedom (DOF) model that moves in the sagittal plane 8 . The control points for the B-spline curves along with the time durations for the gait stages are optimized to minimize the actuating torque energy. By adopting the time durations as design variables both the motion for the single support and for the double support are simultaneously optimized.
Skeletal models are used quite naturally in the robotics area. They have also been used in human locomotion modelling due to their relative simplicity and computational efficiency [6] [7] [8] [9] . In biomechanics literature, optimizationbased methods have been used to simulate human motion with complex musculoskeletal models [11] [12] [13] . Muscle groups are included in the model using Hill-type elements. The examples with musculoskeletal models include an 8 DOF model by Yamaguchi and Zajac 11 to restore unassisted natural gait to paraplegics and a model with 23 DOF and 54 muscles for normal symmetric walking on level ground by Anderson and Pandy 13 . Thelen et al. proposed a muscle control algorithm that used a static optimization method with feed-forward and feedback controls to obtain the desired kinematic trajectories of a musculoskeletal model 14 . The resulting simulation results matched well with the patterns of body-segmental displacements, ground-reaction forces, and muscle activations obtained from experiments. The forward dynamics optimization problem with such musculoskeletal models is typically posed to minimize the metabolic energy expenditure per unit distance travelled. A set of terminal posture constraints are often imposed to ensure repeatability of the gait cycle.
In the current paper, the Denavit-Hartenberg (DH) method 15 is used for modelling human skeletal links and dynamics. Meanwhile, various constraints are imposed to ensure the optimal motions satisfy maximum joint angle limit, no ground penetration, dynamic stability, and foot-point locations. The human body dynamics is based on a recursive formulation that can be used to calculate gradients efficiently. The equations of motion (EOMs) are discretized and finite dimensional approximation or parametric representation for the joint angles variables are defined, converting the simulation problem into a nonlinear programming (NLP) problem. Different discretization techniques are available. These techniques include finite difference, and piecewise polynomial and spline interpolations. In the current work, explicit integration of the equations of motion is avoided, which is very advantageous for large-scale problems. With these formulations, all the optimization constraints, i.e., limits on joint angles can be expressed explicitly in terms of the optimization variables. Therefore their gradient evaluations become simple. Some key features of the present work include: (1) three formulations based on different discretization methods are evaluated and compared for human gait planning simulations, (2) a recursive form of the equations of motion is discretized directly, and no EOMs are integrated. The present paper also uses a more recent SQP algorithm and associated software. One numerical example is optimized and its solutions are compared. Advantages and disadvantages of the formulations are discussed.
II. Human Motion Modelling
A skeletal model is used in this study. Human limbs and joints can be modelled as a series of linkages. The movements are generated by muscle forces, which act on the skeletal bones through lever arms thereby generating torques on joints. Before setting up the optimization formulation for solving the gait simulation, kinematics and dynamics analyses of the system need to be carried out. The DH method and recursive formulation are adopted for kinematics and dynamics analyses, respectively 16, 17 .
A. The DH method and Recursive Kinematics Formulation
The DH method is an approach for relating the position of a point in one coordinate system to another, by using transformation matrices 15 . In order to obtain a systematic representation of a serial kinematics chain, 
According to the above analysis, we can define matrices j A , j B , and j C as recursive position, velocity, and acceleration transformation matrices for the jth joint, respectively. Given the link transformation matrix ( j T ) and the kinematics state of each joint variable ( j q , j q ɺ and j qɺ ɺ ), then for j =1, d (i.e., an d degree of freedom chain), we have: . After obtaining all the transformation matrices j A , j B , and j C , the global position, velocity, and acceleration of a point in the Cartesian coordinates can be calculated as
where d r is the local coordinates of the point in the dth coordinate system.
B. Dynamics (Recursive Lagrangian Equations)
The general form of dynamic equations of motion is derived from energy principle. Based on the recursive kinematics analysis of the previous section, the backward recursion for the dynamic analysis is accomplished by defining transformation matrices D and E as follows 18 . Given the mass and inertia properties of each link, then the joint actuation forces/torques, i τ , are computed for i = d to 1 using
where The first term in the torque expression denotes inertia and Coriolis torques; the second term denotes the torque due to gravity. Gradients information for all transformation matrix and torques with respect to state variables can be also evaluated in a recursive way as shown in Eqs. (4) to (12) .
III. Human Gait Planning as an Optimization Problem
It has been shown that task-based human motion prediction is in fact a numerical optimal control problem (OCP) 19 . The basic optimal control problem is to determine unknown quantities such as joint angles and torques, to achieve certain goals (e.g., minimization of a performance measure function) while satisfying all the performance requirements or constraints.
A. Objective Function
A general objective function (performance index PI) for optimal control problem is defined as:
where T is the total time interval considered. Note that the definition of the OCP problem contains a wide variety of control problems, such as minimum time, minimum control effort, trajectory tracking, and response constraints. The joint angles q and torques τ are called state variables and control variables in the OCP problem. For digit human gait simulation, the objective functions represent human performance measures. Various performance measures of digital human have been developed in the literature 8, 10, 12, 18, 20 .
B. Optimization Constraints
The optimization constraints consist of the equations of motion in Eqs. (10)- (12), and other time-dependent requirements, as
This type of constraints is the so-called dynamic or point-wise constraint, which needs to be satisfied at each point of the entire time interval
. The other type of constraints are not functions of t ; therefore, they can be treated easily in the optimization process. These constraints include the initial and final motion constraints. Five treatments of the point-wise constraints in Eq. (14) have been discussed in the literature 21 . Note that time-dependent constraints on the state variables can be imposed at the discrete time grid points. In dynamic gait simulations, the timedependent inequality constraints in Eq. (14) may include the following basic constraints: (1) foot ground penetration, (2) foot strike position, (3) ZMP stability condition, (4) joint angle and torque limits, and others.
Foot ground penetration
Foot ground penetration in each phase (controls height of foot points as shown in Figure 2 ). For foot points without contact (triangular points in Figure 2 ), it is required that 0 ≥ x ; for foot points with contact condition (circular points in Figure 2 ), the condition is 0 = x , where x is the vertical coordinate of any point on a foot. It is seen that the number of foot ground penetration constraints depends on the total number of points on the two feet. 
Foot strike position
Foot strike position can be used to determine walking direction and step length. As shown in Figure 3 , the strike coordinates can be imposed as equality constraints. 
ZMP stability
The dynamic stability that refers to dynamic equilibrium of all the forces on a walking biped, is imposed by restricting the ZMP location within the boundary of foot support region (FSR). The ZMP concept dates back thirtyfive years and has been re-examined by recent literature either for clarification or extension 22, 23 . The ZMP coordinates and stability requirements are as follows: 
Joint angle and torque limits
The constraints on the joint angle profiles and torques are
where U L, and U L τ τ , are the lower and upper bounds for the joint displacements and torques, respectively. Note that the joint torque limits L τ and U τ are sometimes difficult to obtain; therefore, a viable way is to treat them as a part of the objective function. This constitutes a so-called minimum control effort problem, which has no particular difficulty for solution.
IV. Solution Techniques of Optimal Control Problem
The optimal control problems find the best solution that achieves user-specified objective through forward or inverse dynamics combined with optimization. Several different ways based on numerical optimization to solve the OCP problem are available, namely state variable elimination (forward dynamics), direct collocation, and differential inclusion (inverse dynamics).
A. State Variable Elimination
Forward dynamics starts with initial conditions and known forces and solves for unknown joint displacements by numerical integration 13, 24, 25 . The process of integrating forces over time intervals to obtain walking motions can itself be computationally intensive. Design sensitivity analysis is also needed in this formulation, since the joint angle, velocities and accelerations are implicit functions of the optimization variables, the joint torques 12, 20 . One way to deal with the computational intensity of forward dynamics formulations has been to use massively parallel algorithms and processing scheme 12 .
B. Direct Collocation
This is the simultaneous formulation where both the joint torques and the joint profiles are treated as optimization variables. Therefore the equations of motion in Eqs. (10) to (12) are treated as equality constraints in the formulation. The direct collocation approach has been used in other engineering fields [26] [27] [28] [29] [30] [31] , and robotic or human motion planning 32 . Although there are a large number of variables in this formulation, the equations of motion are not required to be satisfied at each iteration of the optimization process. They only need to be satisfied at the final optimum point of the problem. There are two main advantages of this formulation for dynamic systems: (i) the equations of motion for the system need not be integrated explicitly, (ii) design sensitivity analysis of the systems is not needed since all the problem functions are explicit in terms of the variables. With these formulations, the optimization problem becomes large; i.e., the numbers of variables and constraints are large. However, the problem functions are quite sparse; i.e., each function depends on only a few variables. These sparse properties of the functions can be exploited in the optimization process.
C. Differential Inclusion
The inverse dynamic method, on the other hand, calculates unknown forces from joint displacement histories. The joint displacement histories associated with locomotion are determined using optimization methods 6, 7 . Two important issues in such inverse dynamics frameworks are the human performance criteria and methods for approximating the joint trajectories. The work of Lo et al. 10 , although it deals with human motions and tasks other than locomotion, provides a thorough description of an inverse dynamics framework for predicting human motions. Note that in this formulation, the equations of motion in Eqs. (10) to (12) are not integrated nor treated as equality constraints; they are automatically satisfied in the optimization process.
V.

Discretization Techniques of Equations of Motion
Different discretization techniques for the equations of motion in Eqs. (10) to (12) are available. The general idea is to transfer the EOMs to an algebraic system of equations, the so-called defect equations, which need to be set to zero to enforce the EOMs. In the next section, some of these formulations are presented, and they are based on finite difference method, and Hermite and B-spline interpolations.
A. Central Difference (CD)
This is the perhaps the easiest way to discretize the system of dynamic equations. Some common methods include forward, backward difference, and central difference. In the central difference method, the joint velocity and acceleration vectors q ɺ and q ɺ ɺ are written explicitly with respect to the joint angle vector q , as follows:
( ) 
where t ∆ is the time interval (
). If some of the state variables, such as the joint angle displacements q , are treated as variables in the optimization formulation, the implicit problem becomes explicit. Therefore special design sensitivity analysis procedures are not needed, when the direct collocation or inverse dynamic methods are employed. The finite difference approximations are used to replace the joint velocities and accelerations in terms of the angles. Note that Eqs. (18) and (19) are the additional equality constraints among the variables.
B. Piecewise Hermite Interpolation (Hermite)
The basic discretization scheme is as follows: the state variables q are chosen as continuous differentiable functions and piecewise defined as cubic polynomials between i q and 
C. Cubic B-spline Interpolation (B-spline)
Since human motion trajectories are usually very smooth, cubic B-spline interpolation can be used. For the optimization problem, the entire time domain is discretized by B-spline curves, which are defined by a set of control points P and time grid points (knots) t. B-spline is a numerical interpolation method that has many important properties, such as continuity, differentiability, and local control 33 . These properties, especially differentiability and local control, make B-splines competent to represent joint angle trajectories, which require smoothness and flexibility. There are a number of ways to define the B-spline basis functions, and it is preferred to have an explicit polynomial form rather than in a recursive form. Let The kth derivatives of a cubic B-spine curve can be easily obtained from Eq. (23), since only the basis functions are functions of time. In this formulation, the control vector P for each DOF are chosen as the optimization variables. This formulation is to minimize the objective function in Eq. (13), subject to the inequality constraints in Eq. (14), as
D. Discussion of Formulations
Advantages and disadvantages of different formulations are listed in Table 1 . Since the objective and constraint functions are all explicit in terms of the optimization variables in the direct collocation or differential inclusion formulations, the gradients of functions can be obtained easier than the state variable elimination method. Starting form a system of differential equations, approximations in the time domain for the state variables are set up and collocation can be enforced on certain time points in the direct collocation formulations. The equations of motion in Eqs. (10)- (12) do not need to be satisfied exactly at each iteration of the optimization process. They need to be satisfied only at the final solution point. This has advantage if instabilities occur or no solution exists for differential equations (DEs) for certain points in the design space. Also, unnecessary simulations of the system are avoided at intermediate designs, where it might be difficult to obtain a solution. The differential inclusion formulation does not need the integration of the dynamic equations, either. In these formulations, the system of DEs is directly discretized and imbedded into the optimization formulation. However, the error in the solution of DEs in state variable elimination formulations can be easily controlled, which is not an easy task for the other two formulations. Differential inclusion formulation includes fewer variables and needs less storage than direct collocation; therefore it has special advantage. Note that differential inclusion formulation is only available in optimal control problems; there is no similar formulation in optimal design of systems subjected to static loads.
In terms of the discretization techniques, several different ways can be used: direct discretization by finite differences, piece-wise polynomials and splines of various orders. Table 2 lists the advantages and disadvantages of different discretization techniques. For the piece-wise polynomial and spline interpolations, the number of variables is usually not very large; therefore, the resulting NLP is not too large. Sparsity can be utilized in the formulations, but not necessary. These formulations provide good smoothness for the final solution; therefore, they are well suitable for digital human motion simulation. However, the drawback of these formulations is that the implementation is not straightforward. They are sometimes too restrictive; therefore no solution or no good solution may be obtained for the optimal control problem. The finite difference method usually requires large number of grid points N ; therefore large-scale NLP algorithms with sparse matrix capabilities are required to solve the problems efficiently. 
Finite difference
• Very sparse constraint Jacobians and Hessian.
• Implementation is very straightforward.
• State or control variable constraints become simple bounds in most cases.
• Larger number of variables and constraints.
• Optimization algorithms for large-scale sparse problems must be used.
Piece-wise polynomial interpolation
• Good smoothness.
• Smaller NLP problems.
• State or control variable constraints become simple bounds or linear in most cases
• The required curve profile may be too restrictive.
• Implementation sometimes is not straightforward. 
Foot strike position constraints
ZMP stability constraints
Joint angle constraints
Total of 1 st order derivatives (Gradient vector & Jacobian)
* The expressions in the brackets give the total number of elements when sparsity is not considered. 
VI. A Numerical Example
All the formulations developed in Section V are applied to a gait simulation example for evaluation. All the formulations are solved using the sparse SQP algorithm in SNOPT 34 . A PC with 3.2 GHz processor and 1.0 GB RAM is used for running the programs and recording the relative CPU times. Each solution case of the example problem was run several times with different starting point and the shortest time was recorded. Results of the examples are listed and compared. Advantages and disadvantages of the formulations are discussed.
A. A 18-DOF Human Lower-Body Gait Model
An 18-DOF three-dimensional digital human lower-body model is considered as shown in Figure 4 18 . In this model, the hip has 6 global DOFs, including 3 translations and 3 rotations. The pelvis has 3 rotational DOFs, and the knee has 1 rotational DOF. The ankle is represented by 2 orthogonal rotational joints. The two legs are exactly symmetric. The number of foot ground penetration constraints in this example is 8, which is the total number of points on the two feet. One foot strike position constraint and four ZMP stability constraints are used in this study. Note also that since the ground reaction forces are not considered in the current formulation, the torques are only due to gravity, inertia, and Coriolis effects.
The total motion time is considered as 2.442 seconds. No special techniques are used to find an initial point for the formulations. The starting values for the optimization variables are taken as zero. Table 4 gives the numbers of iterations and CPU (s) for different formulations. 
Number of time steps
It is obvious that the number of time steps used in the numerical solution process can affect the performance of the formulations. In general if the step size is large, the size of the optimization problems is small. The numbers of iterations and CPU times to find an optimal solution are small, and vise versa. If the step size is too small, the sizes of the alternative formulations become very large which requires additional calculations and computer storage. To evaluate the performance of various formulations, a few different grid sizes are tried for the example. All the three formulations are indeed very sparse, with small numbers of non-zero elements in the constraint Jacobian. Table 4 shows that as the number of time steps is increased the computational effort with all the formulations also increases. It is also observed that the CD and B-spline formulations require less computational efforts compared to the formulation based on Hermite interpolation. For smaller numbers of time steps, the CD formulation is very efficient. When the number of time steps becomes larger, CD and B-spline formulations require similar computational efforts. Figure 5 show the lower-body gait simulations. For simplicity of illustration, the axis in the walking direction (y) is extended. It is seen that all the constraints presented in Section III, including the foot ground penetration and prescribed strike locations are all satisfied. Figure (5a) shows a kinematically feasible walking motion, while (5b) illustrates an optimal gait motion with the absolute torque values are minimized. Note that since the joint torques are not considered in (5a), some motions such as the high kick of the right leg in Fig. (5a) are not realistic. Figure (5b) shows a more realistic gait motion.
Gait simulations
Advantages and disadvantages of formulations
The main advantages of the differential inclusion inverse-dynamics based formulations for dynamic systems are summarized as follows: (i) the equations of motion for the system need not be integrated explicitly; therefore, unnecessary simulations of the system are avoided at intermediate designs; (ii) design sensitivity analysis of the systems is not needed since all the problem functions are explicit in terms of the variables. The major disadvantage of the formulation based on B-spline interpolation is that some constraints are linear instead of simple bounds, such as the joint angle constraints.
Other formulations
It is clear that other simultaneous formulations are possible. These are based on different discretization techniques of the first order or second order EOMs 29 , and piecewise higher degree polynomial approximations of state variables 27 . However, these multi-step methods or higher degree of polynomials may result in significant complexity of numerical implementation for the formulations, which is not desired. The application of these methods for digital human motion prediction needs further evaluation.
Future research
Optimization-based gait prediction reveals great insights into real human gait. Intuitively, simulation of a natural gait will involve multiple objectives. This is an important topic for future consideration in simulation of human gait. A full-size three-dimensional gait model including human upper body and arm movements will be very useful for understanding of upper body motion. Human running and jumping motions are of special interest to certain types of applications, such as sports. Some further research in human motion prediction and simulation also includes comparison with other models now being used, and the consideration of collision avoidance in the formulations. A general framework for collision avoidance of human motions has been recently presented 35 .
VII. Concluding Remarks
The task-based motion prediction of digital humans was shown to be an optimal control problem and therefore could be solved numerically by powerful sparse NLP techniques. In order to provide clues on how best to formulate the problem for practical applications, various solution techniques for optimization-based optimal control were presented and compared. Different discretization techniques were discussed and their strength and weakness compared. Based on this work, the following observations are made. 1. The direct collocation and differential inclusion methods did not require integration of the equations of motion.
All functions of the formulations became explicit in terms of the optimization variables 2. Differential inclusion formulation is unique in the sense that it is only available in optimal control problems.
Compared to direct collocation method, differential inclusion formulation has special advantage and great potential for large-scale digital human motion prediction, because the size of the optimization problem is smaller. 3. Formulations based on central difference and B-spline required less computational efforts compared to the formulation based on Hermite interpolation for the same number of time steps. 4. When the number of time steps becomes larger, CD and B-spline formulations require similar computational efforts. The differential inclusion formulation based on B-spline is currently being implemented in the virtual human environment SANTOS TM35 . More work is still needed to fully develop nonlinear optimization-based control techniques, such as differential inclusion for realistic human motion prediction, with the validation of motion tracking data. More justification should be provided for the selection of these methods for human motion simulation. The current control torque does not include ground reaction forces, so the torque in the stance leg is not real; the ground reaction forces need to be included in future work.
