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SUMMARY
Time series methods are ofbasic importance for the analvsis ofgeodeiic and geophysical time-dependent and large
data sets. In this papa lre sketch the theoretical foundations o/ some stationarv proccsses more frequentlv used,
Iike moving average, autoregressive 0/1(/ ARJ4A processes. 111 oddition, lre give I1l'O examples quite different: the
firs: one is a series o/ ellipsoidal hciglus obtained from GPS observatious in I.anzarote 's pertnanent station: tlie
second, is a series oforthometric heigius corresponding to the leveling network o('vlilul1's Cathedral,
1. L~TROD(jCCIÓ:\
El análisis de series temporales e, una herramienta necesaria
en el tratamiento de multitud de datos geodésicos y geofísicos
que dependen del tiempo. En este trabajo presentamos los
fundamentos teóricos de algunos de los procesos más utilizados
como los de media móvil. auiorregrcsivos y I\RMA, dando sus
carncterisucas más importantes (la referencia básica es
Brockwel! and Davis, 1996). Como aplicación presentamos dos
ejemplos. el primero es una serie de aliitudes el ipsóidicas
obtenidas por GPS en la estación permanente de Lanzarote y
otro es una serie de aliitudes oriométricas de la red de nivelación
de la Catedral de Milán, Se ha usado la aplicación
STA TGRAPHICS Plus 5.0 para representar las funciones de
aurocorrelación y de autocorrelación parcial muesirales que
aparecen en el artículo, a excepción de las que se muestran en la
Figura 5.3.
2. SERJES TEMPORALES
Una serie temporal es un conjunto de observaciones {x,},
cada una registrada en un tiempo específico / . de una magnitud
x cuyo valor depende (supuestamente) del tiempo. Supondre-
mos que la serie temporal es discreta, es decir, que el conjunto
T de veces que se han hecho las observaciones es discreto.
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Figura 2. J - Altitud ortométrica de la señal de nivelación 74 de la
red de nivelación de la Catedral de ,"lilán, Oct,66-Jul.77. (Bench
tnurk 7-1 orthometric height frorn the levellng network ol J'li/aJ1 's
Cathedral. Ocl.66-Jul.77.).
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Ejemplo 2.1. La l· igura 2.1 muestra la altitud ortornetricu
(xIO: mm ) de una de las señales de nivelación (la número 7-+)
de la red de nivelación de la Catedral de Milán, desde el último
cuauirnestre de 1966 hasta el tercer cuatrimestre de 1977 (Mont:
et al. 1978). El conjunto T se puede identificar con el conjunto
{l. .... -+S]. En la figura se aprecia una clara tendencia
descendente.
Ejemplo 2.2. La Figura 2.2 muestra la altitud elipsóidica.
obtenida a partir de observaciones GPS, de la estación per-
mancnte de Lanzarore. El conjunto T se identifica con el con-
junto {1. ... ,28]. pues las "observaciones" son el resultado del
ajuste diario de las observaciones G PS durante 28 días consecu-
tivos (García et al. 2002). Al contrario que en el caso anterior las
observaciones parecen fluctuar erráticamerue.
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Figur« 2.2 - Altitud clipsóidica de la estación GPS permanente de
Lanzarote - 28 días. (Ellipsoidal height o/ Lanzarote's GPS
pertnunent station -28 days ).
Para el análisis de series temporales como las que hemos
presentado. es necesario en primer lugar obtener un hipotético
modelo probabilístico para representar los datos. Elegido el
modelo (o una familia de modelos) es posible entonces estimar
parárnetros (si los hubiere). contrastar la bondad del ajuste del
modelo a los datos y usar el modelo ajustado para mejorar
nuestro conocimiento acerca del mecanismo que ha dado lugar a
la serie o hacer predicciones.
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Para tener en cuenta la nuturulcza posiblemente imprcde-
cible de observaciones futuras, es natural suponer que cada
observación x, es la realización de una variable aleatoria X,.
En general, un modelo para la serie temporal {x,} \ eudrá dado
por las distribuciones conjuntas de la serie de variables
uleaiorias {X,}. Sin embargo. pueden solamente especi ficarse
los valores medios E( X,) Y los momentos de segundo orden
E(X,."X,). Aunque de esta manera se pierde información, pues
no se da una caracterización completa probabi lística de la
sucesión de variables alearorias. la teoría de predicción lineal
basada en hacer mínimo el error cuadr:itico medio depende
solamente de la caracterización hasta segundo orden de la serie
(medias. varianzas y covarianzas).
El modelo puede proporcionar una descripción compacta de
los datos: en el Ejemplo 2.1 podríamos tratar de representar los
datos como suma de una tendencia determinada. y términos
estaciona les y alcatorios (descomposición clásica):
donde 11I, es una función que cambia lentamente conocida como
tendencia, s, es una función de 1 periódica denominada com-
ponente estacional e }; es la componente uleatoria.
Suponiendo que r; sea un proceso estacionaría (en sentido
débil) de media cero, es decir, que E(1,) = O Y que
Cov(Y _,,' Y) es independiente de 1 para cualquier valor de h.
el objetivo es entonces (después de haber representado y
examinado gráficamente las series):
o Eliminar la tendencia y la componente estacional para obtener
residuales estacionarios. Hay varias formas de conseguir esto,
Una es estimar estas dos componentes y sustraerías de los
datos. Por ejemplo. si 111, = al + h (tendencia lineal) y
,
s, = au +I (LI, cos(A/) + bJ sen(A/))
j=1
con A" .. ,AA frecuencias fijas , siendo cada una de ellas Ull
múltiple entero de 21r/d (regresión armónica). pueden
estimarse con el método de los mínimos cuadrados los
parámeuos a.b.u, y ój. Otra posibilidad es diferenciando lo,
datos: es decir. reemplazando la serie original {X,} por
{y, := X, - X, d} para algún entero positi vo el, Introduciendo
el operador diferencia de orden-I
'I1X, = X, -X, ,=(I-B)X,
con /3X, = X, " vemos que X, - X,~" = (1 - B" )X,. Aquí la
idea es aplicar repetidamente operadores diferencias a la serie
original hasta que el resultado sugiera un proceso estacionario
{I+;] . Puede entonces usarse la teoría de procesos estacionarios
para el modelado, análisis y predicción de {~Jt; l y por
consiguiente del proceso original. Este procedimiento ha sido
desarrollado extensamente por Box y Jenkins (1976). Cualquiera
que sea el método utilizado, el fin de esta etapa es producir una
serie estacionaria, cuyos valores se llaman residuales.
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• Elegir un modelo para ajustar lo, residuales. mediante las
funciones de autocorrelación y de uurocorrelación parcial
muestrales.
o Predicción. Con un modelo para los rcsiduales puede entonces
predecirse su comportamiento futuro y también el de la serie
original. invirtiendo las transformaciones descritas previamen-
te,
o Una alternativa a todo lo dicho consiste en expresar la serie
original en términos de sus componentes de Fourier. que son
ondas sinusoidales de di tcrentes frecuencias. y que se
denomina análisis espectral.
3. PROCESOS ESTACLOl\ARJOS
Si {X, J es un proceso estacionario. la tuncion dé
auiocorrelación (ACF) del proceso viene definida por
v(h)
p(h)=-'- (3.1)
¡(O)
(2.1 )
siendo ¡(i1) = coví X .. \',_.,) su función covarianza. La ACF es
una medida de 'la dependencia csrocásiica entre las
observaciones según su separación en el tiempo, Para estimar
¡(h) se utiliza el estimador
, 1/1-// _ _
¡(h) = - Il'\H -x )(.1, - X) (3.2)
11
1=1
con 11 el número total de: observaciones y .r la media
aritmética de las observaciones, La función
jJ(h)=~(h) (3.3)
¡lO)
Sé denomina función de autocorrelación muestral.
La función de autocorrelación parcial (PACF) es la función
o:(h) definida por las siguientes ecuaciones
0:(0) = I
y
o:(iI) = rp"". h > 1,
donde rp"" es la última componente del vector
rp¡,= f7,'Y".
f,,=[¡(i-j)L", y ¡,,=(y(I).y(2) ..... ¡(hJ) La función de
auiocorrelación parcial rnucstral se define de igual forma
reemplazando y(i - j) y y(i) por sus cstimadores (3,2).
Si /f, = (W:" .. .,W,l' e y son variables aleaiorias COIl
momentos de segundo orden I·Initos. denotamos por P( Y i /f,) el
mejor predictor lineal de Y en términos LW"." .. H~. es decir.
P(), /f,) es la combinación lineal de I.I+;, ..... W, que mejor
aproxima a Y en el sentido de que el error medio cuadrático
E(Y - P(Y 1/f,))2 es mínimo. Con esta notación, puede
demostrarse que dJ"" es la correlación entre los errores de
predicción X" - P(X,,: X" ...,X,,_,) y X" - P(X" X" ...,X,,_,).
Por tanto o:(h) es una medida de la dependencia entre X,_ir v
X, después de eliminar el efecto de las variables intermedias
SOl
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La importancia práctica de estas dos [unciones es grande por
Cirio, moti \ 0':
, En primer lugar porque las funciones ACF y PACF muesuules
.ie una serie temporal estacionaria puede sugerimos cuál de los
muchos modelos posibles para este tipo de series temporales
puede ser un candidato coveniente para representar la
d~pendencia en los datos. Por ejemplo. si p(h) es próxima a
Cero para valores positivos de h sugiere que un modelo
apropiado para los datos podría ser ruido blanco. es decir. una
sucesión de variables aleatorias incorreladas. todas ellas con
igual valor medio (cero, por ejemplo) e igual varianza
( : '\"1) - W.V(O,cr'»). Esto ocurre en el caso de la serie de
l.nnzurote (Ejemplo 2.1): ver Figura 3.1.
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¡'i~lIra 3.1- ACF muestra! de los datos de l.anzarote. (TI,e suniple
tCF oftlte dutu in Figure 2.2.).
• La ACF puede calcularse para cualquier conjunto de datos. sin
necesidad de estar restringidos a series temporales estacionarias.
En este caso. I p(h) I decrece lentamente para datos con
tendencia (ver Figura 3.2 en la que se muestra la ACF muestra!
de los datos de la Catedral de Milán del Ejemplo 2.1); y para
datos con una importante componente periódica deierminista.
p(h) l mostrará un comportamiento similar con igual periodici-
dad. Así pues p(h) puede ser también un indicador de si la
serie temporal es no estacionaria. En estos casos habría que
transformar los datos como hemos indicado en la Sección
anterior.
Conviene ahora describir brevemente algunos modelos de
series temporales estacionarias.
(a) PROCESOS DE MEDIA MÓVIL.
: .Y,] es un proceso de media móvil de orden q (brevemente.
:X,j- .VIA(q» si
donde ~Zl} - WV(O,cr:) y 0" ... ,0'1 son constantes.
Una serie temporal es q-correlada si y(h) = ° para todo h > '1 .
La importancia de los procesos MA(q) radica en el hecho de
que. no sólo un proceso de media móvi I de orden q es 4-
correlado, sino también que cualquier proceso q-correlado es un
proceso MII('/). Por consiguiente. desde un punto de vista
practico. una ACF que en valor absoluto sea menor que
l. '16/'¡;; al '15% para intervalos h mayores que q sugiere un
modelo .~/.~ de orden menor o igual que q .
SUI
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Fig ur« 3.2 - .-\Cr: muesual de los datos de Vl iláu. (TII" sample ACF
of th e dusu in Fig ur« l./.j.
(b) PROCESOS AR:VIAi fUI)
{X,} es un proceso ARMA( p. '/ ) si {XI J es estacionario v si
para todo I
A, -rp,X, -··.-tfJ!,X, l' = L, +O¡L,_, -t- ... +0,/, o : (3.5)
donde jL,)-W\'(O.cr'). y tj;1::)=I-tb::- .. -IjJ,::" y
0(::) = I -r- O,::,. .. -r- B'I::" son polinoruios que no tienen factores
comunes. La expresión (3.5) admite la forma más compacta
IjJ(B)X
I
=8(B)L, (36)
donde B es el operador ya definido ("Backward shifí
operator").
Si 0(:: po I la serie temporal {X,) es un proceso
autor regresivo de orden J! (o AR(p». Para un proceso
AR(p) causal la función de autocorrelación parcial a(h) tiene
las propiedades siguientes: a(p) = IjJI' Y a(h) = ° para
intervalos h » p . De este modo. una PAC F muesiral que. en
valor absoluto, sea menor que 1.96/'¡;; al 95'Yo para intervalos
mayores que P sugiere un modelo autorregresivo de orden
menoro igual que p.
Las ecuaciones de Yule-Walker para procesos AR(p) son
(3.7)
y
o: = ,(O) -1jJ' Y" (3.R)
(3.4)
donde ljJ = (1jJ,... ,IjJ)' es el vecior de coeficientes del proceso.
La ecuaciones de Yule-Walker rnuestrales se obtienen
sustituyendo las covarianzas y(j) (j = L".,p) que aparecen en
(3.7) Y (3.8) por las covarianzas muestrales ;(j) . De este modo
pueden estimarse el vector ljJ y cr'. El algoritmo secuencial de
Durbin-Levinson, permite ajustar a los datos procesos
autorregresivos de orden creciente según las ecuaciones de
Yule-Walker (este algoritmo es el 4ue utiliza el programa PEST
incorporado a la aplicación ITSM2000 (Brockwell and Davis.
1996)). Si ~ es el estimador Yule- Walker de 1jJ. entones. para
valores grandes de 11 (número de observaciones). se tiene
~ '" .V(tj;.I1-'cr'fp').
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Reemplazando u v r" por sus correspondientes estima-
cienes. puede usarse este resultado para encontrar regiones de
confianza para rjJ y cada una de sus componentes «Brockwell
and Davis. 1'1'16. p.140). Además, si {X,} es Ull proceso causal
AR(p) con {Z,) - I/D(O,u'), y ajustamos un modelo de orden
k> p usando las ecuaciones de Yule- Walker. entonces la últi-
ma componente. ~';" del vector ~ tiene aproximadamente una
distribución normal de media O y varianza 1/11 «Brock\\ell and
Davis, 19'1 l. Secuon 8.10). Por tanto. ~a ~ 1.'16/1 - con una
probabilidad 0.95. Puesto que ~" es el valor de la PACF rnues-
tral en el intervalo k, como estimador preliminar de p (orden
del proceso) puede usarse el valor 111 más pequeño tal que
~" ~ 1.9611 ' , para k > 111 .
4. DETER.\lL\AClÓ:\ ÓPTl.\L\. DEL ORDE,\; DE
U~ PROCESO ARMA(p,q)
En la Sección anterior hemos indicado cómo hacer una
estimación preliminar tanto del vector de parámetros COIllO del
orden de LlI1 proceso autorregresivo. Un método más sistemático
está basado en la función de verosimilitud gaussiana de un
proceso AR!VrA. Esta función es (Brockwcll and Davis. 1996.
Eq.5.l.9)
donde X¡=P(X¡IX,,, ... X, ,) y E(Xj-/Y',)'=u'r, Los
esumadores de niaximu verosimilitud ~. e y u cumplen las
siguientes ecuaciones (Brockwell and Davis. 1'196, ~5.2),
a' = n-IS(~,iJ) (4.1)
donde
s(~,e)= "I)xj-xJ/-, "
I
Y ~, iJ son lo, valores de rjJ y () que minimizan
n
f(rjJ,tI)=IIl(n-IS(rjJ.tI))+n-I¿lnlj 1 (4.3)
p=1
La minimización de f(rjJ.O) debe hacerse numéricamente.
Valores iniciales de rjJ y () se pueden obtener mediante méto-
dos preliminares de estimación (como, por ejemplo. el método
de Yule- Walker para procesos AR, el algoritmo de innovaciones
para procesos MA, o el algoritmo de Hannan-Rissanen para
procesos ARMA). Una vez encontrados los valores de rjJ y ti
que minimizan la verosimilitud reducida (4.3), la estimación de
máxima verosimilitud de u' se obtiene de (4.2) y (4.1).
Para selecionar autornáticarnente el orden del proceso puede
utilizarse el criterio AICC (Akaike lnforrnation Criterion bias-
Corrected):
elegir p , q. rjJ y ti de modo que minimicen
,-J/CC = -2Inf_(rjJ,{).S(tjJ,tI), 11) -t- l( p -r- 'f-C 1)/7/(11 - P - '1 ~).
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La bondad de! ajusre se lle , él a cabo comparando los \ alores
observados con los predichos según el modelo ajustado. Los
residuales se definen de la siguiente manera
¡~ = (X, - /(,(~,e»)/ J,;-I (~J)),
Ipara / = I, ... .n . Si los datos han sido generados por un procesoAR.HA(fJ.éf) con una series de ruido blanco ¡7,). entonces.
para muestras grandes. las propiedades de los residuales deben
reflejar las de ¡Z,] . Por tanto. para comrastar la bondad del
ajuste se debe examinar la serie de los residuales y analizar si es
del tipo IVV . Una forma de llevar esto a cabo e; calculando las
ACF y rACr rnuestrales de la serie de residuales. En valor
absoluto, el 95% de los valores de estas funcione, para
intervalos mayores que O. deberían ,e inferiores a J .96/;;;. En
caso contrario es conveniente untar de obtener un modelo que se
ajuste mejor a los datos.
5. EJE.\JPLOS
En la Sección 2 hemos presentado dos ejemplos de series
temporales. Respecto del Ejemplo 2.2 (estación GPS perma-
nente de Lanzarore). con los datos disponibles hasta ia fecha.
poco se puede añadir a lo dicho. La PACF puede verse en la
Figura 5.1. Las rectas horizontales corresponden a la cotas
1.96/'¡;; . con 11 = 28 . Y todo parece indicar que estamos ante
una serie de tipo ruido blanco. Es necesario. sin embargo. tener
una serie con un número mayor de observaciones para hacer un
análisis I11:íS detallado. En la Figura 5.~ está el histograma
correspondiente a esta serie de observaciones. junto con un
resumen estadístico. ambos generados con la aplicación
EVIEWS 4.0.
PAU: muestral: Lunzurote
(4.2)
II06 ~--- -- --02 =Oc::::Jc::::J-O=o-:~: ' , ---------
¡
-Ib~ __ ~ ~ __ ~ __ ~
o 6
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Figura 5.1 - I'ACF mucstru l de los datos de Lanzarotc. (The sample
PACF of the data in Figure l.z.).
Series: H
Sample 196 223
Observations 28
Mean
Median
Maxirnum
Mínimum
Std Dev
Skewness
xurtosrs
71.89381
71.89400
7191310
71.87640
0009686
0.190995
2.403700
Jarque-Bera
Probatxuty
0585072
0.746369
71.88 71.89 71.90 71.91
Figura 5.2 - Histogrum» ! resumen estadístico de los datos de l.an-
zarotc. (Hisrogram and stnnntary stutistics for Lani.arote 's duta.),
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En el ejemplo de la Catedral de Milán. Monti el al. (1978)
producen una nueva serie {y,} relacionada con la original {X,}
s.:gún la ecuación
l; =(I-B)'(I-B').\,
con s = 4. En la Figura se muestran las funciones ACF y PACF
para la nueva serie (calculadas usando la aplicación ITSM2000).
A la vista de la Figura 5.3 se puede ajustar a los datos un
modelo M"¡(I) o un modelo "¡R(2). En el primer caso. con el
método de Innovaciones se obtiene
y, = Z, - (U\2I1 L,.,
con
¡e¡ = -0.821068
) 6" = 0.1530921: + in
~.ucc 0.33592.+[ + 03.
FZ!;I/ra 5.3 - ACF y P .\CF muestrales de la serie Y de la Catedral
de .\lilán. (Samp!e ACF y PACF 01 Cathedral of Mitan l1ew series
y, .J.
En el segundo caso. con el método de Yule- Walker tenemos:
y, = -0.7864 Y,.¡ - 0.3845 Y,., + Z,
con
)
t/J¡ = -0.786392
~" = -0.384502
6" = 0.157769l: + 03
I Alec = 0.339099 E + 03.
Puede observarse que el modelo ¡\!IA(I) es ligeramente su-
perior, al ser menor el AfCe. Eligiendo este modelo, el método
de máxima verosimilitud proporciona las siguientes estimacio-
nes detinitivas:
y, = L, -OB60g Z, ¡
¡
el = -0.S60773
6" =0.151401E+03
D(e¡) = 0.075514
AICC = 0.335687 E + 03.
Los cálculos anteriores se han realizado con ITSM2000.
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