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l)METHODOLOGICAL ADVANCES IN BIBLIOMETRIC MAPPING OF SCIENCE
Bibliometric mapping of science is concerned with quantitative methods for visually
representing scientific literature based on bibliographic data. Since the first pioneering
efforts in the 1970s, a large number of methods and techniques for bibliometric mapping
have been proposed and tested. Although this has not resulted in a single generally
accepted methodological standard, it did result in a limited set of commonly used methods
and techniques.
In this thesis, a new methodology for bibliometric mapping is presented. It is argued
that some well-known methods and techniques for bibliometric mapping have serious
shortcomings. For instance, the mathematical justification of a number of commonly used
normalization methods is criticized, and popular multidimensional-scaling-based approaches
for constructing bibliometric maps are shown to suffer from artifacts, especially when
working with larger data sets.
The methodology introduced in this thesis aims to provide improved methods and tech -
ni ques for bibliometric mapping. The thesis contains an extensive mathematical analysis of
normalization methods, indicating that the so-called association strength measure has the
most satisfactory mathematical properties. The thesis also introduces the VOS technique for
constructing bibliometric maps, where VOS stands for visualization of similarities. Compared
with well-known multidimensional-scaling-based approaches, the VOS technique is shown
to produce more satisfactory maps. In addition to the VOS mapping technique, the thesis
also presents the VOS clustering technique. Together, these two techniques provide a
unified framework for mapping and clustering. Finally, the VOSviewer software for
constructing, displaying, and exploring bibliometric maps is introduced.
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Chapter 1
Introduction
1.1 Bibliometric Mapping of Science
Given the sheer volume of scientific literature currently available and the rapid growth
of this literature, it is often difficult to have a comprehensive, up-to-date, and unbiased
overview of all relevant literature on the topics that one is interested in. More and more
attention is therefore being paid to computerized methods and tools that help to identify
and structure the scientific literature relevant to one’s interests. Such methods and tools
typically provide some kind of visual representation of the identified literature. These
visual representations, often referred to as maps, are the topic of study of this thesis.
More specifically, we refer to the topic of this thesis as bibliometric mapping of
science. Bibliometrics is the scientific field that quantitatively studies all kinds of bibli-
ographic data, such as the titles, keywords, authors, and cited references of articles and
books.1 Accordingly, bibliometric mapping of science is about quantitative methods for
visually representing scientific literature based on bibliographic data. Bibliometric map-
ping results in bibliometric maps. As will be discussed later on, there are many different
types of bibliometric maps, each of them providing somewhat different information and
serving a somewhat different purpose. However, the general aim of a bibliometric map
is to provide an overview of the structure of the scientific literature in a certain domain
or on a certain topic. A bibliometric map can for example be used to identify the main
1Bibliometrics is closely related to scientometrics and informetrics. For a discussion of these three
terms, we refer to Hood and Wilson (2001).
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research areas within a scientific field, to get insight into the size of the different areas,
and to see how the areas relate to each other. Bibliometric maps are especially useful
when one has to deal with a relatively large body of literature and when one’s interest
is not only in the individual elements (e.g., the individual documents, authors, or key-
words) that can be identified in this body of literature but also in the way in which the
various elements are interrelated.
Bibliometric maps can be used in a number of different contexts. Researchers can
use bibliometric maps to get an overview of the field in which they are active or to
perform a high-level exploration of the literature on a certain topic. In the context of
science policy and research management, bibliometric maps can be used to support
decision making by governments, funding agencies, and universities (e.g., Franklin &
Johnston, 1988; Healey, Rothman, & Hoch, 1986; Noyons, 2001, 2004). Bibliometric
maps can also be of value to journal editors, scientific publishers, and librarians, who
may for example use these maps to explore how a journal is positioned relative to other
related journals. Other possible applications of bibliometric maps are in science teach-
ing (e.g., Bo¨rner et al., 2009; Klavans & Boyack, 2009) and in the history, philosophy,
and sociology of science (e.g., Small, 2003).
To construct a bibliometric map, one needs to have access to a bibliographic database
of the domain of interest. Such a database contains bibliographic records of a large
number of documents. These records indicate for example the title, the abstract, and the
authors of a document and the source and the year in which a document was published.
The cited references of a document are sometimes indicated as well. Currently, two
broad multidisciplinary bibliographic databases are available, namely Web of Science
and Scopus, which are provided by Thomson Reuters and Elsevier, respectively. In ad-
dition, various bibliographic databases are available for specific disciplines. Examples
include Chemical Abstracts for chemistry, Inspec for engineering, computer science,
and physics, and MEDLINE for medical and life sciences. A disadvantage of some of
these disciplinary databases is that they do not contain the cited references of a doc-
ument. This can be a serious limitation for bibliometric mapping purposes. In this
thesis, we mainly use the Web of Science database. Only in Chapter 8 we use different
databases, namely Scopus and IEEE Xplore.
Below, we will first give an overview of different types of bibliometric maps (Sec-
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tion 1.2). We will also discuss the value or the utility of bibliometric maps (Section 1.3).
We will then focus on the main contribution of this thesis, which is the introduction of
a new methodology for bibliometric mapping (Section 1.4). Finally, we will give an
outline of the thesis (Section 1.5).
1.2 Types of Bibliometric Maps
There are infinitely many ways in which scientific literature can be visually represented.
It is therefore difficult to give a comprehensive and systematic overview of the various
types of bibliometric maps that have been proposed in the literature. Accordingly, the
overview presented in this section focuses on the most important types of maps that have
been studied in the field of bibliometrics. Bibliometric maps are also sometimes studied
in other fields, such as artificial intelligence, information retrieval, and information vi-
sualization, but the literature from these fields will not be considered here. Also, biblio-
metric maps that focus specifically on showing developments over time (e.g., Garfield,
2009; Garfield, Pudovkin, & Istomin, 2003) will not be considered. For overviews of the
bibliometric mapping literature from various different perspectives, we refer to Bo¨rner
(2010), Bo¨rner, Chen, and Boyack (2003), C. Chen (2003a, 2006b), Morris and Van
der Veer Martens (2008), and White and McCain (1997). An overview from a histori-
cal perspective is provided by De Bellis (2009). Furthermore, two journals published a
special issue on bibliometric mapping (C. Chen, 2003b; Shiffrin & Bo¨rner, 2004).
Bibliometric maps can be categorized in many different ways. In this section, two
categorizations of bibliometric maps are discussed, namely a categorization based on the
unit of analysis and the measure of relatedness (Subsection 1.2.1) and a categorization
based on the type of visualization (Subsection 1.2.2). To illustrate the discussion, several
examples of the different types of bibliometric maps will be shown.
1.2.1 Unit of Analysis and Measure of Relatedness
The unit of analysis is the type of object shown in a bibliometric map. The most com-
monly used units of analysis are documents, authors, journals, and words or terms.
However, many other units of analysis can be used as well (e.g., countries, research
institutes, and scientific fields). The mapping of documents (and clusters of documents)
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was pioneered by Henry Small at the Institute for Scientific Information since the 1970s
(e.g., Griffith, Small, Stonehill, & Dey, 1974; Small & Griffith, 1974; Small & Sweeney,
1985; Small, Sweeney, & Greenlee, 1985, see Figures 1.1 and 1.2). The mapping of au-
thors and, to a lesser extent, journals was pioneered by researchers at Drexel University
since the 1980s (e.g., McCain, 1990, 1991; White & Griffith, 1981; White & McCain,
1998, see Figure 1.3). Early work into the mapping of words was done by a group of
primarily French researchers (e.g., Callon, Courtial, Turner, & Bauin, 1983; Callon,
Law, & Rip, 1986; Rip & Courtial, 1984, see Figure 1.4) and somewhat later also by
researchers at the Centre for Science and Technology Studies of Leiden University (e.g.,
Peters & Van Raan, 1993b; Tijssen & Van Raan, 1989, see Figure 1.5).
To construct a bibliometric map, one needs to know not only the objects to be shown
in the map, but also the relatedness of the objects. In other words, one needs to know
for each pair of objects how strongly the objects are related to each other. This means
that one needs to have a measure of the relatedness of objects. There are many different
ways in which the relatedness of objects can be measured. We will discuss the most
commonly used approaches. It should be noted that for different units of analysis the
measures of relatedness that can be used are also somewhat different.
When dealing with documents, authors, or journals, the relatedness of objects is
often measured using citation relations. There are three basic approaches. These ap-
proaches use, respectively, direct citation relations, co-citation relations, and biblio-
graphic coupling relations. In the direct citation approach, the relatedness of two objects
is measured by the number of citations going from one object to the other. Unlike other
approaches, the direct citation approach yields an asymmetric measure of relatedness.
Bibliometric mapping typically requires a symmetric measure of relatedness, and this
may explain why the direct citation approach does not seem very popular. A much more
popular approach is the co-citation approach (Small, 1973). In this approach, the relat-
edness of two objects is measured by the number of times the objects are cited together.
For example, if there are three documents that cite both document A and document B,
then document A and document B have three co-citations. The third approach is the bib-
liographic coupling approach (Kessler, 1963a, 1963b). This approach works in exactly
the opposite way as the co-citation approach. In the bibliographic coupling approach,
the relatedness of two objects is measured by the number of references the objects have
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Figure 1.1: One of the first document cluster maps. The map shows 41 clusters of doc-
uments and their co-citation relations in the Science Citation Index in 1972. Cluster
3 is by far the largest cluster and contains publications in biomedicine. Three other
relatively large clusters are clusters 1, 2, and 17, which contain publications in, respec-
tively, nuclear structure physics, particle physics, and chemistry. For the contents of
the remaining clusters, see Griffith et al. (1974, Table 1). Reprinted from Griffith et al.
(1974, Figure 1) with kind permission of Sage Publications.
in common. For example, if there are three documents that are cited both by document
A and by document B, then document A and document B have a bibliographic coupling
strength of three. An overview of studies in which bibliographic coupling is used is
provided by Jarneving (2007).
Another way to measure the relatedness of documents, authors, or journals is to use
relations based on words or terms rather than relations based on citations. For example,
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Figure 1.2: One of the first document maps. The map shows 28 biomedical methods
publications and their co-citation relations in the Science Citation Index in 1972. The
map was constructed using multidimensional scaling. Reprinted from Griffith et al.
(1974, Figure 2 upper part) with kind permission of Sage Publications.
the relatedness of two documents can be measured by the number of words that occur
in both documents. In many cases, the full text of a document is not available, and
only words in the title and sometimes also in the abstract of a document are considered.
An alternative is to use the keywords assigned to a document. In general, the use of
word relations is more difficult than the use of citation relations. This is because not
1.2 Types of Bibliometric Maps 7
Figure 1.3: One of the first author maps. The map shows 39 information science authors
and their co-citation relations in the Social Sciences Citation Index in the period 1972–
1979. The map was constructed using multidimensional scaling. Reprinted from White
and Griffith (1981, Figure 1) with kind permission of John Wiley and Sons.
all words are equally informative. Uninteresting words therefore need to be filtered
out. Also, different words may need to be given different weights. In the bibliometric
mapping literature, measuring the relatedness of documents, authors, or journals using
word relations does not seem to be a frequently used approach. In recent work, however,
some attention is paid to the combined use of citation relations and word relations (e.g.,
Janssens, Gla¨nzel, & De Moor, 2008).
When words or terms are the unit of analysis, relatedness is typically measured using
co-occurrence relations. If two words both occur in the same document, the words are
said to co-occur in the document. The relatedness of two words can be measured by the
number of co-occurrences of the words, that is, the number of documents in which the
words co-occur.
8 Introduction
Figure 1.4: One of the first word maps. The map shows 26 biotechnology keywords
and their co-occurrence relations in the journal Biotechnology and Bioengineering in
the period 1970–1974. Reprinted from Rip and Courtial (1984, Figure 1) with kind
permission of Springer Science and Business Media.
Another approach to measuring the relatedness of objects is to use co-authorship
relations. This approach can be used when dealing with authors, research institutes, or
countries. For example, the relatedness of two authors can be measured by the number
of documents they have co-authored.
We have now discussed the most commonly used approaches for measuring the
relatedness of objects. For each unit of analysis, multiple measures of relatedness are
available. For example, the relatedness of authors can be measured using co-citation
relations, bibliographic coupling relations, word relations, or co-authorship relations. It
1.2 Types of Bibliometric Maps 9
Figure 1.5: A ‘second generation’ word map. The map is based on the same data as the
map in Figure 1.4. The map was constructed using multidimensional scaling. Reprinted
from Tijssen and Van Raan (1989, Figure 3) with kind permission of Springer Science
and Business Media.
is clear that each of these measures captures a somewhat different aspect of the way in
which authors relate to each other. It can be useful to add together multiple measures
of relatedness (e.g., Small, 1997). In this way, more data is used and a more accurate
overall measure of relatedness may be obtained.
Finally, we want to make two terminological remarks. First, in the bibliometric
mapping literature, the term ‘co-occurrence’ is sometimes used to indicate not only
the co-occurrence of two words in a document but more generally any type of relation
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as mentioned above (e.g., co-citation, bibliographic coupling, or co-authorship). In
this thesis, the term ‘co-occurrence’ is often used in this broader sense. Second, co-
occurrence relations define a network, for example a co-citation network of documents,
a bibliographic coupling network of journals, or a co-authorship network of authors. In
this thesis, such networks are sometimes referred to as bibliometric networks.
1.2.2 Visualization
A bibliometric map is a visual representation of a bibliometric network. Hence, a bib-
liometric map visualizes a set of objects and the relations among the objects. Many
different types of visualizations can be used. We will now discuss some important types
of visualizations.
A fundamental distinction is between distance-based visualizations and graph-based
visualizations. In distance-based visualizations, the distance between two objects re-
flects the relatedness of the objects. The smaller the distance between two objects, the
stronger the relation between the objects. In graph-based visualizations, on the other
hand, the distance between two objects need not reflect the relatedness of the objects.
Instead, relations between objects are typically indicated by drawing lines between ob-
jects. In the bibliometric mapping literature, both distance-based and graph-based vi-
sualizations are used. In early research, distance-based visualizations are predominant,
for example in the work of Henry Small and colleagues on the mapping of documents
(e.g., Griffith et al., 1974; Small et al., 1985, see Figure 1.2) and in the work done
at Drexel University on the mapping of authors (e.g., McCain, 1990; White & Griffith,
1981; White & McCain, 1998, see Figure 1.3). The most popular technique for distance-
based visualization is multidimensional scaling (e.g., Borg & Groenen, 2005; T. F. Cox
& Cox, 2001). In more recent research, both distance-based and graph-based visu-
alizations can be found. Graph-based visualizations are typically produced using the
graph-drawing techniques of Fruchterman and Reingold (1991) or Kamada and Kawai
(1989). These techniques are available in computer programs for social network analy-
sis, such as Pajek (De Nooy, Mrvar, & Batagelj, 2005). Graph-drawing techniques are
sometimes used in combination with the pathfinder network technique for graph prun-
ing (Schvaneveldt, 1990; Schvaneveldt, Dearholt, & Durso, 1988). An example of a
graph-based visualization is shown in Figure 1.6. This example is taken from White
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Figure 1.6: A graph-based author map. The map shows 121 information science authors
and their co-citation relations in the period 1972–1995. The map was constructed using
the pathfinder network technique for graph pruning and the technique of Kamada and
Kawai (1989) for graph drawing. Reprinted from White (2003b, Figure 1) with kind
permission of John Wiley and Sons.
(2003b). For other examples of graph-based visualizations, we refer to Bollen et al.
(2009), de Moya-Anego´n et al. (2007), and Leydesdorff and Rafols (2009).
Another distinction that can be made is between visualizing all individual objects
of interest and visualizing clusters of objects. Visualization is mostly done at the level
of individual objects. In some cases, however, a more useful picture emerges when
visualization is done at the level of clusters of objects. Examples of visualizations at the
cluster level are shown in Figures 1.1 and 1.7. These examples are taken from Griffith
et al. (1974) and Noyons and Van Raan (1998). Of course, when visualization is done at
the level of individual objects, it is still possible to indicate a clustering of the objects.
This can be accomplished by marking off areas in a map that correspond with clusters
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Figure 1.7: A document cluster map. The map shows 18 clusters of neural network pub-
lications in the period 1992–1993. A publication can belong to multiple clusters. The
relatedness of two clusters is measured by the number of shared publications. The map
was constructed using multidimensional scaling. Reprinted from Noyons and Van Raan
(1998, Figure 2b) with kind permission of John Wiley and Sons.
(e.g., Griffith et al., 1974; White & Griffith, 1981, see Figures 1.2 and 1.3) or by coloring
objects based on the cluster to which they belong (e.g., Leydesdorff & Rafols, 2009).
A third distinction is between interactive and non-interactive visualizations. A non-
interactive visualization just provides a static picture of a bibliometric network. An
interactive visualization, on the other hand, offers additional possibilities, such as the
possibility to zoom in on areas of interest or the possibility to request additional infor-
mation on objects and their relations. It is clear that interactive visualizations need to be
presented on a computer, while non-interactive visualizations can also be presented on
paper. Interactive visualizations usually have the advantage that they provide more in-
formation than non-interactive visualizations. However, interactive visualizations also
require more user involvement, which in some cases may be a disadvantage. For ex-
amples of interactive visualizations, we refer to Boyack, Wylie, and Davidson (2002),
Buter and Noyons (2001), C. Chen (2006a), and Small (1999).
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1.3 The Value of Bibliometric Maps
In this section, we discuss the value or the utility of bibliometric maps. Our focus
is not on specific applications of bibliometric maps, but rather on the general use of
bibliometric maps to study a certain domain of interest.
Bibliometric mapping has various limitations, and due to these limitations biblio-
metric maps always need to be interpreted in a careful manner. There are two main
types of limitations that should be kept in mind when interpreting a bibliometric map:
• Limitations imposed by the data. The availability of data will always be limited,
and the data that is available will always contain a certain amount of noise. Noise
in the data may for example arise from all kinds of relatively arbitrary decisions
researchers make when choosing the references they cite or the terminology they
use.
• Limitations imposed by the map. A map provides a simplified representation of
reality, and simplification generally implies some loss of information. For exam-
ple, in the case of distance-based bibliometric maps, there is a loss of information
because objects are put in a Euclidean space and because this space has only a
small number of dimensions (typically two).
Due to the above limitations, a bibliometric map should never be assumed to provide a
perfectly valid representation of the domain of interest.
Given the various limitations of bibliometric mapping, one may wonder what the
value of a bibliometric map is. In our view, there are at least three ways in which a
bibliometric map can be of value to an analyst who interprets the map:
• A bibliometric map may confirm some of the ideas an analyst has. In this case, the
confidence of the analyst in his ideas will increase. However, given the limitations
of bibliometric mapping, a map in itself can never make an analyst fully confident
of his ideas.
• A bibliometric map may contradict some of the ideas an analyst has. In this case,
the confidence of the analyst in his ideas will decrease. Of course, the analyst
should not lose all his confidence. Some of the suggestions made by the map may
not be valid, and therefore the ideas of the analyst could still be correct.
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• A bibliometric map may suggest new insights to an analyst. In this case, the
map provides the analyst with new ideas. Given the limitations of bibliometric
mapping, the analyst should have only a limited amount of confidence in these
ideas. It could be that some of the ideas are not correct.
This list makes clear that in order to see the value of a bibliometric map, it should be
recognized that the knowledge someone has of a certain domain will typically be incom-
plete and uncertain and in some cases even partially incorrect. Although a bibliometric
map will not provide a perfectly valid representation of the domain of interest, such a
map can be of significant value by extending the (uncertain) knowledge someone has,
by decreasing the amount of uncertainty in someone’s knowledge, and by uncovering
elements in someone’s knowledge that may not be correct.
In summary, a bibliometric map makes all kinds of suggestions concerning the struc-
ture and the properties of a certain domain. Not all suggestions made by a map will be
perfectly valid. An analyst should therefore treat a map as just one piece of evidence,
in addition to other pieces of evidence, such as the analyst’s own knowledge, the opin-
ions of experts, and the results of possible other quantitative analyses. Each piece of
evidence should have its own weight. The weight that is given to a bibliometric map
may depend strongly on the amount of data on which the map is based. The larger
the amount of data, the more confidence one may have in the suggestions made by the
map and, consequently, the more weight one may give to the map. Different pieces
of evidence will sometimes contradict each other. In that case, an analyst may decide
to collect additional evidence, for example by consulting additional experts or by per-
forming additional quantitative analyses. One way to perform an additional quantitative
analysis is by producing an additional bibliometric map. Compared with the original
map, the new map may be based on a different data source or may use a different unit
of analysis, a different measure of relatedness, or a different type of visualization. As
the amount of evidence increases, one gradually obtains a more reliable picture of the
domain of interest.
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1.4 A New Methodology for Bibliometric Mapping
Bibliometric mapping of science can be studied from different perspectives. Broadly
speaking, bibliometric mapping studies take either a methodological point of view or an
application point of view (or a combination of both). Methodological research focuses
on the technical issues in producing bibliometric maps, the proper interpretation of bib-
liometric maps, and the validation of bibliometric maps. Application oriented research
is concerned with the use of bibliometric maps for all kinds of purposes, for example to
assist researchers to get an overview of their field or to support science policy makers
to make well-founded decisions. This thesis has a strong focus on the technical aspects
of bibliometric mapping. The main contribution of the thesis consists of introducing a
new methodology for bibliometric mapping.2 In this section, we will give an overview
of this new methodology.
The process of bibliometric mapping can be divided into a number of relatively
independent steps. Different divisions are possible. For the purpose of this thesis, we
divide the bibliometric mapping process into the following six steps:
(1) Selection of the objects of interest.
(2) Calculation of the relatedness of objects.
(3) Normalization of the relatedness scores.
(4) Construction of a map.
(5) Presentation of the map.
(6) Evaluation of the map.
These steps are performed sequentially. However, bibliometric mapping is an iterative
process. Going through the above steps only once usually does not yield a satisfactory
bibliometric map. In step 6, it often turns out that one needs to go back to one of the
earlier steps in order to revise the choices made in that step. All subsequent steps then
need to be redone. A number of iterations are typically required to obtain a satisfactory
bibliometric map.
2From now on, we use the term ‘methodology’ in a narrow sense, namely to refer to the technical
aspects of bibliometric mapping.
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Why do we need a new methodology for bibliometric mapping? As we will argue
in this thesis, existing methods and techniques for bibliometric mapping, especially the
methods and techniques that are commonly used in steps 3, 4, and 5 of the bibliomet-
ric mapping process, have important shortcomings. The most popular approaches for
normalizing relatedness scores (step 3) lack a solid mathematical justification. Popular
multidimensional-scaling-based approaches for constructing bibliometric maps (step 4)
do not always yield satisfactory results, especially not in the case of larger data sets. And
the presentation of bibliometric maps (step 5) is often done using very simple static pic-
tures and without offering any possibility for interaction. The methodology introduced
in this thesis aims to provide improved methods and techniques for bibliometric map-
ping, especially for steps 3, 4, and 5 of the bibliometric mapping process.
We will now consider the six steps of the bibliometric mapping process in more
detail. For each step, we will discuss to what extent the methodology introduced in this
thesis enhances existing methods and techniques for bibliometric mapping.
1.4.1 Step 1: Selection of the Objects of Interest
In this step, one delineates the domain that one wants to study, one chooses the unit of
analysis, and one selects the objects to be shown in the map. Delineation of the domain
can be done by identifying relevant documents based on keywords, classification codes,
or the journal in which a document was published. The choice of the unit of analysis is
determined by the type of map that one wants to have. Depending on the unit of analysis,
selection of the objects to be shown in the map can be done in different ways. In the
case of documents, one could for example select the documents with the largest number
of citations. In the case of authors, one could select the authors who have published the
largest number of documents. In the case of words or terms, the selection of the objects
to be shown in the map is usually more difficult. In general, simply selecting the most
frequently occurring words or terms does not work well. Many frequently occurring
words or terms have a general meaning and are therefore not very relevant. In this
thesis, a new technique for automatic term identification is introduced (see Chapter 2).
This technique aims to automatically select the most relevant terms to be shown in a
term map. Basically, a term is considered relevant if it is strongly associated with a
single topic within the domain of study.
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1.4.2 Step 2: Calculation of the Relatedness of Objects
The most commonly used measures of the relatedness of objects were discussed in Sub-
section 1.2.1. The bibliometric mapping methodology introduced in this thesis can be
used with all these measures. Measures of relatedness can be calculated in two different
ways, namely using a full counting method or using a fractional counting method (Small
& Sweeney, 1985). In the bibliometric mapping literature, the full counting method is
almost always used. The importance of the fractional counting method was pointed out
by Small and Sweeney (1985). They argued that the fractional counting method can be
used to make co-citation counts from different scientific fields comparable with each
other. In this thesis, both the full counting method and the fractional counting method
are used. However, the fractional counting method should be seen as the preferred
choice in the bibliometric mapping methodology introduced in this thesis.
1.4.3 Step 3: Normalization of the Relatedness Scores
Relatedness scores usually need to be normalized in order to correct for differences in
the size of objects. For example, it is only natural that two large journals with lots of
publications have more co-citations with each other than two small journals with just
a few publications. Such a difference in co-citations does not imply that the two large
journals should be regarded as more strongly related to each other than the two small
journals. Co-citation counts should first be normalized before such conclusions can
be drawn. The normalization of relatedness scores has received a significant amount
of attention in the literature (e.g., Ahlgren, Jarneving, & Rousseau, 2003; Klavans &
Boyack, 2006a; Peters & Van Raan, 1993a). The methods used to normalize relatedness
scores are often referred to as similarity measures. This terminology is also used in this
thesis. Sometimes relatedness scores are normalized in an indirect way. Two objects
are then considered to be related if they have similar relations with other objects. The
indirect normalization approach was popularized by the work done at Drexel University
on the mapping of authors based on co-citation relations (e.g., McCain, 1990; White &
Griffith, 1981; White & McCain, 1998).
In this thesis, we study both the direct and the indirect approach to normalizing re-
latedness scores (see Chapters 3 and 4). In the literature, normalization methods are
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mainly studied in a somewhat informal, empirical manner. In our view, however, the
most appropriate way to study normalization methods is by analyzing their mathemat-
ical properties. We therefore take a strictly mathematical point of view in this thesis.
More specifically, we formulate a number of properties that we believe a reasonable nor-
malization method should satisfy, and we derive which normalization methods indeed
satisfy these properties and which do not. Although both the direct and the indirect
approach to normalizing relatedness scores are studied in this thesis, only the direct
approach should be seen as part of the bibliometric mapping methodology that is intro-
duced in the thesis. We argue (see Chapter 4) that of the various direct normalization
methods that we study, the so-called association strength method is the most satisfactory
one. This method is preferable over other more commonly used methods, such as the
cosine method and the Jaccard method.
1.4.4 Step 4: Construction of a Map
In this step, a spatial representation of the objects of interest is created based on the
normalized relatedness scores of the objects. This usually means that for each object a
location in a two-dimensional space is calculated. In many cases, the objects are also
clustered, that is, the objects are divided into a number of non-overlapping groups.
The focus of this thesis is on distance-based maps. Graph-based maps are not con-
sidered. Hence, in the bibliometric maps in this thesis, the distance between two objects
is supposed to provide an indication of the relatedness of the objects. As discussed
in Subsection 1.2.2, the most popular technique for constructing distance-based maps is
multidimensional scaling. In this thesis, an alternative to multidimensional scaling is in-
troduced (see Chapter 5). This alternative is referred to as the VOS mapping technique,
where VOS stands for visualization of similarities. It is argued that the VOS mapping
technique yields more satisfactory maps than popular multidimensional-scaling-based
approaches to bibliometric mapping. Maps constructed using these multidimensional-
scaling-based approaches are shown to suffer from certain artifacts. Maps constructed
using the VOS mapping technique do not have this problem.
In addition to the VOS mapping technique, this thesis also introduces the VOS clus-
tering technique (see Chapter 6). The VOS mapping technique and the VOS clustering
technique are based on the same underlying mathematical principle, and therefore these
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two techniques together provide a unified framework for mapping and clustering. The
VOS clustering technique can be used to cluster the objects in a bibliometric map. The
technique can serve as an alternative to other clustering techniques, such as the com-
monly used technique of hierarchical clustering. It is shown that the VOS clustering
technique is closely related to modularity-based clustering, which is a popular cluster-
ing technique in the physics literature (Newman, 2004a, 2004b; Newman & Girvan,
2004). An advantage of the combined use of the VOS mapping technique and the VOS
clustering technique is that mapping and clustering are performed in a consistent way.
In the literature, mapping and clustering techniques are often used together, but the
techniques are typically based on different principles, which may lead to mapping and
clustering results that are not consistent with each other.
1.4.5 Step 5: Presentation of the Map
In the literature, the presentation of bibliometric maps often receives relatively little
attention. However, in many cases the value of a bibliometric map can be enhanced
significantly by choosing an appropriate way of presenting the map. For example, the
size of objects can be varied in order to indicate differences in the importance of objects,
colors can be used to discern different types of objects, and labels can be displayed
in such a way that they do not overlap each other. Also, in some cases, especially
when visualization is done at the level of clusters of objects rather than at the level
of individual objects, the choice of good labels needs special attention. Another way
to improve the presentation of a bibliometric map may be by allowing the map to be
explored interactively. This requires special computer software.
In this thesis, a new computer program for displaying and exploring bibliometric
maps is introduced (see Chapter 7). The program is called VOSviewer and is freely
available at http://www.vosviewer.com. The VOSviewer software has extensive visu-
alization capabilities. Bibliometric maps can be displayed in various different ways,
each emphasizing a different aspect of a map. Colors can be used to indicate clusters of
objects. A special labeling algorithm guarantees that labels do not overlap each other.
Zoom, scroll, and search functionality is provided to support the interactive exploration
of a map. The VOSviewer software can also be employed to construct bibliometric
maps using the VOS mapping and clustering techniques.
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1.4.6 Step 6: Evaluation of the Map
This is a non-technical step in which one needs to determine whether the bibliometric
map that one has obtained is satisfactory or not. If the bibliometric map is not considered
satisfactory, one needs to go back to one of the earlier steps of the bibliometric mapping
process and one needs to revise the choices made in that step. There can be various
reasons for not being satisfied with a bibliometric map. For example, it may turn out
that the domain of interest has not been properly delineated. There may also be too
many or too few objects in the map, in which case the map does not provide the right
level of detail. Another possibility is that due to the limited availability of data the
relatedness of objects has not been measured with sufficient accuracy. The map then
does not give a proper representation of the domain of interest. Also, if a clustering
technique has been used, the number of clusters may turn out to be too large or too
small. The clustering of the objects may then be of little value. In practice, one often
needs to go through the various steps of the bibliometric mapping process a number of
times in order to obtain a satisfactory bibliometric map. Because the focus of this thesis
is on the technical aspects of bibliometric mapping, no special attention is paid to the
evaluation step of the bibliometric mapping process.
1.4.7 Summary of the New Bibliometric Mapping Methodology
We have now discussed the six steps of the bibliometric mapping process. In Table 1.1,
the implementation of these steps in the new bibliometric mapping methodology intro-
duced in this thesis is summarized.
1.5 Outline of the Thesis
The thesis consists of nine chapters. The chapters roughly follow the steps of the bib-
liometric mapping process discussed in the previous section. Chapter 2 introduces a
new technique for automatic term identification. This technique can be used to au-
tomatically select the terms to be shown in a term map. Chapters 3 and 4 are con-
cerned with the mathematical analysis of methods for normalizing relatedness scores
of objects. Chapters 5 and 6 focus on techniques for constructing bibliometric maps.
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Table 1.1: The six steps of the bibliometric mapping process and their implementation
in the new methodology introduced in this thesis.
Step of the bibliometric mapping process Implementation in the new methodology
1. Selection of the objects of interest Automatic term identification technique
(only for term maps; see Chapter 2)
2. Calculation of the relatedness of objects Fractional counting method (Small & Sweeney, 1985)
3. Normalization of the relatedness scores Association strength normalization method
(see Chapter 4)
4. Construction of a map VOS mapping technique (see Chapter 5)
VOS clustering technique (see Chapter 6)
5. Presentation of the map VOSviewer software (see Chapter 7)
6. Evaluation of the map
Chapter 5 presents the VOS mapping technique and compares this technique with the
technique of multidimensional scaling. Chapter 6 introduces the VOS clustering tech-
nique and proposes a unified framework for mapping and clustering of bibliometric
networks. Chapter 7 is concerned with the presentation of bibliometric maps. This
chapter introduces the VOSviewer software for displaying and exploring bibliometric
maps. Chapter 8 presents an application of bibliometric mapping. In this application,
bibliometric mapping is used to study the field of computational intelligence. Finally,
Chapter 9 summarizes the thesis and suggests some directions for future research.
Chapters 2 to 8 have all been published in the international peer-reviewed scientific
literature. Chapters 2 to 7 have appeared in bibliometrics journals. Chapters 2 and 7
were published in Scientometrics, Chapters 3, 4, and 5 in the Journal of the Ameri-
can Society for Information Science and Technology, and Chapter 6 in the Journal of
Informetrics. Chapter 8 has appeared in a computer science journal, the International
Journal of Uncertainty, Fuzziness and Knowledge-Based Systems.

Chapter 2
Automatic Term Identification for
Bibliometric Mapping∗
Abstract
A term map is a map that visualizes the structure of a scientific field by showing the
relations between important terms in the field. The terms shown in a term map are
usually selected manually with the help of domain experts. Manual term selection
has the disadvantages of being subjective and labor-intensive. To overcome these
disadvantages, we propose a methodology for automatic term identification and
we use this methodology to select the terms to be included in a term map. To
evaluate the proposed methodology, we use it to construct a term map of the field of
operations research. The quality of the map is assessed by a number of operations
research experts. It turns out that in general the proposed methodology performs
quite well.
2.1 Introduction
Bibliometric mapping is a powerful tool for studying the structure and the dynamics of
scientific fields. Researchers can utilize bibliometric maps to obtain a better understand-
ing of the field in which they are working. In addition, bibliometric maps can provide
valuable insights for science policy purposes (Noyons, 1999, 2004).
∗This chapter is based on Van Eck, Waltman, Noyons, and Buter (2010).
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Various types of bibliometric maps can be distinguished, which each visualize the
structure of a scientific field from a different point of view. Some maps, for example,
show relations between authors or journals based on co-citation data. Other maps show
relations between words or keywords based on co-occurrence data (e.g., Rip & Courtial,
1984; Peters & Van Raan, 1993b; Kopcsa & Schiebel, 1998; Noyons, 1999; Ding,
Chowdhury, & Foo, 2001). The latter maps are usually referred to as co-word maps. In
this chapter, we are concerned with maps that show relations between terms. We refer
to these maps as term maps. By a term we mean a word or a phrase that refers to a
domain-specific concept. Term maps are similar to co-word maps except that they may
contain any type of term instead of only single-word terms or only keywords.
When constructing a bibliometric map, one first has to select the objects to be in-
cluded in the map. In the case of a map that contains authors or journals, this is usually
fairly easy. To select the important authors or journals in a field, one can usually sim-
ply rely on citation counts. In the case of a term map, things are not so easy. In most
cases, it is quite difficult to select the important terms in a field. Selection of terms
based on their frequency of occurrence in a corpus of documents typically yields many
words and phrases with little or no domain-specific meaning. Inclusion of such words
and phrases in a term map is highly undesirable for two reasons. First, these words
and phrases divert attention from what is really important in the map. Second and even
more problematic, these words and phrases may distort the entire structure shown in the
map. Because there is no easy way to select the terms to be included in a term map,
term selection is usually done manually based on expert judgment (e.g., Noyons, 1999;
Van Eck & Waltman, 2007a). However, manual term selection has serious disadvan-
tages as well. The most important disadvantage is that it involves a lot of subjectivity,
which may introduce significant biases in a term map. Another disadvantage is that it
can be very labor-intensive.
In this chapter, we try to overcome the problems associated with manual selection
of the terms to be included in a term map. To do so, we propose a methodology that
aims to automatically identify the terms that occur in a corpus of documents. Term
selection using the proposed methodology requires less involvement of domain experts
than manual term selection. Consequently, we expect term maps constructed using
the proposed methodology to be more objective representations of scientific fields. An
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additional advantage of the proposed methodology is that it makes the process of term
selection less labor-intensive.
The general idea of the methodology that we propose can be explained briefly as
follows. Given a corpus of documents, we first identify the main topics in the corpus.
This is done using a technique called probabilistic latent semantic analysis (Hofmann,
2001). Given the main topics, we then identify in the corpus the words and phrases that
are strongly associated with only one or only a few topics. These words and phrases are
selected as the terms to be included in a term map. An important property of the pro-
posed methodology is that it identifies terms that are not only domain-specific but that
also have a high discriminatory power within the domain of interest. This is important
because terms with a high discriminatory power are essential for visualizing the struc-
ture of a scientific field. Suppose, for example, that we want to construct a term map
of the field of statistics. sample and chi-square test are both statistical terms. However,
sample is a quite general statistical term, while chi-square test is more specific and, con-
sequently, more discriminatory. Because of the relatively high discriminatory power of
chi-square test, inclusion of this term in a term map may help to reveal the structure of
the field of statistics. Inclusion of sample, on the other hand, probably does not provide
much additional insight into the structure of the field. Hence, to visualize the structure
of a scientific field, terms with a high discriminatory power play an essential role.
The organization of this chapter is as follows. We first provide a brief overview of the
literature on automatic term identification. After discussing the literature, we propose
a new methodology for automatic term identification. We then experimentally evaluate
the proposed methodology, focusing in particular on its performance in the context of
bibliometric mapping. Evaluation is done by applying the proposed methodology to the
field of operations research and by asking a number of experts in this field to assess the
results that are obtained. We end this chapter with a discussion of the conclusions of
our research.
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2.2 Overview of the Automatic Term Identification Lit-
erature
In this section, we review the literature on automatic term identification (also known as
automatic term recognition or automatic term extraction). More extensive literature re-
views are provided by Kageura and Umino (1996), Cabre´ Castellvı´, Estopa` Bagot, and
Vivaldi Palatresi (2001), Jacquemin (2001), and Pazienza, Pennacchiotti, and Zanzotto
(2005). We note that there are almost no studies on automatic term identification in the
context of bibliometric mapping. Exceptions are the work of Janssens, Leta, Gla¨nzel,
and De Moor (2006), Noyons (1999), and Schneider (2006), in which automatic term
identification receives some attention. Kostoff and Block (2005) are concerned with
automatic term identification in a bibliometric context, but not specifically for mapping
purposes. In the literature reviewed in the rest of this section, automatic term identifica-
tion is studied for purposes other than bibliometric analysis.
We first discuss the notions of unithood and termhood (for the original definitions of
these notions, see Kageura & Umino, 1996). We define unithood as the degree to which
a phrase constitutes a semantic unit. Our idea of a semantic unit is similar to that of a
collocation (Manning & Schu¨tze, 1999). Hence, a semantic unit is a phrase consisting
of words that are conventionally used together. The meaning of the phrase typically
cannot be fully predicted from the meaning of the individual words within the phrase.
We define termhood as the degree to which a semantic unit represents a domain-specific
concept. A semantic unit with a high termhood is a term. To illustrate the notions of
unithood and termhood, suppose that we are interested in statistical terms. Consider
the phrases many countries, United States, and probability density function. Clearly,
United States and probability density function are semantic units, while many countries
is not. Hence, the unithood of United States and probability density function is high,
while the unithood of many countries is low. Because United States does not represent
a statistical concept, it has a low termhood. probability density function, on the other
hand, does represent a statistical concept and therefore has a high termhood. From this
it follows that probability density function is a statistical term.
In the literature, two types of approaches to automatic term identification are dis-
tinguished, linguistic approaches and statistical approaches. Linguistic approaches are
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mainly used to identify phrases that, based on their syntactic form, can serve as can-
didate terms. Statistical approaches are used to measure the unithood and termhood of
phrases. In many cases, linguistic and statistical approaches are combined in a single
hybrid approach.
Most terms have the syntactic form of a noun phrase (Justeson & Katz, 1995;
Kageura & Umino, 1996). Linguistic approaches to automatic term identification typi-
cally rely on this property. These approaches identify candidate terms using a linguistic
filter that checks whether a sequence of words conforms to some syntactic pattern. Dif-
ferent researchers use different syntactic patterns for their linguistic filters (e.g., Bouri-
gault, 1992; Dagan & Church, 1994; Daille, Gaussier, & Lange´, 1994; Justeson & Katz,
1995; Frantzi, Ananiadou, & Mima, 2000). Each syntactic pattern covers a specific
class of noun phrases, such as the class of all noun phrases consisting of nouns only or
the class of all noun phrases consisting of nouns and adjectives only.
Statistical approaches to automatic term identification are used to measure the unit-
hood and termhood of phrases. We first discuss some statistical approaches to measure
unithood (for a much more extensive discussion of such approaches, see Manning &
Schu¨tze, 1999). We note that measuring unithood is only necessary for the identifica-
tion of multi-word terms. The simplest approach to measure unithood relies on the idea
that phrases that occur more frequently are more likely to be semantic units (e.g., Da-
gan & Church, 1994; Daille et al., 1994; Justeson & Katz, 1995). This approach uses
frequency of occurrence as a measure of unithood. However, it is much more surprising
to observe a phrase consisting of words that individually all have a low frequency of
occurrence than it is to observe a phrase consisting of words that individually all have a
high frequency of occurrence. Frequency of occurrence as a measure of unithood does
not take this into account. As an alternative to frequency of occurrence, measures based
on, for example, (pointwise) mutual information (e.g., Church & Hanks, 1990; Dam-
erau, 1993; Daille et al., 1994) or a likelihood ratio (e.g., Dunning, 1993; Daille et al.,
1994) can be used. Frantzi et al. (2000) propose another alternative to frequency of oc-
currence, to which they refer as the C-value. In addition to frequency of occurrence, the
C-value takes into account that longer phrases are less likely to be observed than shorter
phrases. The C-value also pays special attention to nested terms, which are terms that
are part of other longer terms. Because the C-value does not indicate whether phrases
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are domain-specific, we regard it as a measure of unithood. (This contrasts with Frantzi
et al., who regard the C-value as a measure of termhood.)
There also exist a number of statistical approaches to measure the termhood of se-
mantic units. We now discuss some of these approaches. The NC-value (Frantzi et
al., 2000) and the SNC-value (Maynard & Ananiadou, 2000) are extensions of the C-
value. These extensions measure not only unithood but also termhood. To measure
the termhood of a semantic unit, the NC- and the SNC-value use contextual informa-
tion, that is, information on the words that occur in the vicinity of a unit. For example,
the presence of certain words or certain word classes (such as verbs and prepositions)
in the vicinity of a unit increases the units termhood. Other statistical approaches to
measure termhood rely on the idea that a semantic unit is likely to represent a domain-
specific concept if the unit occurs relatively more frequently in a specific domain than
in general or if within a specific domain the distribution of the units occurrences is in
some way biased (Kageura & Umino, 1996). Drouin (2003) uses this idea by only
taking into account semantic units having the property that each word individually oc-
curs significantly more frequently in a domain-specific corpus than in a general corpus.
This approach seems to improve the identification of single-word terms, but it does not
seem to work very well for multi-word terms. Matsuo and Ishizuka (2004) propose an
approach based on the idea that the occurrences of a term usually have a biased distri-
bution. They use a corpus consisting of a single document. Basically, they first select a
number of frequently occurring phrases and count the co-occurrences of these phrases
with all other phrases. Based on the co-occurrence frequencies, they then measure, us-
ing a chi-square value, whether the distribution of the occurrences of a phrase is biased.
The chi-square value obtained in this way can be regarded as a measure of the termhood
of a phrase. The approach that we propose in this chapter is based on a somewhat sim-
ilar idea as the approach of Matsuo and Ishizuka. One important difference is that our
approach exploits the property that in many cases a corpus consists of a large number of
documents, each of which is concerned with a somewhat different topic. This property
turns out to be very useful to determine whether the occurrences of a semantic unit are
biased towards one or more topics.
In the field of information retrieval, researchers study the problem of determining
which words and phrases in a document are important for indexing purposes and which
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are not (e.g., Kim & Wilbur, 2001). This problem is quite similar to the problem of auto-
matic term identification (Kageura & Umino, 1996) or, more specifically, to the problem
of measuring termhood. Although it is not our intention here to review the information
retrieval literature, we do want to mention the work of Bookstein and Swanson (1974)
and Harter (1975). This is because the approach that we propose in this chapter to mea-
sure termhood is based on a similar idea as their work. This is the idea that in a corpus
of documents the occurrences of a term tend to cluster together while the occurrences
of a general word or phrase tend to be randomly distributed. Our approach relies on this
idea, but it applies the idea at the level of topics rather than at the level of individual
documents.
Finally, we note that the problem of automatic term identification also receives some
attention in the field of machine learning. In this field, an interesting statistical approach
that can be used to measure both unithood and termhood is proposed by Wang, McCal-
lum, and Wei (2007). This approach relies on a probabilistic model of the process of
generating a corpus of documents. Terms can be identified by estimating the parameters
of this model. The approach that we propose in this chapter is related to the approach
of Wang et al. because it makes use of a somewhat similar probabilistic model.
2.3 Methodology
In this section, we propose a three-step methodology for automatic term identification.
An overview of the proposed methodology is provided in Figure 2.1. Consider some
domain or some scientific field, and suppose that we want to identify terms that belong
specifically to this domain or this field. Our methodology assumes the availability of a
corpus that is partitioned into a number of segments, each of which is concerned with a
particular topic or a particular combination of topics within the domain of interest. Such
a corpus may for example consist of a large number of documents or abstracts. In the
first step of our methodology, a linguistic filter is applied to the corpus in order to iden-
tify noun phrases. In the second step, the unithood of noun phrases is measured in order
to identify semantic units. In the third and final step, the termhood of semantic units is
measured in order to identify terms. Termhood is measured as the degree to which the
occurrences of a semantic unit are biased towards one or more topics. Compared with
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Figure 2.1: Overview of the proposed methodology.
alternative approaches to automatic term identification, such as the ones discussed in
the previous section, the innovative aspect of our methodology mainly lies in the third
step, that is, in the measurement of termhood. We now discuss the three steps of our
methodology in more detail.
2.3.1 Step 1: Linguistic Filter
In the first step of our methodology, we use a linguistic filter to identify noun phrases.
We first assign to each word occurrence in the corpus a part-of-speech tag, such as
noun, verb, or adjective. The appropriate part-of-speech tag for a word occurrence is
determined using a part-of-speech tagger developed by Schmid (1994, 1995). We use
this tagger because it has a good performance and because it is freely available for
research purposes.1 In addition to a part-of-speech tag, the tagger also assigns a so-
called lemma to each word occurrence in the corpus. The lemma assigned to a word
occurrence is the root form (or the stem) of the word. The words function and functions,
for example, both have function as their lemma. In all further stages of our methodology,
we use the lemmatized corpus instead of the original corpus. In this way, differences
between, for example, uppercase and lowercase letters and singular and plural nouns
are ignored.
After the corpus has been tagged and lemmatized, we apply a linguistic filter to it.
The filter that we use identifies all word sequences that meet the following three criteria:
(1) The sequence consists of nouns and adjectives only.
(2) The sequence ends with a noun.
(3) The sequence occurs at least a certain number of times in the corpus (ten times in
the experiment discussed later on in this chapter).
1See http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/.
2.3 Methodology 31
Assuming an English language corpus, the first two criteria ensure that all identified
word sequences are noun phrases. Notice, however, that our filter does not identify
all types of noun phrases. Noun phrases that contain a preposition, such as the phrase
degree of freedom, are not identified (for a discussion of such noun phrases, see Justeson
& Katz, 1995). We emphasize that the choice of an appropriate linguistic filter depends
on the language of the corpus. The filter that we use works well for the English language
but may not be appropriate for other languages. For all noun phrases that are identified
by our linguistic filter, the unithood is considered in the second step of our methodology.
2.3.2 Step 2: Measuring Unithood
In the second step of our methodology, we measure the unithood of noun phrases. Unit-
hood is only relevant for noun phrases consisting of more than one word. For such noun
phrases, unithood determines whether they are regarded as semantic units. The main
aim of the second step of our methodology is to get rid of noun phrases that start with
uninteresting adjectives such as first, many, new, and some.
The most common approach to measure unithood is to determine whether a phrase
occurs more frequently than would be expected based on the frequency of occurrence of
the individual words within the phrase. This is basically also the approach that we take.
To measure the unithood of a noun phrase, we first count the number of occurrences
of the phrase, the number of occurrences of the phrase without the first word, and the
number of occurrences of the first word of the phrase. In a similar way as Dunning
(1993), we then use a so-called likelihood ratio to compare the first number with the
last two numbers. We interpret this likelihood ratio as a measure of the unithood of the
phrase. In the end, we use a cutoff value to determine which noun phrases are regarded
as semantic units and which are not. (In the experiment discussed later on in this chapter,
noun phrases are regarded as semantic units if the natural logarithm of their likelihood
ratio is less than −30.) For all noun phrases that are regarded as semantic units (which
includes all single-word noun phrases), the termhood is considered in the third step of
our methodology.
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2.3.3 Step 3: Measuring Termhood
In the third step of our methodology, we measure the termhood of semantic units. As
mentioned earlier, we assume that we have a corpus that is partitioned into a number of
segments, each of which is concerned with a particular topic or a particular combination
of topics within the domain of interest. A corpus segment may for example consist of a
document or an abstract, or it may consist of the set of all documents or all abstracts that
appeared in a journal during a certain period of time. We use the following mathematical
notation. There areK semantic units of which we want to measure the termhood. These
units are denoted by u1, . . . , uK . The corpus is partitioned into I segments, which are
denoted by s1, . . . , sI . The number of occurrences of semantic unit uk in corpus segment
si is denoted by nik. Finally, there are J topics to be distinguished. These topics are
denoted by t1, . . . , tJ .
The main idea of the third step of our methodology is to measure the termhood of a
semantic unit as the degree to which the occurrences of the unit are biased towards one
or more topics. We first discuss an approach that implements this idea in a very simple
way. We assume that there is a one-to-one relationship between corpus segments and
topics, that is, each corpus segment covers exactly one topic and each topic is covered
by exactly one corpus segment. Under this assumption, the number of corpus segments
equals the number of topics, so I = J . To measure the degree to which the occurrences
of semantic unit uk, where k ∈ {1, . . . , K}, are biased towards one or more topics,
we use two probability distributions, namely the distribution of semantic unit uk over
the set of all topics and the distribution of all semantic units together over the set of all
topics. These distributions are denoted by, respectively, P (tj|uk) and P (tj), where j ∈
{1, . . . , J}. Assuming that topic tj is covered by corpus segment sj , the distributions
are given by
P (tj|uk) = njk∑J
j′=1 nj′k
(2.1)
and
P (tj) =
∑K
k=1 njk∑J
j′=1
∑K
k=1 nj′k
. (2.2)
The dissimilarity between the two distributions indicates the degree to which the occur-
rences of uk are biased towards one or more topics. We use the dissimilarity between
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the two distributions to measure the termhood of uk. For example, if the two distribu-
tions are identical, the occurrences of uk are unbiased and uk most probably does not
represent a domain-specific concept. If, on the other hand, the two distributions are very
dissimilar, the occurrences of uk are strongly biased and uk is very likely to represent
a domain-specific concept. The dissimilarity between two probability distributions can
be measured in many different ways. One may use, for example, the Kullback-Leibler
divergence, the Jensen-Shannon divergence, or a chi-square value. We use a somewhat
different measure. Based on this measure, the termhood of uk is calculated as
termhood(uk) =
J∑
j=1
pj log pj, (2.3)
where 0 log 0 is defined as 0 and where
pj =
P (tj|uk)/P (tj)∑J
j′=1 P (tj′ |uk)/P (tj′)
. (2.4)
It follows from (2.4) that p1, . . . , pJ define a probability distribution over the set of all
topics. In (2.3), termhood(uk) is calculated as the negative entropy of this distribution.
Notice that termhood(uk) is maximal if P (tj|uk) = 1 for some j and that it is minimal if
P (tj|uk) = P (tj) for all j. In other words, termhood(uk) is maximal if the occurrences
of uk are completely biased towards a single topic, and termhood(uk) is minimal if the
occurrences of uk do not have a bias towards any topic.
The approach discussed above relies on the assumption of a one-to-one relationship
between corpus segments and topics. For most corpora, this assumption is probably not
very realistic. For example, if each segment of a corpus consists of a single document or
a single abstract, there will most likely be some segments that are concerned with more
or less the same topic. Or the other way around, if each segment of a corpus consists of a
set of documents or abstracts that all appeared in the same journal, there will most likely
be some segments (particularly segments corresponding to multidisciplinary journals)
that are concerned with more than one topic. Below, we extend our approach in such
a way that it no longer relies on the assumption of a one-to-one relationship between
corpus segments and topics.
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2.3.4 Identifying Topics
In order to allow for a many-to-many relationship between corpus segments and top-
ics, we make use of probabilistic latent semantic analysis (PLSA) (Hofmann, 2001).
PLSA is a quite popular technique in machine learning, information retrieval, and re-
lated fields. It was originally introduced as a probabilistic model that relates occurrences
of words in documents to so-called latent classes. In the present context, we are deal-
ing with semantic units and corpus segments instead of words and documents, and we
interpret the latent classes as topics.
When using PLSA, we first have to determine an appropriate value for the number of
topics J . This value is typically much smaller than both the number of corpus segments
I and the number of semantic units K. In this chapter, we manually choose a value
for J . PLSA assumes that each occurrence of a semantic unit in a corpus segment is
independently generated according to the following probabilistic process. First, a topic
t is drawn from a probability distribution P (tj), where j ∈ {1, . . . , J}. Next, given t, a
corpus segment s and a semantic unit u are independently drawn from, respectively, the
conditional probability distributions P (si|t), where i ∈ {1, . . . , I}, and P (uk|t), where
k ∈ {1, . . . , K}. This then results in the occurrence of u in s. It is clear that, according
to the generative process assumed by PLSA, the probability of generating an occurrence
of semantic unit uk in corpus segment si equals
P (si, uk) =
J∑
j=1
P (tj)P (si|tj)P (uk|tj). (2.5)
The probabilities P (tj), P (si|tj), and P (uk|tj), for i = 1, . . . , I , j = 1, . . . , J , and
k = 1, . . . , K, are the parameters of PLSA. We estimate these parameters using data
from the corpus. Estimation is based on the criterion of maximum likelihood. The
log-likelihood function to be maximized is given by
L =
I∑
i=1
K∑
k=1
nik logP (si, uk). (2.6)
We use the EM algorithm discussed by Hofmann (1999, Section 3.2) to perform the
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maximization of this function.2 After estimating the parameters of PLSA, we apply
Bayes’ theorem to obtain a probability distribution over the topics conditional on a
semantic unit. This distribution is given by
P (tj|uk) = P (tj)P (uk|tj)∑J
j′=1 P (tj′)P (uk|tj′)
. (2.7)
In a similar way as discussed earlier, we use the dissimilarity between the distributions
P (tj|uk) and P (tj) to measure the termhood of uk. In this case, however, P (tj|uk) is
given by (2.7) instead of (2.1) and P (tj) follows from the estimated parameters of PLSA
instead of being given by (2.2). We again use (2.3) and (2.4) to calculate the termhood
of uk.
2.4 Experimental Evaluation
In this section, we experimentally evaluate our methodology for automatic term identi-
fication. We focus in particular on the performance of our methodology in the context
of bibliometric mapping.
2.4.1 Application to the Field of Operations Research
We apply our methodology to the field of operations research (OR), also known as op-
erational research. The OR field was chosen because some of us have some background
in this field and because we have easy access to a number of OR experts who can help us
with the evaluation of our results. We note that sometimes a distinction is made between
OR on the one hand and management science on the other hand (e.g., Eto, 2000, 2002).
For our purpose, however, such a distinction is not important. In this chapter, the term
OR therefore also includes management science.
We start with a discussion of how we put together our corpus. We first selected a
number of OR journals (for a recent bibliometric study of OR journals, see Kao, 2009).
This was done based on the subject categories of Thomson Reuters. The OR field is cov-
ered by the category Operations Research & Management Science. Since we wanted
2A MATLAB implementation of this algorithm is available on request.
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Table 2.1: Overview of the selected journals.
Journal Number of Coverage
documents
European Journal of Operational Research 2705 97.2%
Journal of the Operational Research Society 830 96.9%
Management Science 726 98.9%
Annals of Operations Research 679 95.3%
Operations Research Letters 458 93.0%
Operations Research 439 97.7%
Naval Research Logistics 327 98.5%
Omega-International Journal of Management Science 277 97.1%
Interfaces 257 98.4%
Journal of Operations Management 211 98.1%
Journal of the Operations Research Society of Japan 158 96.8%
Asia-Pacific Journal of Operational Research 140 99.3%
OR Spectrum 140 97.9%
RAIRO-Operations Research 92 93.5%
Military Operations Research 53 98.1%
Total 7492 97.0%
to focus on the core of the field, we selected only a subset of the journals in this cate-
gory. More specifically, a journal was selected if it belongs to the category Operations
Research & Management Science and possibly also to the closely related category Man-
agement and if it does not belong to any other category. This yielded 15 journals, which
are listed in the first column of Table 2.1. We used the database of the Centre for Science
and Technology Studies, which is similar to the Web of Science database of Thomson
Reuters, to retrieve all documents, except those without an abstract, that were published
in the selected journals between 2001 and 2006. For each journal, the number of doc-
uments retrieved from the database is reported in the second column of Table 2.1. Of
each of the documents retrieved, we included the title and the abstract in our corpus.
After putting together the corpus, we applied our methodology for automatic term
identification. In the first step of our methodology, the linguistic filter identified 2662
different noun phrases. In the second step, the unithood of these noun phrases was mea-
sured. 203 noun phrases turned out to have a rather low unithood and therefore could not
be regarded as semantic units. Examples of such noun phrases are first problem, good
2.4 Experimental Evaluation 37
use, and optimal cost. The other 2459 noun phrases had a sufficiently high unithood
to be regarded as semantic units. In the third and final step of our methodology, the
termhood of these semantic units was measured. To do so, each title-abstract pair in the
corpus was treated as a separate corpus segment. For each combination of a semantic
unit uk and a corpus segment si, it was determined whether uk occurs in si (nik = 1) or
not (nik = 0). Topics were identified using PLSA. This required the choice of the num-
ber of topics J . Results for various numbers of topics were examined and compared.
Based on our own knowledge of the OR field, we decided to work with J = 10 topics.
The output of our methodology consisted of a list of 2459 semantic units together with
their termhood values. For the interested reader, this list is available online.3
2.4.2 Evaluation Based on Precision and Recall
The evaluation of a methodology for automatic term identification is a difficult issue.
There is no generally accepted standard for how evaluation should be done. We refer
to Pazienza et al. (2005) for a discussion of the various problems. In this chapter, we
evaluate our methodology in two ways. We first perform an evaluation based on the
well-known notions of precision and recall. We then perform a second evaluation by
constructing a term map and asking experts to assess the quality of this map. Since our
methodology for automatic term identification is intended to be used for bibliometric
mapping purposes, we are especially interested in the results of the second evaluation.
We first discuss the evaluation of our methodology based on precision and recall.
The main aim of this evaluation is to compare the performance of our methodology
with the performance of two simple alternatives. One alternative is a variant of our
methodology. This variant assumes a one-to-one relationship between corpus segments
and topics, and it therefore does not make use of PLSA. The other alternative is a very
simple one. It uses frequency of occurrence as a measure of termhood.
In the context of automatic term identification, precision and recall are defined as
follows. Precision is the number of correctly identified terms divided by the total num-
ber of identified terms. Recall is the number of correctly identified terms divided by
the total number of correct terms. Unfortunately, because the total number of correct
terms in the OR field is unknown, we could not calculate the true recall. This is a well-
3See http://www.neesjanvaneck.nl/term identification/.
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known problem in the context of automatic term identification (Pazienza et al., 2005).
To circumvent this problem, we defined recall in a slightly different way, namely as the
number of correctly identified terms divided by the total number of correct terms within
the set of all semantic units identified in the second step of our methodology. Recall
calculated according to this definition provides an upper bound on the true recall. How-
ever, even using this definition of recall, the calculation of precision and recall remained
problematic. The problem was that it is very time-consuming to manually determine
which of the 2459 semantic units identified in the second step of our methodology are
correct terms and which are not. We solved this problem by estimating precision and
recall based on a random sample of 250 semantic units. Two experts, who both have
knowledge of the OR field, independently determined which of these 250 units are cor-
rect terms and which are not. Units on which the experts did not agree were discussed
until agreement was reached.
To identify terms, we used a cutoff value that determined which semantic units were
regarded as terms and which were not. Semantic units were regarded as terms if their
termhood value was greater than the cutoff value. Obviously, a lower cutoff value leads
to a larger number of identified terms and, consequently, to a higher recall. However, a
lower cutoff value usually also leads to a lower precision. Hence, there is a trade-off be-
tween precision and recall. By varying the cutoff value, the relation between precision
and recall can be obtained. In Figure 2.2, the graphs labeled PLSA and No PLSA show
this relation for, respectively, our methodology and the variant of our methodology that
does not make use of PLSA. The third graph in the figure shows the relation between
precision and recall for the approach based on frequency of occurrence. It is clear from
the figure that our methodology outperforms the two simple alternatives. Except for
very low and very high levels of recall, our methodology always has a considerably
higher precision than the variant of our methodology that does not make use of PLSA.
The low precision of our methodology for very low levels of recall is based on a very
small number of incorrectly identified terms and is therefore insignificant from a sta-
tistical point of view. The approach based on frequency of occurrence has a very bad
performance. For almost all levels of recall, the precision of this approach is even lower
than the precision that would have been obtained if terms had been identified at random.
Unfortunately, there is no easy way to compare the precision/recall performance of our
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Figure 2.2: The relationship between precision and recall for our methodology and for
two simple alternatives.
methodology with that of other approaches proposed in the literature. This is due to
the lack of a generally accepted evaluation standard (Pazienza et al., 2005). We refer to
(Cabre´ Castellvı´ et al., 2001) for an overview of some precision/recall results reported
for other approaches.
2.4.3 Evaluation Using a Term Map
We now discuss the second evaluation of our methodology for automatic term identifi-
cation. This evaluation is performed using a term map. The evaluation therefore focuses
specifically on the usefulness of our methodology for bibliometric mapping purposes.
A term map is a map, usually in two dimensions, that shows the relations between
important terms in a scientific field. Terms are located in a term map in such a way that
the proximity of two terms reflects their relatedness as closely as possible. That is, the
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smaller the distance between two terms, the stronger their relation. The aim of a term
map usually is to visualize the structure of a scientific field.
In order to evaluate our methodology, we constructed a term map of the OR field.
The terms to be included in the map were selected based on the output of our methodol-
ogy. It turned out that, out of the 2459 semantic units identified in the second step of our
methodology, 831 had the highest possible termhood value. This means that, according
to our methodology, 831 semantic units are associated exclusively with a single topic
within the OR field. We decided to select these 831 semantic units as the terms to be
included in the term map. This yielded a coverage of 97.0%, which means that 97.0% of
the title-abstract pairs in the corpus contain at least one of the 831 terms to be included
in the term map. The coverage per journal is reported in the third column of Table 2.1.
The term map of the OR field was constructed using a procedure similar to the one
used in our earlier work (Van Eck & Waltman, 2007a). This procedure relies on the
association strength measure (Van Eck & Waltman, 2009) to determine the relatedness
of two terms, and it uses the VOS technique (Van Eck & Waltman, 2007b; Van Eck,
Waltman, Dekker, & Van den Berg, 2010) to determine the locations of terms in the
map. Due to the large number of terms, the map that was obtained cannot be shown
in this chapter. However, a simplified version of the map is presented in Figure 2.3.
This version of the map only shows terms that do not overlap with other more important
terms. The complete map showing all 831 terms is available online.4 A special computer
program called VOSviewer (Van Eck & Waltman, 2010) allows the map to be examined
in full detail. VOSviewer uses colors to indicate the different topics that were identified
using PLSA.
The quality of the term map of the OR field was assessed by five experts. Two
of them are assistant professor of OR, one is associate professor of OR, and two are
full professor of OR. All experts are working at Erasmus University Rotterdam. We
asked each expert to examine the online term map and to complete a questionnaire. The
questionnaire consisted of one multiple-choice question and ten open-ended questions.
The main results of the questionnaire are discussed below. The full results are available
on request.
In the multiple-choice question, we asked the experts to indicate on a five-point scale
4See http://www.neesjanvaneck.nl/term identification/.
2.4 Experimental Evaluation 41
Fi
gu
re
2.
3:
Si
m
pl
ifi
ed
ve
rs
io
n
of
th
e
te
rm
m
ap
of
th
e
O
R
fie
ld
.
42 Automatic Term Identification for Bibliometric Mapping
how well the term map visualizes the structure of the OR field. Four experts answered
that the map visualizes the structure of the field quite well (the second highest answer
on the five-point scale). The fifth expert answered that the map visualizes the structure
of the field very well (the highest answer on the five-point scale). Hence, overall the
experts were quite satisfied with the map. The experts could also easily explain the
global structure of the map, and for them the topics shown in the map (indicated using
colors) generally had an obvious interpretation. We also asked the experts whether
the map showed anything unexpected to them. One expert answered that he had not
expected scheduling related terms to be located at the boundary of the map. Two other
experts turned out to be surprised by the prominent position of economics related terms
such as consumer, price, pricing, and revenue. None of these three experts regarded the
unexpected results as a weakness of the map. Instead, two experts stated that their own
perception of their field may not have been correct. Hence, it seems that these experts
may have learned something new from the map.
The experts also indicated some weak points of the term map. Some of these points
were related to the way in which the terms shown in the map were selected. Other
points were of a more general nature. The most serious criticism on the results of the
automatic term identification concerned the presence of a number of rather general terms
in the map. Examples of such terms are claim, conclusion, finding, item, and research.
There were three experts who criticized the presence of terms such as these. We agree
with these experts that some of the terms shown in the map are too general. Although
the number of such terms is not very large, we believe that it is highly desirable to get
rid of them. To achieve this, further improvement of our methodology for automatic
term identification would be necessary. We will come back to this below.
Another point of criticism concerned the underrepresentation of certain topics in the
term map. There were three experts who raised this issue. One expert felt that the topic
of supply chain management is underrepresented in the map. Another expert stated that
he had expected the topic of transportation to be more visible. The third expert believed
that the topics of combinatorial optimization, revenue management, and transportation
are underrepresented. It seems likely that in many cases the perceived underrepresen-
tation of topics was not due to our methodology for automatic term identification but
was instead caused by the way in which the corpus used by our methodology was put
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together. As discussed earlier, when we were putting together the corpus, we wanted
to focus on the core of the OR field and we therefore only included documents from
a relatively small number of journals. This may for example explain why the topic of
transportation is not clearly visible in the map. Thomson Reuters has a subject category
Transportation Science & Technology, and it may well be that much transportation re-
lated OR studies are published in journals that belong to this category (and possibly also
to the category Operations Research & Management Science). The corpus that we put
together does not cover these journals and hence may contain only a small portion of the
transportation related OR studies. It is then not surprising that the topic of transportation
is difficult to see in the map.
The remaining issues raised by the experts are of a more general nature, and most
likely these issues would also have been raised if the terms shown in the term map
had been selected manually. One of the issues had to do with the character of the OR
field. When asked to divide the OR field into a number of smaller subfields, most
experts indicated that there are two natural ways to make such a division. On the one
hand, a division can be made based on the methodology that is being used, such as
decision theory, game theory, mathematical programming, or stochastic modeling. On
the other hand, a division can be made based on the area of application, such as inventory
control, production planning, supply chain management, or transportation. There were
two experts who noted that the term map seems to mix up both divisions of the OR field.
According to these experts, one part of the map is based on the methodology-oriented
division of the field, while the other part is based on the application-oriented division.
One of the experts stated that he would be interested to see an explicit separation of the
methodology and application dimensions.
A final issue, which was raised by two experts, had to do with the more detailed
interpretation of the term map. The experts pointed out that sometimes closely related
terms are not located very close to each other in the map. One of the experts gave the
terms inventory and inventory cost as an example of this problem. In many cases, a
problem such as this is probably caused by the limited size of the corpus that was used
to construct the map. In other cases, the problem may be due to the inherent limitations
of a two-dimensional representation. The best solution to this kind of problems seems
to be not to show individual terms in a map but to only show topics (e.g., Noyons
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& Van Raan, 1998; Noyons, 1999). Topics can then be labeled using one or more
representative terms.
2.5 Conclusions
In this chapter, we have addressed the question how the terms shown in a term map
can be selected without relying extensively on the judgment of domain experts. Our
main contribution consists of a methodology for automatic identification of terms in
a corpus of documents. Using this methodology, the process of selecting the terms
to be included in a term map can be automated for a large part, thereby making the
process less labor-intensive and less dependent on expert judgment. Because less expert
judgment is required, the process of term selection also involves less subjectivity. We
therefore expect term maps constructed using our methodology to be more objective
representations of scientific fields.
We have evaluated our methodology for automatic term identification by applying
it to the OR field. In general, we are quite satisfied with the results that we have ob-
tained. The precision/recall results clearly indicate that our methodology outperformed
two simple alternatives. In addition, the quality of the term map of the OR field con-
structed using our methodology was assessed quite positively by five experts in the field.
However, the term map also revealed a shortcoming of our methodology, namely the in-
correct identification of a number of general noun phrases as terms. We hope to remedy
this shortcoming in future work.
Finally, we would like to place the research presented in this chapter in a broader per-
spective. As scientific fields tend to overlap more and more and disciplinary boundaries
become more and more blurred, finding an expert who has a good overview of an entire
domain becomes more and more difficult. This poses serious difficulties for any biblio-
metric method that relies on expert knowledge. Term mapping is one such method. For-
tunately, advanced computational techniques from fields such as data mining, machine
learning, statistics, and text mining may be used to take over certain tasks in bibliometric
analysis that are traditionally performed by domain experts (for an overview of various
computational techniques, see Leopold, May, & Paaß, 2004). The research presented in
this chapter can be seen as an elaboration of this idea in the context of term mapping.
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We acknowledge, however, that our research is only a first step towards fully automatic
term mapping. To produce accurate term maps, the output of our methodology for auto-
matic term identification still needs to be verified manually and some amount of expert
knowledge is still required. In future work, we intend to take even more advantage
of the possibilities offered by various kinds of computational techniques. Hopefully,
this allows the dependence of term mapping on expert knowledge to be reduced even
further.

Chapter 3
Appropriate Similarity Measures for
Author Cocitation Analysis∗
Abstract
We provide a number of new insights into the methodological discussion about au-
thor cocitation analysis. We first argue that the use of the Pearson correlation for
measuring the similarity between authors’ cocitation profiles is not very satisfac-
tory. We then discuss what kind of similarity measures may be used as an alterna-
tive to the Pearson correlation. We consider three similarity measures in particular.
One is the well-known cosine. The other two similarity measures have not been
used before in the bibliometric literature. We show by means of an example that the
choice of an appropriate similarity measure has a high practical relevance. Finally,
we discuss the use of similarity measures for statistical inference.
3.1 Introduction
In the past few years, there has been a lot of discussion about the way in which author
cocitation analysis (ACA) should be performed. Ahlgren et al. (2003) questioned the
appropriateness of the Pearson correlation for measuring the similarity between authors’
cocitation profiles.1 Their paper caused quite some debate. In particular, White (2003a)
∗This chapter is based on Van Eck and Waltman (2008).
1The cocitation profile of an author is a vector in which each element indicates the number of times
the author has been cocited with some other author.
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argued that the objections of Ahlgren et al. against the Pearson correlation are mainly of
theoretical interest and have little practical relevance, and Bensman (2004) defended the
use of the Pearson correlation for statistical inference. Leydesdorff and Vaughan (2006),
however, went even further than Ahlgren et al. and asserted that cocitation data should
be analyzed directly, without first calculating a similarity measure. This is a point of
view with which we do not agree (Waltman & Van Eck, 2007; see also Leydesdorff,
2007). Leydesdorff and Vaughan further argued that it is preferable to analyze citation
data rather than cocitation data. Schneider and Borlund (2007a) pointed out that from a
statistical perspective the common practice of calculating similarity measures based on
cocitation data rather than citation data is quite unorthodox. In addition, they also men-
tioned some drawbacks of the use of the Pearson correlation as a similarity measure.
Despite the objections that have been raised against the use of the Pearson correlation,
many researchers still rely on it when measuring the similarity between cocitation pro-
files (e.g. Liu, 2005; McCain, Verner, Hislop, Evanco, & Cole, 2005; de Moya-Anego´n,
Herrero-Solana, & Jime´nez-Contreras, 2006; Zhao, 2006; Zuccala, 2006; Miguel, de
Moya-Anego´n, & Herrero-Solana, 2008; Eom, 2008).
In this chapter, our aim is to provide a number of new insights into the methodolog-
ical discussion about ACA. First of all, we agree with Schneider and Borlund (2007a)
that from a statistical perspective calculating similarity measures based on cocitation
data rather than citation data is a somewhat unconventional procedure. While the pro-
cedure is unconventional, we do not believe that it has any fundamental statistical prob-
lems. In our opinion, a statistically valid analysis can be performed using either citation
data or cocitation data (although the two types of data may require different similarity
measures). In this chapter, like in most of the literature on ACA, we focus our attention
on the use of cocitation data. Following Ahlgren et al. (2003), we believe that the use
of the Pearson correlation to measure the similarity between authors’ cocitation profiles
is problematic. Below, we will discuss some shortcomings of the Pearson correlation,
most of which have not been mentioned before in the bibliometric literature. Because
of these shortcomings, the Pearson correlation is, in our opinion, not a very satisfactory
similarity measure for cocitation profiles. We will also discuss what kind of similarity
measures may be used as an alternative to the Pearson correlation. Using a well-known
author cocitation study by White and McCain (1998) as an example, we will show that
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the choice of an appropriate similarity measure is not merely of theoretical interest but
also has a high practical relevance. Finally, we will comment on the use of similarity
measures, in particular the Pearson correlation, for statistical inference. We note that
although we concentrate on ACA in this chapter, our observations apply equally well to
other kinds of cocitation analysis, such as journal cocitation analysis (McCain, 1991).
3.2 Shortcomings of the Pearson Correlation
Suppose that we have a bibliographic data set and that we are interested in analyzing
the cocitations of a set of n authors in this data set. Typically, the analysis is performed
as follows (see McCain, 1990 for a detailed discussion and White & Griffith, 1981 and
White & McCain, 1998 for well-known examples). First, for each pair of two authors
i and j (i = j), the number of cocitations in the data set, denoted by cij , is counted.
Next, the cocitation counts are used to calculate similarities between the authors. Tra-
ditionally, this is done using the Pearson correlation as similarity measure for cocitation
profiles. The similarity between authors i and j then has a value between −1 and 1 and
is calculated as
r(i, j) =
∑
k =i,j(cik − c¯i)(cjk − c¯j)√∑
k =i,j (cik − c¯i)2
∑
k =i,j (cjk − c¯j)2
,
where c¯i and c¯j denote the averages of, respectively, the cocitation counts cik and the
cocitation counts cjk (for k = i, j).2 As a final step, the similarities between the authors
are analyzed using multivariate statistical techniques such as multidimensional scaling
and hierarchical clustering.
We will now discuss some shortcomings of the Pearson correlation as a similarity
measure for cocitation profiles. In the examples that we give, there are n = 6 authors.
Hence, when comparing two authors, each author’s cocitation profile consists of four
cocitation counts. Consider first the comparison between two authors, author 1 and au-
thor 2, with cocitation profiles [1 2 3 4] and [10 20 30 40], respectively. These cocitation
2We have not defined cij for i = j. In the above equation, the Pearson correlation is therefore applied
to cocitation profiles of length n− 2 rather than length n. The diagonal elements of the cocitation matrix
can also be handled in other ways (Ahlgren et al., 2003; White, 2003a), but this is not important for the
present discussion.
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profiles indicate that authors 1 and 2 have, respectively, 1 and 10 cocitations with author
3, 2 and 20 cocitations with author 4, and so on. Although author 2 has ten times as
many cocitations as author 1, the relative frequencies with which authors 1 and 2 are
cocited with each of the four other authors are exactly equal. That is, authors 1 and 2
both have 10% of their cocitations with author 3, 20% of their cocitations with author 4,
and so on. Since the similarity between two authors should not be influenced by each
author’s total number of cocitations, authors 1 and 2 should be regarded as perfectly
similar. The Pearson correlation does indeed indicate a perfect similarity between the
authors, as it has a value of 1 for the above two cocitation profiles. Now consider what
happens when author 2’s cocitation profile is changed into [11 12 13 14]. The Pearson
correlation still has a value of 1, which again indicates a perfect similarity between the
authors. However, whereas author 1 still has 10% of his cocitations with author 3, 20%
of his cocitations with author 4, and so on, author 2 now has his cocitations more or
less equally distributed. The cocitation profiles of authors 1 and 2 are therefore quite
different, and the Pearson correlation incorrectly indicates a perfect similarity between
the authors.
Another interesting example is obtained when authors 1 and 2 have cocitation pro-
files [11 12 13 14] and [14 13 12 11], respectively. In this example, author 1 has approx-
imately the same number of cocitations with each of the four other authors as author
2. As a consequence, we would expect the similarity between authors 1 and 2 to be
quite high. However, the Pearson correlation has a value of−1, and hence the similarity
between the authors is as low as possible. As a final example, suppose that authors 1
and 2 have cocitation profiles [10 1 0 0] and [0 0 1 10], respectively. There is then no
author with whom authors 1 and 2 have both been cocited. We would therefore expect
the similarity between authors 1 and 2 to be as low as possible. However, the Pearson
correlation has a value of −0.43, which indicates a low similarity between the authors
but not the lowest possible similarity. Comparing the last two examples, we believe
that the Pearson correlation gives counterintuitive results. In the first example, authors
1 and 2 have the lowest possible similarity, even though they have both been cocited
with all four other authors. In the second example, on the other hand, authors 1 and 2
do not have the lowest possible similarity, even though there is no author with whom
they have both been cocited. In other words, in the second example authors 1 and 2
3.2 Shortcomings of the Pearson Correlation 51
are regarded as more similar than in the first example, even though they have much less
similar distributions of their cocitations.
Based on the above examples, we believe that an appropriate similarity measure for
cocitation profiles should at least satisfy the following two conditions:
(1) The similarity between two authors is maximal if and only if the authors’ cocita-
tion profiles differ by at most a multiplicative constant.
(2) The similarity between two authors is minimal if and only if there is no author
with whom the two authors have both been cocited.
The above examples have shown that the Pearson correlation satisfies neither of these
conditions. In our opinion, the Pearson correlation is therefore not a very satisfactory
similarity measure for cocitation profiles.
From a theoretical point of view, the shortcomings of the Pearson correlation can be
explained as follows. In general statistical usage, the Pearson correlation is a measure
of the strength of the linear relationship between two random variables. Consequently,
when applied to cocitation profiles, the Pearson correlation measures the strength of the
linear relationship between the cocitation counts of two authors. The important point
is that a strong linear relationship between the cocitation counts of two authors need
not imply a high similarity between the authors and, the other way around, that a high
similarity between two authors need not imply a strong linear relationship between the
cocitation counts of the authors. For example, there is a perfect linear relationship be-
tween the cocitation counts [1 2 3 4] and [11 12 13 14], but as we discussed above,
we would not regard authors with these cocitation counts as very similar. On the other
hand, we would regard authors with the cocitation counts [10 10 11 11] and [10 11 10 11]
as very similar, even though there is no linear relationship at all between their cocita-
tion counts (see Schneider & Borlund, 2007a, for a similar example). In summary, the
Pearson correlation measures linear relatedness, and because linear relatedness is not
the same as similarity, the use of the Pearson correlation as a similarity measure can be
problematic.
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3.3 Alternatives to the Pearson Correlation
In addition to the Pearson correlation, the cosine is a relatively popular similarity mea-
sure for cocitation profiles (see Anderberg, 1973 and Schneider & Borlund, 2007a for
a discussion of the relationship between the Pearson correlation and the cosine). Using
the cosine, the similarity between authors i and j has a value between 0 and 1 and is
calculated as
cos(i, j) =
∑
k =i,j cikcjk√∑
k =i,j c
2
ik
∑
k =i,j c
2
jk
. (3.1)
Unlike the Pearson correlation, the cosine satisfies the two conditions introduced in the
previous section (see Proposition 3.1 in Appendix 3.A). Both the Pearson correlation
and the cosine have the property that multiplying an author’s cocitation profile by an
arbitrary constant has no effect on the author’s similarity with other authors (Anderberg,
1973). This is called the property of coordinate-wise scale invariance by Ahlgren et al.
(2003). It is an indispensable property for any similarity measure for cocitation profiles,
since it guarantees that the similarity between two authors is not influenced by each
author’s total number of cocitations. In other words, it guarantees that the similarity
between two authors depends only on the relative frequencies with which the authors
are cocited with other authors.
Because of the property of coordinate-wise scale invariance, the similarity between
two authors calculated using a measure such as the Pearson correlation or the cosine
does not change when the authors’ cocitation profiles are normalized to sum to one.
That is, the values of the Pearson correlation and the cosine do not change when the ciks
and cjks in the equations provided above are replaced by piks and pjks that are given by
pik =
cik∑
k′ =i,j cik′
and pjk =
cjk∑
k′ =i,j cjk′
.
Interestingly, these piks and pjks have a natural interpretation in probabilistic terms. pik
(pjk) can be interpreted as the probability that a randomly drawn cocitation of author
i (j) is a cocitation with author k. Under this interpretation, the normalized cocitation
profile of author i (j) is a probability distribution that indicates the probability of author
i (j) being cocited with each of the other authors. Hence, when we are comparing the
3.3 Alternatives to the Pearson Correlation 53
cocitation profiles of two authors, what we are in fact doing is comparing the probability
distributions of each of the authors’ cocitations.
The interpretation of cocitation profiles as probability distributions is especially in-
teresting because it provides new insights into the question of what might be useful
similarity measures for ACA. It can now be seen that a natural approach to this question
is to have a look at some well-known similarity measures for probability distributions.
We first note that the use of the Pearson correlation or the cosine to measure the similar-
ity between probability distributions is very uncommon. For the Pearson correlation this
is not surprising, since the Pearson correlation does not satisfy two basic requirements
that one would expect to be satisfied by any reasonable similarity measure for probabil-
ity distributions. These are the requirements that the value of the similarity measure is
maximal if and only if two distributions are identical and that it is minimal if and only if
two distributions are non-overlapping. The cosine, however, does satisfy these require-
ments. (This follows from Proposition 3.1.) We therefore do not see any theoretical
objections against the use of the cosine as a similarity measure for probability distribu-
tions, even though it is rather unusual to use the cosine in this way. Perhaps the most
popular similarity measure for probability distributions is the Kullback-Leibler diver-
gence (Kullback & Leibler, 1951) from the field of information theory. However, this
similarity measure has difficulties with zero probabilities and hence with zero cocitation
counts. As a consequence, the measure is not very useful for ACA. The Jensen-Shannon
divergence (Lin, 1991), which is closely related to the Kullback-Leibler divergence,
does not have these difficulties and is therefore more interesting from the point of view
of ACA.3 Based on the Jensen-Shannon divergence, the similarity between authors i
and j can be calculated as
JS(i, j) = 1− 1
2
(∑
k =i,j
pik log
pik
p¯k
)
− 1
2
(∑
k =i,j
pjk log
pjk
p¯k
)
, (3.2)
where the logarithm has base 2 and where 0 log 0 and 0 log(0/0) are defined as 0. Fur-
3Both the Kullback-Leibler divergence and the Jensen-Shannon divergence are in fact measures of
the dissimilarity between probability distributions. For the present discussion, the difference between
similarity and dissimilarity measures is not important, and we therefore refer to all measures as similarity
measures. Leydesdorff (2005) also studies the use of information-theoretic similarity measures in ACA,
in particular in the context of clustering algorithms.
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thermore, p¯k = (pik + pjk)/2. Another well-known similarity measure for probability
distributions is the Bhattacharyya distance (Bhattacharyya, 1943). This is a popular
similarity measure in pattern recognition and related fields. Using the Bhattacharyya
distance, the similarity between authors i and j is calculated as
B(i, j) =
∑
k =i,j
√
pikpjk. (3.3)
JS(i, j) and B(i, j) both have a value between 0 and 1. They have a value of 1 if and only
if the probability distributions given by the piks and pjks are identical, and they have a
value of 0 if and only if these distributions are non-overlapping (see Propositions 3.2
and 3.3 in Appendix 3.A). It follows from this that JS(i, j) and B(i, j) both satisfy the
two conditions introduced in the previous section. In addition to the similarity measures
mentioned above, there are a number of other similarity measures that are sometimes
used to compare probability distributions. In the rest of this chapter, however, we focus
our attention on the above-mentioned similarity measures.
3.4 Practical Relevance
White (2003a) argues that theoretical shortcomings of the Pearson correlation are prob-
lematic only if there is a substantive difference between results based on the Pearson
correlation and results based on theoretically sound similarity measures. We agree with
this reasoning. However, contrary to White, we believe that such substantive differences
do indeed exist. To show the existence of these differences, we take a well-known au-
thor cocitation study by White and McCain (1998) as an example. Among other things,
White and McCain provide a multidimensional scaling map of the similarities between
the top 100 authors in the field of information science in the period 1988–1995. They
use the Pearson correlation to calculate the similarities between the authors. Using the
ALSCAL program in SPSS, we replicated the analysis of White and McCain and ob-
tained the map shown in Figure 3.1. This map is almost identical to the one provided by
White and McCain. (Where the two maps are different, this is most likely due to slight
differences in the way in which the cocitation data was collected and preprocessed.)
In addition to the map in Figure 3.1, we constructed three more maps. In these maps,
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the similarities between the authors were calculated based on the cosine, the Jensen-
Shannon divergence, and the Bhattacharyya distance. The maps obtained using the co-
sine and the Jensen-Shannon divergence are shown in Figures 3.2 and 3.3, respectively.
The map obtained using the Bhattacharyya distance turned out to be almost identical to
the map obtained using the Jensen-Shannon divergence and is therefore not shown.
Comparing the map in Figure 3.1 with the maps in Figures 3.2 and 3.3, it is im-
mediately apparent that there is a substantive difference between results based on the
Pearson correlation and results based on theoretically sound similarity measures such
as the cosine and the Jensen-Shannon divergence. In the map in Figure 3.1, there is a
clear division of the authors into two clusters, a cluster of domain analysis authors and
a cluster of information retrieval authors. The clusters are located on opposite sides of
the map, and only a small number of authors are located in between the clusters. Hence,
based on the map in Figure 3.1, information science appears to be a field consisting
of two subfields, domain analysis and information retrieval, that are almost completely
separated from each other. Now consider the maps in Figures 3.2 and 3.3. In these maps,
the clustering of authors is either much less pronounced than in the map in Figure 3.1
or there is no clustering at all. Although a number of typical domain analysis authors
are located in the far left part of the maps in Figures 3.2 and 3.3 and a number of typical
information retrieval authors in the far right part, many authors are located somewhere
in between the extremes. Consequently, based on these maps, information science ap-
pears to be a fairly unified field with a substantial number of connections between its
two main subfields, domain analysis and information retrieval. This is a very different
picture of the information science field than the picture that emerges from the map in
Figure 3.1. So, contrary to some earlier research (Leydesdorff & Zaal, 1988), we find
that different similarity measures can lead to quite different interpretations.
There are two remarks that we would like to make. Both remarks are based on
a paper by White (2003b) in which he uses pathfinder networks to perform an author
cocitation study of the information science field. First, White (2003b, p. 427) does
not seem to be completely satisfied with the maps of the information science field pro-
vided in White and McCain (1998). In particular, he expresses some concerns about the
“empty centers” that appear in these maps (also visible in the map in Figure 3.1). He
further notes that the appearance of “empty centers” is not confined to information sci-
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ence but also happens when mapping other heterogeneous fields. White seems to prefer
maps based on pathfinder networks because such maps do not have “empty centers”. In-
terestingly, our results seem to indicate that the issue of the “empty centers” can simply
be resolved by using a theoretically sound similarity measure, such as the cosine or the
Jensen-Shannon divergence, instead of the Pearson correlation. Our second and related
remark is concerned with White’s statement that “the ‘empty center’ should be recog-
nized as a metaphor growing out of the (multidimensional scaling) mapping algorithm”
(White, 2003b, p. 427). Our results point in a different direction. The issue of the
“empty centers” seems to be caused by the use of the Pearson correlation as a similarity
measure for cocitation profiles rather than by the use of multidimensional scaling as a
mapping technique for author similarities.
3.5 Statistical Inference
Under certain assumptions, it is possible to use the Pearson correlation for statistical
inference. For example, as discussed in almost every statistical textbook, a t test can
be used to test the hypothesis that the population correlation equals zero. Statistical
packages such as SPSS typically report the p value of this test and use it to indicate
whether a Pearson correlation is significant. More elaborate possibilities for statistical
inference are obtained by applying the Fisher transformation to the Pearson correlation
(e.g. Snedecor & Cochran, 1989). Using the Fisher transformation, one can determine
a confidence interval for the population correlation and one can test various hypotheses,
such as the hypothesis that the population correlation equals a particular value (not
necessarily zero) and the hypothesis that two sample correlations are estimates of the
same population correlation.
According to some researchers, the Pearson correlation has an advantage over other
similarity measures because of the possibility of using it for statistical inference. Re-
cently, the use of the Pearson correlation for statistical inference in ACA was defended
by Bensman (2004). In addition, Leydesdorff customarily takes into account the signif-
icance of Pearson correlations in his work on ACA (e.g. Leydesdorff & Vaughan, 2006;
Leydesdorff, 2007). In our opinion, however, there are three reasons why the possibility
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of statistical inference does not give the Pearson correlation an advantage over other
similarity measures.
First, it is well-known that the distributional assumptions underlying the use of the
Pearson correlation for statistical inference are not met in ACA (e.g. Ahlgren et al.,
2003; White, 2003a). For example, the t test for the significance of the Pearson corre-
lation between two random variables assumes that at least one of the two variables is
normally distributed (e.g. Snedecor & Cochran, 1989). Since cocitation counts have
discrete distributions that are typically highly skewed (e.g. Ahlgren et al., 2003; White,
2003a), this assumption is violated in ACA. Bensman (2004) claims that the Pearson
correlation is distributionally robust and that a violation of the assumption of normality
therefore does not make much difference. When checking Bensman’s claim in the sta-
tistical literature, there turns out to be no consensus on this issue (see Kowalski, 1972,
for an overview of the relevant literature). A number of early Monte Carlo studies (e.g.
Pearson, 1931) conclude that the distribution of the sample correlation is quite insensi-
tive to violations of the assumption of normally distributed variables, especially when
the population correlation equals zero. A number of other studies contradict this conclu-
sion, sometimes even for population correlations equal to zero. In particular, a Monte
Carlo study by Kowalski (1972), which seems to be one of the most recent studies of
the robustness of the Pearson correlation that is available, indicates that the distribution
of the sample correlation can be sensitive to violations of the assumption of normally
distributed variables even when the population correlation equals zero. It follows from
this result that the t test for the significance of the Pearson correlation between two vari-
ables may not be very accurate when the variables are both non-normally distributed, as
is the case in ACA.4 In our opinion, it is therefore better not to use the t test in ACA.5
Second, even if an appropriate statistical test is used, it is not clear what it means
4Another Monte Carlo study is performed by Duncan and Layard (1973). Their results seem to in-
dicate that in many cases standard tests for the significance of a Pearson correlation perform quite well
when variables are non-normally distributed. This seems to contradict the results of Kowalski. How-
ever, the results of Duncan and Layard apply only to two-tailed tests at the 5% significance level. We
performed some Monte Carlo simulations ourselves (with lognormally distributed variables) and found
that especially the performance of one-tailed tests and tests at low significance levels (e.g., 1%) can be
problematic. This confirms the results of Kowalski.
5As pointed out by White (2004), instead of a t test, a randomization test (also called a permutation
test) can be used to test the significance of a Pearson correlation. For a description of such a test, we refer
to Edgington (1995) and to the statistical textbook by Stout, Marden, and Travers (2000). Unlike a t test,
a randomization test does not assume normally distributed variables.
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to know that the Pearson correlation between the cocitation counts of two authors is
significantly greater than zero (or significantly different from zero). On the one hand,
a positive correlation is not necessary for a high similarity between two authors. As
we discussed earlier, we would regard authors with the cocitation counts [10 10 11 11]
and [10 11 10 11] as very similar, even though the correlation between their cocitation
counts equals zero. On the other hand, a positive correlation is also not sufficient for a
high similarity between two authors. We would not regard authors with the cocitation
counts [1 2 3 4] and [11 12 13 14] as very similar, even though the correlation between
their cocitation counts equals one. So, a positive correlation is neither necessary nor
sufficient for a high similarity. Conversely, a correlation of zero is neither necessary nor
sufficient for a low similarity (or for no similarity at all). It is therefore not clear why
one would be interested to know whether the correlation between the cocitation counts
of two authors is significantly greater than zero.
Third, all similarity measures can be used for statistical inference, not only the Pear-
son correlation. One way to do this is to use a statistical technique called bootstrapping.
Bootstrapping is a generally applicable computer-intensive technique that can be used
to calculate standard errors and confidence intervals and to test hypotheses. It replaces
traditional statistical analysis by a considerable amount of computation and can be ap-
plied to problems for which a theoretical analysis either is too complicated or requires
very demanding assumptions. Bootstrapping is a popular statistical technique in many
scientific fields, but in bibliometric research there seem to be almost no studies in which
it has been used (see Van Eck & Waltman, 2007a, for an exception). For introductions
to bootstrapping, we refer to Efron and Tibshirani (1986, 1993) and to the statistical
textbook by Stout et al. (2000).
3.6 Conclusion
We have argued that the Pearson correlation has some shortcomings as a measure of the
similarity between cocitation profiles. As a consequence, the use of the Pearson cor-
relation in ACA is, in our opinion, not very satisfactory. The cosine does not have the
shortcomings of the Pearson correlation, and we therefore regard it as a more appropri-
ate similarity measure for cocitation profiles. The interpretation of cocitation profiles as
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probability distributions suggests other similarity measures that may be useful for ACA.
In particular, similarity measures based on the Jensen-Shannon divergence or the Bhat-
tacharyya distance may be considered. In an author cocitation study of the field of infor-
mation science, the Pearson correlation gives results that are quite different from results
obtained using theoretically sound similarity measures. This shows that the choice of an
appropriate similarity measure is not merely of theoretical interest but also has a high
practical relevance. We have further argued that the possibility of statistical inference
does not give the Pearson correlation an advantage over other similarity measures.
There is one final remark that we would like to make. Our objections against the
use of the Pearson correlation in ACA apply only to situations in which the Pearson
correlation is interpreted as a similarity measure. The Pearson correlation is usually
interpreted in this way. This is for example the case when Pearson correlations are used
as input to multidimensional scaling or hierarchical clustering. Sometimes, however,
the Pearson correlation is not interpreted as a similarity measure but as a measure of
linear relatedness. This is in particular the case when Pearson correlations are used in
the context of factor analysis. Our objections against the use of the Pearson correlation
do not apply to such situations.
3.A Appendix
In this appendix, we provide proofs of some results mentioned in the chapter.
Proposition 3.1. The cosine similarity between two authors, which is defined in (3.1),
has a value of at most 1, and its value is 1 if and only if the authors’ cocitation profiles
differ by at most a multiplicative constant. The cosine similarity between two authors
has a value of at least 0, and its value is 0 if and only if there is no third author with
whom the authors have both been cocited.
Proof. Consider two authors i and j. It is an immediate consequence of Cauchy’s in-
equality that (∑
k =i,j
cikcjk
)2
≤
∑
k =i,j
c2ik
∑
k =i,j
c2jk,
with equality if and only if the cocitation profiles differ by at most a multiplicative
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constant. Consequently,
∑
k =i,j
cikcjk ≤
√∑
k =i,j
c2ik
∑
k =i,j
c2jk,
again with equality if and only if the cocitation profiles differ by at most a multiplicative
constant. It now follows that
cos(i, j) =
∑
k =i,j cikcjk√∑
k =i,j c
2
ik
∑
k =i,j c
2
jk
≤ 1
and, more specifically, that cos(i, j) = 1 if and only if the cocitation profiles differ by at
most a multiplicative constant. This proves the first part of the proposition. The second
part of the proposition is trivial.
Proposition 3.2. JS(i, j) defined in (3.2) has a value of at most 1, and its value is 1 if
and only if the probability distributions given by the piks and pjks are identical. JS(i, j)
has a value of at least 0, and its value is 0 if and only if the probability distributions
given by the piks and pjks are non-overlapping.
Proof. Note that ∑
k =i,j
pik log
pik
p¯k
≥ 0,
with equality if and only if pik = p¯k for all k = i, j. This follows from the observation
that the left-hand side denotes the Kullback-Leibler divergence between two probability
distributions (or, equivalently, it follows from Gibbs’ inequality) (e.g. MacKay, 2003).
Similarly, ∑
k =i,j
pjk log
pjk
p¯k
≥ 0,
with equality if and only if pjk = p¯k for all k = i, j. It can now be seen that
JS(i, j) = 1− 1
2
(∑
k =i,j
pik log
pik
p¯k
)
− 1
2
(∑
k =i,j
pjk log
pjk
p¯k
)
≤ 1
and, more specifically, that JS(i, j) = 1 if and only if pik = pjk for all k = i, j. This
proves the first part of the proposition.
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Consider an author k = i, j. Obviously,
log
pik
p¯k
= − log p¯k
pik
= − log pik + pjk
2pik
= − log 1
2
(
1 +
pjk
pik
)
= 1−log
(
1 +
pjk
pik
)
≤ 1,
with equality if and only if pjk = 0. Similarly,
log
pjk
p¯k
≤ 1,
with equality if and only if pik = 0. It can now be seen that
JS(i, j) = 1− 1
2
(∑
k =i,j
pik log
pik
p¯k
)
− 1
2
(∑
k =i,j
pjk log
pjk
p¯k
)
≥ 0
and, more specifically, that JS(i, j) = 0 if and only if for each k = i, j either pik = 0 or
pjk = 0. This proves the second part of the proposition.
Proposition 3.3. B(i, j) defined in (3.3) has a value of at most 1, and its value is 1 if
and only if the probability distributions given by the piks and pjks are identical. B(i, j)
has a value of at least 0, and its value is 0 if and only if the probability distributions
given by the piks and pjks are non-overlapping.
Proof. Consider an author k = i, j. Obviously,
1
4
(pik + pjk)
2 − pikpjk = 1
4
(pik − pjk)2 ≥ 0,
with equality if and only if pik = pjk. Consequently,
pikpjk ≤ 1
4
(pik + pjk)
2,
and hence
√
pikpjk ≤ 1
2
(pik + pjk),
again with equality if and only if pik = pjk. It now follows that
B(i, j) =
∑
k =i,j
√
pikpjk ≤ 1
2
∑
k =i,j
(pik + pjk) = 1
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and, more specifically, that B(i, j) = 1 if and only if pik = pjk for all k = i, j. This
proves the first part of the proposition. The second part of the proposition is trivial.

Chapter 4
How to Normalize Co-Occurrence
Data? An Analysis of Some
Well-Known Similarity Measures∗
Abstract
In scientometric research, the use of co-occurrence data is very common. In many
cases, a similarity measure is employed to normalize the data. However, there is
no consensus among researchers on which similarity measure is most appropriate
for normalization purposes. In this chapter, we theoretically analyze the proper-
ties of similarity measures for co-occurrence data, focusing in particular on four
well-known measures: the association strength, the cosine, the inclusion index,
and the Jaccard index. We also study the behavior of these measures empirically.
Our analysis reveals that there exist two fundamentally different types of similarity
measures, namely set-theoretic measures and probabilistic measures. The asso-
ciation strength is a probabilistic measure, while the cosine, the inclusion index,
and the Jaccard index are set-theoretic measures. Both our theoretical and our
empirical results indicate that co-occurrence data can best be normalized using a
probabilistic measure. This provides strong support for the use of the association
strength in scientometric research.
∗This chapter is based on Van Eck and Waltman (2009). During the preparation of the final version of
this thesis, we became aware of the work of Leicht, Holme, and Newman (2006; see also Newman, 2010,
Section 7.12). Leicht et al. present some arguments that are similar to the ones presented in this chapter.
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4.1 Introduction
The use of co-occurrence data is very common in scientometric research. Co-occurrence
data can be used for a multitude of purposes. Co-citation data, for example, can be
used to study relations among authors or journals, co-authorship data can be used to
study scientific cooperation, and data on co-occurrences of words can be used to con-
struct so-called co-word maps, which are maps that provide a visual representation of
the structure of a scientific field. Usually, when co-occurrence data is used, a trans-
formation is first applied to the data. The aim of such a transformation is to derive
similarities from the data or, more specifically, to normalize the data. For example,
when researchers study relations among authors based on co-citation data, they typi-
cally derive similarities from the data and then analyze these similarities using multi-
variate analysis techniques such as multidimensional scaling and hierarchical clustering
(e.g., McCain, 1990; White & Griffith, 1981; White & McCain, 1998). Likewise, when
researchers use co-authorship data to study scientific cooperation, they typically apply
a normalization to the data and then base their analysis on the normalized data (e.g.,
Gla¨nzel, 2001; Luukkonen, Persson, & Sivertsen, 1992; Luukkonen, Tijssen, Persson,
& Sivertsen, 1993).
In this chapter, our focus is methodological. We study various measures for deriving
similarities from co-occurrence data. Basically, there are two approaches that can be
taken to derive similarities from co-occurrence data. We refer to these approaches as
the direct and the indirect approach, but the approaches are also known as the local
and the global approach (Ahlgren et al., 2003; Jarneving, 2008). Similarity measures
that implement the direct approach are referred to as direct similarity measures in this
chapter, while similarity measures that implement the indirect approach are referred to
as indirect similarity measures.
The indirect approach to derive similarities from co-occurrence data relies on co-
occurrence profiles. The co-occurrence profile of an object is a vector that contains
the number of co-occurrences of the object with each other object. Indirect similarity
measures determine the similarity between two objects by comparing the co-occurrence
profiles of the objects. The indirect approach is mainly used for co-citation data (e.g.,
McCain, 1990, 1991; White & Griffith, 1981; White & McCain, 1998). From a theoret-
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ical point of view, the approach is quite well understood (Ahlgren et al., 2003; Van Eck
& Waltman, 2008).
In this chapter, we focus most of our attention on the direct approach to derive sim-
ilarities from co-occurrence data. Direct similarity measures determine the similarity
between two objects by taking the number of co-occurrences of the objects and ad-
justing this number for the total number of occurrences or co-occurrences of each of the
objects. Researchers use several different direct similarity measures. The cosine and the
Jaccard index are especially popular, but other measures are also regularly used. How-
ever, relatively little is known about the theoretical properties of the various measures.
Also, there is no consensus among researchers on which measure is most appropriate
for a particular purpose. In this chapter, we theoretically analyze some well-known
direct similarity measures and we compare their properties. We also study the behav-
ior of the measures empirically. Usually, when a direct similarity measure is applied
to co-occurrence data, the purpose is to normalize the data, that is, to correct the data
for differences in the total number of occurrences or co-occurrences of objects. The
main question that we try to answer in this chapter is therefore as follows: Which direct
similarity measures are appropriate for normalizing co-occurrence data and which are
not? Interestingly, despite their popularity, the cosine and the Jaccard index turn out
not to be appropriate measures for normalization purposes. We argue that an appropri-
ate measure for normalizing co-occurrence data is the association strength (Van Eck &
Waltman, 2007a; Van Eck, Waltman, Van den Berg, & Kaymak, 2006a), also referred
to as the proximity index (e.g., Peters & Van Raan, 1993b; Rip & Courtial, 1984) or
the probabilistic affinity index (e.g., Zitt, Bassecoulard, & Okubo, 2000). Although this
measure is somewhat less well-known, it turns out to have the right theoretical proper-
ties for normalizing co-occurrence data.
This chapter is organized as follows. We first provide an overview of the most
popular direct similarity measures. We then analyze these measures theoretically. We
also look for empirical relations among the measures. Finally, we answer the question
which direct similarity measures are appropriate for normalizing co-occurrence data and
which are not.
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4.2 Overview of Direct Similarity Measures
In this section, we provide an overview of the most popular direct similarity measures.
The overview is based on a survey of the scientometric literature.
We first introduce some mathematical notation. Let O denote an occurrence matrix
of order m × n. The columns of O correspond with the objects of which we want to
analyze the co-occurrences. There are n such objects, denoted by 1, . . . , n. The objects
can be, for example, authors (e.g., White & McCain, 1998), countries (e.g., Gla¨nzel,
2001; Zitt et al., 2000), documents (e.g., Gmu¨r, 2003; Klavans & Boyack, 2006b),
journals (e.g., Boyack, Klavans, & Bo¨rner, 2005; Klavans & Boyack, 2006a), Web
pages (e.g., Vaughan, 2006; Vaughan & You, 2006), or words (e.g., Kopcsa & Schiebel,
1998). The rows of O usually correspond with documents. m then denotes the number
of documents on which the co-occurrence analysis is based. Sometimes the rows of O
do not correspond with documents. In Web co-link analysis, for example, the rows ofO
correspond with Web pages (e.g., Vaughan, 2006; Vaughan & You, 2006). Throughout
this chapter, however, we assume for simplicity that the rows of O always correspond
with documents. Another assumption that we make is that O is a binary matrix, that is,
each element of O equals either zero or one. Let oki denote the element in the kth row
and ith column of O. oki equals one if object i occurs in the document that corresponds
with the kth row of O, and it equals zero otherwise. Let C denote the co-occurrence
matrix of the objects 1, . . . , n. C is a symmetric non-negative matrix of order n × n.
Let cij denote the element in the ith row and jth column of C. For i = j, cij equals
the number of co-occurrences of objects i and j. For i = j, cij equals the number of
occurrences of object i. Clearly, for all i and j,
cij =
m∑
k=1
okiokj. (4.1)
It follows from this that C = OTO, where OT denotes the transpose of O. Moreover,
the assumption that O is a binary matrix implies that C is an integer matrix.
As we discussed in the introduction, there are two types of measures for determin-
ing similarities between objects based on co-occurrence data. We refer to these two
types of measures as direct similarity measures and indirect similarity measures. Indi-
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rect similarity measures, also known as global similarity measures (Ahlgren et al., 2003;
Jarneving, 2008), determine the similarity between two objects i and j by comparing
the ith and the jth row (or column) of the co-occurrence matrix C. The more similar
the co-occurrence profiles in these two rows (or columns) of C, the higher the simi-
larity between i and j. Indirect similarity measures are especially popular for author
co-citation analysis (e.g., McCain, 1990; White & Griffith, 1981; White & McCain,
1998) and journal co-citation analysis (e.g., McCain, 1991). We refer to Ahlgren et
al. (2003) and Van Eck and Waltman (2008) for a detailed discussion of the properties
of various indirect similarity measures. In this chapter, we focus most of our attention
on direct similarity measures, also known as local similarity measures (Ahlgren et al.,
2003; Jarneving, 2008). Direct similarity measures determine the similarity between
two objects i and j by taking the number of co-occurrences of i and j and adjusting this
number for the total number of occurrences or co-occurrences of i and the total number
of occurrences or co-occurrences of j. We note that in some studies similarities between
objects are determined by comparing columns of the occurrence matrix O (e.g., Ley-
desdorff & Vaughan, 2006; Schneider, Larsen, & Ingwersen, 2009). In most cases, this
approach is mathematically equivalent to the use of a direct similarity measure.1
Let si denote either the total number of occurrences of object i or the total number
of co-occurrences of object i. In the first case we have
si = cii =
m∑
k=1
oki, (4.2)
while in the second case we have
si =
n∑
j=1,j =i
cij. (4.3)
Both definitions are used in scientometric research (see also Leydesdorff, 2008), but the
first definition seems to be more popular. We now provide a formal definition of a direct
similarity measure.
1Leydesdorff and Vaughan (2006) and Schneider et al. (2009) use the Pearson correlation to compare
columns of the occurrence matrix O. As shown by Guilford (1973), applying the Pearson correlation to
a binary occurrence matrix is mathematically equivalent to applying the so-called phi coefficient to the
corresponding co-occurrence matrix.
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Definition 4.1. A direct similarity measure is defined as a function S(cij, si, sj) that has
the following three properties:
• The domain of S(cij, si, sj) equals
DS =
{
(cij, si, sj) ∈ R3 |0 ≤ cij ≤ min(si, sj) and si, sj > 0
}
, (4.4)
where R denotes the set of all real numbers.
• The range of S(cij, si, sj) is a subset of R.
• S(cij, si, sj) is symmetric in si and sj , that is S(cij, si, sj) = S(cij, sj, si), for all
(cij, si, sj) ∈ DS .
Based on this definition, a number of observations can be made. First, the definition
does not require that cij , si, and sj have integer values. Allowing for non-integer val-
ues of cij , si, and sj simplifies the mathematical analysis of direct similarity measures.
Second, even though most direct similarity measures take values between zero and one,
the definition allows measures to have a different range. And third, because the defini-
tion requires direct similarity measures to be symmetric in si and sj , it does not cover
asymmetric similarity measures such as those discussed by (Egghe & Michel, 2002,
2003). As a final observation, we note that Definition 4.1 is quite general. More specific
definitions for special classes of direct similarity measures will be provided later on in
this chapter. We now define the notion of monotonic relatedness of direct similarity
measures.
Definition 4.2. Two direct similarity measures S1(cij, si, sj) and S2(cij, si, sj) are said
to be monotonically related if and only if
S1(cij, si, sj) < S1(c
′
ij, s
′
i, s
′
j) ⇔ S2(cij, si, sj) < S2(c′ij, s′i, s′j) (4.5)
for all (cij, si, sj), (c′ij, s
′
i, s
′
j) ∈ DS .
Monotonic relatedness of direct similarity measures is important because certain mul-
tivariate analysis techniques that are frequently used in scientometric research are in-
sensitive to monotonic transformations of similarities. This is for example the case for
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ordinal or non-metric multidimensional scaling (e.g., Borg & Groenen, 2005) and for
single linkage and complete linkage hierarchical clustering (e.g., Anderberg, 1973).
Based on a survey of the literature, we have identified the most popular direct simi-
larity measures in the field of scientometrics. These measures are defined as
SA(cij, si, sj) =
cij
sisj
, (4.6)
SC(cij, si, sj) =
cij√
sisj
, (4.7)
SI(cij, si, sj) =
cij
min(si, sj)
, (4.8)
SJ(cij, si, sj) =
cij
si + sj − cij . (4.9)
We refer to these measures as, respectively, the association strength, the cosine, the
inclusion index, and the Jaccard index. Assuming that cij is an integer, each of the
measures takes values between zero and one. Moreover, it is not difficult to see that the
measures satisfy
SA(cij, si, sj) ≤ SJ(cij, si, sj) ≤ SC(cij, si, sj) ≤ SI(cij, si, sj). (4.10)
We now discuss each of the measures.
The association strength defined in (4.6) is used by Van Eck and Waltman (2007a)
and Van Eck, Waltman, et al. (2006a).2 Under various names, the measure is also used
in a number of other studies. Hinze (1994), Leclerc and Gagne´ (1994), Peters and
Van Raan (1993b), and Rip and Courtial (1984) refer to the measure as the proximity
index, while Leydesdorff (2008) and Zitt et al. (2000) refer to it as the probabilistic
affinity (or activity) index. The measure is also employed by Luukkonen et al. (1992,
1993), but in their work it does not have a name. The association strength is proportional
to the ratio between on the one hand the observed number of co-occurrences of objects
i and j and on the other hand the expected number of co-occurrences of objects i and
2The definition of the association strength used in these papers differs slightly from the definition pro-
vided in (4.6). However, since the two definitions are proportional to each other, the difference between
them is not important. Throughout this section, direct similarity measures that are proportional to each
other will simply be regarded as equivalent.
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j under the assumption that occurrences of i and j are statistically independent. We
will come back to this interpretation later on in this chapter. The association strength
corresponds with the pseudo-cosine measure discussed by Jones and Furnas (1987) and
is monotonically related to the (pointwise) mutual information measure used in the field
of computational linguistics (e.g., Church & Hanks, 1990; Manning & Schu¨tze, 1999).
Measures equivalent to the association strength sometimes also appear outside the field
of scientometrics (T. F. Cox & Cox, 2001; M. A. A. Cox & Cox, 2008; Huba´lek, 1982).
The cosine defined in (4.7) equals the ratio between on the one hand the number of
times that objects i and j are observed together and on the other hand the geometric
mean of the number of times that object i is observed and the number of times that
object j is observed. The measure can be interpreted as the cosine of the angle be-
tween the ith and the jth column of the occurrence matrix O, where the columns of O
are regarded as vectors in an m-dimensional space (e.g., Salton & McGill, 1983). The
cosine seems to be the most popular direct similarity measure in the field of sciento-
metrics. Frequently cited studies in which the measure is used include Braam, Moed,
and Van Raan (1991b, 1991a), Klavans and Boyack (2006a), Leydesdorff (1989), Peters
and Van Raan (1993a), Peters, Braam, and Van Raan (1995), Small (1994), Small and
Sweeney (1985), and Small et al. (1985). The popularity of the cosine is largely due
to the work of Salton in the field of information retrieval (e.g., Salton, 1963; Salton &
McGill, 1983). The cosine is therefore sometimes referred to as Salton’s measure (e.g.,
Gla¨nzel, 2001; Gla¨nzel, Schubert, & Czerwon, 1999; Luukkonen et al., 1993; Schubert
& Braun, 1990) or as the Salton index (e.g., Morillo, Bordons, & Go´mez, 2003). In
some studies, a measure called the equivalence index is used (e.g., Callon, Courtial, &
Laville, 1991; Kostoff, Eberhart, & Toothman, 1999; Law & Whittaker, 1992; Palmer,
1999). This measure equals the square of the cosine. Outside the fields of scientomet-
rics and information retrieval, the cosine is also known as the Ochiai coefficient (e.g.,
T. F. Cox & Cox, 2001; M. A. A. Cox & Cox, 2008; Huba´lek, 1982; Sokal & Sneath,
1963).
Examples of the use of the inclusion index defined in (4.8) can be found in the
work of Kostoff, del Rı´o, Humenik, Garcı´a, and Ramı´rez (2001), McCain (1995), Peters
and Van Raan (1993b), Rip and Courtial (1984), Tijssen (1992, 1993), and Tijssen and
Van Raan (1989). We note that a measure somewhat different from the one defined in
4.2 Overview of Direct Similarity Measures 75
(4.8) is sometimes also called the inclusion index (e.g., Braam et al., 1991b; Kostoff
et al., 1999; Peters et al., 1995; Qin, 2000). In the field of information retrieval, the
inclusion index is referred to as the overlap measure (e.g., Jones & Furnas, 1987; Rorvig,
1999; Salton & McGill, 1983). More in general, the inclusion index is sometimes called
the Simpson coefficient (e.g., T. F. Cox & Cox, 2001; M. A. A. Cox & Cox, 2008;
Huba´lek, 1982).
The Jaccard index defined in (4.9) equals the ratio between on the one hand the
number of times that objects i and j are observed together and on the other hand the
number of times that at least one of the two objects is observed. Small uses the Jac-
card index in his early work on co-citation analysis (e.g., Small, 1973, 1981; Small &
Greenlee, 1980). Other work in which the Jaccard index is used includes Heimeriks,
Ho¨rlesberger, and Van den Besselaar (2003), Kopcsa and Schiebel (1998), Peters and
Van Raan (1993b), Peters et al. (1995), Rip and Courtial (1984), Van Raan and Tijssen
(1993), Vaughan (2006), and Vaughan and You (2006). As shown by Anderberg (1973),
the Jaccard index is monotonically related to the Dice coefficient, which is a well-known
measure in information retrieval (e.g., Jones & Furnas, 1987; Rorvig, 1999; Salton &
McGill, 1983) and other fields (e.g., T. F. Cox & Cox, 2001; M. A. A. Cox & Cox,
2008; Huba´lek, 1982; Sokal & Sneath, 1963).
We note that, in addition to the four direct similarity measures discussed above,
many more direct similarity measures have been used in scientometric research. How-
ever, the above four measures are by far the most popular ones, and we therefore focus
most of our attention on them in this chapter. The relations among various direct simi-
larity measures are summarized in Table 4.1.
In the field of scientometrics, a number of studies have been performed in which
different direct similarity measures are compared with each other. Boyack et al. (2005),
Gmu¨r (2003), Klavans and Boyack (2006a), Leydesdorff (2008), Luukkonen et al.
(1993), and Peters and Van Raan (1993b) report results of empirical comparisons of
different measures. Theoretical analyses of relations between different measures can
be found in the work of Egghe (2009) and Hamers et al. (1989). Properties of various
measures are also studied theoretically by Egghe and Rousseau (2006). An extensive
discussion of the issue of comparing different measures is provided by Schneider and
Borlund (2007a, 2007b). Other work that might be of interest has been done in the
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Table 4.1: Relations among various direct similarity measures.
Measure Alternative names Monotonically related measures
association strength probabilistic affinity index (pointwise) mutual information
proximity index
pseudo-cosine
cosine Ochiai coefficient equivalence index
Salton’s index/measure
inclusion index overlap measure
Simpson coefficient
Jaccard index Dice coefficient
field of information retrieval. In the information retrieval literature, empirical compar-
isons of different direct similarity measures are discussed by Chung and Lee (2001) and
Rorvig (1999) and a theoretical comparison is presented by Jones and Furnas (1987).3
We further note that general overviews of a large number of direct similarity measures
and their properties can be found in the statistical literature (Anderberg, 1973; T. F. Cox
& Cox, 2001; M. A. A. Cox & Cox, 2008; Gower, 1985; Gower & Legendre, 1986) and
also in the biological literature (Huba´lek, 1982; Sokal & Sneath, 1963).
4.3 Set-Theoretic Similarity Measures
In this section and in the next one, we are concerned with two special classes of direct
similarity measures. We discuss the class of set-theoretic similarity measures in this
section and the class of probabilistic similarity measures in the next section. It turns out
that there is a fundamental difference between the cosine, the inclusion index, and the
Jaccard index on the one hand and the association strength on the other hand. The first
three measures all belong to the class of set-theoretic similarity measures, while the last
measure belongs to the class of probabilistic similarity measures. We assume from now
on that si denotes the total number of occurrences of object i, that is, we assume that
3The results reported by Jones and Furnas are probably not very relevant to scientometric research.
This is because Jones and Furnas focus on the effect of term weights on similarity measures. In sciento-
metric research, there is no natural analogue to the term weights used in information retrieval. The reason
for this is that the occurrence matrices used in scientometric research contain elements that are usually
restricted to zero and one, while the document-term matrices used in information retrieval contain term
weights that often do not have this restriction.
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the definition of si in (4.2) is adopted. From a theoretical point of view, this definition is
more convenient than the definition of si in (4.3). We note that proofs of the theoretical
results that we present in this section and in the next one are provided in the appendix.
Each column of an occurrence matrix can be seen as a representation of a set, namely
the set of all documents in which a certain object occurs (cf. Egghe & Rousseau, 2006).
Consequently, a natural approach to determine the similarity between two objects i and
j seems to be to determine the similarity between on the one hand the set of all doc-
uments in which i occurs and on the other hand the set of all documents in which j
occurs. We refer to direct similarity measures that take this approach as set-theoretic
similarity measures. In other words, set-theoretic similarity measures are direct simi-
larity measures that are based on the notion of similarity between sets. In this section,
we theoretically analyze the properties of set-theoretic similarity measures. We note
that these properties are also studied theoretically by Baulieu (1989, 1997), Egghe and
Michel (2002, 2003), Egghe and Rousseau (2006), and Janson and Vegelius (1981).
There are a number of properties of which we believe that it is natural to expect that
any set-theoretic similarity measure S(cij, si, sj) has them. Three of these properties
are given below.
Property 4.1. If cij = 0, then S(cij, si, sj) takes its minimum value.
Property 4.2. For all α > 0, S(αcij, αsi, αsj) = S(cij, si, sj).
Property 4.3. If s′i > si and cij > 0, then S(cij, s′i, sj) < S(cij, si, sj).
Property 4.1 is based on the idea that the similarity between two sets should be minimal
if the sets are disjoint, that is, if they have no elements in common. Property 4.2 is
based on the idea that the similarity between two sets should remain unchanged in the
case of a proportional increase or decrease in both the number of elements of each of
the sets and the number of elements of the intersection of the sets. Egghe and Rousseau
(2006) refer to this idea as replication invariance. It underlies the notion of Lorenz
similarity that is studied by Egghe and Rousseau. A similar idea is also used by Janson
and Vegelius (1981), who call it homogeneity. Property 4.3 is based on the idea that the
similarity between two sets should decrease if an element is added to one of the sets and
this element does not belong to the other set. A similar idea is used by Baulieu (1989,
1997). It is not difficult to see that Properties 4.1, 4.2, and 4.3 are independent of each
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other, that is, none of the properties is implied by the others. We regard Properties 4.1,
4.2, and 4.3 as the characterizing properties of set-theoretic similarity measures. This is
formally stated in the following definition.
Definition 4.3. A set-theoretic similarity measure is defined as a direct similarity mea-
sure S(cij, si, sj) that has Properties 4.1, 4.2, and 4.3.
This definition implies that the cosine defined in (4.7) and the Jaccard index defined
in (4.9) are set-theoretic similarity measures. The association strength defined in (4.6)
does not have Property 4.2 and is therefore not a set-theoretic similarity measure. The
inclusion index defined in (4.8) is also not a set-theoretic similarity measure. This is
because the inclusion index does not have Property 4.3. However, the inclusion index
does have the following property, which is a weakened version of Property 4.3.
Property 4.4. If s′i > si and cij > 0, then S(cij, s′i, sj) = S(cij, si, sj).
This property naturally leads to the following definition.
Definition 4.4. A weak set-theoretic similarity measure is defined as a direct similarity
measure S(cij, si, sj) that has Properties 4.1, 4.2, and 4.4.
It follows from this definition that the inclusion index is a weak set-theoretic similarity
measure. We note that our definition of a set-theoretic similarity measure seems to be
more restrictive than the definition of a Lorenz similarity function that is provided by
Egghe and Rousseau (2006). This is because a Lorenz similarity function need not have
Properties 4.1 and 4.3.
In addition to Properties 4.1, 4.2, and 4.3, there are some other properties that we
consider indispensable for any set-theoretic similarity measure S(cij, si, sj). Four of
these properties are given below.
Property 4.5. If S(cij, si, sj) takes its minimum value, then cij = 0.
Property 4.6. If cij = si = sj , then S(cij, si, sj) takes its maximum value.
Property 4.7. If S(cij, si, sj) takes its maximum value, then cij = si = sj .
Property 4.8. For all α > 0, if cij < si or cij < sj , then S(cij + α, si + α, sj + α) >
S(cij, si, sj).
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Properties 4.5, 4.6, and 4.7 are based on the idea that the similarity between two sets
should be minimal only if the sets are disjoint and that it should be maximal if and
only if the sets are equal. Property 4.8 is based on the idea that the similarity between
two sets should increase if the same element is added to both sets. It turns out that
Properties 4.5, 4.6, 4.7, and 4.8 are implied by Properties 4.1, 4.2, and 4.3. This is
stated by the following proposition.
Proposition 4.1. All set-theoretic similarity measures S(cij, si, sj) have Properties 4.5,
4.6, 4.7, and 4.8.
We note that weak set-theoretic similarity measures need not have Properties 4.5, 4.7,
and 4.8. They do have Property 4.6.
We now consider the following two properties.
Property 4.9. Ifs′is′j > sisj and cij > 0, then S(cij, s′i, s′j) < S(cij, si, sj). If s′is′j =
sisj , then S(cij, s′i, s
′
j) = S(cij, si, sj).
Property 4.10. If s′i + s′j > si + sj and cij > 0, then S(cij, s′i, s′j) < S(cij, si, sj). If
s′i + s
′
j = si + sj , then S(cij, s
′
i, s
′
j) = S(cij, si, sj).
It is easy to see that these properties both imply Property 4.3. Hence, Properties 4.9 and
4.10 are both stronger than Property 4.3. It can further be seen that the cosine has Prop-
erty 4.9 and that the Jaccard index has Property 4.10. The following two propositions
indicate the importance of Properties 4.9 and 4.10.
Proposition 4.2. All set-theoretic similarity measures S(cij, si, sj) that have Proper-
ty 4.9 are monotonically related to the cosine defined in (4.7).
Proposition 4.3. All set-theoretic similarity measures S(cij, si, sj) that have Proper-
ty 4.10 are monotonically related to the Jaccard index defined in (4.9).
It follows from Proposition 4.2 that Properties 4.1, 4.2, and 4.9 characterize the class of
all set-theoretic similarity measures that are monotonically related to the cosine. Like-
wise, it follows from Proposition 4.3 that Properties 4.1, 4.2, and 4.10 characterize the
class of all set-theoretic similarity measures that are monotonically related to the Jac-
card index. We now apply a similar idea to the inclusion index. The inclusion index has
the following property.
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Property 4.11. If min(s′i, s′j) > min(si, sj) and cij > 0, then S(cij, s′i, s′j) < S(cij, si,
sj). If min(s′i, s
′
j) = min(si, sj), then S(cij, s
′
i, s
′
j) = S(cij, si, sj).
This property implies Property 4.4. Together with Properties 4.1 and 4.2, Property 4.11
characterizes the class of all weak set-theoretic similarity measures that are monotoni-
cally related to the inclusion index. This is an immediate consequence of the following
proposition.
Proposition 4.4. All weak set-theoretic similarity measures S(cij, si, sj) that have Prop-
erty 4.11 are monotonically related to the inclusion index defined in (4.8).
In the above discussion, we have introduced a large number of properties that a direct
similarity measure may or may not have. For convenience, in Table 4.2 we summarize
for the association strength, the cosine, the inclusion index, and the Jaccard index which
of these properties they have and which they do not have. We note that the last two
properties in the table will be introduced in the next section.
In order to provide some additional insight into the relations among various (weak
and non-weak) set-theoretic similarity measures, we now introduce what we call the
generalized similarity index (for a similar idea, see Warrens, 2008).
Definition 4.5. The generalized similarity index is defined as a direct similarity measure
that is given by
SG(cij, si, sj; p) =
21/pcij(
spi + s
p
j
)1/p , (4.11)
where p denotes a parameter that takes values in R \ {0}.
For all values of the parameter p, the generalized similarity index takes values between
zero and one. The index equals the ratio between on the one hand the number of times
that objects i and j are observed together and on the other hand a power mean of the
number of times that object i is observed and the number of times that object j is ob-
served. (Power means, also known as generalized means or Ho¨lder means, are a gen-
eralization of arithmetic, geometric, and harmonic means.) An interesting property of
the generalized similarity index is that, for various values of p, the index reduces to a
well-known (weak or non-weak) set-theoretic similarity measure. More specifically, it
can be seen that
lim
p→−∞
SG(cij, si, sj; p) =
cij
min(si, sj)
, (4.12)
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SG(cij, si, sj;−1) = 1
2
(
cij
si
+
cij
sj
)
, (4.13)
lim
p→0
SG(cij, si, sj; p) =
cij√
sisj
, (4.14)
SG(cij, si, sj; 1) =
2cij
si + sj
, (4.15)
SG(cij, si, sj; 2) =
√
2cij√
s2i + s
2
j
, (4.16)
lim
p→∞
SG(cij, si, sj; p) =
cij
max(si, sj)
, (4.17)
where (4.12), (4.14), and (4.17) follow from the properties of power means as discussed
by, for example, Hardy, Littlewood, and Po´lya (1952). Equations (4.12) and (4.13)
indicate that for p → −8 the generalized similarity index equals the inclusion index and
that for p = −1 it equals the so-called joint conditional probability measure that is used
by McCain (1995). The latter measure is more generally known as one of the Kulczynski
coefficients (e.g., T. F. Cox & Cox, 2001; M. A. A. Cox & Cox, 2008; Huba´lek, 1982;
Sokal & Sneath, 1963). It is easy to see that this measure is a set-theoretic similarity
measure. Equations (4.14) and (4.15) indicate that for p → 0 the generalized similarity
index equals the cosine and that for p = 1 it equals the Dice coefficient. It follows from
(4.9) and (4.15) that
SG(cij, si, sj; 1) =
2SJ(cij, si, sj)
SJ(cij, si, sj) + 1
, (4.18)
which implies that for p = 1 the generalized similarity index is monotonically related
to the Jaccard index. Equations (4.16) and (4.17) indicate that for p = 2 and p → 8
the generalized similarity index equals, respectively, the measures N and O2 that are
studied by Egghe and Michel (2002, 2003) and Egghe and Rousseau (2006). It is clear
that N is a set-theoretic similarity measure and that O2 is a weak set-theoretic similarity
measure. Measures equivalent to (4.17) are also discussed by T. F. Cox and Cox (2001),
M. A. A. Cox and Cox (2008) and Huba´lek (1982).
The following proposition points out an important property of the generalized simi-
larity index.
4.4 Probabilistic Similarity Measures 83
Proposition 4.5. For all finite values of the parameter p, the generalized similarity index
defined in (4.11) is a set-theoretic similarity measure.
This proposition states that the generalized similarity index describes an entire class of
set-theoretic similarity measures. Each member of this class corresponds with a particu-
lar value of p. Only in the limit case in which p → ±8, the generalized similarity index
is not a set-theoretic similarity measure. In this limit case, the generalized similarity
index is a weak set-theoretic similarity measure.
4.4 Probabilistic Similarity Measures
In the previous section, we discussed the class of set-theoretic similarity measures. The
cosine, the inclusion index, and the Jaccard index turned out to be (weak or non-weak)
set-theoretic similarity measures. The association strength, however, turned out not to
belong to the class of set-theoretic similarity measures. In this section, we discuss the
class of probabilistic similarity measures. This is the class to which the association
strength turns out to belong.
We are interested in direct similarity measures S(cij, si, sj) that have the following
two properties.
Property 4.12. If s1 = s2 = · · · = sn, then S(cij, si, sj) = αcij for all i = j and for
some α > 0.
Property 4.13. For all α > 0, S(αcij, αsi, sj) = S(cij, si, sj).
Property 4.12 requires that, if all objects occur equally frequently, the similarity between
two objects is proportional to the number of co-occurrences of the objects. Property 4.13
requires that the similarity between two objects remains unchanged in the case of a
proportional increase or decrease in on the one hand the number of co-occurrences of the
objects and on the other hand the number of occurrences of one of the objects. (Notice
the difference between this property and Property 4.2.) We regard Properties 4.12 and
4.13 as the characterizing properties of probabilistic similarity measures. This results in
the following definition.
Definition 4.6. A probabilistic similarity measure is defined as a direct similarity mea-
sure S(cij, si, sj) that has Properties 4.12 and 4.13.
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The cosine, the inclusion index, and the Jaccard index do not have Property 4.13 and
therefore are not probabilistic similarity measures. The association strength, on the
other hand, is a probabilistic similarity measure, since it has both Property 4.12 and
Property 4.13. In this respect, the association strength is quite unique, as the following
proposition indicates.
Proposition 4.6. All probabilistic similarity measures are proportional to the associa-
tion strength defined in (4.6).
This proposition states that the class of probabilistic similarity measures consists only of
the association strength and of measures that are proportional to the association strength.
There are no other measures that belong to the class of probabilistic similarity measures.
The following result is an immediate consequence of Proposition 4.6.
Corollary 4.7. A direct similarity measure cannot be both a (weak or non-weak) set-
theoretic similarity measure and a probabilistic similarity measure.
This result makes clear that there is a fundamental difference between set-theoretic sim-
ilarity measures and probabilistic similarity measures. In other words, there is a fun-
damental difference between measures such as the cosine, the inclusion index, and the
Jaccard index on the one hand and the association strength on the other hand. We will
come back to this difference later on in this chapter.
We now explain the rationale for Properties 4.12 and 4.13. To do so, we first dis-
cuss why direct similarity measures are applied to co-occurrence data. The number of
co-occurrences of two objects can be seen as the result of two independent effects. We
refer to these effects as the similarity effect and the size effect.4 The similarity effect is
the effect that, other things being equal, more similar objects have more co-occurrences.
The size effect is the effect that, other things being equal, an object that occurs more
frequently has more co-occurrences with other objects. If one is interested in the sim-
ilarity between two objects, the number of co-occurrences of the objects is in general
not an appropriate measure. This is because, due to the size effect, the number of co-
occurrences is likely to give a distorted picture of the similarity between the objects
(see also Waltman & Van Eck, 2007). Two frequently occurring objects, for example,
4The similarity effect and the size effect can be seen as analogous to what statisticians call, respec-
tively, interaction effects and main effects.
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may have a large number of co-occurrences and may therefore look very similar. How-
ever, it is quite well possible that the large number of co-occurrences of the objects is
completely due to their high frequency of occurrence (i.e., the size effect) and has noth-
ing to do with their similarity. Usually, when a direct similarity measure is applied to
co-occurrence data, the aim is to correct the data for the size effect.
Based on the above discussion, the idea underlying Property 4.12 can be explained
as follows. Property 4.12 is concerned with the behavior of a direct similarity measure
in the special case in which all objects occur equally frequently. In this special case, the
size effect is equally strong for all objects, which means that, unlike in the more general
case, the number of co-occurrences of two objects is an appropriate measure of the sim-
ilarity between the objects. Taking this into account, it is natural to expect that in the
special case considered by Property 4.12 a direct similarity measure does not transform
the co-occurrence frequencies of objects in any significant way. Property 4.12 imple-
ments this idea by requiring that, if all objects occur equally frequently, the similarity
between two objects is proportional to the number of co-occurrences of the objects.
We now consider Property 4.13. The idea underlying this property can best be clar-
ified by means of an example. Consider an arbitrary object i, and suppose that the total
number of occurrences of i doubles. It can then be expected that the total number of co-
occurrences of i also doubles, at least approximately. Suppose that the total number of
co-occurrences of i indeed doubles and that the new co-occurrences of i are distributed
over the other objects in the same way as the old co-occurrences of i. This simply means
that the number of co-occurrences of i with each other object doubles. We believe that
this increase in the number of occurrences and co-occurrences of i should not have any
influence on the similarities between i and the other objects. This is because the number
of occurrences of i and the number of co-occurrences of i with each other object have
all increased proportionally, namely by a factor of two. Hence, relatively speaking, the
frequency with which i co-occurs with each other object has not changed. This means
that the increase in the number of co-occurrences of i with each other object is com-
pletely due to the size effect and has not been caused by the similarity effect. Taking
this into account, it is natural to expect that the similarities between i and the other ob-
jects remain unchanged. Property 4.13 implements this idea. It does so not only for the
case in which the number of occurrences and co-occurrences of an object doubles but
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more generally for any proportional increase or decrease in the number of occurrences
and co-occurrences of an object. We note that the idea underlying Property 4.13 is not
new. Ahlgren et al. (2003) and Van Eck and Waltman (2008) study properties of in-
direct similarity measures. A property that turns out to be particularly important is the
so-called property of coordinate-wise scale invariance. Interestingly, this property relies
on exactly the same idea as Property 4.13. Hence, direct similarity measures that have
Property 4.13 and indirect similarity measures that have the property of coordinate-wise
scale invariance are based on similar principles.
Finally, we discuss the probabilistic interpretation of probabilistic similarity mea-
sures (see also Leclerc & Gagne´, 1994; Luukkonen et al., 1992, 1993; Zitt et al., 2000).
Let pi denote the probability that object i occurs in a randomly chosen document. It is
clear that pi = si/m. If two objects i and j occur independently of each other, the prob-
ability that they co-occur in a randomly chosen document equals pij = pipj . The ex-
pected number of co-occurrences of i and j then equals eij = mpij = mpipj = sisj/m.
A natural way to measure the similarity between i and j is to calculate the ratio between
on the one hand the observed number of co-occurrences of i and j and on the other
hand the expected number of co-occurrences of i and j under the assumption that i and
j occur independently of each other (for a similar argument in a more general context,
see de Solla Price, 1981). This results in a measure that equals cij/eij . This measure
has a straightforward probabilistic interpretation. If cij/eij > 1, i and j co-occur more
frequently than would be expected by chance. If, on the other hand, cij/eij < 1, i
and j co-occur less frequently than would be expected by chance. It is easy to see that
cij/eij = mSA(cij, si, sj). Hence, the measure cij/eij is proportional to the association
strength and, consequently, belongs to the class of probabilistic similarity measures.
Since probabilistic similarity measures are all proportional to each other (this follows
from Proposition 4.6), they all have a similar probabilistic interpretation as the measure
cij/eij .
4.5 Empirical Comparison
In the previous two sections, the differences between a number of well-known direct
similarity measures were analyzed theoretically. It turned out that some measures have
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fundamentally different properties than others. An obvious question now is whether in
practical applications there is much difference between the various measures. This is
the question with which we are concerned in this section.
Leydesdorff (2008) reports the results of an empirical comparison of a number of
direct and indirect similarity measures (for a theoretical explanation for some of the
results, see Egghe, 2009). The measures are applied to a data set consisting of the co-
citation frequencies of 24 authors, 12 from the field of information retrieval and 12 from
the field of scientometrics.5 It turns out that the direct similarity measures are strongly
correlated with each other. The Spearman rank correlations between the association
strength (referred to as the probabilistic affinity or activity index), the cosine, and the
Jaccard index are all above 0.98. Hence, for the particular data set studied by Ley-
desdorff, there does not seem to be much difference between various direct similarity
measures.
In this section, we examine whether the results reported by Leydesdorff hold more
generally. To do so, we study three data sets, one consisting of co-citation frequencies
of authors, one consisting of co-citation frequencies of journals, and one consisting of
co-occurrence frequencies of terms. We refer to these data sets as, respectively, the
author data set, the journal data set, and the term data set. The author data set con-
sists of the co-citation frequencies of 100 authors in the field of information science in
the period 1988–1995. The data set is studied extensively in a well-known paper by
White and McCain (1998) (see also White, 2003b), and it is also used in one of our
earlier papers (Van Eck & Waltman, 2008). The journal data set has not been studied
before. The data set consists of the co-citation frequencies of 389 journals belonging
to at least one of the following five subject categories of Thomson Reuters: Business,
Business-Finance, Economics, Management, and Operations Research & Management
Science. The co-citation frequencies of the journals were determined based on citations
in articles published between 2005 and 2007 to articles published in 2005. The term
data set consists of the co-occurrence frequencies of 332 terms in the field of computa-
tional intelligence in the period 1996–2000. Co-occurrences of terms were counted in
abstracts of articles published in important journals and conference proceedings in the
computational intelligence field. For a more detailed description of the term data set,
5The same data set is also studied by Ahlgren et al. (2003), Leydesdorff and Vaughan (2006), and
Waltman and Van Eck (2007).
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Table 4.3: Main characteristics of the author data set, the journal data set, and the term
data set.
Author Journal Term
data set data set data set
# objects 100 389 332
# documents 5 463 24 106 6 235
# occurrences 7 768 32 697 26 211
# co-occurrences 22 520 13 378 60 640
% zeros in co-occurrence matrix 26% 93% 74%
we refer to an earlier paper (Van Eck & Waltman, 2007a). In Table 4.3, we summarize
the main characteristics of the three data sets that we study.
In order to examine how the association strength, the cosine, the inclusion index, and
the Jaccard index are empirically related to each other, we analyzed each of the three
data sets as follows. We first calculated for each combination of two objects the value of
each of the four similarity measures. For each combination of two similarity measures,
we then drew a scatter plot that shows how the values of the two measures are related
to each other. The scatter plots obtained for the author data set and the term data set
are shown in Figures 4.1 and 4.2, respectively. The scatter plots obtained for the journal
data set look very similar to the ones obtained for the term data set and are therefore
not shown. After drawing the scatter plots, we determined for each combination of two
similarity measures how strongly the values of the measures are correlated with each
other. We calculated both the Pearson correlation and the Spearman correlation. The
Pearson correlation was used to measure the degree to which the values of two measures
are linearly related, while the Spearman correlation was used to measure the degree to
which the values of two measures are monotonically related. When calculating the
Pearson and Spearman correlations between the values of two measures, we only took
into account values above zero.6 The correlations obtained for the three data sets are
6If two objects have zero co-occurrences, all four similarity measures have a value of zero. Co-
occurrence matrices usually contain a large number of zeros (see Table 4.3). This leads to high correla-
tions (close to one) between the values of the four similarity measures. We regard these high correlations
as problematic because they do not properly reflect how the similarity measures are related to each other
in the case of objects with a non-zero number of co-occurrences. To avoid the problem of the high corre-
lations, we only took into account values above zero when calculating correlations between the values of
the four similarity measures.
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reported in Tables 4.4, 4.5, and 4.6. In each table, the values in the upper right part are
Pearson correlations while the values in the lower left part are Spearman correlations.
The scatter plots in Figures 4.1 and 4.2 clearly show that in practical applications
there can be substantial differences between different direct similarity measures. This
is confirmed by the correlations in Tables 4.4, 4.5, and 4.6. These results differ from
the ones reported by Leydesdorff (2008), who finds no substantial differences between
different direct similarity measures. The difference between our results and the results of
Leydesdorff is probably due to the unusual nature of the data set studied in Leydesdorff,
in particular the small number of objects in the data set (24 authors) and the division of
the objects into two strongly separated groups (the information retrieval researchers and
the scientometricians). When looking in more detail at the scatter plots in Figures 4.1
and 4.2, it can be seen that the similarity measures that are strongest related to each other
are the cosine and the Jaccard index. The same observation can be made in Tables 4.4,
4.5, and 4.6. The relatively strong relation between the cosine and the Jaccard index
has been observed before and is discussed by Egghe (2009), Hamers et al. (1989), and
Leydesdorff (2008). Apart from the relation between the cosine and the Jaccard index,
the relations between the different similarity measures are quite weak. This is especially
the case for the relations between the association strength and the other three measures.
Consider, for example, how the association strength and the inclusion index are related
to each other in the term data set. As can be seen in Figure 4.2, a low value of the
association strength sometimes corresponds with a high value of the inclusion index
and, the other way around, a low value of the inclusion index sometimes corresponds
with a high value of the association strength. This clearly indicates that the relation
between the two measures is rather weak, which is confirmed by the correlations in
Table 4.6. It is further interesting to compare our empirical results with the theoretical
results presented by Egghe (2009). Egghe mathematically studies relations between
various (weak and non-weak) set-theoretic similarity measures under the simplifying
assumption that the ratio of the number of occurrences of two objects is fixed. He
proves that, under this assumption, there exist simple monotonic (often linear) relations
between many measures. However, especially for the inclusion index, the scatter plots in
Figures 4.1 and 4.2 do not show such relations. Our empirical results therefore seem to
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Figure 4.1: Scatter plots obtained for the author data set. In each plot, the lower left
corner corresponds with the origin. The scales used for the different similarity measures
are not the same.
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Figure 4.2: Scatter plots obtained for the term data set. In each plot, the lower left corner
corresponds with the origin. The scales used for the different similarity measures are
not the same.
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Table 4.4: Correlations obtained for the author data set.
Association Cosine Inclusion Jaccard
strength index index
Association strength 0.824 0.721 0.823
Cosine 0.913 0.929 0.987
Inclusion index 0.847 0.964 0.866
Jaccard index 0.920 0.994 0.931
Table 4.5: Correlations obtained for the journal data set.
Association Cosine Inclusion Jaccard
strength index index
Association strength 0.602 0.556 0.554
Cosine 0.892 0.800 0.971
Inclusion index 0.808 0.881 0.644
Jaccard index 0.832 0.952 0.708
Table 4.6: Correlations obtained for the term data set.
Association Cosine Inclusion Jaccard
strength index index
Association strength 0.653 0.347 0.688
Cosine 0.786 0.736 0.950
Inclusion index 0.562 0.799 0.511
Jaccard index 0.776 0.916 0.520
indicate that the practical relevance of the theoretical results presented by Egghe might
be somewhat limited.
The general conclusion that can be drawn from our empirical analysis is that there
are quite significant differences between various direct similarity measures and, hence,
that in practical applications it is important to use the measure that is most appropriate
for one’s purposes. In the next section, we discuss how an appropriate similarity mea-
sure can be chosen based on sound theoretical considerations. We focus in particular on
the case in which a similarity measure is used for normalization purposes.
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similarity measures
Similarity measures
Direct
similarity measures
Indirect
similarity measures
association strength
Bhattacharyya distance
cosine
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Probabilistic 
similarity measures
cosine
inclusion index
Jaccard index
generalized similarity index
Figure 4.3: Different types of similarity measures.
4.6 How To Normalize Co-Occurrence Data?
As we discussed in the previous sections, there are various ways in which similarities
between objects can be determined based on co-occurrence data. The different types of
similarity measures that can be used are shown in Figure 4.3. The first decision that one
has to make is whether to use a direct or an indirect similarity measure. If one decides
to use a direct similarity measure, one then has to decide whether to use a probabilistic
or a set-theoretic similarity measure.
We first briefly discuss the use of indirect similarity measures. As pointed out by
Schneider and Borlund (2007a), from a statistical perspective the use of an indirect
similarity measure is a quite unconventional approach.7 However, despite being un-
conventional, we do not believe that the approach has any fundamental statistical prob-
lems.8 Appropriate indirect similarity measures include the Bhattacharyya distance, the
7A similar approach is sometimes taken in psychological research (e.g., Rosenberg & Jones, 1972;
Rosenberg, Nelson, & Vivekananthan, 1968). In the psychological literature, there is some discussion
about the advantages and disadvantages of this approach (Drasgow & Jones, 1979; Simmen, 1996; Van
der Kloot & Van Herk, 1991).
8One of the issues that is sometimes raised is how the diagonal of a co-occurrence matrix should be
treated. From a theoretical point of view, there are in our opinion two satisfactory solutions. One solution
is to treat diagonal elements as missing values. The other solution is to set diagonal elements equal to the
number of times objects occur at least twice in the same document (see also Ahlgren et al., 2003).
94 How to Normalize Co-Occurrence Data? An Analysis of Some Well-Known Measures
cosine,9 and the Jensen-Shannon distance. These measures are known to have good
theoretical properties (Van Eck & Waltman, 2008). A very popular indirect similarity
measure, especially for author co-citation analysis (e.g., McCain, 1990; White & Grif-
fith, 1981; White & McCain, 1998), is the Pearson correlation. However, this measure
does not have good theoretical properties and should therefore not be used (Ahlgren et
al., 2003; Van Eck & Waltman, 2008). The chi-squared distance, which is proposed
as an indirect similarity measure by Ahlgren et al. (2003), also does not have all the
theoretical properties that we believe an appropriate indirect similarity measure should
have (Van Eck & Waltman, 2008). We note that theoretical studies of indirect similarity
measures can also be found in the psychometric literature (e.g., Zegers & Ten Berge,
1985). In this literature, the cosine is referred to as Tucker’s congruence coefficient.
The notions of direct and indirect similarity are fundamentally different. Direct and
indirect similarity measures may therefore lead to significantly different results (e.g.,
Schneider et al., 2009). In general, we believe the notion of direct similarity to be closer
to the intuitive idea of similarity. Consider two objects that do not co-occur at all but
that have quite similar co-occurrence profiles. The direct similarity between the objects
will be very low, while the indirect similarity between the objects will be quite high.
However, a high similarity between two objects that do not co-occur can be rather coun-
terintuitive, at least in certain contexts. For that reason, we believe that in general the
notion of direct similarity is more natural than the notion of indirect similarity. We note,
however, that indirect similarity measures may also have an advantage over direct simi-
larity measures. Compared with direct similarity measures, indirect similarity measures
are calculated based on a larger amount of data and most likely they therefore involve
less statistical uncertainty.
In the rest of this section, we focus our attention on the use of direct similarity
measures. Direct similarity measures determine the similarity between two objects by
taking the number of co-occurrences of the objects and adjusting this number for the
total number of occurrences of each of the objects. In scientometric research, when a
direct similarity measure is applied to co-occurrence data, the aim usually is to normal-
ize the data, that is, to correct the data for differences in the number of occurrences of
9There are two different similarity measures, a direct and an indirect one, that are both referred to as
the cosine. Here we mean the cosine as discussed by, for example, Ahlgren et al. (2003) and Van Eck and
Waltman (2008). This is a different measure than the one defined in (4.7).
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Figure 4.4: Relation between on the one hand the number of occurrences of a term and
on the other hand the average similarity of a term with other terms. In the left panel,
similarities are determined using the association strength. In the right panel, similarities
are determined using the cosine.
objects. This brings us to the main question of this chapter: How should co-occurrence
data be normalized? Or, in other words, which direct similarity measures are appropri-
ate for normalizing co-occurrence data and which are not? We argue that co-occurrence
data should always be normalized using a probabilistic similarity measure. Other di-
rect similarity measures are not appropriate for normalization purposes. In particular,
set-theoretic similarity measures should not be used to normalize co-occurrence data.
To see why probabilistic similarity measures have the right properties for normaliz-
ing co-occurrence data, recall that the number of co-occurrences of two objects can be
seen as the result of two independent effects, the similarity effect and the size effect.
As we discussed earlier in this chapter, probabilistic similarity measures correct for the
size effect. This follows from Property 4.13. Set-theoretic similarity measures do not
have this property, and they therefore do not properly correct for the size effect. As a
consequence, set-theoretic similarity measures have, on average, higher values for ob-
jects that occur more frequently (see also Luukkonen et al., 1993; Zitt et al., 2000). The
values of probabilistic similarity measures, on the other hand, do not depend on how
frequently objects occur. This difference between set-theoretic and probabilistic simi-
larity measures can easily be demonstrated empirically. In Figure 4.4, this is done for
the term data set discussed in the previous section. (The author data set and the journal
data set yield similar results.) The figure shows the relation between on the one hand
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the number of occurrences of a term and on the other hand the average similarity of a
term with other terms. In the left panel of the figure, similarities are determined using a
probabilistic similarity measure, namely the association strength. In this panel, there is
no substantial correlation between the number of occurrences of a term and the average
similarity of a term (r = −0.069, ρ = −0.029). This is very different in the right panel,
in which similarities are determined using a set-theoretic similarity measure, namely
the cosine. (The inclusion index and the Jaccard index yield similar results.) In the
right panel, there is a strong positive correlation between the number of occurrences of
a term and the average similarity of a term (r = 0.839, ρ = 0.882). Results such as
those shown in the right panel clearly indicate that set-theoretic similarity measures do
not properly correct for the size effect and, consequently, do not properly normalize co-
occurrence data. It follows from this observation that one should be very careful with
the interpretation of similarities that have been derived from co-occurrence data using
a set-theoretic similarity measure (see also Luukkonen et al., 1993; Zitt et al., 2000).
Moreover, when such similarities are analyzed using multivariate analysis techniques
such as multidimensional scaling or hierarchical clustering, one should pay special at-
tention to possible artifacts in the results of the analysis. When using multidimensional
scaling, for example, it is our experience that frequently occurring objects tend to cluster
together in the center of a solution.
To provide some additional insight why probabilistic similarity measures are more
appropriate for normalization purposes than set-theoretic similarity measures, we now
compare the main ideas underlying these two types of measures. Suppose that we are
performing a co-word analysis and that we want to determine the similarity between
two words, word i and word j. We consider two hypothetical scenarios, to which we
refer as scenario 1 and scenario 2. The scenarios are summarized in Table 4.7, and they
are illustrated graphically in the left and right panels of Figure 4.5. In each panel of
the figure, the light gray rectangle represents the set of all documents used in the co-
word analysis, the dark gray circle represents the set of all documents in which word
i occurs, and the striped circle represents the set of all documents in which word j
occurs. The area of a rectangle or circle is proportional to the number of documents in
the corresponding set.
As can be seen in Table 4.7 and Figure 4.5, in scenario 1 words i and j both occur
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Table 4.7: Summary of two hypothetical scenarios in a co-word analysis.
Scenario 1 Scenario 2
m 1 000 1 000
si 300 20
sj 300 20
cij 90 6
Association strength 0.001 0.015
Cosine 0.300 0.300
Inclusion index 0.300 0.300
Jaccard index 0.176 0.176
Figure 4.5: Graphical illustration of two hypothetical scenarios in a co-word analysis.
Scenario 1 is shown in the left panel. Scenario 2 is shown in the right panel.
quite frequently, while in scenario 2 they both occur relatively infrequently. In both
scenarios, however, the relative overlap of the set of documents in which word i occurs
and the set of documents in which word j occurs is the same. That is, in both scenarios
word i occurs in 30% of the documents in which word j occurs and, the other way
around, word j occurs in 30% of the documents in which word i occurs. Because the
relative overlap is the same, set-theoretic similarity measures, such as the cosine, the
inclusion index, and the Jaccard index, yield the same similarity between words i and
j in both scenarios (see Table 4.7). This is a consequence of Property 4.2. At first
sight, it might seem a natural result to have the same similarity between words i and
j in both scenarios. However, we argue that this result is far from natural, at least for
normalization purposes.
We first consider scenario 1 in more detail. In this scenario, words i and j each
occur in 30% of all documents. If there is no special relation between words i and j
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and if, as a consequence, occurrences of the two words are statistically independent,
one would expect the two words to co-occur in approximately 30%× 30% = 9% of all
documents. As can be seen in Table 4.7, words i and j co-occur in exactly 9% of all
documents. Hence, occurrences of words i and j seem to be statistically independent,
at least approximately, and there seems to be no strong relation between the two words.
We now consider scenario 2. In this scenario, words i and j each occur in 2% of
all documents. If occurrences of words i and j are statistically independent, one would
expect the two words to co-occur in approximately 0.04% of all documents. However,
words i and j co-occur in 0.6% of all documents, that is, they co-occur 15 times more
frequently than would be expected under the assumption of statistical independence.
Hence, there seems to be a quite strong relation between words i and j, definitely much
stronger than in scenario 1.
It is clear that set-theoretic similarity measures yield results that do not properly
reflect the difference between scenario 1 and scenario 2. This is because set-theoretic
similarity measures are based on the idea of measuring the relative overlap of sets in-
stead of the idea of measuring the deviation from statistical independence. Probabilistic
similarity measures, such as the association strength, are based on the latter idea, and
they therefore yield results that do properly reflect the difference between scenario 1
and scenario 2. As can be seen in Table 4.7, the association strength indicates that in
scenario 2 the similarity between words i and j is 15 times higher than in scenario 1.
This reflects that in scenario 2 the co-occurrence frequency of words i and j is 15 times
higher than would be expected under the assumption of statistical independence while
in scenario 1 the co-occurrence frequency of the two words equals the expected co-
occurrence frequency under the independence assumption.
4.7 Conclusions
We have studied the application of direct similarity measures to co-occurrence data.
Our survey of the scientometric literature has indicated that the most popular direct
similarity measures are the association strength, the cosine, the inclusion index, and the
Jaccard index. We have therefore focused most of our attention on these four measures.
To make a well-considered decision which measure is most appropriate for one’s pur-
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poses, we believe it to be indispensable to have a good theoretical understanding of the
properties of the various measures. In this chapter, we have analyzed these properties in
considerable detail. Our analysis has revealed that there are two fundamentally different
types of direct similarity measures. On the one hand, there are set-theoretic similarity
measures, which can be interpreted as measures of the relative overlap of two sets. On
the other hand, there are probabilistic similarity measures, which can be interpreted
as measures of the deviation of observed co-occurrence frequencies from expected co-
occurrence frequencies under an independence assumption. The cosine, the inclusion
index, and the Jaccard index are examples of set-theoretic similarity measures, while the
association strength is an example of a probabilistic similarity measure. Set-theoretic
and probabilistic similarity measures serve different purposes, and it therefore makes no
sense to argue that one measure is always better than another. In scientometric research,
however, similarity measures are usually used for normalization purposes, and we have
argued that in that specific case probabilistic similarity measures are much more appro-
priate than set-theoretic ones. Consequently, for most applications of direct similarity
measures in scientometric research, we advise against the use of set-theoretic similarity
measures and we recommend the use of a probabilistic similarity measure.
In addition to our theoretical analysis, we have also performed an empirical analysis
of the behavior of various direct similarity measures. The analysis has shown that in
practical applications the differences between various direct similarity measures can be
quite large. This indicates that the issue of choosing an appropriate similarity measure is
not only of theoretical interest but also has a high practical relevance. Another empirical
observation that we have made is that set-theoretic similarity measures yield systemat-
ically higher values for frequently occurring objects than for objects that occur only a
limited number of times. This confirms our theoretical finding that set-theoretic similar-
ity measures do not properly correct for size effects. Probabilistic similarity measures
do not have this problem.
There is one final comment that we would like to make. Above, we have argued
in favor of the use of probabilistic similarity measures in scientometric research. Since
probabilistic similarity measures are all proportional to each other, it does not really
matter which probabilistic similarity measure one uses. In this chapter, we have fo-
cused most of our attention on one particular probabilistic similarity measure, namely
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the association strength defined in (4.6). This measure shares with many other direct
similarity measures the property that it takes values between zero and one. For prac-
tical purposes, however, it may be convenient not to use the measure in (4.6) directly
but instead to multiply this measure by the number of documents m (e.g., Van Eck &
Waltman, 2007a; Van Eck, Waltman, et al., 2006a). This results in a slight variant of
the association strength. We have pointed out that this variant has the appealing prop-
erty that it equals one if the observed co-occurrence frequency of two objects equals the
co-occurrence frequency that would be expected under the assumption that occurrences
of the objects are statistically independent. It takes a value above or below one if the
observed co-occurrence frequency is, respectively, higher or lower than the expected
co-occurrence frequency under the independence assumption.
4.A Appendix
In this appendix, we prove the theoretical results presented in the chapter.
Proof of Proposition 4.1. We prove each property separately.
(Property 4.5) This property follows from Property 4.3. Property 4.3 implies that,
if cij > 0, S(cij, si, sj) > S(cij, si + 1, sj). Hence, if cij > 0, S(cij, si, sj) cannot take
its minimum value. This means that S(cij, si, sj) can take its minimum value only if
cij = 0. This proves Property 4.5.
(Property 4.6) This property follows from Properties 4.1, 4.2, and 4.3. Suppose that
cij = si = sj . For all (c′ij, s
′
i, s
′
j) ∈ DS such that c′ij = 0, Property 4.1 implies that
S(c′ij, s
′
i, s
′
j) ≤ S(cij, si, sj). For all (c′ij, s′i, s′j) ∈ DS such that c′ij > 0, Property 4.3
implies that S(c′ij, s
′
i, s
′
j) ≤ S(c′ij, c′ij, c′ij) and Property 4.2 implies that S(c′ij, c′ij, c′ij) =
S(cij, si, sj). Hence, for all (c′ij, s
′
i, s
′
j) ∈ DS , S(c′ij, s′i, s′j) ≤ S(cij, si, sj). This means
that, if cij = si = sj , S(cij, si, sj) takes its maximum value. This proves Property 4.6.
(Property 4.7) This property follows from Properties 4.1, 4.3, and 4.5. Properties 4.1
and 4.5 imply that, if cij = 0, S(cij, si, sj) cannot take its maximum value. Property 4.3
implies that, if 0 < cij < si or 0 < cij < sj , S(cij, si, sj) < S(cij, cij, cij). Hence,
if 0 < cij < si or 0 < cij < sj , S(cij, si, sj) cannot take its maximum value. It now
follows that S(cij, si, sj) can take its maximum value only if cij = si = sj . This proves
Property 4.7.
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(Property 4.8) This property follows from Properties 4.1, 4.2, 4.3, and 4.5. If cij =
0, the property follows trivially from Properties 4.1 and 4.5. We therefore focus on the
case in which cij > 0. Suppose, without loss of generality, that 0 < cij < si. Consider
an arbitrary constant α > 0, and let β = (cij + α)/cij . Property 4.2 implies that
S(βcij, βsi, βsj) = S(cij, si, sj). Moreover, because βcij = cij + α, βsi > si + α, and
βsj ≥ sj +α, Property 4.3 implies that S(βcij, βsi, βsj) < S(cij +α, si+α, sj +α). It
now follows that S(cij+α, si+α, sj+α) > S(cij, si, sj). This proves Property 4.8.
Proof of Proposition 4.2. Let S(cij, si, sj) denote an arbitrary set-theoretic similarity
measure that has Property 4.9. We start by showing that for all (cij, si, sj), (c′ij, s
′
i, s
′
j) ∈
DS the properties of set-theoretic similarity measures together with Property 4.9 are suf-
ficient to determine whether S(cij, si, sj) is greater than, less than, or equal to S(c′ij, s
′
i,
s′j). Suppose first that cij, c
′
ij > 0. Let α = cij/c
′
ij . Property 4.2 implies that S(αc
′
ij, αs
′
i,
αs′j) = S(c
′
ij, s
′
i, s
′
j). Moreover, taking into account that cij = αc
′
ij , it can be seen
that Property 4.9 determines whether S(cij, si, sj) is greater than, less than, or equal to
S(αc′ij, αs
′
i, αs
′
j). Hence, if cij, c
′
ij > 0, Properties 4.2 and 4.9 are sufficient to deter-
mine whether S(cij, si, sj) is greater than, less than, or equal to S(c′ij, s
′
i, s
′
j). Suppose
next that cij = 0 or c′ij = 0. Property 4.1 implies that S(cij, si, sj) = S(c
′
ij, s
′
i, s
′
j)
if cij = c′ij = 0. Furthermore, Properties 4.1 and 4.5 imply that S(cij, si, sj) >
S(c′ij, s
′
i, s
′
j) if cij > c
′
ij = 0 and, conversely, that S(cij, si, sj) < S(c
′
ij, s
′
i, s
′
j) if
c′ij > cij = 0. Hence, if cij = 0 or c
′
ij = 0, Properties 4.1 and 4.5 are sufficient to de-
termine whether S(cij, si, sj) is greater than, less than, or equal to S(c′ij, s
′
i, s
′
j). It now
follows that for all (cij, si, sj), (c′ij, s
′
i, s
′
j) ∈ DS the properties of set-theoretic similarity
measures together with Property 4.9 are sufficient to determine whether S(cij, si, sj) is
greater than, less than, or equal to S(c′ij, s
′
i, s
′
j). This implies that all set-theoretic sim-
ilarity measures that have Property 4.9 are monotonically related to each other. One of
these measures is the cosine defined in (4.7). Hence, all set-theoretic similarity mea-
sures that have Property 4.9 are monotonically related to the cosine. This completes the
proof of the proposition.
Proof of Proposition 4.3. The proof is analogous to the proof of Proposition 4.2 pro-
vided above.
Proof of Proposition 4.4. Let S(cij, si, sj) denote an arbitrary weak set-theoretic simi-
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larity measure that has Property 4.11. Property 4.11 implies that, if cij > 0, S(cij, si, sj)
> S(cij, si + 1, sj + 1). Hence, if cij > 0, S(cij, si, sj) cannot take its minimum value.
This means that S(cij, si, sj) can take its minimum value only if cij = 0. In other words,
S(cij, si, sj) has Property 4.5. This shows that all weak set-theoretic similarity measures
S(cij, si, sj) that have Property 4.11 also have Property 4.5. The rest of the proof is now
analogous to the proof of Proposition 4.2 provided above.
Proof of Proposition 4.5. It is easy to see that for all finite values of the parameter p the
generalized similarity index defined in (4.11) has Properties 4.1, 4.2, and 4.3. Hence, it
follows from Definition 4.3 that for all finite values of the parameter p the generalized
similarity index is a set-theoretic similarity measure. This completes the proof of the
proposition.
Proof of Proposition 4.6. Let S(cij, si, sj) denote an arbitrary probabilistic similarity
measure. Furthermore, let c′ij = cij/(sisj) for all i = j, and let s′i = 1 for all i. It
follows from Property 4.13 that S(cij, si, sj) = S(c′ij, s
′
i, s
′
j) for all i = j, and it follows
from Property 4.12 that S(c′ij, s
′
i, s
′
j) = αc
′
ij for all i = j and for some α > 0. Hence,
for all i = j and for some α > 0, S(cij, si, sj) = S(c′ij, s′i, s′j) = αc′ij = αcij/(sisj) =
αSA(cij, si, sj). In other words, S(cij, si, sj) is proportional to the association strength
defined in (4.6). This completes the proof of the proposition.
Proof of Corollary 4.7. The association strength defined in (4.6) does not have Prop-
erty 4.2 and is therefore not a (weak or non-weak) set-theoretic similarity measure. The
same is true for all measures that are proportional to the association strength. Conse-
quently, it follows from Proposition 4.6 that a probabilistic similarity measure cannot
also be a (weak or non-weak) set-theoretic similarity measure. This completes the proof
of the corollary.
Chapter 5
A Comparison of Two Techniques for
Bibliometric Mapping:
Multidimensional Scaling and VOS∗
Abstract
VOS is a new mapping technique that can serve as an alternative to the well-known
technique of multidimensional scaling. We present an extensive comparison be-
tween the use of multidimensional scaling and the use of VOS for constructing
bibliometric maps. In our theoretical analysis, we show the mathematical relation
between the two techniques. In our empirical analysis, we use the techniques for
constructing maps of authors, journals, and keywords. Two commonly used ap-
proaches to bibliometric mapping, both based on multidimensional scaling, turn
out to produce maps that suffer from artifacts. Maps constructed using VOS turn
out not to have this problem. We conclude that in general maps constructed using
VOS provide a more satisfactory representation of a data set than maps constructed
using well-known multidimensional scaling approaches.
∗This chapter is based on Van Eck, Waltman, Dekker, and Van den Berg (2010).
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5.1 Introduction
In the fields of bibliometrics and scientometrics, the idea of constructing science maps
based on bibliographic data has intrigued researchers already for several decades. Many
different types of maps have been studied. The various types of maps show relations
among, for example, authors, documents, journals, or keywords, and they have usually
been constructed based on citation, co-citation, or bibliographic coupling data or based
on data on co-occurrences of keywords in documents. Quite some different techniques
are available that can be used for constructing bibliometric maps. Without doubt, the
most popular technique is the technique of multidimensional scaling (MDS).1 MDS
has been widely used for constructing maps of authors (e.g. McCain, 1990; White &
Griffith, 1981; White & McCain, 1998), documents (e.g., Griffith et al., 1974; Small
& Garfield, 1985; Small et al., 1985), journals (e.g., McCain, 1991), and keywords
(e.g., Peters & Van Raan, 1993a, 1993b; Tijssen & Van Raan, 1989). Recently, a new
mapping technique was introduced that is intended as an alternative to MDS (Van Eck
& Waltman, 2007b). This new mapping technique is called VOS, which stands for
visualization of similarities. VOS has been used for constructing bibliometric maps in a
number of studies (Van Eck & Waltman, 2007a; Van Eck, Waltman, Noyons, & Buter,
2010; Van Eck, Waltman, et al., 2006a; Waaijer, Van Bochove, & Van Eck, 2010, 2011).
An extensive comparison between the use of MDS and the use of VOS for construct-
ing bibliometric maps does not yet exist. In this chapter, we present such a comparison.
We perform both a theoretical and an empirical analysis. In our theoretical analysis, we
discuss the mathematics underlying MDS and VOS and we point out how the two tech-
niques are mathematically related to each other. In our empirical analysis, we compare
three approaches for constructing bibliometric maps. Two approaches rely on MDS, and
the third approach relies on VOS. We use three data sets in our empirical analysis. One
data set comprises co-citations of authors in the field of information science, another
data set comprises co-citations of journals in the social sciences, and the third data set
comprises co-occurrences of keywords in the field of operations research. Our empir-
ical analysis indicates that maps constructed using either of the MDS approaches may
1Other techniques include the VxOrd technique (e.g., Boyack et al., 2005; Klavans & Boyack, 2006b),
the graph drawing techniques of Kamada and Kawai (1989) and Fruchterman and Reingold (1991), and
the pathfinder network technique (e.g., Schvaneveldt, 1990; Schvaneveldt et al., 1988; White, 2003b).
For overviews of various techniques, we refer to Bo¨rner et al. (2003) and White and McCain (1997).
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suffer from certain artifacts. Maps constructed using the VOS approach do not have this
problem. Based on this observation, we conclude that in general maps constructed using
the VOS approach provide a more satisfactory representation of the underlying data set
than maps constructed using either of the MDS approaches.
This chapter is organized as follows. First, we discuss the use of MDS and VOS
for constructing bibliometric maps and we study the mathematical relationship between
the two techniques. Next, we present an empirical comparison of three approaches
for constructing bibliometric maps, two approaches relying on MDS and one approach
relying on VOS. Finally, we summarize the conclusions of our research.
5.2 Multidimensional Scaling
In this section, we discuss the way in which MDS is typically used for constructing bib-
liometric maps. For more detailed discussions of MDS, we refer to Borg and Groenen
(2005) and T. F. Cox and Cox (2001). From now on, we assume that the construction of
bibliometric maps is done based on co-occurrence data (which includes co-citation data
and bibliographic coupling data as special cases). We use the following mathematical
notation. There are n items to be mapped, which are denoted by 1, . . . , n. The items
can be, for example, authors, documents, journals, or keywords. For i = j, the number
of co-occurrences of items i and j is denoted by cij (where cij = cji). The total number
of co-occurrences of item i is denoted by ci. Hence, ci =
∑
j =i cij .
Below, we first discuss the calculation of similarities between items, and we then
discuss the technique of MDS.
5.2.1 Similarity Measures
MDS is usually not applied directly to co-occurrence frequencies. This is because in
general co-occurrence frequencies do not properly reflect similarities between items
(e.g., Waltman & Van Eck, 2007). To see this, suppose that journals A and B publish
very similar articles. Suppose also that per year journal A publishes ten times as many
articles as journal B. Other things being equal, one would expect journal A to receive
about ten times as many citations as journal B and to have about ten times as many
co-citations with other journals as journal B. It is clear that the fact that journal A has
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more co-citations with other journals than journal B does not indicate that journal A is
more similar to other journals than journal B. It only indicates that journal A publishes
more articles than journal B. Because of this, co-occurrence frequencies in general do
not properly reflect similarities between items.
To determine similarities between items, co-occurrence frequencies are usually trans-
formed using a similarity measure. Two types of similarity measures can be distin-
guished, namely direct and indirect similarity measures.2 Direct similarity measures
(Van Eck & Waltman, 2009; also known as local similarity measures, see Ahlgren et
al., 2003) determine the similarity between two items by applying a normalization to
the co-occurrence frequency of the items. The underlying idea is that co-occurrence
frequencies can be interpreted as similarities only after one has corrected for the fact
that for some items the total number of occurrences or co-occurrences may be much
larger than for other items. Indirect similarity measures (also known as global similar-
ity measures) determine the similarity between two items by comparing two vectors of
co-occurrence frequencies. This is based on the idea that the similarity of two items
should depend on the way in which each of the two items is related to all other items.
The more two items have similar relations with other items, the more the two items
should be considered similar. Most researchers interested in mapping authors or jour-
nals based on co-citation data rely on indirect similarity measures. Other researchers
rely on direct similarity measures. However, direct and indirect similarity measures can
both be applied to any type of co-occurrence data. There is, for example, no reason to
confine the use of indirect similarity measures to author and journal co-citation data.
Various direct similarity measures are being used in the literature. Especially the
cosine and the Jaccard index are very popular. In a recent study (Van Eck & Waltman,
2009), we extensively analyzed a number of well-known direct similarity measures. We
argued that the most appropriate measure for normalizing co-occurrence frequencies is
the so-called association strength (e.g., Van Eck & Waltman, 2007a; Van Eck, Walt-
man, et al., 2006a). This measure is also known as the proximity index (e.g., Peters &
Van Raan, 1993b; Rip & Courtial, 1984) or as the probabilistic affinity index (e.g., Zitt
2Sometimes a distinction is made between similarity measures calculated based on a rectangular oc-
currence matrix and similarity measures calculated based on a square symmetric co-occurrence matrix
(e.g., Schneider et al., 2009). It can be shown that this distinction is mathematically equivalent with our
distinction between direct and indirect similarity measures (see also Van Eck & Waltman, 2009).
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et al., 2000). The association strength of items i and j is given by
ASij =
cij
cicj
. (5.1)
It can be shown that the association strength of items i and j is proportional to the ratio
between on the one hand the observed number of co-occurrences of i and j and on the
other hand the expected number of co-occurrences of i and j under the assumption that
co-occurrences of i and j are statistically independent (Van Eck & Waltman, 2009).
For a long time, the Pearson correlation has been the most popular indirect similarity
measure in the literature (e.g., McCain, 1990, 1991; White & Griffith, 1981; White
& McCain, 1998). Nowadays, however, it is well known that the use of the Pearson
correlation as an indirect similarity measure is not completely satisfactory (Ahlgren et
al., 2003; Van Eck & Waltman, 2008). A more satisfactory indirect similarity measure
is the well-known cosine.3 The cosine of items i and j is given by
COSij =
∑
k =i,j cikcjk√∑
k =i,j c
2
ik
∑
k =i,j c
2
jk
. (5.2)
For a discussion of some other indirect similarity measures, we refer to an earlier paper
(Van Eck & Waltman, 2008).
5.2.2 The Technique of Multidimensional Scaling
After similarities between items have been calculated, a map is constructed by applying
MDS to the similarities. The aim of MDS is to locate items in a low-dimensional space
in such a way that the distance between any two items reflects the similarity or related-
ness of the items as accurately as possible. The stronger the relation between two items,
the smaller the distance between the items.
Let sij denote the similarity between items i and j given by some direct or indirect
similarity measure. For each pair of items i and j, MDS requires as input a proximity
pij (i.e., a similarity or dissimilarity) and, optionally, a weight wij (wij ≥ 0). In the bib-
liometric mapping literature, the proximities pij are typically set equal to the similarities
3There are two different similarity measures, a direct and an indirect one, that are both referred to as
the cosine. These two measures should not be confused with each other.
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sij . The weights wij are typically not provided, in which case MDS uses wij = 1 for all
i and j. To determine the locations of items in a map, MDS minimizes a so-called stress
function. The most commonly used stress function is given by
σ(x1, . . . ,xn) =
∑
i<j wij (f(pij)− ‖xi − xj‖)2∑
i<j wijf(pij)
2
, (5.3)
where f denotes a transformation function for the proximities pij and xi denotes the
location of item i.4 Typically, bibliometric maps have two dimensions and rely on the
Euclidean distance measure. This means that xi = (xi1, xi2) and that
‖xi − xj‖ =
√
(xi1 − xj1)2 + (xi2 − xj2)2. (5.4)
As can be seen from Equation 5.3, MDS determines the locations of items in a map by
minimizing the (weighted) sum of the squared differences between on the one hand the
transformed proximities of items and on the other hand the distances between items in
the map. For this idea to make sense, the transformation function f has to be increasing
when the proximities pij are dissimilarities and decreasing when the proximities pij are
similarities.
Depending on the transformation function f , different types of MDS can be distin-
guished. The three most important types of MDS are ratio MDS, interval MDS, and
ordinal MDS. Ratio and interval MDS are also referred to as metric MDS, while ordinal
MDS is also referred to as non-metric MDS. Ratio MDS treats the proximities pij as
measurements on a ratio scale. Likewise, interval and ordinal MDS treat the proxim-
ities pij as measurements on, respectively, an interval and an ordinal scale.5 In ratio
MDS, f is a linear function without an intercept. In interval MDS, f can be any linear
function, and in ordinal MDS, f can be any monotone function. We note that it makes
no sense to use ratio MDS when the proximities pij are similarities. This is because f
would then have to be a linearly decreasing function through the origin, which means
4The stress function in Equation 5.3 is referred to as the normalized raw stress function. Various alter-
native stress functions are discussed in the MDS literature (e.g., Borg & Groenen, 2005). In this chapter,
however, we do not consider these alternative stress functions. The normalized raw stress function is used
by most MDS programs, including the PROXSCAL program in SPSS. Some MDS programs, such as the
ALSCAL program in SPSS, use a somewhat different stress function.
5For a discussion of the concepts of ratio scale, interval scale, and ordinal scale, see Stevens (1946).
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that all transformed proximities would be negative or zero. In the bibliometric mapping
literature, researchers often do not state which type of MDS they use. The proximities
pij are typically set equal to the similarities sij , which means that ratio MDS cannot be
used. There are a few well-known studies in which the use of ordinal MDS is reported
(McCain, 1990; White & Griffith, 1981; White & McCain, 1998).
The stress function in Equation 5.3 can be minimized using an iterative algorithm.
Various different algorithms are available. A popular algorithm is the SMACOF algo-
rithm (e.g., Borg & Groenen, 2005). This algorithm relies on a technique known as
iterative majorization. The SMACOF algorithm is used by the PROXSCAL program in
SPSS.
5.3 VOS
In this section, we discuss the use of VOS for constructing bibliometric maps. The
aim of VOS is the same as that of MDS. Hence, VOS aims to locate items in a low-
dimensional space in such a way that the distance between any two items reflects the
similarity or relatedness of the items as accurately as possible. As discussed below,
VOS differs from MDS in the way in which it attempts to achieve this aim.
For each pair of items i and j, VOS requires as input a similarity sij (sij ≥ 0).
VOS treats the similarities sij as measurements on a ratio scale. The similarities sij are
typically calculated using the association strength defined in Equation 5.1 (e.g., Van Eck
& Waltman, 2007a; Van Eck, Waltman, et al., 2006a). VOS determines the locations of
items in a map by minimizing
V (x1, . . . ,xn) =
∑
i<j
sij ‖xi − xj‖2 (5.5)
subject to
2
n(n− 1)
∑
i<j
‖xi − xj‖ = 1. (5.6)
Hence, the idea of VOS is to minimize a weighted sum of the squared distances between
all pairs of items. The squared distance between a pair of items is weighed by the
similarity between the items. To avoid trivial solutions in which all items have the same
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location, the constraint is imposed that the average distance between two items must be
equal to one.
There are two computer programs in which the VOS mapping technique has been
implemented. Both programs are freely available. A simple open source program is
available at http://www.neesjanvaneck.nl/vos/, and a more advanced program called
VOSviewer (Van Eck & Waltman, 2010) is available at http://www.vosviewer.com. The
two programs both use a variant of the SMACOF algorithm mentioned above to perform
the minimization of Equation 5.5 subject to Equation 5.6.
We note that the objective function in Equation 5.5 has an interesting property.6 To
show this property, we introduce the idea of the ideal location of an item. We define the
ideal location of item i as
x∗i =
∑
j =i sijxj∑
j =i sij
. (5.7)
That is, the ideal location of item i is defined as a weighted average of the locations of
all other items, where the location of an item is weighed by the item’s similarity with
item i. (Notice the analogy with the concept of center of gravity in physics.) The ideal
location of an item seems to be the most natural location an item can have. Because of
this, it seems desirable that items are located as close as possible to their ideal location.
This is exactly what the objective function in Equation 5.5 seeks to achieve. To see this,
suppose that the locations of all items except item i are fixed, and ignore the constraint in
Equation 5.6. Minimization of the objective function can then be performed analytically
and results in xi being equal to x∗i defined in Equation 5.7. Hence, if the locations of
all items except item i are fixed and if the constraint is ignored, minimization of the
objective function causes item i to be located exactly at its ideal location. Of course,
items do not have fixed locations, and solutions are determined not only by the objective
function but also by the constraint. For these reasons, items will in general not be located
exactly at their ideal location. However, due to the objective function, items at least tend
to be located close to their ideal location.
6Mapping techniques based on the objective function in Equation 5.5 have also been proposed by
Belkin and Niyogi (2003) and by Davidson, Hendrickson, Johnson, Meyers, and Wylie (1998). However,
the constraints used by these researchers are different from the constraint in Equation 5.6. In our experi-
ence, the constraint in Equation 5.6 yields much more satisfactory results than the alternative constraints
used by other researchers.
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5.4 Relationship BetweenMultidimensional Scaling and
VOS
In this section, we study the mathematical relationship between MDS and VOS. We
show that, under certain conditions, MDS and VOS are closely related.
As discussed above, when researchers use MDS for constructing bibliometric maps,
they typically rely on ordinal or interval MDS. However, when MDS is applied to sim-
ilarities calculated using the association strength defined in Equation 5.1, the use of
ordinal or interval MDS is not completely satisfactory. This can be seen as follows.
Suppose that items i and j have twice as many co-occurrences as items i and k. Sup-
pose also that the total number of co-occurrences of item j equals the total number of
co-occurrences of item k. Calculation of similarities using the association strength then
yields sij = 2sik. Based on this, it seems natural to expect that in a map that perfectly
represents the co-occurrences the distance between items i and j equals half the distance
between items i and k. Of course, due to the inherent limitations of a low-dimensional
Euclidean space, a map in which co-occurrences are perfectly represented usually can-
not be constructed. However, ordinal and interval MDS do not even try to construct
such a map. This is because in some sense the transformation function f has too much
freedom in these types of MDS. In ordinal MDS, for example, f can be any monoton-
ically decreasing function, which means that any map in which the distance between
items i and j is smaller than the distance between items i and k may serve as a perfect
representation of the equality sij = 2sik. Hence, ordinal MDS may be indifferent be-
tween, for example, a map in which the distance between items i and j equals exactly
half the distance between items i and k and a map in which the distance between items
i and j is just slightly smaller than the distance between items i and k.
We now propose an alternative way in which MDS can be applied to similarities
calculated using the association strength (or to any other similarities that can be treated
as measurements on a ratio scale). Our alternative approach does not have the above-
mentioned disadvantage of ordinal and interval MDS. In our approach, we choose the
transformation function f to be simply the identity function, which means that f(pij) =
pij . Using this transformation function, it is easy to see that minimization of the stress
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function in Equation 5.3 is equivalent with minimization of
σˆ(x1, . . . ,xn) =
∑
i<j
wij ‖xi − xj‖2 − 2
∑
i<j
wijpij ‖xi − xj‖ . (5.8)
Equation 5.8 makes sense only if the proximities pij are dissimilarities. Because of
this, we cannot set the proximities pij equal to the similarities sij . Instead, we first
have to convert the similarities sij into dissimilarities dij . Converting similarities into
dissimilarities can be done in many ways. We use the conversion given by dij = 1/sij .
This conversion has the natural property that if in a perfect map the distance between
one pair of items is twice as large as the distance between another pair of items, the
similarity between the first pair of items is twice as low as the similarity between the
second pair of items. Substitution of pij = dij = 1/sij in Equation 5.8 yields
σˆ(x1, . . . ,xn) =
∑
i<j
wij ‖xi − xj‖2 − 2
∑
i<j
wij
1
sij
‖xi − xj‖ . (5.9)
If two items i and j do not have any co-occurrences with each other, Equation 5.1
implies that sij = 0. This results in a division by zero in Equation 5.9. To circumvent
this problem, we do not set the weights wij equal to one, but we instead define the
weights wij as an increasing function of the similarities sij . More specifically, we define
wij = sij .7 Equation 5.9 then becomes
σˆ(x1, . . . ,xn) =
∑
i<j
sij ‖xi − xj‖2 − 2
∑
i<j
‖xi − xj‖ . (5.10)
Interestingly, there turns out to be a close relationship between on the one hand the
problem of minimizing Equation 5.10 and on the other hand the problem of minimizing
Equation 5.5 subject to Equation 5.6. This is stated formally in the following proposi-
tion.
Proposition 5.1.
7Hence, wij increases linearly with sij . This is the most natural way to define wij . If wij increases
slower than linearly with sij , the division by zero problem remains. If wij increases faster than linearly
with sij , there is no penalty for locating two completely non-similar items close to each other in a map.
We further note that wij = sij is equivalent with wij = 1/dij . This is exactly how weights are chosen in
the well-known Sammon mapping variant of MDS (Sammon, 1969).
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(i) If X = (x1, . . . ,xn) is a globally optimal solution to the problem of minimiz-
ing Equation 5.10, then there exists a positive real number c such that cX is a
globally optimal solution to the problem of minimizing Equation 5.5 subject to
Equation 5.6.
(ii) If X = (x1, . . . ,xn) is a globally optimal solution to the problem of minimizing
Equation 5.5 subject to Equation 5.6, then there exists a positive real number c such
that cX is a globally optimal solution to the problem of minimizing Equation 5.10.
The proof of this proposition is provided in Appendix 5.A. It follows from the proposi-
tion that, under certain conditions, MDS and VOS are closely related. More specifically,
the proposition indicates that VOS can be regarded as a kind of weighted MDS with
proximities and weights chosen in a special way.
5.5 Empirical Comparison
We now present an empirical comparison of three approaches for constructing biblio-
metric maps. Two approaches rely on MDS, and the third approach relies on VOS. The
two MDS approaches differ from each other in the similarity measure they use. One
MDS approach uses a direct similarity measure, namely the association strength defined
in Equation 5.1. The other MDS approach uses an indirect similarity measure, namely
the cosine defined in Equation 5.2. From now on, we refer to the two MDS approaches
as the MDS-AS approach and the MDS-COS approach. Like the MDS-AS approach,
the VOS approach also uses the association strength similarity measure. Because VOS
has been developed to be used specifically in combination with this similarity measure,
we do not study the use of VOS in combination with other similarity measures.
Below, we first discuss the data sets that we use in our empirical comparison, and
we then discuss the results of the comparison. We also briefly consider the phenomenon
of circular maps.
5.5.1 Data Sets
We use three data sets in our empirical comparison. One data set comprises co-citations
of authors in the field of information science, another data set comprises co-citations
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of journals in the social sciences, and the third data set comprises co-occurrences of
keywords in the field of operations research. We refer to the data sets as, respectively,
the authors data set, the journals data set, and the keywords data set. All three data sets
were obtained from the Web of Science database. We have made the data sets available
at http://www.neesjanvaneck.nl/comparison mds vos/.
The authors data set was collected as follows. We first delineated the field of infor-
mation science. To do so, we selected the 36 journals that, based on co-citation data,
are most closely related to the Journal of the American Society for Information Science
and Technology (JASIST).8 These journals and JASIST itself constituted our set of in-
formation science journals. This set of journals is shown in Table 5.1. Next, we selected
all articles with at least 4 citations (excluding self citations) that were published in our
set of information science journals between 1999 and 2008. We then counted for each
author the number of selected articles.9 All authors with at least 3 selected articles were
included in the authors data set. There were 405 authors that satisfied this criterion. Fi-
nally, we counted the number of co-citations of each pair of authors in the authors data
set. The co-citation frequency of two authors takes into account all articles published
by the authors in our set of information science journals between 1999 and 2008.
To collect the journals data set, we first selected all journals in the Web of Science
database that belong to at least one social science subject category. We then counted the
number of co-citations of each pair of journals. We took into account all citations from
articles published between 2004 and 2008 to articles published at most 10 years earlier.
Finally, we included in the journals data set all journals with more than 25 co-citations.
There were 2079 journals that satisfied this criterion.
The keywords data set has already been used in an earlier paper (Van Eck, Waltman,
Noyons, & Buter, 2010). The data set includes 831 keywords that were automatically
identified in the abstracts (and titles) of 7492 articles published in 15 operations research
journals between 2001 and 2006. The co-occurrence frequency of two keywords was
obtained by counting the number of abstracts in which the keywords both occur.
8The Journal of the American Society for Information Science and Technology and its predecessor,
the Journal of the American Society for Information Science, were treated as a single journal.
9Author name disambiguation was performed using an algorithm that we have developed ourselves.
A few corrections were made manually. Unlike in some other author co-citation studies, all authors of an
article were taken into account, not just the first author.
5.5 Empirical Comparison 115
Table 5.1: Set of journals used to delineate the field of information science.
ACM Transactions on Information Systems
Annual Review of Information Science and Technology
Aslib Proceedings
Bulletin of the Medical Library Association
College and Research Libraries
Computers and the Humanities
Electronic Library
Information Processing and Management
Information Research-An International Electronic Journal
Information Retrieval
Information Technology and Libraries
Interlending and Document Supply
Journal of Academic Librarianship
Journal of Documentation
Journal of Information Science
Journal of Librarianship and Information Science
Journal of Scholarly Publishing
Journal of the American Society for Information Science and Technology & Knowledge Organization
Law Library Journal
Learned Publishing
Library and Information Science Research
Library Collections Acquisitions and Technical Services
Library Journal
Library Quarterly
Library Resources and Technical Services
Library Trends
Libri
Online
Online Information Review
Portal-Libraries and the Academy
Proceedings of the ASIS Annual Meeting
Program-Electronic Library and Information Systems
Reference and User Services Quarterly
Research Evaluation
Scientometrics
Serials Review
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Table 5.2: Stress values calculated using Equation 5.3 for the MDS-AS and MDS-COS
approaches.
MDS-AS MDS-COS
Authors 0.12 0.04
Journals 0.14 0.05
Keywords 0.16 0.07
5.5.2 Results
For each of the three data sets that we consider, three maps were constructed, one
using the MDS-AS approach, one using the MDS-COS approach, and one using the
VOS approach. All maps are two-dimensional. MDS was run using the PROXS-
CAL program in SPSS. Both MDS approaches used ordinal MDS.10 100 random starts
of the optimization algorithm were used in all three mapping approaches.11 For the
MDS approaches, stress values calculated using Equation 5.3 are reported in Table 5.2.
The nine maps that were obtained are available online at http://www.neesjanvaneck.nl/
comparison mds vos/, where they can be examined in detail using the VOSviewer soft-
ware (Van Eck & Waltman, 2010). The global structure of each of the maps is shown in
Figure 5.1. In this figure, circles are used to indicate the location of an item. The size
of a circle reflects an item’s total number of co-occurrences. In order to facilitate the
interpretation of the maps, items were clustered using a clustering technique. We used
the clustering technique proposed by (Waltman, Van Eck, & Noyons, 2010). Colors are
used to indicate the cluster to which an item belongs.
To evaluate the maps shown in Figure 5.1, our criterion is the accuracy with which
distances in a map reflect the similarity or relatedness of items. Sometimes other criteria
are considered important as well, such as a roughly equal distribution of items in a map
or a clearly visible separation between clusters of items. It is argued that maps satisfying
such ‘aesthetic’ criteria are easier to interpret. Clearly, different criteria can be conflict-
10Ties in the data were kept tied. This is sometimes referred to as the secondary approach to ties (Borg
& Groenen, 2005). The secondary approach to ties is the default setting in the PROXSCAL program.
11In the case of the MDS-AS approach, rather stringent convergence criteria were required for the
optimization algorithm. Without such criteria, the algorithm was very sensitive to local optima. Due to
the stringent convergence criteria, the application of the MDS-AS approach to the journals data set took
more than two days of computing time on a standard desktop computer. For comparison, the application
of the VOS approach to the same data set took less than ten minutes of computing time.
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Figure 5.1: Global structure of nine maps. Each row corresponds with a data set. Each
column corresponds with a mapping approach.
ing with each other. For example, having well-separated clusters of items may conflict
with having distances that accurately reflect the similarity or relatedness of items. In this
chapter, our choice is to focus exclusively on the latter criterion. This is consistent with
the objective for which techniques such as MDS and VOS were originally developed.
Other techniques, often referred to as graph-drawing techniques (e.g., Fruchterman &
Reingold, 1991; Kamada & Kawai, 1989), were developed with a different objective
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in mind and give more weight to aesthetic criteria such as the ones mentioned above.
However, these techniques, although valuable in their own right, are not the subject of
study of this chapter.
As can be seen in Figure 5.1, the MDS-AS, MDS-COS, and VOS approaches pro-
duce quite different maps. Although all three approaches succeed to some extent in
separating items belonging to different clusters, the global structure of the maps pro-
duced by the three approaches is very different. The MDS-AS approach produces maps
with the shape of an almost perfect circle. The distribution of items within a circle is
more or less uniform, in particular when the number of items is large, as in the case of
the journals and keywords data sets. The maps produced by the MDS-COS approach
also seem to have a tendency to be somewhat circular, but this effect is much weaker
than in the case of the MDS-AS approach. A notable property of the maps produced
by the two MDS approaches is that important items (i.e., items with a large number of
co-occurrences) tend to be located toward the center of a map. This is especially clear
in the case of the authors and keywords data sets. Many relatively unimportant items
are scattered throughout the periphery of a map. In the maps produced by the VOS
approach, no effects are visible similar to those observed in the case of the two MDS
approaches. Hence, the VOS approach does not seem to have a tendency to produce
circular maps. It also does not seem to locate important items toward the center of a
map. Instead, the VOS approach seems to produce maps in which important and less
important items are distributed fairly evenly over the central and peripheral areas.
We emphasize that the results shown in Figure 5.1 are quite robust. The results do
not change much when interval MDS is used rather than ordinal MDS. Using MDS
combined with direct similarity measures other than the association strength also does
not have much effect on the results. Furthermore, the results shown in Figure 5.1 are
relatively independent of the data sets that we use. We investigated numerous other
data sets, and this yielded very similar results. However, the almost perfectly circular
structure of maps produced by the MDS-AS approach was not observed in the case of
data sets with only a relatively small number of items (e.g., less than 100 items). In the
bibliometric mapping literature, a clear example of a circular map produced by MDS can
be found in a study by Blatt (2009). Blatt used a data set of almost 5000 items. Most
bibliometric mapping studies reported in the literature rely on data sets with a much
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smaller number of items. In such studies, MDS typically does not produce circular
maps, although a tendency toward a circular structure sometimes seems visible.12
We now focus on one data set in more detail. This is the data set of authors in the
field of information science. We note that somewhat similar data sets have also been
analyzed in a paper by Persson (1994), in a well-known study by White and McCain
(1998), and more recently in the work of Zhao and Strotmann (2008a, 2008b, 2008c)
and C. Chen, Ibekwe-SanJuan, and Hou (2010). Maps of the authors data set constructed
using the MDS-AS, MDS-COS, and VOS approaches are shown in Figures 5.2, 5.3,
and 5.4, respectively. These are the same maps as the ones shown in the top row of
Figure 5.1.
In various studies of the field of information science (e.g., A˚stro¨m, 2007; White &
McCain, 1998; Zhao & Strotmann, 2008a, 2008b, 2008c), it has been found that the field
consists of two quite independent subfields. We adopt the terminology of A˚stro¨m (2007)
and refer to the subfields as information seeking and retrieval (ISR) and informetrics.
Comparing the maps in Figures 5.2, 5.3, and 5.4, it can be observed that the separation
of the subfields is clearly visible in the VOS map, somewhat less visible in the MDS-
COS map, and least visible in the MDS-AS map.13 In the VOS map, the right part
represents the informetrics subfield (e.g., Egghe, Gla¨nzel, and Van Raan) and the left
part represents the ISR subfield (e.g., Baeza-Yates, Jansen, Robertson, Spink, Tenopir,
and Wilson). There is only a relatively weak connection between the subfields. In the
MDS-COS map, the middle right part represents the informetrics subfield and the rest
of the map represents the ISR subfield. A striking property of the map is that the ISR
subfield is rather scattered, with the most prominent authors (in terms of the number
of co-citations) appearing in the center of the map and many somewhat less prominent
authors appearing in the periphery. In the MDS-AS map, the middle right part represents
the informetrics subfield and the rest of the map represents the ISR subfield. As noted
earlier, the map has the shape of an almost perfect circle. The informetrics subfield is
partly surrounded by the ISR subfield, with some empty space indicating the separation
of the subfields. Prominent authors in the ISR subfield are located toward the center of
12We note that MDS is not the only mapping technique with a tendency to produce circular maps.
See for example Boyack et al. (2005), Heimeriks et al. (2003), Klavans and Boyack (2006b), and Noll,
Fro¨hlich, and Schiebel (2002).
13In the maps, the green cluster corresponds with the informetrics subfield and the blue and red clusters
correspond with the ISR subfield.
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Figure 5.2: Map of the authors data set constructed using the MDS-AS approach.
the map. Less prominent authors tend to be located in the top and bottom parts of the
map. This is quite similar to the MDS-COS map.
A distinction is sometimes made between “hard” and “soft” ISR research (e.g.,
A˚stro¨m, 2007; Persson, 1994; White & McCain, 1998). Hard ISR research is system-
oriented and is for example concerned with the development and the experimental eval-
uation of information retrieval algorithms. Soft ISR research, on the other hand, is
user-oriented and studies for example users’ information needs and information behav-
ior. The distinction between hard and soft ISR research is visible in all three maps. In
the VOS map, the lower left part represents hard ISR research (e.g., Baeza-Yates and
Robertson) and the middle left and upper left parts represent soft ISR research (e.g.,
Jansen, Spink, Tenopir, and Wilson). In the MDS-COS and MDS-AS maps, the lower
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Figure 5.3: Map of the authors data set constructed using the MDS-COS approach.
part represents hard ISR research and the middle and upper parts represent soft ISR re-
search. As can be seen from all three maps, there is much more soft ISR research than
hard ISR research. This is similar to what was found by A˚stro¨m (2007).
The above comparison of the three maps of the authors data set indicates that the
MDS-AS, MDS-COS, and VOS approaches all three succeed reasonably well in locat-
ing similar authors close to each other. However, the comparison also makes clear that
the MDS-AS and MDS-COS approaches suffer from serious artifacts. Both approaches
have a tendency to locate the most prominent authors in the center of a map and less
prominent authors in the periphery. Due to this tendency, the separation of subfields
becomes more difficult to see. The MDS-AS approach also has a strong tendency to
locate authors in a circular structure. This tendency further distorts the way in which
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Figure 5.4: Map of the authors data set constructed using the VOS approach.
a field is represented. Unlike the two MDS approaches, the VOS approach does not
seem to suffer from artifacts. That is, the VOS approach does not seem to impose any
artificial structure on a map. Our findings based on the maps of the authors data set
are confirmed when examining the maps of the journals and keywords data sets. A
detailed discussion of the latter maps is beyond the scope of this chapter. We note,
however, that an examination of these maps indicates the same artifacts of the MDS-AS
and MDS-COS approaches as discussed above. The interested reader can verify this at
http://www.neesjanvaneck.nl/comparison mds vos/.
The maps in Figures 5.2 and 5.3 indicate the consequences of the artifacts from
which the MDS-AS and MDS-COS approaches suffer. In these maps, a number of
prominent ISR authors (e.g., Spink, Wang, and Wilson) are located equally close or
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even closer to various informetrics authors than to some of their less prominent ISR col-
leagues. However, contrary to what the maps seem to suggest, there is in fact very little
interaction between the prominent ISR authors and the informetrics authors. The rela-
tively small distance between these two groups of authors therefore does not properly
reflect the structure of the field of information science. The small distance is merely a
technical artifact, caused by the tendency of the MDS-AS and MDS-COS approaches to
locate important items in the center of a map. It follows from this observation that dis-
tances in maps constructed using the MDS approaches may not always give an accurate
representation of the relatedness of items. Hence, in the case of the MDS approaches,
the validity of the interpretation of a distance as an (inverse) measure of relatedness
seems questionable. The VOS map in Figure 5.4 does properly reflect the large sep-
aration between the prominent ISR authors and the informetrics authors. In this map,
the interpretation of a distance as a measure of relatedness therefore seems valid. We
note that the journal and keyword maps available online provide similar examples of the
consequences of the MDS artifacts.
5.5.3 Explanation for Circular Maps
Finally, let us consider the phenomenon of the circular maps produced by the MDS-
AS approach in somewhat more detail. Although this phenomenon may seem puzzling
at first sight, it actually has a quite straightforward explanation.14 Co-occurrence data
typically consists for a large part of zeros. For example, in the case of the authors,
journals, and keywords data sets, respectively 73%, 75%, and 89% of all pairs of items
have zero co-occurrences. It follows from Equation 5.1 that, when two items have a
co-occurrence frequency of zero, their association strength equals zero as well. This
means that in the MDS-AS approach MDS is typically applied to similarity data that
consists largely of zeros. MDS attempts to determine the locations of items in a map in
such a way that for each pair of items with a similarity of zero the distance between the
items is the same. In the case of similarity data that consists largely of zeros, it is not
possible to construct a low-dimensional map with exactly the same distance between
each pair of items with a similarity of zero. MDS can only try to approximate such
a map as closely as possible. Our empirical analysis indicates that the best possible
14For an explanation similar to ours, see Martı´n-Merino and Mun˜oz (2004).
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approximation is a map with an almost perfectly circular structure. This is in fact not a
very surprising finding, since it is well known in the MDS literature that MDS produces
perfectly circular maps when all similarities between items are equal (Borg & Groenen,
2005; De Leeuw & Stoop, 1984; for a rigorous mathematical analysis, see Buja, Logan,
Reeds, & Shepp, 1994). In our empirical analysis, not all similarities between items are
equal but only a large proportion. The circular structure of our maps is therefore not
perfect but almost perfect.
In our empirical analysis, the VOS approach is applied to the same similarity data
as the MDS-AS approach. Hence, the VOS approach is also applied to similarity data
that consists for a large part of zeros. This raises the question why, unlike the MDS-AS
approach, the VOS approach does not produce circular maps. To answer this question,
recall how MDS and VOS are related to each other. As discussed earlier, VOS can be
regarded as a kind of weighted MDS with proximities and weights chosen in a special
way. More precisely, in the case of VOS, the proximity of two items is set equal to
the inverse of the similarity of the items. The weight of two items is set equal to the
similarity of the items. From this point of view, one can say that the VOS approach
distinguishes itself from the MDS-AS approach in that it does not give equal weight
to all pairs of items. The VOS approach gives more weight to more similar pairs of
items. It gives little weight to pairs of items with a low similarity. As mentioned above,
similarity data is typically dominated by low values, in particular by zeros. These low
values cause the MDS-AS approach to produce circular maps. In the case of the VOS
approach, however, pairs of items with a low similarity receive little weight and there-
fore have little effect on a map. Because of this, the VOS approach does not produce
circular maps.
5.6 Conclusions
VOS is a new mapping technique that is intended as an alternative to the well-known
technique of MDS. We have presented an extensive comparison between the use of
MDS and the use of VOS for constructing bibliometric maps. Our analysis has been
partly theoretical and partly empirical. In our theoretical analysis, we have studied the
mathematical relationship between MDS and VOS. We have shown that VOS can be
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regarded as a kind of weighted MDS with proximities and weights chosen in a special
way. In our empirical analysis, we have compared three approaches for constructing
bibliometric maps, two approaches relying on MDS and one approach relying on VOS.
We have found that maps constructed using the VOS approach provide a more satisfac-
tory representation of the underlying data set than maps constructed using either of the
MDS approaches. The somewhat disappointing performance of the MDS approaches
is due to two artifacts from which these approaches suffer. One artifact is the tendency
to locate the most important items in the center of a map and less important items in
the periphery. The other artifact is the tendency to locate items in a circular structure.
Unlike the MDS approaches, the VOS approach does not seem to suffer from artifacts.
It is worth emphasizing that our empirical findings are quite robust. We have made the
same findings for three fairly different data sets. These data sets differ from each other
in size (405, 831, or 2079 items), in type of item (authors, journals, or keywords), and in
concept of similarity (co-citation in a reference list or co-occurrence in an abstract). We
note, however, that in the case of small data sets (e.g., data sets of less than 100 items)
the artifacts of the MDS approaches tend to be much less serious. Hence, the VOS
approach yields improved results mainly in the case of medium and large data sets.
The interested reader who would like to try out the VOS approach to bibliometric
mapping can easily do so using the VOSviewer software (Van Eck & Waltman, 2010)
that is freely available at http://www.vosviewer.com. The software offers a graphical
user interface that provides easy access to the VOS mapping technique. In addition, the
software also comprehensively supports the visualization and interactive examination
of bibliometric maps.
5.A Appendix
In this appendix, a proof of Proposition 5.1 is provided. The two parts of the proposition
will be proven separately. Both parts will be proven by contradiction.
First consider part (i) of Proposition 5.1. Let X = (x1, . . . ,xn) denote a globally
optimal solution to the problem of minimizing Equation 5.10, and letY = (y1, . . . ,yn)
denote a globally optimal solution to the problem of minimizing Equation 5.5 subject to
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Equation 5.6. Let c be given by
c =
n(n− 1)
2
∑
i<j ‖xi − xj‖
. (5.11)
Furthermore, define U = cX and V = Y/c. It follows from Equation 5.11 that U
satisfies the constraint in Equation 5.6. Assume that U is not a globally optimal solution
to the problem of minimizing Equation 5.5 subject to Equation 5.6. This assumption
implies that ∑
i<j
sij ‖ui − uj‖2 >
∑
i<j
sij ‖yi − yj‖2 . (5.12)
It then follows that
∑
i<j
sij ‖xi − xj‖2 >
∑
i<j
sij ‖vi − vj‖2 . (5.13)
Extending both the left-hand side and the right-hand side of this inequality with an
additional term, where the additional term in the left-hand side equals the additional
term in the right-hand side, yields
∑
i<j
sij ‖xi − xj‖2 − 2
∑
i<j
‖xi − xj‖ >
∑
i<j
sij ‖vi − vj‖2 − 2
∑
i<j
‖vi − vj‖ . (5.14)
This inequality implies that X is not a globally optimal solution to the problem of min-
imizing Equation 5.10. However, this contradicts the way in which X was defined.
Consequently, the assumption that U is not a globally optimal solution to the problem
of minimizing Equation 5.5 subject to Equation 5.6 must be false. This proves part (i)
of Proposition 5.1.
Now consider part (ii) of Proposition 5.1. This part will be proven in a similar way
as part (i). Let X = (x1, . . . ,xn) denote a globally optimal solution to the problem of
minimizing Equation 5.5 subject to Equation 5.6, and let Y = (y1, . . . ,yn) denote a
globally optimal solution to the problem of minimizing Equation 5.10. Let c be given
by
c =
2
∑
i<j ‖yi − yj‖
n(n− 1) . (5.15)
Furthermore, define U = cX and V = Y/c. It follows from Equation 5.15 that V
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satisfies the constraint in Equation 5.6. Assume thatU is not a globally optimal solution
to the problem of minimizing Equation 5.10. This assumption implies that
∑
i<j
sij ‖ui − uj‖2 − 2
∑
i<j
‖ui − uj‖ >
∑
i<j
sij ‖yi − yj‖2 − 2
∑
i<j
‖yi − yj‖ . (5.16)
In this inequality, the second term in the left-hand side equals the second term in the
right-hand side. The inequality can therefore be simplified to
∑
i<j
sij ‖ui − uj‖2 >
∑
i<j
sij ‖yi − yj‖2 . (5.17)
It then follows that
∑
i<j
sij ‖xi − xj‖2 >
∑
i<j
sij ‖vi − vj‖2 . (5.18)
This inequality implies that X is not a globally optimal solution to the problem of min-
imizing Equation 5.5 subject to Equation 5.6. However, this contradicts the way in
which X was defined. Consequently, the assumption that U is not a globally optimal
solution to the problem of minimizing Equation 5.10 must be false. This proves part (ii)
of Proposition 5.1. The proof of the proposition is now complete.

Chapter 6
A Unified Approach to Mapping and
Clustering of Bibliometric Networks∗
Abstract
In the analysis of bibliometric networks, researchers often use mapping and cluster-
ing techniques in a combined fashion. Typically, however, mapping and clustering
techniques that are used together rely on very different ideas and assumptions. We
propose a unified approach to mapping and clustering of bibliometric networks.
We show that the VOS mapping technique and a weighted and parameterized vari-
ant of modularity-based clustering can both be derived from the same underlying
principle. We illustrate our proposed approach by producing a combined mapping
and clustering of the most frequently cited publications that appeared in the field
of information science in the period 1999-2008.
6.1 Introduction
In bibliometric and scientometric research, a lot of attention is paid to the analysis of
networks of, for example, documents, keywords, authors, or journals. Mapping and
clustering techniques are frequently used to study such networks. The aim of these
techniques is to provide insight into the structure of a network. The techniques are used
to address questions such as:
∗This chapter is based on Waltman, Van Eck, and Noyons (2010).
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• What are the main topics or the main research fields within a certain scientific
domain?
• How do these topics or these fields relate to each other?
• How has a certain scientific domain developed over time?
To satisfactorily answer such questions, mapping and clustering techniques are often
used in a combined fashion. Various different approaches are possible. One approach is
to construct a map in which the individual nodes in a network are shown and to display
a clustering of the nodes on top of the map, for example by marking off areas in the
map that correspond with clusters (e.g., McCain, 1990; White & Griffith, 1981) or by
coloring nodes based on the cluster to which they belong (e.g., Leydesdorff & Rafols,
2009; Van Eck, Waltman, Dekker, & Van den Berg, 2010). Another approach is to first
cluster the nodes in a network and to then construct a map in which clusters of nodes
are shown. This approach is for example taken in the work of Small and colleagues
(e.g., Small et al., 1985) and in earlier work of our own institute (e.g., Noyons, Moed,
& Van Raan, 1999). A third approach is to first construct a map in which the individual
nodes in a network are shown and to then cluster the nodes based on their coordinates
in the map (e.g., Boyack et al., 2005; Klavans & Boyack, 2006b).
In the bibliometric and scientometric literature, the most commonly used combina-
tion of a mapping and a clustering technique is the combination of multidimensional
scaling and hierarchical clustering (for early examples, see McCain, 1990; Peters &
Van Raan, 1993a; Small et al., 1985; White & Griffith, 1981). However, various al-
ternatives to multidimensional scaling and hierarchical clustering have been introduced
in the literature, especially in more recent work, and these alternatives are also often
used in a combined fashion. A popular alternative to multidimensional scaling is the
mapping technique of Kamada and Kawai (1989; see e.g. Leydesdorff & Rafols, 2009;
Noyons & Calero-Medina, 2009), which is sometimes used together with the pathfinder
network technique (Schvaneveldt et al., 1988; see e.g. C. Chen, 1999; de Moya-Anego´n
et al., 2007; White, 2003b). Two other alternatives to multidimensional scaling are the
VxOrd mapping technique (e.g., Boyack et al., 2005; Klavans & Boyack, 2006b) and
our own VOS mapping technique (e.g., Van Eck, Waltman, Dekker, & Van den Berg,
2010). Factor analysis, which has been used in a large number of studies (e.g., de Moya-
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Anego´n et al., 2007; Leydesdorff & Rafols, 2009; Zhao & Strotmann, 2008c), may be
seen as a kind of clustering technique and, consequently, as an alternative to hierarchical
clustering. Another alternative to hierarchical clustering is clustering based on the mod-
ularity function of Newman and Girvan (2004; see e.g. Wallace, Gingras, & Duhon,
2009; Zhang, Liu, Janssens, Liang, & Gla¨nzel, 2010).
As we have discussed, mapping and clustering techniques have a similar objective,
namely to provide insight into the structure of a network, and the two types of tech-
niques are often used together in bibliometric and scientometric analyses. However,
despite their close relatedness, mapping and clustering techniques have typically been
developed separately from each other. This has resulted in techniques that have little
in common. That is, mapping and clustering techniques are based on different ideas
and rely on different assumptions. In our view, when a mapping and a clustering tech-
nique are used together in the same analysis, it is generally desirable that the techniques
are based on similar principles as much as possible. This enhances the transparency of
the analysis and helps to avoid unnecessary technical complexity. Moreover, by using
techniques that rely on similar principles, inconsistencies between the results produced
by the techniques can be avoided. In this chapter, we propose a unified approach to
mapping and clustering of bibliometric networks. We show how a mapping and a clus-
tering technique can both be derived from the same underlying principle. In doing so,
we establish a relation between on the one hand the VOS mapping technique (Van Eck
& Waltman, 2007b; Van Eck, Waltman, Dekker, & Van den Berg, 2010) and on the
other hand clustering based on a weighted and parameterized variant of the well-known
modularity function of Newman and Girvan (2004).
The chapter is organized as follows. We first present our proposal for a unified
approach to mapping and clustering. We then discuss how the proposed approach is
related to earlier work published in the physics literature. Next, we illustrate an appli-
cation of the proposed approach by producing a combined mapping and clustering of
frequently cited publications in the field of information science. Finally, we summarize
the conclusions of our research. Some technical issues are elaborated in appendices.
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6.2 Mapping and Clustering: A Unified Approach
Consider a network of n nodes. Suppose we want to create a mapping or a clustering of
these nodes. cij denotes the number of links (e.g., co-occurrence links, co-citation links,
or bibliographic coupling links) between nodes i and j (cij = cji ≥ 0). sij denotes the
association strength of nodes i and j (Van Eck & Waltman, 2009) and is given by
sij =
2mcij
cicj
, (6.1)
where ci denotes the total number of links of node i and m denotes the total number of
links in the network, that is,
ci =
∑
j =i
cij and m =
1
2
∑
i
ci. (6.2)
In the case of mapping, we need to find for each node i a vector xi ∈ Rp that indicates
the location of node i in a p-dimensional map (usually p = 2). In the case of clustering,
we need to find for each node i a positive integer xi that indicates the cluster to which
node i belongs. Our unified approach to mapping and clustering is based on minimizing
V (x1, . . . , xn) =
∑
i<j
sijd
2
ij −
∑
i<j
dij (6.3)
with respect to x1, . . . , xn. dij denotes the distance between nodes i and j and is given
by
dij = ‖xi − xj‖ =
√√√√ p∑
k=1
(xik − xjk)2 (6.4)
in the case of mapping and by
dij =
⎧⎨
⎩ 0 if xi = xj1/γ if xi = xj (6.5)
in the case of clustering. We refer to the parameter γ in (6.5) as the resolution parameter
(γ > 0). The larger the value of this parameter, the larger the number of clusters that
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we obtain. Equation (6.3) can be interpreted in terms of attractive and repulsive forces
between nodes. The first term in (6.3) represents an attractive force, and the second
term represents a repulsive force. The higher the association strength of two nodes, the
stronger the attractive force between the nodes. Since the strength of the repulsive force
between two nodes does not depend on the association strength of the nodes, the overall
effect of the two forces is that nodes with a high association strength are pulled towards
each other while nodes with a low association strength are pushed away from each other.
In the case of mapping, it has been shown that the above approach is equivalent to
the VOS mapping technique (Van Eck & Waltman, 2007b; Van Eck, Waltman, Dekker,
& Van den Berg, 2010), which is in turn closely related to the well-known technique of
multidimensional scaling.
In the case of clustering, it can be shown (see Appendix 6.A) that minimizing (6.3)
is equivalent to maximizing
Vˆ (x1, . . . , xn) =
1
2m
∑
i<j
δ(xi, xj)wij
(
cij − γ cicj
2m
)
, (6.6)
where δ(xi, xj) equals 1 if xi = xj and 0 otherwise and where the weights wij are given
by
wij =
2m
cicj
. (6.7)
Interestingly, if the resolution parameter γ and the weights wij are set equal to 1 in
(6.6), then (6.6) reduces to the so-called modularity function introduced by Newman
and Girvan (2004; see also Newman, 2004a). Clustering (also referred to as community
detection) based on this modularity function (Newman, 2004b) is very popular among
physicists and network scientists (for an extensive overview of the literature, see For-
tunato, 2010). In bibliometric and scientometric research, modularity-based clustering
has been used in a number of recent studies (P. Chen & Redner, 2010; Lambiotte &
Panzarasa, 2009; Schubert & Soo´s, 2010; Takeda & Kajikawa, 2009; Wallace et al.,
2009; Zhang et al., 2010). It follows from (6.6) and (6.7) that our proposed cluster-
ing technique can be seen as a kind of weighted variant of modularity-based clustering
(see Appendix 6.B for a further discussion). However, unlike modularity-based clus-
tering, our clustering technique has a resolution parameter γ. This parameter helps to
deal with the resolution limit problem (Fortunato & Barthe´lemy, 2007) of modularity-
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based clustering. Due to this problem, modularity-based clustering may fail to identify
small clusters. Using our clustering technique, small clusters can always be identified
by choosing a sufficiently large value for the resolution parameter γ.
6.3 Related Work
Our unified approach to mapping and clustering is related to earlier work published in
the physics literature. Here we summarize the most closely related work.
The above result showing how mapping and clustering can be performed in a unified
and consistent way resembles to some extent a result derived by Noack (2009). Noack
defined a parameterized objective function for a class of mapping techniques (referred
to as force-directed layout techniques by Noack). This class of mapping techniques
includes for example the well-known technique of Fruchterman and Reingold (1991).
Noack showed that his parameterized objective function subsumes the modularity func-
tion of Newman and Girvan (2004). In this way, Noack established a relation between
on the one hand a class of mapping techniques and on the other hand modularity-based
clustering. Our result differs from the result of Noack in three ways. First, the re-
sult of Noack does not directly relate well-known mapping techniques such as the one
of Fruchterman and Reingold to modularity-based clustering. Instead, Noack’s result
shows that the objective functions of some well-known mapping techniques and the
modularity function of Newman and Girvan are special cases of the same parameter-
ized function. Our result establishes a direct relation between a mapping technique that
has been used in various applications, namely the VOS mapping technique, and a clus-
tering technique. Second, the mapping and clustering techniques considered by Noack
and the ones that we consider differ from each other by a weighing factor. This is the
weighing factor given by (6.7). Third, the clustering technique considered by Noack is
unparameterized, while our clustering technique has a resolution parameter γ.
A parameterized variant of the modularity function of Newman and Girvan (2004)
was introduced by Reichardt and Bornholdt (2006; see also Heimo, Kumpula, Kaski, &
Sarama¨ki, 2008; Kumpula, Sarama¨ki, Kaski, & Kerte´sz, 2007). Clustering based on this
generalized modularity function is closely related to our proposed clustering technique.
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In fact, setting the weights wij equal to 1 in (6.6) essentially yields the function of
Reichardt and Bornholdt.
6.4 Illustration of the Proposed Approach
We now illustrate an application of our unified approach to mapping and clustering. In
Figure 6.1, we show a combined mapping and clustering of the 1242 most frequently
cited publications that appeared in the field of information science in the period 1999–
2008.1 The mapping and the clustering were produced using our unified approach. This
was done as follows. We first collected an initial set of publications. This set consisted
of all Web of Science publications of the document types article and review published
in 37 information science journals in the period 1999–2008 (for the list of journals,
see Van Eck, Waltman, Dekker, & Van den Berg, 2010, Table 1). Publications without
references were not included. We then extended the initial set of publications with all
Web of Science publications in the period 1999–2008 cited by or referring to at least
five publications in the initial set of publications. In this way, we ended up with a set of
9948 publications. For each publication in this set, we counted the number of citations
from other publications in the set. We selected the 1242 publications with at least eight
citations for further analysis. For these publications, we determined the number of
co-citation links and the number of bibliographic coupling links. These two types of
links were added together and served as input for both our mapping technique and our
clustering technique.2 In the case of our clustering technique, we tried out a number of
different values for the resolution parameter γ. After some experimenting, we decided
to set this parameter equal to 2. This turned out to yield a clustering with a satisfactory
level of detail.
The combined mapping and clustering shown in Figure 6.1 provides an overview of
the structure of the field of information science. The left part of the map represents what
is sometimes referred to as the information seeking and retrieval (ISR) subfield (A˚stro¨m,
1For other bibliometric studies of the field of information science at the level of individual publica-
tions, we refer to A˚stro¨m (2007) and C. Chen et al. (2010).
2Our techniques for mapping and clustering both require solving an optimization problem. In the
case of mapping, we minimized (6.3) using a majorization algorithm (similar to Borg & Groenen, 2005,
Chapter 8). In the case of clustering, we maximized (6.8) using a top-down divisive algorithm combined
with some local search heuristics.
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Table 6.1: Summary of the contents of the eight informetrics clusters. The four authors
with the largest number of publications in a cluster are listed as important authors in the
second column. The color used to indicate a cluster in Figure 6.1 is shown in the fourth
column.
No of pub. Important authors Main topics Color
123 Rousseau, R.; Gla¨nzel, W.; Moed,
H.F.; Van Raan, A.F.J.
Citation analysis; research evaluation;
general scientometric topics

101 Thelwall, M.; Vaughan, L.; Bar-Ilan,
J.; Wilkinson, D. Webometrics

73 Leydesdorff, L.; Chen, C.M.; White,
H.D.; Small, H. Mapping and visualization of science

53 Egghe, L.; Burrell, Q.L.; Daniel,
H.D.; Gla¨nzel, W.
h-index; citation distributions;
Google Scholar

48 Gla¨nzel, W.; Cronin, B.; Bozeman,
B.; Shaw, D.
Scientific collaboration; co-
authorship

46 Meyer, M.; Leydesdorff, L.; Tijssen,
R.J.W.; Zimmermann, E.
Science and technology studies;
patent analysis

26 Nisonger, T.E.; Cronin, B.; Shaw, D.;
Wilson, C.S.
Studies of the library and information
science field

14 Newman, M.E.J.; Barabasi, A.L.;
Albert, R.; Jeong, H.
Complex networks; scientific collab-
oration networks

2007), and the right part of the map represents the informetrics subfield. The distinc-
tion between these two subfields is well known and has been observed in a number of
studies. However, consistent with recent work by A˚stro¨m (2007), the separation that we
observe between the two subfields is less strong than in the influential study of White
and McCain (1998). Within the ISR subfield, a further distinction can be made between
“hard” (system-oriented) and “soft” (user-oriented) research (e.g., A˚stro¨m, 2007). Hard
ISR research is located in a relatively small area in the upper left part of our map, while
soft ISR research is located in a much larger area in the middle and lower left part of the
map.
The clustering shown in Figure 6.1 consists of 25 clusters. The distribution of the
number of publications per cluster has a mean of 49.7 and a standard deviation of 31.5.
There is one very small cluster consisting of just two publications. These two publica-
tions are concerned with the use of information science techniques to support biological
research. The largest cluster consists of 123 publications. The publications in this clus-
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ter deal with citation analysis and some related bibliometric and scientometric topics.
Out of the 25 clusters, eight clusters are used to cover the informetrics subfield. We
have examined these clusters in more detail. A summary of the contents of the eight
informetrics clusters is provided in Table 6.1.
The results presented above illustrate an application of our unified approach to map-
ping and clustering. Our approach seems to yield an accurate and detailed picture of the
structure of the field of information science. The interested reader is invited to examine
the results in more detail at http://www.ludowaltman.nl/unified approach/. On this web
page, the combined mapping and clustering shown in Figure 6.1 can be inspected using
the VOSviewer software (Van Eck & Waltman, 2010). The clustering is also available
in a spreadsheet file.
6.5 Conclusions
Mapping and clustering are complementary to each other. Mapping can be used to
obtain a fairly detailed picture of the structure of a bibliometric network. For prac-
tical purposes, however, the picture will usually be restricted to just two dimensions.
Hence, relations in more than two dimensions will usually not be visible. Clustering,
on the other hand, does not suffer from dimensional restrictions. However, the price
to be paid is that clustering works with binary rather than continuous dimensions. As
a consequence, clustering tends to provide a rather coarse picture of the structure of a
bibliometric network.3
Given the complementary nature of mapping and clustering and given the frequent
combined use of mapping and clustering techniques, we believe that a unified approach
to mapping and clustering can be highly valuable. A unified approach ensures that the
mapping and clustering techniques on which one relies are based on similar ideas and
similar assumptions. By taking a unified approach, inconsistencies between the results
produced by mapping and clustering techniques can be avoided.
3In this chapter, we have been concerned with clustering techniques that require each node in a bib-
liometric network to be assigned to exactly one cluster. These are the most commonly used clustering
techniques. We have not discussed clustering techniques that allow nodes to be assigned to multiple
clusters (e.g., Fortunato, 2010, Section 11). The latter techniques provide a more detailed picture of the
structure of a bibliometric network.
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In this chapter, we have elaborated a proposal for a unified approach to mapping
and clustering. Our proposal unifies the VOS mapping technique with a weighted and
parameterized variant of modularity-based clustering. As discussed elsewhere (Van Eck
& Waltman, 2007b; Van Eck, Waltman, Dekker, & Van den Berg, 2010), the VOS
mapping technique is closely related to the well-known technique of multidimensional
scaling, which has a long history in the statistical literature (for an extensive overview,
see Borg & Groenen, 2005). Modularity-based clustering, on the other hand, is a recent
result from the physics literature (Newman, 2004a, 2004b; Newman & Girvan, 2004). It
follows from this that our proposed unified approach establishes a connection between
on the one hand a long-lasting research stream in the field of statistics and on the other
hand a much more recent research stream in the field of physics.
Our unified approach to mapping and clustering can be especially useful when mul-
tiple maps of the same domain are needed, each at a different level of detail. For exam-
ple, when bibliometric mapping is used for science policy purposes, two maps may be
needed. On the one hand a detailed map may be needed that can be carefully validated
by experts in the domain of interest, and on the other hand a much more general map
may be needed that can be provided to science politicians and research managers. The
former map may show the individual nodes in a bibliometric network, while the latter
map may show clusters of nodes. Expert validation, which is a crucial step in the use of
bibliometric mapping for science policy purposes (Noyons, 1999), of course only makes
sense when the map presented to domain experts shows essentially the same structure of
the domain of interest as the map presented to science politicians. A unified approach to
mapping and clustering helps to avoid discrepancies between maps constructed at dif-
ferent levels of detail. In that way, a unified approach facilitates the use of bibliometric
mapping in a science policy context.
In the latest version of our freely available VOSviewer software (Van Eck & Walt-
man, 2010, see http://www.vosviewer.com), we have incorporated algorithms that im-
plement our unified approach to mapping and clustering. Stand-alone algorithms imple-
menting our unified approach are available at http://www.ludowaltman.nl/
unified approach/.
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6.A Appendix I
In this appendix, we prove that in the case of clustering minimizing (6.3) is equivalent
to maximizing (6.6) with weights wij given by (6.7). Using (6.1) and (6.5), it can be
seen that (6.3) can be rewritten as
V (x1, . . . , xn) =
1
γ
∑
i<j
(1− δ(xi, xj))
(
1
γ
2mcij
cicj
− 1
)
, (6.8)
where δ(xi, xj) equals 1 if xi = xj and 0 otherwise. Let us define
Vˆ (x1, . . . , xn) = − γ
2
2m
V (x1, . . . , xn) +
1
2m
∑
i<j
(
2mcij
cicj
− γ
)
. (6.9)
Notice that (6.9) is obtained from (6.8) by multiplying with a constant and by adding
a constant. The multiplicative constant is always negative. It follows from this that
minimizing (6.8) is equivalent to maximizing (6.9). Substituting (6.8) into (6.9) yields
Vˆ (x1, . . . , xn) =
1
2m
∑
i<j
δ(xi, xj)
(
2mcij
cicj
− γ
)
. (6.10)
We have now shown that minimizing (6.3) is equivalent to maximizing (6.10). Further-
more, (6.10) can be rewritten as (6.6) with weights wij given by (6.7). This completes
the proof.
6.B Appendix II
Our proposed clustering technique can be seen as a weighted and parameterized vari-
ant of modularity-based clustering. Modularity-based clustering maximizes (6.6) with
weights wij that are set equal to 1. Our clustering technique maximizes (6.6) with
weights wij that are given by (6.7). In this appendix, we provide an illustration of the
effect of the weights wij in (6.7).
6.B Appendix II 141
Consider a network of n = 31 nodes. Let
cij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
10 if 1 ≤ i ≤ 10 and 1 ≤ j ≤ 10 and i = j
100 if 11 ≤ i ≤ 20 and 11 ≤ j ≤ 20 and i = j
100 if 21 ≤ i ≤ 30 and 21 ≤ j ≤ 30 and i = j
20 if (1 ≤ i ≤ 10 and j = 31) or (i = 31 and 1 ≤ j ≤ 10)
50 if (11 ≤ i ≤ 20 and j = 31) or (i = 31 and 11 ≤ j ≤ 20)
0 otherwise.
(6.11)
Our clustering technique (with the resolution parameter γ set equal to 1) and modularity-
based clustering both identify three clusters. They both produce a cluster that contains
nodes 1, . . . , 10, another cluster that contains nodes 11, . . . , 20, and a third cluster that
contains nodes 21, . . . , 30. However, the two clustering techniques do not agree on the
cluster to which node 31 should be assigned. Our clustering technique assigns node
31 to the same cluster as nodes 1, . . . , 10, while modularity-based clustering assigns
node 31 to the same cluster as nodes 11, . . . , 20. The disagreement on the assignment
of node 31 is due to the effect of the weights wij in (6.7). It follows from (6.7) that,
compared with modularity-based clustering, our clustering technique gives less weight
to nodes with a larger total number of links. Nodes 11, . . . , 20 have a much larger total
number of links than nodes 1, . . . , 10, and compared with modularity-based clustering
our clustering technique therefore gives less weight to nodes 11, . . . , 20 and more weight
to nodes 1, . . . , 10. Node 31 is strongly associated both with nodes 1, . . . , 10 and with
nodes 11, . . . , 20. However, due to the difference in weighting, our clustering technique
assigns node 31 to the same cluster as nodes 1, . . . , 10while modularity-based clustering
assigns node 31 to the same cluster as nodes 11, . . . , 20.
Which of the two assignments of node 31 is to be preferred? The total number of
links of nodes 11, . . . , 20 is almost an order of magnitude larger than the total number of
links of nodes 1, . . . , 10, but the number of links between node 31 and nodes 11, . . . , 20
is only 2.5 times larger than the number of links between node 31 and nodes 1, . . . , 10.
Hence, from a relative point of view, node 31 has more links with nodes 1, . . . , 10
than with nodes 11, . . . , 20. Based on this observation, assigning node 31 to the same
cluster as nodes 1, . . . , 10 seems preferable to assigning node 31 to the same cluster
142 A Unified Approach to Mapping and Clustering of Bibliometric Networks
as nodes 11, . . . , 20. Hence, we believe that, at least in this particular example, the
results produced by our clustering technique are preferable to the results produced by
modularity-based clustering.
Chapter 7
VOSviewer: A Computer Program for
Bibliometric Mapping∗
Abstract
We present VOSviewer, a freely available computer program that we have devel-
oped for constructing and viewing bibliometric maps. Unlike most computer pro-
grams that are used for bibliometric mapping, VOSviewer pays special attention to
the graphical representation of bibliometric maps. The functionality of VOSviewer
is especially useful for displaying large bibliometric maps in an easy-to-interpret
way.
The chapter consists of three parts. In the first part, an overview of VOSviewer’s
functionality for displaying bibliometric maps is provided. In the second part, the
technical implementation of specific parts of the program is discussed. Finally, in
the third part, VOSviewer’s ability to handle large maps is demonstrated by using
the program to construct and display a co-citation map of 5000 major scientific
journals.
7.1 Introduction
Bibliometric mapping is an important research topic in the field of bibliometrics (for
an overview, see Bo¨rner et al., 2003). Two aspects of bibliometric mapping that can
∗This chapter is based on Van Eck and Waltman (2010).
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be distinguished are the construction of bibliometric maps and the graphical represen-
tation of such maps. In the bibliometric literature, most attention is paid to the con-
struction of bibliometric maps. Researchers for example study the effect of different
similarity measures (e.g., Ahlgren et al., 2003; Klavans & Boyack, 2006a; Van Eck &
Waltman, 2009), and they experiment with different mapping techniques (e.g., Boyack
et al., 2005; Van Eck & Waltman, 2007a; White, 2003b). The graphical representation
of bibliometric maps receives considerably less attention. Although some researchers
seriously study issues concerning graphical representation (e.g., C. Chen, 2003a, 2006a;
Skupin, 2004), most papers published in the bibliometric literature rely on simple graph-
ical representations provided by computer programs such as SPSS and Pajek. For small
maps containing no more than, say, 100 items, simple graphical representations typi-
cally yield satisfactory results. However, there seems to be a trend towards larger maps
(e.g., Boyack et al., 2005; Klavans & Boyack, 2006b; Leydesdorff, 2004; Van Eck,
Waltman, Noyons, & Buter, 2010), and for such maps simple graphical representations
are inadequate. The graphical representation of large bibliometric maps can be much
enhanced by means of, for example, zoom functionality, special labeling algorithms,
and density metaphors. This kind of functionality is not incorporated into the computer
programs that are commonly used by bibliometric researchers. In this chapter, we there-
fore introduce a new computer program for bibliometric mapping. This program pays
special attention to the graphical representation of bibliometric maps.
The computer program that we introduce is called VOSviewer. VOSviewer is a pro-
gram that we have developed for constructing and viewing bibliometric maps. The pro-
gram is freely available to the bibliometric research community (see
http://www.vosviewer.com). VOSviewer can for example be used to construct maps
of authors or journals based on co-citation data or to construct maps of keywords based
on co-occurrence data. The program offers a viewer that allows bibliometric maps to be
examined in full detail. VOSviewer can display a map in various different ways, each
emphasizing a different aspect of the map. It has functionality for zooming, scrolling,
and searching, which facilitates the detailed examination of a map. The viewing capa-
bilities of VOSviewer are especially useful for maps containing at least a moderately
large number of items (e.g., at least 100 items). Most computer programs that are used
for bibliometric mapping do not display such maps in a satisfactory way.
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To construct a map, VOSviewer uses the VOS mapping technique (Van Eck & Walt-
man, 2007b; Van Eck, Waltman, Dekker, & Van den Berg, 2010), where VOS stands
for visualization of similarities. For earlier studies in which the VOS mapping tech-
nique was used, we refer to Van Eck, Waltman, et al. (2006a), Van Eck and Waltman
(2007a), Van Eck, Waltman, Noyons, and Buter (2010), and Waaijer et al. (2010, 2011).
VOSviewer can display maps constructed using any suitable mapping technique. Hence,
the program can be employed not only for displaying maps constructed using the VOS
mapping technique but also for displaying maps constructed using techniques such as
multidimensional scaling. VOSviewer runs on a large number of hardware and operat-
ing system platforms and can be started directly from the internet.
In the remainder of this chapter, we first discuss for what type of bibliometric maps
VOSviewer is intended to be used. We then provide an overview of VOSviewer’s func-
tionality for displaying bibliometric maps. We also elaborate on the technical imple-
mentation of specific parts of the program. Finally, to demonstrate VOSviewer’s ability
to handle large maps, we use the program to construct and display a co-citation map of
5000 major scientific journals.
7.2 Types of Bibliometric Maps
Two types of maps can be distinguished that are commonly used in bibliometric re-
search.1 We refer to these types of maps as distance-based maps and graph-based maps.
Distance-based maps are maps in which the distance between two items reflects the
strength of the relation between the items. A smaller distance generally indicates a
stronger relation. In many cases, items are distributed quite unevenly in distance-based
maps. On the one hand this makes it easy to identify clusters of related items, but on
the other hand this sometimes makes it difficult to label all the items in a map without
having labels that overlap each other. Graph-based maps are maps in which the distance
between two items need not reflect the strength of the relation between the items. In-
stead, lines are drawn between items to indicate relations. Items are often distributed in
a fairly uniform way in graph-based maps. This may have the advantage that there are
1We do not consider maps that are primarily intended for showing developments over time. Such
maps are for example provided by the HistCite software of Eugene Garfield (e.g., Garfield, 2009).
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Table 7.1: Some mapping techniques for constructing distance-based and graph-based
maps.
Distance-based maps Graph-based maps
Multidimensional scaling Kamada-Kawai
VOS Fruchterman-Reingold
VxOrd Pathfinder networks
Kopcsa-Schiebel
less problems with overlapping labels. In our opinion, a disadvantage of graph-based
maps compared with distance-based maps is that it typically is more difficult to see the
strength of the relation between two items. Clusters of related items may also be more
difficult to detect.
In Table 7.1, we list some mapping techniques that are used in bibliometric research
to construct distance-based and graph-based maps. For constructing distance-based
maps, multidimensional scaling (e.g., Borg & Groenen, 2005) is by far the most popular
technique in the field of bibliometrics. An alternative to multidimensional scaling is the
VOS mapping technique (Van Eck & Waltman, 2007b; Van Eck, Waltman, Dekker, &
Van den Berg, 2010). In general, this technique produces better structured maps than
multidimensional scaling (Van Eck, Waltman, Dekker, & Van den Berg, 2008, 2010).
Another technique for constructing distance-based maps is VxOrd (Davidson, Wylie, &
Boyack, 2001; Klavans & Boyack, 2006b).2 This technique is especially intended for
constructing maps that contain very large numbers of items (more than 700,000 items
in Klavans & Boyack, 2006b). A disadvantage of VxOrd is that a complete specifica-
tion of how the technique works is not available. A fourth technique for constructing
distance-based maps was proposed by Kopcsa and Schiebel (1998). This technique is
implemented in a computer program called BibTechMon.
For constructing graph-based maps, researchers in the field of bibliometrics (e.g. de
Moya-Anego´n et al., 2007; Leydesdorff & Rafols, 2009; Vargas-Quesada & de Moya-
Anego´n, 2007; White, 2003b) usually use a mapping technique developed by Kamada
and Kawai (1989). Sometimes an alternative technique proposed by Fruchterman and
Reingold (1991) is used (e.g., Bollen et al., 2009; Leydesdorff, 2004). A popular com-
2A computer implementation of VxOrd is available at http://www.cs.sandia.gov/ smartin/software.html
as part of the DrL toolbox.
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puter program in which both techniques are implemented is Pajek (De Nooy et al.,
2005). Some researchers (e.g., de Moya-Anego´n et al., 2007; Vargas-Quesada & de
Moya-Anego´n, 2007; White, 2003b) combine the Kamada-Kawai technique with the
technique of pathfinder networks (Schvaneveldt, 1990; Schvaneveldt et al., 1988). Two
other computer programs that can be used to construct graph-based maps are CiteSpace
(C. Chen, 2006a) and the Network Workbench Tool. Even more programs are avail-
able in the field of social network analysis (for an overview, see Huisman & Van Duijn,
2005).
Distance-based and graph-based maps both have advantages and disadvantages. In
VOSviewer, we have chosen to support only distance-based maps. VOSviewer can be
employed to view any two-dimensional distance-based map, regardless of the mapping
technique that has been used to construct the map. One can employ VOSviewer to
view multidimensional scaling maps constructed using statistical packages such as SAS,
SPSS, and R, but one can also employ VOSviewer to view maps constructed using other,
less common techniques. Because the VOS mapping technique shows a very good
performance (Van Eck et al., 2008; Van Eck, Waltman, Dekker, & Van den Berg, 2010),
this technique has been fully integrated into VOSviewer. This means that VOSviewer
can be used not only to view VOS maps but also to construct them. Hence, no separate
computer program is needed for constructing VOS maps.
7.3 Functionality of VOSviewer
In this section, we provide an overview of VOSviewer’s functionality for displaying
bibliometric maps.3 We use a data set that consists of co-citation frequencies of jour-
nals belonging to at least one of the following five closely related subject categories of
Thomson Reuters: Business, Business-Finance, Economics, Management, and Opera-
tions Research & Management Science. The co-citation frequencies of journals were
determined based on citations in articles published between 2005 and 2007 to articles
published in 2005. A journal was included in the data set only if it had at least 25 co-
citations. There were 232 journals that satisfied this condition. Based on a clustering
3For a more extensive discussion of the functionality of VOSviewer, we refer to the VOSviewer man-
ual, which is available at http://www.vosviewer.com.
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Figure 7.1: Map obtained using SPSS.
technique, the journals in the data set were divided into five clusters. The data set is
available at http://www.vosviewer.com.
Two maps constructed based on the journal co-citation data set are shown in Fig-
ures 7.1 and 7.2. The figures were obtained using, respectively, SPSS and Pajek, which
are both commonly used computer programs for bibliometric mapping. The map shown
in Figure 7.1 is a distance-based map constructed using multidimensional scaling. The
map shown in Figure 7.2 is a graph-based map constructed using the Kamada-Kawai
technique (Kamada & Kawai, 1989). As can be seen, SPSS and Pajek both provide
rather simple graphical representations of bibliometric maps. The programs both have
serious problems with overlapping labels. Due to these problems, maps can be difficult
to interpret, especially in the details. In the rest of this section, we demonstrate how
VOSviewer overcomes the limitations of simple graphical representations provided by
programs such as SPSS and Pajek.
A screenshot of the main window of VOSviewer is shown in Figure 7.3. Depending
on the available data, VOSviewer can display a map in three or four different ways. The
different ways of displaying a map are referred to as the label view, the density view,
the cluster density view, and the scatter view. We now discuss each of these views:
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Figure 7.2: Map obtained using Pajek.
• Label view. In this view, items are indicated by a label and, by default, also by a
circle. The more important an item, the larger its label and its circle. If colors have
been assigned to items, each item’s circle is displayed in the color of the item. By
default, to avoid overlapping labels, only a subset of all labels is displayed. The
label view is particularly useful for a detailed examination of a map.
An example of the label view is shown in Figure 7.4. The map shown in this figure
was constructed based on the journal co-citation data set discussed at the begin-
ning of this section. Colors indicate the cluster to which a journal was assigned by
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Figure 7.3: Screenshot of the main window of VOSviewer.
the clustering technique that we used. As can be seen, there is a strong agreement
between the structure of the map and the clustering obtained using our cluster-
ing technique. The clustering also has a straightforward interpretation. The five
clusters correspond with the following research fields: accounting/finance, eco-
nomics, management, marketing, and operations research.4 It is clear that the
map shown in Figure 7.4 is much easier to interpret than the maps shown in Fig-
ures 7.1 and 7.2. This demonstrates one of the main advantages of VOSviewer
over commonly used computer programs such as SPSS and Pajek.
• Density view. In this view, items are indicated by a label in a similar way as in the
label view. Each point in a map has a color that depends on the density of items at
4Although this is not directly visible in Figure 7.4, we note that there is a large overlap in the map be-
tween the Business and Management subject categories of Thomson Reuters. This indicates an important
difference between the clustering that we found and the clustering provided by the subject categories of
Thomson Reuters.
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that point. That is, the color of a point in a map depends on the number of items
in the neighborhood of the point and on the importance of the neighboring items.
The density view is particularly useful to get an overview of the general structure
of a map and to draw attention to the most important areas in a map. We will
discuss the technical implementation of the density view later on in this chapter.
An example of the density view is shown in Figure 7.5. The map shown in this
figure is the same as the one shown in Figure 7.4. The density view immediately
reveals the general structure of the map. Especially the economics and manage-
ment areas turn out to be important. These areas are very dense, which indicates
that overall the journals in these areas receive a lot of citations. It can also be
seen that there is a clear separation between the fields of accounting, finance,
and economics on the one hand and the fields of management, marketing, and
operations research on the other hand. Like Figure 7.4, Figure 7.5 demonstrates
VOSviewer’s ability to provide easy-to-interpret graphical representations of bib-
liometric maps.
• Cluster density view. This view is available only if items have been assigned to
clusters. The cluster density view is similar to the ordinary density view except
that the density of items is displayed separately for each cluster of items. The
cluster density view is particularly useful to get an overview of the assignment
of items to clusters and of the way in which clusters of items are related to each
other. We will discuss the technical implementation of the cluster density view
later on in this chapter.
Unfortunately, the cluster density view cannot be shown satisfactorily in black
and white. We therefore do not show an example of the cluster density view.
• Scatter view. This view is a simple view in which items are indicated by a small
circle and in which no labels are displayed. If colors have been assigned to items,
each item’s circle is displayed in the color of the item. The scatter view focuses
solely on the general structure of a map and does not provide any detailed infor-
mation.
In addition to the four views discussed above, another important feature of VOSviewer
is its ability to handle large maps. VOSviewer can easily construct maps that contain
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Figure 7.4: Screenshot of the label view.
several thousands of items, and it can display maps that contain more than 10,000 items.
VOSviewer has functionality for zooming, scrolling, and searching, which facilitates
the detailed examination of large maps. When displaying a map, VOSviewer uses a
special algorithm to determine which labels can be displayed and which labels cannot
be displayed without having labels that overlap each other. The further one zooms in
on a specific area of a map, the more labels become visible. Later on in this chapter,
we will demonstrate VOSviewer’s ability to handle large maps by using the program
to construct and display a co-citation map of 5000 major scientific journals. In the
next two sections, however, we will first elaborate on the technical implementation of
specific parts of VOSviewer.
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Figure 7.5: Screenshot of the density view.
7.4 Construction of a Map
VOSviewer constructs a map based on a co-occurrence matrix. The construction of a
map is a process that consists of three steps. In the first step, a similarity matrix is
calculated based on the co-occurrence matrix. In the second step, a map is constructed
by applying the VOS mapping technique to the similarity matrix. And finally, in the
third step, the map is translated, rotated, and reflected. We now discuss each of these
steps in more detail.
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7.4.1 Step 1: Similarity Matrix
The VOS mapping technique requires a similarity matrix as input. A similarity ma-
trix can be obtained from a co-occurrence matrix by normalizing the latter matrix,
that is, by correcting the matrix for differences in the total number of occurrences or
co-occurrences of items. The most popular similarity measures for normalizing co-
occurrence data are the cosine and the Jaccard index. VOSviewer, however, does not
use one of these similarity measures. Instead, it uses a similarity measure known as
the association strength (Van Eck & Waltman, 2007a; Van Eck, Waltman, et al., 2006a).
This similarity measure is sometimes also referred to as the proximity index (e.g., Peters
& Van Raan, 1993b; Rip & Courtial, 1984) or as the probabilistic affinity index (e.g.,
Zitt et al., 2000). Using the association strength, the similarity sij between two items i
and j is calculated as
sij =
cij
wiwj
, (7.1)
where cij denotes the number of co-occurrences of items i and j and where wi and wj
denote either the total number of occurrences of items i and j or the total number of
co-occurrences of these items. It can be shown that the similarity between items i and j
calculated using (7.1) is proportional to the ratio between on the one hand the observed
number of co-occurrences of items i and j and on the other hand the expected number of
co-occurrences of items i and j under the assumption that occurrences of items i and j
are statistically independent. We refer to Van Eck and Waltman (2009) for an extensive
discussion of the advantages of the association strength over other similarity measures,
such as the cosine and the Jaccard index.
7.4.2 Step 2: VOS Mapping Technique
We now discuss how the VOS mapping technique constructs a map based on the simi-
larity matrix obtained in step 1. A more elaborate discussion of the VOS mapping tech-
nique, including an analysis of the relation between the VOS mapping technique and
multidimensional scaling, is provided by Van Eck and Waltman (2007b) and Van Eck,
Waltman, Dekker, and Van den Berg (2010). Some results of an empirical compar-
ison between the VOS mapping technique and multidimensional scaling are reported
by Van Eck et al. (2008); Van Eck, Waltman, Dekker, and Van den Berg (2010). A
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simple open source computer program that implements the VOS mapping technique is
available at http://www.neesjanvaneck.nl/vos/.
Let n denote the number of items to be mapped. The VOS mapping technique con-
structs a two-dimensional map in which the items 1, . . . , n are located in such a way that
the distance between any pair of items i and j reflects their similarity sij as accurately
as possible.5 Items that have a high similarity should be located close to each other,
while items that have a low similarity should be located far from each other. The idea
of the VOS mapping technique is to minimize a weighted sum of the squared Euclidean
distances between all pairs of items. The higher the similarity between two items, the
higher the weight of their squared distance in the summation. To avoid trivial maps
in which all items have the same location, the constraint is imposed that the average
distance between two items must be equal to 1. In mathematical notation, the objective
function to be minimized is given by
V (x1, . . . ,xn) =
∑
i<j
sij ‖xi − xj‖2 , (7.2)
where the vector xi = (xi1, xi2) denotes the location of item i in a two-dimensional map
and where ‖·‖ denotes the Euclidean norm. Minimization of the objective function is
performed subject to the constraint
2
n(n− 1)
∑
i<j
‖xi − xj‖ = 1. (7.3)
The constrained optimization problem of minimizing (7.2) subject to (7.3) is solved
numerically in two steps. The constrained optimization problem is first converted into an
unconstrained optimization problem. The latter problem is then solved using a so-called
majorization algorithm. The majorization algorithm used by VOSviewer is a variant of
the SMACOF algorithm described in the multidimensional scaling literature (e.g., Borg
& Groenen, 2005). To increase the likelihood of finding a globally optimal solution, the
majorization algorithm can be run multiple times, each time using a different randomly
generated initial solution.
5The VOS mapping technique can also be used to construct maps in more than two dimensions. How-
ever, VOSviewer does not support this. The VOS software available at http://www.neesjanvaneck.nl/vos/
does support the construction of maps in more than two dimensions.
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7.4.3 Step 3: Translation, Rotation, and Reflection
The optimization problem discussed in step 2 does not have a unique globally optimal
solution. This is because, if a solution is globally optimal, any translation, rotation, or
reflection of the solution is also globally optimal (for a discussion of this issue in the
multidimensional scaling context, see Borg & Groenen, 2005). It is of course important
that VOSviewer produces consistent results. The same co-occurrence matrix should
therefore always yield the same map (ignoring differences caused by local optima). To
accomplish this, it is necessary to transform the solution obtained for the optimization
problem discussed in step 2. VOSviewer applies the following three transformations to
the solution:
• Translation. The solution is translated in such a way that it becomes centered at
the origin.
• Rotation. The solution is rotated in such a way that the variance on the horizontal
dimension is maximized. This transformation is known as principal component
analysis.
• Reflection. If the median of x11, . . . , xn1 is larger than 0, the solution is reflected
in the vertical axis. If the median of x12, . . . , xn2 is larger than 0, the solution is
reflected in the horizontal axis.
These three transformations are sufficient to ensure that VOSviewer produces consistent
results.
7.5 Density View and the Cluster Density View
In this section, we discuss the technical implementation of the density view and the
cluster density view. Recall that in VOSviewer the cluster density view is available only
if items have been assigned to clusters.
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7.5.1 Density View
We first consider the density view (see also Van Eck & Waltman, 2007a). Similar ideas
can be found in the work of, for example, Eilers and Goeman (2004) and Van Liere and
De Leeuw (2003).
In the density view, the color of a point in a map is determined based on the item
density of the point. Let d¯ denote the average distance between two items, that is,
d¯ =
2
n(n− 1)
∑
i<j
‖xi − xj‖ . (7.4)
The item density D(x) of a point x = (x1, x2) is then defined as
D(x) =
n∑
i=1
wiK
(‖x− xi‖ / (d¯h)) , (7.5)
where K : [0,∞) → [0,∞) denotes a kernel function, h > 0 denotes a parameter
called the kernel width,6 and wi denotes the weight of item i, that is, the total number of
occurrences or co-occurrences of item i. The kernel functionK must be non-increasing.
VOSviewer uses a Gaussian kernel function given by
K(t) = exp
(−t2) . (7.6)
It follows from (7.5) that the item density of a point in a map depends both on the
number of neighboring items and on the weights of these items. The larger the number
of neighboring items and the smaller the distances between these items and the point
of interest, the higher the item density. Also, the higher the weights of the neighboring
items, the higher the item density. We note that the calculation of item densities using
(7.5) is similar to the estimation of a probability density function using the technique of
kernel density estimation (e.g., Scott, 1992).
Item densities calculated using (7.5) are translated into colors using a color scheme.
By default, VOSviewer uses a red-green-blue color scheme (see Figure 7.5). In this
6By default, VOSviewer uses h = 0.125. This generally seems to work fine. However, if necessary,
the value of h can be changed.
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color scheme, red corresponds with the highest item density and blue corresponds with
the lowest item density.
Finally, we note that the above-described calculation of the color of a point in a map
is performed only for a limited number of points. These points are located on a grid.
The colors of points that do not lie on this grid are obtained through interpolation.
7.5.2 Cluster Density View
We now consider the cluster density view. In this view, the item density of a point in a
map is calculated separately for each cluster. The item density of a point x for a cluster
p, denoted by Dp(x), is defined as
Dp(x) =
n∑
i=1
Ip(i)wiK
(‖x− xi‖ / (d¯h)) , (7.7)
where Ip(i) denotes an indicator function that equals 1 if item i belongs to cluster p
and that equals 0 otherwise. Like in the ordinary density view, K denotes the Gaussian
kernel function given by (7.6).
After calculating item densities, the color of a point in a map is determined in two
steps. Each cluster is associated with a color. In the first step, the colors of the clusters
are mixed together. This is done by calculating a weighted average of the colors, where
the weight of a color equals the item density for the corresponding cluster, as given by
(7.7). In the second step, the color obtained in the first step is mixed with the (black or
white) background color of the cluster density view. The proportion in which the two
colors are mixed depends on the total item density of a point, (7.5). The lower the total
item density of a point, the closer the color of the point is to the background color.
7.6 Large-Scale Application of VOSviewer
To demonstrate VOSviewer’s ability to handle large maps, we use the program to con-
struct and display a co-citation map of 5000 major scientific journals. For earlier studies
in which journal maps of similar size were presented, we refer to Bollen et al. (2009),
Boyack et al. (2005), and Leydesdorff (2004).
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Figure 7.6: Co-citation map of 5000 major scientific journals (label view).
The journal co-citation map was constructed as follows. In the Web of Science
database, we collected all citations from documents published in 2007 to documents
published between 1997 and 2006. We only took into account documents of types ar-
ticle, note, and review. In total, we obtained about 17.5 million citations. It is well
known that different scientific fields can have quite different citation practices. To cor-
rect for this, we source normalized all citations. By this we mean that if a document
cites m other documents, we weighed each of the m citations by 1/m (cf. Small &
Sweeney, 1985). 10,603 journals turned out to have been cited at least once. Out of
these journals, we selected the 5000 journals with the largest number of source nor-
malized citations. By multiplying the source-normalized citation matrix for these 5000
journals with its transpose, we obtained a source-normalized co-citation matrix. We
used this matrix as input for VOSviewer. Based on the co-citation matrix, VOSviewer
constructed the journal co-citation map that is shown in Figure 7.6. The interested
reader may want to examine the map in full detail using VOSviewer. To do so, visit
http://www.vosviewer.com/journalmap/.
Our journal co-citation map provides an overview of the structure of the scientific
world. Clusters of related journals can be identified in the map, and these clusters can
be linked to scientific fields. Clusters that are located close to each other in the map
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indicate closely related fields. As can be seen in Figure 7.6, the map has a more or
less circular structure. The center of the map is relatively empty. At a global level, the
interpretation of the map is fairly straightforward. The right part of the map covers the
medical sciences. Moving counterclockwise from the medical sciences, the following
major fields can be identified: life sciences, chemistry, physics, engineering, mathe-
matics, computer science, social sciences, and psychology. Psychology is again closely
related to the medical sciences, which completes the circular structure of the map.
There seems to be only one earlier study in which distance-based journal maps of
similar size as our map were presented. This study was done by Boyack et al. (2005).
Boyack et al. presented two kinds of journal maps, namely maps based on journal-to-
journal citation data and maps based on journal co-citation data. Comparing the global
structure of the maps of Boyack et al. with the global structure of our map, there turn
out to be both some similarities and some differences. On the one hand, the way in
which major scientific fields are located relative to each other is fairly similar in the
maps of Boyack et al. and in our map. On the other hand, the general shape of the maps
of Boyack et al. is quite different from the general shape of our map. In the maps of
Boyack et al., clusters of journals are located more or less equally distributed within an
almost perfect circle. This seems to be a structure that has been imposed by the VxOrd
mapping technique used by Boyack et al. A disadvantage of this structure is that in the
center of the maps of Boyack et al. different fields can be identified that do not really
seem to have much in common. In our map constructed using VOSviewer, we cannot
find any indications of a structure that has been imposed by the mapping technique. The
general shape of our map seems to have been determined by the data rather than by
the mapping technique that we used. A noticeable difference between our map and the
maps of Boyack et al. is the relatively empty center of our map. Due to the relatively
empty center, fields between which there are no strong relations are clearly separated
from each other.
To show the importance of VOSviewer’s viewing capabilities, we examine one par-
ticular area in our journal co-citation map in more detail. Suppose that we are interested
in the interface between the sciences and the social sciences. As can be seen in Fig-
ure 7.6, an area where the sciences and the social sciences come together is between the
fields of computer science (Lecture Notes in Computer Science) and economics (Amer-
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Figure 7.7: The area between the fields of computer science and economics.
ican Economic Review). However, Figure 7.6 does not provide any detailed insight into
this area. We therefore use VOSviewer to zoom in on the area. This yields Figure 7.7.
It is clear that Figure 7.7 shows much more detail than Figure 7.6. Unlike Figure 7.6,
Figure 7.7 allows us to exactly identify the fields that are at the boundary between the
sciences and the social sciences. These fields include artificial intelligence and ma-
chine learning (e.g., Lecture Notes in Artificial Intelligence and Machine Learning),
operations research (e.g., European Journal of Operational Research and Management
Science), statistics (e.g., Journal of the American Statistical Association), and trans-
portation (e.g., Transportation Research Record).7 Figure 7.7 illustrates the importance
of VOSviewer’s viewing capabilities. Without the zoom functionality of a computer
program such as VOSviewer, only the global structure of a map can be inspected and
detailed examinations of large maps such as our journal co-citation map are not possible.
7.7 Conclusion
In this chapter, we have presented VOSviewer, a freely available computer program for
constructing and viewing bibliometric maps. Unlike programs such as SPSS and Pajek,
7Notice that Scientometrics is also visible in Figure 7.7 (in the right part of the figure).
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which are commonly used for bibliometric mapping, VOSviewer pays special attention
to the graphical representation of bibliometric maps. The functionality of VOSviewer
is especially useful for displaying large bibliometric maps in an easy-to-interpret way.
VOSviewer has been used successfully in various projects carried out by the Centre
for Science and Technology Studies. In future research on bibliometric mapping, we
expect to rely heavily on VOSviewer. By making VOSviewer freely available to the
bibliometric research community, we hope that others will benefit from it as well.
Chapter 8
Bibliometric Mapping of the
Computational Intelligence Field∗
Abstract
In this chapter, a bibliometric study of the computational intelligence field is pre-
sented. Bibliometric maps showing the associations between the main concepts in
the field are provided for the periods 1996–2000 and 2001–2005. Both the current
structure of the field and the evolution of the field over the last decade are ana-
lyzed. In addition, a number of emerging areas in the field are identified. It turns
out that computational intelligence can best be seen as a field that is structured
around four important types of problems, namely control problems, classification
problems, regression problems, and optimization problems. Within the computa-
tional intelligence field, the neural networks and fuzzy systems subfields are fairly
intertwined, whereas the evolutionary computation subfield has a relatively inde-
pendent position.
8.1 Introduction
In this chapter, a bibliometric study of the field of computational intelligence (CI) is
presented. The CI field is analyzed by means of bibliometric maps that show the as-
sociations between the main concepts in the field. The maps provide insight into the
∗This chapter is based on Van Eck and Waltman (2007a).
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structure of the CI field. More specifically, they visualize the division of the field into
several subfields, and they indicate the relations between these subfields. By comparing
bibliometric maps based on different periods of time, some insights are obtained into
the evolution of the field over the last decade. The way in which the field has evolved
is also studied through a quantitative analysis of the number of times researchers use
specific concepts in their papers.
Bibliometric studies of the CI field are scarce. We are only aware of two studies in
which the neural networks subfield is analyzed (Van Raan & Tijssen, 1993; Noyons &
Van Raan, 1998). However, these studies are rather outdated, since they are based on
data from the 1980s and the beginning of the 1990s. The present study is an extension
of our earlier research (Van Eck, Waltman, Van den Berg, & Kaymak, 2006b; Van Eck,
Waltman, et al., 2006a), in which we analyzed the CI field based on papers presented
at the IEEE World Congress on Computational Intelligence in 2002 and 2006. In the
present study, we use data from three major journals and three major conferences over
the period 1996–2005. By considerably increasing the amount of data on which our
analysis is based, we expect to improve the reliability of our results compared to our
earlier research. In the present study, we also discuss a method for assessing the stabil-
ity of a bibliometric map. In our opinion, the stability of bibliometric maps usually does
not get sufficient attention in bibliometric studies. By taking into account the stability
of a map, the reliability of a bibliometric analysis can be improved significantly. A third
improvement over our earlier research is the refinement of our methodology for con-
structing so-called concept density maps. The refined methodology better visualizes the
amount of attention researchers pay to the various research topics in a field of science.
Bibliometric maps can be constructed in many different ways. Overviews of var-
ious approaches to bibliometric mapping are provided by Bo¨rner et al. (2003) and by
Noyons (2004). The closely related field of information visualization is covered by
C. Chen (2006b). In this chapter, we are concerned with maps in which the distance
between two objects indicates the strength of the association between the objects. Ob-
jects that are located close to each other are regarded as strongly associated, whereas
objects that are located far from each other are regarded as weakly associated or as not
associated at all. In the field of bibliometrics, a number of approaches have been pro-
posed for constructing this type of map. Most of these approaches rely on the method of
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multidimensional scaling (Borg & Groenen, 2005). The most popular approach seems
to be the one that is discussed by McCain (1990). A good example of the application of
this approach is provided by White and McCain (1998). In this chapter, we use our own
approach to constructing bibliometric maps. Rather than on multidimensional scaling,
our approach relies on a closely related method called VOS, which is an abbreviation
for visualization of similarities. In our experience, our approach to constructing bib-
liometric maps provides better results than the approaches that have been proposed in
the bibliometric literature. The focus of this chapter, however, is not on the method-
ological aspect of our research. Although we do provide a detailed description of our
approach to constructing bibliometric maps, we do not discuss the differences with and
the advantages over alternative approaches.
The chapter is organized as follows. Our methodology for constructing bibliometric
maps is discussed in Section 8.2. The bibliometric analysis of the CI field is presented
in Section 8.3. Conclusions are drawn in Section 8.4.
8.2 Methodology
According to Bo¨rner et al. (2003), the process of constructing a bibliometric map can be
divided into the following six steps: (1) collection of raw data, (2) selection of the type
of item to analyze, (3) extraction of relevant information from the raw data, (4) calcula-
tion of similarities between items based on the extracted information, (5) positioning of
items in a low-dimensional space based on the similarities, and (6) visualization of the
low-dimensional space. We now discuss the way in which we implement each of these
steps in this chapter. Our approach is summarized in Table 8.1.
The first step in the process of bibliometric mapping is the collection of raw data.
In this chapter, the raw data consist of a corpus containing abstracts of papers from
three major journals and three major conferences in the CI field.1 The journals are the
IEEE Transactions on Neural Networks, the IEEE Transactions on Fuzzy Systems, and
the IEEE Transactions on Evolutionary Computation. The conferences are the Inter-
national Joint Conference on Neural Networks, the IEEE International Conference on
1Actually, the corpus not only contains abstracts of papers, it also contains titles. Both abstracts and
titles are used to construct bibliometric maps. However, for simplicity we will only refer to the abstracts
in the rest of this chapter.
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Table 8.1: Summary of our implementation of the process of bibliometric mapping.
Step of the mapping process Implementation
(1) Collection of data Abstracts of papers from journals and
conferences in the CI field
(2) Selection of type of item Concepts
(3) Extraction of information Co-occurrence frequency (Subsection 8.2.1)
(4) Calculation of similarities Association strength (Subsection 8.2.2)
(5) Positioning of items VOS (Subsection 8.2.3)
(6) Visualization Concept map (Subsection 8.2.4)
Concept density map (Subsection 8.2.5)
Fuzzy Systems, and the IEEE Congress on Evolutionary Computation. Both the jour-
nals and the proceedings of the conferences are published by the IEEE Computational
Intelligence Society. Two sets of data are collected, one containing abstracts from the
period 1996–2000 and one containing abstracts from the period 2001–2005. In this
way, separate bibliometric maps can be constructed for each of the two periods. The
data are collected using two databases, IEEE Xplore and Elsevier Scopus. The latter
database can be seen as an alternative to the well-known ISI Web of Science database.
Compared to Web of Science, Scopus has the advantage that it also includes conference
proceedings.
The second step in the process of bibliometric mapping is the selection of the type
of item to analyze. According to Bo¨rner et al. (2003), journals, papers, authors, and
descriptive terms or words are most commonly selected as the type of item to analyze.
Each type of item provides a different visualization of a field of science and results in a
different analysis. In the present study, we choose to analyze concepts.2 A bibliometric
map showing the associations between concepts in a scientific field is referred to as a
concept map in this chapter. To avoid any possible confusion, we note that our con-
2According to the Merriam-Webster Online Dictionary, a concept is an abstract or generic idea gener-
alized from particular instances. Concepts can be designated using terms. For example, the terms neural
network, fuzzy system, and genetic algorithm designate three well-known concepts in the CI field. There
may exist multiple terms designating the same concept. The terms neural network and neural net, for
example, designate the same concept, and so do the terms fuzzy system, fuzzy inference system, and fuzzy
logic system. Terms that designate the same concept are referred to as synonyms. In the case of synonyms,
we have chosen a preferred term that we use to designate the corresponding concept in a consistent way
throughout this chapter.
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cept maps are very different from the concept maps originally introduced by Joseph D.
Novak (Novak & Gowin, 1984).
The third step in the process of bibliometric mapping is the extraction of relevant
information from the raw data collected in the first step. In this chapter, the relevant
information consists of the co-occurrence frequencies of concepts. The co-occurrence
frequency of two concepts is extracted from a corpus of abstracts by counting the num-
ber of abstracts in which the two concepts both occur. To identify the concepts that
occur in an abstract, one needs a thesaurus of the scientific field with which one is
concerned. Because a thesaurus of the CI field is not available to us, we construct one
ourselves. The approach that we take to construct a thesaurus of the CI field is discussed
in Subsection 8.2.1. We note that in the present study we do not use the same thesaurus
as in our earlier research (Van Eck, Waltman, et al., 2006b, 2006a). This is because
the present study covers a longer period of time and, as a consequence, the concepts of
interest may differ from our earlier research.
The fourth step in the process of bibliometric mapping is the calculation of similar-
ities between items based on the information extracted in the third step. In this chapter,
similarities between items are calculated based on co-occurrence frequencies. In the
bibliometric literature, two approaches can be distinguished for calculating similarities
between items based on co-occurrence frequencies. One approach, which seems the
most popular, is to use the Pearson correlation between the vectors of co-occurrence
frequencies of two items as a measure of the items’ similarity (McCain, 1990; White
& McCain, 1998). The other approach is to normalize co-occurrence frequencies us-
ing, for example, the cosine measure, the inclusion index, or the Jaccard index (Peters
& Van Raan, 1993b). In this chapter, we take the latter approach, since that approach
is recommended in the statistical literature (Borg & Groenen, 2005). To normalize co-
occurrence frequencies, we use a measure that we call association strength. A discussion
of this measure is provided in Subsection 8.2.2.
The fifth step in the process of bibliometric mapping is the positioning of items
in a low-dimensional space based on the similarities calculated in the fourth step. In
this chapter, the low-dimensional space is referred to as a concept map and only two-
dimensional concept maps are considered. In many studies (McCain, 1990; White &
McCain, 1998; Peters & Van Raan, 1993b; Hinze, 1994), the fifth step in the process of
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bibliometric mapping is performed using the method of multidimensional scaling (Borg
& Groenen, 2005). However, it is our experience that multidimensional scaling does
not always provide satisfactory results when it is used for bibliometric mapping. More
specifically, when a large proportion of the similarities equal zero, which occurs quite
frequently in bibliometric mapping, multidimensional scaling always provides maps in
which the items lie more or less equally distributed within a circle (in the case of a
two-dimensional map). To avoid this problem, we use a method that is closely related
to multidimensional scaling. The method, which is called VOS, is discussed in Subsec-
tion 8.2.3.
The sixth step in the process of bibliometric mapping is the visualization of the low-
dimensional space that results from the fifth step. In our study, we use two different
visualization approaches. We have implemented these approaches in two computer pro-
grams, which we call the concept map viewer and the concept density map viewer. The
concept map viewer visualizes a concept map by displaying for each concept a label
that indicates the location of the concept in the concept map. The concept density map
viewer, on the other hand, displays labels only for a small number of frequently occur-
ring concepts. In addition, this viewer uses colors to indicate the amount of attention
researchers pay to the research topics located in the various areas of a concept map.
The concept density map viewer is especially useful to get a quick overview of the di-
vision of a scientific field into several subfields and of the way in which subfields are
related to each other. The visualizations provided by the concept map viewer and the
concept density map viewer are discussed in more detail in Subsection 8.2.4 and 8.2.5,
respectively.
An issue that, in our opinion, usually does not get sufficient attention in bibliometric
studies is the stability of bibliometric maps. Taking into account the issue of stability
can significantly improve the reliability of a bibliometric analysis. We discuss a method
for assessing the stability of a bibliometric map in Subsection 8.2.6.
8.2.1 Thesaurus
To construct a thesaurus of the CI field, we make use of a term extraction tool that we
have developed ourselves. The tool receives a corpus of abstracts as input. First, by
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using the MontyLingua software,3 the tool assigns a part-of-speech category (like verb,
noun, or adjective) to each word in the corpus. Then, based on the assigned part-of-
speech categories, the tool selects words or sequences of words that are likely to be
terms. This is accomplished using a regular expression similar to the one proposed by
Justeson and Katz (1995). The output of the tool is a list of candidate terms sorted
by frequency of occurrence in the corpus. We manually validate the list of candidate
terms. For each candidate term, we decide whether the term is relevant to the CI field.
Furthermore, when we consider a candidate term relevant, we identify its synonyms.
Synonymy relations are important because terms that are synonymous designate the
same concept. The identification of synonyms is also done manually. Using the above
procedure, we obtain a simple thesaurus of the CI field consisting of the field’s most
important terms as well as the synonymy relations between these terms. This thesaurus
allows us to identify the concepts that occur in an abstract.
8.2.2 Association Strength
To normalize co-occurrence frequencies of concepts, we use a measure that we call
association strength. The aim of this measure is to normalize co-occurrence frequencies
in such a way that concepts occurring in many abstracts and concepts occurring in only a
few abstracts can be compared in a fair way. The association strength aij of the concepts
i and j is defined as
aij =
mcij
ciicjj
for i = j, (8.1)
where cij denotes the number of abstracts in which the concepts i and j both occur, cii
denotes the number of abstracts in which concept i occurs, andm denotes the total num-
ber of abstracts. The association strength of two concepts can be interpreted as the ratio
between on the one hand the co-occurrence frequency of the concepts and on the other
hand the expected co-occurrence frequency of the concepts obtained under the assump-
tion that occurrences of the concepts are statistically independent (Van Eck, Waltman, et
al., 2006b). To the best of our knowledge, there are, apart from our own research, only
a few bibliometric studies in which the association strength measure is used (Peters &
Van Raan, 1993b; Hinze, 1994; Rip & Courtial, 1984). In these studies, the measure
3See http://web.media.mit.edu/~hugo/montylingua/.
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is referred to as the proximity index. In our opinion, however, the association strength
measure is preferable over alternative measures for normalizing co-occurrence frequen-
cies, like the cosine measure, the inclusion index, and the Jaccard index. This is because
the alternative measures do not always make fair comparisons between concepts with a
high frequency of occurrence and concepts with a low frequency of occurrence.
8.2.3 VOS
The positioning of concepts in a concept map based on their association strengths is
accomplished using a method that we call VOS, which is an abbreviation for visualiza-
tion of similarities. We now briefly introduce this method. A more elaborate discussion
of VOS, including an analysis of the relationship between VOS and multidimensional
scaling, is provided elsewhere (Van Eck & Waltman, 2007b).
Let there be n concepts. The aim of VOS is to provide a two-dimensional space in
which the concepts 1, . . . , n are located in such a way that the distance between any pair
of concepts i and j reflects their association strength aij as accurately as possible. Con-
cepts that have a high association strength should be located close to each other, whereas
concepts that have a low association strength should be located far from each other. The
idea of VOS is to minimize a weighted sum of the squared Euclidean distances between
all pairs of concepts. The higher the association strength of two concepts, the higher
the weight of their squared distance in the summation. To avoid solutions in which all
concepts are located at the same coordinates, the constraint is imposed that the sum of
all distances must equal some positive constant. In mathematical notation, the objective
function to be minimized in VOS is given by
E(x1, . . . ,xn) =
∑
i<j
aij‖xi − xj‖2, (8.2)
where the vector xi = (xi1, xi2) denotes the location of concept i in a two-dimensional
space and ‖ · ‖ denotes the Euclidean norm. Minimization of the objective function is
performed subject to the constraint
1
n(n− 1)
∑
i<j
‖xi − xj‖ = 1. (8.3)
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Note that the distances ‖xi−xj‖ in the constraint are not squared. We numerically solve
the constrained optimization problem of minimizing (8.2) subject to (8.3) in two steps.
We first convert the constrained optimization problem into an unconstrained optimiza-
tion problem. We then solve the latter problem using a majorization algorithm (Borg
& Groenen, 2005). To reduce the effect of local minima, we run the majorization algo-
rithm using ten random starts. A computer program that implements the majorization
algorithm is available online.4
8.2.4 Concept Map Visualization
To visualize a concept map, we use a Java applet that we call the concept map viewer.
The concept map viewer indicates the location of a concept in a concept map by dis-
playing a label at that location. This label shows a term that designates the concept. The
viewer has scroll, zoom, and search functionality to support a comprehensive examina-
tion of a concept map. In addition to visualizing the associations between concepts, the
viewer also visualizes the importance of concepts and the distribution of the interest in
concepts over the neural networks, fuzzy systems, and evolutionary computation sub-
fields. The importance of a concept, measured by counting the number of abstracts in
which the concept occurs, is indicated by the size of the label representing the concept.
The distribution of the interest in a concept over the neural networks, fuzzy systems, and
evolutionary computation subfields, measured by calculating for each subfield the pro-
portion of the abstracts in which the concept occurs, is indicated by the color of the label
representing the concept. A color consists of a red, green, and blue component, each
of which has a value between 0 and 255. Consider the color of the label representing
concept i. The red, green, and blue component of this color are given by
r
(
pFSi , p
NN
i , p
EC
i
)
=
pFSi
pFSi + p
NN
i + p
EC
i
180 + 75, (8.4)
g
(
pFSi , p
NN
i , p
EC
i
)
=
pNNi
pFSi + p
NN
i + p
EC
i
180 + 75, (8.5)
4See http://www.neesjanvaneck.nl/vos/.
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and
b
(
pFSi , p
NN
i , p
EC
i
)
=
pECi
pFSi + p
NN
i + p
EC
i
180 + 75, (8.6)
respectively, where pFSi denotes the proportion of the abstracts from the IEEE Trans-
actions on Fuzzy Systems and the IEEE International Conference on Fuzzy Systems
in which concept i occurs, pNNi denotes the proportion of the abstracts from the IEEE
Transactions on Neural Networks and the International Joint Conference on Neural Net-
works in which concept i occurs, and pECi denotes the proportion of the abstracts from
the IEEE Transactions on Evolutionary Computation and the IEEE Congress on Evolu-
tionary Computation in which concept i occurs. Using (8.4), (8.5), and (8.6), the color
of a label is not influenced by differences in the number of papers published in the neural
networks, fuzzy systems, and evolutionary computation subfields.
8.2.5 Concept Density Map Visualization
A disadvantage of the concept map visualization discussed above is that labels of con-
cepts usually overlap each other. This may obscure the overall structure of a concept
map. Due to overlapping labels, it may for example be difficult to get a clear overview
of the way in which a field of science is divided into subfields. To gain more insight
into the overall structure of a concept map, we use a MATLAB program that we call
the concept density map viewer. We refer to the maps shown by this viewer as concept
density maps. Rather than displaying labels for all concepts, the concept density map
viewer displays labels only for a small number of frequently occurring concepts. In ad-
dition, the viewer uses colors to indicate the amount of attention researchers pay to the
research topics located in the various areas of a concept map. The amount of attention
for a research topic is measured by counting the number of abstracts concerned with that
topic. The idea of concept density maps has been introduced by Van Eck, Frasincar, and
Van den Berg (2006). In this subsection, we present a refinement of their methodology
for constructing concept density maps.
Concept density maps are based on the notion of concept density. The concept den-
sity at a specific location in a concept map depends both on the number of neighboring
concepts and on the importance of these concepts. The higher the number of neighbor-
ing concepts and the smaller the distance between these concepts and the location under
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consideration, the higher the concept density. Also, the more important the neighbor-
ing concepts, as indicated by the number of abstracts in which they occur, the higher
the concept density. The general idea of a concept density map is that the amount of
attention researchers pay to a research topic located in a specific area of a concept map
is indicated by the concept density in that area. In a concept density map, colors are
used to display the concept density in the various areas of a concept map. In this way,
areas with a high concept density can be easily identified. Such areas contain concepts
that together receive a lot of attention from researchers. Most likely, the areas therefore
point to important research topics.
We now discuss the construction of concept density maps. The concept density at a
specific location in a concept map is calculated by first placing a so-called kernel func-
tion at each concept location and then taking a weighted average of the kernel functions.
The weight of a kernel function is set equal to the number of abstracts in which the cor-
responding concept occurs. In mathematical notation, the concept density at location
x = (x1, x2) is given by
D(x) =
1
h2
∑n
i=1 cii
n∑
i=1
ciiK
(
x1 − xi1
h
,
x2 − xi2
h
)
, (8.7)
where K denotes a kernel function and h denotes a smoothing parameter. Recall further
that cii denotes the number of abstracts in which concept i occurs and xi = (xi1, xi2)
denotes the location of concept i in a concept map. The kernel function K must satisfy
the conditions
∀t1, t2, t3, t4 : t21 + t22 = t23 + t24 ⇒ K(t1, t2) = K(t3, t4), (8.8)
∀t1, t2, t3, t4 : t21 + t22 < t23 + t24 ⇒ K(t1, t2) ≥ K(t3, t4), (8.9)
and
∀t1, t2 : K(t1, t2) ≥ 0. (8.10)
A kernel function satisfying these conditions is invariant to rotation. We require this
property because concept maps are also invariant to rotation. In this chapter, we use the
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bivariate standard normal distribution for the kernel function K, which means that
K(t1, t2) =
1
2π
exp
(
−t
2
1 + t
2
2
2
)
. (8.11)
The smoothness of the concept density function in (8.7) is determined by the smoothing
parameter h. Choosing an appropriate value for h is essential. A too small value for h
results in a concept density function that is too rough, whereas a too large value results
in a concept density function that is too smooth. The coloring of a concept density map
is based on concept densities calculated using (8.7). We use colors ranging from blue to
red in our research. Blue areas in a concept density map have the lowest concept density
and thus point to research topics that receive very little attention from researchers. Red
areas, on the other hand, have the highest concept density and thus point to research
topics that receive a lot of attention from researchers.
As a final remark, we note that the above approach to calculating concept densi-
ties is mathematically somewhat similar to the statistical technique of kernel density
estimation. This technique is discussed by, for example, Scott (1992).
8.2.6 Stability
A bibliometric map can be considered stable if small changes in the underlying data
produce only small changes in the map (De Leeuw & Meulman, 1986). Although the
concept maps presented in this chapter are constructed using VOS, the stability of the
maps can be analyzed in a similar way as in the case of maps constructed using multi-
dimensional scaling methods. De Leeuw and Meulman (1986) propose to analyze the
stability of multidimensional scaling maps by studying the effect of leaving out one ob-
ject. Other approaches to stability analysis, proposed by Heiser and Meulman (1983a,
1983b) and Weinberg, Carroll, and Cohen (1984), investigate the effect of random sam-
pling on multidimensional scaling maps. The latter approaches all rely on the statistical
technique of bootstrapping.
Our analysis of the stability of our concept maps also focuses on the effect of random
sampling. The approach that we take is quite similar to the one discussed by Heiser
and Meulman (1983b). When constructing a concept map, the corpus of abstracts on
which the map is based can be regarded as a sample, with each abstract representing
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an observation. The sample defines an empirical probability distribution over abstracts.
A bootstrap sample is a sample that is drawn, with replacement, from this empirical
probability distribution. A bootstrap sample has the same size as the original sample.
In this chapter, 100 bootstrap samples are drawn in order to analyze the stability of
a concept map. For each bootstrap sample, a concept map is constructed using the
methodology discussed above. Since concept maps are invariant to rotation, reflection,
translation, and dilation (i.e., stretching and shrinking), we cannot directly compare
the concept maps obtained from the different bootstrap samples. Instead, we first use
Procrustes rotation (Borg & Groenen, 2005) to match each concept map as closely as
possible to the concept map obtained from the original sample. In this way, we end up
with 100 concept maps that can be used to analyze the stability of individual concepts.
For each concept, we thus have 100 locations, each obtained from a different bootstrap
sample. To analyze the stability of a concept in a concept map, we draw an ellipse
that covers most of the bootstrap locations of the concept. The ellipse is centered at the
average of the bootstrap locations. The shape of the ellipse is based on the assumption of
a bivariate normal sampling distribution and depends on the standard deviations and the
correlation estimated using the bootstrap procedure. The size of the ellipse is determined
in such a way that the ellipse covers exactly 90% of the bootstrap locations. In this way,
an ellipse can be interpreted as an approximate 90% confidence region for the location
of a concept.
8.3 Analysis
As stated before, our analysis is based on abstracts of papers from three major jour-
nals and three major conferences in the CI field. Furthermore, two time periods are
considered in the analysis, 1996–2000 and 2001–2005. For each period, the number
of abstracts that we obtained from the different journals and conference proceedings is
reported in Table 8.2.5 Based on the abstracts, we constructed a thesaurus of the CI field
using the approach discussed in Subsection 8.2.1. We ended up with a thesaurus con-
taining 376 concepts. However, when constructing concept maps of the CI field, we only
5Since the first issue of the IEEE Transactions on Evolutionary Computation appeared in 1997, ab-
stracts from this journal were not available for the year 1996.
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Table 8.2: Number of abstracts in the corpus.
Journal / conference proceedings Number of abstracts
1996–2000 2001–2005
IEEE Trans. Neural Networks 701 682
IEEE Trans. Fuzzy Systems 272 360
IEEE Trans. Evolutionary Computation 89 203
Proc. Int. Joint Conf. Neural Networks 2761 2761
Proc. IEEE Int. Conf. Fuzzy Systems 1452 1148
Proc. IEEE Congr. Evolutionary Computation 960 1629
Total 6235 6783
included concepts that occurred in at least ten abstracts. This was done because we con-
sidered the amount of data on concepts occurring in less than ten abstracts too limited
for a reliable analysis. In the periods 1996–2000 and 2001–2005, there were, respec-
tively, 332 and 337 concepts that occurred in at least ten abstracts. For these concepts,
we counted the co-occurrence frequencies. In both periods, 74% of the co-occurrence
frequencies turned out to be equal to zero, which indicates that most combinations of
concepts did not occur in any abstract at all. The concept maps that we constructed for
the periods 2001–2005 and 1996–2000 are shown in Figures 8.1 and 8.4, respectively.
The corresponding concept density maps are shown in Figures 8.2 and 8.5. Since the
figures are printed in black and white, the coloring of the labels (see Subsection 8.2.4)
is not visible in the concept maps. Similarly, in the concept density maps, colors indi-
cating the density of concepts (see Subsection 8.2.5) are not visible. Instead, curves that
indicate points of equal density are shown in the concept density maps. Concept maps
and concept density maps with the correct coloring are available online.6 We encourage
the interested reader to have look at these maps, since they are much more insightful
than maps printed in black and white. Moreover, we have also made available online
our concept map viewer (see Subsection 8.2.4). Using this viewer, the concept maps in
Figures 8.1 and 8.4 can be examined in much more detail. To provide some insight into
the stability of our concept maps, approximate 90% confidence regions for a number
of frequently occurring concepts in the periods 2001–2005 and 1996–2000 are shown
6See http://www.neesjanvaneck.nl/ijufks/.
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in Figures 8.3 and 8.6, respectively. The confidence regions were calculated using the
bootstrap approach discussed in Subsection 8.2.6.
8.3.1 Structure of the Computational Intelligence Field
To analyze the current structure of the CI field, we consider the maps for the period
2001–2005, which are shown in Figures 8.1, 8.2, and 8.3. Our initial expectation was
to find three well-separated clusters of concepts, corresponding to the three well-known
subfields of the CI field, that is, neural networks, fuzzy systems, and evolutionary com-
putation. This is also what we found in our earlier research (Van Eck, Waltman, et al.,
2006b, 2006a), in which we used a smaller data set and a smaller thesaurus than in the
present study. However, somewhat to our surprise, there is no very clear correspondence
between on the one hand the clusters that can be observed in our maps and on the other
hand the three subfields of the CI field. The clusters can be seen most easily in the
concept density map in Figure 8.2. The cluster in the right part of the map clearly cor-
responds to the evolutionary computation subfield, but the clusters in the left part of the
map do not correspond one-to-one to the neural networks and fuzzy systems subfields.
Instead, the clustering in the left part of the map seems to reflect different types of prob-
lems that are studied in the CI field. In the lower left part, there is a cluster for control
problems. In the upper left part, there is a cluster for classification problems, that is,
for problems involving the prediction of a class label. And in the center of the left part,
there is a cluster for problems in which a continuous value has to be predicted. We will
refer to the latter problems as regression problems. Moreover, the interpretation of clus-
ters in terms of the type of problem with which they are concerned can also be applied
to the cluster in the right part of the map. Since evolutionary computation primarily
deals with optimization, this cluster can be seen as a cluster for optimization problems.
So, following the above interpretation of the maps for the period 2001–2005, it turns
out that, contrary to our expectation, the CI field is not structured around the three most
important techniques studied in the field, that is, neural networks, fuzzy systems, and
evolutionary computation. Instead, the field is structured around what seem to be the
four main types of problems with which the field is concerned. These types of problems
are control problems, classification problems, regression problems, and optimization
problems.
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Figure 8.1: Concept map for the period 2001–2005.
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Figure 8.3: Approximate 90% confidence regions for a number of frequently occurring
concepts in the period 2001–2005.
A closer examination of the concept map for the period 2001–2005, either using Fig-
ure 8.1 or using the concept map viewer available online, reveals that each of the three
clusters in the left part of the map contains both concepts from the neural networks sub-
field and concepts from the fuzzy systems subfield. The control cluster is dominated by
fuzzy systems concepts, but the cluster also contains some neural networks concepts, for
example recurrent neural network, neural network controller, and neural system. Most
concepts in the classification and regression clusters, on the other hand, belong to the
neural networks subfield, but there are also a number of fuzzy systems concepts in these
clusters. Some examples are fuzzy c-means, fuzzy clustering, and fuzzy classifier in the
classification cluster and membership function, fuzzy inference, and defuzzification in
the regression cluster. Together, all these examples clearly indicate that the clustering
found in our maps does not coincide with the division of the CI field into the neural net-
works, fuzzy systems, and evolutionary computation subfields. More specifically, the
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neural networks and fuzzy systems subfields turn out to be fairly intertwined. The evo-
lutionary computation subfield, on the other hand, has a relatively independent position
within the CI field.
Based on the maps, some further observations on the structure of the CI field can be
made. The concept density map in Figure 8.2 shows that the classification cluster and the
regression cluster are only weakly separated from each other. The separation between
other clusters is much stronger. One might even argue, based on the concept density
map, that there is in fact one large cluster, which is concerned with both classification
and regression problems. The weak separation between the classification cluster and
the regression cluster seems to indicate that classification and regression problems are
seen as fairly similar. This is probably due to the fact that important CI techniques like
neural networks and fuzzy systems can be applied to both types of problems. Using
the concept map, it can further be observed that within the classification cluster there
is no clear separation between concepts related to classification (e.g., classification,
support vector machine, and neural network classifier) on the one hand and concepts
related to clustering (e.g., cluster, fuzzy c-means, and fuzzy clustering) on the other
hand. Apparently, researchers do not see much difference between classification and
clustering.
We now consider the map in Figure 8.3, which shows approximate 90% confidence
regions for a number of frequently occurring concepts in the period 2001–2005. It can
be seen that some concepts, like neuron and fuzzy system, are quite unstable. Other con-
cepts, like genetic algorithm and classification, are much more stable. For comparison,
the concept parallel genetic algorithm, which occurs in only ten abstracts, is also shown
in the map. This concept is highly unstable, as indicated by its very large confidence
region. Although concepts with confidence regions of this size are rather exceptional, it
turns out that, on average, less frequently occurring concepts are also less stable. This
is because the locations of these concepts in a concept map are calculated from a rel-
atively small amount of data. The example of parallel genetic algorithm shows that
one should be very careful when making detailed statements based on the location of
a single concept, especially if the concept occurs in only a few abstracts. The above
analysis of the structure of the CI field does not contain any very detailed statement, and
it therefore does not depend too strongly on the exact locations of individual concepts.
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In our opinion, a more detailed analysis may be possible, but such an analysis should be
performed very carefully.
8.3.2 Evolution of the Computational Intelligence Field Over the
Last Decade
To analyze the evolution of the CI field over the last decade, we first consider the dif-
ferences in the number of occurrences of concepts in the periods 1996–2000 and 2001–
2005. In Table 8.3, the concepts are listed that have the largest relative increase in their
number of occurrences between the two periods. Only concepts occurring in at least 20
abstracts in the period 2001–2005 are shown. Similarly, the concepts with the largest
relative decrease in their number of occurrences are listed in Table 8.4. This table only
shows concepts that occur in at least 20 abstracts in the period 1996-2000. For each
concept in Tables 8.3 and 8.4, the number of abstracts in which the concept occurs in
the periods 1996-2000 and 2001–2005 is reported.
The data in Table 8.3 indicate a number of emerging areas in the CI field. Interestingly,
most of these areas lie in the evolutionary computation subfield. The data reveal six
emerging areas in this subfield. These areas are genetic regulatory networks, evolution-
ary multiobjective optimization, artificial immune systems, particle swarm optimiza-
tion, ant colony optimization, and differential evolution. Furthermore, the interest of
evolutionary computation researchers in the area of learning classifier systems has also
increased considerably over the last years. As can be seen in Table 8.2, the recent de-
velopments in the evolutionary computation subfield have resulted in a large increase in
the number of papers from this subfield. Another emerging area revealed by the data
in Table 8.3 is support vector machines. Most abstracts containing the concept support
vector machine belong to papers from the IEEE Transactions on Neural Networks or the
International Joint Conference on Neural Networks. This shows that support vector ma-
chines research is usually seen as part of the neural networks subfield. Given the fairly
large number of papers concerned with support vector machines, it is quite remarkable
that the topic of support vector machines is not covered in two recent textbooks on CI
(Engelbrecht, 2003; Konar, 2005). Apparently, there is no complete consensus within
the CI community on the question whether support vector machines research belongs to
the CI field at all. In the fuzzy systems subfield, research interest in the topic of fuzzy
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Table 8.3: Concepts with the largest relative increase in their number of occurrences.
Concept Number of occurrences
1996–2000 2001–2005
genetic regulatory network 0 26
NSGA-II 0 22
least squares support vector machine 1 27
artificial immune system 2 34
evolutionary multiobjective optimization 3 36
particle swarm optimization 10 113
pareto front 5 41
gaussian kernel 3 21
ant colony optimization 4 28
support vector machine 39 264
multiobjective evolutionary algorithm 11 70
learning classifier system 4 25
support vector 12 71
association rule 5 23
long term memory 5 21
pareto optimal solution 6 24
ant 14 51
immune system 10 34
kernel 54 173
multiobjective optimization 35 112
differential evolution 11 35
ant colony 8 25
gene 52 135
mutual information 19 49
image retrieval 11 27
association rules has increased significantly over the last decade. This is indicated by
the concept association rule in Table 8.3.
Obviously, there must also be areas with a decreasing interest of CI researchers.
These areas are indicated by the data in Table 8.4. In the neural networks subfield, in-
terest in the area of feedforward neural networks has decreased considerably. The same
is true for the area of fuzzy control in the fuzzy systems subfield. In the evolutionary
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Table 8.4: Concepts with the largest relative decrease in their number of occurrences.
Concept Number of occurrences
1996–2000 2001–2005
fuzzy constraint 21 4
constructive algorithm 28 8
cascade correlation 23 7
fuzzy logic control 48 15
multilayer feedforward neural network 44 16
control action 33 13
hidden unit 117 48
iris data 31 13
fuzzy number 63 27
evolutionary programming 90 39
fuzzy control system 73 32
feedforward neural network 184 82
sliding mode controller 20 9
universal approximator 31 14
fuzzy logic controller 128 58
defuzzification 44 20
knowledge base 78 37
PID controller 41 20
rule extraction 43 21
inverted pendulum 57 28
expert system 51 26
approximate reasoning 25 13
backpropagation 398 211
fuzzy controller design 22 12
output layer 42 23
computation subfield, the amount of research in the area of evolutionary programming
has clearly decreased.
We now compare the maps for the period 1996–2000, shown in Figures 8.4, 8.5,
and 8.6, to the maps for the period 2001–2005, shown in Figures 8.1, 8.2, and 8.3. The
concept density map in Figure 8.5 reveals that in the period 1996–2000 the CI field was
largely structured around the three most important techniques studied in the field, that is,
neural networks, fuzzy systems, and evolutionary computation. The map clearly shows
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Figure 8.4: Concept map for the period 1996–2000.
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Figure 8.6: Approximate 90% confidence regions for a number of frequently occurring
concepts in the period 1996–2000.
three clusters, each corresponding to one of the three techniques. The correspondence
between the three clusters and the three techniques is not perfect. By examining the
concept map for the period 1996–2000, either using Figure 8.4 or using the concept map
viewer available online, it can be seen that some fuzzy systems concepts are located in
the neural networks cluster. Most of these concepts have to do with classification (e.g.,
fuzzy classifier and fuzzy classification), clustering (e.g., fuzzy clustering and fuzzy c-
means), or neuro-fuzzy systems (e.g., fuzzy neural network and neuro-fuzzy inference
system). However, even though the correspondence between the three clusters and the
three most important CI techniques is not perfect, it is clear that in the period 1996–
2000 the CI field was much more structured around techniques than it was in the period
2001–2005. As discussed above, in the latter period the field was structured around four
types of problems that each receive a lot of attention in the field.
Based on the concept density maps in Figures 8.2 and 8.5, some further observations
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on the evolution of the CI field can be made. One thing to note is that in the map for
the period 1996–2000 concepts related to classification and concepts related to regres-
sion are located much closer to each other than in the map for the period 2001–2005.
Apparently, nowadays research into classification problems on the one hand and into
regression problems on the other hand is somewhat more separated than it was some
years ago. Another observation is that concepts related to control and concepts related
to neural networks have moved toward each other. This might be an indication that the
application of neural network techniques to control problems has increased over the last
decade.
8.4 Conclusions
In this chapter, we have presented a bibliometric study of the CI field. Based on our
analysis, we can draw a number of conclusions. First of all, our initial expectation that
the CI field is structured around the neural networks, fuzzy systems, and evolutionary
computation subfields turns out to be too simplistic. As revealed by our bibliometric
maps for the period 2001–2005, the CI field can best be seen as a field that is struc-
tured around four important types of problems, namely control problems, classification
problems, regression problems, and optimization problems. Moreover, the neural net-
works and fuzzy systems subfields turn out to be fairly intertwined. Both subfields are
concerned with control, classification, and regression problems. The evolutionary com-
putation subfield mainly deals with optimization problems, and it therefore turns out to
have a relatively independent position within the CI field. Interestingly, the intertwining
of the neural networks and fuzzy systems subfields has increased considerably over the
last decade. This can be seen by comparing the maps for the period 2001–2005 to the
maps for the period 1996–2000. In the latter maps, the neural networks and fuzzy sys-
tems subfields are clearly separated from each other. Apparently, in the last decade there
must have been some development in the CI field that has brought the neural networks
and fuzzy systems subfields closer together. A possible explanation might be that more
and more researchers recognize that in many cases neural network techniques and fuzzy
system techniques are applied to rather similar problems, even though the techniques
themselves are very different. As a consequence, more and more researchers become
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interested in comparing the two types of techniques, and they start combining them into
hybrid systems. So, researchers focus less on one type of technique. Instead, they focus
on the problem with which they are concerned, and they try to find the technique or the
combination of techniques that solves the problem in the most satisfactory way.
Our analysis of the frequency with which researchers use specific concepts in their
papers has revealed a number of emerging areas in the CI field. These areas are ge-
netic regulatory networks, evolutionary multiobjective optimization, artificial immune
systems, particle swarm optimization, ant colony optimization, differential evolution,
and support vector machines. Interestingly, most of these areas lie in the evolutionary
computation subfield, which suggests that this subfield has been particularly innovative
over the last decade. We also note that it is not completely clear whether the area of
support vector machines should be seen as part of the CI field at all. The interest of CI
researchers in a number of more traditional research topics has decreased significantly
over the last decade. These topics are feedforward neural networks, fuzzy control, and
evolutionary programming.

Chapter 9
Summary and Future Research
9.1 Summary of the Thesis
Bibliometric mapping of science is concerned with quantitative methods for visually
representing scientific literature based on bibliographic data. Bibliometric mapping
has a rich history starting with the first pioneering efforts in the 1970s. During four
decades of bibliometric mapping research, a large number of methods and techniques
have been proposed and tested. Although this has not resulted in a single generally ac-
cepted methodological standard, it did result in a limited set of methods and techniques
that are commonly used by a majority of the researchers.
In this thesis, a new methodology for bibliometric mapping has been presented. It
has been argued that some commonly used methods and techniques for bibliometric
mapping have important shortcomings. In particular, popular normalization methods,
such as the cosine method and the Jaccard method, lack a solid mathematical justifi-
cation, and popular multidimensional-scaling-based approaches for constructing biblio-
metric maps suffer from artifacts, especially when working with larger data sets. Also,
the presentation of bibliometric maps is often done using very simple static pictures and
without offering any possibility for interaction. The aim of the methodology introduced
in this thesis is to provide improved methods and techniques for bibliometric mapping.
A general introduction into bibliometric mapping was provided in Chapter 1 of the
thesis. An outline of the various steps of the bibliometric mapping process was also
given in this chapter. In Chapters 2 to 8 of the thesis, seven separate studies were pre-
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sented. The first six studies each focused on a specific step of the bibliometric mapping
process. The seventh study was concerned with an application of bibliometric mapping.
We will now summarize each of the studies.
In Chapter 2, a new technique for automatic term identification was introduced.
This technique can be used to automatically select the terms to be shown in a term map.
The technique looks at the way in which noun phrases are distributed over topics. The
more the distribution of a noun phrase is biased towards a single topic, the more likely
the noun phrase is to represent a relevant term in the domain of interest. The main
conclusion that can be drawn from Chapter 2 is that for many purposes the proposed
technique works sufficiently well, but that manual intervention remains necessary if a
highly accurate selection of relevant terms is needed.
Chapters 3 and 4 were concerned with methods for normalizing relatedness scores
of objects. These methods were referred to as similarity measures in these chapters.
In Chapter 3, so-called indirect similarity measures were considered. In Chapter 4, the
focus was on direct similarity measures. In both chapters, a strictly mathematical point
of view was taken. More specifically, a number of properties were formulated that a
reasonable similarity measure should satisfy, and it was derived which similarity mea-
sures indeed satisfy these properties and which do not. In Chapter 3, a number of indi-
rect similarity measures were suggested that have satisfactory mathematical properties.
In Chapter 4, a large family of direct similarity measures was considered, and it was
concluded that within this family there is essentially only one measure, the so-called
association strength measure, that has fully satisfactory mathematical properties. Other
more commonly used measures, such as the cosine measure and the Jaccard measure,
do not have fully satisfactory properties.
In Chapter 5, the VOS mapping technique was introduced. This technique can
be seen as an alternative to the well-known technique of multidimensional scaling.
The mathematical relation between the VOS mapping technique and multidimensional
scaling was pointed out, and an empirical comparison was performed in which both
techniques were used to construct a number of bibliometric maps. It was found that
two commonly used multidimensional scaling approaches for constructing bibliometric
maps suffer from artifacts. One artifact is the tendency to locate the most important ob-
jects in the center of a map and less important objects in the periphery. Another artifact
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is the tendency to locate objects in a circular structure. The VOS mapping technique
turned out not to have these problems. Based on these observations, the conclusion
was drawn that in general the VOS mapping technique produces more satisfactory bib-
liometric maps than the two commonly used multidimensional scaling approaches that
were studied.
In Chapter 6, the VOS clustering technique was introduced. This technique can be
used to cluster the objects in a bibliometric map. The technique can serve as an alterna-
tive to other clustering techniques, such as the commonly used technique of hierarchical
clustering. It was shown in Chapter 6 that the VOS clustering technique can be derived
from the same underlying mathematical principle as the VOS mapping technique. Be-
cause of this, the combination of the two VOS techniques provides a unified framework
for mapping and clustering. The advantage of such a unified framework is that it will
provide mapping and clustering results that are consistent with each other. In the lit-
erature, mapping and clustering techniques are often used together, but the techniques
are typically based on different principles, which may lead to inconsistent results. It
was also shown in Chapter 6 that the VOS clustering technique is closely related to
modularity-based clustering, which is a popular clustering technique in the physics lit-
erature (Newman, 2004a, 2004b; Newman & Girvan, 2004). The unified mapping and
clustering approach introduced in Chapter 6 was tested by constructing a map of highly
cited publications in the field of information science.
Chapter 7 was concerned with the VOSviewer software for displaying and exploring
bibliometric maps. The functionality of the software was presented, and the technical
implementation of specific parts of the software was discussed. Also, an application
was shown in which the software was used to construct and display a co-citation based
map of 5000 major scientific journals.
Finally, in Chapter 8, an application of bibliometric mapping was presented. Bib-
liometric maps were constructed based on journal and conference publications in the
field of computational intelligence. To study the evolution of the field over time, maps
were produced for two time periods. Using the bibliometric maps, the main problems
studied in the field of computational intelligence could be identified, and the position of
the evolutionary computation, fuzzy systems, and neural networks subfields relative to
each other could be analyzed.
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9.2 Outlook and Directions for Future Research
The methods and techniques introduced in this thesis have been used in a number of
scientific papers (Heersmink, Van den Hoven, Van Eck, & Van den Berg, 2011; Ley-
desdorff, Hammarfelt, & Akdag Salah, in press; Lu & Wolfram, 2010; Su & Lee, 2010;
Tijssen, 2010; Waaijer et al., 2010, 2011; Waltman, Yan, & Van Eck, in press; Zuccala
& Van Eck, 2011). More papers employing the methods and techniques introduced in
this thesis are expected to appear in the near future. Especially the VOSviewer software
is receiving more and more attention in the scientific community. The development of
the VOSviewer software will continue, and it is hoped that the software will be of value
to a large group of users, both inside and outside the field of bibliometrics, and also
outside the academic world.
The bibliometric mapping methodology introduced in this thesis is also being used
on a regular basis in commercial research projects conducted by the Centre for Science
and Technology Studies of Leiden University. These projects are commissioned by
governments, funding agencies, universities, and scientific publishers. In most cases,
the projects have science policy or research management objectives. We expect the use
of bibliometric mapping in a science policy and research management context to become
more and more common. Because of this, the application of the methods and techniques
introduced in this thesis for science policy and research management objectives may be
an important topic for future research.
There are various other directions for future research. In particular, the methodology
introduced in this thesis can be extended in a number of ways. Some possibilities in this
direction are listed below:
• The technique for automatic term identification introduced in Chapter 2 requires
the use of a clustering technique (i.e., probabilistic latent semantic analysis) for
identifying topics. At the moment, we are investigating simpler techniques for
automatic term identification that do not require the use of a clustering technique.
Instead, these techniques identify terms directly based on their position in the
network of co-occurrences of noun phrases. This approach is computationally
much more efficient, and we also consider it conceptually more elegant. Our new
approach to automatic term identification will be implemented in the next version
of the VOSviewer software.
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• It was found empirically that in some cases the association strength normalization
method (see Chapter 4) does not yield a completely satisfactory normalization.
An alternative, closely related normalization method is currently being tested.
• Another empirical observation is that, in the case of a map with two or more di-
mensions, the objective function of the VOS mapping technique (see Chapter 5)
does not seem to have any non-global optima. Hence, optimization of the ob-
jective function seems easy, since there are no problems with local optima. This
property of the objective function needs further mathematical investigation.
• In general, the VOS mapping technique produces well-structured maps. How-
ever, in the case of maps with lots of objects (see e.g. Section 7.6), the accuracy
of the VOS mapping technique at the local level can be somewhat disappointing.
Future research may be directed at improving the local accuracy of the VOS map-
ping technique in the case of maps with lots of objects. An interesting mapping
technique that seems to yield accurate results both at the local and at the global
level is the LinLog technique proposed by Noack (2007). A disadvantage of this
technique is that it is based on an objective function that seems to be much more
difficult to optimize than the objective function of the VOS mapping technique.
• The VOS clustering technique (see Chapter 6) produces non-overlapping clusters.
This means that each object is assigned to exactly one cluster. In future research,
variants of the VOS clustering technique may be developed that allow for over-
lapping clusters. In such variants, objects can be assigned to multiple clusters,
resulting in a so-called fuzzy clustering of the objects. Another possibility is to
develop variants of the VOS clustering technique that allow for hierarchically or-
ganized clusters.
• Bibliometric maps can be quite sensitive to noise in the underlying data. This
noise can for example be a consequence of the relatively arbitrary decisions re-
searchers make when choosing the references they cite or the terminology they
use. To obtain some insight into the possible effect of noise on a bibliometric
map, it would be desirable to have a quantitative measure of the sensitivity of a
map to small changes in the underlying data. One possibility for calculating such
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a measure may be the use of a bootstrapping technique (in a somewhat similar
way as in Chapter 8).
• Bibliometric mapping is often used for dynamic analyses, where the focus is on
the changes that take place over time. Although the methods and techniques in-
troduced in this thesis can be used for dynamic analyses (see Chapter 8), they
have been developed primarily for static analyses. Static analyses, which focus
on a single point in time, typically involve less difficulties than dynamic analyses.
Future research may be aimed at developing a bibliometric mapping methodology
that is intended specifically for dynamic analyses.
It is hoped that the above technical issues can be addressed in the near future.
Nederlandse Samenvatting
(Summary in Dutch)
Dit proefschrift gaat over het maken van bibliometrische kaarten van de wetenschap.
Bibliometrisch karteren houdt zich bezig met kwantitatieve methodes voor het visu-
eel weergeven van wetenschappelijke literatuur op basis van bibliografische gegevens.
Onderzoek op het gebied van bibliometrisch karteren heeft een rijke geschiedenis die
teruggaat tot de jaren 70 van de vorige eeuw. Gedurende veertig jaar onderzoek zijn een
groot aantal methodes en technieken geı¨ntroduceerd en getest. Hoewel dit niet heeft
geleid tot een algemeen geaccepteerde methodologische standaard, heeft het wel een
beperkte verzameling van methodes en technieken opgeleverd die veelvuldig door on-
derzoekers worden gebruikt.
In dit proefschrift wordt een nieuwe methodologie voor bibliometrisch karteren ge-
presenteerd. Bepaalde veelgebruikte methodes en technieken voor bibliometrisch karte-
ren hebben serieuze tekortkomingen. Populaire normalisatiemethodes, zoals de cosinus
methode en de Jaccard methode, hebben bijvoorbeeld geen solide wiskundige onder-
bouwing. Populaire technieken voor het construeren van bibliometrische kaarten, ge-
baseerd op het idee van meerdimensionale schaling, hebben last van artefacten, in het
bijzonder wanneer er met grote hoeveelheden gegevens wordt gewerkt. Verder worden
voor de presentatie van bibliometrische kaarten vaak eenvoudige statische afbeeldingen
gebruikt, zonder enige mogelijkheid voor interactie. Het doel van de methodologie die
in dit proefschrift wordt geı¨ntroduceerd is om verbeterde methodes en technieken voor
bibliometrisch karteren te bieden.
Afgezien van een inleidend en een afsluitend hoofdstuk (hoofdstuk 1 en 9), be-
staat dit proefschrift uit zeven hoofdstukken. Van deze zeven hoofdstukken hebben de
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eerste zes (hoofdstuk 2 t/m 7) een methodologisch karakter. Het zevende hoofdstuk
(hoofdstuk 8) gaat over een toepassing. Hieronder worden de zeven hoofdstukken kort
samengevat.
In hoofdstuk 2 wordt een nieuwe techniek voor het automatisch identificeren van
termen geı¨ntroduceerd. Deze techniek kan worden gebruikt om automatisch de termen
te selecteren die in een termenkaart worden getoond. De techniek kijkt naar de verde-
ling van zelfstandignaamwoordgroepen over onderwerpen. Hoe meer de verdeling van
een zelfstandignaamwoordgroep een afwijking heeft in de richting van e´e´n bepaald on-
derwerp, hoe waarschijnlijker het is dat deze zelfstandignaamwoordgroep een relevante
term representeert. De belangrijkste conclusie van hoofdstuk 2 is dat de voorgestelde
techniek voor veel doeleinden voldoende goed werkt, maar dat handmatige controle
nodig blijft wanneer een hoge nauwkeurigheid van de termidentificatie vereist is.
Hoofdstuk 3 en 4 gaan over methodes voor het normaliseren van relatiesterktes van
objecten. Deze methodes worden ook wel aangeduid als maten van gelijkenis. Hoofd-
stuk 3 gaat over zogeheten indirecte maten, terwijl hoofdstuk 4 over directe maten gaat.
In beide hoofdstukken wordt een strikt wiskundige aanpak gehanteerd. Er worden ei-
genschappen geformuleerd die maten van gelijkenis redelijkerwijs zouden moeten heb-
ben en er wordt gekeken welke maten deze eigenschappen inderdaad bezitten en welke
niet. Hoofdstuk 3 levert een aantal suggesties op voor indirecte maten van gelijkenis
met goede wiskundige eigenschappen. In hoofdstuk 4 wordt een grote verzameling van
directe maten van gelijkenis beschouwd en wordt geconcludeerd dat er binnen deze
verzameling in essentie slechts e´e´n maat is, de zogeheten associatiesterkte maat, die
alle gewenste wiskundige eigenschappen bezit. Andere maten die veel vaker worden
gebruikt, zoals de cosinus maat en de Jaccard maat, hebben niet alle gewenste eigen-
schappen.
In hoofdstuk 5 wordt de VOS karteringstechniek geı¨ntroduceerd, waarbij de afkor-
ting VOS staat voor ‘visualization of similarities’. De VOS karteringstechniek kan wor-
den gezien als een alternatief voor de bekende meerdimensionale schaaltechniek. In
hoofdstuk 5 wordt de wiskundige relatie tussen de twee technieken bestudeerd. Tevens
wordt een empirische vergelijking uitgevoerd waarin beide technieken worden gebruikt
om een aantal bibliometrische kaarten te construeren. Twee veelgebruikte benaderingen
waarin meerdimensionale schaling wordt toegepast blijken last te hebben van artefac-
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ten. Een van de artefacten is de tendens om belangrijke objecten in het midden van
een kaart te plaatsen en minder belangrijke objecten aan de rand. Een andere artefact
is de tendens om objecten in een cirkelvormige structuur te plaatsen. De VOS karte-
ringstechniek blijkt van deze problemen geen last te hebben. Op basis hiervan wordt
geconcludeerd dat de VOS karteringstechniek over het algemeen betere bibliometrische
kaarten oplevert dan de twee veelgebruikte meerdimensionale schaalbenaderingen.
In hoofdstuk 6 wordt de VOS clustertechniek geı¨ntroduceerd. Deze techniek kan
worden gebruikt om de objecten in een bibliometrische kaart te clusteren. De tech-
niek kan dienen als een alternatief voor andere clustertechnieken, zoals de veelgebruikte
hie¨rarchische technieken. In hoofdstuk 6 wordt aangetoond dat de VOS clustertechniek
vanuit hetzelfde onderliggende wiskundige principe kan worden afgeleid als de VOS
karteringstechniek. Hieruit volgt dat de combinatie van de twee VOS technieken tot
een geu¨nificeerde benadering voor karteren en clusteren leidt. Het voordeel van zo een
geu¨nificeerde benadering is dat het kaarten en clusters oplevert die onderling consistent
zijn. In de literatuur worden karteringstechnieken en clustertechnieken vaak samen ge-
bruikt, maar de technieken zijn gewoonlijk op verschillende principes gebaseerd, wat
tot inconsistente resultaten kan leiden. In hoofdstuk 6 wordt ook aangetoond dat de
VOS clustertechniek nauw verwant is aan clustertechnieken die gebaseerd zijn op zoge-
heten modulariteitsmaten. Dit type clustertechnieken is populair in the natuurkundige
literatuur. Om de in hoofdstuk 6 voorgestelde geu¨nificeerde benadering voor karteren
en clusteren te testen wordt een bibliometrische kaart gemaakt van veelgeciteerde pu-
blicaties in de informatiewetenschappen.
Hoofdstuk 7 gaat over de VOSviewer software voor het weergeven en exploreren
van bibliometrische kaarten. De functionaliteit van de software wordt besproken en er
wordt nader ingegaan op de technische implementatie van specifieke onderdelen van de
software. Tevens wordt een toepassing getoond waarin de software wordt gebruikt voor
het construeren en weergeven van een op co-citaties gebaseerde kaart van 5000 grote
wetenschappelijke tijdschriften.
Ten slotte is hoofdstuk 8 volledig gewijd aan een toepassing van bibliometrisch kar-
teren. In deze toepassing worden bibliometrische kaarten geconstrueerd op basis van
tijdschrift- en conferentiepublicaties in het vakgebied van de computationele intelligen-
tie. Om de ontwikkeling van het vakgebied door de tijd heen te bekijken worden kaarten
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voor twee tijdsperiodes gemaakt. Op basis van de bibliometrische kaarten kunnen de
belangrijkste problemen waar het vakgebied van de computationele intelligentie zich
mee bezighoudt worden geı¨dentificeerd. Ook kan worden geanalyseerd hoe de drie
voornaamste deelgebieden van dit vakgebied (evolutionair rekenen, fuzzy systemen en
neurale netwerken) zich tot elkaar verhouden.
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Bibliometric mapping of science is concerned with quantitative methods for visually
representing scientific literature based on bibliographic data. Since the first pioneering
efforts in the 1970s, a large number of methods and techniques for bibliometric mapping
have been proposed and tested. Although this has not resulted in a single generally
accepted methodological standard, it did result in a limited set of commonly used methods
and techniques.
In this thesis, a new methodology for bibliometric mapping is presented. It is argued
that some well-known methods and techniques for bibliometric mapping have serious
shortcomings. For instance, the mathematical justification of a number of commonly used
normalization methods is criticized, and popular multidimensional-scaling-based approaches
for constructing bibliometric maps are shown to suffer from artifacts, especially when
working with larger data sets.
The methodology introduced in this thesis aims to provide improved methods and tech -
ni ques for bibliometric mapping. The thesis contains an extensive mathematical analysis of
normalization methods, indicating that the so-called association strength measure has the
most satisfactory mathematical properties. The thesis also introduces the VOS technique for
constructing bibliometric maps, where VOS stands for visualization of similarities. Compared
with well-known multidimensional-scaling-based approaches, the VOS technique is shown
to produce more satisfactory maps. In addition to the VOS mapping technique, the thesis
also presents the VOS clustering technique. Together, these two techniques provide a
unified framework for mapping and clustering. Finally, the VOSviewer software for
constructing, displaying, and exploring bibliometric maps is introduced.
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