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Vrednotenje evropskih opcij s procesi razvejanja
Povzetek
Proces razvejanja je slu£ajni proces, ki opisuje razvoj populacije. Za£etki teorije
procesov razvejanja segajo v drugo polovico 19. stoletja, ko sta Francis Galton in
Henry William Watson re²evala problem o verjetnosti izumrtja posameznega pri-
imka. Kasneje se je teorija raz²irila na podro£je biologije, fizike, kemije in drugih
ved. Najbolj enostaven tip procesov razvejanja je Galton-Watsonov proces, ki pred-
postavi, da so objekti v generaciji med seboj neodvisni, imajo enako porazdelitev
²tevila potomcev, ki jo ozna£imo s slu£ajno spremenljivkoX, in generirajo sebi enake
potomce. V teoriji procesov razvejanja nas zanima predvsem porazdelitev ²tevila
vseh objektov Zn v n-ti generaciji in verjetnost izumrtja procesa. Izkaºe se, da pri
pogoju E(X)  1 proces skoraj gotovo izumre, pri pogoju E(X) > 1 pa proces
preºivi z neko pozitivno verjetnostjo.
Leta 1996 Thomas Wake Epps uporabi Galton-Watsonov proces (Zn)n2N0 , ki ima
Poissonov proces (Nt)t0 kot subordinator, za modeliranje cen delnic. Pod pogoji
podobnimi kot pri izpeljavi znane Black-Scholesove formule izpeljemo natan£no for-
mulo za premijo evropske nakupne opcije s pomo£jo naklju£no indeksiranega procesa
(ZNt)t0.
European options pricing with branching processes
Abstract
Branching process is a stochastic process which describes development of a popula-
tion. The beginnings of the theory of branching processes date back to the second
half of the 19th century when Francis Galton and Henry William Watson tried to
solve the problem of the probability of family name extinction. Later the theory
spread to the fields of biology, physics, chemistry and other sciences. The most sim-
ple type of branching processes is the Galton-Watson process which assumes that
the objects in the generation are independent of each other, have the same offspring
distribution denoted by a random variable X and they produce offsprings which are
the same type as their parents. In the theory of branching processes we are mainly
interested in the distribution of the number of all objects Zn in the nth generation
and the probability of the process extinction. It turns out that under the condi-
tion E(X)  1 the process almost surely becomes extinct and under the condition
E(X) > 1 the process survives with some positive probability.
In 1996 Thomas Wake Epps used the Galton-Watson process (Zn)n2N0 with the
Poisson process (Nt)t0 as a subordinator to model stock prices. Under conditions
similiar to the derivation of the well-known Black-Scholes formula we derive the ex-
act formula for the premium of the European call option using a randomly indexed
process (ZNt)t0.
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1. Rodovne funkcije
Procesi razvejanja so tesno povezani z rodovnimi funkcijami, zato si za za£etek
pogledamo njihovo definicijo in na²tejemo nekaj osnovnih lastnosti.
Definicija 1.1. Naj bo X nenegativna celo²tevilska slu£ajna spremenljivka. Defini-
ramo rodovno funkcijo slu£ajne spremenljivke X kot
G(s) = E(sX) =
X
k0
pks
k;
kjer je pk = P (X = k) za k = 0; 1; 2; ::: Definiramo jo za s 2 [ 1; 1].
Opomba 1.2. Predpostavimo, da je slu£ajna spremenljivka X kon£na. V ²tevilnih
primerih se lahko interval konvergence tudi raz²iri.
Trditev 1.3. Rodovna funkcija G je poljubno mnogokrat odvedljiva na intervalu
(-1, 1).
Dokaz. Sledi iz dejstva, da je rodovna funkcija poten£na vrsta. Vsaka poten£na
vrsta je poljubno mnogokrat odvedljiva v notranjosti intervala konvergence. 
Lema 1.4 (Abelova lema). Naj bo (un)n2N0 zaporedje nenegativnih realnih ²tevil in
naj poten£na vrsta A(s) =
P1
k=0 uks
k konvergira za jsj < 1: Potem je P1k=0 uk =
lims"1A(s), kjer dovolimo moºnost, da sta obe strani enake 1.
Dokaz. Dokaz je naveden v knjigi [8], v poglavju o specialnih funkcijah. 
Trditev 1.5. Naj bo X slu£ajna spremenljivka z rodovno funkcijo G(s). Potem za
n 2 N velja
G(n)(1) = E(X(X   1)    (X   n+ 1)):
Iz tega dobimo matemati£no upanje in varianco kot
E(X) = G0(1);
V ar(X) = G00(1) +G0(1) G0(1)2:
Opomba 1.6. e je rodovna funkcija definirana samo za s 2 [ 1; 1], je njen odvod
v desnem robu definiran kot G(n)(1) := lims"1G(n)(s).
Dokaz. Najprej si poglejmo primer, ko je n = 1. Dobimo
G0(s) =
d
ds
1X
k=0
skP (X = k)
=
1X
k=0
d
ds
skP (X = k)
=
1X
k=0
ksk 1P (X = k):
Ko vstavimo s = 1, dobimo
G0X(1) =
1X
k=0
kP (X = k) = E(X):
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Podobno lahko naredimo za n-ti odvod in dobimo ºeljeno formulo
G
(n)
X (1) =
1X
k=0
k(k   1)(k   2) : : : (k   (n  1))P (X = k):
Pokazati moramo ²e, da lahko zamenjamo odvod in vsoto v drugi vrstici. Za jsj < 1
to lahko naredimo po trditvi 1.3. Za s = 1 pa uporabimo Abelovo lemo. 
Trditev 1.7. Naj bo X nenegativna celo²tevilska slu£ajna spremenljivka in G(s)
njena rodovna funkcija. Porazdelitveno verjetnostno funkcijo slu£ajne spremenljivke
X lahko dobimo z odvajanjem rodovne funkcije na slede£ na£in
pk = P (X = k) =
G(k)(0)
k!
;
za k = 0; 1; 2; : : :
Dokaz. Rodovno funkcijo lahko razvijemo v Taylorjevo vrsto v okolici to£ke s = 0,
saj je rodovna funkcija poljubno mnogokrat odvedljiva na intervalu ( 1; 1). Dobimo
G(s) =
1X
k=0
G(k)(0)sk
k!
:
Sledi
pk =
G(k)(0)
k!
:

Posledica 1.8. e imata neki nenegativni celo²tevilski slu£ajni spremeljivki X in
Y enaki rodovni funkciji, sta enako porazdeljeni.
Trditev 1.9. Naj bosta X in Y neodvisni nenegativni celo²tevilski slu£ajni spre-
menljivki z rodovnima funkcijama GX(s) in GY (s). Potem velja
GX+Y (s) = GX(s)GY (s):
Dokaz.
GX+Y (s) = E(s
X+Y )
= E(sXsY )
= E(sX)E(sX)
= GX(s)GY (s):

Pomemben primer je, ko imamo n neodvisnih nenegativnih celo²tevilskih in enako
porazdeljenih slu£ajnih spremenljivkX1; X2; : : : Xn z rodovno funkcijoG(s). Zanima
nas rodovna funkcija slu£ajne spremenljivke Sn = X1 + X2 + : : :+ Xn. Trditev 1.7
nam da rezultat
GSn(s) = GX1(s)GX2(s)   GXn(s) = (G(s))n:
Trditev 1.10. Naj bodo N in X1; X2; : : : neodvisne nenegativne celo²tevilske slu£a-
jne spremenljivke. e so Xi, za i = 1; 2; : : :, enako porazdeljene z isto rodovno
funkcijo GX , potem ima vsota
SN = X1 +X2 + : : :+XN
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rodovno funkcijo
GSN (s) = GN(GX(s)):
Dokaz. Uporabimo zakon o popolnem matemati£nem upanju in trditev 1.7, da do-
bimo
GSN (s) = E(s
X1+:::+XN )
=
1X
n=0
E(sX1+:::+XN jN = n)P (N = n)
=
1X
n=0
E(sX1+:::+Xn)P (N = n)
=
1X
n=0
GX(s)
nP (N = n)
= GN(GX(s)):
V prehodu med drugo in tretjo vrstico smo upo²tevali ²e neodvisnost slu£ajnih
spremenljivk N in X1; X2; : : : Xn. 
2. Procesi razvejanja
2.1. Galton-Watsonov proces. Proces razvejanja je slu£ajni proces, ki modelira
populacijo objektov. Za tak proces je zna£ilno, da objekti v populaciji ºivijo slu£ajno
dolgo in v svojem ºivljenju ustvarijo slu£ajno ²tevilo potomcev. Galton-Watsonov
proces, markovska veriga v diskretnem £asu na nenegativnih celih ²tevilih, je najbolj
znan primer takega procesa z dolgo zgodovino preu£evanja. V Galton-Watsonovem
procesu opazujemo objekte, ki so med seboj neodvisni, imajo enako porazdelitev
²tevila potomcev in generirajo sebi enake potomce. tevilo potomcev nekega objekta
v generaciji ni odvisno od ²tevila vseh objektov v tej generaciji. Predpostavka je
tudi, da vsi objekti v generaciji ºivijo enako dolgo in ob koncu ºivljenjske dobe
porodijo potomce. Najpomembnej²e vpra²anje v teoriji teh procesov je vpra²anje
o izumrtju procesa. Zanima nas tudi porazdelitev Zn pri velikih n, pri £emer je
Zn ²tevilo vseh objektov v n-ti generaciji. Za£etki raziskovanja procesov razvejanja
segajo v drugo polovico 19. stoletja, ko so se znanstveniki spra²evali o verjetnosti
izumrtja posameznega priimka. Kasneje se je teorija raz²irila na podro£je evolucijske
biologije, genetike, fizike, kemije. . . V tem delu bomo videli njeno uporabo pri
vrednotenju opcij.
Definicija 2.1. Galton-Watsonov proces je slu£ajni proces (Zn)n0, za katerega
velja Z0 = 1 in
Zn+1 =
ZnX
i=1
Xn;i;
kjer so Xn;i neodvisne in enako porazdeljene diskretne slu£ajne spremenljivke za vse
n 2 N0 in vse i 2 N.
V Galton-Watsonovem procesu slu£ajna spremenljivka Zn predstavlja velikost
opazovane populacije v n-ti generaciji, Xn;i pa ²tevilo potomcev i-tega osebka n-
te generacije.
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Opomba 2.2. Slu£ajne spremenljivke Xn;i so enako porazdeljene za vse n 2 N0 in
vse i 2 N, zato definiramo novo slu£ajno spremenljivko X, da velja X  Xn;i. Za
verjetnostno funkcijo te slu£ajne spremenljivke ozna£imo pk = P (X = k) za k 2 N0.
Privzamemo ²e: p0 + p1 < 1 in p0 > 0, da se izognemo trivialnim primerom.
Zanimala nas bo predvsem porazdelitev slu£ajne spremenljivke Zn, ki jo bomo
dobili s pomo£jo pripadajo£e rodovne funkcije, in verjetnost izumrtja populacije.
Najprej pa si poglejmo ²e nekaj lastnosti Galton-Watsonovega procesa. Iz definicije
vidimo, da je Z1 enako porazdeljena kot X, ki v celoti dolo£a vedenje procesa.
Pogojno na dogodek fZn = kg je slu£ajna spremenljivka Zn+1 porazdeljena kot
vsota k neodvisnih slu£ajnih spremenljivk, porazdeljenih enako kot X. Pogojno na
fZn = 0g pa velja fZn+j = 0g za vsak j = 1; 2; : : :. Pomembno je tudi dejstvo, da
²tevilo potomcev enega objekta v populaciji ni odvisno od ²tevila vseh objektov v
populaciji. Skozi ve£ji del diplomske naloge bomo privzeli, da je Z0 = 1, vendar
lahko vse trditve in izreke definiramo tudi za poljuben Z0, kar predstavlja proces z
Z0 neodvisnimi kopiji istega procesa razvejanja.
Galton-Watsonov proces lahko gledamo kot homogeno markovsko verigo v diskret-
nem £asu.
Definicija 2.3. Naj bo S ²tevna mnoºica, imenovana mnoºica stanj. Naj bo
(Xn)n0 slu£ajni proces z vrednostmi v mnoºici S. Slu£ajnemu procesu (Xn)n0
re£emo markovska veriga, £e ima markovsko lastnost
P (Xn+1 = xn+1jX0 = x0; X1 = x1; :::Xn = xn) = P (Xn+1 = xn+1jXn = xn);
kjer je n 2 N0 in x0; x1; :::; xn so stanja v ²tevni mnoºici stanj S. Markovski verigi
pravimo homogena markovska veriga, £e za vsak fx; yg  S pogojne verjetnosti
P (Xn+1 = xjXn = y) niso odvisne od n.
Ozna£imo z pjk verjetnost, da veriga preide iz stanja j v stanje k, kjer sta fj; kg 
S. Tej verjetnosti re£emo tudi prehodna verjetnost. Galton-Watsonov proces ima
za mnoºico stanj nenegativna cela ²tevila N0. Za fj; kg  N0 lahko izra£unamo
prehodne verjetnosti Galton-Watsonovega procesa (Zn)n0 kot
pjk = P (Zn+1 = kjZn = j)
= P (X1 +X2 + : : :+Xj = k)
= (F  F      F )(k)
= F j(k):
kjer je F porazdelitvena funkcija slu£ajne spremenljivke X. Upo²tevali smo seveda
tudi dejstvo, da so X1; X2; : : : Xj neodvisne slu£ajne spremenljivke in da proces, v
primeru ko je j > 1, gledamo kot j neodvisnih kopij Galton-Watsonovega procesa z
Zn = 1.
Izrek 2.4. Naj bo (Zn)n0 Galton-Watsonov proces. Naj bo hn(s) rodovna funkcija
slu£ajne spremenljivke Zn za vsak n = 0; 1; 2; ::: in naj bo h(s) rodovna funkcija
slu£ajne spremenljivke X. Potem velja
h0(s) = s;
h1(s) = h(s);
hn+1(s) = hn(h(s));
za vsak n = 0; 1; 2; : : :
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Dokaz. Po definiciji za vsak n = 0; 1; 2; : : : velja
hn(s) =
1X
k=0
P (Zn = k)s
k:
Vemo, da velja P (Z0 = 1) = 1, Z1  X in
Zn+1 = Xn;1 +Xn;2 + : : :+Xn;Zn ;
kjer so Xn;1; Xn;2; : : : Xn;Zn neodvisne in enako porazdeljene slu£ajne spremenljivke z
rodovno funkcijo h(s). Vemo tudi, da je ²tevilo potomcev nekega objekta v populaciji
neodvisno od ²tevila objektov v populaciji. Iz tega sledi, da je slu£ajna spremenljivka
Zn neodvisna odXn;1; Xn;2; : : : S temi predpostavkami lahko uporabimo trditev 1.10,
po kateri sledi
hn+1(s) = hn(h(s)):

Posledica 2.5. Za rodovno funkcijo hn(s) slu£ajne spremenljivke Zn za vsak n =
1; 2; ::: velja
hn(s) =
nz }| {
h  h  :::  h(s):
Dokaz. Iz izreka 2.4 sledi
hn(s) = hn 1(h(s)) = (hn 1  h)(s)
= hn 2(h(h(s))) = (hn 2  h  h)(s)
...
=
nz }| {
h  h  :::  h(s)
...
= h(hn 1(s)):

Porazdelitev slu£ajne spremenljivke Zn lahko torej izra£unamo s pomo£jo kom-
pozituma rodovnih funkcij slu£ajne spremenljivke X, vendar le v redkih primerih
lahko to dejansko naredimo, saj je ra£unanje kompozituma lahko teºavno. S po-
mo£jo zgornjih lastnosti pa lahko na enostaven na£in izra£unamo vsaj momente Zn.
Momente procesa, ko obstajajo, lahko izrazimo z odvodom rodovne funkcije h(s) v
s = 1.
Izrek 2.6. Naj bo X slu£ajna spremenljivka, ki dolo£a Galton-Watsonov proces
(Zn)n0. Naj bo m = E(X) in 2 = var(X). Potem za momente in varianco
procesa (Zn)n0 velja
E(Zn) = m
n;
V ar(Zn) =
(
2mn 1(mn 1)
m 1 ; m 6= 1;
n2 ; m = 1
;
za vsak n 2 N0, £e obstajata.
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Dokaz. Rodovne funkcije smo definirali za s 2 [ 1; 1] in vemo da je rodovna funkcija
poljubno mnogokrat odvedljiva na intervalu ( 1; 1), zato k-ti odvod v to£ki s = 1
zapi²emo kot h(k)n (1) := lims"1 h
(k)
n (s). Po trditvi 1.5 vemo, da velja E(Zn) = h0n(1)
za n = 0; 1; 2; : : : Iz lastnosti Galton-Watsonovega procesa sledi h01(1) = h
0(1) = m
in h(1) = 1. Uporabimo veriºno pravilo pri odvajanju, vstavimo s = 1 in dobimo
h0n+1(s) = h
0
n(h(s))h
0(s);
h0n+1(1) = h
0
n(1)h
0(1):
Uporabimo dejstvo, da je E(Z0) = 1 ter E(Z1) = m. Dobimo
E(Zn+1) = E(Zn)m
= E(Zn 1)m2
...
= E(Z1)m
n
= E(Z0)m
n+1
= mn+1:
Dokaºimo ²e formulo za varianco slu£ajne spremenljivke Zn. Iz trditve 1.5 vemo, da
je
V ar(X) = h00(1) + h0(1)  h0(1)2;
£e je h00(1) < 1. Podobno sledi tudi za varianco Zn za vsak n = 0; 1; 2 : : : Na
podoben na£in, kot pri izra£unu momenta, dvakrat odvajamo enakost
hn+1(s) = h(hn(s));
da dobimo
h0n+1(s) = h
0(hn(s))h0n(s);
h00n+1(s) = h
00(hn(s))(h0n(s))
2 + h00n(s)h
0(hn(s)):
Izraz pogledamo v to£ki s = 1 in upo²tevamo, da je hn(1) = 1, ter dobimo
h00n+1(1) = h
00(1)(h0n(1))
2 + h00n(1)h
0(1):
Upo²tevamo enakost h0n(1) = m
n, da dobimo rekurzijsko zvezo
h00n(1) = h
00(1)(m2n 2 +m2n 3 + : : :+mn 1):
Iz £esar sledi
V ar(Zn) =
(
2mn 1(mn 1)
m 1 ; m 6= 1;
n2 ; m = 1
:

Eno pomembnej²ih vpra²anj v teoriji procesov razvejanja je vpra²anje, kolik²na
je verjetnost, da od neke generacije naprej proces izumre.
9
Definicija 2.7. Naj bo q verjetnost izumrtja Galton-Watsonovega procesa (Zn)n0.
Potem velja
q = P (Zn ! 0)
= P (fZ1 = 0g [ fZ2 = 0g [ fZ3 = 0g [ : : : )
= lim
n!1
P (fZ1 = 0g [ fZ2 = 0g [ fZ3 = 0g [ : : : [ fZn = 0g)
= lim
n!1
P (Zn = 0)
= lim
n!1
hn(0):
Izrek 2.8. e je m  1 sledi, da je q = 1, torej proces z gotovostjo izumre. e je
m > 1 sledi, da je q je enoli£na nenegativna re²itev ena£be
s = h(s);
ki je manj²a od 1. V tem primeru proces preºivi z neko pozitivno verjetnostjo.
Dokaz. Z indukcijo smo videli, da je hn(0) < 1 za n = 0; 1; 2; : : : Prav tako vemo,
da velja
0 = h0(0)  h1(0)  h2(0)  : : :  q = lim
n!1
hn(0);
saj je hn(0) = P (Zn = 0) in dogodek fZn+1 = 0g je vsebovan v dogodku fZn = 0g.
Iz lastnosti rodovne funkcije sledi
hn+1(0) = h(hn(0));
lim
n!1
hn(0) = lim
n!1
hn+1(0) = q:
Torej q zado²£a ena£bi q = h(q) in 0  q  1.
V primeru m  1 velja
h0(s) < 1;
za vse s 2 [0; 1); saj je h strogo nara²£ajo£a in strogo konveksna. Iz tega in iz
h0(1) = m tudi sledi, da je h(s) > s za s 2 [0; 1): Torej je q = 1, saj je h(s) = s
samo v primeru, ko je s = 1.
Poglejmo si ²e drugi primer, ko je m > 1. Tudi v tem primeru seveda velja, da je h
strogo nara²£ajo£a, strogo konveksna in h0(1) = m. Za s blizu 1 mora torej veljati
h(s) < s. Ker je pa h(0)  0, mora obstajati vsaj ena re²itev ena£be h(s) = s na
intervalu [0; 1). Recimo, da obstaja dve taki re²itvi s1 in s2 z 0  s1 < s2 < 1: Potem
bi po Rollevem izreku veljalo, da obstajata taki ²tevili  in , s1 <  < s2 <  < 1, z
lastnostjo h0() = h0() = 1: Zaradi stroge konveksnosti to ne more drºati. Vpra²anje
je ²e, ali je q lahko enak 1. e bi bil q enak 1, bi za hn(0) blizu 1 veljalo
hn+1(0) = h(hn(0)) < hn(0);
kar pa tudi ni moºno, saj je zaporedje (hn(0))n nepadajo£e. Iz tega sledi, da mora
biti q enoli£na re²itev ena£be h(s) = s na intervalu [0; 1): 
2.2. Limitno vedenje. Videli smo, da v splo²nem ne moremo kar tako izra£unati
porazdelitve slu£ajne spremenljivke Zn. Lahko pa povemo nekaj o asimptotskih last-
nostih Zn za velike n. Osredoto£ili se bomo na superkriti£en primer, kar pomeni, da
je m > 1. Za tak Galton-Watsonov proces smo pokazali, da preºivi z neko pozitivno
verjetnostjo. Za za£etek pa si poglejmo, kaj se zgodi z zaporedjem (Zn)n2N0 , ko n
raste proti neskon£nosti.
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Izrek 2.9. Naj bo (Zn)n2N0 Galton-Watsonov proces. Z nara²£ajo£im n gre proces
bodisi proti 1 bodisi proti 0. Ne glede na vrednost k, velja
lim
n!1
P (Zn = k) = 0;
za vse k = 1; 2; : : : Velja tudi
P (Zn !1) = 1  P (Zn ! 0) = 1  q:
Dokaz. Ker je proces (Zn)n2N0 markovska veriga, lahko njegovo zalogo vrednosti
gledamo kot mnoºico stanj S. Iz teorije markovskih verig, natan£neje je opisano v
knjigi [1], vemo, da je stanje x 2 S minljivo, £e velja, da se je veriga za£ela v x in
Px(T
+
x <1) < 1;
kjer je T+x = inffk  1;Zk = xg. V na²em primeru je to ekvivalentno de-
jstvu, da ima proces v trenutku n vrednost Zn = x in £ez £as ponovno doseºe
vrednost x z verjetnostjo, manj²o od 1. Najprej pokaºimo, da je vsako stanje
k = 1; 2; 3; : : : minljivo. Spomnimo se, da iz definicije Galton-Watonovega procesa
sledi p0 = P (X = 0); p1 = P (X = 1) in p0 + p1 < 1.
Da bi bilo stanje k minljivo, moramo pokazati, da velja
rk = P (9j  1 : Zn+j = kjZn = k) < 1:
V primeru, ko je p0 = 0, takoj sledi rk = pk1 < 1, kjer smo gledali dogodek fZn =
kg kot k neodvisnih procesov razvejanja, vsak z enim potomcem v n-ti generaciji.
Proces ponovno doseºe stanje k, £e vsak tak objekt porodi natanko enega potomca.
Poglejmo si ²e primer ko je p0 > 0. Ker je dogodek f9j  1 : Zn+j = kjZn = kg
vsebovan v dogodku fZn+1 6= 0jZn = kg, velja
rk  1  P (Zn+1 = 0jZn = k) = 1  pk0 < 1:
Tudi tukaj smo upo²tevali, da imamo k neodvisnih procesov razvejanja z enim ob-
jektom v n-ti generaciji in vsak porodi 0 potomcev z verjetnostjo p0. Sledi, da je
stanje k minljivo za vsak k = 1; 2; 3; : : : Iz teorije markovskih verig potem sledi
lim
n!1
P (Zn = kjZ0 = j) = 0;
za vsako stanje j 2 S: To nam tudi pove, da je
P (Zn = k za neskon£no mnogo n) = 0:
Ker proces (Zn)n2N0 ne zavzame pozitivnih vrednostih neskon£no mnogokrat, mora
iti proti 1 ali proti absorbirajo£emu stanju 0. 
Definicija 2.10. Naj bo (Zn)n2N0 Galton-Watsonov proces. Definiramo zaporedje
slu£ajnih spremenljivk
Wn =
Zn
mn
;
za n = 0; 1; 2; : : :
Trditev 2.11. Naj bo 1 < m < 1 in naj bo Fn = (W0;W1; : : :Wn) naravna
filtracija procesa (Wn)n2N0. Potem je slu£ajni proces (Wn)n2N0 martingal glede na
filtracijo (Fn)n2N0.
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Dokaz. Iz definicije Galton-Watsonovega procesa vemo, da je E(Zn+1jZn) = mZn
za vsak n = 0; 1; 2; : : : To lastnost uporabimo ve£krat s stolpno lastnostjo matem-
ati£nega upanja in lastnostjo Markova Galton-Waltsonovega procesa, da dobimo
E(Zn+kjZn) = E(E(Zn+kjZn+k 1; Zn+k 2; : : : Zn)jZn)
= E(E(Zn+kjZn+k 1)jZn)
= E(mZn+k 1jZn)
= mE(Zn+k 1jZn)
= m2E(Zn+k 2jZn)
...
= mkE(ZnjZn)
= mkZn:
Obe strani delimo z mn+k in dobimo
E(Zn+kjZn)
mn+k
=
mkZn
mn+k
;
E(Wn+kjZn) = m nZn = Wn;
E(Wn+kjWn) = Wn:
Ker ima proces (Zn)n2N0 lastnost Markova, jo ima tudi proces (Wn)n2N0 . Sledi
E(Wn+kjWn) = E(Wn+kjWn; : : : ;W0)
= E(Wn+kjFn)
= Wn;
za vsak k = 0; 1; 2; : : : in n = 0; 1; 2; : : : 
Trditev 2.12. Naj bo 1 < m < 1 in naj bo Fn = (W0;W1; : : :Wn) naravna
filtracija procesa (Wn)n2N0. Obstaja slu£ajna spremenljivka W 2 L1, h kateri ta
proces konvergira skoraj gotovo.
Dokaz. Za vsak n = 0; 1; 2; : : : velja
E(jWnj) = E(Zn)
mn
= 1 <1:
Iz trditve 2.11 sledi, da je proces (Wn)n2N0 nenegativni martingal. Iz teorije mar-
tingalov vemo, da potem obstaja neka slu£ajna spremenljivka W 2 L1, h kateri ta
proces konvergira skoraj gotovo. 
Trditev 2.13. Naj bo 1 < m <1 in 2 <1. Potem velja
(i) limn!1E((Wn  W )2) = 0;
(ii) E(W ) = 1 in var(W ) = 
2
m2 m ;
(iii) P (W = 0) = q:
Dokaz. Z nekaj ra£unanja dobimo
E(W 2n) =
E(Z2n)
m2n
= 1 +
2
m2  m(1 m
 n);
E((Wn+k  Wn)2) = 
2m n
m2  m(1 m
 n);
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za n; k = 0; 1; : : : Zaporedje konvergira v L2 natanko takrat, ko za vsak k = 0; 1; : : :
velja
lim
n!1
E((Wn+k  Wn)2) = 0:
Zgornja enakost v na²em primeru velja, torej imamo iskano L2-konvergenco. Iz tega
sledi
lim
n!1
E(Wn) = E(W );
kar nam da E(W ) = 1. Za varianco potrebujemo ²e drugi moment E(W 2). Velja
sup
n
E(W 2n) = lim
n!1
E(W 2n) = 1 +
2
m2  m <1;
saj je E(W 2n) nara²£ajo£e zaporedje. Ker je ta limita kon£na, sledi E(W
2) =
limn!1E(W 2n), iz £esar sledi tudi var(W ):
Za zadnjo to£ko najprej ozna£imo r = P (W = 0). Iz E(W ) = 1 sledi, da je r < 1.
Uporabimo popolno matemati£no upanje in dobimo
r =
X
k0
P (W = 0jZ1 = k)P (Z1 = k)
=
X
k0
P (X = k)P (W = 0)k
= GX(P (W = 0))
= GX(r):
I²£emo re²itev ena£be r = GX(r), kar je pod zgornjimi pogoji enako iskanju verjet-
nosti izumrtja q. 
Pod temi pogoji lahko s pomo£jo porazdelitve W preu£ujemo porazdelitev Zn za
velike n, saj nam zgornje trditve povejo, da je Zn  Wmn. Slu£ajna spremenljivka
Zn, £e preºivi, nara²£a po geometrijski stopnji. Kako se dobi porazdelitev W je
opisano natan£no v knjigi [7], na kratko pa je opisano tudi v dokazu trditve 2.19.
Da se pokazati, da je porazdelitev W absolutno zvezna razen v to£ki s = 0, kjer ima
skok velikosti q.
2.3. Naklju£no indeksiran proces razvejanja. Leta 1996 Thomas Wake Epps
uporabi naklju£no indeksiran proces razvejanja za modeliranje cen delnic. V mod-
elu izbere Galton-Watsonov proces razvejanja (Zn)n2N0 , ki ima Poissonov proces
(Nt)t0 kot subordinator. tevilo potomcev posameznega osebka v populaciji opisuje
geometrijska porazdelitev z dvema parametroma. Ozna£imo jo s slu£ajno spre-
menljivko X.
Definicija 2.14. Naj bo (Zn)n2N0 Galton-Watsonov proces razvejanja z Z0 > 0.
Naj bo slu£ajna spremenljivka X porazdeljena geometrijsko z dvema parametroma
a 2 (0; 1) in p 2 (0; 1). Porazdelitev je opisana z
P (X = 0) = P (Zn+1 = 0jZn = 1) = (1  a);
P (X = k) = P (Zn+1 = kjZn = 1) = ap(1  p)k 1; za k = 1; 2; : : :
Naj bo (Nt)t0 Poissonov proces z intenzivnostjo  > 0, neodvisen od Galton-
Watsonovega procesa. Potem definiramo naklju£no indeksiran proces razvejanja kot
St = ZNt
13
za t  0.
Opomba 2.15. Opazimo, da je pri taki definiciji slu£ajna spremenljivkaX me²anica
konstante 0 in geometrijske slu£ajne spremenljivke s parametrom p. Konstanta je z
verjetnostjo 1  a, geometrijska slu£ajna spremenljivka pa z verjetnostjo a.
Tak proces (St)t0 bomo uporabili za modeliranje cen delnic. Poglejmo si nekaj
lastnosti slu£ajne spremenljivke X in naklju£no indeksiranega procesa razvejanja
(St)t0.
Lema 2.16. Naj bo X geometrijska slu£ajna spremenljivka z dvema parametroma
a 2 (0; 1) in p 2 (0; 1). Njena rodovna funkcija je
GX(s) = 1  a+ aps
1  (1  p)s;
za s 2 [ 1; 1].
Dokaz. Zapi²emo rodovno funkcijo kot
GX(s) =
1X
k=0
P (X = k)sk
= 1  a+
1X
k=1
P (X = k)sk
= 1  a+ aps
1X
k=1
((1  p)s)k 1
= 1  a+ aps
1X
k=0
((1  p)s)k
= 1  a+ aps 1
1  (1  p)s:

S pomo£jo rodovne funkcije izra£unamo ²e pri£akovano vrednost in varianco slu£a-
jne spremenljivke X kot
E(X) = m = G0X(1) =
a
p
;
b = G00X(1) = 2
1  p
p
m;
V ar(X) = b+m m2 = a
p

(1  p) + (1  a)
p

:
Rodovno funkcijo slu£ajne spremenljivke X lahko zapi²emo kot
GX(s) = 1  m(1  s)
1 + b
2m
(1  s) :
Od zdaj naprej predpostavimo, da je na² proces superkriti£en: m > 1, kar pomeni,
da proces preºivi z neki pozitivno verjetnostjo. Slu£ajna spremenljivka X je podana
tako, da lahko izra£unamo porazdelitev slu£ajne spremenljivke Zn za vsak n 2 N0.
Pri definiciji Galton-Watsonovega procesa smo predpostavili, da je Z0 = 1, vendar
to lahko posplo²imo za poljuben Z0 > 0. Zanima nas torej P (Zn = kjZ0) za k =
0; 1; 2; : : :
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Lema 2.17. Naj bo (Zn)n2N0 Galton-Watsonov proces in naj bo Gn(s) rodovna
funkcija slu£ajne spremenljivke Zn. Naj bo X geometrijska slu£ajna spremenljivka z
dvema parametroma a 2 (0; 1) in p 2 (0; 1). Ozna£imo m = a
p
in b = 21 p
p
m: Potem
velja
Gn(s) = E(s
Zn jZ0 = 1) = 1  m
n(1  s)
1 + b
2m
1 mn
1 m (1  s)
:
Dokaz. Iz izreka 2.4 in posledice 2.5 sledi
G0(s) = s;
G1(s) = GX(s);
Gn(s) = Gn 1(GX(s)):
Z nekaj ra£unanja, s pomo£jo iteracij rodovnih funkcij in indukcije dobimo Gn(s):
G2(s) = G1(GX(s)) = GX(GX(s)) = : : : = 1  m
2(1  s)
1 + b
2m
1 m2
1 m (1  s)
;
G3(s) = G2(G1(s)) = : : : = 1  m
3(1  s)
1 + b
2m
1 m3
1 m (1  s)
;
...
Gn(s) = 1  m
n(1  s)
1 + b
2m
1 mn
1 m (1  s)
:

Po trditvi 1.7 sedaj lahko dobimo porazdelitev P (Zn = kjZ0 = 1) iz rodovne
funkcije Gn(s).
Posledica 2.18. Naj bo (Zn)n2N0 Galton-Watsonov proces in naj bo X geometrijska
slu£ajna spremenljivka z dvema parametroma a 2 (0; 1) in p 2 (0; 1). Ozna£imo
m = a
p
in b = 21 p
p
m: Potem za k = 1; 2; : : : velja
P (Zn = kjZ0 = 1) =
mn

b(1 mn)
2m(1 m)
k 1

1 + b(1 m
n)
2m(1 m)
k+1 :
Za k = 0 pa je verjetnost izumrtja populacije do n-te generacije enaka
qn = P (Zn = 0jZ0 = 1) = 1  m
n
1 + b(1 m
n)
2m(1 m)
:
Dokaz. Prvi izraz dobimo s pomo£jo trditve 1.7 z
P (Zn = kjZ0 = 1) = G
(k)
n (0)
k!
:
Torej potrebujemo samo odvode rodovne funkcije Gn(s). Z nekaj ra£unanja dobimo
G(k)n (s) =
k!mn

b(1 mn)
2m(1 m)
k 1

1 + b(1 m
n)
2m(1 m)(1  s)
k+1 ;
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za k = 1; 2; : : : Drugi izraz pa dobimo iz prvega kot
P (Zn = 0jZ0 = 1) = 1  P (Zn > 0jZ0 = 1)
= 1 
1X
k=1
P (Zn = kjZ0 = 1)
= 1 
1X
k=1
mn

b(1 m)n
2m(1 m)
k 1

1 + b(1 m
n)
2m(1 m)
k+1
= 1  m
n
1 + b(1 m
n)
2m(1 m)
:

e ozna£imo
cn =
b(1 mn)
2m(1 m) ;
lahko vidimo, da je, tako kot X, tudi ZnjZ0 = 1 me²anica konstante in geometrijske
slu£ajne spremenljivke. To izra£unamo na slede£ na£in
P (Zn = kjZ0 = 1) = mn

cn
1 + cn
k 1
1
(1 + cn)2
=
mn
1 + cn
1
1 + cn

1  1
1 + cn
k 1
;
P (Zn = 0jZ0 = 1) = 1  m
n
1 + cn
:
Z verjetnostjo 1  mn
1+cn
bo ZnjZ0 = 1 konstanta 0 in z verjetnostjo mn1+cn bo geometri-
jska slu£ajna spremenljivka s parametrom 1
1+cn
.
Posledica 2.19. Naj bo q verjetnost izumrtja procesa, £e se proces za£ne z Z0 = 1.
Potem je ta verjetnost enaka
q = 1  2m(m  1)
b
:
V primeru, ko imamo Z0 > 0 je ta verjetnost enaka
qZ0 =

1  2m(m  1)
b
Z0
< 1:
Dokaz. Sledi iz posledice 2.18, ko po²ljemo n!1. 
Videli smo, da lahko pri taki porazdelitvi ²tevila potomcev objekta izra£unamo
porazdelitev ²tevila osebkov v n-ti populaciji in verjetnost izumrtja procesa. Dobimo
pa lahko tudi porazdelitev slu£ajne spremenljivkeW , h kateri nenegativni martingal
Wn = Znm
 n konvergira skoraj gotovo.
Trditev 2.20. Slu£ajna spremenljivka W je porazdeljena kot vsota Z0 neodvisnih in
enako porazdeljenih slu£ajnih spremenljivk s porazdelitveno funkcijo
F (x) =
(
q + (1  q)(1  e (1 q)x); x  0;
0; x < 0:
:
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Dokaz. Navedemo samo idejo dokaza, ki je naveden v [2]. Naj bo n(s) Laplacova
transformacija slu£ajne spremenljivke Wn. Zapi²emo lahko
n(s) = E(e
 sWn)
= E(e s
Zn
mn )
= Gn(e
  s
mn )
= GX(Gn 1(e
  s
m
1
mn 1 ))
= GX

n 1
 s
m

:
Ko po²ljemo n!1 vidimo, da (s) = E(e sW ) zado²£a Abelovi ena£bi
(s) = GX


 s
m

;
kjer je (s) Laplacova transformacija slu£ajne spremenljivke W . Za t 2 R je ( it)
karakteristi£na funkcija, preko katere dobimo gostoto porazdelitve slu£ajne spre-
menljivke W z Levyjevo inverzno formulo
f(x) =
1
2
Z
R
e itx(t) dt:

Poglejmo si ²e nekaj lastnosti procesa (St)t0.
Trditev 2.21. Pod zgornjimi pogoji velja:
(i) Za t  0 je rodovna funkcija t slu£ajne spremenljivke St enaka
t(s) =
 1X
k=0
(t)k
k!
e t
 
1  m
k(1  s)
1 + b
2m
1 mk
1 m (1  s)
!!S(0)
:
(ii) Proces (Stm Nt)t0 je nenegativni martingal. Limita lim
t!1
Stm
 Nt = W 
obstaja skoraj gotovo in ima isto porazdelitev kot slu£ajna spremenljivka W .
(iii) Proces (Ste t(m 1))t0 je nenegativni martingal. Limita lim
t!1
Ste
 t(m 1) =
W  obstaja skoraj gotovo.
Dokaz. Na dogodku fNt = kg je
E(sZNt jNt = k) = E(sZk) = Gk(s)
= 1  m
k(1  s)
1 + b
2m
1 mk
1 m (1  s)
;
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kjer smo upo²tevali ²e neodvisnost procesa (Nt)t0 in (Zn)n2N0 . Rodovno funkcijo
iz to£ke (i) sedaj preprosto izra£unamo kot
t(s) = E(s
St jS0) = E(sZNt jS0) = E(sZNt )S0
= E(E(sZNt jNt))S0
=
 
E
 
1  m
Nt(1  s)
1 + b
2m
1 mNt
1 m (1  s)
!!S0
=
 1X
k=0
P (Nt = k)
 
1  m
k(1  s)
1 + b
2m
1 mk
1 m (1  s)
!!S0
=
 1X
k=0
(t)k
k!
e t
 
1  m
k(1  s)
1 + b
2m
1 mk
1 m (1  s)
!!S0
:
Dokaz za to£ki (ii) in (iii) sledi iz teorije martingalov in je natan£neje opisan v
[3]. 
3. Vrednotenje evropske nakupne opcije
Nakupna opcija je pogodba, kjer ima nosilec (kupec) pogodbe pravico odlo£iti se,
ali bo nakup osnovnega premoºenja izvr²en po dolo£eni ceni K v dolo£enem £asu T
v prihodnosti. Ceni K re£emo izvr²ila cena, £asu T pa zapadlost opcije. Sprejem
odlo£itve za nakup osnovnega instrumenta imenujemo izvr²itev opcije. Evropska
nakupna opcija nam daje pravico, da izvr²imo opcijo samo ob njeni zapadlosti.
Nosilec opcije mora ob nakupu pla£ati premijo za opcijo. S procesom (St)t0 podamo
ceno osnovnega premoºenja v £asu t 2 [0; T ]. e je ST > K, bo kupec opcijo izvr²il,
kupil osnovno premoºenje po izvr²ilni ceni K in ga prodal za ST . Vrednost opcije
je v tem primeru ST  K. e bo pa v £asu T veljalo: ST  K, potem kupec ne bo
izvr²il opcije. Vrednost nakupne opcije ob £asu zapadlosti je torej:
(ST  K)+ = maxfST  K; 0g:
Eden izmed problemov pri vrednotenju premije za nakup opcije je poiskati cenovni
proces delnice, ki se dobro prilagaja pravi ceni delnice. e od leta 1973 se naj-
pogosteje uporablja Black-Scholesov model, ki predpostavi, da cenovni proces del-
nice (St)t0 sledi geometrijskemu Brownovemu gibanju. Veliko empiri£nih raziskav
pa je pokazalo, da ta model ni najbolj²i. Poznamo ºe veliko na£inov, kako izbolj²ati
tak²en model. Eden od na£inov je, da namesto Brownovega gibanja uporabimo al-
ternativni slu£ajni proces, ki bo opisoval gibanje cen.
Leta 1996 T. Epps predstavi naklju£no indeksiran proces razvejanja (ZNt)t0 za
modeliranje dnevnih cen delnic. Model je izdelan z Galton-Watsonovim procesom
in njegovim subordinatorjem (Nt)t0, ki je Poissonov proces. asovna enota pred-
stavlja en trgovalni dan. Tekom k-tega trgovalnega intervala imamo Nk   Nk 1
generacij procesa. Nekaj pomembnih lastnosti takega modela:
i) Dodatna naklju£nost, ki jo zagotovi Poissonov proces, nam pridela isti deleº
osamelcev v prirastkih Zn   Zn 1 in donosih ZnZn 1 delnice, kot nam kaºejo
podatki s trga. Za razliko od drugih modelov, ki imajo to lastnosti, pa nam
ta zajame tudi diskretnost cen.
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ii) Model predvidi inverzno razmerje med varianco donosa in za£etno ceno, ki
je dobro empiri£no dokumentirana.
iii) Verjetnost izumrtja cenovnega procesa in porazdelitev £asa izumrtja sta
uporabni pri analizi propada.
Predpostavimo, da na trgu ni arbitraºe. Imamo netvegan vrednosti papir, ki ga
opisuje cenovni proces Bt = B0ert; t 2 [0; T ], kjer je r > 0 konstantna obrestna
mera. Za tvegan vrednostni papir imamo cenovni proces St; t 2 [0; T ], definiran na
filtriranem verjetnostnem prostoru (
;F ;Ft; P ), kjer je (Ft)t0 naravna filtracija
procesa (St)t0. Na tvegan vrednostni papir imamo napisano evropsko nakupno op-
cijo z dospetjem T in izvr²ilno ceno K. Z Ct ozna£imo vrednost opcije v trenutku
t 2 [0; T ].
Prvi osnovni izrek vrednotenja premoºenja nam pove, da obstaja ekvivalentna
martingalska verjetnost na danem verjetnostnem prostoru (
;F ; P ) natanko tedaj,
ko na trgu ne obstaja arbitraºna priloºnost. Torej obstaja vsaj ena verjetnostna
mera Q, ki je ekvivalentna glede na mero P in glede na katero je diskontirani cen-
ovni proces Ste rt; t 2 [0; T ], martingal.
Obstoj take ekvivalentne martingalske verjetnosti Q nam poda vrednost evropske
nakupne opcije. Za 0  t < T velja
Ct = e
 r(T t)EQ (maxf0; ST  Kg) :
V osnovnem Black-Scholesovem modelu privzamemo, da cenovni proces (St)t0
sledi geometrijskem Brownovem gibanju
St = S0e
t+Wt ;
za t 2 [0; T ]. Predpostavimo tudi, da je dovoljena kratka prodaja, nimamo transak-
cijskih stro²kov in davkov, vrednostni papirji so popolnoma deljivi, na trgu ni arbi-
traºe, vrednostni papirji ne izpla£ujejo dividend, trgovanje poteka v zveznem £asu
in obrestna mera r je konstantna in enaka za vsa dospetja. Martingalska verjetnost
Q je enoli£no dolo£ena in pod njo ima cenovni proces obliko
St = e
rt+Wt ; t 2 [0; T ]:
Pod temi pogoji lahko izpeljemo Black-Scholesovo formulo za vrednost opcije v £asu
t 2 [0; T ) kot
Ct = St(d1) Ke r(T t)(d2);
d1 =
log St
K
+ (r + 1
2
2)(T   t)

p
T   t ;
d2 =
log St
K
+ (r   1
2
2)(T   t)

p
T   t ;
kjer je (x) standarna normalna porazdelitvena funkcija. Namesto geometrijskega
Brownovega gibanja predpostavimo, da cenovni proces sledi naklju£no indeksiranem
procesu razvejanja iz prej²njega poglavja. Ostale predpostavke obdrºimo.
Trditev 3.1. Diskontirani cenovni proces Ste rt; t 2 [0; T ]; je martingal pod ver-
jetnostno mero Q, £e za parametre porazdelitve slu£ajnega procesa (St)t0 velja
(m  1) = r , a  p
p
= r:
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Dokaz. Iz trditve 2.20 vemo, da je proces (Ste t(m 1))t0 nenegativni martingal. e
je
(m  1) = r;
je proces Ste rt; t 2 [0; T ]; martingal. 
Opomba 3.2. Katerakoli izbira parametrov a, p in , ki ustreza zgornji zahtevi,
dolo£i martingalsko verjetnostno mero Q, ki je absolutno zvezna glede na mero P in
pod katero je proces (St)t0 martingal. V praksi se ti parametri dolo£ijo s kalibracijo
modela.
Trditev 3.3. Premija za evropsko nakupno opcijo je podana s formulo
C0 = S0  Ke rT + e (r+)T
1X
n=0
(T )n
n!
KX
k=0
(K   k)P (Zn = kjZ0):
Dokaz. Predpostavimo, da ena£ba iz 3.1 drºi za nek a 2 (0; 1) in p 2 (0; 1), tako da
je m = a
p
> 1 in  > 0. Potem lahko formulo za Ct zapi²emo kot
Ct = e
 r(T t)E(maxf0; ST  Kg)
= e r(T t)
1X
k=0
P (ST = k)maxf0; k  Kg:
Naj bo t = 0. Potem velja
C0 = e
 rT
1X
k=0
P (ST = kjS0)maxf0; k  Kg
= e rT
1X
k=K+1
(k  K)P (ST = kjS0)
= e rT
1X
k=K+1
(kP (ST = kjS0) K(P (ST = kjS0)))
= e rT
" 1X
k=K+1
kP (ST = kjS0)
!
 KP (ST > KjS0)
#
= e rT
"
E(ST jS0) 
KX
k=1
kP (ST = kjS0) K(1  P (ST  KjS0)
#
= e rT [E(ST jS0) K] + e rT
"
KP (ST  KjS0) 
KX
k=1
kP (ST = kjS0)
#
:
Za nadaljevanje potrebujemo ²e naslednji formuli:
P (ST = kjS0) = P (ZNT = kjZ0) =
1X
n=0
P (NT = n)P (Zn = kjZ0)
=
1X
n=0
(T )n
n!
e TP (Zn = kjZ0); k = 0; 1; 2; : : : ;
E(ST jS0) = S0eT (m 1):
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Za izra£un E(ST jS0) potrebujemo odvod rodovne funkcije t slu£ajne spremenljivke
St, za t  0. Odvajamo in dobimo
0t(s) = S0
 1X
k=0
(t)k
k!
e t
 
1  m
k(1  s)
1 + b
2m
1 mk
1 m (1  s)
!!S0 1

 1X
k=0
(t)k
k!
e t
 
mk
1 + b
2m
1 mk
1 m (1  s)2
!!
;
0T (1) = S0
 1X
k=0
(T )k
k!
e T
!S0 1 1X
k=0
(T )k
k!
e Tmk
!
= S0e
 T
1X
k=0
(Tm)k
k!
= S0e
 T eTm = S0eT (m 1):
Zgornja rezultata uporabimo, da dobimo eksplicitno formulo za vrednost evropske
nakupne opcije:
e rT [E(ST jS0) K] = e (m 1)T (S0eT (m 1)  K)
= S0  Ke rT ;
KP (ST  KjS0) 
KX
k=1
kP (ST = kjS0) =
KX
k=0
KP (ST = kjS0) 
KX
k=0
kP (ST = kjS0)
=
KX
k=0
(K   k)P (ST = kjS0):
Dobimo kon£ni rezultat
C0 = S0  Ke rT + e (r+)T
1X
n=0
(T )n
n!
KX
k=0
(K   k)P (Zn = kjZ0):

Za prakti£ne namene neskon£no vrsto aproksimiramo s kon£no vrsto. Naj bo
 > 0. Potem lahko izberemo tak N , da bo veljalo
e (r+)T
K(K + 1)
2
1X
n=N+1
(T )n
n!
< ;
£e poznamo vrednosti ; T;K in Z0. Torej je
C0  S0  Ke rT + e (r+)T
NX
n=0
(T )n
n!
KX
k=0
(K   k)P (Zn = kjZ0)
z napako manj²o od .
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Za izra£un potrebujemo ²e vrednosti P (Zn = kjZ0 = S0) za k = 0; 1; 2; : : : K in
n = 1; 2; : : : N . Uporabimo naslednji iterativni postopek:
P (Zn = kjZ0 = 2) =
kX
j=0
P (Zn = jjZ0 = 1)P (Zn = k   jjZ0 = 1);
P (Zn = kjZ0 = 3) =
kX
j=0
P (Zn = jjZ0 = 2)P (Zn = k   jjZ0 = 1);
...
P (Zn = kjZ0 = S0) =
kX
j=0
P (Zn = jjZ0 = S0   1)P (Zn = k   jjZ0 = 1):
4. Numeri£ni primer
G. in K. Mitov [5] uporabita formulo pri vrednotenju evropske nakupne op-
cije za delnice podjetja MSFT (Microsoft Corp.). Najprej si pogledamo pet op-
cij na delnico z za£etno vrednostjo S0 = $25:43 na dan 17.5.2005 z izvr²ilnimi
cenami K = $5:00; $10:00; $17:50; $25:00; $27:50 in £asom zapadlosti na dan
17.6.2005 (£as zapadlosti je T = 0:04 let ali 24 dni). Izberemo si ²e pet opcij na
delnico z za£etno vrednostjo S0 = $25:43 na dan 17.5.2005 z izvr²ilnimi cenami
K = $5:00; $10:00; $17:50; $25:00; $27:50 in £asom zapadlosti na dan 17.7.2005
(£as zapadlosti je T = 0:079 let ali 48 dni).
Konstantna obrestna mera za vsa dana obdobja je r = 1%. Parametri procesa so
ocenjeni z iterativnim postopkom, ki ga je predlagal Epps [3], za cene delnic podjetja
MSFT v enoletnem obdobju med 17.5.2004 in 17.5.2005. Ocenjeni parametri na ta
na£in so
 = 2:1621; a = 0:9877; p = 0:9878:
Opomba 4.1. V £lanku Dion in Epps [4] sta avtorja pokazala, da je cenovni proces
delnic v prej²njem poglavju poseben primer procesa razvejanja v naklju£nem okolju.
Izkaºe se tudi, da so cenilke parametrov izra£unane na tak iterativni na£in, kot ga
je predlagal Epps [3], edine nepristranske cenilke v modelu.
Oceni za  in p obdrºimo, oceno za a pa spremenimo tako, da bo zado²£ala pogoju

a  p
p
= r;
iz £esar sledi
0:01
252
= 2:1621
 a
0:9878
  1

;
...
a = 0:98782:
Ker je £as v Black-Scholesovem modelu merjen v letih in je v enem letu 252 trgovalnih
dni, smo za dnevno obrestno mero v ena£bi za oceno parametra a vzeli r = 0:01=252.
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Trºna cena 20.40 15.40 7.95 0.45 0.05
Black-Scholes cena 20.4302 15.4304 7.9307 0.4310 0
Proces razvejanja cena 20.4302 15.4304 7.9307 0.4464 0.05
Izvr²ilna cena 5.00 10.00 17.50 25.00 27.50
as do dospetja (v letih) 0.004 0.004 0.004 0.004 0.004
Tabela 1. Cene opcij s £asom dospetja T = 1 mesec.
Trºna cena 20.45 15.45 8 0.75 0.075
Black-Scholes cena 20.4304 15.4308 7.9314 0.4320 0
Proces razvejanja cena 20.4304 15.4308 7.9314 0.4715 0.055
Izvr²ilna cena 5.00 10.00 17.50 25.00 27.50
as do dospetja (v letih) 0.0079 0.0079 0.0079 0.0079 0.0079
Tabela 2. Cene opcij s £asom dospetja T = 2 meseca.
Tabeli 1 in 2 predstavljata dobljene rezultate. Podana je prava vrednost opcije
na trgu, cena za opcijo preko Black-Scholesovega modela in cena za opcijo z mod-
elom procesa razvejanja. Pri izvr²ilni ceni K = $25:00 in K = $27:50 na² model
bolj²e oceni vrednost opcije, pri drugih izvr²ilnih cenah pa enako kot osnoven Black-
Scholesov model.
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