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Abstract
The work introduces the notion of an dynamic-equilibrium (DE) solution of an ordinary differential equation (ODE) as the
special (limit) version of the ODE general solution. The dynamic equilibrium is understood as independence of the initial point.
The work explains the special importance of ODEs which have DE solutions. The criteria for the existence and global attraction
of these solutions are developed. A few examples illustrate different aspects of the DE-solution theory and application. The work
discusses the role of these solutions in applied problems (related to ODEs in both Euclidean and function Banach spaces) with
the emphasis on advanced models for living systems (such as the active-particle generalized kinetic theory). This discussion also
concerns a few directions for future research.
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This work deals with some aspects of the initial value problems for ordinary differential equations (ODEs) and
discusses their application to modelling certain behaviors of living systems. The above aspects are analyzed in the
first part of the work, while the second part refers them to various models in the life sciences.
We consider the class of mathematical models described by ODEs of the type (e.g., [1,2])
dx
dt
= f (t, x) (1)
which generate the Cauchy problem on adding the initial condition
x |t=to = xo. (2)
An enormous variety of phenomena are described with common initial value problems (1) and (2). In this problem,
t ∈ R = (−∞,∞) is the time, x ∈ Rn , n ≥ 1, function f is defined and sufficiently smooth on Rn+1, and to and xo
are arbitrary and fixed in R and Rn , respectively, i.e.
to ∈ R, (3)
xo ∈ Rn . (4)
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Usually, it is assumed that problems (1) and (2) have a unique solution. This, in particular, means that general solution
ϕ(t, to, xo) of ODE (1), as a function of (to, xo), is defined for all to and xo described in (3) and (4).
The mathematical model per se is ODE (1). It has a continuum of solutions. To specify an individual solution, one
has to impose an initial condition of the form (2). The question is whether the individual solutions can be specified by
means of just the initial condition. Obviously, the answer is negative if and only if ODE (1) has solutions which can
be specified without initial condition (2). What is not obvious is how these solutions can be determined.
To answer this question, we consider the dependences of the general solution ϕ(t, to, xo) of ODE (1) on its variables
to and xo. We first note the fact below.
Proposition 1. If general solution ϕ(t, to, xo) is independent of xo, then relation (3) does not hold and ϕ(t, to, xo) is
also independent of to. 
The proof follows from the feature that if (3) holds, then the aforementioned uniqueness of the solution of problem
(1), (2) contradicts the independence in the hypothesis of Proposition 1. Proposition 1 has a twofold outcome.
Firstly, it enables us to introduce the following definition.
Definition 1. We call general solution ϕ(t, to, xo) of ODE (1) which is independent of initial point (to, xo) the
dynamic-equilibrium (DE) solution. 
Obvious examples of (to, xo)-independent solutions of the ODE models studied in physics and chemistry are
the stationary, i.e. t-independent, solutions. They are commonly obtained as the equilibrium points of ODE (1)
(when these points exist). In line with this, in Definition 1 the term “equilibrium” also denotes the above (to, xo)
independence, whereas the term “dynamic” merely stresses that the equilibrium solution need not be stationary; it
may be nonstationary, i.e. t dependent.
Secondly, Proposition 1 and the fact that the interval for to in (3), i.e. R, does not include the values −∞ and ∞
indicate that the xo independence of ϕ(t, to, xo) can be implemented only if the general solution ϕ(t, to, xo) is extended
to these values. The latter can be carried out through the limits limto→−∞ ϕ(t, to, xo) and limto→∞ ϕ(t, to, xo),
respectively. In other words, Proposition 1 implies the corollary below.
Corollary 1. If general solution ϕ(t, to, xo) is independent of xo, then at least one of the limits limto→−∞ ϕ(t, to, xo)
and limto→∞ ϕ(t, to, xo) is valid. 
Definition 1 and Corollary 1 allow us to formulate the following theorem.
Theorem 1. Function ϕ−(t) or ϕ+(t) is a DE solution of ODE (1) if and only if
• the limit function limto→−∞ ϕ(t, to, xo) or limto→∞ ϕ(t, to, xo), respectively, is independent of xo and• the relation
ϕ−(t) = lim
to→−∞
ϕ(t, to, xo) (5)
or
ϕ+(t) = lim
to→∞
ϕ(t, to, xo), (6)
respectively, holds. 
Remark 1. Theorem 1 provides the criterion for the existence of DE solution ϕ− or ϕ+. Indeed, it follows from the
theorem that the solution ϕ− exists if and only if the right-hand side of (5) exists as a function of t and this function
is independent of xo. Similarly, solution ϕ+ exists if and only if the right-hand side of (6) exists as a function of t and
this function is independent of xo. 
Here is an example on this topic.
Example 1. If function f is linear in x , i.e. f (t, x) = A(t)x + b(t), then ODE (1) is of the form
dx
dt
= A(t)x + b(t). (7)
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Let both functions A and b in (7) be defined on the entire time axis R. Let also the Cauchy matrix C(t, s) where s < t
be such that ‖C(t, s)‖ ≤ β exp[−α(t − s)] where α > 0 and β > 0 are some numbers. Then one can show that
ϕ−(t) =
∫ t
−∞
C(t, s)b(s)ds. (8)
According to Remark 1, the DE solution ϕ− of ODE (7) exists if and only if the integral in (8) exists. As is well known
(cf., [2]), this integral exists if function b is uniformly bounded on R. If this boundedness is not the case, the integral
does not always exist. 
The latter statement in Example 1 is illustrated with the simple examples below.
Example 2. Assume that ODE (7) is scalar, i.e. n = 1, and A(t) is independent of t and negative, say, A(t) = −α
where α > 0. In this case, (7) becomes
dx
dt
= −αx + b(t). (9)
Let us consider two cases where function b is not uniformly bounded on R.
If b is linear in t , i.e. b(t) = u + vt , then the integral in (8) exists and expression (8) for the DE solution ϕ− of
ODE (9) is specified as
ϕ−(t) = α−1[u + v(t − α−1)].
This function represents the above linear function b shifted for the delay α−1 to the right and then multiplied by this
delay.
If b is exponential in t , i.e. b(t) = u exp(vt), then the integral in (8) exists if and only if α+v > 0. If this inequality
is valid, expression (8) for DE solution ϕ− becomes
ϕ−(t) = (α + v)−1u exp(vt).
This function represents the above exponential function multiplied by (α + v)−1. 
The following remark brings us back to the role of the initial condition for ODE (1).
Remark 2. If neither of the DE solutions (5) and (6) exists, then individual solutions of ODE (1) can be specified
only via the initial condition. In this case, the initial condition is an inseparable part of the model based on the ODE
and, thus, the model is purely transient. Subsequently, the justification, derivation, and informal meaning of the model
should include the corresponding treatment not only for (1) but also for (2). This modelling paradigm is still not a
well-studied area in applied problems.
If at least one of the DE solutions (5) and (6) exists, the modelling paradigm is different. In this case, the initial
condition is not necessary for specifying individual solutions: at least one individual solution, namely the DE one
which exists, is determined solely by the ODE. Consequently, the initial condition is not a necessary part of the model
based on the ODE. Moreover, the related completely new aspect is that the ODE itself may happen to be a model solely
for the available DE solution. In other words, this solution may be so sophisticated that the phenomena described by
it require an ODE to be properly modelled. The corresponding informal analysis can enrich the applied problem with
new insight. 
The second option discussed in this remark is of special importance. This is indicated by the following theorem.
Theorem 2. If the general solution ϕ(t, to, xo) of ODE (1) is defined for all t ∈ [to,∞) (or t ∈ (−∞, to]) and DE
solution ϕ− (or ϕ+) exists, then it is defined for all t ∈ R and is globally attracting when t →∞ (or t →−∞). 
The proof involves Remark 1 as well as the limit relations (5) and (6), and is not difficult. The definition of a
globally attracting solution can be found in [3, Section 2.10 of Chapter 1].
Example 3. If ODE (1) is linear and homogeneous in x and matrix ∂ f (t, x)/∂x (which is x independent because of
the linearity) is independent of t , then one can prove the following three statements. Firstly, DE solution ϕ− (or ϕ+)
of ODE (1) exists if and only the real parts of all eigenvalues of the aforementioned matrix is negative (or positive).
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Table 1
Brief summary on the physical and dynamic equilibria (attracting when t →∞) in nonliving and living systems
System Physical equilibrium Dynamic equilibrium
Nonliving Stationary One of the physically non-equilibrium states, not distinguished as an equilibrium
Living Does not exist Nonstationary
Secondly, the DE solution is identically zero. Thirdly, it is globally attracting (and even globally exponentially stable)
when t →∞ (or t →−∞) in the case of the above negative (or positive) real parts. 
The following corollary clarifies the DE aspects in a certain important particular case of ODE (1).
Corollary 2. If ODE (1) is autonomous and has a solution which is nonconstant and periodic in t , then every
nonconstant periodic solution of (1) is not a DE solution. 
The proof follows from the global attraction in Theorem 2 and the well-known result (e.g., [2, Example 2 on pp.
297–298]) that nonconstant periodic solutions of ODEs cannot be attracting. Thus, DE solutions of ODEs cannot be
represented by nonconstant periodic solutions of autonomous ODEs.
Remark 3. Theorem 2 admits a direct generalization to the case when ODE (1) has more than one DE solution which
is attracting at t →∞ (or t →−∞). Here each solution is “globally” attracting only in the corresponding domain of
attraction rather than in the entire space Rn .
For instance, the PhasTraM model [4] for formation/reduction of tumors includes the ODE with the two DE
solutions attracting when t → ∞. One of them represents the creode (the attraction solution to which is known as
homeorhesis), whereas the other one represents the solid-tumor state of a cellular population. The attraction domains
for these solutions are separated by the corresponding separatrix. A description of a generic time dynamics of the
multiple attraction domains and the related separating sets in the living-system models is proposed in [5]. 
Assume that the hypothesis of Theorem 2 holds and the available DE solution is, say, ϕ−. Since any solution of
ODE (1) is attracted to ϕ− when t →∞, the initial point (to, xo) in condition (2) is not important qualitatively. Over
the course of time, the shape of any solution with increasing accuracy follows the shape of solution ϕ−. Consequently,
the initial point is not a necessary part of the model based on ODE (1) (cf., the second option in Remark 2). In fact,
the underlying subject-specific phenomena can be described solely via the ODE. Moreover, it can also be considered
as a sophisticated model for a single function, DE solution ϕ−.
We also note that the DE solutions are indispensable even in the analysis of the problems where the initial moment
to or initial value xo is unknown or random or both are. In this case, the availability of ϕ− (or ϕ+, depending on the
problem) substantially simplifies the study providing the key information on the time behavior of all of the solutions
of the ODE under consideration.
The above picture shows that, loosely speaking, knowledge of the DE solution means knowledge of the entire
ODE. This emphasizes the importance of development of the methods for practical determination of the DE solutions.
Certain results for linear ODEs are outlined in Examples 1 and 2. As regards nonlinear ODEs, a possible technique
which may be useful in many applied problems is the finite-equation method [6].
Solution ϕ− represents the ODE-based formulation of the dynamic-equilibrium concept discussed in ecology,
economics, and sociology (e.g., [7,8]). In these sciences and other sciences studying living systems such as biology
and medicine, the status of DE is entirely different from that in the sciences studying nonliving systems such as physics
and chemistry. The point is that, in the nonliving-matter case, the equilibrium is physical (e.g., thermodynamic), i.e. the
one expressed with solution ϕ− as well but only when the latter is stationary, or time independent. In contrast to this,
DE ϕ− for any living system cannot be stationary (e.g., [9] and the references therein). A system, if it is a living
one, does not have a physical equilibrium which is attracting when t → ∞. This sharpens the well-known fact
(e.g., [10, pp. 1002,1005,1009,1027]) that living systems are far from physical equilibrium. The topic is illustrated
in Table 1.
Various options for the time behavior of living systems modelled with ODEs are discussed in detail in work [11].
This work also considers a number of the issues on stability.
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The above DE analysis admits the following generalization for Markov stochastic processes. Let χ(ξ, t) (where ξ is
an elementary event) be any of the Markov stochastic processes with the transition probability density ρ(to, xo, t, x)
where t > to. It, as function of x , is the probability density for random variable χ(·, t) under the condition that
χ(ξ, to) = xo. Then the DE probability density ρ−(t, x) for χ(·, t) is determined with the limit relation
ρ−(t, x) = lim
to→−∞
ρ(to, xo, t, x) (10)
where the right-hand side is independent of xo. Consequently,
ρ−(t, x) =
∫
Rn
ρ(to, xo, t, x)ρ−(to, xo)dxo (11)
and hence the DE process χ−(·, t) is such that the probability density for random variable χ−(·, to) is ρ−(to, xo) at
some moment to. Note that, if the transition density is homogeneous, i.e. ρ(to, xo, t, x) ≡ ρ(xo,∆, x) where ∆ =
t − to is the time separation, then the DE density (10) is stationary; more specifically, ρ−(x) = lim∆→∞ ρ(xo,∆, x).
Remark 4. If a living system is described with Markov stochastic processes, then these processes are not
homogeneous. This follows from the property that a living system cannot have a stationary, or physical, equilibrium
which is attracting when t → ∞ (e.g., see Table 1). The derived inhomogeneity requirement agrees with the well-
known distinguishing feature of living systems that they are open (e.g., [9]). 
Density ρ−(t, x) defined with relation (11) (rather than (10)) is known as the invariant probability density for
the Markov stochastic processes with transition probability density ρ(to, xo, t, x) (e.g., see [12] and the references
therein). Thus the DE density (10) is invariant as well. However, the inverse statement is generally not true. This is
exemplified below.
Example 4. If Markov processes are scalar diffusion processes with drift and diffusion coefficients −x and 2,
respectively, then the corresponding invariant densities are ρi (t, x) = (2pi)−1/2 exp{−[x − eo exp(−t)]2/2} where
eo is an arbitrary real number. Among these densities, there is only one which is stationary, namely ρ−(x) =
(2pi)−1/2 exp(−x2/2). This density is also the only DE density for the above processes. 
Of considerable interest are generalizations of the notion of a DE solution of an ODE in Euclidean space to ODEs in
function Banach spaces. For instance, the generalization to diffusion stochastic processes with nonlinear coefficients
is presented in [12]. The results therein on DE (generally, nonstationary) processes of this type represent a direct
extension of the present work. A generalization of the DE-solution notion useful in a number of applications would
be that to advanced kinetic equations. The latter is also discussed below.
Dynamic-equilibrium solutions of ODEs play an important role in mathematical models for living systems. For
instance, in the case when the DE solutions are uniformly bounded in time, these solutions are necessary parts of the
descriptions [9] for homeorhesis, one of the features which distinguishes living from nonliving matter. In the field of
living systems, the ODE-based models are the simplest and most transparent ones but not the most comprehensive
ones. A more adequate alternative is the models based on the active-particle generalized kinetic theory (APGKT)
(e.g., [10,13]; see also [11,5]). They allow us to take the living-matter features into account much better. Subsequently,
the focus is on the capabilities of the APGKT equations in describing processes in a living system. These equations
are formulated in terms of the generalized distribution functions (GDFs). Determination of the parameters and other
input characteristics of the equations is included in the related research activities. In connection with this, we note the
following.
Firstly, the DE GDF would provide the behavior of a modelled living system which is free from the specificity of
any initial condition. Loosely speaking, it can show the core evolution of the system. For this reason, it may also serve
as the first tool facilitating the validation of the model.
Secondly, the above input data, in particular, constitute the initial GDF. This GDF is difficult to obtain
experimentally and to estimate theoretically. This problem would be eliminated by the availability of the DE GDF.
More generally, the DE-solution techniques can noticeably contribute to the mathematical tools necessary for
analysis, in-depth understanding, and prediction for living systems and other complicated structures in science and
engineering.
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Summing up the present work, we note the following results.
• The notion of a DE solution of an ODE is introduced and discussed in connection with ODEs in Euclidean and
function Banach spaces.
• The formulation of the DE solutions in terms of the general solution of the ODE is presented (in Theorem 1).
• The significance of the initial condition in the ODE-based models is distinguished for the ODEs of the two types,
namely the ones which have DE solutions and the ones which do not have them (see Remark 2).
• Theorem 2 indicates the sufficient condition for the DE solutions to be globally attracting. This is the very feature
that determines the importance of the DE-solution notion.
• The work include a few examples illustrating different aspects of qualitative properties of the solutions introduced.
• The role of the DE solutions in some applied problems is discussed, also in connection to the related results
published before. The work analyzes in more detail the advantages of the aforementioned solutions for the advanced
models for living systems.
The latter discussion also serves as the basis for a few directions for future research. These directions are related to
both theoretical and practical aspects.
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