Abslract-In this paper a new approach is proposed to design locally optimal robust output-feedback controllers. It is iterative by nature, and starting from any initial feasible controller it performs local optimization over a suitably defined non-convex function at each iteration. The approach features the properties of computational efficiency, guaranteed convergence to a local optimum, and applicability to a very wide range of problems. The paper also proposes a fast procedure for initially feasible controller computation based on LhlIs. The design objectives considered are 7-12, ' H , , and pole-placement constraints. The procedure consists of two steps: first an optimal robust mixed 'H2/'H,/pole-placement state-feedback gain is designed, which is consequently kept fixed at the second step during the design of the remaining controller matrices. The approach is demonstrated on a model of one joint of a real-life space robotic manipulator.
I. INTRODUCTION
It is well-known that the problem of output-feedback controller design in the presence of polytopic model uncertainty is not convex and can be represented in terms of bilinear (or rather bi-affine) matrix inequalities (BMIs) [17] . These, however, are in general NPhard [15] , which means that any algorithm which is guaranteed to find the global optimum cannot be expected to have a polynomial time complexity.
There exist different approaches to the solution of the BMI problem, which can be classified into global [3] , [5] , [16] , [18] and local [8], 191, [7] , [6] . Most of the global algorithms to the BMI problem are variations of the Branch and Bound Algorithm [16] , [3] . Although the major focus of all global search algorithms is the computational complexity, none of them is polynomial-time due to the NP-hardness of the problem. As a result, these approaches can currently be applied only to problems of modest size with no more than just a few "complicating variables" [16] . Thus, the global algorithms are at present not practical to output-feedback controller design problems for polytopic systems, where even small problems can result in lots of such complicating variables (for instance, in the case study presented in Section §VI there are 40 complicating variables).
Most of the existing local approaches, on the other hand, are computationally fast but, depending on the initial condition, may not converge to the global optimum. The simplest local approach makes use of the fact that by fixing some of the variables, 2, the BMI problem becomes convex in the remaining variables y, and vice versa, and iterates between them [9] . This is also the idea behind the well-known D-K iteration for p-synthesis. In some papers [9] ,
[IO] the search is performed in other more suitably defined search directions. Nevertheless, these type of algorithms, called coordinate descent methods in [9] , Alternating SDP Method in [3] , and the dual iteration in [9] , are not guaranteed to converge to a local solution 151, P I , [181 Another local approach is the so-called Path-Following Method [7] , which is based on linearization. The idea is that under the assumption of small search steps the BMI problem can be approximated as an LMI problem by making use of the first-order perturbation approximation 171. In practise this approach can be used for problems where the required closed-loop performance is not drastically better than the open-loop system performance, to solve the actuatodsensor placement problem, as well as the controller topology design problem [7] . Yet another local approach is the Rank-Minimization Method [8] . Although convergence is established for a suitably modified problem, there are no guarantees that the solution to this modified problem will be feasible for the original BMI problem. The XY-Centering Algorithm, proposed in [lo] is also an alternative local approach, which focusses on a subclass of BMI problems in which the non-convexity can be expressed in the form X = Y-l, and is thus applicable to a restricted class of controller design problems. Finally, the Method of Centers (MC) has guaranteed local convergence provided -that a feasible initial condition is given [5]. It is, however, the computationally most involving approach, and it is also known that it can experience numerical problems at later iterations [3] .
Similarly to the MC, the approach in this paper performs local optimization over a suitably defined non-convex function at each iteration. It enjoys the property of guaranteed convergence to a local optimum, while at the same time it is computationally faster and numerically more reliable than the MC. In addition to that, a twostep procedure is proposed for the design of an initially feasible controller. At the first step an optimal robust mixed 'l&l'Fl,/poleplacement state-feedback gain F is designed. This gain F is consequently kept fixed during the design of the remaining statespace matrices of the dynamic output-feedback controller. Although the first step is convex, the second one remains non-convex. However, by constraining a Lyapunov function for the closed-loop system to have a block-diagonal structure, this second step is easily transformed into an LMI optimization problem. Somewhat related is the work of [ 141, where the authors attack a specific BMI problem with quadratic teims by constructing LMIs. This is achieved at the expense of some conservatism that results from an over-bounding of the non-affine quadratic terms leading to the LMIs.
The paper is organized as follows. In Sec. I1 the notation is defined and the problem is formulated. The proposed algorithm for locally optimal controller design is next presented in Sec. 111. For the purposes of its initialization, an approach to initially feasible controller computation is proposed in Sec. IV, where a multiobjective criterion is considered. A summary of the complete algorithm is given in Sec. V. In Sec. VI the design approach is tested on a model of one joint of a real-life space robotic manipulator. Finally, Sec. VI1 concludes the paper.
PROBLEM FORMULATION

A. Notation
The symbol 0 in LMIs will denote entries that follow from symmetry. In addition to that the notation Sym(A) = A +A* will also be used. Boldface capital letters denote variable matrices appearing in matrix inequalities, and boldface small letters -vector variables. The convex hull of a set of matrices S = { A l l , . . . , h l~} is denoted as co{S}. Also used is the notation (A, B) = trace(ATB). The set of eigenvalues of a matrix A will be denoted as X(A). The symbol 2 will denote "equal by definition". The direct sum of matrices A,, i = 1 , 2 , . . . , n will be denoted as blockdiag(A1,. . . , A,,). Also, U, will denote the i-th element of the vector w. The projection onto the cone of symmetric positive-definite matrices is defined as [A]+ = a r g m i n s i o IIA-SIIF. Similarly, the projection onto the cone of symmetric negative-definite matrices is defined as [A]-= arg minsso IIA -SIIF. Some useful properties of these projections can be found in [I] . Finally, A ~3 B denotes the Kronecker product of A and B. 
(t) E R" is the system state, ~( t )
E RnZ is the controlled output of the system, u(t) E Rm is the control action, and y(t) E Rp is the measured output and [ ( t ) E Rnc is the disturbance to the system, and where the symbol o represents the s-operator (i.e. the time-derivative operator) for continuous-time systems, and the r-operator (i.e. the shift operator) for discrete-time systems. The uncertainty A is then assumed to belong to a set A defined as 
then this paper addresses the following problem: given positive scalars a2 and a , and a convex set V , defined as
for some given real matrices LD = Lg and A~D , find constant matrices A,, B,, and F , parametrizing the controller (4), that solve the following constrained optimization problem where the matrices L2, Rz, L,, and R,, are used to select the desired input-output channels that need to satisfy the required constraint in (9).
As discussed in the introduction, this problem is not convex and is NP-hard. In the next section we will present a new algorithm which can be used for finding a locally optimal solution to the problem defined in (9). As most local approaches, this approach requires an initially feasible solution from which the local optimization is initiated. For the purposes of its initialization, a computationally fast approach based on LMIs for finding an initially feasible controller is later on proposed in Sec. IV. A summary of the complete algorithm is given in Sec. V. 
This problem is known to be NP-hard 1151.
It is a fact that for systems with polypotic uncertainty the outputfeedback controller design problem can be written as BMIs in the general form (11) [17]. Let us, for now, consider the feasibility problem for a fixed y .
Denote
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The feasibility problem is then defined as In this way we have rewritten the initial BMI problem into an equivalent optimization problem. The goal is now to search for a local minimum of w-,. However, the function v,(z, y) is not convex.
Even worse, it may have multiple local minima. Now, if (z', y ' ) is a local minimum for U-, and is such that oy(z*, y*) = 0, then (x*, y*) is also a feasible solution to (F'P). However, if (z*, y*) is such that 07(x*, y') > 0, then we cannot say anything about the feasibility of (FP). The idea is then to start from a feasible solution for a given y, and then apply the method of bisection over y to achieve a local minimum with a desired precision, at each iteration searching for a feasible solution to (F'P). This is described in more detail in Sec. V.
Let us now concentrate on the problem of finding a local solution to min v-, (2.9).
The goal is to develop an approach that has a guaranteed convergence to a local optimum of v,(x, y). To this end, we first note that the function o, (2, y) is differentiable, and we derive an expression for its gradient.
Theorem I : Consider the function
where G : EtN1 x Rh'z ++ EtQx4 is defined as follows It is thus clear that f is differentiable and its partial derivatives are
The partial derivatives of our original function U, (2, y) can then given by the expressions (16) and (17).
be directly derived using the result of Theorem 1:
Note that these partial derivatives are continuous functions, so that w, E C'. Note also, that a lower bound on the cost function in In the next section we focus on the problem of finding an initial feasible solution to the BMI optimization problem.
IV. INITIAL CONTROLLER DESIGN
In this Section, a two-step procedure is presented for the design of an initial feasible robust output-feedback controller. It consists of two steps. In the first step a robust state-feedback gain matrix F is designed such that the multiobjective criterion of the form (9) is satisfied for the closed-loop system with state-feedback control U = Fx. This problem is convex and is considered in Subsection
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Sec. IV-A. In the second step the computed state-feedback gain 
L ( C $ , W , P , y ) @ M c T ( A $ , B $ , P )
> 0, (cont. case),
L(C$, W , P , y ) @ M D T ( A $ , B~, P )
> 0, (discr. case). In what follows we assume that the optimal state-feedback gain F has already been computed at Step 1. In contrast to Step 1, the problem defined in Step 2 of the algorithm at the beginning of Sec. IV is certainly non-convex in the variables P, W, A,, and B, since application of Lemmas 2 and 3 to the closed-loop system in (6) leads to non-linear matrix inequalities due to the fact that the variables A, and B, appear in the closed-loop system matrices A$ and B$ (for which reason the last two are typed in boldface). However, by introducing some conservatism by means of constraining the Lyapunov matrix P to have block-diagonal structure the nonlinear matrix inequalities in question can be written as LMIs. However, it can easily be seen that a necessary condition for the existence of a structured Lyapunov matrix of the form (23) for A$ defined in (6) is that the matrix AA is stable for all A E A. Luckily, this restriction can be removed by introducing a change of basis of the state vector of the closed-loop system to P = [ z T , zT -( x ' )~]~. For the resulting closed-loop system the structured Lyapunov matrix P does not impose the restriction for stability of AA. This is summarized in the following result.
Theorem 3 (Robust Multiobjective Output-Feedback Control):
Consider the closed-loop system (5), with transfer function T f : (a) defined in (7), formed by interconnecting the plant (1) 
V. SUMMARY OF THE APPROACH maximum
Step 1.
Step 2.
We next summarize the proposed approach to robust dynamic Step 3 
The objective is to find a controller that achieves for all possible values of the uncertain parameters a disturbance rejection of at least 1 : 100 for constant disturbances on the shaft angular position of the motor (such as, e.g., load), and a bandwidth of at least 1 [radsec] . This can be achieved by selecting the following performance weighting function (see the upper curve on Fig It should be noted here that this problem is of a rather large scale: the BMI optimization problem (1 1) consists of 4 bilinear matrix inequalities, each of dimension 12 x 12, and each a function of 95 variables (40 for the controller parameters, and 55 for the closedloop Lyapunov matrix). Also note, that the number of complicating variables, defined in [16] as min{dim(z), dim(y)}, in thisexample equals 40. This makes it clear that the problem is far beyond the capabilities of the global approaches to solving the underlying BMI problem, which can at present deal with no more than just a few complicating variables. First, using the result in Theorem 3 an initial controller was found achieving an upper bound of yoo,rn,t = 1.0866, which was subsequently used to initialize the newly proposed BMI optimization (see Algorithm 1). The tolerance of TOL = was selected, and #A = 0 since we know that y > 0 for the problem at hand. The new algorithm converged in 10 iterations to ?=,NEW = 0.6356. The computation took about 100 minutes on a PC with Intel(R) Pentium IV CPU 1500 MHz and 1 Gb RAM.
Next, four other algorithms were tested on this example with the same initial controller, the same tolerance and the same stopping conditions. These algorithms were Rank Minimization Approach , and the Alternating coordinate method (DK) [9] . From among these four approaches only two were able to improve the initial controller, namely the MC which achieved -yoos,nrc = 0.8114 in about 610 minutes. It was unable to improve the the performance further due to numerical problems. Similar problems were also reported in [3]. The DK iteration method terminated in about 20 minutes with Y=,DK = 0.8296. The PFM converged to an infeasible solution due to the fact that the initial condition is not "close enough" to the optimal one, so that the first order approximation that is made at each iteration is not accurate. Finally, the RMA method was also unable to find a feasible solution.
For the newly proposed method, the upper and the lower bounds on y at each iteration are plotted in Fig. 1 (top) . Note that at each iteration the upper bound represents a feasible value for y, and the lower bound -an infeasible one. Also plotted on the same figure are the values achieved by the DK iteration and the MC methods. With the optimal controller obtained with the newly proposed approach, the closed-loop sensitivity function is depicted in Fig. 1 (bottom) , together with the inverse of the selected performance weighting function WP1(s). It can be seen from the figure that the sensitivity function remains below W;' (s), implying that the desired robust performance has been achieved.
VII. CONCLUSIONS
In this paper a new approach to the design of locally optimal robust dynamic output-feedback controllers for systems with structured uncertainties was presented. The uncertainty is allowed to have a very general structure and is only assumed to be such that the state-space matrices of the system belong to a certain convex set. The approach is based on BMI optimization that is guaranteed to converge to a locally optimal solution provided that an initially feasible controller is given. This algorithm enjoys the useful properties of computational efficiency and guaranteed convergence to a local optimum. An algorithm for fast computation of an initially feasible controller is also provided and is based on a two-step procedure, where at each step an LMI optimization problem is solved -one to find the optimal state-feedback gain and one to find the remaining state-space matrices of the output-feedback controller. The design objectives considered are ' H 2 , 'H=, and pole-placement in LMI regions. The approach was tested on a model of one joint of a real-life space robotic manipulator, for which a robust ' H , controller was designed.
