Abstract. We study cohomology groups of the Lie algebra of vector fields on the complex line, W 1 , with values in the tensor fields in several variables. From a generalization by Scheja of the second Riemann (Hartogs) continuation theorem, we deduce a cohomology exact sequence of the subalgebra of W 1 consisting of vectors having a zero at the origin. As applications, we compute the cohomology algebra of W 1 with values in the functions on C n explicitly, and establish a certain vanishing theorem for the cohomology of W 1 with values in the quadratic differentials in several variables, which is closely related to the moduli space of Riemann surfaces.
Introduction.
The topological Lie algebra of complex analytic vector fields on an open Riemann surface O, L(O), acts continuously on the space of complex analytic tensor fields on the product space O n by the diagonal Lie derivative action. By a complex analytic analogue [Ka1] of the Bott-Segal addition theorem [BS] , the computation of the (continuous) cohomology group of L(O) with values in the space of tensor fields on O n was reduced to that for the case where O is the complex line C together with a topological study of certain sheves on the space O n . The purpose of the present paper is to provide a geometric tool for the computation for this case O = C.
We fix our notations. Let W 1 := L(C) = H 0 (C; O C (T C)) be the Lie algebra of complex analytic vector fields on the complex line C with the topology of uniform convergence on compact sets. The closed subalgebra L 0 := {X ∈ W 1 ; X(0) = 0} of W 1 often plays more important roles than W 1 itself. We recall two kinds of L 0 modules.
(1) Let ν ∈ Z. The Lie algebra L 0 acts on the 1 dimensional complex vector space 1 ν = C1 ν with the preferred base 1 ν by
The L 0 module 1 ν is naturally isomorphic to the ν-cotangent space (T * Our purpose is to calculate the cohomology groups
for arbitrary integers ν 0 , ν 1 , . . . .ν n and λ 1 , . . . , λ n . Here and throughout this paper ⊗ means the completed tensor product over the complex numbers C. The Shapiro Lemma (Remark 2.4) implies the isomorphism H * (W 1 ;
T ν i ), so that the calculation of the former is reduced to that of the latter. First of all the cohomology group H * (W 1 ; T ν ) ∼ = H * (L 0 ; 1 ν ) was determined by Goncharova [Go] . Studying a filtration of the space 1 ν 0 ⊗ T λ 1 ν 1 derived from the action of the vector e 0 := z d dz ∈ L 0 in detail, Feigin and Fuks [FF] determined the cohomology group H * (L 0 ; 1 ν 0 ⊗ T
) completely. In the present paper we study the
for the case n ≥ 2 in a geometric way. Using a generalization by Scheja [S] of the second Riemann (Hartogs) continuation theorem, we introduce a cohomology exact sequence (3.2)
which we call the fundamental exact sequence for the
e 0 is of finite dimension, and so is the first term. The third term is the L 0 equivariant cohomology of the space C n − {0} with values in the sheaf of L 0 modules 1 ν 0 ⊗ O C n (τ λ 1 ,...,λ n ν 1 ,...,ν n ) ( §2). This term is by the main result of our previous paper [Ka1] Theorem 5.3. In §1 we give an exposition of the equivariant cohomology theory for a Lie algebra.
Three results are deduced from the sequence (3.2).
(
with values in the space of algebraic tensor fields on the complex torus (C − {0})
n coincides with that of L 0 with values in the space of complex analytic tensor fields of the same type on the torus (Corollary 3.5).
(2) The cohomology of W 1 with values in the algebra of complex analytic functions on C n , or equivalently, that of
with values in the algebra of polynomials in n variables, C[z 1 , . . . , z n ], is determined explicitly (Corollary 3.7). (3) A vanishing theorem (Theorem 4.7) on the quadratic differentials in p variables:
where Q := T 2 and p denotes the completed p-fold alternating tensor product on the complex numbers C. This suggests that the Virasoro equivariant (p, q) cohomology of the dressed moduli of compact Riemann surfaces would vanish for p > q [Ka2] .
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Equivariant cohomology.
We begin by an exposition on the equivariant cohomology for a Lie algebra. Let g be a complex topological Lie algebra. A g module means a complex topological vector space on which g acts continuously. The standard continuous cochain complex of the topological Lie algebra g with values in a g module N is denoted by
Here C p (g; N ) is the linear space of continuous alternating multi-linear mappings c : g × · · · × g p → N . They can be regarded as continuous linear maps of the completed alternating tensor product p g into N . Hence we may identify C p (g; N ) with Hom( p g, N ). The cohomology group of the complex C * (g; N ) is called the (continuous) cohomology group of g with values in N and denoted by H * (g; N ). When N is the trivial g module C, we abbreviate them to C * (g) and H * (g) respectively. For details, see, for example, [HS] .
If F is a sheaf of g modules over a topological space M , the cochain complex of sheaves over M C
is defined. We denote by H * g (M ; F ) the hypercohomology group of the cochain complex of sheaves over M with respect to the functor Γ(M ; ·) (= the sections of the sheaf · over M ) ( [G] ch.0, §11.4, pp.32-) and call it the g equivariant cohomology group of M with values in the sheaf F . Equivalently we define
for an injective right Cartan-Eilenberg resolution C * , * = (C i,j ) i,j≥0 of the complex C * (g; F ) (cf. ibid.loc.cit.). Needless to say this cohomology is an analogue of the equivariant cohomology of a space M acted on by a transformation group G, i.e., the ordinary cohomology of the homotopy quotient
There exist two spectral sequences converging to the equivariant cohomology
where we denote by H * (g; F ) the sheaf over M given by the presheaf
To study the 'E 2 term, we introduce a condition (1.2) related to a locally convex space F :
(1) F is a Fréchet nuclear space, (2) there exists a projective system {F i , u
of the strong duals F i of Fréchet nuclear spaces and compact maps u where Hom means the continuous linear maps.
Now we confine ourselves to the case M is a finite dimensional complex analytic manifold and F = O M (E) = the sheaf of germs of sections of a complex analytic vector bundle E over M . Let F be a locally convex space satisfying the condition (1.2). We denote by A q (U ; E) the Fréchet space of
where we endow O M (E)(U ) (resp. A q (U ; E)) with the Fréchet topology of uniformly convergence on compact subsets (resp. with the
by Lemma 1.3 applied to the acyclic augmented cochain complex A * (U ; E) with the augmentation O M (E)(U ) ֒→ A 0 (U ; E). Passing to the inductive limit, we obtain a fine resolution of the sheaf Hom(F,
From (1.4) any Stein covering of M is acyclic for the sheaf Hom(F, O M (E)).
Proposition 1.5. If g satisfies the condition (1.2), and M , E and
is an isomorphism.
Proof. Using Lemma 1.3 again, we have
Substituting F = q g to this isomorphism, we obtain
as was to be shown.
Example 1.6. Let M be a compact Kähler manifold and E the n-cotangent 
Hence we obtain a spectral sequence
where H q is a sheaf over M whose stalk at x ∈ M is given by
which we call the Rešetnikov spectral sequence. See [R] and [Ka1] §9.
Let E be a complex analytic vector bundle of finite rank over C n . Consider the alternatingČech complex
In view of a theorem of Scheja [S] ,
for q ≤ n − 2. Applying Lemma 1.3 to the acyclic augmented complex C * (U) with
Consequently we obtain Proposition 1.9. If g satisfies the condition (1.2), then the 'E 2 term (1.1) converging to the equivariant cohomology H *
otherwise.
Preliminaries.
The topological Lie algebras W 1 and L 0 , the L 0 modules 1 ν and T 
. We denote by τ λ 1 ,...,λ n ν 1 ,...,ν n the line bundle over C n given by
, where pr i : C n → C is the i-th projection. By the diagonal Lie derivative action,
). The action of the multiplicative group C × := C − {0} on the complex line
induces the actions T t on N and L 0 itself such that
Using the averaging operator
we obtain the desired cohomology equivalence.
Now we introduce some variants of
; X(0) = 0}, and
Lemma 2.3. We have natural isomorphisms
Proof. The second isomorphisms of (1) and (2) follow from [Ka1] Theorem 5.3, and the third from ibid., Corollary A.3. We prove the first of (1) (cf. ibid. §2). That of (2) is proved in a similar manner. We define the L 0 modules N ε (ε > 0), N and N conv. by
The multiplicative group C × acts on N ε by T t :
e 0 has its inverse T δ , and so is an isomorphism. Hence we obtain a series of isomorphisms
The first isomorphism follows from [K] 
On the other hand,
Hence, by Lemma 2.3, we have
This isomorphism can be described in the following explicit way. We remark the evaluation map ν is an L 0 homomorphism. So we can define the composite map
which coincides with the Shapiro isomorphism.
In the succeeding sections we study the equivariant cohomology H * L 0 (C n − {0};
..,ν n )), which appears in the "E 2 term (1.1) converging to the equivariant cohomology, is given as follows. For simplicity we assume, for some 0 ≤ r 0 < r 1 < · · · < r l = n, (2.6)
⊗n ) be the cohomology class of a 2 cocycle defined by
Fundamental exact sequence.
Using the Stein covering {U j } n j=1 of C n − {0} given by (1.8), we have an L 0 isomorphism
From Proposition 1.9 (a corollary of a theorem of Scheja [S] ), the 'E 2 term (1.1)
This means a cohomology exact sequence
which we call the fundamental exact sequence for the L 0 module
) is (topologically) generated by negative eigenvectors of e 0 = z
)) e 0 = 0. The corollary follows from the sequence (3.2).
As an application, we have Theorem 3.4. Let ν 0 , ν 1 , . . . , ν n , λ 1 , . . . , λ n be integers satisfying
for any non-empty index subset I ⊂ {1, . . . , n}. Then the restriction homomorphism
Proof. We prove the theorem by induction on n. We have C
e 0 , which implies the theorem for n = 1. If n ≥ 2, then, by Corollary 3.3, we have * n
..,ν n )). For simplicity we assume the point z satisfies the condition (2.6). Lemma 2.7 (or [Ka1] Theorem 5.3) implies
The second term of the RHS is isomorphic to H
) by a similar method to the proof of Lemma 2.3. We have r 0 < n since z ∈ C n − {0}. By the inductive assumption the term is isomorphic to H
). Hence we have an isomorphism of sheaves over
Comparing the "E 2 terms, we obtain
We write simply
. This completes the induction.
We introduce an algebraic variant of the
alg. is the space of algebraic tensors on the complex torus (C − {0}) n . It follows from Theorem 3.4 and Lemma 2.3 Corollary 3.5.
We denote by F (Ω) the Fréchet space of complex analytic functions on a complex analytic manifold Ω with the topology of uniform convergence on compact sets. For any open subset U ⊂ C n the Lie algebra W 1 acts on the Fréchet space F (U ) by the diagonal Lie derivative action. Clearly we have an
⊗n . Now we determine the cohomology algebra H * (W 1 ; F (C n )) explicitly by making a comparison with that with values in the functions on the configuration space
Theorem 3.6. The restriction homomorphism
is isomorphic for any n ≥ 1.
It follows from [Ka1] Proposition 9.8 Corollary 3.7.
Here the (holomorphic) de Rham cohomology algebra of P n , H * (P n ), is mapped into the algebra H * (W 1 ; F (C n )) in an obvious way (ibid., Corollary 9.9). The 2 cocycle v i is defined by
. Proof of Theorem 3.6. We prove the theorem by induction on n. It is already known for the case n ≤ 2 [FF] . From [Ka1] , Corollary 9.9, the homomorphism ι n is surjective for any n ≥ 1.
Suppose n ≥ 2. We denote P
, where the vertical homomorphisms are the Shapiro homomorphisms given in Remark 2.4, and the lower horizontal ι ′ the restriction homomorphism. Since the left vertical is isomorphic from Remark 2.4 and ι n+1 is surjective, it suffices to show ι
, all the multiplicities of the set {0, z 1 , . . . , z n } are not greater than n. Hence we deduce an isomorphism of sheaves over
from the inductive assumption together with a similar method to the proof of Theorem 3.4. Moreover we have
because P × n is Stein. Consequently the restriction homomorphism ι ′ is an isomorphism, which completes the induction.
Action of the symmetric group.
The n-th symmetric group S n acts on the L 0 module 1 ν 0 ⊗ (T λ ν ) ⊗n in two ways: If σ ∈ S n and 1
⊗n in one way, and by
in the other way. We call the former the symmetric action and the latter the alternating action of the group S n . The L 0 module 1
⊗n has the symmetric and the alternating actions of the group S n in a similar manner.
Proposition 4.1. The fundamental exact sequence (3.2) for the
by the symmetric (resp. alternating) action and on the other two terms by the alternating (resp. symmetric) action.
Proof. Consider the alternatingČech complex
n )) with respect to the Stein covering U = {U j } n j=1 of C n − {0} given by (1.8). The cohomology group of the total complex of the double complex
The symmetric group S n acts on theČech complex as follows. Suppose a q cochain c ∈ C q (U) is given by the tensors
where
If σ ∈ S n , the cochain σc is given by the tensors
Then the group S n acts on
⊗n by the alternating action and on
⊗n by the symmetric action, as was to be shown. The rest is proved in a similar way.
To put the proposition into practice, we review on sheaves on which a finite transformation group acts. Here we regard a sheaf as an etale covering space.
Let M be a Hausdorff space on which a finite group G acts continuously. The isotropy group at a point x ∈ M is denoted by G x , i.e., G x := {γ ∈ G; γx = x}. Let π : F → M be a sheaf of complex vector spaces on which the group G acts continuously and linearly. The subset 
and the definition of the resolutiom C * (M ; ·). If ̟ : M → M/G is the quotient map, we have
The third equality follows from (4.3) and the fourth from (4,2). The quotient space F G /G is a sheaf over M/G and satisfies
for any open subset U of M/G. This means
Consequently we obtain an isomorphism
For a topological vector space V , the completed n fold symmetric (resp. alternating) tensor product is denoted by S n (V ) (resp. n V ). We denote by (·)
(resp. (·) S n ,alt. ) the space of invariants of the space · under the symmetric (resp. alternating) action of the group S n . We have S n (V ) = (V ⊗n ) S n ,sym. and n V = (V ⊗n ) S n ,alt. . Proposition 4.1 implies a cohomology exact sequence
which we call the fundamental exact sequence for the L 0 module 1 ν 0 ⊗ n T λ ν . From (4.4) the "E 2 term (1.1) converging to the third term of (4.5) is given by
By Lemma 2.7 we have Lemma 4.6. If z = (z 1 , . . . , z n ) ∈ C n satisfies the condition (2.6), the stalk at z of the sheaf H
Similar results to (4.5) and Lemma 4.6 hold for the L 0 module 1 ν 0 ⊗ S n T λ ν . Finally we prove a certain vanishing theorem for the cohomology of W 1 with values in the quadratic differentials on C n . For the rest we denote Q = T 2 , Q 1 = T Proof. We remark the first part implies the second part for each n. The first part is already proved in [FF] for n ≤ 2. Suppose n ≥ 2. If q ≤ n, we have
by the inductive assumption and Lemma 4.6. It follows from the fundamental exact sequence (4.5)
Hence the following lemma completes the induction. Here we denote by q ν the class (z ν−2 dz 2 mod Q) ∈ Q × /Q. Clearly e 0 q ν = νq ν . Proof. The theorem for n = 1 is shown in [FF] . Suppose n ≥ 2. By the inductive assumption and Theorem 4.7 we have H q (L 0 ; O C n ((τ 1 2 ) n )) S n ,alt. | C n −{0} = 0 for q < n. Hence, by the fundamental exact sequence (4.5), H q (L 0 ; n Q 1 ) = 0 for q < n, as was to be shown.
Remark 4.10.
(1) We have H n (W 1 ; n Q) = 0 and H n (L 0 ; n Q 1 ) = 0. In fact, if ∇ 2 is the 1 cocycle in C 1 (W 1 ; Q) defined by
then the cohomology class of the n-th power (∇ 2 ) n does not vanish in H n (W 1 ; n Q) nor H n (L 0 ; n Q 1 ). Hence the estimates in Theorems 4.7 and 4.9 are the best possibles. (2) In Theorem 4.7 it is essential to take the alternating tensor product. By a computation due to Kazushi Ahara we have dim H 4 (W 1 ; Q ⊗5 ) = 3. (3) Theorems 4.7 and 4.9 suggest that the Virasoro equivariant (p, q) cohomology of the parameter space and the total space of the universal family of dressed Riemann surfaces would vanish for p > q [Ka2] .
