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Abstract
In recent years, the control of charge and spin in semiconductors has experienced
outstanding progress. The extended spin coherence times established in high quality
materials together with the advance in elaborate fabrication methods enable coherent
spin control, ultimately leading to new spintronic devices. In this thesis, we investigate
various aspects of quantum transport with respect to potential spintronic applications
in two different kind of 2-dimensional electron gases (2DEGs) in GaAs/AlGaAs crys-
tals.
First, we try to combine the advantages of optically active InAs quantum dots (QDs)
and the versatile possibilities of gate tunable 2DEGs in a novel hybrid heterostructure.
We have characterized a series of hybrid wafers with different spacings between the
inverted 2DEG and Stranski-Krastanov grown self-assembled InAs QDs. Depending
on this distance and actual QD nucleation – verified with atomic force microscopy on
the wafer surface – the 2DEG mobility is reduced due to scattering induced by the QDs
and the InAs wetting layer. For a tunnel barrier of 45 nm, the 2DEG exhibits mobilities
exceeding 500′000 cm2/(Vs) despite the presence of InAs QDs, while coherent tunneling
between 2DEG and QDs is still permitted. Using a top down approach, lateral quantum
point contact gates are aligned precisely to a single, specifically chosen InAs QD. The
1D conductance is not sensitive to QD charging events, but is dominated by a disorder
potential, even suppressing quantization.
In the second part of the thesis, we study the control of spin-orbit (SO) interaction.
This relativistic coupling of the electron spin to its momentum can be used for coherent
spin manipulation, but at the same time also causes spin relaxation. Theory predicts a
special symmetry, protecting spin from relaxation in diffusive transport, when the two
main contributions of SO interaction in GaAs quantum wells (QW) – the Rashba and
the Dresselhaus effect – are of equal strength. We demonstrate broad, independent
control of all relevant SO fields, allowing us to tune into this regime. By electrically
II
locking the Rashba and Dresselhaus SO fields via top and back gate, we achieve spin
protection for a wide range of voltages on a single QW. We use quantum corrections
to 2D conductivity as a sensitive probe of SO coupling. The combination of transport
data and numerical calculations allows us to quantify the relevant SO coefficients.
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11 Introduction and Motivation
One of the foundations of the fast technological progress in electronic devices and their
rapid distribution towards the end of the 20th century was laid by Shockley, Bardeen
and Brittain with the first demonstration of a working transistor in the late 1940s,
awarded with the Nobel Prize in 1956 [1]. Following their idea of using semiconduc-
tors for the implementation of the bipolar transistor (they used germanium), soon
unipolar field effect transistors (FETs) became available and today silicon metal-oxide-
semiconductor FETs (MOSFETs) are the most popular transistors, found in almost
every integrated circuit. Despite or even because of the tremendous progress during
the last decades, the classical silicon based technology reaches more and more limita-
tions and physical boundaries.
Today’s solid state research is not only focused on pushing these borders, but also on
finding new ways to solve existing and even future problems. In the center of these
efforts, the concepts of quantum mechanics are of crucial importance. The quantum
theory started to develop in the early 20th century and succeeded in describing many
physical phenomena in a fundamentally new way, beyond the well established disci-
plines of classical physics. Starting from nuclear, particle and atomic physics, quantum
mechanics has led to a different way of describing matter and also of understanding
solid state material on a microscopic level. Together with general relativity it even
reaches into cosmology and today is also widely used in other science disciplines like
chemistry and biology. In the framework of physics, the theory opens the way to new
schemes of information processing and transmission and these fields are called quantum
computation [2–5] and quantum cryptography [6, 7].
The basis of quantum computation is the quantum bit or qubit [8], the quantum me-
chanical analog to the two level system 0 and 1 of a classical bit. Technically speaking,
a qubit is also a two level system, but the waveform description of a single or a many
body state allows also for superposition and entanglement and thus, more information
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is stored in a single qubit. Known benefits are the speed gains in solving complex math-
ematical problems like e.g. prime factorization [9] using quantum algorithms. Although
first commercial quantum computers became available recently, their functionality is
under debate and the fundamental requirements defined by DiVincenzo [10] are still
the guidelines for the quest to a successful and fast quantum computer.
One possible and prospective candidate for a quantum mechanical two-level system
itself is a purely quantum mechanical concept: the spin [11, 12]. The two eigenstates
of parallel or antiparallel alignment in a magnetic field (|↑⟩ or |↓⟩) are separated by the
Zeeman energy and thus provide a natural two level basis. Additionally, superpositions
of the form |Ψ⟩ = cos (θ/2) |↑⟩+ eiϕ sin (θ/2) |↓⟩ are allowed, where angle θ determines
the amplitude and ϕ the phase of the state on the Bloch sphere [11].
A scalable system for encoding and universally controlling quantum information is the
spin state of single electrons confined in gate defined quantum dots (QDs) on a 2-
dimensional electron gas (2DEG). It was proposed in 1998 [13] and has the potential
to fulfill the DiVincenzo requirements. The 2DEG material of choice for a large num-
ber of quantum dot and quantum transport experiments in general is GaAs/AlGaAs.
Due to the high quality of the epitaxially grown systems reached today and the pos-
sibility of tailoring it into almost any desired shape using nanofabrication methods,
GaAs/AlGaAs 2DEGs are used in a very broad variety of experiments. Indeed, the
progress in engineering on a nanoscale level, experimental methods and the under-
standing of quantum physics have led to substantial progress in coherent control on
the spin on single and double QD systems [14–16].
A similar but less tunable confinement is found in small islands of InAs or other small
band gap material embedded in a semiconductor environment (e.g. GaAs) with larger
band gap. These self-assembled quantum dots (SAQDs) at the same time can confine
electrons and holes and couple to radiation fields [17–19]. Moreover, they have been
shown to act as perfect single-photon sources [20, 21] and the quantum information of
a spin can be converted to photon polarization [22] or even be entangled with a photon
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[23] using InAs QDs. Although double dot systems with vertically stacked InAs islands
are also possible [24], the scalability to larger arrays of qubits has proven to be of a
major challenge. On the other hand, the optical accessibility opens a very broad field
of applications.
1.1 Thesis Outline
One main part of the thesis explores, how these InAs quantum dots influence 2DEG
transport properties. For that purpose, we study hybrid GaAs/AlGaAs heterostruc-
tures with InAs QDs in close vicinity. The hybrid structure follows the proposal for
a quantum optical interface by Engel et al. [25], which is shown in Figure 1.1: InAs
self-assembled QDs are grown on top of the interface in such a way as to enable elec-
trons inside the QD to couple coherently to the 2DEG by tunneling. Adding lateral
top gates, an additional gate-defined QD can be formed in the 2DEG, below the InAs
QD.
Conceptually, the InAs QD acts as an optical interface for fast initialization and read-
out and spin-photon entanglement, while the advanced electronic control of the QD in
the 2DEG allows for fast qubit operations. The conversion from spin to charge provides
a way to send and receive quantum information over long distances, which together
with the the concept of flying qubits by entanglement could be used to optically connect
several gate defined qubits.
A general introduction to GaAs/AlGaAs 2DEGs, InAs QDs and electron transport is
given in the beginning of Chapter 2. In the subsequent Chapter 3, the effect of the InAs
QDs on the nearby hybrid 2DEG is studied and then we take a look at 1D transport
and single QD devices in Chapter 4.
The basis of solid state spin qubits in a broader sense is the (coherent) control of
spins in electronic devices in general via magnetic or electric fields. Novel spintronic
devices that make use not (solely) of the charge, but also of the magnetic moment of
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VG 
AlGaAs
Si doping
GaAs
InAs
Figure 1.1: Quantum optical interface. Schematic of a hybrid heterostructure,
consisting of a 2DEG (purple) and an optically active InAs self-assembled QD (red), as
proposed in Ref. [25]. By applying a voltage VG on the top gate nanostructure (yellow),
a gate-defined QD is formed in the 2DEG, in close proximity to the SAQD. The two
QDs are coupled via electron tunneling, as indicated by black arrows. The SAQDs are
optically addressable (red arrows), while gate defined QDs allow for fast electrical spin
manipulation and are coupled to the surrounding 2DEG (purple arrows).
the electron have potential advantages over conventional electronic devices like lower
power consumption or increased processing speed. In particular the spin-orbit inter-
action, the coupling of the electron spin to its momentum, allows for fast all electrical
spin manipulation, as an alternative to large magnetic fields and radio-frequency field
pulses. To implement spintronic devices, the focus of research is on the initialization
or polarization, the relaxation mechanisms and the read-out of single spins or spin
ensembles [26, 27].
In almost any of the above mentioned aspects, the spin transistor conceptually intro-
duced by Datta and Das in 1990 [28], is a very paradigmatic spintronic device. The
working principle is sketched in Figure 1.2. Instead of regulating (or rather switch-
ing) a charge current by applying an electric field on the conduction channel as in a
classical FET, the electric field of the gate induces spin precession via spin-orbit (SO)
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VG = 0on
VGoff
Figure 1.2: The Datta-Das spin transistor [28]. By applying a gate voltage
VG on the top gate (yellow) the precession of the spins in the 2DEG (purple) can be
controlled by an electric field via spin-orbit coupling. Polarized spins are injected at a
ferromagnetic source (left brown) contact. The red arrow indicates the ferromagnetic
polarization. Depending on their relative orientation, spins are detected at the drain
contact (right brown) and the transistor is in an on-state (parallel, upper) or off -state
(antiparallel, lower).
coupling. The relative rotation of the polarized spins injected at the source (e.g. fer-
romagnetic contact) is detected at the drain contact. This all-electrical control of the
spin has drawn a lot of attention and a first working ballistic device was demonstrated
on an InAs heterostructure in 2009 [29]. Problems however arise from unwanted spin
relaxation in the diffusive transport due to the resulting fluctuations in the SO-field.
The strict requirement of ballistic transport can be overcome, if the spin is robust
against scattering, as in the non-ballistic spin FET proposed by Schliemann et al. [30].
Long spin relaxation times despite scattering can be achieved in a GaAs/AlGaAs
2DEG, when spin rotations around a uniaxial effective magnetic field – arising from
SO coupling – result in a well defined helical motion. In this case, optically induced
spin polarization patterns were shown to have an enhanced lifetime [31] and a stable
(persistent) spin helix pattern forms [31, 32]. We explore the origin and requirements
for this effect in the second part of Chapter 2, beginning from 2.4. With the focus
on transport experiments, the effect on quantum corrections to magnetoconductance
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are discussed. Experimental results are presented in Chapter 5, where we demonstrate
universal control of all the relevant SO contributions, which allows us to have in-situ
control on the spin relaxation time and the SO-length. This control allows us to protect
the spin from relaxation by locking the two relevant SO-fields – the Rashba and the
Dresselhaus effect – at equal strength over a wide range of gate voltages.
Finally, a summary of the most intriguing results and an outlook on possible future
experiments are given in Chapter 6.
72 Background
2.1 The 2-dimensional Electron Gas in
GaAs/AlGaAs Heterostructures
The 2-dimensional electron gas (2DEG) created in semiconductor heterostructures is
an ideal system for quantum transport and quantum optics experiments. Superior
properties like the high charge carrier mobility offer attractive possibilities for high
frequency electronic devices, if compared to other semiconductors (e.g. Si). The dis-
covery of new quantum Hall 2D-physics in the 1980s [33] was soon followed by a vast
variety of mesoscopic experiments, exploring the even lower dimensional physics, by
confining the 2DEG into nanometer sized structures via electrostatic gating or etching
into quantum point contacts (1D, see Chapter 2.3) or quantum dots (0D). Here, just a
brief and focused introduction to the broad topic is given, which should help the reader
to understand the subsequent chapters.
The dimensionality reduction of a bulk (3D) solid state crystal to a 2D plane is achieved
by a spatial confinement of conduction band electrons, which is smaller than their
wavelength λF at the Fermi surface. In GaAs/AlGaAs heterostructures discussed here,
this is done by creating a potential well with the width of some nanometers along the
growth direction zˆ, perpendicular to the 2DEG in the xˆ-yˆ-plane.
GaAs is a III-V semiconductor forming a zinc blende crystal structure, with a direct
band gap Eg = 1.44 eV (1.519 eV at 0K). By adding a well defined amount of Al, the
band gap can be engineered to values up to ≈ 2 eV. Typical Al-fractions are ≈ 30%,
while above 45% the band gap of AlGaAs becomes indirect. To form a 2DEG, a se-
quence of GaAs and AlGaAs layers - each with its specific band gap - is grown, using
the molecular beam epitaxy (MBE) technique. Alignment of the Fermi levels and dis-
tribution of charge carriers, coming from Si donor atoms (e.g. modulation doping using
a Si δ-doping layer some nanometers away from the interface), lead to a bending of the
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Figure 2.1: Different types of GaAs/AlGaAs 2DEGs. (a) Typical 2DEG struc-
ture with (from top) GaAs capping layer, AlGaAs blocking barrier, Si δ-doping (dashed
blue line), tunneling barrier and GaAs substrate. The 2DEG forms in the triangular
well at the GaAs/AlGaAs interface due to conduction band bending (diagram on the
right), with subbands (green) filled up to Fermi energy EF (red dashed line). (b) For
inverted 2DEGs, donors are placed below the 2DEG. (c) The square potential of a
QW has two (finite) band offset walls as boundaries.
bands and – locally at the band offset of the GaAs/AlGaAs interface – to quantum
mechanical states in the potential well of the conduction band. These states are filled
up to the Fermi energy EF , with usually just the quantum mechanical ground state
being occupied. In Figure 2.1a a typical growth structure and the corresponding band
diagram are shown. In this work we mainly discuss two slightly modified cases: (i) the
inverted 2DEG, a triangular potential well with doping below the heterointerface (Fig-
ure 2.1b) and (ii) quantum wells (QW), which can be described as a square potential
well with two band offset walls, as shown in Figure 2.1c.
2.1.1 Basic Transport Properties
In a degenerate GaAs 2DEG, the electrons contributing to charge transport are de-
scribed semi-classically as quasi free particles with Fermi energy EF = ℏ
2k2F
2m∗ , where
kF = 2πλF is the Fermi wave vector and ℏ Planck’s constant divided by 2π. The indi-
vidual electron moves in the 2D plane at Fermi velocity vF = ℏkF/m∗. The effective
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mass m∗ = 0.067 ·me, deviating from the free electron mass me by a factor of ∼ 15,
accounts for the crystal potential. In absence of an external magnetic field, the density
of states (DOS) within one subband D2D = m∗2πℏ2 is constant and hence independent of
k and electron density n = k2F/(2π). The charge carriers have fermionic character and
follow the Fermi-Dirac distribution
f(E, T ) = 1
e(E−µc)/kBT + 1 , (1)
with µc being the electrochemical potential and kB Boltzmann’s constant. For temper-
ature T = 0, the chemical potential is equal to the Fermi energy µc = EF and f(E, 0)
is a step function.
To first order, diffusive 2D transport can be described by the Drude-Sommerfeld model
of transport in metals, defining the steady state conductivity as σ = neµ, where e > 0
is the elemental charge. The mobility µ = eτp/m∗ connects the drift velocity vD
to the electric field E applied to the 2DEG via vD = µE. The time between two
scattering events is the transport scattering time τp. Together with vF , the mean free
path lp = vF τp can be calculated. With the 2D diffusion constant D = (1/2)v2F τp, the
conductivity can be rewritten in the form of the Einstein relation σ = e2D2DD.
The quantum mechanical nature of a 2DEG system becomes more apparent at tem-
peratures close to absolute zero, when coherence is increased, i.e. when coherence time
τφ and length Lφ =
√
Dτφ exceed certain other important length scales like lp. Then,
quantum corrections to the Drude model become important, as will be discussed in
Chapter 2.6 about quantum interference effects.
2.1.2 Scattering in Modulation Doped 2DEGs
The main contributions to scattering in a modulation doped 2DEG at a temperature
close to absolute zero are: (i) the Coulomb potential of the charged remote donor
atoms in the doping layer (spatially separated from the 2DEG) and (ii) charged back-
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ground impurity atoms and (iii) neutral impurities or crystal defects, which cannot
be completely omitted in MBE growth (ii and iii). Alloy scattering from random Al
arrangement in the AlGaAs and interface-roughness scattering at the heterointerface
is also present but small. At higher temperature (T > 10 − 100K, depending on the
mobility), the dominant source is the highly temperature dependent inelastic electron-
phonon scattering, inherently reducing the conductivity and causing decoherence.
When independent of each other, the rates 1/τn of the individual scattering mechanisms
can be summed up to a total scattering rate 1/τ according to Matthiessen’s rule:
1
τ
= 1
τ1
+ 1
τ2
+ 1
τ3
... (2)
Thus, the total scattering is dominated by the mechanism with the largest rate.
The transport scattering time τp introduced in the previous section is proportional to
µ and is a direct measure of the 2DEG conductivity (Drude). It is predominantly
accounting for backscattering on short range potential (large scattering angle ϑ). The
rate can be written in terms of the scattering potential V and angle ϑ in k-space
between the momentum before and after scattering as
1
τp
= nimpm
∗
πℏ3
∫ π
0
|V (2k sin (ϑ/2))|2(1− cos (ϑ))dϑ, (3)
where nimp is the impurity density [34]. The actual scattering time of a single electron
τq is called quantum lifetime. It can be much smaller (up to an order of magnitude in
the case of small angle scattering) and the rate 1/τq has no angle weighting:
1
τq
= nimpm
∗
πℏ3
∫ π
0
|V (2k sin (ϑ/2))|2dϑ (4)
For dominant (large angle) scattering on short range potentials τq ≈ τp.
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2.2 InAs Self-Assembled Quantum Dots
A quantum dot (QD) is a quasi 0-dimensional quantum mechanical system confining
electrons (or holes) in all three spatial dimensions, which leads to discrete density of
states, exhibiting atom-like characteristics. In GaAs crystals, QDs are formed either
electrostatically with lateral gates on the surface or by growing small islands of a
semiconductor with different band gap. In this chapter the formation and the main
properties of InAs self-assembled QDs (SAQDs), embedded in a GaAs heterostructure,
are briefly discussed. Albeit such a QD structure consists of thousands of real atoms,
the strong spatial confinement leads to orbital-like states and hence to the term of
artificial atoms. The wide interest for InAs SAQDs in basic research is based on the
fact that due to the small band gap, both electrons and holes can be studied in the
same system. In particular bound pairs of electrons and holes and the recombination
of such confined excitons are a promising starting point for possible applications like
novel lasers, single electron transistors (SET) or optically addressable qubits.
2.2.1 Stranski-Krastanov Growth
The first SAQDs were grown by Leonard et al. [35], making use of the growth mecha-
nism observed by Stranski and Krastanov in 1939. It describes the epitaxial growth of
atomic layers in the presence of strain. Due to the larger lattice constant of InAs (mis-
match of roughly 7%) the MBE deposition of InAs on a GaAs (or AlGaAs) substrate is
highly influenced by strain effects. Atoms from the indium and the arsenic source are
adsorbed homogeniously (Frank-van der Merve growth) and form a 2D wetting layer
(WeL), covering the substrate completely (see Figure 2.2). Depending on temperature
and deposition rate, a transition from 2D to 3D growth sets in at a specific critical
thickness dC of the WeL (≈ 1.6 monolayer [36–38]) due to strain release. This leads
to a formation of small InAs islands of uniform size and shape [39] with diameters
< 100nm and heights of some nm, as schematically shown in Fig. 2.2c. Due to a band
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Figure 2.2: Stranski-Krastanov growth of InAs SAQDs. (a) In and As atoms
(orange) are adsorbed on the GaAs crystal surface (gray lattice) during MBE growth.
(b) InAs monolayers adopt the crystal lattice of GaAs up to a critical thickness dC .
Due to a lattice mismatch, strain builds up (see zoom-in, wiggly lines). (c) InAs
continues to grow and forms islands to release strain.
gap smaller than that of the GaAs environment, the local potential well is confined
in all three dimensions. The spatial distribution of the InAs SAQDs on the wafer is
not site-controlled, however the areal density is dependent on the amount of material
deposited. A density gradient is achieved by interrupting substrate rotation during
growth, with more material being deposited at places closer to the In and As source.
2.2.2 Quantum Dot Properties
Smallest variations in the parameters during growth affect size, shape, density, etc. of
the SAQDs and thus also their actual quantum mechanical properties (level spacing,
orbitals, etc.). As a simplified model, we look at a lens-shaped circular island, that is
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confined by a parabolic potential
V (x, y) = 12m
∗ω0(x2 + y2), (5)
with ω0 being the angular frequency of the harmonic potential, in addition to the poten-
tial V (z) coming from band offset between GaAs and InAs. The quantum mechanical
solution of such a 2-dimensional harmonic oscillator results in eigenenergies of the form
En,l = ℏω0(2n+ |l|+ 1), (6)
with n = 0, 1, 2, ... and l = 0,±1,±2, ... describing the radial and the azimuthal quan-
tum number, respectively [40]. Following the notation of atomic orbitals, the lowest
energy states (n,l) in such a QD are commonly called s ((0,0), 2 electrons), p ((0,±1),
4 electrons) and d ((1,0) and (0,±2), 6 electrons) [40, 41]. For QDs of ellipsoidal or
pyramidal shape, k · p, effective mass oder pseudopotential calculations have to be
performed, similarly resulting in a discrete density of states. Experimentally, these
energy levels have been probed using spectroscopic methods.
2.2.3 Spectroscopy Methods
There is a vast variety of spectroscopy methods, both optical and electronic techniques,
to probe the discrete DOS in SAQDs. The selection of methods presented here is
focused on what is needed in Chapters 3 and 4.
Photoluminescence Spectroscopy: The basic principle of photoluminescence
(PL) spectroscopy is to measure the recombination of an electron-hole pair following
an optical excitation by a laser. In standard PL measurements, the excitation energy
is larger than the band gap of the host material Eex > Eg. The exciton then relaxes
to an energy minimum, before it recombines by emitting a photon (see Fig. 2.3). For
InAs SAQDs, electrons and holes relax fast to the lowest energy level in the QD and
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Figure 2.3: Photoluminescence (PL) spectroscopy. In standard PL spec-
troscopy, an electron hole pair exciton is created by a laser with photon energy larger
than the material band gap. The electron/hole relaxes into a conduction band (CB)
minimum/valence band (VB) maximum in the SAQD. The small step on the right side
of the QD potential represents the InAs wetting layer. The exciton finally recombines
by emitting a photon.
therefore mostly the recombination of this state is probed in QD ensembles [42] or
single QDs [43]. More elaborated techniques like photoluminescence excitation (PLE),
resonant PL (RPL) or time resolved PL (TRPL) spectroscopy are able to probe higher
energy levels [44] and the lifetime of these states [45], respectively. Spatial resolution
(< 1µm) is achieved by using microscope lenses in Micro-PL (µ-PL) spectroscopy [46].
Capacitance-Voltage Spectroscopy: This spectroscopy method does not include
any optical elements and detects the (electron or hole) addition spectrum electrically.
Therefore the capacitance voltage (C-V) spectroscopy [47] is capable of giving specific
information about the level spacing in the conduction band (CB) and valance band
(VB) [48, 49]. Samples normally consist of a heterostructure containing SAQDs em-
bedded close to a back contact, so that electrons are able to tunnel to this reservoir.
On the surface of the sample, a gate electrode (top gate) is added, building a plate
capacitor together with the back contact. By applying a voltage to the top gate, an
electric field builds up and the QDs are being charged or de-charged. For certain gate
voltages, an energy level of the SAQDs is in resonance with the back contact and if
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the coupling is strong enough, the QDs are on the same potential. Thus, if resonance
is achieved, the effective distance from top gate to the back contact is reduced. This
decrease in distance between the two plates results in a slightly increased capacitance
C.
Experimentally, the strong coupling is achieved by a small ac-voltage modulation on
the dc-voltage of the top gate. The continuous charging/de-charging of the QDs at
a resonance leads to a small ac-current, accounting for the increased capacitance. In
the C-V plot, peaks appear as a function of the applied dc-voltage for every energy
level on top of a larger background capacitance from the device itself. The peaks are
broadened by inhomogeneities in the ensemble of SAQDs (> 106). The back contact is
either a n-doped substrate or a 2DEG.
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2.3 Quantum Point Contact
2.3.1 Conductance Quantization
A quantum point contact (QPC) is a perfect ballistic 1-dimensional wire connecting two
reservoirs, where both length L and width W are in the order of the Fermi wavelength
λF (see Fig. 2.4a for a schematic of such a device). Experimentally, the (tunable)
confinement of a 2DEG into such a short 1D channel was first implemented by Van
Wees et al. [50] and Wharam et al. [51], using gate electrodes. In contrast to earlier
split gate experiments, they observed a clear signature of conductance quantization,
because both widthW and length L were small enough, thus fulfilling the ballistic limit
(lp > L,W ). In absence of a B-field, the conductance G shows a step-like behavior
upon closing the channel by applying a more negative gate voltage Vg, as shown in
Fig. 2.4b. Each of the N steps corresponds to a mode, equally contributing to G and
therefore summing to
G = N 2e
2
h
, (7)
with Planck’s constant h. The modes are spin degenerate and carry twice the con-
ductance quantum G0 = e2/h. Thinking in terms of resistance R = 1/G, the concept
of measuring a finite resistance in ballistic transport seems to be counterintuitive.
However, the actual resistance originates in the coupling from the reservoir to the
conducting modes.
The quantization can be calculated by assuming a uniform parabolic confinement po-
tential in yˆ-direction (⊥ current propagation axis xˆ, see Fig. 2.4a) and the 2DEG con-
finement in zˆ-direction V (r) = (1/2)m∗ω2yy2 + V (z). The wave function ψ(r) is then
separable into quantized states χj(y, z) and a plane wave ∝ eikxx:
ψj,k = χj(y, z) · 1√
L
eikxx, (8)
where
√
L is a normalization factor and j = 1, 2, ... is the number of the 1D mode with
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Figure 2.4: Quantum point contact. (a) Schematic picture of a QPC device.
By applying a gate voltage Vg to the split gates (yellow) the 2DEG (purple) below
the gates is depleted (gray area) and a channel of width W and length L forms. (b)
The QPC conductance decreases in well defined quantized steps (2e2/h) as a function
of increasing negative gate voltage Vg. (c) The energy dispersion of a 1D waveguide
shows discrete equidistant modes and is parabolic. (d) A good approximation for the
potential landscape in a QPC is a saddle point potential.
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energy
Ej = ℏωy(j − 12). (9)
The total energy of an electron with momentum ℏkx is Ej,k = Ej + ℏ2k2x/(2m∗), with
the dispersion shown in Fig. 2.4c. To calculate the conductance G = I/U of a single
channel, the current
I = e
∫ µD
µS
D1D(E)vG(E)dE (10)
through the QPC from source (S) to drain (D) due to a small difference in chemical
potential ∆µ = µS − µD = eV is considered. Here, we assume full transmission and
zero temperature, so that the Fermi function drops out and simple integral limits can
be used. The energy dependence of the 1D density of states D1D(E) = (1/h) ·
√
2m∗/E
and of the group velocity vG(E) = (1/ℏ) · ∂E(k)/∂k =
√
2E/m∗ cancel each other and
with current I = 2e∆µ/h, the conductance of one channel is exactly 2e2/h.
A similar derivation can be done using a saddle point potential V (r) = −1/2m∗ω2xx2+
1/2m∗ω2yy2 + V (z) (Fig. 2.4d), which is a more realistic model for a QPC. The wave
function remains separable, however the plane wave along xˆ is replaced by a more
complicated expression. The energy scale defined by ℏωx is important for the width of
the conductance plateaus and the transition between them, with nice, non-temperature
limited plateaus, if criteria ωy/ωx > 1 and ℏωx > kBT are fulfilled.
2.3.2 Non-ideal 1D Transport
Unlike the accuracy of the quantum Hall plateaus, the quantization measured in QPCs
often is not ideal. Imperfections in the potential landscape can lead to a backscattering
probability R, so that the ideal conductance (eq. 7) of each mode j is reduced by the
transmission probability factor Tj = 1−Rj < 1
G = 2e
2
h
N∑
j
Tj. (11)
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Additionally, a small plateau-like feature is often observed around 0.7G0. Its exact
origin is still controversially discussed [52–55].
2.3.3 QPC Applications
The non-ideal conductance properties may reduce the appeal for metrology applica-
tions, however QPC devices have proven to be of great importance in high sensitivity
detection experiments, e.g. as charge sensors in lateral QDs [56] or motion detectors
in nanomechanical experiments [57]. In the context of spin FETs, the spin filtering
aspects of QPCs, which are achieved using high magnetic fields [58] or in presence of
strong SO interaction [59] are of wide interest.
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2.4 Spin-Orbit Coupling in GaAs 2DEGs
The existence of a coupling between the orbital motion of an electron and its magnetic
moment from the spin was first observed as fine structure in atomic spectra. Soon
it became clear, that the spin-orbit interaction (SOI) is also of great importance in
crystalline materials like metals and semiconductors. Comparable to electrons orbiting
in the radial E-field of the nucleus in the single atom picture, charge carriers in a
crystal move through a potential landscape in the lattice of a 3D crystal or a 2DEG.
Relativistically, this E-field E translates into an effective internal B-field Bint in the
rest frame of the charged particle
Bint = − 1
c2
v× E, (12)
where v is the velocity of the charge carrier and c the speed of light. The spin couples
to Bint, resulting in a precessional motion.
The effect of the relativistic SOI of electrons (and spin 1/2 particles in general) was
successfully implemented into the concepts of quantum mechanics by Dirac and his
Lorentz-transformation invariant description of the problem [60]. In a non-relativistic
approximation (pc≪ m0c2) it enters the Schrödinger equation via the Pauli-term
HSO = ℏ4m20c2
ˆ⃗σ (∇V × p) . (13)
Here, σ⃗ = (σx, σy, σz) are the Pauli matrices, m0 is the rest mass of the particle,
∇V = E describes the electric field and p is the momentum vector.
It is well known that effects of SO are most pronounced in materials with large atomic
number Z, due to the larger Coulomb field of the more positively charged nucleus. The
scaling goes roughly with the forth power (Z4). In semiconductors the same tendency
is observed via the SO split-off band of the valence band. The electronic states of the
p-like band have different total angular momentum J (with quantum numbers j = 1/2
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Figure 2.5: Schematic sketch of bulk GaAs band structure around the band
gap minimum E0. Conduction band (CB) and valence band (VB) dispersion are
parabolic, with curvature ∝ 1/m∗i , the corresponding effective mass of band i. The
valence band is split into heavy hole (hh), light hole (hh) and split-off (so) band.
and 3/2) and the lowest band (the one with j = 1/2) is split by an energy ∆0 from the
light and heavy hole band (j = 3/2), which are degenerate at the Γ point (k = 0), see
Figure 2.5. These SO effects can be included in band structure calculations, e.g. via
the k · p theory [61] and for GaAs one finds ∆0 ≈ 340meV.
The lack of centrosymmetry in the zinc blende structure of III-V crystals introduces an
additional splitting in absence of external B-field: The SO coupling lifts the degeneracy
of the spin subbands. Two spin eigenstates ↑ and ↓ in a crystal are degenerate, if both
space inversion symmetry (SIS) and time reversal symmetry (TRS) are not broken. In
that case
E↑(k) = E↓(k) (14)
and the energy parabola of both spin species are the same (Fig. 2.6a). If the crystal
structure however breaks SIS, this degeneracy is lifted and thus:
E↑(k) ̸= E↑(−k) and E↓(k) ̸= E↓(−k) (15)
According to Kramer’s theorem, there is still a degeneracy as long as TRS is not broken,
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Figure 2.6: Zero-field splitting. (a) Degenerate energy dispersion in centrosym-
metric crystals. (b) Dispersion relation splits into two branches, if spatial symmetry
is broken.
leading to
E+(k) = E−(−k) (16)
and hence to a horizontal shift of the energy parabola in k-space, as shown in Fig. 2.6b.
This is consistent with the picture of an effective SO field Beff(k) and a total Hamilto-
nian (including the SO term HSO) that maintains TRS. In eq. 16 the eigenstates ↑, ↓
are replaced by + and −, because the the quantization axis of the SO coupled spin is
a function of momentum.
As described by eq. 13 and will be discussed in the following Chapters (2.4.1, 2.4.2 and
5), the main sources of SOI are electric fields, originating from asymmetries such as
gradients in the Coulomb potential ∇V of the heterostructure bands and the crystal,
respectively. Therefore, it is an intrinsic effect, strongly depending on the material and
its structure.
Diffusive electrons experience fluctuating fields and thus, SOI leads to unwanted spin
relaxation and decoherence in solid state systems. However, external E-fields provide
an additional knob to gain (limited) in-situ control on SOI. In the context of cryogenic
experiments, this enables spin resonance experiments without the need of complicated
high frequency magnetic fields not only in QDs [62–64], but also in 2DEGs [65–67].
Moreover, SOI is also important for the observation of the relativistic zitterbewegung
[68] and is one of the key ingredients for the creation of Majorana bound states [69, 70],
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which are possible candidates for topological quantum computation due to their non-
Abelian statistics.
2.4.1 Rashba-Type Spin-Orbit Interaction
One of the effects breaking spatial inversion symmetry is the Rashba effect [71]. It
describes the SO splitting in a 2DEG due to an inversion asymmetry of the confinement
potential along the growth direction (zˆ) from an average E-field ⟨EZ⟩, perpendicular
to the 2D plane. For a [001] grown QW, the Rashba Hamiltonian
HRSO = α (σxky − σykx) (17)
is linear in components of wave vector k, with coefficient α, the Rashba SO coefficient.
The structural inversion asymmetry (SIA) is present in all non-symmetric heterostruc-
tures, stemming from potential offsets of the different materials, the Coulomb field from
2DEG electrons and the charged donor atoms in the doping layer. Additional contribu-
tions from externally applied E-fields [72–74] and strain-induced SO are also of Rashba
type [75, 76] and allow for in-situ tunability. Rashba splitting can be avoided (α = 0)
by growing QWs symmetrically or by compensating internal fields with an external
potential.
The effective magnetic field BRint(k) shifts the spin subbands in k-space by 2m∗α/ℏ2
(Fig. 2.7), resulting in an energy splitting of ∆ESO = 2αkF . The B-field is in-plane
and always perpendicular to the electron momentum
BRint =
2α
gµB
⎛⎜⎜⎝ ky−kx
⎞⎟⎟⎠ (18)
with the Bohr magneton µB and the electron g-factor g. In Figure 2.7b the effective
Rashba field in k-space is shown for the situation, where the SO spin splitting is small
compared to the Fermi energy ∆ESO ≪ EF .
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Figure 2.7: Rashba SO energy splitting and effective field. (a) Rashba induced
splitting of the energy dispersion relation. Cutting the energy parabolas (paraboloids
in 2D) at a fixed value, reveals two concentric circles (red) in the 2D-plane for each
of the two (antiparallel) eigenstates (indicated by gray arrows). (b) Effective B-field
BRint (blue) as a function of k. The red circle indicates the possible wave vectors of the
electrons, using k2x + k2y = k2F . If the energy splitting due to SOI is small compared to
EF = ℏ2k2F/(2m∗), this is a good approximation.
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2.4.2 Dresselhaus-Type Spin-Orbit Interaction
The Dresselhaus Hamiltonian [77] describes the second important contribution to SO
in GaAs, originating from bulk inversion asymmetry (BIA) of the crystal. The Hamil-
tonian accounting for the zinc blende structure is cubic in k
HDSO = γ
(
σxkxk
2
z − σxkxk2y + σykyk2x − σykyk2z + σzkzk2y − σzkzk2x
)
, (19)
with Dresselhaus coefficient γ and crystal directions xˆ∥ [100], yˆ∥ [010] and zˆ∥ [001]. In a
2DEG or QW, electrons are confined along zˆ, thus the z-component of the wave vector
operator kz can be replaced by its expectation value ⟨kz⟩ = ⟨−∂z⟩ = 0 [78]. With the
same argument, k2z = ⟨k2z⟩ and by using β1 = γ⟨k2z⟩ the Dresselhaus Hamiltonian can
be separated into a linear and a cubic (in k) term:
HD1SO = β1 (σxkx − σyky) (20)
HD3SO = γ
(
σykyk
2
x − σxkxk2y
)
(21)
In contrast to the Rashba contribution, the Dresselhaus effect is a material property,
therefore less tunable and rather weak in bulk GaAs. Since ⟨k2z⟩ ∝ 1/W 2, by increasing
the 2D confinement (going to more narrow QW widths W ), the QW can be designed
such as the Dresselhaus effect becomes of comparable strength as the Rashba con-
tribution. The coefficient γ is difficult to determine and values both measured and
calculated range from 7.6 eVÅ3 up to 34.5 eVÅ3 (see table in supplementary material
of Ref. [79]). It is a bulk material parameter but could also depend on confinement,
as observed e.g. in Ref. [80]. The cubic Dresselhaus Hamiltonian is strongly density
dependent, because in 2DEGs kF =
√
2πn.
Again, these Hamiltonians can be expressed as effective magnetic fields and we can
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assume that ∆ESO ≪ EF . The linear Dresselhaus field is of the form
BD1int =
2β1
gµB
⎛⎜⎜⎝ kx−ky
⎞⎟⎟⎠ (22)
and displayed in Fig. 2.8a. It is of constant magnitude, but the field vector rotates by
2π, when going around the Fermi circle. The cubic field has the form
BD3int =
2β3
gµB
⎛⎜⎜⎝−kxk2y
kyk
2
x
⎞⎟⎟⎠ (23)
and is shown in Fig. 2.8b. Similar to the Rashba field, it is always perpendicular to k,
but its magnitude oscillates as a function of angle θ between k and kx.
If we rewrite HD3SO in polar coordinates, using kx = kF cos(θ) and kx = kF sin(θ), we
find
HD3SO =
γk3F
4 [σy (sin(3θ) + sin(θ))− σx(− cos(3θ) + cos(θ))] . (24)
One can separate the terms of first harmonic and third harmonic order and by using
β3 = k2F/4 re-express eq. 24 as two terms:
HD3,1stSO = −β3 (σxkx − σyky) (25)
HD3,3rdSO =
γk3F
4 [σy sin(3θ) + σx cos(3θ)] (26)
Comparing eq. 25 (1st order harmonic term) with eq. 20, we find that these Hamiltoni-
ans have the same symmetry. The internal B-field (Fig. 2.8c) is proportional to β3 and
is of opposite sign, compared to BD1int . Combining the two fields, we can write a total
effective magnetic field
BD,1stint =
2β
gµB
⎛⎜⎜⎝ kx−ky
⎞⎟⎟⎠ , (27)
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with total β = β1 − β3. To visualize this total vector field, also Figure 2.8a can be
used. The third order harmonic Hamiltonian (eq. 26) reads as
BD,3rdint =
γk3F
2gµB
⎛⎜⎜⎝cos(3θ)
sin(3θ)
⎞⎟⎟⎠ (28)
and has a different symmetry, as can be seen in Fig. 2.8d. The field rotates by a total
angle of 6π when going around the Fermi circle.
2.4.3 The Regime of Equal Rashba and Dresselhaus Strength
In narrow GaAs QWs the Rashba and Dresselhaus internal B-fields are of comparable
size. For the special case of an exact matching (α = ±β) and in absence of any cubic
contributions (β3 = 0), the Hamiltonian can be rewritten as
HSO = α(σx − σy)(kx + ky). (29)
Here, α = +β. Rotating the coordinate system by π/4 by introducing k± =
1/
√
2 (ky ± kx) and a global spin rotation by Uˆ = 1/
√
2
[
1 +
(
i/
√
2
)
(σx + σy)
]
the
total Hamiltonian H = H0 +HSO of an electron in a 2DEG reads
H = ℏ
2
(
k2+ + k2−
)
2m∗ − 2ασ−k+ + V (r) (30)
and a situation of exact SU(2) spin rotation symmetry arises [81]. The potential V (r)
describes further confinement into a wire, QPC or QD structure and σ− = 1/
√
2(σx −
σy) is the rotated spin basis.
Before discussing the physical consequences of the additional symmetries, a more in-
tuitive interpretation in the picture of the effective internal B-field is given. Adding
up the two internal SO-fields BRint (Fig. 2.9a) and B
D,1st
int (Fig. 2.9b) with equal strength
(α = β), results in a total B-field which is uniaxial. As shown in Figure 2.9c, the
vectors are all parallel to the k−-axis and are adding up to twice the strength of the
28 2 Background
kx
ky
b)
kx
ky
a)
kx
ky
kx
ky
c) d)
Figure 2.8: Effective Dresselhaus fields in k-space. (a) The vector of the linear
effective Dresselhaus field rotates by 2π, when going around the kF circle (red). (b)
The total cubic B-field is always perpendicular to k (comparable to Rashba field), but
its strength changes with k. (c) The first harmonic of the cubic term has the same
angular symmetry as the linear term in a, but opposite sign, while the third harmonic
field in (d) rotates by 6π on the kF circle.
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Figure 2.9: Interplay of SIA and BIA effective SO fields in k-space. (a) The
geometry of the Rashba field in absence of Dresselhaus contribution (β = 0) is always
perpendicular to k. (b) The direction of the pure Dresselhaus field (α = 0) changes
from parallel to perpendicular as a function of k. (c) Adding up the two fields from b
and c with equal strength (α = β) results in an uniaxial B-field Bint.
individual fields at k+, while they cancel on the k−-axis. The energy paraboloids,
which split isotropically in k-space, if only either Rashba or Dresselhaus is concerned
(see Fig. 2.7a for the Rashba case), become anisotropic and split on the k+-axis by a
total of q = 4m∗α/ℏ2 [82]. The energy splitting in presence of both SO contributions
is given by ∆E = 2k
√
α2 + β2 + 2αβ cos (2θ), with θ being the angle between k+ and
wave vector k. In GaAs QWs this splitting is usually much smaller than the Fermi
energy and momentum ℏkF for all electrons is a very good approximation.
Schliemann et al. have shown, that for the Hamiltonian in eq. 30 a momentum inde-
pendent wave function exists and thus, the spin is robust against randomization due
to scattering [30]. The rotation symmetry of a spin returning to its origin was later
identified to be of SU(2) type by Bernevig et al. [81]. As already described, Bint is
uniaxial, leading to a fixed precession axis for all electron spins. The total precession
angle only depends on the net displacement in xˆ+-direction (∥k+) and has periodicity
ℏ2π
2m∗α . Hence, starting with a spin at position r1 and going an arbitrary way to point
r2 always results in the same precession angle, independent of the path the electron
takes. Returning to r1, the spin rotation is undone. Moreover, spins parallel to xˆ− do
not precess at all.
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2.4.4 Other Spin-Orbit Terms
Apart from BIA and SIA discussed before, there are other sources of SOI in GaAs
heterostructures. One of them is strain induced SOI, which up to some degree can also
be understood as a breaking of both structural and bulk symmetry [75]. Its contribution
can therefore be incorporated via the Rashba and Dresselhaus Hamiltonians and is weak
in GaAs samples, which are grown strain-free.
Of more complex nature are interface contributions, that come from local reduction of
the crystal symmetry at the GaAs/AlGaAs interface [61, 83]. The microscopic interface
asymmetry (from D2d to C2v) leads to a mixing of heavy and light hole states and in
third order k · p to a spin splitting in the conduction band [83]:
H6c6c = ±hx−y P
2
3E02
{(
1 + 2E0(E0 −∆0)
)
δ(z − zi)kxky12×2
+i
(
1
2 −
E0
2(E0 −∆0)
)
[kz, δ(z − zi)](kxσx − kyσy)
} (31)
As earlier E0 and ∆0 are parameters given by the band gap and the SO split-off
band, respectively. Additionally, the Kane parameter P and hx−y are also material
parameters, with the latter describing the interface at position zi. The second term
has the same symmetry as the first harmonic Dresselhaus term. Depending on the
material, the interface contribution is small and for a 10 nm GaAs QW a splitting of
0.02meV was calculated [83], usually much smaller than the linear Dresselhaus term.
Therefore, interface effects and also strain effects are not considered in Chapter 5.
2.5 Spin-Orbit Spin Relaxation Mechanisms
Indeed, SO coupling leads to spin relaxation and thus can also result in spin decoherence
in semiconductors. For future spintronic applications it is important to understand
these spin equilibration processes. One can distinguish between two fundamentally
different mechanisms for spin relaxation caused by SOI: (1) The Elliott-Yafet (EY)
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mechanism [84], that describes spin-flips occurring at phonon and/or impurity scat-
tering (Fig. 2.10a) and (2) the D’Yakonov-Perel’ (DP) type of spin relaxation, only
present in absence of inversion asymmetry (SIA, BIA and strain), originating in the
randomization of the spin precession axes Beff as described above and depicted in
Fig. 2.10b.
In principle both mechanism are present in GaAs and other zinc blende III-V semicon-
ductors, with one dominating over the other. The fundamental criterion to identify the
predominant type is via the dependence on momentum scattering time of an electron
τp. The spin flips of EY can only occur directly at a scattering event (see Fig. 2.10a)
and therefore the spin relaxation rate 1/τs ∝ 1/τp. For the DP mechanism on the other
hand one finds that 1/τs ∝ τp, resulting in an enhanced spin lifetime τs in presence
of disorder (short τp). Indeed, this motional narrowing effect is only observed if the
mean of the Larmor precession rate |Ω| is smaller than 1/τp, so that the total spin
precession between two momentum changes |Ω|τp ≪ 1 and does not complete a full
rotation. The spin evolution is then comprised of small precessional movements around
randomly fluctuating precession axes, described by a 2-dimensional random walk on
the Bloch sphere. The average step size of the small rotation between consecutive
scattering events is δφ = Ω¯τp. Here Ω¯ is the mean of Ω(k) in k-space. After time t and
N = t/τp steps, the mean square angular deviation is ⟨∆φ2⟩ = NΩ¯2τ 2p . By defining the
spin relaxation length τs as the time t that is needed for
√
⟨∆φ2⟩ = 1 sr (√N steps),
one gets the relation 1/τs = Ω¯2τp.
Additional spin relaxation mechanisms are the Bir-Aronov-Pikus mechanism (spin-flips
via electron-hole exchange, predominantly in p-type material [85]) and hyperfine inter-
action (coupling to nuclear spin fluctuations [86]), both independent of SO coupling.
For non-centrosymmetric n-type bulk semiconductors there is a competition between
EY and DP [87] because of different dependence on band gap energy Eg and SO-split-
off energy ∆w. But not only material properties like crystal symmetry and band gap
size are important. Both DP and EY exhibit distinct T-dependence, depending on the
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Figure 2.10: SO spin relaxation mechanisms. (a) Elliott-Yafet mechanism:
electron spin relaxation may occur as spin-flips process at scattering events due to
mixing of spin up and down states (no pure eigenstates in presence of SO, described
by Elliott) or in the E-field of charged impurities (Yafet). Red (spin up) and blue
(spin down) lines indicate absence of spin relaxation between the scattering events.
(b) D’Yakonov-Perel’ mechanism: randomly fluctuating effective (internal) SO field
Bint (orange arrows) as a function of wave vector ki. Here, the precession axis changes
after every scattering process, leading to motional narrowing.
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presence of specific scattering mechanisms at different temperatures [88]. This gives
further information about the type of spin relaxation. In the case of (asymmetric)
GaAs/AlGaAs QWs discussed in Chapter 5, both Rashba and Dresselhaus SO cou-
pling contributions determining the strength of Larmor precessions Ω are sufficiently
strong and spin relaxation occurs via DP.
2.5.1 Signatures of SOI in Transport Measurements
If spin lifetime in a 2DEG is dominated by SOI, optical spin polarization decay mea-
surements are a powerful tool to investigate this effect. In combination with transport
experiments, it is possible to determine the relative strength of the Rashba and Dres-
selhaus effects by measuring the angle dependence of the spin-galvanic photocurrent
[89] up to room temperature.
At low temperature, the beating pattern in the Shubnikov-de Haas (SdH) oscillations
provides a direct way to determine SO strength in quantum transport measurements
[90], if the zero field splitting is large. A more sensitive tool is presented in the next
Chapter: weak antilocalization (WAL), a quantum interference effect due to spin. Both
SdH beating and WAL have been shown to be tunable via externally applied electric
fields [72, 91].
Further, the SO induced spin separation in 2D transport, in analogy to the Hall effect
called spin Hall effect (SHE) [92], is also of interest. Apart from the extrinsic SHE
(skew scattering at charged impurities), the intrinsic SHE is a measure of BIA and
SIA contributions [93]. However, spin polarization detection in GaAs/AlGaAs 2DEGs
is a non-trivial experimental challenge.
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2.6 Quantum Interference Effects in Diffusive 2D Electron
Transport
As briefly mentioned in Chapter 2.1, there are corrections to the classically derived
Drude conductivity of diffusive 2D transport, accounting for the quantum nature and
interactions of the charge carriers. At low temperature (kBT ≪ ℏ/τp), in absence of
magnetic fields and neglecting spin, the total correction to conductivity is [94, 95]
δσ(T ) = e
2
2π2ℏ
[
ln
(
τp
τφ(T )
)
+
(
1 + 34λ
)
ln
(
kBTτp
ℏ
)]
. (32)
The first term describes the interference correction due to coherently back-scattered
electrons. The coherence time τφ is strongly temperature dependent and in the low-
T regime τ−1φ ∝ T , dominated by the quasi-elastic Nyquist type of electron-electron
scattering [96]. In the second term, the contribution of electron-electron interactions
(EEI) is covered, with parameter λ accounting for the interaction [97]. Both of these
corrections do not only depend on temperature, but also have characteristic B-field
dependence δσ(B). In the following, the quantum interference effect of back-scattered
electrons, leading to weak corrections in the low field limit of magnetoconductance
(MC), is discussed in more detail (Chapter 2.6.1). The additional effect of the spin
is included in Chapter 2.6.2. The magnetoresistance from EEI is parabolic and has a
larger field scale. At the critical field BC = 1/µ the correction is zero (pure Drude
conductivity).
2.6.1 Weak Localization
The effect of weak localization (WL) is a negative quantum correction to conductance
in the order of δσ = e2/h. Its origin lies in the coherently back-scattered (spin-less)
electron wave functions, interfering constructively with each other [98]. This is the
case if the electron mean free path lp is smaller than the coherence length Lφ. It
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a) b)
Figure 2.11: Weak localization (WL). (a) In a spin-less system, a constructive
interference of two backscattered electrons leads to a increased probability of backscat-
tering, as electrons traveling same path but in opposite direction (red and blue path)
pick up the same phase. (b) Applying a magnetic field BZ perpendicular to the 2DEG
plane adds an Aharonov-Bohm phase and destroys the constructive nature of the effect.
Thus, the signature of WL is a (local) minimum in magnetoconductance at BZ = 0.
is a consequence of the quantum mechanical treatment of the Feynman path return
probability amplitudes. In Figure 2.11a an example of such a closed path is shown.
Back-scattered electrons can travel along a direct and also a time-reversed but otherwise
identical path, each path described by its quantum mechanical amplitude A+ (direct)
and A− (time reversed). According to this, the probability of returning to the starting
point is
|A+ + A−|2 = |A+|2 + |A−|2 + A+A−⋆ + A+⋆A−. (33)
If the system has time-reversal symmetry (A+ = A− = A), the total probability is
P = 4|A|2. The classical probability is only 2|A|2, by a factor of 2 smaller, because the
last two interference terms in eq. 33 are zero for incoherent addition of probabilities.
The sum over all paths leads to an increased probability to find an electron at the
origin, and hence to a reduced conductivity.
The symmetry is lifted by a perpendicular magnetic field BZ . An Aharonov-Bohm
(AB) phase of φAB = 2eπ/h · (BS) is introduced by the flux through the area S of the
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closed loop. The return probability
|A+(B) + A−(B)|2 = 2|A|2 + 2|A|2 cos
(
4πBSe
h
)
(34)
is modulated periodically. Effectively, a large number of different paths with a wide
distribution of areas spanned (and hence different AB flux/phase) is contributing. The
periodicity averages out when all these paths are considered and the total change in
conductance reads [99, 100]
δσ(BZ)−δσ(0) = e
2
2π2ℏ
[
Ψ
(
1
2 +
ℏ
4eDBZτφ
)
−Ψ
(
1
2 +
ℏ
4eDBZτp
)
+ ln
(
τφ
τp
)]
, (35)
with digamma function Ψ(x) and diffusion constant D. As can be seen in Fig. 2.11b,
the relative conductance changes as a function of BZ and the effect of WL is suppressed
by the B-field, because pathways larger as the magnetic length lm =
√
h/(2eBZ) do no
longer contribute to WL.
2.6.2 Weak Antilocalization
Considering also the spin in the WL description, time-reversal symmetry of two
counter-propagating paths is broken by some non-symmetric B-fields, i.e. the effective
SO field Bint(k). In the presence of strong SOI (SO-length λSO ≤ lp), the spin
precession axis experiences a change after each scattering event and completing the
path, the final spin state |f⟩ = Rn · ... · R3 · R2 · R1|i⟩ is given by the total rotations
acting on the initial state |i⟩ (see Fig. 2.12a). The time-reversed path picks up a
different precession, given by |fTR⟩ = R1−1 · R2−1 · R1−1 · ... · Rn−1|i⟩ [98]. Due to
the fermionic character of the electrons (obeying the Pauli exclusion principle) a spin
rotating by 2π picks up an additional phase of −1, thus a total precession of 4πm
(with m = 0, 1, 2, ...) is needed for constructive interference. For spin rotations of 2πm,
Fermions interfere destructively. As a consequence of summing up all the interfering
paths, the total sign of this quantum correction is positive (dip in MC, see Fig. 2.12b)
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Figure 2.12: Weak antilocalization (WAL). (a) The spin precession (e.g. in a
random effective SO-field B(k)) of two coherently backscattered electrons around the
same path but in opposite direction (red and blue) results in destructive interference,
because of non-commutativity of the rotations Ri. (b) Due to this spin interference,
the magnetoconductance has a local maximum at BZ = 0.
and therefore the effect is denoted as weak antilocalization (WAL).
As a second consequence the maximal magnitude of the WAL correction is reduced by
a factor of 2, if compared to WL and the field scale is connected to the SO time τSO
and SO length lSO =
√
DτSO, since only paths with lSO < lφ are contributing. An
expression for the total correction by interference terms as a function of the applied
perpendicular field was first given by Hikami, Larkin and Nagaoka (HLN). For strong
SOI (τφ ≫ τSO) and in the low mobility regime (τφ ≫ τp)
δσ(BZ)− δσ(0) = a e
2
2π2ℏ
[
Ψ
(
1
2 +
ℏ
4eDBZτφ
)
− ln
(
ℏ
4eDBZτφ
)]
, (36)
with a = −1/2. A full closed-form expression covering the interplay of all relevant SOI
and magnetic scattering terms in a coherent quantum mechanical description for the
fitting to WAL data is still lacking, as will be discussed in the following section.
2.6.3 Quantum Interference Effects in the α = β Regime
It has been proposed already in 1995 by Pikus and Pikus that the regime of equal
Rashba and the Dresselhaus strength is of special interest [101]. Their discovery was
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made in the framework of quantum corrections to magnetoconductance∆σ(B⊥), study-
ing the dependence of WAL on the two SO contributions, long before the theoretical
studies discovered the spin symmetry [30, 81]. The pioneering HLN model [99] assumed
only the EY-like SO mechanism. Altshuler et al. provided a model for die DP spin re-
laxation, valid in presence of either Rashba or linear Dresselhaus SO interaction [102].
The approach of adding a cubic (in k) term non-additively to a linear term of Iordanskii
et al. [103] was adopted by Pikus and Pikus. They explained the magnetoconductance
data by a cancellation of the Rashba and Dresselhaus terms [101], which also allowed
the extraction of SO parameters from experimental data [104].
As described in Chapter 2.4.3, the two effective B-fields BRint and BDint add up to a total
field, which for α = ±β and a negligible cubic term (β3 ≪ β) is uniaxial. Therefore only
the strength of the B-field, but not the direction of the precession axis is fluctuating
and the rotation φn between two consecutive scattering events is proportional to the
distance traveled. The total precession from (random) point A to B is even independent
of the path, with the consequence, that for backscattered trajectories (B = A) the
total rotation ∆φ = ∑
n
φn = 0 and the positive magnetoconductance signal (WAL)
disappears.
To illustrate this effective spinless situation, one can look at a closed trajectory of
a simple square shape, as shown in Fig. 2.13. For simplicity, the four sides of the
square are aligned along the main axes xˆ+ and xˆ−, respectively. Electron spins with
momentum ±ℏk− do not see an internal B-field, while electrons with momentum ±ℏk+
precess around Bint ⊥ xˆ+. However, the sign of Bint is exactly opposite for the two
relevant sections and therefore, the rotations commute and finally are undone (R3 =
R1−1), with a net rotation of 0. This is true for arbitrary closed trajectories, since
every path can be decomposed into segments parallel to either xˆ+ or xˆ−.
Because of this, the suppression of WAL is a sensitive detection of the SU(2) spin
symmetry and the relative SO strengths. With an appropriate theory it is even possible
to determine the SO coefficients α and β by fitting small field magnetoconductance
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Figure 2.13: Quantum interference at α = β. The total spin precession of a
simple, closed trajectory is 0 for equal strength of Rashba and Dresselhaus SOI. Starting
at the left top, the spin of an electron moving along xˆ+ precesses by a rotation R1.
No precession occurs between the following scattering event (R2 = 1) and the first
rotation is undone upon moving in −xˆ+ direction (R3 = R1−1). With no precession
on the last section (R4 = R2−1 = 1), the spin returns unrotated. This is also true for
the time-reversed path and coherently backscattered electrons with arbitrary path.
traces. In lack of a complete closed-form theory of MC, extraction of the SO coefficients
from experimental data has proven to be difficult [91, 101, 104, 105].

41
3 Inverted GaAs 2D Electron Gas in Close Prox-
imity to InAs Quantum Dots
F. Dettwiler, D.M. Zumbühl
Department of Physics, University of Basel, CH-4056 Basel, Switzerland
P. Fallahi1, A. Badolato1,2
1Institute of Quantum Electronics, ETH-Zurich, CH-8093 Zurich, Switzerland
2Department of Physics and Astronomy, University of Rochester, Rochester, New
York 14627, USA
D. Scholz3, E. Reiger3, D. Schuh3, W. Wegscheider3,4
3Institut für experimentelle und angewandte Physik, Universität Regensburg, 93040
Regensburg, Germany
4Laboratory for Solid State Physics, ETH-Zurich, CH-8093 Zurich, Switzerland
Abstract
We present an inverted GaAs 2D electron gas with self-assembled InAs quan-
tum dots in close proximity, with the goal of combining quantum transport with
quantum optics experiments. We have characterized several wafers - using trans-
port, AFM and optics - finding high-mobility, single subband 2D gases and nicely
optically active self-assembled quantum dots. The dots are clearly visible on the
surface with an AFM, allowing precise localization and paving the way towards
a hybrid quantum system integrating optically active quantum dots with surface
gate-defined nanostructures in the 2D gas.
This chapter is in preparation for publication
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3.1 Introduction
A coherent spin-photon interface between quantum controlled electron spins and single
photons would be desirable for fundamental as well as practical reasons, in particular
in view of quantum information and communication applications. Spin qubits in gate-
defined GaAs quantum dots [106] are currently among the most promising candidates
for a quantum processor [15], benefiting from excellent in-situ tunability and flexibility
of gate-defined nanostructures in a GaAs 2D electron gas, in particular the potential
for scaling. However, due to the lack of hole confinement, these qubits do not easily
couple to photons. Self-assembled quantum dots (SAQDs) e.g. made from InAs, on the
other hand, are among the best solid-state photon emitters known today, acting as a
spin-photon interface [22] and further allowing ultrafast optical manipulation [107, 108].
Placing a SAQD in close proximity to a surface-gate defined double dot can create a
hybrid quantum system [25], opening the door for coherently converting the stationary
spin qubit to a photon, and vice-versa, thus enjoying the advantages of both systems in
a combination of quantum optics and quantum transport experiments. Growing InAs
SAQDs in vicinity of a 2DEG (Fig. 3.1) causes electron scattering [109–112] and allows
investigation of charging of nearby SAQD ensembles by C-V spectroscopy [113, 114]
or with transport measurements [115, 116]. Transport experiments on a small number
or single dots have been done on structures with 2DEG [117–119] and without 2DEG
using nanogap electrodes [120–123].
In this Chapter, we present quantum transport, atomic force microscope (AFM) and
optical measurements characterizing several wafers with tunnel barriers between the
2DEG and the InAs dots ranging from 15 nm to 60 nm. The mobility of the 2DEG
depends on the tunnel barrier thickness, displaying higher mobilities for the larger
barriers thicknesses. Shubnikov-de Haas oscillations indicate a single-subband 2DEG,
with a depth - as extracted from top gate capacitance measurements - consistent with
the expected depth. Micro-photoluminescence (µ-PL) measurements on individual
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InAs dots show nicely optically active quantum dots with typical, narrow line widths.
Further, the deformation field of the quantum dots is clearly visible on the surface
with an AFM, even though the dots are buried about 500 nm below the surface. This
allows precise localization of individual quantum dots, paving the way towards hybrid
systems integrating single quantum dots in surface gate defined nanostructures in the
2DEG.
3.2 Inverted Hybrid 2DEG Structure
Figure 3.1 shows the growth profile of the hybrid samples investigated. All samples were
grown on semi-insulating (100) GaAs substrates by molecular beam epitaxy (MBE).
The inverted 2DEG is located 500nm below the surface, with the Si delta doping layer
set back 50 nm below the 2DEG. An InAs wetting layer followed by Stranski-Krastanov
InAs QDs are separated by a tunnel barrier of width x = 15, 30, 45 and 60 nm. An
inverted 2DEG structure was chosen because of two reasons. First, the strain field of
the InAs SAQDs is expected to have a smaller effect on the mobility µ. Additionally,
the alignment of the discrete energy levels of the SAQDs with the Fermi energy should
require a relatively small external potential. This requirement can be fulfilled with the
described structure as can be seen in the self-consistent conduction band simulation
[124], also shown in Figure 3.1. Although inverted 2DEGs are expected to have a lower
mobility than comparable non-inverted structures due to Si migration from the doping
layer, high mobility heterostructures with values up to 3·106 cm2/(Vs) have been grown
[125].
3.3 InAs SAQD Density Gradient
2DEG characteristics were measured on a Hall bar setup (Fig. 3.2a), fabricated with
standard photolithographic methods. 4-wire ac measurements were done at 4.2K and
for some samples also in a dilution refrigerator (DR) at 20mK. Electron density n and
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Figure 3.1: Growth profile and corresponding conduction band energy of
the hybrid wafer. Tunnel barrier width x between InAs SAQDs and inverted 2DEG
is varied between 15 and 60nm. Electrons are allowed to tunnel from the 2DEG (red
line indicates first subband) and the SAQD. By applying a top gate voltage, the QD
energy levels (not shown) can be aligned with Fermi energy EF . Conduction band is
calculated self-consistently [124].
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Figure 3.2: Sample design and AFM measurements. (a) Optical image of a
test chip. The same Hall bar design is used in the experiments. (b)-(d) AFM images
of the wafer surface: area with (b) no, (c) few and (d) many SAQDs.
mobility µ were investigated for samples with and without SAQDs. Successful InAs
SAQD formation is confirmed by µ-PL and AFM measurements. The latter method
was also used to determine the InAs SAQD density. The deformation field of the InAs
islands propagates through the crystal, therefore single dots are still detectable by AFM
on top of the wafer, even under a capping layer of almost 500nm. The cigar-shaped
hills on the surface (see Fig. 3.2c) are much larger (∼ 800 nm long and ∼ 250 nm wide)
than the actual QD dimension (∼ 30 nm). The small height of the surface structure of
∼ 1 nm makes it difficult to detect these hills.
During QD growth the wafer was not rotated, resulting in a density gradient along one
wafer axis. Figures 3.2b – d show three examples of different SAQD density. While
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areas like Fig. 3.2c are of interest for single QD experiments mentioned in the introduc-
tion paragraph, samples like Fig. 3.2b (no SAQDs, only wetting layer) and 3.2d (high
SAQD density and wetting layer) were used in this experiment to compare the influ-
ence of the SAQDs. RMS roughness values also reflect the obvious difference in SAQD
density, with RRMSnoQDs = 0.15 nm (Fig. 3.2b), RRMS fewQDs = 0.27nm (Fig. 3.2c) and
RRMSmanyQDs = 0.32nm (Fig. 3.2d). Note that due to the overlap of the surface hills,
the exact SAQD density cannot be determined with this method.
3.4 Interaction between 2DEG and InAs SAQDs
3.4.1 Effect on the 2DEG Mobility
For all the devices, density and mobility were extracted from the slope of the Hall
trace of the transversal resistance RXY (B⊥) in the classical regime and the zero field
longitudinal resistance RXX(B⊥ = 0), measured at 4K. Due to the constant set back of
the Si donors, the density n is of comparable magnitude throughout the different wafers,
with values between 0.9 and 1.5 · 1011 cm−2. The distance to the wetting layer/SAQDs
does not have an influence on n, but mobility is highly affected by a nearby InAs layer
(present in all samples). A drastic reduction of µ is observed for small barrier widths
x, when the InAs wetting layer is close the the 2DEG, as shown Figure 3.3. In the two
panels, we compare the influence of SAQDs, using two growth procedures, in which
the temperature during the deposition of InAs was varied. The pyrometer temperature
of the data shown in the upper (lower) panel was at T ≈ 517 ◦C (T ≈ 534 ◦C) during
the growth of the SAQDs. For each data point, at least two different Hall bars were
measured.
The mobility reduction from the InAs wetting layer is increased significantly in presence
of SAQDs. The potential of the SAQDs causes additional scattering and hence a
decrease in the mobility is observed on the samples with high QD density. We found the
effect to be largest for the wafer with barrier width x = 30nm (Fig. 3.3, upper panel).
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Figure 3.3: Electron mobility as functions of tunnel barrier width for two
different growth temperature profiles. The pyrometer temperature during InAs deposi-
tion was T ≈ 517 ◦C for the wafers in the upper panel and T ≈ 534 ◦C for the samples
shown in the lower panel. For each wafer, we compare devices without SAQDs (empty
markers) to high SAQD density devices (solid markers). A small tunnel barrier width
x reduces the mobility significantly, even in absence of SAQDs (only wetting layer).
Scattering decreases for increased tunnel barrier width. SAQDs lead to an additional
reduction of mobility. The temperature during SAQD growth affects the quality of the
2DEG only weakly. Lines are guide to the eye.
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Here, the relative difference in µ between the samples with and without SAQDs is more
than one order of magnitude. The mobility reduction gets smaller for increased tunnel
barrier widths, with µ > 0.5 · 106cm2/(Vs) and a relative difference of less than 30%
for the 60nm tunnel barrier wafer (Fig. 3.3, lower panel). This result is in qualitative
agreement with previous work on similar inverted hybrid 2DEGs [109], but the mobility
of our material is significantly higher. Further, the wave function extension into the
SAQD layer for small x, leading to an increase in n, is omitted in our wafers. Thus, the
high degree on the control of the growth parameters allows us to achieve a considerable
improvement in quality of the hybrid material.
From a higher temperature during InAs growth, one would expect two effects: (i)
SAQD nucleation probability is reduced, resulting in the growth of larger but less QDs
(lower QD density) [126, 127]. (ii) The required lowering of the temperature for the
SAQD growth possibly affects the quality of the GaAs capping layer in a negative
way (more point defects). Increasing the InAs growth temperature by ∼ 20 ◦C might
therefore result in an improved µ. Comparing the absolute mobility values and the
relative difference (no dots/high dot density) in the two panels of Figure 3.3, we have
no evidence for a significant overall improvement, but data indicates, that for small
tunnel barrier x, the negative effect of the SAQDs seems to be weakly suppressed
due to a different SAQD morphology. Note, that we could not verify changes in size
and density of the SAQDs with the AFM. Further, the capping layer alone also plays
an important role: A test wafer grown at the same temperature profile, but without
actually depositing InAs also results in a mobility reduction [128, 129].
3.4.2 Subband Occupation and Depth of the Inverted 2DEG
Additional measurements at 20mK were done to exclude parallel 2D transport chan-
nels like an occupied second subband or other 2DEGs. Indeed the minimum in the
longitudinal resistance RXX go to zero at the Hall plateaus (Fig. 3.4, blue curve) and
the Fourier transform of the Shubnikov-de-Haas oscillations results in one single peak
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Figure 3.4: Quantum Hall effect and Shubnikov-de Haas oscillations.
Transversal (red, left axis) and longitudinal (blue, right axis) resistance as a func-
tion of the applied perpendicular magnetic field B⊥. Density extracted from Hall slope
(black dashed line) and Shubnikov-de Haas oscillation frequency are in agreement. The
minimum in RXX go to zero for high B⊥ and no beating pattern is visible, therefore
parallel conduction channels are excluded.
(for fields below Zeeman splitting). Transversal resistance RXY (Fig. 3.4, red curve)
shows linear behavior (black dotted line) and plateaus can be assigned to integer filling
factors ν. Electron densities calculated from Shubnikov-de-Haas oscillations agree with
the values taken from Hall slope measurements, also indicating the absence of parallel
conduction channels.
The pronounced negative magnetoresistance around zero field has been observed in 2D
hole gases (2DHGs) [130] and in 2DEGs in presence of a periodic potential [131–133]
or magnetic impurities [134]. For the x = 45nm wafer, this minimum is measured only
on the high SAQD density sample. There is now evidence for a strict periodicity of
the background potential from the SAQDs, but nevertheless this could be a possible
explanation for the magnetoresistance minimum.
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The 2DEG depth was measured using the top gate (G1 in Fig. 3.2a). Density and
mobility of all devices showed linear dependence on gate voltage, as shown in Fig. 3.5.
Approximated by the parallel plate capacitor model, the 2DEG and the top gate are
the two plates of area A, separated by distance d. The capacitance C per area is
C
A
= ϵϵ0
d
= e δn
δVg
, (37)
where e is the elemental charge and ϵ0 is the permittivity. From the slope of a linear
fit of the density as a function of gate voltage δn/δVg (Fig. 3.5) and ϵ ≈ 12 for GaAs
we get d ≈ 500 nm, in good agreement with the growth profiles. Quantum capacitance
of the 2DEG and capacitance of the measurement setup, which add in series [113] can
be neglected, because they are much larger.
The range of usable top gate voltage Vg is limited by the inception of leakage currents
> 1 nA and differs between the devices due to varying mesa etch depths. A smaller etch
depth results in a reduced gate voltage range. Note that for our devices, we chose etch
depths ranging between 290−460nm (see Appendix A), well above the heterointerface
and the δ-doping depth. Ohmic contacts experienced adhesion problems, when the
mesa was etched into the AlGaAs layer due to Al oxidation. Top gate and 2DEG
were also used for C-V spectroscopy. However, charging of QD orbitals could not be
observed with this method.
3.5 Summary
In summary, we have successfully grown and characterized inverted 2DEG structures
with InAs SAQDs in close proximity. The wafers are grown with a density gradient
of optically active SAQDs, verified with AFM measurements on the wafer surface.
Wetting layer growth and QDs limit the mobility inside the quantum well. The limiting
effect decreases with increasing tunnel barrier width between 2DEG and wetting layer.
The mobility is further decreased by SAQDs. Despite this reduction effect, the inverted
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Figure 3.5: Density and mobility of the 45nm tunnel barrier devices (a) in pres-
ence and (b) in absence of SAQDs as a function of top gate voltage Vg. From the linear
fit (black dashed line), the 2DEG depth is calculated.
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hybrid 2DEGs exhibit mobilities exceeding 0.5 · 106cm2/(Vs), while tunneling from
2DEG to the SAQDs should still be possible. Such high quality hybrid structures in
principle are also suitable for ballistic transport experiments.
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Abstract
In this chapter, we discuss the fabrication and measurements of quantum
point contact (QPC) devices on inverted 2DEG material. The top-down fab-
rication approach of placing split gate electrodes near a single self-assembled
InAs quantum dot requires an ultra-clean wafer surface. An additional third
gate above the SAQD is used to independently tune the charge state. The QPC
conductance is dominated by the disorder potential of the 2DEG and does not
show conductance quantization. No signature of discrete energy levels of a single
quantum dot was observed in the QPC conductance.
54 4 QPC Devices Containing Single InAs SAQDs
4.1 Fabrication of Hybrid Devices
The most common way to grow InAs QDs is by self-assembly [35]. For the majority of
optical experiments, the QD position is not an important parameter, since experiments
involve QD ensembles and do not require an exact alignment of metal electrodes.
Considering the coupling of single QDs to lateral structures [25], alignment and spatial
control becomes a fundamental necessity. One possible approach to this problem is the
site-controlled growth by using a pre-structured substrate [135, 136].
Here, we use a top-down approach on as-grown self-assembled QDs. To successfully
couple lateral 2DEG nanostructures and InAs SAQDs on a hybrid device, the exact
positioning of gate electrodes precisely at a single (specifically chosen) SAQD is a neces-
sary and challenging prerequisite. Optically addressable QDs are usually buried under
a capping layer, some tens of nanometers below the surface. The growth conditions
and material composition of the capping layer affects not only the PL spectrum, but
also the surface morphology, with elongated, cigar-like structures found for fast GaAs
cap layer growth [137]. As already shown in Figure 3.2, these small elevations are
detectable with an AFM, allowing for precise localization and alignment of lithograph-
ically defined lateral gate structures.
4.1.1 High Precision QD Localization
Alignment Grid: The material used for the QPC charge sensing experiment and
the C-V spectroscopy control experiment is the same inverted 2DEG hybrid structure
as described in Chapter 3.2, with a tunnel barrier width of x = 45 nm between the
SAQDs and the 500nm deep 2DEG. AFM mapping on the clean wafer surface is used
to determine the SAQD density as a function of position. For single dot experiments
a region of intermediate density with distances > 1µm between the QDs is chosen
(Fig. 3.2c).
For the devices, we use a Hall bar design with four alignment grids of 6 × 4 markers,
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Figure 4.1: Sample fabrication steps. (a) The localization and alignment grid
(SEM image) is the first fabrication step. (b) The grid area is mapped by AFM to
determine the precise location of InAs SAQDs (elongated shape in blue circle) with re-
spect to the grid markers (upper right). (c) Optical image of the mesa etch and Ohmic
contacts of the Hall bar design added after the AFM mapping, using UV lithography.
Four individual grids (gray square indicates one grid, as shown in a) are placed on one
Hall bar device. (d) One QPC device with 3 gates each was added per grid (see also
f). Exact alignment is achieved using e-beam lithography. (e) Photogates connect the
QPC gates with the bonding pads. On the rightmost segment of the Hall bar a larger
top gate is added, used for C-V spectroscopy. (f) Detail of one of the QPC devices.
Inset: SEM micrograph showing the two split gates and a third top gate to tune the
potential of the SAQD (below the gate).
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separated by 20 µm (see Fig. 4.1a). These are lithographically defined and evaporated
onto the surface of the chosen the wafer piece. To maintain an ultra-clean surface in
this first electron beam lithography step, we use ZEP 520A, an anisole based e-beam
resist. A special treatment with UV-flood exposure before the deposition of 5/20nm of
Ti/Au supports the lift-off process and enhances the removal of resist residues, allowing
subsequent AFM mapping measurements without significant resist residues left on the
surface. The exact fabrication parameters can be found in Appendix C.1.
AFM Mapping: All grid quadrants are scanned for signatures of buried InAs
SAQDs with an AFM. In Figure 4.1b the AFM height image of such an elongated
overgrowth island (blue circle) is shown. An exact coordinate assignment of the
center of the SAQD surface structure relative to the position of the alignment marker
crosses (upper right in Fig. 4.1b) allows a later alignment of lithographically defined
nanostructures. The accuracy of the assignment is limited by drifts of the AFM and
the only weakly defined shape and small height of the SAQD island. To increase the
precision, the position of the SAQD is measured using all four markers per quadrant.
Each image is recorded at least twice. We estimate the total error of this procedure
to be ≈ ±200nm. A final verification with AFM (PMMA residues) or SEM (QDs not
visible) is not possible. Given the width of the QPC channel (∼ 1-1.2µm), the QD
gate (∼ 100-200 nm) and the diameter of the QD (∼ 25 nm), the QD has to be near
the QPC channel and its charge state should be affected by the QD gate.
Hall Bar and Ohmic Contacts: By etching a mesa, the Hall bar structure is
defined (Fig. 4.1c), using UV lithography. The Hall bar is aligned optically to the
four marker grids. The 2DEG is contacted via thermally annealed AuGe/Pt Ohmic
contacts, also fabricated using UV-lithography and a rapid thermal annealer.
QPC Gate Electrodes: In an additional e-beam step, small Ti/Au QPC gates are
defined, exactly aligned to the SAQD via the marker grid (Figures 4.1d&f), using the
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coordinates determined by AFM mapping. A total of four QPC devices (three gates
each) with slight variations in design and width are fabricated on each Hall bar. One
example of a QPC is shown in the inset of Fig. 4.1f: the two split gates are separated
by ∼ 1µm. The tip of the third (middle) gate coming from the lower left is placed to
lie exactly on top of the SAQD, enabling independent control of the charge state in
the QD.
Gate Connections: To complete the sample, photogates (Ti/Au) connect the inner
QPC gates with the larger bonding pads at the border of the sample, as shown in
Fig. 4.1e. The device is then glued and bonded to a chip carrier.
4.2 QPC Charge Sensing Device and Measurements
4.2.1 QPC Device
Following the idea of Field et al. [56], a QPC is a sensitive sensor for nearby changes
in the electrostatic environment and thus an ideal charge sensor. Our charge sensing
experiments were done on different QPC designs, using a 2-wire and 4-wire voltage bias
setup to measure the conductance, as displayed in Figure 4.2. The QPC channel is
formed by applying negative voltages V1 and V2 on the two split gates. The lithograph-
ically defined spacings W were chosen to be either 1µm or 1.2µm and gate dimension
L = 100nm. Voltage V3 is used to tune the charge state of the SAQD and locally
change the 2DEG density. In design A (Fig. 4.2a) the gates are placed such that the
SAQD is at some distance D = 500nm to the QPC, whereas in design B (Fig. 4.2b)
it is directly above the channel. Note that in both cases the SAQDs are in a layer
45nm away from the inverted 2DEG and couple only electrostatically to the QPC. If
the 2DEG is also depleted below the third gate (at V3 ≈ −800mV), a more narrow
QPC forms between the lower gate and the dot gate.
The 2DEG density n = 1.25 · 1011 cm−2 and mobility µ = 600′000 cm2/(Vs) correspond
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Figure 4.2: QPC device designs. (a) Design A (SEM image, false colors) with split
gates (V1, V2) and third dot gate (V3). The third gate is aligned to be centered on the
SAQD surface structure, as indicated (dotted white/red ellipse). Note, that here we
display the ideal case. The SAQD is not visible in the SEM. AC voltage bias is applied
and current is measured using two Ohmic contacts (yellow squares). Alternatively, a
4-probe current bias measurement can be used to determine the QPC conductance.
(b) In design B, the SAQD/third gate is in the center of the QPC.
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to a mean free path of lp ≈ 3.5µm and a Fermi wavelength of λF = 70 nm. From PL
measurements, optically active electron hole recombinations are expected at top gate
voltages between 0 and +500mV (see Appendix B).
4.2.2 Channel Formation
A 1-dimensional constriction is formed, while sweeping the voltages V1 and V2 of the
two QPC gates simultaneously to negative values. The conductance g as a function of
gate voltage (V1 = V2) is shown for both QPC designs in Fig. 4.3a&b, left panel. The
∼ 30 modes available after 2DEG depletion below the gates (V1,2 ∼ −1V) correspond
to a channel width of 30 · λF/2 = 1.1µm, consistent with the width W of the lithogra-
phy. Stable conductance quantization steps in units of 2e2/h cannot be assigned (see
also inset of Fig. 4.3b) and the material exhibits a relatively large hysteresis between
down and up sweep traces. However, the small features in the conductance traces are
reproducible (Fig. 4.3b, dotted line in inset of left panel). The gate leakage current was
tested and is smaller than 1 nA over the whole range in Fig. 4.3.
Moreover, no quantization steps are observed for a QPC formed between the lower
gate and the quantum dot gate (Fig. 4.3a&b, right panels). In this configuration, the
1D channel is smaller for both designs (design A: ∼ 650 nm, design B: ∼ 450nm) and
hence the QPC pinch-off is expected to happen at less negative voltage. Compared to
the pinch-off curves of the split gates, a clear kink in the conductance (indicating 2DEG
depletion) is not observed and the number of modes cannot be determined. However,
we clearly have conduction after depletion and hence a channel has formed.
A possible explanation for the absence of the conductance quantization steps is the
potential landscape in the QPC. Potential variations in the channel on the scale of
the Fermi wavelength λF ∼ 70µm cause scattering. Such variations are usually not
found in the confinement potential itself, but come from long range fluctuations and
from randomly distributed charged donors or impurities and lead to the breakdown
of the conductance quantization [138]. In the inverted hybrid structure, SAQDs and
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Figure 4.3: QPC channel formation. (a) Conductance of a QPC of design A and
width W = 1µm as a function of split gate voltage V1, V2 (left) and V2, V3 (right),
being swept simultaneously. Around V1,2 = −800mV the 2DEG is depleted and the
current only passes through the modes of the QPC. The conductance shows no clear
quantization and there is a hysteresis between up (green, blue) and down (purple, red)
traces (as indicated by arrows). The QPC forming between the lower gate and the
dot gate (right) closes at less negative voltages, compared to the split gate (left). (b)
Design B QPC channel formation as a function of split gates (V1 and V2, left) and
quantum dot gate (V2 and V3, right). The hysteresis is less pronounced and small
features are more reproducible (left inset, dashed lines show 2nd trace), but also no
clear quantization steps form (see insets for zoom-in).
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Figure 4.4: Lateral shift of the QPC. False color plot of the QPC conductance
g (design A, 1µm) as a function of the two gates (V1 and V2). Contour plot lines
indicate constant conductance (see label for value). To move on a contour line, a
more negative voltage V1 must be compensated by a less negative voltage V2. Lines
of constant conductance are not well defined and quantization is not visible for any
configuration of gate voltage.
the migration of Si donor atoms [125] are possible sources. It was shown theoretically,
that the induced small angle backscattering is suppressed in a 1D channel, except for
the highest newly populated mode [139]. There, backscattering requires only a small
momentum transfer and therefore the transmission probability T < 1, resulting in
mesoscopic fluctuations in the conductance ∆G in the order of e2/h. Depending on
the QPC geometry (mainly on channel length LC) and 2DEG characteristics, these
fluctuations destroy the quantization completely, down to the lowest subband, even if
the condition for ballistic transport lp > LC holds. Further, the 2DEG depth of 500nm
and the relatively large channel width W might result in a flat (confinement) potential
landscape around the minimum and hence in a small energy separation between the
subbands.
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4.2.3 Probing the Disorder Potential
By applying different gate voltages on the two split gates, the potential minimum is
shifted laterally [140, 141] and we can probe the local (impurity) potential using the
QPC conductance. In Figure 4.4 a 2D scan of the conductance through the QPC
as a function of the two split gate voltages V1 and V2 is shown. By going to more
negative gate voltage on one gate (e.g. V1) the conductance can be kept constant, if
V2 is increased. For a perfect 1D channel, the resulting lines of constant conductance
are hyperbolic in the gate voltage space. In our experiment we observe unstable lines
indicating a hyperbolic shape only weakly. The 2D scan of the conductance shows
no signature of quantization (roughly linear in gate voltage) but only small (repro-
ducible) fluctuations, thus probing the potential disorder of the inverted 2DEG inside
the channel.
4.2.4 Dot Gate Influence
Even in absence of clear and stable quantization steps, the QPC conductance can be
a sensitive detector for nearby changes in the charge. However, the signature of a
possible change of the charge state in the nearby InAs SAQD is difficult to distinguish
from local potential fluctuations. Features coming from SAQD charging/de-charging
events should however depend strongly on the voltage of the third gate V3 right above
the QD.
To find such features, the lateral shifting of the QPC was repeated for different voltages
V3 applied to the QD gate. Two situations are shown in Fig. 4.5a (V3 = −1200mV)
and 4.5b (V3 = −1750mV). On top of the weak background pattern of nearly parallel
vertical and horizontal lines (indicated by dashed red lines in Fig. 4.5a) stronger lines
appear (black arrow). These are only weakly depending on V1 and the QD dot gate
voltage V3, appearing at almost the same position in Fig. 4.5b and are not affected by
the occasional switching events (Fig. 4.5b, white arrows), observed for V3 ≤ −1400mV.
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Figure 4.5: Influence of the QD gate and reference data. (a) QPC conductance
g as a function of V1 and V2 with local variation of the density, using the third (QD)
gate (V3 = −1200mV). Lines of slightly increased conductance are visible around
V2 ∼ −1200mV (black arrow). A weak pattern of parallel stripes is identifiable in
the 2D plot, as indicated by the red dashed lines. (b) For V3 = −1750mV, the QPC
pinch-off voltage is shifted to less negative values in V1 and V2. More lines appear, but
the position is only weakly affected by V3 (black arrow). Resonant features appear near
g = 0. White arrows indicate jumps. (c) Conductance measurement for the lateral
shift of the (smaller) QPC between lower split gate and QD gate (V1 = −2000mV).
Large number of resonance lines visible. (d) Very similar conductance features are
measured on a reference QPC (same geometry, no SAQDs detected with AFM). Here
V2 = 0 (upper QPC gate). All data taken in absence of a magnetic field B = 0.
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The switching events have the signature of a random, slow two-level fluctuation, in-
duced by a nearby charge charging/de-charging. The absence of a reproducible gate
dependence excludes the SAQD to be the source. Despite the lack of quantization
steps, the background pattern shows similarities to QPC conductance pattern contain-
ing a scattering center of diameter d≫ λF , thus forming two coupled channels around
the impurity [142, 143].
Overall, the QPC pinch-off voltage of the split gates is shifted to less negative voltages
while decreasing V3, explained by a local decrease of the charge carrier density below
and around the QD gate. In the pinch-off regime near g = 0, a number of resonance
lines appears, which is a further indication for scattering inside the QPC channel [142].
Similar resonance curves are also measured when shifting the smaller constriction,
formed between the lower QPC gate and the QD gate (see Fig. 4.5c). Groups of parallel
curves show different gate dependences with two main slopes. In Figure 4.5c we show
the measurement result of a QPC of the same dimensions, but fabricated on a Hall bar
lacking SAQDs (only WeL, measured with AFM). The presence of these resonances
and an overall similar conductance pattern in this reference sample excludes the InAs
SAQD to be the origin of the disorder and indicates the remote potential and possible
migration of the Si dopants to be the main source.
4.3 C-V Spectroscopy Control Experiment
As a second transport charge detection experiment C-V spectroscopy data was taken,
using the large (100 × 300µm) top gate (see Fig. 4.1e) and the 2DEG as a back
contact. Note that with this method, all the QDs in the gated area are measured.
The applied dc voltage VCV is swept and modulated with a small ac voltage Vrms
with frequency f and a current ICV ∝ C is measured with the lock-in. In Fig. 4.6
a measurement with f = 1.012 kHz and Vrms = 2.23mV is shown. The C-V curves
typically drop between −200mV< VCV < 200mV but do not show the characteristic
charging features of single orbitals as reported in Refs. [41, 49, 144]. The step-like small
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Figure 4.6: C-V spectroscopy curve. Capacitance between top gate and 2DEG
as a function of the applied dc voltage VCV. The steep drop is attributed to the 2DEG
with a hysteresis between down (blue) and up (red) sweep direction. An indication for
the presence of SAQDs could be the step-like smaller feature (see also inset), but does
not show any orbital characteristics.
signal between −600mV< VCV < −200mV was attributed to SAQDs in Ref. [129], but
is lacking orbital resolution. A proper interpretation of our C-V data is difficult. Due
to the rather low SAQD density, the effective signal might be simply too small to be
detected. However, higher SAQD density samples did also not show clear signature of
QD charging/de-charging. For the doped inverted 2DEG structure it is not clear at
which potential and at which rate this is expected to happen.
In comparison to the I-V curves of the 2DEG (not shown), the steep drop around
VCV = 0 can be related to the depletion of the 2DEG. Sweeping VCV from +600mV
to −1V, the current through the the 2DEG drops to 0 (zero conductance) at a similar
voltage as the C-V signal, also with a pronounced hysteresis. Although complete
depletion (electron density n = 0) is expected around VCV ∼ −700mV, localization
of the charge carriers can occur at less negative voltage. Also note, that the 2DEG
density n was measured to be slightly lower below the top gate compared to the QPC
area.
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4.4 Summary
In summary, we fabricated and measured hybrid 2DEG devices, on which we aligned
lateral gate nanostructures to individual InAs SAQDs. Maintaining an ultra clean
wafer surface during the fabrication process, high precision localization of single SAQDs
with an AFM is possible. QPC split gates were added in close vicinity to probe the
potential of the SAQD. Electrostatic gating permits the formation of 1D channels,
despite hysteresis effects and a 2DEG depth of 500 nm. The conductance in the QPC
shows no quantization steps and is dominated by mesoscopic fluctuations due to the
variations in the (disorder) potential, coming from remote donors and/or SAQDs and
leading to backscattering. Quantization is not restored in absence of SAQDs, explained
by remote donor atoms as the main source of potential fluctuations. Migration of Si
towards the heterointerface is a known issue during growth of inverted structures. Using
a third gate above the SAQD, local potential changes did not result in a clear signal
of single charging events. To reach the goal of a successful sensitive single electron
quantum transport charge sensor, a reduction of the potential variations is required.
Further, fundamental adjustments in the design and fabrication method of the QPC
(e.g. etch defined QPC), may result in a modified potential landscape, more suitable
for deep, inverted 2DEGs.
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5.1 Introduction
The spin-orbit (SO) interaction couples electron spin and momentum via a relativistic,
effective magnetic field. While conveniently facilitating coherent spin manipulation
[28, 62, 63] in semiconductors, the SO interaction also inherently causes spin relax-
ation [18, 145, 146]. A unique situation arises when the Rashba and Dresselhaus SO
fields are matched [30, 81, 147], strongly protecting spins from relaxation, as recently
demonstrated [31, 32]. Spintronics devices such as the paradigmatic spin transistor
[28, 29] could vastly benefit if such spin protection could be expanded from a single
point into a broad range accessible with in-situ gate-control, making possible tunable
SO rotations under protection from relaxation.
Here, we demonstrate broad, independent control of all relevant SO fields in GaAs
quantum wells, allowing us to tune the Rashba and Dresselhaus SO fields while keep-
ing both locked to each other using gate voltages. Thus, we can electrically control
and simultaneously protect the spin. Our experiments employ quantum interference
corrections to electrical conductivity as a sensitive probe of SO coupling. Finally, we
combine transport data with numerical SO simulations to precisely quantify all SO
terms.
5.2 Universal Control of the Individual SO Parameters in
GaAs Quantum Wells
Spin-orbit coupling in a GaAs 2D electron gas (2DEG) has two dominant contributions:
the Rashba [71] and the Dresselhaus [77] effect, arising from breaking of structural and
crystal inversion symmetry, respectively. The Rashba coefficient α is proportional to
the electric field in the quantum well (QW) and can be tuned with the doping profile
[31] as well as in-situ using gate voltages [72, 148]. We achieve independent control of
α and carrier density n by using both top and back gates [73, 74], at voltages VT and
VB, respectively. To modify α at constant density, a change of VT can be compensated
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by an appropriate change of VB (see Fig. 5.1a), controlling α via a change of the gate-
induced average electric field δEZ , where z⊥2DEG. Note that α can be continuously
tuned to change sign.
The Dresselhaus term [77], on the other hand, can be decomposed into sin/cos-functions
[103] of θ (1st harmonic) and 3θ (3rd harmonic), with polar coordinate θ of the momen-
tum k in the 2DEG plane. The first harmonic has a coefficient β = β1 − β3 comprised
of β1 = γ⟨k2z⟩ and β3 = γk2F/4, where kF =
√
2πn is the Fermi wave number, γ > 0
is the bulk Dresselhaus parameter and ⟨k2z⟩ depends on the width W of the well [149],
with ⟨k2z⟩ = (π/W )2 for infinite barriers. In addition, β3 is the coefficient of the 3rd
harmonic Dresselhaus term – hereafter cubic term – and depends on density n, thus
enabling gate-control. The cubic term breaks the angular symmetry of the other terms
and is relatively small compared to β1 since ⟨k2z⟩ ≫ k2F/4, except for the largest densi-
ties used. To control β1, we studied QWs of width W = 8, 9.3, 11 and 13 nm, yielding
wave functions spreading over the full well width and ⟨k2z⟩ < (π/W )2, see Fig. 5.2d,
due to wave function penetration into the finite barriers. Over this range, β1 changes
by a factor 2 and is essentially independent of gate voltage.
Thus, we can set β1 in discrete steps via QW width, and we achieve independent,
continuous control of α and β3 in-situ using top and back gates. This wide tunability
makes it possible to change α while locking β to match α via gate-control of β3, thus
strongly protecting spins from relaxation. In previous experiments, the Rashba and
Dresselhaus fields were matched only at isolated points [31, 32, 105], not over a broad
range. Finally, the broad gate-tunability gives us access to various SO regimes, such
as the Dresselhaus (Rashba) regime β ≫ α (α≫ β), and allows a detailed characteri-
zation of the cubic term, which limits the spin lifetime even at α = β.
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5.3 Suppression of Weak Antilocalization and Protection from
Spin Relaxation
Weak antilocalization (WAL) is a well established signature of SO coupling in mag-
netoconductance (MC) σ(BZ) [91, 101, 103, 104, 150, 151]. For the |α| = β ≫ β3
regime, the resulting internal SO magnetic field Bint(k) (see Chapter 5.6) is uniaxial
and vanishes for k along one direction in the 2DEG plane (xˆ− for β = +α, or xˆ+(⊥xˆ−)
for β = −α). Therefore, WAL (maximal σ(BZ = 0)) is suppressed and the effectively
spin-less situation exhibiting weak localization (WL) (minimal σ(BZ = 0)) is restored
[30, 81, 101, 105]. We introduce the SO lengths λ± = ℏ2/(2m∗ |α± β|) (with Planck
constant ℏ and effective mass m∗) as the ballistic length to be traveled along xˆ±, re-
spectively, for a spin rotation of one radian. For β = +α, λ− diverges (no precessions)
while λ+ is finite, and vice versa for β = −α. We note that a closed-form theory of MC
including all relevant SO terms is not currently available [91, 101, 103, 104], making
extraction of the SO parameters from MC difficult.
5.3.1 Locked α = β in Asymmetrically Doped Quantum Wells
Figure 5.1b displays the MC of the 9.3 nm QW for configurations labeled 1−7, showing
a transition from WAL (1&2) to WL (4&5) back to WAL (7) upon monotonically
changing α on a contour of constant density, see Fig. 5.1a. Selecting the most pro-
nounced WL curve allows us to determine the symmetry point α ≈ β. This scheme
is repeated for a number of densities, yielding the symmetry point as a function of
n. Thus, Rashba and Dresselhaus fields can be locked with gate voltages over a wide
range (see Fig. 5.2a, blue markers), varying n by a factor of 2. Numerical simulations
[152] (see Chapter 5.5) can accurately calculate α and ⟨k2z⟩. This leaves only one fit
parameter: γ, the bulk Dresselhaus coefficient, which can now be extracted from fits
to the density dependence of the symmetry point, see solid blue line in Fig. 5.2a, giving
excellent agreement. Further, the WL dip – often used to determine phase coherence
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Figure 5.1: Weak localization (WL) as an α = β detector; gate-control
of Rashba α at constant density. (a) Measured charge density n (color) versus
top gate voltage VT and back gate voltage VB (9.3 nm QW). Contours of constant
density 3.5 − 7.5 · 1011 cm−2 are shown. Inset: optical micrograph of typical Hall
bar, with contacts (yellow), gate (center) and mesa (black lines). (b) Normalized
longitudinal conductivity ∆σ/σ0 = (σ(BZ) − σ(0))/σ(0) versus BZ⊥ 2DEG. Curves
for gate configurations 1 − 7 along constant n = 4.5 · 1011 cm−2 are shown (offset
vertically), also labeled in panels a and c. (c) Simulated Rashba α and Dresselhaus
β coefficients (see text) against gate-induced field change δEZ , shown for constant
n = 4.5 · 1011 cm−2. The δEZ axis – decreasing from left to right – corresponds exactly
to the VB abscissa of panel a for a covarying VT such that n = 4.5 · 1011 cm−2 constant.
Sketches of the QW potential at 1, 4 and 6 illustrate the change of α with δEZ . Note
that α(δEZ = 0) ̸= 0 since the external E-field (see Chapter 5.6) is not zero at δEZ = 0.
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– sensitively depends on the SO coupling (e.g. curves 3 − 6 in Fig. 5.1b), even before
WAL appears. Negligence of SO coupling could thus lead to spurious or saturating
coherence times.
5.3.2 Extraction of SO Parameters
Next, we change the Dresselhaus coefficient β1 by varying the QW width and repeating
the above procedure, summarized in Fig. 5.2a. For wider QWs, a smaller β1 results,
shifting the symmetry point towards smaller α, i.e. towards the lower right in Fig. 5.2a.
As seen, locking of α = β is achieved in all present wavers. Further, reduced β1 makes
possible the Rashba regime α≫ β, particularly in the upper left of Fig. 5.2a where α is
large. Again performing fits over the density dependence of the symmetry point for each
QW width, we obtain very good agreement, see Fig. 5.2a, and extract γ = 11.6±1 eVA˚3
consistently for all QWs (Fig. 5.2c). We emphasize that γ is notoriously difficult to
calculate and measure [91, 104]; the value reported here agrees well with recent studies
[32, 79, 153].
The Rashba coefficient is composed of α = αg+d+αw+αe in the simulation, with gate
and doping term αg+d, QW structure term αw, and Hartree term αe. Along a contour
of constant density, mainly αg+d and αw are modified, while αe and β remain constant,
see Fig. 5.1c. The density dependence for locked α = β (see Fig. 5.2b)) shows that while
β1 is nearly constant, β3 is linearly increasing with n, thus reducing β = β1 − β3, and
therefore forcing a corresponding reduction of α to keep α = β matched. The Hartree
term αe, however, increases for growing n. This is compensated by the other α-terms
to nicely match β(n), see Fig. 5.2b. Here, a change of ∼ 25% in SO strength (∼ 4
to ∼ 5meVÅ) corresponds to a gate-controlled spin rotation of π/2 over a precession
length of 5µm, which is clearly shorter than the spin diffusion length over the whole
range, thus enjoying protection from spin relaxation.
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Figure 5.2: Tuning and locking α = β. (a) The markers indicate α ≈ β for
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contributions (see text). (c) Values of γ from fits for each well width W . Red dahed
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5.3.3 Symmetrically Doped Quantum Well
We now show that α can be tuned through β and through zero in a more symmetrically
doped wafer, opening the Dresselhaus regime β ≫ α. We introduce the magnetic field
BSO where the MC exhibits minima at BZ1 ≈ −BZ2. Beyond the WAL-WL-WAL
transition (Fig. 5.3b upper panel), BSO is seen to peak and decrease again (dashed
curve). The gate voltages with maximal BSO are added to Fig. 5.3a for several densities
(red markers). We surmise that these points mark α ≈ 0: BSO signifies the crossover
between WL/WAL-like MC, thus defining an empirical measure for the effects of SO
coupling (larger BSO, stronger effects). For α = 0, the full effect of β on MC becomes
apparent without cancellation from α, giving a maximal BSO. Indeed, the simulated
α = 0 curve (dashed red line in Fig. 5.3a) cuts through the experimental points, also
reflected in Fig. 5.3c by a good match with the simulated α = 0 crossing point (red
arrow).
5.3.4 Effective Spin-Orbit Length
For a comparison of experiment and simulation, we convert the empirical BSO to a
magnetic length λSO =
√
ℏ/2eBSO, where e > 0 is the electron charge and the factor of
two accounts for time-reversed pairs of closed trajectories. Fig. 5.4 shows the theoretical
spin diffusion length λeff (see Chapter 5.5) and the ballistic λ±, together with the
experimental λSO, all agreeing remarkably well. First, we note that the ballistic λ±
and the diffusive λeff (small β3) are equivalent. The enhanced λSO around α/β = 1
corresponds to an increased spin relaxation time τSO = λ2SO/(2D). Second, max(λ±)
quantifies the deviation from the uniaxial Bint(k) at α = β and thus the extent to
which spin rotations are not undone in a closed trajectory due to the non-Abelian
nature of spin rotations around non-collinear axes. This leads to WAL, a finite BSO
and λSO ≃ max(λ±), as observed (see Fig. 5.4). Unlike the corresponding time scales,
the SO lengths are only weakly dependent on density and mobility when plotted against
α/β, allowing a comparison of various densities.
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√
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illustration (obtained from WL curves), setting the visibility of SO effects in MC and
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time τSO = λ2SO/(2D) (circles) as a function of α/β for two densities as indicated.
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The cubic term causes spin relaxation even at α = β and becomes visible at large
densities: WAL is present in all traces and through α = β (Fig. 5.3b, lower panel),
because Bint(k) can no longer be made uniaxial, thus breaking spin symmetry and
reviving WAL. A partial symmetry restoration is still apparent, where – in contrast
to the α = 0 case – a minimal BSO is reached (dashed curves) consistent with α = β
(gray markers Fig. 5.3a at large n). We include the cubic β3 in the spin relaxation
time τeff (see Chapter 5.5), shown in the inset of Fig. 5.4 for two densities, finding good
agreement with the experimental τSO = λ2SO/(2D), where D is the diffusion constant.
Over the whole locked regime of Fig. 5.2b, WAL is absent, and τSO is enhanced between
one and two orders of magnitude compared to α = 0. Finally, the coherence length Lφ
sets an upper limit for the visibility of SO effects: WAL is suppressed for λeff ≫ Lφ,
setting the width of the WAL-WL-WAL transition (see Chapter 5.6).
5.4 Outlook
As an outlook, this work is laying the foundation for a new generation of experiments
benefiting from unprecedented command over SO coupling in semiconductor nanos-
tructures such quantum wires, quantum dots, and electron spin qubits. We note that
analogous SO control is in principle also possible in other semiconductors. Finally,
SO coupling is crucial beyond spintronics and quantum computation, e.g. for novel
states of matter such as helical states, topological insulators, Majorana fermions and
parafermions.
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5.5 Materials and Methods
GaAs QW materials. The QWs are grown on an n-doped substrate (for details see
Chapter 5.6) and fabricated into Hall bar structures (see inset, Fig. 5.1a) using standard
photolithographic methods. The 2DEG is contacted by thermally annealed GeAu/Pt
Ohmic contacts, optimized for a low 2DEG contact resistance while maintaining high
back gate tunability (low leakage currents) and avoiding short circuits to the back gate.
On one segment of the Hall bar, a Ti/Au top gate with dimensions of 300 x 100µm was
deposited. The average gate-induced E-field change in the QW is defined as δEZ =
1/2 (VT/dT − VB/dB), with effective distance dT/B from the QW to the top/back gate,
extracted using a capacitor model, consistent with the full quantum description (see
Chapter 5.6). Contours of constant density follow δVT/dT = −δVB/dB. Deviations
from linear behavior appear at most positive/negative gate voltages due to incipient
gate leakage and hysteresis.
Low temperature electronic measurements. The experiments are performed in a
dilution refrigerator with base temperature Tb = 20mK. We have used a standard four-
wire lock-in technique at 133Hz and 100 nA current bias, chosen to avoid self-heating
while maximising the signal. The density is determined with Hall measurements in the
classical regime, whereas Shubnikov-de Haas oscillations were used to exclude occupa-
tion of the second subband, which is the case for all the data discussed. The WAL
signature of MC is a small correction (10−3) to total conductance. To achieve a satisfac-
tory signal-to-noise ratio, longitudinal conductivity traces ∆σ/σ0 = (σ(B)−σ(0))/σ(0)
were measured at least 10 times and averaged.
Numerical Simulations. The simulations calculate the Rashba coefficient α and ⟨k2z⟩
based on the bulk semiconductor band parameters, the QW structure, the measured
QW electron densities and the measured gate lever arms. We solve the Schrödinger
and Poisson equations self consistently (“Hartree approximation”), obtain the self-
consistent eigenfunctions, and then determine α via appropriate expectation values
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[152]. The Dresselhaus coefficient γ is extracted from fits of the simulation to the
experiment which detects the absence of WAL at α = β = γ(⟨k2z⟩ − k2F/4). Thus,
given α and ⟨k2z⟩ from the simulation and the measured n = k2F/(2π), we obtain
γ = 11.6± 1 eVÅ3 consistently for all asymmetrically doped QWs. Taking into account
the uncertainties of the band parameters, the experimental errors and a negligible
uncertainty on ⟨k2z⟩, an overall uncertainty of about 9 − 10% or about ±1 eVÅ3 on γ
results. About 1−2% error originates from the experimental uncertainty of determining
α = β. The doping distribution (above/below QW) is not expected to influence γ, and
hence we use the same γ for the more symmetrically doped wafer. Fits to the α = β
experimental points then determine how much charge effectively comes from upper
rather than lower doping layers, fixing the last unknown parameter also for the more
symmetrically doped QW (see Chapter 5.6).
Spin-dephasing times and lengths. In WL/WAL measurements, additional spin
dephasing is introduced by the external magnetic field B via the Aharonov-Bohm
phase arising from the magnetic flux enclosed by the time reversed trajectories: ∆φ =
2eAB/ℏ, where A is the loop area. Here we take A = λ2SO = 2DτSO as a characteristic
“diffusion area” probed by ourWL/WAL experiment, with τSO being the spin dephasing
time, and λSO the spin diffusion length. By taking ∆φ = 1 (rad) at B = BSO, we can
extract τSO from the minima of the WAL curves, which yields τSO = ℏ(4eDBSO)−1.
The factor of 4 here stems from the two time-reversed paths and the diffusion length.
Effective SO times and lengths. Theoretically, we determine τSO via a spin random
walk process (D’yakonov-Perel (DP)). The initial electron spin in a loop can point
(with equal probability) along the sx− , sx+ , and sz axes (analogous to x+, x−, and
z, respectively), which have unequal spin-dephasing times τDP,sx− , τDP,sx+ , and τDP,sz .
Hence, for unpolarized, independent spins, we take the average τeff = (τDP,sx−+τDP,sx++
τDP,sz)/3 which leads to an average spin dephasing length λeff =
√
2Dτeff . In the
Chapter 5.6, we discuss the spin random walk and provide expressions for the DP
times including corrections due to the cubic β3 term. Figure 4 shows curves for the
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spin dephasing times and lengths presented here. In the main panel, the cubic β3 is
neglected in λeff since for n ≤ 7 · 1011 cm−2, WL appears at α = β (small β3). In
contrast, the cubic term is included in τeff in the inset since at the higher density
n = 9 · 1011 cm−2, WAL persists (sufficiently strong β3).
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5.6.1 Wafer Structure
5 nm
 
GaAs
 
cap
70 nm
 
Al30
 
Ga70
 
As
Si δ-doping
GaAs
 
QW (width W)
240nm Al30
 
Ga70
 
As
30nm Al20
 
Ga80
 
As
30nm Al10
 
Ga90
 
As
200nm GaAs
 
buffer
30nm SL
600nm
 
GaAs
 
LT
30nm SL
50nm GaAs
 
buffer
n+ substrate
63 nm
1198 nm
asymmetrically doped QWs symmetrically doped QW
12 nm
12 nm
dB
dT
Figure 5.5: Quantum well wafer profiles. MBE growth profiles of the asym-
metrically (left) and more symmetrically (right) doped QW wafers. The GaAs QW
width W is 8, 9.3, 11 and 13 nm for the asymmetric and 11nm for the symmetric QW,
respectively.
The quantum well (QW) samples are grown on (001) n-doped substrates, serving as
a back gate, with total distance of 1210nm between back gate and QW, including
600nm of low-temperature (LT) grown GaAs, see Fig. 5.5. The LT GaAs creates
a barrier by pinning the Fermi level midgap [154]. Thus, in a simple plate capacitor
model, the effective distance dB between QW and back gate is reduced by the thickness
of the LT barrier, increasing the range of tunability and reducing leakage currents at
the same time. Similarly, dT is defined as the distance between QW and top gate.
Good agreement is found between dB/T extracted from the measured back/top gate
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dependence of the carrier density and the as-grown thicknesses of the layers in the QW
structure. The QWs are 75 nm below the surface with a setback of 12 nm to the Si
δ-doping layer above the well for the asymmetric QWs with W = 8, 9.3, 11 and 13nm
and an additional doping layer 12nm below the 2DEG for the more symmetric 11nm
QW.
Using top and back gates, the density is tunable in a range of n ≈ 2 - 8 · 1011 cm−2
(Fig. 5.6a) corresponding to mobilities µ ≈ 2 - 20m2/(Vs) (Fig. 5.6b). Tunability is
limited by onset of gate leakage and hysteresis issues. For positive VT > 300mV and
large negative VB < −2V, a non-linear gate dependence is observed. Shubnikov-de
Haas measurements indicate that all data in this study are in the single 2D subband
regime, consistent with the numerical simulations. For low densities n ≲ 2 · 1011 cm−2,
WAL as a signature of SO coupling becomes very weak or disappears due to the small
wave number k2F = 2πn. At even lower densities the electrons become strongly localized
by disorder. Hence the lower left corners of Fig. 5.6a and b corresponding to low
densities are not displayed.
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Figure 5.6: Density and mobility map of 9.3 nm QW. Charge carrier density n
(a) and mobility µ (b) as a function of top gate voltage VT and back gate voltage VB.
Contour lines are labeled in units of 1011 cm−2 (a) and m2/(Vs) (b), respectively. The
lower left corner was omitted due to a general lack of WAL at low n.
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5.6.2 Temperature Dependence
Elevated temperatures suppress quantum corrections to conductivity, as shown in Fig-
ure 5.7. The magnetic field position BSO of the MC minima, however, appears not
affected by temperature (dashed line in Fig. 5.7), consistent with a spin-orbit (SO)
length λSO independent of T . At elevated temperatures, WAL and the BSO minima
are shallower and eventually can disappear, due to loss of coherence. This leads to a
broadening of the WAL-WL-WAL transition with increasing temperature, i.e. the size
of the gate voltage range where WAL is suppressed grows with increasing tempera-
ture, see Fig. 5.8 from left to right. Thus, in absence of symmetry breaking effects of
the higher harmonic β3, the phase coherence defines the width of the WAL-WL-WAL
transition in our experiment.
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Figure 5.7: Temperature dependence of WAL. Magnetoconductance for a spe-
cific gate configuration (9.3nm QW, n = 4.5 · 1011 cm−2, VT = −146mV, VB = 1V)
showing clear WAL signature at T = 300mK (green). The WAL maximum at BZ = 0
weakens for T = 650mK (olive), and essentially disappears at T = 1200mK (red). The
position of the MC minima (defined as BSO) appears to be not affected by temperature
(dashed vertical line).
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Figure 5.8: Temperature dependence of WAL-WL-WAL transition of the
more symmetrically doped 11 nm QW, shown for base temperature (left panel), 500mK
(middle panel) and 1K (right panel) for various (VT , VB) configurations (color coded)
at constant density n = 6 · 1011 cm−2. The curves are shifted vertically for clarity.
Upon increasing T , WAL weakens and finally disappears on both sides of the low-T
symmetry point (see e.g. green and dark brown curve), resulting in a widening of the
transition.
5.6.3 Numerical Simulations
Self-consistent approach and potential The confining potential of our
GaAs/Al0.3Ga0.7As wells (see Fig. 5.9) contains [152]: (i) the structural part Vw arising
from the band offset at the interfaces, (ii) the potential Vg from the top and back
gates, which allows us to adjust the symmetry of the well profile and the electronic
densities while keeping the chemical potential µ constant, (iii) the doping potential
Vd, which remains fixed at low temperatures (we also use Vg+d = Vg + Vd), and (iv)
the electronic Hartree potential Ve which depends on carrier density. The 3D electron
charge density in the well ρe depends on the total potential Vsc = Vw + Vg+d + Ve,
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which in turn depends on ρe via the Hartree term. Hence to find the eigensolu-
tions of the system, we solve the Schrödinger equation for electrons in the total
potential Vsc = Vw + Vg+d + Ve. Both Vw and Vg+d depend only on the z variable
(growth direction). Within the Hartree approximation, the electron charge density
is ρe(z, r⃗) = 2
∑
ν,⃗k |φν,⃗k(z, r⃗)|2fk,ν , where φν,⃗k(z, r⃗) = 1√A exp(i⃗k · r⃗)ψν(z) with ψν(z)
being the νth subband wave function of the well, k⃗ the in-plane electron wave vector,
A a normalizing area, and fk,ν the Fermi-Dirac distribution. Note that within the
Hartree approximation, ρe(z, r⃗)→ ρe(z) because of the plane wave dependence of the
wave function in the xy-plane and hence the Hartree potential Ve depends only on z.
Upon summing over k⃗, ρe(z) simplifies to ρe(z) =
∑
ν |ψν(z)|2nν , with the electron
occupation of the νth subband nν = m
∗
πℏ2kBT ln[1 + exp(µ− Eν)/kBT ] and confinement
energy Eν . Here µ is the electron chemical potential, kB the Boltzmann constant and
T the absolute temperature. The areal electron density n in the well and ρe(z) are
related via n =
∫
dzρe(z) =
∑
ν nν . Note that the Hartree potential Ve depends only
on z. We then solve the resulting one-dimensional Schrödinger equation together with
the Poisson’s equation for the total charge density ρtot(z) = ρe(z) + ρd(z), where ρd(z)
denotes the ionized donor concentration profile. We obtain the subband energies Eν and
wave functions ψν(z) iteratively within this self consistent procedure when convergence
is attained.
The potential profile and the corresponding wave function for the 9.3 nm well based on
our self-consistent scheme are shown in Fig. 5.9 for top and back gates set to VT = 75mV
and VB = −500mV, respectively, corresponding to point 4 in Fig. 5.1.
Expressions for the SO coupling terms
Rashba spin-orbit coupling α. As shown in Ref. [152], the strength α of the Rashba
coupling can be cast as the expectation value ⟨...⟩ of the weighted derivatives of the
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Figure 5.9: Self-consistent potential Vsc and the corresponding wave function
Ψ for our GaAs/Al0.3Ga0.7As 9.3nm quantum well with the top gate VT = 75mV and
back gate VB = −500mV. The QW band offset potential Vw, the electron Hartree
potential Ve and the gate plus doping potential Vg+d are also shown. The first subband
energy level is E1 = −776.0meV (indicated by solid green line inside QW), i.e. 16.4meV
below the Fermi energy (not shown), which is pinned at −759.6meV (i.e., the mid gap
energy in bulk GaAs). The resulting carrier density is n = 4.5 · 1011cm−2. Note that
the origin of the abscissa is in the center of the well and the wafer surface is located
slightly farther away than specified in the growth profile (see also Fig. 5.5) due to the
lever arm measured in the experiment.
potential contributions (i)-(iv) above:
α = ηw⟨∂zVw⟩+ ηH⟨∂zVe⟩+ ηH⟨∂zVg+d⟩, (38)
with
ηw =
P 2
3
(
δv/δc
E2g
− δ∆/δc(Eg +∆w)2
)
, (39)
and
ηH = −P
2
3
(
1
E2g
− 1(Eg +∆w)2
)
, (40)
which involve the bulk quantities of the well layer, such as the band gap Eg and the
usual Kane parameters ∆ (“spin orbit”) and P , in addition to the offsets δi, i = c, v,∆
(see Fig. 5.10 and section E below for a discussion of these parameters). Even though
α = αw+αe+αg+d comprises seemingly independent contributions, we note that each of
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these αw, αe, and αg+d does depend on all four potentials (i)-(iv) via the self-consistent
wave function used in the expectation values. In particular, they all change as we vary
the gates (top and back), which allows us to fine tune α and thus attain the α = β
regime when the Dresselhaus term is considered.
We emphasize that the Rashba coefficient α can be rewritten in terms of an “external”
electric field Eext = Egate + Ed + Ee, where we have defined Egate = 1e⟨∂zVg⟩, Ed =
1
e
⟨∂zVd⟩, and Ee = 1e⟨∂zVe⟩ with e > 0 the elementary charge. Since the total force on
a bound state is zero (Ehrenfest’s theorem), i.e., ⟨∂zVsc⟩ = ⟨∂z(Vw+Ve+Vg+Vd)⟩ = 0,
one has the relation of α with Eext,
α = (ηH − ηw)eEext. (41)
Now let us turn to the change of α due to a variation of Eext, i.e. a variation δVT
of the top gate voltage and/or a variation δVB of the back gate voltage, giving δα =
e(ηH − ηw)(δEgate + δEd + δEe). In our model, the variation δEd ≃ 0 since the doping
potential does not vary with the gates. Furthermore, in the case of constant density (as
shown in Figs. 1c and 3c of the paper), we also have δEe ≃ 0 since the rearrangement
of the quantum mechanical distributions of electrons in the gate range we studied is
negligible. Therefore, to keep the carrier density n unchanged when we tune the gates,
we have δα ≃ e(ηH−ηw)δEgate. Note that in the main text of the paper (and in Figs. 1c
and 3c), we use the notation of δEz = δEgate to describe the change of electric field
along the growth direction due to the gates.
Dresselhaus spin-orbit couplings β1 and β3. The linear β1 and cubic β3 coeffi-
cients of the Dresselhaus well Hamiltonian arise from the expectation value of the bulk
cubic Dresselhaus Hamiltonian [77]. Using our self-consistent electron wave functions,
we obtain β1 = −γ⟨∂2z ⟩ and β3 = γk2F/4, where γ is the bulk Dresselhaus parameter
and kF the Fermi wave vector. To a very good approximation the Fermi contours are
essentially circles and hence kF ≃
√
2πn, with n being the areal electron density, and
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β3 ≃ γπn/2.
Input from the experiment Input for our simulations are mainly based on the
experimental conditions:
1. The chemical potential is pinned at mid gap in GaAs (= −759.60meV) [154].
2. The top gate voltage VT and back gate voltage VB enter the numerical calcula-
tion as boundary conditions when solving the Poisson’s equation for Vg(z), i.e.,
Vg(−dT ) = −eVT and Vg(dB) = −eVB with the coordinate origin being cho-
sen as the center of the well, which amounts to a linear external gate potential
Vg(z) = −e
[
VT + (VB−VT )dB+dT (z + dT )
]
. The gate lever arms, i.e., the dT and dB
values, are taken from the experiment and are close to the nominal values from
the wafer growth profile.
3. We model the delta-doping regions in our samples by considering monolayer-
thick doped regions with an effective ionized areal doping density ρeff used in the
simulation, distinct from the nominal doping ρnom specified in the MBE growth.
In the asymmetrically doped wafers, the effective doping density ρeff is chosen so that
the areal electron density n(VT , VB) in the QW matches the measured values for all
gate voltages using the experimentally determined gate lever arms. We find a donor
ionization efficiency ρeff/ρnom of about 50% for all asymmetric wafers. We need to
introduce the effective doping density ρeff because the simulation does not include
effects such as partial absorption of donor electrons e.g. by positive background doping
or DX centers, resulting in partial (∼ 50%) rather than full ionization of donors.
In the more symmetrically doped wafer, in contrast to the asymmetric ones, we have
two δ-doping layers: an upper layer above the QW with effective doping ρeffu and a
lower layer below the QW with effective doping ρeffl . The effective doping asymmetry
ratio r = ρeffl /ρeffu modifies the Rashba coefficient α by changing the electric field across
the QW. In the experiment, we detect the α = β regime (absence of WAL), where
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β ∝ γ. Thus, r and with it the simulated α will directly affect the extracted γ.
There is no reason to have a γ for the symmetrically doped QW that is different from
the asymmetrically doped, but otherwise identical QW. Thus, we choose the doping
asymmetry r by requiring the Dresselhaus parameter γ to take on the same value
γ = 11.6 eVÅ3 as for all the asymmetric wafers, while choosing ρeffu to maintain the
measured charge density in the QW. Here, we obtain ρeffu ∼ 0.61 · ρnomu and r ∼ 0.3, i.e.
about three times more doping from above compared to from below the QW.
We note that the QW electron density n is significantly smaller than the total effective
ionized doping ρeff = ρeffu + ρeffl , e.g. n ∼ 5 · 1011 cm−2 versus ρeff ∼ 15 · 1011 cm−2.
Due to the close proximity of the QW to the surface and to the interface with the
LT GaAs barrier, a large fraction of the ionized donor electrons will populate surface
and interface states, rather than the QW. This results in strong band bending at the
surface and LT interface, lowering the QW energy below the chemical potential and
allowing population of the QW with electrons.
Gate voltages and contours of constant density We will now describe the effect
of the gate voltages in a quantum mechanical model and compare the results to a simple
classical plate capacitor model.
Quantum mechanical descriptionWe treat the variation δV Tg (z) due to a change of
top gate voltage δVT and the variation δV Bg (z) due to a change of back gate voltage δVB
as a perturbation and obtain the first order correction to the lowest subband energy,
δE1 = δET1 + δEB1 with
δET1 = ⟨ψ0|δV Tg (z)|ψ0⟩ = −e
dB − ⟨ψ0|z|ψ0⟩
dB + dT
δVT , (42)
and
δEB1 = ⟨ψ0|δV Bg (z)|ψ0⟩ = −e
dT + ⟨ψ0|z|ψ0⟩
dB + dT
δVB, (43)
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where ψ0 is the envelope function in absence of δV Tg (z) and δV Bg (z), and dT (dB) the
top (back) gate lever arms. Notice that in all our wafers the well width W ≪ dT (dB),
which ensures ⟨ψ0|z|ψ0⟩ ≪ dT (dB) since ψ0 is mostly confined in the well (if ψ0 is
symmetric with respect to the center of the well, i.e., in a symmetric wafer, ⟨ψ0|z|ψ0⟩
is always zero). Therefore we have
δET1 ≃ −e
dB
dB + dT
δVT , δEB1 ≃ −e
dT
dB + dT
δVB. (44)
The resulting change of carrier density δn can be straightforwardly written as
δn = −m
∗
πℏ2
(δET1 + δEB1 ) =
m∗
πℏ2
e
(
dB
dB + dT
δVT +
dT
dB + dT
δVB
)
. (45)
Note that this change of density is only considering the response to a change of gate
voltages and is neglecting the resulting change of the self-consistent Hartree potential.
When the self-consistent Hartree potential is also included, the resulting gate lever
arm is identical to the lever arm obtained in the plate capacitor model (see below)
and reproduces the experimentally measured density changes very well. On a contour
of constant density, the Hartree potential is essentially constant in the voltage range
considered here, and thus drops out. From equation 8, a constant density results for
δVT/dT = −δVB/dB. Furthermore, the change of electric field for constant density is
δEz =
δVT − δVB
dT + dB
=
δVT + δVT dBdT
dT + dB
= δVT
dT
dT + dB
dT + dB
= δVT
dT
= −δVB
dB
. (46)
Classical plate capacitor model Based on a simple plate capacitor model, a vari-
ation of top gate δVT and back gate δVB induces a change of carrier density δnT and
δnB, respectively,
δnT = ϵϵ0
e
δVT
dT
, δnB = ϵϵ0
e
δVB
dB
, (47)
which also agrees very well with the measured gate effect. To ensure a constant den-
sity when varying the top and back gates, i.e., δnT + δnB = 0, we obtain, δVT/dT =
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−δVB/dB, identical to the expression from the quantum mechanical description. Fur-
thermore, the change of average electric field on the left and right of the 2DEG plate
is δEz = 1/2(δVT/dT − δVB/dB). On a contour of constant density, this again becomes
δEz = δVT/dT = −δVB/dB, as before in the quantum description. For simplicity, we
use δEz = 1/2(VT/dT −VB/dB), i.e. using the actual applied gate voltages, rather than
only changes of voltages, as a practical choice of the origin of Ez, e.g. for Figure 5.1c
and Figure 5.3c.
Estimate of the error bars in the Rashba coupling due to the uncertainties
in input parameters The Rashba coupling strength α is more sensitive to the band
parameters, especially to the band offsets of the quantum well (see expression for α
above), than the Dresselhaus β1, which in our phenomenological description solely
depends on the well confinement via the wave function. Therefore, to extract a reliable
γ based on the condition α = β (locked α = β regime or absence of WAL), it is essential
to assess how sensitive the Rashba coupling is to the band parameters.
A sketch of the conduction and valence-band offsets for our GaAs/Al0.3Ga0.7As quan-
tum well is shown in Fig. 5.10, where the relevant bulk parameters are indicated. The
commonly accepted band gap in GaAs at low temperature is 1.519 eV [61, 155–158],
and the band gap in Al0.3Ga0.7As is 1.951 ± 0.006 eV [156]. The main offsets of a
GaAs/Al0.3Ga0.7A quantum well, δc (electrons) and δv (heavy and light holes), are
taken from literature with uncertainties of about 2% [156]. We obtain the split-off hole
offset δ∆ straightforwardly through the relation, δ∆ = δv +∆b −∆w with ∆w (∆b) the
split-off gap in the well (barrier), see Fig. 5.10 and Table 1. The split-off gap ∆b of the
barrier is obtained from linear interpolation of the GaAs and AlAs values [157]. From
the uncertainties in δv, ∆b and ∆w, one can evaluate the error bar of δ∆ [159].
Another crucial quantity determining the Rashba α is the Kane parameter P (see
eq. 1-3), usually expressed via the quantity EP = 2m0P 2/ℏ2 (see e.g. Ref. [157]), with
m0 the bare electron mass. We take EP for GaAs from the widely accepted values
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quoted by Hermann and Weisbuch [160] (see also [157]), who extracted this parameter
via a detailed fitting procedure involving both the effective mass and the g factor. In
their fitting, an error of effective mass and g factor less than 1% has been assumed.
As pointed out by Vurgaftman et al. in their classic review Ref. [157], other estimates
of EP with smaller errors seem to have internal inconsistencies. The band parameters
and Kane parameter EP used in the simulations and their corresponding errors are
summarized in Table 1.
δc
δv
δΔ
Δw
Δb
Eg Eb
Al0.3Ga0.7As
barrier
Al0.3Ga0.7As
barrier
GaAs
well
Figure 5.10: Schematic of the band offsets for GaAs/AlGaAs well. Eg (Eb)
and ∆w (∆b) are the fundamental band gap and the split-off gap in the well (barrier),
respectively. δi (i = c, v,∆) denote the corresponding band offsets: δc for conduction
band, δv for heavy hole (and light hole) , and δ∆ for split-off hole.
Table 1: Main relevant parameters for the Rashba coupling. The unit is in eV
∆b(AlAs) ∆w(GaAs) ∆b(Al0.3Ga0.7As)
Value 0.30a,e (0.28c) 0.341a–f (0.340h) 0.329c
Error 0.02 (6.7%) 0.001 (0.3%) 0.007 (2%)
δc δv δ∆ EP
Value 0.261b 0.171b 0.159f 28.9c,g
Error 0.003 (1.2%)b 0.003 (1.8%)b 0.01 (6.3%)f 0.9 (3.1%)c,g
aRef. [155], bRef. [156], cRef. [157],dRef. [158], eRef. [61], fRef. [159], gRef. [160], and
hRef. [161].
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With all these parameters and the corresponding errors at hand, we can now evaluate
the Rashba coefficient α and its uncertainty. The α coefficient for our 9.3 nm well as a
function of back gate is shown in Fig. 5.11, where we vary both the top and back gates
so that the curve follows a constant density, n = 4.5 · 1011 cm−2. The α plotted here
actually corresponds to the one shown in Fig. 5.1c (red solid curve). The error bar of
α for several values of the back gate is also shown in Fig. 5.11.
The resulting error of α is found to be ∼ 8%, with two dominating contributions, ∼ 4%
from the uncertainty of the band parameters and ∼ 3% from the Kane parameter P .
The remaining ∼ 1% error of α arises from the uncertainty of the measured carrier
density, the effective lever arms, and the resulting uncertainty of the doping efficiency
(ρeff/ρnom). This error analysis holds for all wafers used in this study. Note that to
determine γ (Fig. 5.2c), we use the error bars arising from experimental uncertainty
(1 − 2%) only, not taking into account the 13nm wafer data due to its significantly
larger error bar (using three data points from the 8, 9.3 and 11nm wafers in Fig. 5.2c).
We then add the larger systematic error, resulting in a total error on γ of about 9−10%
or ±1eVÅ3. We note that finally, the γ extracted from the 13 nm wafer is also consistent
with this γ-value.
5.6.4 Effective Spin-Orbit Magnetic Field
In the rotated coordinate system xˆ+||(110), xˆ−||(11¯0), and zˆ, the Rashba and linear
Dresselhaus terms for a 001-grown GaAs well becomes
H(1)SO = (α− β1)k−σ+ − (α + β1)k+σ−, (48)
while the cubic term
H(3)SO =
2β3
k2
(k2+ − k2−)(k−σ+ − k+σ−). (49)
It is convenient (e.g., for the D’Yakonov-Perel’ mechanism) to reexpress the spin-orbit
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Figure 5.11: Error bar on the calculated Rashba coefficient α. Rashba coupling
strength α as a function of VB on a contour of constant density n = 4.5 · 1011 cm−2 for
the 9.3 nm QW and corresponds to the α curve (the red solid curve) in Fig. 5.1c. The
error bar due to the uncertainty in input parameters for several values of back gate is
also shown. The error is about 8%.
Hamiltonian HSO in terms of an effective magnetic field Bint(k)
HSO = 12gµBBint(k) · σ, (50)
with g the electron g-factor in the QW, µB the Bohr magneton and,
Bint(k) = B(1)int(k) +B
(3)
int(k), (51)
and
B(1)int(k) =
2
gµB
kF [(α− β) sin(θ)xˆ+ − (α + β) cos(θ)xˆ−] , (52)
and
B(3)int(k) =
2
gµB
kF [β3 sin(3θ)xˆ+ − β3 cos(3θ)xˆ−] , (53)
where B(1)int(k) and B
(3)
int(k) are the first (cos(θ) = k+/k) and third (cos(3θ) = 4k3+/k3−
3k+/k) harmonics, respectively [103, 162], and θ denotes the angle between k and x+
axis. Note that here β = β1 − β3 implying that part of the cubic Dresselhaus term
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(H(3)SO) renormalizes the linear parameter β1 thus altering the condition for attaining
the regime of matched SO strength (or absence of WAL) from α = β1 to α = β. The
remaining part of the cubic term (third harmonic) breaks the spin symmetry and is
detrimental to the protection from relaxation.
5.6.5 Diffusive Spin-Orbit Time and Length
We determine the theoretical spin relaxation time τeff via the D’Yakonov-Perel’ (DP)
spin dephasing mechanism: as an electron performs a two-dimensional random walk in
real space due to momentum scattering, it precesses about the momentum-dependent
spin-orbit field Bint(k), whose direction is randomly changing as well, thus accruing
random precessional phases and spin dephasing after many scattering events in a time
τDP.
Let rxi =
∑N
j=1 δ
j
xi
be the xi component of the electron position vector on the (x−, x+)
plane after a total of N scattering events whose jth displacement along the correspond-
ing direction we denote by δjxi . As usual in random walks [163], ⟨rxi⟩t = 0 = ⟨δjxi⟩t
and its variance σ2xi = ⟨r2xi⟩t = N⟨(δjxi)2⟩t. Here ⟨...⟩t denotes a time average over the
survival probability P (t) = exp(−t/τp), with τp being the momentum scattering time.
Here, P (t) is the probability of surviving a time t without suffering a collision (mo-
mentum scattering). The individual mean square displacement ⟨(δjxi)2⟩t = ⟨(vxit)2⟩t is
independent of j and equals to ⟨(δjxi)2⟩t = v2F τ 2p , where we have used ⟨v2xi⟩t = v2F/2 and
⟨t2⟩t = 2τ 2p . Since N = τDP/τp, we find σ2xi = (τDP/τp)v2F τ 2p = τDPl2/τp = 2DτDP, where
l = vF τp is the electron mean free path and D = l2/2τp. We now define the spin dif-
fusion lengths along x− and x+ via λ2DP,− = σ2x− = 2DτDP and λ2DP,+ = σ2x+ = 2DτDP,
respectively. Since λDP,+ = λDP,− = λDP, the direction of the diffusion is isotropic and
the product λDP,−λDP,+ = λ2DP = 2DτDP gives the characteristic loop area A of a closed
trajectory. Thus we obtain λDP =
√
2DτDP for the conversion between spin relaxation
time and spin diffusion length. As already shown in the main text and methods, using
an Aharonov-Bohm phase of ∆φ = 1 from the flux through A, we can convert the
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experimental BSO to a SO length λSO =
√
ℏ/2eBSO, which we can further convert to a
SO time τSO = λ2SO/(2D).
For a degenerate 2DEG, the individual spin relaxation rates τDP,i, with i = +,−, z for
spins polarized along xˆ+, xˆ−, and zˆ, can be described by [164]
1
τDP,±
= 2τ1k
2
F
ℏ2
[
(α± β)2 + τ3
τ1
β23
]
, (54)
1
τDP,z
= 4τ1k
2
F
ℏ2
[
α2 + β2 + τ3
τ1
β23
]
. (55)
Here, τ1 is the transport scattering time τp and we assume τ1 ≥ τ3, where τ3 is the third
moment of the momentum relaxation time [164]. For dominant small angle scattering,
one obtains τ1 = 9τ3.
We remark that the ballistic spin precession length λ± and the spin diffusion length
defined by
√
2DτDP,± via the DP process are equivalent. The formulation of the bal-
listic λ± did not include third harmonic effects. Thus, when setting to zero the third
harmonic term and converting τDP,± to a length using
√
2DτDP,±, one obtains the bal-
listic λ± (up to a factor of order one). The diffusion constant D cancels here in the
conversion from time to length. Hence, the diffusive spin relaxation length and the
ballistic spin precession lengths are equivalent.
Note that equations 54 and 55 describe the relaxation of polarized spins, e.g. optically
excited spins. In contrast, there is a negligible spin polarization in our transport
experiment, therefore we define an effective τeff for a random spin, by taking the average
of the spin lifetimes
τeff =
1
3 (τDP,+ + τDP,− + τDP,z) . (56)
Note that we average the spin relaxation times here, not the spin relaxation rates. This
is because we have three independent, equally populated spin components that are each
relaxing through their own, separate channel, in contrast to a single spin species that
can relax through three different channels. Note that this also correctly results in a
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diverging τeff for α = ±β in case of negligible β3. With this at hand, an effective
diffusive SO length λeff =
√
2Dτeff can be defined, reading
λeff =
ℏ2√
6m⋆
√[
(α− β)2 + τ3
τ1
β23
]−1
+
[
(α + β)2 + τ3
τ1
β23
]−1
+ 12
[
α2 + β2 + τ3
τ1
β23
]−1
(57)
Equivalently, this average spin diffusion length can be defined from the variance σ¯2xi =
(σ2xi,sx− + σ
2
xi,sx+
+ σ2xi,sz)/3, i = +,−, obtained by averaging over the initial spin
directions. At α = ±β and small β3 (and/or τ3 ≪ τ1) the SO length λeff diverges, as
explained in the main text. We fit our data points using equation 57 and the ratio
τ3/τ1 as a free parameter, as shown in Figure 5.12. The resulting ratio τ3/τ1 ≲ 0.2
(0.4) for n = 6 · 1011 cm−2 (9 · 1011 cm−2) can be explained by small angle scattering,
originating from the long range potential of the remote donors.
4
6
8
1
2
4
6
8
10
2
4
l
 
[
m
m
]
-2 -1 0 1 2
a/b
    l
SO
 n  =  6
 n  =  6.5
 n  =  7
 n  =  9
 l
+
 l
-
L
j
11 nm QW
symmetrically doped
     l
eff
 n = 6
 n = 9
Figure 5.12: Theoretical and experimental SO lengths including symmetry
breaking. In contrast to the ballistic λ± (dotted red and blue), the diffusive λeff
(dashed black and green, fits to λSO data points) includes the symmetry breaking higher
harmonic term and does not diverge at α = ±β. The highest density n = 9 · 1011 cm−2
(green markers) shows the strongest symmetry breaking effect, where WAL remains
visible through α = ±β, thus allowing extraction of λSO < Lφ at α = β.
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6 Conclusion and Outlook
6.1 Hybrid 2DEGs
Motivated by the idea of combining and coupling InAs SAQDs to gate defined lat-
eral quantum dots on a single device, we investigated the influence of SAQDs on the
transport properties of a proximal 2DEG. A key role for the vast majority of quantum
transport experiments in 2DEGs is played by its quality. Scattering induced by the
Coulomb potential of the InAs SAQDs or even an extension of the 2DEG wave function
into the QD layer has previously led to low electron mobility in comparable hybrid het-
erostructures [109]. The systematically optimized and very controlled MBE-growth of
the inverted hybrid heterostructures studied in this work, results in 2DEGs exhibiting
a substantial gain in quality, with mobilities up to 800′000 cm2/(Vs).
Due to a gradient in SAQD density across the wafers and variations in the barrier
width between SAQDs and 2DEG, the scattering could be studied in different regimes.
Measurements clearly show, that a considerable reduction of the mobility is induced
by a proximal InAs wetting layer alone (in absence of SAQDs), but the potential of the
SAQDs adds additional scattering. The most critical parameter with regards to the
mobility (and therefore also the mean free path) is the tunnel barrier width. To reach
decent values for ballistic experiments (∼ 500′000 cm2/(Vs)) and at the same time
maintain electron tunneling between the systems, a tunnel barrier between 40 and
50nm seems a good choice, also with the perspective of the quantum optical interface
[25].
In spite of the mean free path being much larger than the QPC constriction, no conduc-
tance quantization was observed on the 45 nm tunnel barrier hybrid 2DEG, independent
of SAQD formation/density. Fluctuations in the potential either from InAs wetting
layer or Si-donors in the remote doping layer induce disorder and thus scattering in
the 1D channel. Further, electrostatic gating is suffering from hysteresis. Solving these
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problems on the material level is important in order to enable experiments with more
complex gate defined structures, such as lateral quantum dots. Ideas for improvement
include an increase of the 2DEG density by increasing the 2DEG depth or by adding
more Si to the δ-doping layer. Both approaches have drawbacks and limitations such
as the requirement of larger negative gate voltages for 2DEG depletion, reduced AFM
surface detection sensitivity and a possible increase of Si migration. Extending the set
back (distance between 2DEG and Si) on the other hand, reduces the remote donor
scattering and the Si migration but at the same time also the density.
On an experimental level, the excitation of a persistent photocurrent by LED illumi-
nation offers a more simple way to increase the number of electrons in the 2DEG.
In presence of surface gates however, this method may lead to increased gate leakage
and a non-uniform density distribution. Concerning the lack of quantization in the
QPC data of our experiments (Chapter 4), we cannot completely exclude a non-ideal
QPC geometry, e.g. a confinement potential with very low subband spacing. Here,
additional measurements including magnetic fields, different QPC geometries or alter-
native fabrication approaches like etch-defined constrictions could shed more light on
the topic.
From the point of view of fabrication, the precise positioning of nanostructures near
a SAQD has proven to be challenging but feasible. Choosing the right areal density
of SAQDs from a gradient induced by a wafer rotation stop during InAs growth even
allows to specifically select a single InAs QD. The localization precision of the optical
method of µ-PL with sub-µm resolution is excelled by the surface mapping method
using an AFM. This detection method however needs an ultra-clean surface, which
we achieved to maintain despite the well known resist residue problems of standard
nano-lithography methods.
Altogether, the improved quality of inverted hybrid 2DEG structures and the precise
alignment of lateral gate nanostructures indeed goes into the right direction. For the
implementation of a quantum optical interface, there are however additional fundamen-
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tal barriers to break down. One of them is certainly a sensitive probe, demonstrating
the tunnel coupling of single SAQDs to the 2DEG, which in a next step should happen
in a very controlled way. Also, for using such a coupled device as a photon source and
not only as a detector, one has to think about how to controllably feed holes into a
single SAQD to enable recombination processes.
6.2 Control of SOI
In our experiment, we achieve a remarkably high level of control of all the relevant
SO fields. The in-situ control using a top and a back gate allows broad tunability
of α, independent of the electron density in the QW. While the linear Dresselhaus
contribution can only be accessed via the quantum well width, we can tune the strength
of the cubic term by changing the density and hence also by an external electric field.
Using these degrees of freedom, we demonstrate a dynamically locking of the SO fields
at equal strength (α = β = β1 − β3) over a wide range of gate voltages for the first
time.
In this regime, the spin is expected to be immune against D’Yakonov-Perel’ spin relax-
ation, usually present in diffusive transport. Indeed, we observe a strongly enhanced
spin lifetime, which we extract from the width of the WAL. The experimental SO times
are in very good agreement with an effective spin relaxation time τeff , derived by sim-
ply averaging the highly anisotropic D’Yakonov-Perel’ spin relaxation times. Around
α ≈ β this effective SO time (and hence the effective SO length) coincides with the
longer ballistic SO time (and length) and diverges in absence of symmetry breaking by
the cubic Dresselhaus term. In spite of the quasi-ballistic behavior of spin relaxation
in otherwise diffusive transport, the conformity of two physically different quantities
comes rather surprising and is lacking a proper interpretation.
Although the quantum corrections to magnetoconductance prove to be a sensitive probe
of SOI, there are two aspects that need further attention in future experiments and
theory. First, the measurement sensitivity near α = β is limited by coherence. The
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rather broad transition from WAL to pure WL and back to WAL as a function of α can
possibly be sharpened by an increase in coherence. Experimentally, this is possible by
lowering the electron temperature and hence decreasing the electron-electron dephasing
rate 1/τee ∝ T 2 ln (1/T ) and quasi-elastic Nyquist scattering rate 1/τe−e ∝ T [151].
A reduction of other, T-independent intrinsic dephasing sources [165] needs further
study, possibly leading to improvements on the material side. Secondly, a closed-form
expression for the extraction of the SO parameters from magnetoconductance data is
lacking. It would allow a direct and independent access to the Rashba and Dresselhaus
coefficients and thus also answer open questions, like e.g. the role of the confinement
on γ, for which we find a single value (γ = 11.6±1 eVÅ3) for all QWs, in contradiction
to the dependence on QW width reported elsewhere [80].
With the demonstrated universal control of SO interaction we have access to the length
of the spin rotation as required for the implementation of the active area of a non-
ballistic spin FET (purple area in Fig. 1.2) while maintaining α = β and thus protection
from spin relaxation. For progress towards a technologically interesting spintronic
device, the focus now has also to be laid on spin injection and detection, which in GaAs
2DEGs is difficult to achieve. Additional to the possible technological applications, SO
coupling and its control are of great importance with respect to effects in quantum wires
or quantum dots. Preliminary results show, that lateral gating to a 1D confinement in
principle is possible on the QWs discussed in this work, paving the way for new such
experiments. The direct access to the relevant SO terms in open QDs for example could
enable a thorough study of the influence of the confinement potential or complement
previous work, such as experiments with in-plane magnetic field [166, 167]. Further,
the well defined anisotropy of the SO-induced spin splitting at α = ±β, with maximal
splitting along one crystal axis and absence of the SO field along the perpendicular
direction is an interesting situation. Electric-dipole induced spin resonance for example
is predicted to exhibit an enhanced spin susceptibility at α = β [67] and will depend
strongly on the direction of the ac E-field. In [100] GaAs 2DEGs, these axes are easy
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to identify because they coincide with the crystallographic cleaving axes.
More experiments are also triggered on the material side. A reduction of the (slow) ran-
dom telegraph noise and disorder in the potential affecting QPC measurements in our
current material [168] is preferable for measurements on laterally confined structures.
Further, applying our control and understanding of SOI to other 2DEGs (e.g. [011]
or [111] grown QWs, different materials,...) or even double QW structures, where the
subband fields combine to a crossed persistent spin helix pattern [169], new aspects
of spin relaxation and coherent spin control can be explored. On a more fundamental
level, SO coupling - and therefore also its control - plays a key role in topics such as
Majorana fermions, topological insulators and other effects, currently generating a lot
of interest among theorists and experimentalists.
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Appendices
Appendix A Material Overview
A.1 Hybrid Wafers
wafer sample tunnel barrier InAs growth mesa etch SAQD
name width [nm] temp. [◦C] depth [nm] density
D090626A Pinto 38 OT 45 518 305 no
D090626A Pinto 38 HD 45 518 460 high
D090626B Pinto 39 LD 30 518 465 no
D090626B Pinto 39 HD 30 518 470 high
D090626C Pinto 40 LD 15 517 470 no
D090626C Pinto 40 HD 15 517 455 high
D090719A Pinto 42 OT 45 534 295 no
D090719A Pinto 42 HD 45 534 305 high
D090719A Pinto 42 QPC 10-13 45 534 295 low
D090719A Pinto 42 QPC 20-23 45 534 305 low
D090719A Pinto 42 QPC 30-33 45 534 295 no
D090719A Pinto 42 QPC 40-43 45 534 305 no
D090719B Pinto 43 LD 15 533 300 no
D090719B Pinto 43 HD 15 533 300 high
D090918B Pinto 60 LD 60 533 290 no
D090918B Pinto 60 HD 60 533 295 high
This material was grown at the University of Regensburg in collaboration with Antonio
Badolato and the group of Werner Wegscheider.
A.2 Quantum Well Wafers
wafer sample quantum well doping density [×1011cm−2]
name width [nm] top bottom
120601C α=β01C_11_bg_LTB 11 28 -
120619A α=β19A_8 8 28 -
120619B α=β18B_9.3 9.3 28 -
120621A α=β21A_13 13 28 -
120630A α=β30A_11sym2 11 20 4
These wafers were designed and grown in collaboration with Shawn Mack and David
D. Awschalom at the University of California, Santa Barbara.
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Appendix B Optical Data
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Figure B.1: PL data of a low SAQD density sample of the D090719A (45 nm tunnel
barrier) wafer, as used for the single QD experiments in Chapter 4. The gate voltage
(abscissa) is applied to the large, transparent Ti/Au top gate, see photo of sample
on the right. Red lines correspond to electron-hole recombinations of single SAQDs,
emitting around 960nm.
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Appendix C Fabrication Details
C.1 Hybrid Wafers
Hall Bar Fabrication
• Clean Ga on the back of the wafer:
– rinse in IPA1 and blow off
– pre-bake at 120 ◦C for 5min, let the sample cool to room temperature (RT)
– spin photoresist ma-N 415 2 at 4000 rpm for 40 s, 4 s rise time
– bake at 93 ◦C for 90 s
– dip into HCl for 30 s, followed by DI3 H2O for 30 s, repeat until all the Ga
has gone (no bubbling, ∼ 5× or more)
– remove unexposed photoresist with developer ma-D 377XP2 for 5min in
ultrasound
– wash in DI for 5min and rinse in IPA, blow off
• Mesa etch:
– 3-solvent-clean: sonication in TCE4, acetone and methanol for 5min (each),
blow off
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– expose mesa pattern for 6 s (MJB4, channel II, hard contact 2 s)
– develop in ma-D 332S2 for ∼ 100 s, rinse in DI H2O for 10 s
– check under microscope and add development time if necessary
– measure resist height with α-stepper
– prepare an etch solution with ratio 1:8:240 H2SO4:H2O2:H2O
– measure etch rate by etching a test sample, etch rate ∼ 2− 3nm/s
– etch 460nm, rinse in DI H2O, check with α-stepper and etch more, if needed
– wash photoresist with remover mr-Rem 660 2 or NMP5 (3min ultrasound)
and rinse in IPA, blow off
– re-check with α-stepper
• Ohmic contacts:
1isopropyl alcohol
2from microresist technology GmbH, Germany
3de-ionized
4trichloroethylene
5N-methyl-2-pyrrolidone
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– 3-solvent-clean
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– align and expose Ohmic pattern for 6 s (MJB4, channel II, hard contact 2 s)
– develop in ma-D 377XP for ∼ 3− 5min, rinse in DI H2O for 10 s
– check under microscope for good undercut and add development time if
necessary
– oxygen plasma etch: 16%, 250mTorr, 30W for 40 s
– prepare evaporator
– dip into HCl for 3 s, rinse in DI H2O, glue onto evaporation plate with
PMMA glue and pump down evaporator, do this within a short period of
time (< 5min)
– evaporate Au/Ge/Au/Ge/Pt 120 nm/60nm/120 nm/60nm/85nm
– lift-off in warm (45 ◦C) remover mr-Rem 660 or NMP for 30− 60min, rinse
in IPA, blow off
– thermal annealing (old annealing oven AZ500 ):
step # T [◦C] time [s] type
1 100 60 1
2 100 60 3
3 100 60 1
4 370 120 2
5 500 60 2
6 100 60 3
• Top gate and bonding pads:
– 3-solvent-clean
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– align and expose gate pattern for 6 s (MJB4, channel II, hard contact 2 s)
– develop in ma-D 377XP6 for ∼ 3− 5min, rinse in DI H2O for 10 s
– check under microscope for good undercut and add development time if
necessary
– oxygen plasma etch: 16%, 250mTorr, 30W for 40 s
– evaporate Ti/Au 15nm/300 nm
– lift-off in warm (45 ◦C) remover mr-Rem 660 or NMP for 30− 60min, rinse
in IPA, blow off
6also from microresist technology GmbH, Germany
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QPC Sample Fabrication
• Clean Ga on the back of the wafer: same procedure as for the Hall bar
fabrication
• Alignment grid:
– 3-solvent-clean
– pre-bake at 120 ◦C for 1min, let the sample cool to RT
– spin 3:1 ZEP 520A7:anisole, at 4000 rpm for 40 s, 4 s rise time
– bake at 180 ◦C for 3min, let the sample cool to RT, add gold particles for
e-beam focusing
– write alignment grid with 20keV, 10µm aperture, working distance (WD)
11mm, 83µC/cm2 clearing dose (step size 8nm, dwell time 1.6µs)
– develop in 1:1 MIBK8:IPA for 60 s and then in 9:1 MIBK:IPA for 15 s
– flood expose sample for 15min on the mask aligner
– evaporate Ti/Au 5nm/20 nm
– lift-off in warm (45 ◦C) NMP for 10min, warm acetone for 30min, rinse in
RT acetone and IPA, blow off
• AFM SAQD mapping:
– record 2− 3 images of each grid quadrant 25× 25µm, with a marker cross
in every corner
– in each quadrant, choose one SAQD surface hill and assign coordinates with
respect to the grid
• Mesa etch: same procedure as for the Hall bar fabrication
• Ohmic contacts: same procedure as for the Hall bar fabrication
• QPC:
– 3-solvent-clean
– pre-bake at 120 ◦C for 1min, let the sample cool to RT
– spin PMMA9 at 4000 rpm for 40 s, 4 s rise time (∼ 120nm)
– bake at 180 ◦C for 7min, let the sample cool to RT, add gold particles for
e-beam focusing
– write QPC with 20keV, 10µm aperture, working distance (WD) 11mm,
100µC/cm2 clearing dose (step size 8nm, dwell time 1.9µs)
∗ dose factor for small (inner) gates: 2.0
∗ dose factor for larger (outer) gates: 1.6
7Zeon Corporation, Japan
8methyl isobutyl ketone
94% 950K in chlorobenzene
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– develop in 3:1 IPA:MIBK +1.3%MEK10 for 75 s and then IPA for 15 s
– evaporate Ti/Au 5nm/20 nm
– lift-off in warm (50 ◦C) acetone for 1 h, rinse in IPA, blow off
• Top gate and bonding pads: same procedure as for the Hall bar fabrication,
but
– no ultrasound
– layer thickness Ti/Au 10 nm/200nm
10methyl ethyl ketone
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C.2 Quantum Well Wafers
Hall Bar Fabrication
• Mesa etch:
– 3-solvent-clean
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– expose mesa pattern for 4.5 s (MJB4, channel II, soft contact)
– develop in ma-D 332S for ∼ 100 s, rinse in DI H2O for 10 s
– check under microscope and add development time if necessary
– measure resist height with α-stepper
– prepare an etch solution with ratio 1:8:240 H2SO4:H2O2:H2O
– measure etch rate by etching a test sample, etch rate ∼ 2− 3nm/s
– etch 100nm, rinse in DI H2O, check with α-stepper and etch more, if needed
– wash photoresist with remover mr-Rem 660 (3min ultrasound) and rinse in
IPA
– re-check with α-stepper
• Ohmic contacts:
– 3-solvent-clean
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– align and expose Ohmic pattern for 4.5 s (MJB4, channel II, soft contact)
– develop in ma-D 377XP for ∼ 3− 5min, rinse in DI H2O for 10 s
– check under microscope for good undercut and add development time if
necessary
– oxygen plasma etch: 16%, 250mTorr, 30W for 40 s
– prepare evaporator
– dip into HCl for 3 s, rinse in DI H2O, glue onto evaporation plate with
PMMA glue and pump down evaporator, do this within a short period of
time (< 5min)
– evaporate AuGe/Pt 100 nm/30nm (thermal/e-beam, AuGe (eutectic): ∼
1.3 g/100 nm)
– lift-off in warm (45 ◦C) remover mr-Rem 660 for 30− 60min, rinse in IPA,
blow off
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– thermal annealing (old annealing oven AZ500 ):
step # T [◦C] time [s] type
1 100 60 1
2 100 60 3
3 100 60 1
4 370 120 2
5 460 60 2
6 100 60 3
• Top gate and bonding pads:
– 3-solvent-clean
– pre-bake at 120 ◦C for 5min, let the sample cool to RT
– spin photoresist ma-N 415 at 6000 rpm for 40 s, 6 s rise time (∼ 1.3µm)
– bake at 93 ◦C for 90 s, let the sample cool to RT
– align and expose gate pattern for 4.5 s (MJB4, channel II, soft contact)
– develop in ma-D 377XP for ∼ 3− 5min, rinse in DI H2O for 10 s
– check under microscope for good undercut and add development time if
necessary
– oxygen plasma etch: 16%, 250mTorr, 30W for 40 s
– evaporate Ti/Au 5nm/100 nm
– lift-off in warm (45 ◦C) remover mr-Rem 660 for 30− 60min, rinse in IPA,
blow off
– use silver paint to glue to chip carrier
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1.1 Quantum optical interface. Schematic of a hybrid heterostructure,
consisting of a 2DEG (purple) and an optically active InAs self-
assembled QD (red), as proposed in Ref. [25]. By applying a voltage VG
on the top gate nanostructure (yellow), a gate-defined QD is formed in
the 2DEG, in close proximity to the SAQD. The two QDs are coupled
via electron tunneling, as indicated by black arrows. The SAQDs are
optically addressable (red arrows), while gate defined QDs allow for fast
electrical spin manipulation and are coupled to the surrounding 2DEG
(purple arrows). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 The Datta-Das spin transistor [28]. By applying a gate voltage VG
on the top gate (yellow) the precession of the spins in the 2DEG (pur-
ple) can be controlled by an electric field via spin-orbit coupling. Polar-
ized spins are injected at a ferromagnetic source (left brown) contact.
The red arrow indicates the ferromagnetic polarization. Depending on
their relative orientation, spins are detected at the drain contact (right
brown) and the transistor is in an on-state (parallel, upper) or off -state
(antiparallel, lower). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Different types of GaAs/AlGaAs 2DEGs. (a) Typical 2DEG
structure with (from top) GaAs capping layer, AlGaAs blocking barrier,
Si δ-doping (dashed blue line), tunneling barrier and GaAs substrate.
The 2DEG forms in the triangular well at the GaAs/AlGaAs interface
due to conduction band bending (diagram on the right), with subbands
(green) filled up to Fermi energy EF (red dashed line). (b) For inverted
2DEGs, donors are placed below the 2DEG. (c) The square potential of
a QW has two (finite) band offset walls as boundaries. . . . . . . . . . 8
2.2 Stranski-Krastanov growth of InAs SAQDs. (a) In and As atoms
(orange) are adsorbed on the GaAs crystal surface (gray lattice) during
MBE growth. (b) InAs monolayers adopt the crystal lattice of GaAs
up to a critical thickness dC . Due to a lattice mismatch, strain builds
up (see zoom-in, wiggly lines). (c) InAs continues to grow and forms
islands to release strain. . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Photoluminescence (PL) spectroscopy. In standard PL spec-
troscopy, an electron hole pair exciton is created by a laser with photon
energy larger than the material band gap. The electron/hole relaxes
into a conduction band (CB) minimum/valence band (VB) maximum
in the SAQD. The small step on the right side of the QD potential
represents the InAs wetting layer. The exciton finally recombines by
emitting a photon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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2.4 Quantum point contact. (a) Schematic picture of a QPC device.
By applying a gate voltage Vg to the split gates (yellow) the 2DEG
(purple) below the gates is depleted (gray area) and a channel of width
W and length L forms. (b) The QPC conductance decreases in well
defined quantized steps (2e2/h) as a function of increasing negative gate
voltage Vg. (c) The energy dispersion of a 1D waveguide shows discrete
equidistant modes and is parabolic. (d) A good approximation for the
potential landscape in a QPC is a saddle point potential. . . . . . . . . 17
2.5 Schematic sketch of bulk GaAs band structure around the band
gap minimum E0. Conduction band (CB) and valence band (VB)
dispersion are parabolic, with curvature ∝ 1/m∗i , the corresponding ef-
fective mass of band i. The valence band is split into heavy hole (hh),
light hole (hh) and split-off (so) band. . . . . . . . . . . . . . . . . . . . 21
2.6 Zero-field splitting. (a) Degenerate energy dispersion in centrosym-
metric crystals. (b) Dispersion relation splits into two branches, if spa-
tial symmetry is broken. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7 Rashba SO energy splitting and effective field. (a) Rashba in-
duced splitting of the energy dispersion relation. Cutting the energy
parabolas (paraboloids in 2D) at a fixed value, reveals two concentric
circles (red) in the 2D-plane for each of the two (antiparallel) eigenstates
(indicated by gray arrows). (b) Effective B-fieldBRint (blue) as a function
of k. The red circle indicates the possible wave vectors of the electrons,
using k2x+k2y = k2F . If the energy splitting due to SOI is small compared
to EF = ℏ2k2F/(2m∗), this is a good approximation. . . . . . . . . . . . 24
2.8 Effective Dresselhaus fields in k-space. (a) The vector of the
linear effective Dresselhaus field rotates by 2π, when going around the
kF circle (red). (b) The total cubic B-field is always perpendicular to k
(comparable to Rashba field), but its strength changes with k. (c) The
first harmonic of the cubic term has the same angular symmetry as the
linear term in a, but opposite sign, while the third harmonic field in (d)
rotates by 6π on the kF circle. . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 Interplay of SIA and BIA effective SO fields in k-space. (a)
The geometry of the Rashba field in absence of Dresselhaus contribution
(β = 0) is always perpendicular to k. (b) The direction of the pure
Dresselhaus field (α = 0) changes from parallel to perpendicular as a
function of k. (c) Adding up the two fields from b and c with equal
strength (α = β) results in an uniaxial B-field Bint. . . . . . . . . . . . 29
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2.10 SO spin relaxation mechanisms. (a) Elliott-Yafet mechanism: elec-
tron spin relaxation may occur as spin-flips process at scattering events
due to mixing of spin up and down states (no pure eigenstates in pres-
ence of SO, described by Elliott) or in the E-field of charged impurities
(Yafet). Red (spin up) and blue (spin down) lines indicate absence of
spin relaxation between the scattering events. (b) D’Yakonov-Perel’
mechanism: randomly fluctuating effective (internal) SO field Bint (or-
ange arrows) as a function of wave vector ki. Here, the precession axis
changes after every scattering process, leading to motional narrowing. . 32
2.11 Weak localization (WL). (a) In a spin-less system, a constructive
interference of two backscattered electrons leads to a increased proba-
bility of backscattering, as electrons traveling same path but in opposite
direction (red and blue path) pick up the same phase. (b) Applying a
magnetic field BZ perpendicular to the 2DEG plane adds an Aharonov-
Bohm phase and destroys the constructive nature of the effect. Thus,
the signature of WL is a (local) minimum in magnetoconductance at
BZ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.12 Weak antilocalization (WAL). (a) The spin precession (e.g. in a ran-
dom effective SO-field B(k)) of two coherently backscattered electrons
around the same path but in opposite direction (red and blue) results in
destructive interference, because of non-commutativity of the rotations
Ri. (b) Due to this spin interference, the magnetoconductance has a
local maximum at BZ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.13 Quantum interference at α = β. The total spin precession of a sim-
ple, closed trajectory is 0 for equal strength of Rashba and Dresselhaus
SOI. Starting at the left top, the spin of an electron moving along xˆ+
precesses by a rotation R1. No precession occurs between the following
scattering event (R2 = 1) and the first rotation is undone upon moving
in −xˆ+ direction (R3 = R1−1). With no precession on the last sec-
tion (R4 = R2−1 = 1), the spin returns unrotated. This is also true
for the time-reversed path and coherently backscattered electrons with
arbitrary path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Growth profile and corresponding conduction band energy of
the hybrid wafer. Tunnel barrier width x between InAs SAQDs and
inverted 2DEG is varied between 15 and 60 nm. Electrons are allowed to
tunnel from the 2DEG (red line indicates first subband) and the SAQD.
By applying a top gate voltage, the QD energy levels (not shown) can
be aligned with Fermi energy EF . Conduction band is calculated self-
consistently [124]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Sample design and AFM measurements. (a) Optical image of a
test chip. The same Hall bar design is used in the experiments. (b)-(d)
AFM images of the wafer surface: area with (b) no, (c) few and (d)
many SAQDs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
List of Figures 135
3.3 Electron mobility as functions of tunnel barrier width for two
different growth temperature profiles. The pyrometer temperature dur-
ing InAs deposition was T ≈ 517 ◦C for the wafers in the upper panel and
T ≈ 534 ◦C for the samples shown in the lower panel. For each wafer, we
compare devices without SAQDs (empty markers) to high SAQD den-
sity devices (solid markers). A small tunnel barrier width x reduces the
mobility significantly, even in absence of SAQDs (only wetting layer).
Scattering decreases for increased tunnel barrier width. SAQDs lead
to an additional reduction of mobility. The temperature during SAQD
growth affects the quality of the 2DEG only weakly. Lines are guide to
the eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Quantum Hall effect and Shubnikov-de Haas oscillations.
Transversal (red, left axis) and longitudinal (blue, right axis) resistance
as a function of the applied perpendicular magnetic field B⊥. Density
extracted from Hall slope (black dashed line) and Shubnikov-de Haas
oscillation frequency are in agreement. The minimum in RXX go to
zero for high B⊥ and no beating pattern is visible, therefore parallel
conduction channels are excluded. . . . . . . . . . . . . . . . . . . . . . 49
3.5 Density and mobility of the 45nm tunnel barrier devices (a) in pres-
ence and (b) in absence of SAQDs as a function of top gate voltage Vg.
From the linear fit (black dashed line), the 2DEG depth is calculated. . 51
4.1 Sample fabrication steps. (a) The localization and alignment grid
(SEM image) is the first fabrication step. (b) The grid area is mapped
by AFM to determine the precise location of InAs SAQDs (elongated
shape in blue circle) with respect to the grid markers (upper right). (c)
Optical image of the mesa etch and Ohmic contacts of the Hall bar design
added after the AFM mapping, using UV lithography. Four individual
grids (gray square indicates one grid, as shown in a) are placed on one
Hall bar device. (d) One QPC device with 3 gates each was added per
grid (see also f). Exact alignment is achieved using e-beam lithography.
(e) Photogates connect the QPC gates with the bonding pads. On the
rightmost segment of the Hall bar a larger top gate is added, used for
C-V spectroscopy. (f) Detail of one of the QPC devices. Inset: SEM
micrograph showing the two split gates and a third top gate to tune the
potential of the SAQD (below the gate). . . . . . . . . . . . . . . . . . 55
4.2 QPC device designs. (a) Design A (SEM image, false colors) with
split gates (V1, V2) and third dot gate (V3). The third gate is aligned
to be centered on the SAQD surface structure, as indicated (dotted
white/red ellipse). Note, that here we display the ideal case. The SAQD
is not visible in the SEM. AC voltage bias is applied and current is
measured using two Ohmic contacts (yellow squares). Alternatively, a
4-probe current bias measurement can be used to determine the QPC
conductance. (b) In design B, the SAQD/third gate is in the center of
the QPC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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4.3 QPC channel formation. (a) Conductance of a QPC of design A
and width W = 1µm as a function of split gate voltage V1, V2 (left)
and V2, V3 (right), being swept simultaneously. Around V1,2 = −800mV
the 2DEG is depleted and the current only passes through the modes
of the QPC. The conductance shows no clear quantization and there is
a hysteresis between up (green, blue) and down (purple, red) traces (as
indicated by arrows). The QPC forming between the lower gate and the
dot gate (right) closes at less negative voltages, compared to the split
gate (left). (b) Design B QPC channel formation as a function of split
gates (V1 and V2, left) and quantum dot gate (V2 and V3, right). The
hysteresis is less pronounced and small features are more reproducible
(left inset, dashed lines show 2nd trace), but also no clear quantization
steps form (see insets for zoom-in). . . . . . . . . . . . . . . . . . . . . 60
4.4 Lateral shift of the QPC. False color plot of the QPC conductance g
(design A, 1µm) as a function of the two gates (V1 and V2). Contour plot
lines indicate constant conductance (see label for value). To move on a
contour line, a more negative voltage V1 must be compensated by a less
negative voltage V2. Lines of constant conductance are not well defined
and quantization is not visible for any configuration of gate voltage. . . 61
4.5 Influence of the QD gate and reference data. (a) QPC conduc-
tance g as a function of V1 and V2 with local variation of the density,
using the third (QD) gate (V3 = −1200mV). Lines of slightly increased
conductance are visible around V2 ∼ −1200mV (black arrow). A weak
pattern of parallel stripes is identifiable in the 2D plot, as indicated by
the red dashed lines. (b) For V3 = −1750mV, the QPC pinch-off voltage
is shifted to less negative values in V1 and V2. More lines appear, but the
position is only weakly affected by V3 (black arrow). Resonant features
appear near g = 0. White arrows indicate jumps. (c) Conductance
measurement for the lateral shift of the (smaller) QPC between lower
split gate and QD gate (V1 = −2000mV). Large number of resonance
lines visible. (d) Very similar conductance features are measured on a
reference QPC (same geometry, no SAQDs detected with AFM). Here
V2 = 0 (upper QPC gate). All data taken in absence of a magnetic field
B = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.6 C-V spectroscopy curve. Capacitance between top gate and 2DEG
as a function of the applied dc voltage VCV. The steep drop is attributed
to the 2DEG with a hysteresis between down (blue) and up (red) sweep
direction. An indication for the presence of SAQDs could be the step-like
smaller feature (see also inset), but does not show any orbital charac-
teristics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
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5.1 Weak localization (WL) as an α = β detector; gate-control of
Rashba α at constant density. (a)Measured charge density n (color)
versus top gate voltage VT and back gate voltage VB (9.3 nm QW). Con-
tours of constant density 3.5 − 7.5 · 1011 cm−2 are shown. Inset: opti-
cal micrograph of typical Hall bar, with contacts (yellow), gate (cen-
ter) and mesa (black lines). (b) Normalized longitudinal conductivity
∆σ/σ0 = (σ(BZ)− σ(0))/σ(0) versus BZ⊥ 2DEG. Curves for gate con-
figurations 1 − 7 along constant n = 4.5 · 1011 cm−2 are shown (offset
vertically), also labeled in panels a and c. (c) Simulated Rashba α and
Dresselhaus β coefficients (see text) against gate-induced field change
δEZ , shown for constant n = 4.5 · 1011 cm−2. The δEZ axis – decreasing
from left to right – corresponds exactly to the VB abscissa of panel a for
a covarying VT such that n = 4.5 · 1011 cm−2 constant. Sketches of the
QW potential at 1, 4 and 6 illustrate the change of α with δEZ . Note
that α(δEZ = 0) ̸= 0 since the external E-field (see Chapter 5.6) is not
zero at δEZ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Tuning and locking α = β. (a) The markers indicate α ≈ β for four
different QW widths (asymmetric doping) and various densities (gray
contours of constant n, labeled in units of 1011 cm−2) in the VT and
VB plane. Error bars result from the finite number of MC traces in
the (VB, VT )-space. Theory fits (solid lines) are shown for each QW,
with γ as the only fit parameter (inset table, error bars dominated by
systematic error, see below). The dashed blue line indicates the slope
of constant α = β1, neglecting β3, which is inconsistent with the data.
(b) Simulation of locked α = β versus density n along solid blue line
from a, showing the various SO contributions (see text). (c) Values
of γ from fits for each well width W . Red dahed line is the average
γ = 11.6 ± 1 eVA˚3 (excluding the 13 nm well due to its larger error),
gray the ∼ 9% error, stemming mostly from the systematic uncertainty
in the input parameters of the simulations (see Chapter 5.5). (d) ⟨k2z⟩
as a function of QW width W for realistic (markers) and infinite (blue)
potential. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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5.3 The Dresselhaus and the cubic regime. (a) Locked regime α ≈ β
(black/gray symbols) and Dresselhaus regime α ≈ 0 (red symbols) from
the broadest WAL minima (maximal BSO) in the VT and VB plane for
a more symmetrically doped 11 nm QW. The solid black line displays
the α = β simulation, while the dashed red line marks the simulated
α = 0 contour. Open black markers (leftmost VB) are entering the non-
linear gate regime, causing a slight deviation from theory, which assumes
linear gate action. The rightmost VB points (gray) are obtained from the
minimal BSO in presence of WAL. (b)MC sequences at n = 6·1011 cm−2
(upper panel) and n = 9 · 1011 cm−2 (lower panel), shifted vertically for
clarity. Each brown/blue marker in a corresponds to a trace in b, as
labeled by numerals/letters. BSO is indicated as a guide for the eye
by black dashed curves for negative BZ . upper panel BSO increases
and peaks (indicating α = 0) before decreasing again. lower panel
broken spin symmetry regime: WAL is no longer suppressed here due
to symmetry breaking from the cubic term at large n. Still, α ≈ β can
be identified with the narrowest WAL peak. (c) Simulation of α and β
along n = 6 ·1011 cm−2. α traverses both β (black arrow) and for smaller
δEZ also zero (red arrow). . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4 Experimental and theoretical SO-lengths and SO-times. Ex-
perimental λSO =
√
ℏ/2eBSO (markers, densities as labeled, in units of
1011 cm−2) as a function of the dimensionless ratio α/β (from SO simula-
tion). The ballistic λ± (blue/red dashes) and effective λeff (black dashed
curve) are only weakly n-dependent (small β3) when plotted against α/β.
Thus, curves for only one density (n = 6 · 1011 cm−2) are shown. The
experimental uncertainty on λSO is captured by the spread given by the
three slightly different densities. The coherence length Lφ ≈ 7µm is
added for illustration (obtained from WL curves), setting the visibility
of SO effects in MC and thus the width of the WAL-WL-WAL transi-
tion. Inset: experimental spin relaxation time τSO = λ2SO/(2D) (circles)
as a function of α/β for two densities as indicated. Theory curves τeff
(dashed) now include the symmetry breaking third harmonic term, pre-
venting divergence at α/β = 1, while λeff (main panel) does not. . . . . 76
5.5 Quantum well wafer profiles. MBE growth profiles of the asym-
metrically (left) and more symmetrically (right) doped QW wafers. The
GaAs QW widthW is 8, 9.3, 11 and 13 nm for the asymmetric and 11 nm
for the symmetric QW, respectively. . . . . . . . . . . . . . . . . . . . . 81
5.6 Density and mobility map of 9.3 nm QW. Charge carrier density
n (a) and mobility µ (b) as a function of top gate voltage VT and back
gate voltage VB. Contour lines are labeled in units of 1011 cm−2 (a) and
m2/(Vs) (b), respectively. The lower left corner was omitted due to a
general lack of WAL at low n. . . . . . . . . . . . . . . . . . . . . . . . 82
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5.7 Temperature dependence of WAL. Magnetoconductance for a spe-
cific gate configuration (9.3nm QW, n = 4.5 ·1011 cm−2, VT = −146mV,
VB = 1V) showing clear WAL signature at T = 300mK (green). The
WAL maximum at BZ = 0 weakens for T = 650mK (olive), and essen-
tially disappears at T = 1200mK (red). The position of the MC minima
(defined as BSO) appears to be not affected by temperature (dashed ver-
tical line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.8 Temperature dependence of WAL-WL-WAL transition of the
more symmetrically doped 11 nm QW, shown for base temperature (left
panel), 500mK (middle panel) and 1K (right panel) for various (VT , VB)
configurations (color coded) at constant density n = 6 · 1011 cm−2. The
curves are shifted vertically for clarity. Upon increasing T , WAL weak-
ens and finally disappears on both sides of the low-T symmetry point
(see e.g. green and dark brown curve), resulting in a widening of the
transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.9 Self-consistent potential Vsc and the corresponding wave func-
tion Ψ for our GaAs/Al0.3Ga0.7As 9.3nm quantum well with the top
gate VT = 75mV and back gate VB = −500mV. The QW band off-
set potential Vw, the electron Hartree potential Ve and the gate plus
doping potential Vg+d are also shown. The first subband energy level is
E1 = −776.0meV (indicated by solid green line inside QW), i.e. 16.4meV
below the Fermi energy (not shown), which is pinned at −759.6meV
(i.e., the mid gap energy in bulk GaAs). The resulting carrier density is
n = 4.5 · 1011cm−2. Note that the origin of the abscissa is in the center
of the well and the wafer surface is located slightly farther away than
specified in the growth profile (see also Fig. 5.5) due to the lever arm
measured in the experiment. . . . . . . . . . . . . . . . . . . . . . . . . 86
5.10 Schematic of the band offsets for GaAs/AlGaAs well. Eg (Eb)
and ∆w (∆b) are the fundamental band gap and the split-off gap in the
well (barrier), respectively. δi (i = c, v,∆) denote the corresponding
band offsets: δc for conduction band, δv for heavy hole (and light hole)
, and δ∆ for split-off hole. . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.11 Error bar on the calculated Rashba coefficient α. Rashba cou-
pling strength α as a function of VB on a contour of constant density
n = 4.5 · 1011 cm−2 for the 9.3 nm QW and corresponds to the α curve
(the red solid curve) in Fig. 5.1c. The error bar due to the uncertainty
in input parameters for several values of back gate is also shown. The
error is about 8%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.12 Theoretical and experimental SO lengths including symmetry
breaking. In contrast to the ballistic λ± (dotted red and blue), the
diffusive λeff (dashed black and green, fits to λSO data points) includes
the symmetry breaking higher harmonic term and does not diverge at
α = ±β. The highest density n = 9·1011 cm−2 (green markers) shows the
strongest symmetry breaking effect, where WAL remains visible through
α = ±β, thus allowing extraction of λSO < Lφ at α = β. . . . . . . . . 97
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B.1 PL data of a low SAQD density sample of the D090719A (45 nm tunnel
barrier) wafer, as used for the single QD experiments in Chapter 4. The
gate voltage (abscissa) is applied to the large, transparent Ti/Au top
gate, see photo of sample on the right. Red lines correspond to electron-
hole recombinations of single SAQDs, emitting around 960nm. . . . . . 106
