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We present a lattice QCD calculation of the double-virtual neutral pion transition form factor,
with the goal to cover the kinematic range relevant to hadronic light-by-light scattering in the muon
g − 2. Several improvements have been made compared to our previous work. First, we take into
account the effects of the strange quark by using the Nf = 2 + 1 CLS gauge ensembles. Second, we
have implemented the on-shell O(a)-improvement of the vector current to reduce the discretization
effects associated with Wilson quarks. Finally, in order to have access to a wider range of photon
virtualities, we have computed the transition form factor in a moving frame as well as in the pion
rest frame. After extrapolating the form factor to the continuum and to physical quark masses, we
compare our results with phenomenology. We extract the normalization of the form factor with a
precision of 3.5% and confirm within our uncertainty previous somewhat conflicting estimates for
a low-energy constant that appears in chiral perturbation theory for the decay pi0 → γγ at NLO.
With additional input from experiment and theory, we reproduce recent estimates for the decay
width Γ(pi0 → γγ). We also study the asymptotic large-Q2 behavior of the transition form factor in
the double-virtual case. Finally, we provide as our main result a more precise model-independent
lattice estimate of the pion-pole contribution to hadronic light-by-light scattering in the muon g−2:
aHLbL;pi
0
µ = (59.7± 3.6)× 10−11. Using in addition the normalization of the form factor obtained by
the PrimEx experiment, we get the lattice and data-driven estimate aHLbL;pi
0
µ = (62.3±2.3)×10−11.
I. INTRODUCTION
There is a long-standing discrepancy between the Standard Model estimate of the muon anomalous
magnetic moment and its experimental determination [1]. Two new experiments, E989 at Fermilab [2] and
E34 at J-PARC [3], plan to reduce the experimental error by a factor of 4 in the near future. The theory
error is completely dominated by hadronic contributions: the hadronic vacuum polarization (HVP), which
enters at order α2e in the fine-structure constant αe, and the hadronic light-by-light (HLbL) scattering at
order α3e . The former is usually obtained using dispersive methods which rely on the e
+e− → hadrons
cross sections, accessible from experiments [4, 5]. Thus, a more accurate determination essentially relies
on the availability of precise measurements. Lattice QCD is also a promising tool, and has made a lot of
progress in recent years. Even if not yet competitive with the dispersive approach, it became a mature
field where most sources of systematic uncertainties have now been addressed, see e.g. Ref. [6] for a
recent review. As for the HLbL contribution, the situation is less favorable. Until recently, all estimates
for the HLbL contribution were based on model calculations, leading to the Glasgow consensus [7] (see
also [8]), for which errors are difficult to estimate. The single largest contribution to aHLbLµ is given
by the pion-pole contribution [9] with a prescription for its evaluation that has been confirmed in the
recently proposed dispersive approaches to HLbL [10, 11]. Its determination relies on the knowledge of
the neutral pion transition form factor (TFF). Two groups have also started the direct calculation of the
HLbL scattering contribution, from first principles, using lattice QCD [12–17]. In the Mainz approach,
the calculation involves the convolution of a QED kernel function, computed semianalytically in infinite,
continuous coordinate space, and a QCD four-point correlation function, computed on the lattice. The
long-distance contribution is expected to be dominated by the pion-pole contribution. However, this
region suffers from large statistical errors and is also more affected by finite-size effects. The TFF is
therefore a key ingredient to first reduce the statistical error by constraining the tail of the integrand at
large distances and, second, to estimate and correct for the dominant finite-size effects due to pions.
The TFF is also interesting from a theoretical point of view. First, in the low energy region, it is
directly related to the Adler-Bell-Jackiw (ABJ) chiral anomaly [18, 19]. Secondly, for large virtualities,
the asymptotic behavior of the TFF is predicted by the Brodsky-Lepage analysis and the operator product
expansion (OPE) in the single- and double-virtual case respectively [20–22]. Testing these predictions is
a remarkable test of QCD over a large range of length scales.
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2The normalization of the TFF has been measured by the PrimEx experiment with a precision of
1.4 % [23] and this error should be reduced by a factor of 2 by the PrimeEx-II experiment [24, 25].
At finite virtualities, experimental data are only available in the single-virtual case and for rather large
virtualities above 0.6 GeV2 [26] but the BESIII experiment plans to have data in the region 0.3 - 3 GeV2,
relevant for the muon g − 2, in the near future [27]. Finally, no experimental data exist to date in the
regime of two virtual photons.
In our previous work [28], we have shown that lattice QCD can provide a precise estimate of the TFF
in the full spacelike region relevant for the pion-pole contribution to the muon (g − 2). This work is
an update of our previous lattice calculation of the neutral pion TFF [28], and includes several major
improvements. First, it is based on gauge configurations with Nf = 2 + 1 dynamical flavors, which have
been generated as part of the CLS initiative. Second, on-shell O(a)-improvement of correlation functions
has been implemented to reduce discretization effects when approaching the continuum limit. Finally, in
addition to the pion rest frame, a new frame where the pion carries one unit of momentum, typically in
the range of 300 to 400 MeV, is considered. This allows us to probe larger photon virtualities, especially
in the single-virtual case, where virtualities as high as 1.5 GeV2 are now available. In all cases, we probe a
much wider range of virtualities than in our previous study and have increased statistics significantly. We
also address many sources of systematic errors, including finite-size effects, hypercubic lattice artifacts
due to the broken rotational invariance down to the isometry group H(3) on the lattice and disconnected
contributions.
As a benchmark of our calculation, we reproduce the anomaly constraint in the continuum and at the
physical pion mass with a precision of 3.5%. From the pion mass dependence of the normalization of the
form factor we extract the corresponding low-energy constant (LEC) appearing in the chiral Lagrangian
needed for the next-to-leading order (NLO) calculation of the decay pi0 → γγ in chiral perturbation
theory. We confirm previous estimates of this and a related LEC and obtain with additional input from
theory and experiment the value Γ(pi0 → γγ) = 8.07(10) eV in perfect agreement with recent results in the
literature [29]. The improvements of our lattice calculation allow for a model-independent determination
of the pion-pole contribution to hadronic light-by-light scattering in the muon (g − 2), expected to
be numerically dominant, along with the η and η′ pseudoscalar mesons. Our final lattice result reads
aHLbL;pi
0
µ = (59.7 ± 3.6) × 10−11 which corresponds to a precision of 6%. With the normalization of the
form factor obtained from the measurement of the decay width pi0 → γγ by the PrimEx experiment, we
get the lattice and data-driven estimate aHLbL;pi
0
µ = (62.3± 2.3)× 10−11 with a precision of 4%.
This paper is organized as follows. In Sec. II, we describe our methodology to extract the pion TFF.
In particular, we explain how O(a)-improvement is implemented. In Sec. III, we present our results,
extrapolated to the physical point, and discuss potential sources of systematic errors. Then, in Sec. IV,
after comparing our data with various phenomenological models, we use our result to compute relevant
phenomenological quantities, including the pion decay pi0 → γγ and the pion-pole contribution in the
hadronic light-by-light scattering contribution to the muon (g−2). We conclude in Sec. V with a summary
of our work and present some possible improvements for future calculations.
II. METHODOLOGY
A. Extraction of the transition form factor
In this section, we use the same notations as in Ref. [28] and recall only the main equations. In
Minkowski spacetime, the TFF describing the interaction between a neutral pion with momentum p and
two off-shell photons with momenta q1 and q2 is defined via the following matrix element,
Mµν(p, q1) = i
∫
d4x eiq1·x 〈Ω|T{Jµ(x)Jν(0)}|pi0(p)〉 = µναβ qα1 qβ2 Fpi0γ∗γ∗(q21 , q22) , (1)
where Jµ is the hadronic component of the electromagnetic current, p = q1 + q2 and µναβ is the fully
antisymmetric tensor with1 0123 = 1. In Euclidean spacetime, the TFF is obtained after analytical
continuation. The latter is valid for q21,2 < s0, with s0 the threshold for hadron production in the vector
channel [30, 31]2, and reads
Mµν = (i
n0)MEµν , M
E
µν ≡ −
∫
dτ eω1τ
∫
d3z e−i~q1~z 〈0|T
{
Jµ(~z, τ)Jν(~0, 0)
}
|pi(p)〉 , (2)
where n0 denotes the number of temporal indices carried by the two vector currents, ω1 is a real free
parameter such that q1 = (ω1, ~q1) and the superscript E stands for Euclidean. It is convenient to write
1 Latin indices run from 1 to 3 and Greek indices run from 0 to 3
2 In the isovector case, the threshold s0 is given by 4m2pi or the square ρ meson mass, depending on how light the quarks
are.
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Figure 1: Kinematic reach in the photon virtualities (q21 , q
2
2) for the ensemble N200; see Table I for its parameters.
Left: Pion rest frame. Right: Moving frame where the pion has one unit of momentum in the z-direction
~p = (2pi/L)zˆ.
Eq. (2) as
MEµν =
2Epi
Zpi
∫ ∞
−∞
dτ eω1τ A˜µν(τ) , (3)
where Epi is the pion energy, Zpi = 〈0|P (0)|pi〉 is the overlap of the pseudoscalar operator with the pion
state3 and A˜µν(τ) is related to the three-point correlation function computed on the lattice,
A˜µν(τ) ≡ lim
tpi→+∞
eEpi(tf−t0)C(3)µν (τ, tpi) . (4)
The three-point correlation function is defined as
C(3)µν (τ, tpi) ≡ a6
∑
~x,~z
〈
Jµ(~z, ti)Jν(~0, tf )P
†(~x, t0)
〉
ei~p ~x e−i~q1~z , (5)
where τ = ti−tf is the time separation between the two vector currents and tpi = min(tf−t0, ti−t0) is the
minimal time separation between the pion interpolating operator and the two vector currents. Finally,
even if not explicitly written, the functions A˜µν(τ), as well as the three-point correlation functions, depend
on the photon spatial momenta ~q1 and ~q2.
B. Orbits and kinematical reach
The TFF depends on the two virtualities q21 and q
2
2 . Given that we use periodic boundary conditions
in space, the kinematical range accessible on the lattice can be parametrized by
q21 = ω
2
1 − ~q 21
q22 = (Epi − ω1)2 − (~p− ~q1)2
with ~q1 =
2pi
L
~n , ~n ∈ Z3 . (6)
Let the spatial momentum ~p of the pion be fixed. For a given ~q1, the second photon momentum ~q2 = ~p−~q1
is fully determined and the system (6) describes a single curve in the q21 , q
2
2 plane, parametrized by ω1. If
we now consider a fixed value of |~q1|, there is a finite number of realizations of ~q1, forming an orbit or a
set of orbits4 on the reciprocal cubic lattice. To this set of ~q1-values correspond in general several values
of |~q2|2, each associated with a separate curve in the (q21 , q22) plane. In our calculation, the three-point
function evaluations obtained for a given set of (|~q1|, |~q2|) are averaged over in order to increase the
statistical precision. The presence of hypercubic artifacts, due to the breakdown of rotational symmetry
on the lattice, is discussed in Sec. III D 1.
3 Fixing the phase of the pion state via the relation 〈0|Aaµ(x)|pib, ~p〉 = iFpipµδabe−ip·x, with Aaµ = ψ¯γµγ5 τ
a
2
ψ the isovector
axial current, the partially conserved axial current (PCAC) relation implies that the overlap Zpi = −
√
2im2piFpi/m of the
operator P = ψ¯γ5
τ3√
2
ψ is purely imaginary. Here Fpi ' 92 MeV is the pion decay constant and m is the average up/down
quark mass.
4 For instance, the vectors ~n = (3, 0, 0) and ~n = (2, 2, 1), which have the same norm, do not belong to the same lattice
orbit.
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Figure 2: The functions A˜(1)(τ) and A˜(2)(τ) for two different orbits with (|~q1|2, |~q2|2) =
(
2pi
L
)2
(3, 2) and |~p| = 2pi/L
for ensemble D200, whose parameters are given in Table I. Lattice data are in black. The blue and red lines
correspond to a fit of the tail using the VMD and LMD models respectively, as explained in Sec. II D.
In Ref. [28], we chose the pion to be at rest, and the corresponding orbits for the ensemble N200,
whose parameters are given in Table I, are shown in the left panel of Fig. 1. This setup is well suited to
probe large virtualities in the double-virtual case, the kinematical region where no experimental data are
available. However, because of their large eccentricity, these orbits are limited to rather low virtualities
in the single-virtual case. Here we therefore include a second frame where the pion has one unit of
momentum in the z-direction. In this case, we can access larger virtualities for the single-virtual form
factor, as can be seen in the right panel of Fig. 1. In principle, even larger virtualities could be reached
by increasing the pion momentum, but the signal-to-noise ratio would deteriorate rapidly. Moreover,
since within our computational setup the pion interpolating operator is implemented using a sequential
quark propagator, every new pion momentum ~p requires a new inversion of the Dirac operator, the most
expensive part of the numerical simulation.
C. Decomposition of the integrand A˜µν(τ)
The main quantity of interest in the lattice calculation is the function A˜µν(τ) defined through Eq. (4)
and directly related to the three-point correlation function. Starting from Eq. (3), which holds for all real
values of ω1 such that q
2
1,2 < s0, we consider the analytic continuation for complex values of ω1 = iω˜,
MEµν =
2Epi
Zpi
∫ ∞
−∞
dτ eiω˜τ A˜µν(τ) . (7)
Again, we do not write the dependence on the spatial momenta explicitly: MEµν is a function of q1 and q2
and depends implicitly on ω˜. Relation (7) is valid as long as A˜µν(τ) falls off exponentially for τ → −∞ 5.
If Epi <
√
s0, which holds in all cases considered in this paper, the relation is guaranteed to hold for all
values of (~q1, ~q2). The inversion of the Fourier transform then yields
A˜µν(τ) =
Zpi
4piEpi
∫ ∞
−∞
dω˜ MEµν e
−iω˜τ . (8)
From Eq. (1), we have Mµν = qµν Fpi0γ∗γ∗ , with
qµν ≡ µναβqα1 qβ2 = Pµνω1 +Qµν , (9)
where the coefficients Pµν and Qµν do not depend on ω1. Thus, we can write
A˜µν(τ) = −iQEµν A˜(1)(τ) + PEµν
dA˜(1)
dτ
(τ) , (10)
with PEµν = iPµν and Q
E
µν = (−i)n0Qµν and where all the information is encoded into a single rotationally
invariant function A˜(1) defined through
A˜(1)(τ) =
iZpi
4piEpi
∫ ∞
−∞
dω˜Fpi0γ∗γ∗(q21 , q22)e−iw˜τ . (11)
5 For τ → +∞, an exponential falloff is guaranteed, irrespective of the kinematics.
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Figure 3: Numerical integration for data generated using a LMD model with lattice parameters close to N200.
Blue (red) points correspond to the transition form factor Fpi0γ∗γ∗(−Q21,−Q22) calculated using A˜(1)(τ) (A˜(2)(τ))
respectively. The exact result is represented by the black line. Top: Using a trapezoidal integration rule. Bottom:
Using a Simpson integration rule.
In Eq. (11) it is understood that the arguments of the TFF are given by Eq. (6) with ω1 set to iω˜. In
particular, the integral transform does not keep either virtuality fixed and q22 even carries an imaginary
part.
It is easiest to interpret the components of A˜µν(τ) in a spatially covariant notation using the Euclidean
metric. With ~ and ~ ′ two unit vectors, we can write
A˜0k(τ) = (~q1 × ~p )k A˜(1)(τ) , (12a)
′k A˜kl(τ) l = −i
(
~ ′ × ~ ) · (~q1Epi A˜(1)(τ) + ~p dA˜(1)
dτ
)
. (12b)
These are the master relations expressing A˜µν(τ) in terms of an integral transform of the pion transition
form factor. In the pion rest frame, A˜kl(τ) measures the transform A˜1(τ) of the transition form factor.
At nonzero ~p, A˜kl(τ) measures a linear combination of A˜1(τ) and its temporal derivative; in addition,
the components A˜0k(τ) are proportional to A˜1(τ). For convenience, with a pion carrying one unit of
momentum in the z-direction, we use the notation A˜(2)(τ) to write
A˜12(τ) ≡ −iEpipzA˜(2)(τ), ~p = (2pi/L)zˆ. (13)
We remark that the matrix elements Mµν , being proportional to the TFF, are real. Therefore, M
E
kl are
real and ME0k are imaginary. From Eq. (3), we conclude that A˜kl are imaginary and A˜0k are real
6. Thus,
the two scalar functions A˜(1)(τ) and A˜(2)(τ) are real. For the vector meson dominance (VMD) and the
lowest meson dominance (LMD) [32, 33] models, explicit expressions for A˜µν(τ) are given in Appendix A.
Finally, from Eqs. (8) and (9), we deduce the symmetry
A˜µν(τ ; ~q1, ~q2) = A˜νµ(−τ ; ~q2, ~q1) e−Epiτ , (14)
which corresponds to the Bose symmetry of the two photons coupling to the pion. Here we have written
explicitly the dependence of A˜µν(τ) on the spatial momenta. Equivalently, we have A˜
(1)(τ ; ~q1, ~q2) =
A˜(1)(−τ ; ~q2, ~q1)e−Epiτ . The relation (14) can be checked explicitly in the case of the VMD and LMD
models using the expressions provided in Appendix A. These symmetries are exploited in the analysis of
the numerical data.
D. Numerical integration
In the moving frame with ~p = (2pi/L)zˆ, both functions A˜(1)(τ) and A˜(2)(τ) are plotted in Fig. 2.
The function A˜(1)(τ) is always positive with a cusp at τ = 0, related to the OPE at short distances,
6 Remember that the pion overlap factor Zpi is imaginary.
6as discussed in Ref. [28]. On the contrary, the sign of A˜(2)(τ) changes at τ = 0 where the function is
discontinuous. Therefore, the numerical integration is more challenging since large cancellations can
occur in applying Eq. (3) to obtain the TFF. In particular, a naive replacement of the integral by a sum
over discrete τ (trapezoidal rule) leads to noticeable numerical errors. A Simpson integration, however,
reduces significantly this source of error as can be seen in Fig. 3 : here, the results correspond to fictitious
data where the three-point correlation function is generated assuming an LMD model with parameters
obtained from a fit to the ensemble N200. When ~p = ~0, the function A˜(1)(τ) is always positive and we
do not observe any significant difference between the two integration schemes.
Due to the finite time extent of the lattice, and because the signal deteriorates at large time separations
τ , the integration in Eq. (3) cannot be performed up to infinity. However, the VMD model is expected
to give a good description of the data in a wide τ window, as shown in Appendix A. Assuming a VMD
parametrization, the functions A˜(1)(τ) and A˜(2)(τ), which depend on two parameters α and MV , can be
computed explicitly from Eqs. (11, 12a, 12b) and the results are given in Appendix A. As in Ref. [28], we
start by fitting our data using the VMD parametrization at large τ where the normalization of the TFF,
α, is treated as a free fit parameter. The vector meson mass MV is set to the value extracted from the
vector two-point correlation function evaluated on the same ensembles but with higher statistics. This
fit is a global fit where all momenta and both A˜(1)(τ) and A˜(2)(τ) are fitted simultaneously. Then, we
integrate over lattice data up to some cutoff τc and use the fit to evaluate the remaining part of the
integral with |τ | > τc. The value of τc & 1.5 fm is chosen sufficiently large such that the two-point
vector correlation function is dominated by the ground state. In practice, we only include points where
more than 80% of the integrand comes from lattice data. We have also repeated the analysis with the
LMD model and the difference between the VMD and LMD models is used to estimate the systematic
uncertainty associated with the treatment of the tail. This systematic error is always smaller than the
statistical error. Typical fits for our lightest ensemble, D200, are depicted in Fig. 2.
E. Lattice ensembles, correlation functions and O(a)-improvement
This work is based on a subset of the Nf = 2 + 1 Coordinated Lattice Simulations (CLS) ensem-
bles [34] generated using the openQCD suite [35]. They use O(a)-improved Wilson fermions, with the
nonperturbative coefficient cSW determined in Ref. [36], and tree-level O(a2)-improved Lu¨scher-Weisz
action for the gauge field. To avoid the freezing of the topological charge when approaching the
continuum limit [35, 37], CLS ensembles use periodic boundary conditions in space and open boundary
conditions in time. The parameters of the simulations are summarized in Table I. We use four different
lattice spacings in the range 0.050 - 0.086 fm and several pion masses down to 200 MeV to perform the
continuum and chiral extrapolations. For the latter, the ensembles considered here have been generated
keeping the average bare quark mass mavq = (2ml + ms)/3 fixed and using two degenerate light quarks
mu = md = ml. This chiral trajectory has the advantage of automatically keeping the O(a)-improved
bare coupling g˜0 constant [38]. All our ensembles included in the final analysis satisfy mpiL > 4 such that
finite-size effects are expected to be small. The scale setting was performed in Ref. [39] with a precision
of 1% using a linear combination of the pion and kaon decay constants. Statistical errors are estimated
using the jackknife procedure and we propagate errors associated with the renormalization constant of
the vector current, the scale setting, the pion mass mpi and decay constant fpi in the chiral extrapolations.
To reduce discretization effects and obtain a shorter continuum extrapolation than in [28], on-shell
O(a)-improvement has been implemented. In addition to the improvement of the action, it requires the
implementation of the renormalized O(a)-improved vector current. Two discretizations are used, the
local (l) and the point-split (c) lattice vector currents,
V l,aµ (x) = ψ(x)γµ
λa
2
ψ(x) , (15a)
V c,aµ (x) =
1
2
(
ψ(x+ aµˆ)(1 + γµ)U
†
µ(x)
λa
2
ψ(x)− ψ(x)(1− γµ)Uµ(x)λ
a
2
ψ(x+ aµˆ)
)
, (15b)
where λa are the eight Gell-Mann matrices. With the tensor current defined as Σaµν(x) =
− 12 ψ(x)[γµ, γν ]λ
a
2 ψ(x), the improved vector current is given by
V Iµ (x) = Vµ(x) + acV(g0) ∂νΣµν(x) (16)
where the coefficient cV differs for the local and point-split vector currents and has been determined
nonperturbatively in Ref. [40]. The point-split vector current is conserved on the lattice and does not
7Table I: Parameters of the simulations: the bare coupling β = 6/g20 , the lattice resolution, the lattice spacing a
in physical units extracted from [39], the light and strange hopping parameters κl and κs, the pion mass mpi, the
ground state vector mass, the number of gauge configurations and the number of sources per configuration for
the three-point correlation function. Ensembles with an asterisk are not included in the final analysis but used
to control finite size-effects.
Id β L3 × T a [fm] κl κs mpi [MeV] mV [MeV] mpiL #confs #src
H101 3.40 323 × 96 0.08636 0.136760 0.13675962 416(6) 844(11) 5.8 1000 10
H102 323 × 96 0.136865 0.13654934 354(5) 832(09) 5.0 1900 10
H105∗ 323 × 96 0.136970 0.13634079 281(4) 759(18) 3.9 2800 10
N101 483 × 128 0.136970 0.13634079 280(4) 774(08) 5.9 1600 10
C101 483 × 96 0.137030 0.13622204 224(3) 741(10) 4.7 2200 15
S400 3.46 323 × 128 0.07634 0.136984 0.13670239 349(5) 821(09) 4.3 1700 20
N401 483 × 128 0.137062 0.13654808 286(4) 793(09) 5.3 950 10
H200∗ 3.55 323 × 96 0.06426 0.137000 0.137000 419(6) 875(17) 4.4 2000 10
N202 483 × 128 0.137000 0.137000 411(5) 859(10) 6.4 900 5
N203 483 × 128 0.137080 0.13684028 346(5) 830(09) 5.4 1500 10
N200 483 × 128 0.137140 0.13672086 284(3) 805(13) 4.4 1700 10
D200 643 × 128 0.137200 0.13660175 200(3) 740(14) 4.2 1100 30
N300 3.70 483 × 128 0.04981 0.137000 0.137000 422(5) 897(12) 5.1 1200 5
N302 483 × 128 0.137064 0.13687218 343(5) 856(16) 4.2 1100 10
J303 643 × 192 0.137123 0.13675466 258(3) 796(09) 4.2 650 10
need to be further renormalized. For the local vector current, the renormalization pattern reads [41]
tr(λVµ)R = ZV(g˜0)
[ (
1 + 3 bV(g0) am
av
q
)
tr(λV Iµ ) +
1
2
bV(g0) tr({λ, aMq}V Iµ )
+ fV(g0) tr(λ aMq) tr(V
I
µ )
]
(17)
where ZV, bV and bV have been evaluated nonperturbatively in Ref. [40] and Mq = diag(ml,ml,ms) is the
bare (subtracted) quark mass matrix. The renormalized coupling is given by g˜20 = g
2
0(1 + bgam
av
q ). The
coefficient fV starts at order O(g6) in perturbation theory and is neglected here. For the electromagnetic
current Jµ with up, down and strange quarks, it is convenient to use the isospin decomposition
Jµ = Vˆ
3
µ +
1√
3
Vˆ 8µ , (18)
where V aµ = ψ¯γµ
λa
2 ψ is the octet of vector currents and the hat means that the current is both improved
and renormalized. In particular, Eq. (17) reduces to
Vˆ 3µ = Z3V
3,I
µ , (19a)
Vˆ 8µ = Z8V
8,I
µ + Z80V
0,I
µ , (19b)
with V 0,Iµ =
1
2 ψ¯γµψ the flavor-singlet current and
Z3 = ZV
[
1 + 3bVam
av
q + bVaml
]
, (20a)
Z8 = ZV
[
1 + 3bVam
av
q +
bV
3
a(ml + 2ms)
]
, (20b)
Z80 = ZV
(
1
3
bV + fV
)
2√
3
a(ml −ms) . (20c)
We use P (x) = (1/
√
2)(u(x)γ5u(x)− d(x)γ5d(x)) as an interpolating operator for the neutral pion. The
renormalized and O(a)-improved three-point correlation function appearing in Eq. (5), obtained with two
local vector currents, reads
〈J lµ(z)J lν(y)P †(x)〉 =
√
2
3
Z3
(
Z8 +
√
3Z80
)
Re Tr [Gl(x, z)γµGl(z, y)γνGl(y, x)γ5]
−
√
2
6
Z3
[(
Z8 +
√
3Z80
)
Tr [Gl(y, y)γν ]−
(
Z8 −
√
3
2
Z80
)
Tr [Gs(y, y)γν ]
]
Tr [Gl(z, x)γ5Gl(x, z)γµ]
−
√
2
6
Z3
[(
Z8 +
√
3Z80
)
Tr [Gl(z, z)γµ]−
(
Z8 −
√
3
2
Z80
)
Tr [Gs(z, z)γµ]
]
Tr [Gl(y, x)γ5Gl(x, y)γν ] ,
(21)
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Figure 4: Left: Influence of the discretization of the lattice derivative used to implement O(a)-improvement
on the function A(1)(τ). Black points correspond to ∆A˜(1)(τ) before improvement. Red, blue and green points
correspond to ∆A˜(1)(τ) after improvement using respectively the symmetric, forward or backward derivative at
the sink. Right: The function A(1)(τ) for different discretizations of the vector current. Black and blue (red and
orange) points correspond to local-local and local-conserved correlation functions without (with) improvement of
the vector currents using the symmetric lattice derivative at the sink. Results correspond to the ensemble H102.
where the first line corresponds to the connected part and the second and third lines to the disconnected
parts. We did not explicitly write the improvement term proportional to cV. Here, Gl and Gs denote
the light and strange quark propagators respectively. If fV is neglected, the connected part renormalizes
proportionally to Z23 , since Z8 +
√
3Z80 = Z3 − 2ZVfV a(ms − ml). Similarly, with one local and one
conserved vector currents, one finds
〈J lµ(z)Jcν(y)P †(x)〉 =
√
2
6
(
Z3 + Z8 +
√
3Z80
)
Re Tr
[
Gl(x, z)γµGl(z, y
′)V(y)ν (y′, y′′)Gl(y′′, x)γ5
]
−
√
2
6
[(
Z8 +
√
3Z80
)
Tr [Gl(z, z)γµ]−
(
Z8 −
√
3
2
Z80
)
Tr [Gs(z, z)γµ]
]
× Tr
[
Gl(y
′′, x)γ5Gl(x, y′)V(y)ν (y′, y′′)
]
−
√
2
6
Z3
[
Tr
[
Gl(y
′′, y′)V(y)ν (y′, y′′)
]
− Tr
[
Gs(y
′′, y′)V(y)ν (y′, y′′)
] ]
Tr [Gl(z, x)γ5Gl(x, z)γµ] , (22)
where a summation over y′ and y′′ is understood and where
V(y)µ (y′, y′′)G(y′′, x) =
1
2
(
δy′,y+aµˆ[1 + γµ]U
†
µ(y)G(y, x)− δy′,y[1− γµ]Uµ(y)G(y + aµˆ, x)
)
. (23)
The lattice quark propagator is γ5-Hermitian, G
† = γ5Gγ5, and the linear operator V(y)µ is anti
γ5-Hermitian, V(y)†µ = −γ5V(y)µ γ5.
The three-point correlation function is computed using the same technique as in Ref. [28]. A point
source is created on the time slice y0 with a random value of ~y and a sequential propagator is computed
at x0, for two values of the pion spatial momenta ~p = ~0 and ~p = (2pi/L)zˆ. With our computational
setup we obtain all values of the photon momenta ~q1 and ~q2 such that ~q1 + ~q2 = ~p without any new
inversion of the Dirac operator. The number of sources per gauge configuration is given in Table I and
the location of y0 is discussed in Sec. III A. For all ensembles, we are able to probe photon virtualities
up to 3 GeV2 in the double-virtual case and up to 1.5 GeV2 in the single-virtual case. This is a major
improvement compared to our previous study, where we were limited to virtualities below 0.5 GeV2 in
the single-virtual case.
In Eq. (16), we have some freedom in the choice of the lattice derivative: different definitions differ by
O(a) effects and therefore contribute only to order a2 in correlation functions. We have considered the
symmetric, the backward and the forward derivatives, respectively, given by
∂sµf(x) =
f(x+ a)− f(x− a)
2a
, ∂bµf(x) =
f(x)− f(x− a)
a
, ∂fµf(x) =
f(x+ a)− f(x)
a
. (24)
For the vector current located at the source, we choose the forward derivative ∂fµf(x), since a symmetric
derivative would require more inversions of the Dirac operator. For the vector current located at the sink,
we have compared the three different discretizations. We define the ratio
∆A˜(1)(τ) =
|A˜(1),lc(τ)− A˜(1),ll(τ)|
δA˜(1),lc(τ)
, (25)
90.1
0.15
0.2
0.25
10 20 30 40 50 60
t/a
aEeffπ (t; ~p)
|~p| = 0
|~p| = 2piL
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
10 20 30 40 50 60 70 80 90
t/a
aEeffπ (t; ~p)
|~p| = 0
|~p| = 2piL
Figure 5: Effective masses given by Eq. (27) for the ensembles C101 (left panel) and D200 (right panel) with
t = x0 − y0. Black and blue points correspond respectively to |~p| = 0 and |~p| = 2pi/L. The red lines correspond
to the effective masses obtained from the fit using Eq. (28). The vertical lines indicate the plateau region and the
dashed horizontal lines the extracted pion energy and its error.
where A˜(1),lc(τ) and A˜(1),ll(τ), defined in Eq. (3), are, respectively, computed using one or two local vector
currents and δA˜(1),lc(τ) is the statistical error associated with A˜(1),lc(τ). In the left panel of Fig. 4, this
ratio is plotted with and without improvement, using different discretizations of the lattice derivative.
After O(a)-improvement, the discrepancy between both discretizations is reduced as expected and the
symmetric derivative turns out to be the best choice.
Finally, we note that on-shell improvement of correlation functions is not sufficient for τ = O(a). For
τ = ±a, we do not use the symmetric derivative but the forward and backward derivatives, respectively,
to avoid using the correlation function at τ = 0 where A(2)(τ) is discontinuous (see right panel of Fig. 2)).
In the right panel of Fig. 4 we plot A˜(τ) using both discretizations (A˜ll(τ) and A˜lc(τ)) with and without
improvement of the vector currents using the symmetric derivative. We observe that after improvement,
with the exception of τ = 0, the two discretizations are in excellent agreement with each other.
III. RESULTS
A. Two-point pseudoscalar correlation function
The pion energy Epi(~p) and its overlap Zpi with our interpolating operator are extracted from the
pseudoscalar two-point correlation function. In the limit of large source-sink time separation, and with
both source and sink far from the boundary, the correlation function behaves as
CPP (x0, y0; ~p) = a
3
∑
~x
〈P (~x, x0)P (~0, y0)〉 e−i~p~x −−−−−−−−→|x0−y0|→∞
Z2pi
2Epi(~p)
e−Epi(~p)(x0−y0) . (26)
We want to extract Epi(~p) and Zpi in a region where the excited-state contribution and boundary effects
are both small. We therefore place the source far from the boundary located at x0 = 0. In Fig. 5, we
show the result for the effective mass defined by
aEeffpi (t; ~p) = − log
(
CPP (x0 + a, y0; ~p)
CPP (x0, y0; ~p)
)
. (27)
For large source-sink time separation, we observe a plateau up to some time where the sink starts to
be close to the boundary located at x0 = T − a. In the case of open boundary conditions in time, and
including only the first excited state, we first fit our data using the Ansatz
CPP (x0, y0; ~p) =
Z2pi
2Epi(~p)
e−Epi(~p)(x0−y0) +
Z ′2pi
2E′pi(~p)
e−E
′
pi(~p)(x0−y0)
+A(~p) e−Epi(~p)(x0−y0)
(
e−E2piy0 + e−E2pi(T−x0)
)
, (28)
where E′pi(~p) and Z
′
pi are the energy and the overlap of the first excited state with momentum ~p in the
pseudoscalar channel and the third term includes the first boundary excited state: a finite volume two-
pion state with vanishing momentum. In the fits, we assume that E2pi = 2Epi(~0). Explicitly, denoting
|B〉 the boundary state, the prefactor A(~p) is given by
A(~p) =
〈2pi|B〉
〈0|B〉
〈0|P |pi〉〈pi|P |2pi〉
2E2pi 2Epi
. (29)
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Table II: Ground state energies Epi(~p) for the two values of the pion momentum and overlap factors Zpi for each
lattice ensemble. We also give the PCAC mass and the pion decay constant in lattice units without finite-size
effect correction.
Id iZpi aEpi(~0) aEpi(~p) amPCAC a
√
2fpi
H101 0.2139(13) 0.1821(07) 0.2671(07) 0.009177(45) 0.06458(29)
H102 0.2086(19) 0.1550(09) 0.2492(09) 0.006499(51) 0.06151(27)
H105 0.2004(23) 0.1230(12) 0.2316(11) 0.003985(57) 0.05802(39)
N101 0.2011(15) 0.1224(05) 0.1792(05) 0.003990(32) 0.05832(30)
C101 0.1947(11) 0.0982(06) 0.1629(05) 0.002435(29) 0.05534(37)
S400 0.1606(16) 0.1352(08) 0.2387(09) 0.005684(27) 0.05463(21)
N401 0.1578(10) 0.1106(05) 0.1714(05) 0.003770(28) 0.05327(17)
H200 0.1160(12) 0.1365(07) 0.2382(10) 0.006863(24) 0.04805(27)
N202 0.1155(10) 0.1337(05) 0.1870(06) 0.006866(15) 0.04884(18)
N203 0.1135(08) 0.1127(04) 0.1728(05) 0.004749(17) 0.04699(16)
N200 0.1094(08) 0.0924(05) 0.1599(05) 0.003145(15) 0.04454(18)
D200 0.1044(08) 0.0650(04) 0.1173(05) 0.001554(12) 0.04259(17)
N300 0.0700(07) 0.1066(04) 0.1685(06) 0.005507(09) 0.03811(14)
N302 0.0646(08) 0.0867(05) 0.1556(09) 0.003725(10) 0.03570(22)
J303 0.0632(05) 0.0652(02) 0.1177(04) 0.002056(07) 0.03412(15)
To reduce the number of fit parameters, both momenta are fitted simultaneously. In a second step, the
data are fitted using a single-exponential ansatz in the region where excited state contributions are small
compared to the statistical precision, and the results are given in Table II. We note that the pion energies
are compatible with the relativistic dispersion relation. Finally, we have checked that the source is
sufficiently far from the boundary such that the overlaps are correctly extracted: the last term in Eq. (28)
contributes to Zpi as less than half its statistical error. The same value of y0 is used to compute the three-
point correlation function. The statistical error on the ratio Epi/Zpi in Eq. (3) lies between 0.5% and 0.8%.
The chiral extrapolation of the TFF is done using the dimensionless parameter y˜ = m2pi/(16pi
2f2pi). In
order to propagate the error on mpi and fpi, we also compute the pion decay constant on the same gauge
configurations for each ensemble. The bare matrix element of interest is extracted from
R(x0, y0) =
2
iZpi
CIAP (x0, y0) e
Epi(~0)(x0−y0) , (30)
where the axial-pseudoscalar two-point correlation function is given by
CIAP (x0, y0) = a
3
∑
~x
〈AI0(~x, x0)P (~0, y0)〉 . (31)
The O(a)-improved axial current reads AI0(x) = A0(x) + cA ∂(s)0 P (x) where the improvement parameter
cA has been determined nonperturbatively in Ref. [42]. The ratio R(x0, y0) is fitted using the Ansatz
R(x0, y0) = Rplateau +R1 e
−E′pi(~0)(x0−y0) +R2(y0) e−(E2pi−Epi(
~0))(T−x0) . (32)
From this bare matrix element, the renormalized and O(a)-improved pseudoscalar decay constant is given
by7
fpi(a, y˜) = ZA(g˜0)
(
1 + 3bAam
av
q + bAaml
)
Rplateau , (33)
where ZA is the renormalization factor of the axial current and bA, bA are improvement parameters [43, 44].
The results are summarized in Table II. In practice, we correct these results for finite-size effects (FSE)
using chiral perturbation theory (χPT) as described in Ref. [45]. These corrections are small and we find
that they correctly account for FSE on the ensembles H105/N101, which were generated using the same
action parameters but different lattice volumes. However the FSE correction fails on ensemble H200,
which corresponds to our smallest volume (L ≈ 2 fm) and was not used to extract the pion TFF.
As a consistency check, we have performed an extrapolation to the physical point assuming the func-
tional form
fpi(a, y˜) = fpi(0, y˜phys)
(
1 + ¯`4(y˜ − y˜phys) + 2y˜ ln m
exp
pi
mpi
+ fpi (y˜
2 − y˜2phys)
)
+ δfpi
(
a
aβ=3.55
)2
, (34)
7 Within our conventions, the physical value of fpi is Fpi = 92.4 MeV. We distinguish between F the pion decay constant
in the chiral limit, Fpi the pion decay constant at physical pion mass and fpi the pion decay constant at unphysical pion
mass.
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Figure 6: Lattice results for the ensemble D200, with a pion mass of 200 MeV, using two local vector currents at
the source and at the sink. Left panel: single virtual, right panel : double virtual. Black points correspond to
the results obtained in the pion rest frame while the blue points are obtained in the pion moving frame. Error
bands correspond to the global z-expansion fitting procedure described in Sec. III C. Some noisy points, with a
small contribution to the fit, are not displayed for clarity.
inspired from NLO χPT [46] and where we allow for a quadratic dependence in y˜. The four fit parameters
are fpi(0, y˜phys), ¯`4, fpi and δfpi . Our result at the physical point fpi = 92.1(1.8) MeV and the value
¯`
4 = 3.56(44)stat(80)syst turns out to be in good agreement with the Flavour Lattice Averaging Group
(FLAG) average [47].
B. The transition form factor
The results for the TFF at our lightest pion mass, corresponding to ensemble D200, are plotted in Fig. 6
for two different kinematics : the single-virtual case and the double-virtual case with Q21 = Q
2
2. Black
and blue points correspond to the TFF obtained in the pion rest frame and moving frame respectively.
In the pion rest frame, results obtained using A(1)(τ) are statistically more precise when both photons
carry the same virtuality (right panel of Fig. 6). In this case ω1 = mpi/2 and the full integrand in Eq. (3)
is symmetric. In the single-virtual case, ω1 takes larger values and the integral probes further the tail
of the function A˜(1)(τ), where the noise over signal ratio increases rapidly with τ : the signal is lost for
virtualities above 0.5 GeV2. In the moving frame, the situation is similar for A˜(1)(τ) (even if the integrand
is not exactly symmetric in the double-virtual case, unless |~q1|2 ≈ |~q2|2). For A˜(2)(τ), since the sign of
the function changes at τ = 0, the situation is the opposite: results are more precise in the single-virtual
case where there are fewer cancellations between positive and negative contributions and we can reach
higher virtualities (see right panel of Fig. 2).
We also point out that results obtained in both frames are fully consistent, confirming that sources of
breaking the Lorentz invariance in the lattice calculation are small. In particular, since the two frames
are affected by different sources of finite volume effects, it is a first hint that FSE are small. A more
detailed study of FSE is done in Sec. III D 2.
C. Parametrization of Fpi0γ∗γ∗ and extrapolation to the physical point
In this section we propose a method to extract the TFF over the whole kinematical range, and at the
physical point, based on its analytical properties. We introduce the conformal variables z1 and z2 defined
through [48]
zk =
√
tc +Q2k −
√
tc − t0√
tc +Q2k +
√
tc − t0
, k = 1, 2 , (35)
which map the branch cut, starting at tc = 4m
2
pi, onto the unit circle |zk| = 1. Here, t0 is a free parameter
representing the virtuality mapping to zk = 0. Since the TFF is analytic for |zk| < 1, one can write
Fpi0γ∗γ∗(−Q21,−Q22) =
∞∑
n,m=0
cnm z
n
1 z
m
2 , (36)
where the coefficients cnm = cmn are symmetric due to the Bose symmetry. Since |zk| < 1 one can expect
a fast convergence of the sum, where only a few terms with n,m ≤ N are needed at a given accuracy.
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The optimal choice for t0, which reduces the maximum value of |zk| in the range [0, Q2max], is given by
t0 = tc
(
1−
√
1 +Q2max/tc
)
. (37)
This maximum is reached at zk = 0 and zk = Q
2
max. Using the values mpi = 134.9 MeV and Q
2
max =
4 GeV2, one finds |zmax| = 0.46 well below one. The coefficients cnm satisfy the relation∑
n,m
|cnm|2 = 1
(2ipi)2
∮
dz1
z1
∮
dz2
z2
|Fpi0γ∗γ∗(−Q21,−Q22)|2 , (38)
which ensures that the coefficients cnm are not only bounded but also decrease to zero for sufficiently
large n,m. In practice, the TFF can be multiplied by any analytical function P (Q21, Q
2
2) and the resulting
product expanded in powers of the zk. Some choices may improve the convergence rate of the series
expansion. At short distances, the behavior of the TFF is predicted by the Brodsky-Lepage behavior in
the single-virtual case and by the OPE in the double-virtual case [20–22],
Fpi0γ∗γ∗(−Q2, 0) −−−−−→
Q2→∞
2Fpi
Q2
, (39)
Fpi0γ∗γ∗(−Q2,−Q2) −−−−−→
Q2→∞
2Fpi
3Q2
. (40)
Therefore, it is convenient to consider
P (Q21, Q
2
2) = 1 +
Q21 +Q
2
2
M2V
, (41)
where MV = 775 MeV is the vector meson mass. With this choice, the parametrization of the TFF at
the finite value of N decreases asymptotically as 1/Q2 in all directions in the (Q21, Q
2
2) plane, in accord
with the Brodsky-Lepage and the OPE behavior. This feature is one major reason for us preferring the
z-expansion over the LMD+V model [49] used in [28], which e.g. for constant Q21 6= 0 and Q22 → ∞
does not vanish, even though the corresponding integrals for the pion-pole contribution to the hadronic
light-by-light scattering in the muon g − 2 are still convergent with the LMD+V model (see Sec. IV D).
However, at the precision level we aim for, the proper high-energy behavior in all directions is important.
It should be noted that we do not impose the explicit values of the coefficients on the right-hand side of
Eqs. (39) and (40), since they receive higher-order corrections in perturbative QCD and at higher twist,
see the discussion below.
The imaginary part of the TFF behaves as (q2 − tc)3/2 near threshold (P-wave). This property is not
fulfilled at finite N but8, as shown in Ref. [50], this constraint can be implemented by imposing[
dFpi0γ∗γ∗
dzk
]
zk=−1
= 0 , k = 1, 2 , (42)
which leads to the modified z-expansion
P (Q21, Q
2
2) Fpi0γ∗γ∗(−Q21,−Q22) =
N∑
n,m=0
cnm
(
zn1 − (−1)N+n+1
n
N + 1
zN+11
) (
zm2 − (−1)N+m+1
m
N + 1
zN+12
)
. (43)
Table III: Coefficients of the z-expansion, in GeV−1, defined through Eq. (43) in the continuum, at physical quark
masses, for different values of N . We use Q2max = 4 GeV
2. The chi-squares per degree of freedom are respectively
χ2/d.o.f. = 1.5, 1.2, 1.1 and for N = 3, the associated correlation matrix is given by Eq. (45).
N c00 c01 c11 c20 c21 c22 c30 c31 c32 c33
1 0.2346(65) −0.0590(39) 0.074(19)
2 0.2350(61) −0.0651(49) −0.284(68) 0.106(33) 0.109(46) −0.29(12)
3 0.2345(63) −0.0746(52) −0.338(86) 0.145(43) 0.008(127) −0.92(55) 0.34(10) 0.25(27) −1.27(79) 1.16(1.40)
8 The authors thank Martin Hoferichter for pointing out this fact to us.
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Figure 7: Extrapolated TFF at the physical point using the modified z-expansion (43) with N = 3. The horizontal
black lines correspond to the Brodsky-Lepage and OPE predictions. The red line corresponds to the asymptotic
prediction given by Eq. (69) including higher twists and NLO corrections and assuming an asymptotic DA (see
Sec. IV C). The result of Ref. [51], obtained in the dispersive framework, is shown for comparison. The dashed
black line in the double-virtual case corresponds to the prediction given by Eq. (83) in Ref. [52]. Experimental
data from CELLO and CLEO are displayed in the single-virtual case [26].
Finally, to take into account the discretization effects and the dependence on the quark masses used in
the simulations, the coefficients cnm are allowed to vary linearly with the variable y˜ = m
2
pi/(16pi
2f2pi) and
quadratically with the lattice spacing,
cnm(y˜, a) = cnm(y˜
phys, 0) + γnm (y˜ − y˜phys) + δdnm
(
a
aβ=3.55
)2
, (44)
where d = 1, 2 stands for the two discretizations of the three-point correlation function. We perform
a global fit and the results are summarized in Table III. Due to the large set of data, the correlation
matrices are ill-conditioned and we perform uncorrelated fits. The error on the fit parameters is then
obtained from a jackknife procedure, using blocking to take into account autocorrelations. The results
for N = 3 are shown in Fig. 7. The chi-square by degree of freedom is χ2/d.o.f. = 1.1 and the correlation
matrix of the coefficients in the continuum and at the physical pion mass is
cor(cnm) =

+1.000 −0.086 −0.370 +0.076 −0.062 −0.044 +0.056 +0.415 −0.043 −0.294
−0.086 +1.000 −0.005 +0.018 −0.531 +0.381 −0.157 −0.307 +0.697 −0.569
−0.370 −0.005 +1.000 −0.890 +0.458 +0.441 −0.756 −0.468 +0.227 +0.154
+0.076 +0.018 −0.890 +1.000 −0.592 −0.484 +0.914 +0.196 −0.191 +0.022
−0.062 −0.531 +0.458 −0.592 +1.000 −0.114 −0.571 +0.217 −0.589 +0.574
−0.044 +0.381 +0.441 −0.484 −0.114 +1.000 −0.519 −0.705 +0.638 −0.328
+0.056 −0.157 −0.756 +0.914 −0.571 −0.519 +1.000 +0.195 −0.300 +0.128
+0.415 −0.307 −0.468 +0.196 +0.217 −0.705 +0.195 +1.000 −0.516 −0.109
−0.043 +0.697 +0.227 −0.191 −0.589 +0.638 −0.300 −0.516 +1.000 −0.758
−0.294 −0.569 +0.154 +0.022 +0.574 −0.328 +0.128 −0.109 −0.758 +1.000

.
(45)
In Appendix B, we study the systematic error associated with the truncation of the sum in Eq. (43)
and we conclude that N = 3 is already sufficient for an accuracy at the percent level. We also checked
that using P (Q21, Q
2
2) = 1 leads to compatible results in the range where we have lattice data. In the
single-virtual case, our results are in good agreement with experimental data. In the single-virtual case
and in the double-virtual case, we also find good agreement with the results obtained in the dispersive
framework [51]; see Fig. 7. A more detailed comparison with phenomenology is provided in the next
section.
Finally, we remark that a different fit strategy would consist in fitting each ensemble independently
and then extrapolating each coefficient cnm to the physical point. First, we found that the global fit
procedure is more stable. Second, the continuum and chiral extrapolation of the individual coefficients
cnm is nontrivial, as they are correlated. Nonetheless, we provide the z-expansion on three individual
lattice ensembles in Appendix C to allow for comparisons prior to the chiral and continuum extrapolation.
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Figure 8: Study of hypercubic artifacts for different values of the photon virtualities Q21 and Q
2
2. Within our
statistical accuracy, we do not observe hypercubic effects, even at large virtualities. The results correspond to the
ensemble N200. The blue and red points correspond to the pion rest frame and moving frame respectively.
D. Systematic errors
1. Hypercubic effects
At finite lattice spacing, the O(3) rotational symmetry is broken down to the cubic subgroup H(3).
Spatial momenta, equivalent in the continuum, but belonging to different H(3) orbits may be affected
by different lattice artifacts. This has been observed in previous calculations of form factors (recently in
Ref. [53] for example). As explained in Sec. II B, in the calculation of the TFF, we have averaged over
all equivalent combinations of (~q 21 , ~q
2
2 ). In this section, we study the validity of this approach.
Any polynomial function of the spatial momenta ~q, and invariant under H(3), can be expressed in
terms of the three invariants
q[n] = qnx + q
n
y + q
n
z , n = 2, 4, 6 . (46)
Therefore, each H(3) orbit is uniquely characterized by the values of q
[2]
i , q
[4]
i and q
[6]
i with i = 1, 2.
In the pion rest frame, both photons have back-to-back spatial momenta and ~q1 = −~q2. The first kine-
matical configuration with two orbits corresponds to |~q1|2 = 9(2piL )2 with, for example, ~q1 = 2piL (±3, 0, 0)
(6 elements) and ~q1 =
2pi
L (±2,±2,±1) (24 elements). When the pion has one unit of momentum in
the zˆ-direction, equivalent (q21 , q
2
2) can also be obtained from different values of ~q1 not related by H(3)
symmetry but by the permutation of q1 and q2.
In Fig. 8, we show the results for the transition form factor without averaging over equivalent momenta.
We observe that, at our level of statistical precision, we are not yet sensitive to hypercubic artifacts.
2. Finite-size effects
Two sets of ensembles (H200/N202 and H105/N101, listed in Table I) have been generated using the
same bare lattice parameters κ and β but with different volumes (L/a = 32 and 48). The ensembles N202
and N101 correspond to large volumes with mpiL ≥ 6.5 where FSE are expected to be negligible. The
two other ensembles satisfy mpiL ≈ 4.0. The pion decay constant has been computed on all ensembles
(see Table II) with a statistical precision below 1.0 % and finite-size effects are sizable: we observe a 2-3 σ
discrepancy between H200/N202 and FSE corrections using χPT [45] failed to explain the difference.
However, for H105 and N101, the results are in perfect agreement after FSE corrections. Since finite-size
effects strongly depend on the observable (and on the estimator), the TFF has been computed on these
two sets of ensembles. At our level of statistical precision, we do not observe any significant differences
between different volumes and the results for H200, compared to N202, are shown in Fig. 9. Since H200
is our smallest ensemble, we neglect finite-size effects in the following and exclude the ensembles H200
from the analysis. To be conservative, we also exclude H105.
3. Quark-disconnected contributions
The quark-disconnected contributions involve a single quark loop which couples to the vector current.
Within the Mainz group, they have been coded [54] and computed as part of various physics projects [55–
57] on a number of ensembles (H105, N203, N200, D200 and N302). These contributions vanish exactly
for the three ensembles at the heaviest pion mass, where ml = ms. The single-propagator loops have been
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Figure 9: Transition form factor obtained using two different volumes (L = 2.1 fm and L = 3.1 fm for H200 and
N202 respectively) at the same bare lattice parameters κ and β.
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Figure 10: Left panel : ∆F (−Q21,−Q22) defined through Eq. (47) for the ensembles H105, N203, N200, D200
and N302. Ensembles at the same lattice spacing a = 0.064 fm are plotted using plain lines whereas ensembles
at different lattice spacings are plotted using dashed lines. Right panel : TFF with and without including the
disconnected contribution for our lightest pion mass ensemble D200. Red points have been shifted slightly to the
right for clarity.
computed using two random sources of 512 hierarchical probing vectors [58] per configuration and for all
spatial momenta with |~q|2 ≤ 12× ( 2piL )2. The two-point correlation functions between a pseudoscalar and
a vector current have been computed using stochastic sources with U(1) noise as in Ref. [28]. We define
the ratio
∆F (−Q21,−Q22) =
Fdiscpi0γ∗γ∗(−Q21,−Q22)
Fconnpi0γ∗γ∗(−Q21,−Q22)
(47)
where Fconnpi0γ∗γ∗ + Fdiscpi0γ∗γ∗ and Fconnpi0γ∗γ∗ correspond to the TFF obtained with or without including the
disconnected contribution. The results are shown in the left panel of Fig. 10. We remark that the
tail of the disconnected correlator was treated in the same manner as in the connected correlator. As
expected, the disconnected contribution increases as we approach the physical pion mass: the CLS
ensembles used in this work were generated using a constant value of the trace of the bare quark masses.
Comparing ensembles generated at the same pion mass but with different lattice spacings, we do not
observe significant discretization effects. For our ensemble with the lightest pion (D200), the TFF with
and without including the disconnected contribution is depicted in the right panel of Fig. 10 : at our level
of statistical precision, the disconnected contribution can be neglected. The impact of the disconnected
contribution on the pion-pole contribution to the muon g − 2 is discussed in more detail in Sec IV D 3.
IV. PHENOMENOLOGICAL APPLICATIONS
A. Parametrizing and comparing the TFF with phenomenological models
As in Ref. [28], we compare our results with phenomenological models which have been applied to the
pion-pole contribution to hadronic light-by-light scattering in the muon g− 2. In particular, we consider
the VMD model, the LMD model [32, 33] and the LMD+V model [49]. These models are parametrized
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by
FVMDpi0γ∗γ∗(q21 , q22) =
αM4V
(M2V − q21)(M2V − q22)
, (48a)
FLMDpi0γ∗γ∗(q21 , q22) =
αM4V + β(q
2
1 + q
2
2)
(M2V − q21)(M2V − q22)
, (48b)
FLMD+Vpi0γ∗γ∗ (q21 , q22) =
h˜0 q
2
1q
2
2(q
2
1 + q
2
2) + h˜1(q
2
1 + q
2
2)
2 + h˜2 q
2
1q
2
2 + h˜5M
2
V1
M2V2 (q
2
1 + q
2
2) + αM
4
V1
M4V2
(M2V1 − q21)(M2V2 − q21)(M2V1 − q22)(M2V2 − q22)
,
(48c)
and we refer the reader to Ref. [28] for a more detailed description of the models and phenomenological
values of the parameters. We just recall the main properties relevant for this study. All models satisfy
the anomaly constraint at vanishing momenta [18, 19]
Fpi0γ∗γ∗(0, 0) = 1
4pi2Fpi
, (49)
by setting α = αth = 1/(4pi2Fpi) = 0.274 GeV
−1. The VMD model does not fulfill the OPE constraint
given by Eq. (40) but rather behaves as FVMDpi0γ∗γ∗(−Q2,−Q2) ∼ 1/Q4 at large virtualities. The LMD
model has the advantage to fulfill the OPE constraint but does not satisfy the Brodsky-Lepage (BL)
behavior given by Eq. (39) since FLMDpi0γ∗γ∗(−Q2, 0) ∼ β/M2V at large virtualities. Finally, the LMD+V
model satisfies the short-distance constraints both for Q21 = Q
2
2 → ∞ and for Q21 = 0, Q22 → ∞ if one
sets h˜1 = 0.
We have performed global fits using the VMD, LMD and LMD+V Ansa¨tze where the fit parameters are,
respectively, (α,MV ), (α, β,MV ) and (α, h˜0, h˜2, h˜5,MV1 ,MV2). As for the z-expansion, each fit parameter
is assumed to depend linearly on the dimensionless variable y˜ = m2pi/(16pi
2f2pi) and quadratically on the
lattice spacing a. The fits are uncorrelated. Since we have computed the TFF using two different
discretizations of the vector current, we actually perform a combined fit such that any parameter has the
functional form
p(a, y˜) = p(0, y˜phys) + γm (y˜ − y˜phys) + δd
(
a
aβ=3.55
)2
, d = 1, 2 . (50)
In Ref. [28], we have shown that the VMD model fails to reproduce the lattice data at largeQ2 due to the
wrong asymptotic behavior in the double-virtual case. Fitting our new data, we obtain χ2/d.o.f. = 4.8.
However, we obtain a reasonable χ2 if we restrict the fit to the single-virtual TFF and the result at the
physical point reads
αVMD = 0.258(7) GeV−1 , MVMDV = 836(18) MeV , (51)
with χ2/d.o.f. = 1.2. The value of αVMD is compatible with the theoretical prediction for the anomaly
within 2σ and MV is close to the rho meson mass. For the LMD model, we fit α, β, and MV on the full
kinematical range. The result of the global fit at the physical point reads
αLMD = 0.270(6) GeV−1 , β = −26.2(0.7) MeV , MLMDV = 656(13) MeV , (52)
with χ2/d.o.f. = 1.5. The value of αLMD is compatible with the anomaly constraint with a statistical
precision of 2 %. However, the value of β is lower, in absolute value, than the OPE prediction at leading
order βOPE = −Fpi/3 = −30.8 MeV. This point will be discussed in Sec. IV C: the OPE prediction
neglects higher twists and O(αs) corrections which are sizable at virtualities accessible on the lattice. In
Fig. 11 we show the quality of the fit for the ensembles N203 and N200 in the single-virtual configuration.
At large Q2, we observe a significant deviation between the fit and the lattice data which explains
the relatively bad χ2. This feature was not observed in our previous work [28] where only virtualities
Q2 < 0.5 GeV2 were accessible in the single-virtual case. The fact that the LMD model fails to describe
the lattice data in the single-virtual case is not unexpected since the model has the wrong asymptotic
behavior. This explains the discrepancy between the TFF extrapolated to the physical point using the
LMD model and the experimental data, as shown in Fig. 12.
Finally, for the LMD+V model we explicitly set h˜1 = 0 to satisfy the OPE constraint. Furthermore,
to reduce the number of fit parameters, and inspired by quark models, we assume a constant shift in the
spectrum and set MV2(y˜) = m
exp
ρ′ +MV1(y˜)−mexpρ with mexpρ′ = 1.465 GeV. All the remaining parameters
are fitted and the result reads
αLMD+V = 0.261(7) GeV−1 , MLMD+VV1 = 770(92) MeV ,
h˜0 = −0.030(3) GeV , h˜2 = 0.277(70) GeV3 , h˜5 = −0.187(40) GeV , (53)
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Figure 12: Transition form factor extrapolated to the physical point using the three phenomenological models
described in the main text. In the single-virtual case, we also compare the results with data from the CELLO
and CLEO experiments [26].
with χ2/d.o.f. = 1.2. We note that the same fit would be unstable if only lattice data obtained in the
pion rest frame were included. The coefficient h˜0, related to the OPE behavior, is in good agreement
with the leading order OPE prediction h˜0 = −Fpi/3. The phenomenological value h˜2 = 0.327 GeV2 [59]
can be fixed by comparing with the higher-twist corrections in the OPE in Eq. (40) and our result turns
out to be in good agreement as well. Finally, h˜5 is consistent with the phenomenological prediction
h˜5 = −0.166 ± 0.006 GeV obtained in Ref. [49] by fitting the LMD+V model to the CLEO data in the
single-virtual case. At our level of precision, this model provides a good description of our lattice data
in the whole kinematical range covered by this study. It is also perfectly compatible with the available
experimental data, as can be seen on the left panel of Fig. 12.
Recently, a new parametrization of the pion TFF over the whole spacelike region has been proposed
in [52]. The parametrization of the (Q21, Q
2
2) dependence relies on a single parameter, which can be
obtained by adjusting the model to the experimental data in the single-virtual configuration. The model
obeys by construction the leading prediction for the asymptotic behavior at large Q2; however, it does
not accurately reproduce our lattice result at intermediate virtualities: the prediction underestimates our
result by about 20% at Q21 = Q
2
2 = 0.5 GeV
2 as can be seen in Fig 7. Nonetheless, in the future this
model could perhaps be used as the factor P (Q21, Q
2
2) in the expansion (43).
B. Normalization of the TFF, the decay width Γ(pi0 → γγ) and the slope of the form factor
To leading order in the fine-structure constant αe, the decay width of pi
0 → γγ is given by the pion TFF
as follows: Γ(pi0 → γγ) = (piα2em3pi/4)Fpi0γ∗γ∗(0, 0)2. From the measurement Γ(pi0 → γγ) = 7.82(22) eV
by the PrimEx experiment [23] we get the TFF at the origin with a precision of 1.4%, αPrimEx =
0.276(4) GeV−1, and this is therefore an important benchmark for our lattice calculation. The PrimEx-
II experiment aims at reducing the error on the decay width by a factor of two and a preliminary result
Γ(pi0 → γγ) = 7.80(13) eV has been released [24, 25], which leads to αPrimEx−II = 0.275(2) GeV−1 with
0.8% precision. A tension exists between the state-of-the-art chiral predictions of the decay width [29, 60–
18
62] and the new, more precise, preliminary measurement.
In the chiral limit, the normalization of the TFF is exactly predicted by the ABJ chiral anomaly [18, 19],
Fpi0γ∗γ∗(0, 0) = 1
4pi2F
, (54)
where F is the pion decay constant in the chiral limit. At finite quark mass, this result receives corrections
which can be computed in the framework of chiral perturbation theory (χPT) or directly using lattice
QCD. The chiral expansion of the pion TFF at vanishing momenta is known up to next-to-next-to-leading
(NNLO) order in χPT [29]. Chiral logarithms are absent at NLO when the result is expressed in terms of
the physical value of Fpi [60]. They appear only at NNLO but were shown to contribute at the permille
level and are negligible at our level of accuracy [29]. This motivates the extrapolation of the normalization
of the form factor on the lattice using the Ansatz
fpi Fpi0γ∗γ∗(0, 0) = α˜+ γ m2pi + δd
(
a
aβ=3.55
)2
, (55)
already used in a previous lattice calculation [63]. This functional form differs from the one assumed
in the previous sections but both parametrizations lead to compatible results at our level of precision.
Equation. (55) has the advantage to offer the possibility to extract the low-energy constant (LEC) CWr7
in the odd-intrinsic-parity sector of chiral perturbation theory at order p6 [64] via the relation [29, 61]
CWr7 = −
3
64
γ , (56)
by varying the quark masses and thus mpi over a range of values on our lattice ensembles. As explained
in Sec. II E, we note that our lattice ensembles lie in the chiral trajectory where the trace of the bare
quark matrix is kept constant. If we repeat the analysis done in Sec. III C but using fpi Fpi0γ∗γ∗(Q21, Q22)
instead of Fpi0γ∗γ∗(Q21, Q22) as our primary observable, and limiting the fit range below 1 GeV, we obtain
the result
α = 0.264(8)(4) GeV−1 , CWr7 = 0.16(18)× 10−3 GeV−2 , (57)
where the first error is statistical and the second error is an estimate of the systematic error due to
the truncation on the z-expansion (see Appendix B). The choice N = 1 is already sufficient to get a
χ/d.o.f. = 1.1. The normalization of the TFF is almost unchanged compared to the fit done in Sec. III C.
The result in Table III, with N = 3, leads to α = 0.261(13)(2) GeV−1. The value of the normalization
α is compatible with the theoretical prediction αth = 0.274 GeV−1, given by Eq. (54) with F replaced
by Fpi, with a precision of 3.5 %. At this level of precision, we are not yet sensitive to the other chiral
corrections, not taken into account by this replacement. We note that our choice of t0 in the z-expansion
is optimal for the pion-pole contribution to aHLbLµ , discussed in the next subsection, but not for the
normalization, as explained in Appendix B. The results for α and CWr7 obtained from a fit based on the
LMD+V model are compatible within error bars with the model-independent results in Eq. (57).
The central value of our result for the LEC CWr7 in Eq. (57) is larger than the bound |CWr7 | < 0.06 ×
10−3 GeV−2 used in Ref. [29]. Of course with our current uncertainty we cannot exclude that this
LEC vanishes. The bound is essentially based on estimates using a resonance Lagrangian with heavy
pseudoscalars and the nonobservation of the decay pi(1300)→ γγ [1, 32, 61]. The LEC CWr7 also vanishes
exactly [49] in simple resonance Lagrangians with vector mesons only, such as the VMD model for the
TFF or the model proposed in Ref. [65], that do not obey short-distance constraints from the OPE.
On the other hand, using the LMD model [32, 33] or a resonance Lagrangian with vector and heavy
pseudoscalar mesons (LMD+P) that obeys these short-distance constraints, one obtains the estimate
CWr7 = 0.35(7)×10−3 GeV−2 [66]. The result is actually dominated by the LMD part and the additional
contribution from the heavy pseudoscalar is again estimated to be very small. Note, however, that the
error might be underestimated. All resonance estimates of LECs are based on the assumption of narrow
resonances in large-Nc QCD and carry an intrinsic uncertainty of 20%-30%. Under the assumption that
the LECs have a natural size of 0.5× 10−3 GeV−2, one could argue that this implies rather an absolute
error of ±(0.10 − 0.15) × 10−3 GeV−2 for all LECs. With the current precision, our value for CWr7 in
Eq. (57) is also compatible with the larger LMD+P estimate.
As mentioned above, the precision obtained for the normalization of the TFF from the lattice cannot
compete with the PrimEx or even the PrimEx-II result. However, with our new estimate for CWr7 in
Eq. (57), we can follow the same strategy as in Refs. [29, 32, 61] and use it together with the experimental
decay width Γ(η → γγ) = 0.515(18) keV [1] to determine the other LEC CWr8 that appears in the
expression for the decay pi0 → γγ at NLO in χPT with the result
CWr8 = 0.56(17)× 10−3 GeV−2 . (58)
This result is almost identical to the estimate CWr8 = 0.58(20) × 10−3 GeV−2 from Ref. [29] that was
obtained by setting CWr7 = 0. We took over their estimate of 30% uncertainty from neglected terms
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Table IV: Normalization of the transition form factor obtained from the two sequences of Canterbury approximants
CNN and C
N
N+1. As before, chi-square corresponds to uncorrelated fits.
C01 C
1
2 C
1
1
α [GeV−1] 0.325(8) 0.253(12) 0.268(10)
χ2/d.o.f. 4.1 1.2 1.3
of order m2s in the chiral expansion. Using the expression for the decay amplitude pi
0 → γγ given in
Ref. [29], including strong isospin breaking effects from mu 6= md and electromagnetic corrections, these
changes in the LECs lead to the prediction
Γ(pi0 → γγ) = 8.07(10) eV , (59)
confirming the value Γ(pi0 → γγ) = 8.09(11) eV obtained in Ref. [29]. Therefore the tension with the
preliminary result of the PrimEx-II experiment [25] remains.
Another phenomenologically interesting quantity is the slope of the form factor at the origin. It is
defined through
bpi0 =
1
Fpi0γ∗γ∗(0, 0)
dFpi0γ∗γ∗(q2, 0)
dq2
∣∣∣
q2=0
. (60)
We obtain
bLMD+Vpi0 = 1.59(11) GeV
2 , bz−exppi0 = 1.57(13)(11) GeV
2 . (61)
where the first error is statistical and the second error is the systematic error associated with the z-
expansion. Both determinations are compatible with each other and with the result obtained in Ref. [51]
using a dispersive framework (within our convention, their result reads bpi0 = 1.73(5) GeV
2). The model
independent determination is affected by a relatively large error which could be reduced in the future by
adding large-volume ensembles which probe the low-Q2 region.
We also try the method of Canterbury approximants proposed in Ref. [67] in the context of the pion
TFF. It is a generalization of the Pade´ approximants for bivariate functions and we refer the reader to
Ref. [68] for an introduction to the subject. A general Canterbury approximant has the form
CNM (Q
2
1, Q
2
2) =
∑N
n,m=0 anmQ
2n
1 Q
2m
2∑M
n,m=0 bnmQ
2n
1 Q
2m
2
, (62)
with the convention b00 = 1 and the relations anm = amn, bnm = bmn reflecting the Bose symmetry of
the photons. We consider both the diagonal and the subdiagonal sequences of approximants CNN and
CNN+1. In particular, the sequence C
N
N+1 automatically satisfies the short-distance behavior ∼ 1/Q2 if
one sets bNN = 0. The lowest order elements for both sequences are
C01 (Q
2
1, Q
2
2) =
a00
1 + b01(Q21 +Q
2
2) + b11Q
2
1Q
2
2
, (63)
C11 (Q
2
1, Q
2
2) =
a00 + a01(Q
2
1 +Q
2
2) + a11Q
2
1Q
2
2
1 + b01(Q21 +Q
2
2) + b11Q
2
1Q
2
2
. (64)
The main drawbacks of this method are, first, the absence of a proof of convergence for the pion TFF
and, second, the rapid growth of the number of fit parameters. As a consequence, for large values of M ,
the denominator can become singular at large virtualities (the presence of spurious poles in the spacelike
domain) where there are no lattice data. In the following, we perform a global fit of the TFF, over the
whole kinematic range, assuming a linear dependence of the coefficients aij and bij on the dimensionless
parameter y˜ and a quadratic dependence in the lattice spacing a. Both sequences already give a good χ2
for N = 1. Using higher-order approximants only increases the statistical error or leads to unstable fits.
The results for the two sequences are summarized in Table IV. We use as our final estimate the average
between the approximants C12 and C
1
1 and we take half the difference between the two sequences as an
estimate for the systematic error : α = 0.261(12)stat(8)syst GeV
−1. This value is compatible with our
determination via the z-expansion with a similar statistical error, but a systematic error which is difficult
to estimate.
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C. Asymptotic behavior of the pion transition form factor
When at least one of the photon virtualities is large, and assuming (collinear) factorization, the TFF
can be written as a convolution integral [20]
Fpi0γ∗γ∗(q21 , q22) =
2Fpi
3
∫ 1
0
dxTH(x,Q
2
1, Q
2
2;µ
2)ϕpi(x;µ
2) , (65)
where TH(x,Q
2
1, Q
2
2, µ
2) is a hard scattering kernel, calculable in perturbative QCD, and ϕpi(x;µ
2) is
the nonperturbative pion distribution amplitude (DA) of twist two (normalized to one). The latter is
scale dependent but otherwise universal and therefore plays a major role in the study of hard exclusive
processes. The factorization and renormalization scales are chosen to be equal µR = µF = µ and of order
Q
2
= Q21 + Q
2
2. Here, x and 1 − x are, respectively, the quark and antiquark longitudinal momentum
fractions of the meson’s total momentum. Neglecting isospin breaking effects, the pion distribution
amplitude is symmetric under the interchange of x and x = 1 − x such that ϕpi(x) = ϕpi(1 − x). At
leading twist and leading order in perturbative QCD, the hard scattering kernel is given by [20]
TLOH (x,Q
2) =
1
xQ21 + (1− x)Q22
=
2
Q
2
+ ω(1− 2x)Q2
, (66)
where we have introduced the asymmetry parameter ω defined through
ω =
Q22 −Q21
Q22 +Q
2
1
, Q21 =
1− ω
2
Q
2
, Q22 =
1 + ω
2
Q
2
. (67)
In this section, the parameter ω should not be confused with the parameter ω1 introduced in Eq. (3). At
next-to-leading order in perturbative QCD, the hard scattering kernel has been computed for all values
of ω in the MS scheme in Refs. [69–71] and the result is
TNLOH (x,Q
2) =
1
Q
2
+ ω(1− 2x)Q2
[
1 + CF
αs(µ)
2pi
t(x,w)
]
+ (x↔ 1− x) , (68)
where an explicit expression for t(x,w) with w = (1−ω)/2 is given by Eq. (5.2) of Ref. [70]. Then, using
CF = 4/3 and the symmetry properties of the pion DA, Eq. (65) reduces to
Fpi0γ∗γ∗(q21 , q22) =
4Fpi
3Q
2
∫ 1
0
ϕpi(x)
1 + ω(1− 2x)
[
1 +
2αs(µ)
3pi
t(x,w)
]
dx + O
(
1
Q
4 ,
α2s
Q
2
)
. (69)
The asymptotic expression of the twist two pion DA, ϕaspi (x) = 6x(1 − x), leads to the OPE and BL
asymptotic predictions for the double and single off-shell form factors respectively [20, 72]. However, this
asymptotic result is expected to hold only at very large virtualities. Higher twist corrections, discussed
in Refs. [22, 73], are given by
−2Fpi
3
80
9
δ2
Q
4
(−2ω3 + 3ω + 3(ω2 − 1)tanh−1(ω)
ω5
)
, (70)
where the parameter δ2 = 0.20(2) GeV2 has been evaluated in Ref. [22] using QCD sum rules and more
recently in Ref. [74] using lattice QCD.
1. Double-virtual form factor : Symmetric case
When both photons share the same virtualities (ω = 0) one can see from Eq. (69) that the asymptotic
value of the TFF is not sensitive to the shape of the pion DA (one can show that t(x, 1/2) = −3/2 is also
independent of the quark longitudinal momentum fraction x) and the result reads
Fpi0γ∗γ∗(−Q2,−Q2) = 2Fpi
3Q2
[
1− αs(Q)
pi
− 8
9
δ2
Q2
]
+O
(
α2s(Q),
1
Q4
)
. (71)
Checking the validity of Eq. (71) at asymptotically large Q2 provides a strong test of perturbative QCD.
Here we will ask whether the given functional form describes our lattice data at moderately large Q2.
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Table V: Value of the higher twist coefficient δ2 as a function of Q2min.
Q2min [GeV
2] 1.5 1.75 2.0 2.25
δ2 [GeV2] 0.13(5) 0.14(6) 0.15(6) 0.15(7)
2. Double-virtual form factor : General case
When both photons share different virtualities, the situation is more difficult because the result depends
on the precise shape of the pion DA, which is largely unknown, although a recent lattice calculation of
the two lowest Gegenbauer moments has been carried out on a similar set of lattice ensembles in Ref. [75].
However, as pointed out in Ref. [76], this dependence is small for small values of the asymmetry parameter
ω. At leading twist, we have
Fpi0γ∗γ∗(−Q21,−Q22) =
4Fpi
3Q
2
[
1− αs(Q)
pi
+
1
5
ω2
(
1− 5
3
αs(Q)
pi
)
+
12
35
ω2a2(µ)
(
1 +
5
12
αs(Q)
pi
{
1− 10
3
ln
Q
2
2µ2F
})]
+O(ω4, α2s) , (72)
where a2 is the second coefficient in the expansion of the pion distribution amplitude in terms of Gegen-
bauer polynomials. For Q22 = 2Q
2
1, where ω = 1/3, corrections to the asymptotic DA are of the order of
2%. We can therefore fit our lattice data in a much wider range without being sensitive to the actual
shape of the pion DA.
3. Fits
We perform a global fit using Eq. (71) where δ2 is considered as a free fit parameter and is allowed
to vary linearly with y˜ and a2. We restrict the fit to virtualities with ω < 1/3 and Q2 > Q2min and
use the four-loop running strong coupling in the MS scheme [77]. Of course, one might question the
applicability of perturbative QCD down to such low values of |Qmin| = 1.2 GeV, even in Euclidean space,
see Ref. [78] for an analysis of nonperturbative effects in the Adler function. The results at the physical
point and for different values of Q2min are listed in Table V and we quote as our final estimate the value
at Q2min = 2 GeV
2
δ2 = 0.15(6) GeV2 . (73)
This result is compatible with the sum rule determination [22] and the lattice determination [74] although
with larger error.
D. Determination of the pion-pole contribution to HLbL scattering in the (g − 2)µ
The hadronic light-by-light scattering contribution to the anomalous magnetic moment of the muon is
one of two dominant sources of uncertainty along with the hadronic vacuum polarization. For the HLbL
scattering, a model independent dispersive approach has been proposed recently [10] and the dominant
contribution is expected to be the pion-pole contribution which requires the pion TFF as input. Until
recently, most estimates were based on model calculations where errors are difficult to estimate. In our
previous work [28], we provided the first lattice QCD calculation of the pion-pole contribution, with a
statistical precision of about 12%. Recently, a data-driven determination based on the calculation of the
TFF using dispersion theory was published [51]. The result is compatible with our previous determination
but with reduced uncertainty. In this section, we propose to use our results to improve our estimate of
the pion-pole contribution from lattice QCD.
Following [8], the pion-pole contribution to the hadronic light-by-light scattering in the muon (g−2) can
be expressed as a three-dimensional integral involving two model-independent weight functions w1 and
w2 and the product of a single-virtual TFF times a double-virtual TFF for arbitrary spacelike virtualities,
aHLbL;pi
0
µ =
(αe
pi
)3 ∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ 1
−1
dτ
(
w1(Q1, Q2, τ)Fpi0γ∗γ∗(−Q21,−(Q1 +Q2)2)Fpi0γ∗γ∗(−Q22, 0)
+ w2(Q1, Q2, τ)Fpi0γ∗γ∗(−Q21,−Q22)Fpi0γ∗γ∗(−(Q1 +Q2)2, 0)
)
. (74)
The integrals run over the lengths Qi = |(Qi)µ|, i = 1, 2 of the two Euclidean four-momentum vectors and
the angle θ between them, Q1 ·Q2 = Q1Q2 cos θ, where we defined τ = cos θ. The analytical expressions
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for the dimensionless weight functions wi(Q1, Q2, τ), i = 1, 2 can be found in Ref. [8]. In particular, it
was shown in Ref. [79] that the relevant integration range involves spacelike virtualities below 2 GeV2,
precisely the kinematical region where we have lattice data.
1. Phenomenological models
A first estimate of the pion-pole contribution is obtained using the LMD+V model, which provides
a good description of our lattice data. The parameters at the physical point are determined from the
global fit procedure described in Sec. IV A and we obtain
aHLbL;pi
0
µ;LMD+V = (58.6± 2.7)× 10−11, (75)
where the error is statistical but includes the error from the continuum and chiral extrapolations. It
can be compared with our previous estimate, aHLbL;pi
0
µ;LMD+V = (65.0 ± 8.3) × 10−11, obtained with two
dynamical quarks [28]. The slightly lower central value in Eq. (75) arises due to the slightly lower values
of the parameters α and h˜2 emerging from the fit, but the results are in agreement within the quoted
uncertainties. We also checked that computing aHLbL;pi
0
µ;LMD+V on each ensemble separately and then, in a
second step, extrapolating the results to the continuum limit and at the physical pion mass using a fit
linear in y˜ and a2 gives a similar result. In this case, we would obtain (58.4 ± 2.4) × 10−11. Since we
are using a phenomenological model to describe the lattice data, the result could be biased and the error
underestimated. Moreover, for the LMD+V model, we do not fit all the model parameters but made
some assumptions on the second vector-resonance mass MV2 to stabilize the fit.
2. Canterbury approximants
A second possibility is to use the results obtained from the method of the Canterbury approximants
presented in Sec. IV B. The short-distance constraints in Eqs (39) and (40) are explicitly implemented
using the sequence with M = N + 1 with the additional constraint bNN = 0. Using the approximant
(N,M) = (1, 2), which provides a good description of our lattice data, we find at the physical point
aHLbL;pi
0
µ = (58.3± 4.2)× 10−11 . (76)
The next approximant leads to unstable fits. We note that this result is compatible with the LMD+V
model determinations, which suggests that the model dependence of the central value is small. As for the
LMD+V model, it is, however, difficult to assess a systematic error, especially because we are limited to
rather low values of M .
3. Final result : z-expansion
Finally, the z-expansion provides a systematically improvable determination. The choice for the func-
tion P (Q21, Q
2
2) in Eq. (41) guarantees the 1/Q
2 falloff of the TFF in all directions, and, using the results
of Sec. III C with N = 3, we quote as our final result
aHLbL;pi
0
µ = (59.7± 3.4± 0.9± 0.5)× 10−11 = (59.7± 3.6)× 10−11 , (77)
where the first error is statistical, the second is the systematic error inferred from the study in Appendix B
and the third error comes from the disconnected contribution. In particular, the first error includes the
error on the lattice spacing, the renormalization of the vector currents and the extrapolation to the
physical point. In the last step of Eq. (77), we have added the errors in quadrature. Since the TFF has
units of GeV−1, the relative scale-setting uncertainty on the pion-pole contribution is 2 times the relative
error on the lattice spacing expressed in fm. The scale is known with a precision of 1% which translates
in an uncertainty of about 2% on aHLbL;pi
0
µ . The uncertainty on the renormalization of the vector current
is negligible. Therefore, the statistical precision of the correlation functions and the extrapolation to the
physical point are the dominant sources of uncertainties in our calculation. They could be improved in a
future calculation, in particular by including a lattice ensemble at the physical pion mass in the analysis.
In contrast to phenomenological analyses, our result for aHLbL;pi
0
µ is significantly more accurate than our
determination of Fpi0γ∗γ∗(0, 0).
In the left panel of Fig. 13, we show the difference ∆aHLbL;pi
0;disc
µ between the results obtained with
and without including the disconnected contribution. At the SU(3)flavor symmetric point, the difference
vanishes exactly, while it turns negative as the pion mass approaches its physical value. At a constant
value of the trace of the quark-mass matrix, the disconnected contribution is proportional to ms −ml
close to the SU(3)flavor symmetric point. In practice, we parametrize it as being linear in m
2
K −m2pi and
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Figure 13: Left panel: Difference in aHLbL;pi
0
µ with or without including the disconnected diagrams. The red line
corresponds to a linear fit and the vertical dashed line to the physical point. Right panel: Continuum and chiral
extrapolation of aHLbL;pi
0
µ using the local z-expansion performed on each ensemble.
obtain ∆aHLbL;pi
0;disc
µ = −1.0(0.3) × 10−11 at the physical point. To be conservative, and because our
data do not allow us to perform a precise continuum extrapolation, we associate 50% uncertainty to this
contribution.
Similar to the case of the LMD+V model, we could perform the z-expansion on each ensemble separately
and then extrapolate aHLbL;pi
0
µ to the physical point. We would obtain (58.5 ± 4.0) × 10−11, compatible
with the results from the global fit. We note that the continuum and chiral extrapolations are very mild,
as can be seen in the right panel of Fig. 13. We prefer the global fit method which reduces the number
of fit parameters and relies on the chiral extrapolation of the pion TFF itself instead of the pion-pole
contribution.
Our final value given by Eq. (77) is compatible with our previous determination [28] using two dynamical
quarks but with an improved accuracy. It is also in good agreement with the data-driven determination
recently published in Ref. [51] and based on dispersion theory, with a similar precision to results published
in Ref. [67], based on a fit to experimental data using Canterbury approximants.
4. Combination of lattice and experimental data
The experimental precision on the normalization of the TFF, dominated by the PrimEx experiment [23],
is still better than our lattice determination. It is thus possible to reduce the error on aHLbL;pi
0
µ by
exploiting this experimental measurement. We thus performed a constrained linear fit: to propagate
the error on the normalization of the TFF, the constraint is imposed on each jackknife sample with a
Gaussian distribution reproducing the PrimEx result. We obtain
aHLbL;pi
0
µ = (62.3± 2.0± 0.9± 0.5)× 10−11 = (62.3± 2.3)× 10−11 . (78)
Two comments on these results. First, this value is slightly higher than in Eq. (77). This can be explained
by our lower value for the normalization of the TFF. Second, the statistical error has been reduced by a
factor of 1.7 which can be attributed to the small experimental error on the decay width, emphasizing the
importance of precise lattice data at low virtualities. Thus, to further improve the lattice determination,
it would be interesting to add large volume ensembles, which more tightly constrain the normalization
of the TFF. The CLS ensemble E250 [80], at the physical mass and with a volume of 6.2 fm would be
valuable.
V. CONCLUSION
We have computed the neutral pion transition form factor with Nf = 2 + 1 dynamical quarks at the
physical point. The results are summarized in Table III where we provide the coefficients of the modified
z-expansion and the associated correlation matrix. Our results are in good agreement with experimental
data from CELLO and CLEO in the single-virtual case. In the double-virtual case, where no experimental
data exist yet, we can compare our result with the recent dispersive analysis [51]. Finally, when both
virtual photons carry large virtualities, our result reproduces the asymptotic prediction from perturbative
QCD once one includes the first-order αs correction and higher-twist corrections.
In Sec. IV, we first compared our result with popular phenomenological models, often used to estimate
the pion-pole contribution to hadronic light-by-light scattering in the muon g − 2. The LMD+V model,
which satisfies both the OPE and the Brodsky-Lepage constraints at short distances, provides a good
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parametrization over the whole kinematic range covered by our lattice data. The fit parameters turn
out to be close to their phenomenological values obtained in Ref. [81]. However, our lattice data show
significant deviations from the VMD or LMD models. Second, we have extracted the normalization of
the TFF using either the phenomenological models or the more systematic parametrization based on the
z-expansion. We reproduce the experimental result with a precision of 3.5% : α = 0.264(9) GeV−1. This
is an important benchmark of our calculation. The precision is not yet competitive with the experimental
estimate from the PrimEx Collaboration [23], but we were able to extract the LEC appearing in the odd-
intrinsic-parity sector of χPT at order p6, CWr7 = 0.16(18)×10−3 GeV−2. This value lies in-between some
recent estimates based on various resonance Lagrangians that do or do not fulfill short-distance constraints
from the OPE. Ref. [29] revisited the analysis of pion decay pi0 → γγ at NLO in χPT and assumed that
this LEC vanishes. It turns out that with our new result from the lattice, the other relevant LEC at NLO
does not change much compared to the analysis in Ref. [29]. We get CWr8 = 0.56(17)× 10−3 GeV−2 and
essentially reproduce with Γ(pi0 → γγ) = 8.07(10) eV the result given in that reference, using similar
input from experiment and theory.
Finally, our model-independent lattice estimate for the pion-pole contribution to hadronic light-by-
light scattering in (g − 2)µ, given by Eq. (77), reads aHLbL;pi0µ = (59.7 ± 3.6) × 10−11 and corresponds
to a precision of 6%. This is our main result. The precision can be further improved by imposing the
experimental constraint on the normalization of the TFF from the PrimEx experiment, and we obtain
in this way the lattice and data-driven estimate aHLbL;pi
0
µ = (62.3± 2.3)× 10−11 with a precision of 4%.
This precision has already reached a sufficient level in view of the forthcoming experiment at Fermilab,
for which a precision of 10% on the theory estimate of the full HLbL contribution is desired.
In the future, we plan to use our result to estimate the dominant finite-size effects in the full lattice
calculation of the HLbL contribution to the muon g − 2. Since the QCD four-point correlation function
will be computed on the same set of lattice ensembles, we should be able to constrain the tail of the
integrand at large distances and thus reduce the statistical error. We also plan to include another
lattice ensemble, with physical pion mass and large volume, to constrain even better the chiral and
continuum extrapolations. The large volume should help us reach smaller virtualities and will constrain
the normalization of the TFF even better. Finally, besides the dominant pion-pole contribution, it
would be interesting to have a first principle estimate for the η and η′ pseudoscalar-pole contributions.
According to model calculations [79], the size of these contributions is of the order of 20% of the pion-
pole contribution and they are therefore not negligible. The same lattice methodology can be used to
extract the relevant pseudoscalar transition form factors, even though disconnected diagrams will play
a more important role. In that case, the weight functions appearing in Eq. (74) are peaked at slightly
larger virtualities. However, since a precision of 20 or 30% should suffice, a lattice calculation should be
feasible. Such a study would have a high impact since only sparse experimental data are available in the
double-virtual case for spacelike momenta [82].
Acknowledgments
We thank Martin Hoferichter and Bastian Kubis for helpful discussions. We are grateful for the
access to the ensembles used here, made available to us through CLS, as well as to the samples of
quark-disconnected loops generated by Konstantin Ottnad on a subset of these ensembles. The quark-
connected correlation functions were computed on the platforms “Clover” at the Helmholtz-Institut
Mainz and “Mogon II” at Johannes Gutenberg University Mainz. The CLS lattice ensembles and the
quark-disconnected loops used here were partly generated through computing time provided by the Gauss
Centre for Supercomputing (GCS) through the John von Neumann Institute for Computing (NIC) on
the GCS share of the supercomputer JUQUEEN at Ju¨lich Supercomputing Centre (JSC). This work was
partly supported by the European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme through Grant Agreement No. 771971-SIMDAMA, as well as by the
Cluster of Excellence Precision Physics, Fundamental Interactions, and Structure of Matter (PRISMA+
EXC 2118/1) funded by the German Research Foundation (DFG) within the German Excellence Strategy
(Project ID 39083149), as well as by the SFB 1044 funded by the DFG. A.N. is grateful to the Albert
Einstein Center for Fundamental Physics (AEC) at the University of Bern for hospitality and support
during the completion of this work.
Appendix A: Analytic expressions of A˜VMDµν (τ) and A˜
LMD
µν (τ)
In this appendix, we provide analytical expressions for the function A˜LMDµν (τ), introduced in Eq. (3),
for a general pion momentum ~p, assuming an LMD transition form factor [32, 33]. The VMD case is
simply obtained by setting β = 0 in the equations below. Using the LMD model and Eq. (10), we obtain
A˜µν(τ) =
Zpi
4piEpi
∫ ∞
−∞
dω˜
(
PEµν ω˜ +Q
E
µν
) αM4V + β (q21 + q22)
(M2V + |~q1|2 + ω˜2) (M2V + |~q2|2 − (Epi − iω˜)2)
e−iw˜τ , (A1)
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Figure 14: Fits of the LMD+V TFF using the modified z-expansion in the range 0 - 4 GeV2 and for different
values of N . The LMD+V TFF is defined using Eq. (48c) and the fit parameters in Eq. (53).
where PEµν = iµν0ip
i and QEµν = µνi0Epi q
i
1 − iµνij qi1 pj are independent of ω˜. The integrand has four
distinct simple poles
ω˜
(±)
1 = ±i
√
M2V + |~q1|2 = ±ik1 , ω˜(±)2 = −i
(
Epi ∓
√
M2V + |~q2|2
)
= −i(Epi ∓ k2) , (A2)
where we used the notations k1 =
√
M2V + |~q1|2 and k2 =
√
M2V + |~q2|2. Therefore
A˜LMDµν (τ) =
Zpi
4piEpi
∫ ∞
−∞
dω˜
(
PEµν ω˜ +Q
E
µν
) αM4V + β (q21 + q22)(
ω˜ − ω˜(+)1
)(
ω˜ − ω˜(−)1
)(
ω˜ − ω˜(+)2
)(
ω˜ − ω˜(−)2
) e−iω˜τ . (A3)
Case τ > 0
A˜LMDµν (τ) = −
Zpi
4Epi
[(
PEµν ω˜
(−)
1 +Q
E
µν
) αM4V + β(2M2V + E2pi − 2Epik1 + |~q1|2 − |~q2|2)
k1(Epi − k1 + k2)(Epi − k1 − k2) e
−k1τ+(
PEµν ω˜
(−)
2 +Q
E
µν
) αM4V + β(2M2V + E2pi + 2Epik2 − |~q1|2 + |~q2|2)
k2(Epi − k1 + k2)(Epi + k1 + k2) e
−(Epi+k2)τ
]
. (A4)
Case τ < 0
A˜LMDµν (τ) = −
Zpi
4Epi
[(
PEµν ω˜
(+)
1 +Q
E
µν
) αM4V + β(2M2V + E2pi + 2Epik1 + |~q1|2 − |~q2|2)
k1(Epi + k1 − k2)(Epi + k1 + k2) e
k1τ+(
PEµν ω˜
(+)
2 +Q
E
µν
) αM4V + β(2M2V + E2pi − 2Epik2 − |~q1|2 + |~q2|2)
k2(Epi + k1 − k2)(Epi − k1 − k2) e
+(k2−Epi)τ
]
. (A5)
The expression for A˜(1),LMD(τ) is then obtained using Eq. (10). The function A˜LMDµν (τ) is continuous for
all values of τ when PEµν = 0 but is discontinuous at τ = 0 when P
E
µν 6= 0. However, the function has
finite limits when τ → 0± respectively. A similar method can easily be applied to the LMD+V model.
Finally, we remark that Eqs. (A4) and (A5) indicate the type of intermediate states that contribute
to the Euclidean three-point function C
(3)
µν defined in Eq. (5), according to the LMD model. Taking into
account ~p = ~q1 + ~q2 and the relation (4) between A˜µν(τ) and C
(3)
µν , we find that for τ > 0, either a vector
meson with momentum ~q1 or a two-particle state consisting of a pion with momentum ~p and a vector
meson with momentum −~q2 is propagating between the two vector currents; for τ < 0, either a vector
meson with momentum ~q2 or a two-particle state consisting of a pion with momentum ~p and a vector
meson with momentum −~q1 is propagating.
Appendix B: z-expansion : systematic error
The transition form factor admits a modified double z-expansion given by Eq. (43) where the conformal
variables z1 and z2 are given by
zk =
√
tc +Q2k −
√
tc − t0√
tc +Q2k +
√
tc − t0
, t0 = tc
1−√1 + Q2max
tc
 , tc = 4m2pi . (B1)
26
Table VI: Results of the fits of the LMD+V model using the modified double z-expansion. The model is defined
using Eq. (48c) and the fit parameters in Eq. (53). The exact values are α = 0.264 GeV−1, bpi = 1.62 GeV−2 and
aHLbL;pi
0
µ = 59.2× 10−11. Results for aHLbL;pi
0
µ are given in units of 10
−11. The last column, dmax, corresponds to
the maximum deviation in percent between the exact TFF and the fit.
Q2max = 1 GeV
2 Q2max = 2 GeV
2 Q2max = 4 GeV
2
N α [GeV−1] bpi [GeV−2] aHLbL;pi
0
µ α [GeV
−1] bpi [GeV−2] aHLbL;pi
0
µ α [GeV
−1] bpi [GeV−2] aHLbL;pi
0
µ dmax
1 0.260 1.51 55.4 0.253 1.51 54.4 0.232 1.43 49.1 12.2%
2 0.265 1.63 57.0 0.264 1.55 58.2 0.262 1.40 58.4 3.5%
3 0.264 1.62 57.9 0.264 1.65 57.9 0.265 1.71 58.3 0.6%
4 0.264 1.62 57.8 0.264 1.61 58.3 0.264 1.60 59.2 0.2%
5 0.264 1.62 58.4 0.264 1.63 59.4 0.264 1.62 59.8 0.06%
As explained in the main text, t0 is the optimal choice which reduces the maximum value of |zk| in the
range [0, Q2max]. Using mpi = 134.9 MeV one finds
|zmax|Q2max=2 GeV2 = 0.40 , (B2a)
|zmax|Q2max=3 GeV2 = 0.44 , (B2b)
|zmax|Q2max=4 GeV2 = 0.46 , (B2c)
well below one. The expansion parameter zk vanishes for Q
2
k = −t0 (with Q2max = 4 GeV2, it corresponds
to t0 = −0.47 GeV2) and is maximum at zk = 0 and zk = Q2max. Finally, the virtualities can be expressed
in terms of the variables zk
Q2k =
(
1 + zk
1− zk
)2
(tc − t0)− tc . (B3)
In Sec. III C, the coefficients of the double z-expansion were obtained by fitting the lattice data for a
given value of N . The latter should be large enough to minimize the systematic error coming from the
truncation of the sum but its value is also limited by the statistical precision of the data. We would like
to estimate the systematic error induced by this truncation. Therefore, as a test, we fit the LMD+V
TFF, defined using Eq. (48c) and the fit parameters in Eq. (53), with the z-expansion given by Eq. (43).
The model satisfies both short-distance constraints given by Eqs. (39) and (40). For this purpose, we use
a regular grid with 0 ≤ Q2k ≤ Q2max and a step size δQ2k = 0.025 GeV2. In Table VI, and for different
values of N and Q2max, we provide the results of the fit for the normalization of the TFF α, the slope at
the origin bpi and the pion-pole contribution a
HLbL;pi0
µ which can be compared to the exact known results.
We also provide the maximum deviation between the exact TFF and the fit. The level of agreement is
illustrated in Fig. 14.
We conclude that using N = 3 and Q2max = 4 GeV
2 is already sufficient to get a precision below 1% for
the TFF in the range [0, Q2max]. The normalization of the TFF and the pion-pole contribution, a
HLbL;pi0
µ ,
are also recovered within a precision below 1%. The slope parameter is obtained with a precision of 6%.
We point out that, using the optimal value t0, the parameters zk reach their maximal value at Q
2
k = 0,
precisely where the normalization of the TFF is obtained. Therefore, fitting the data in a wide range
of virtualities is not the best method to determine the normalization of the TFF. However, the minimal
value of zk is obtained at Q
2
k = −t0 ≈ 0.5 GeV2, an optimal choice for the pion-pole contribution since
the integrand is peaked around this value.
Appendix C: Results of the z-expansion for some individual lattice ensembles
In Table VII, we provide the coefficients of the z-expansion for three ensembles used in this work:
N101, N200 and D200. The correlation matrices are respectively given by Eqs (C1), (C2) and (C3). The
ensembles N200 and D200 have the same lattice spacing but different pion masses whereas N200 and
N101 have similar pion masses but different lattice spacings. We stress that our main result in Sec. III C
is based on a global fit, where all the ensembles are fitted simultaneously using the ansatz (44).
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Table VII: Coefficients of the z-expansion, in GeV−1, defined in Eq. (43) and obtained from a fit on a single
ensemble using local vector currents at the source and at the sink. The vector meson masses used in Eq. (41) are
given in Table I.
Id c00 c01 c11 c20 c21
N101 0.2456(46) −0.0755(61) −0.265(99) 0.065(54) 0.02(14)
N200 0.2301(44) −0.0675(43) −0.280(64) 0.071(32) 0.09(11)
D200 0.2484(48) −0.0728(51) −0.399(94) 0.148(47) −0.02(14)
Id c22 c30 c31 c32 c33
N101 −0.038(85) 0.143(125) 0.12(41) −0.35(62) −0.18(91)
N200 −0.250(58) 0.079(95) 0.26(32) −0.16(76) −0.90(91)
D200 −2.44(1.15) 0.283(122) 1.14(55) −1.64(79) −0.15(89)
cor(cnm) =

+1.000 −0.338 +0.126 −0.242 +0.188 +0.054 −0.227 +0.049 +0.162 −0.299
−0.338 +1.000 −0.051 +0.096 −0.310 +0.371 −0.113 −0.406 +0.508 +0.016
+0.126 −0.051 +1.000 −0.946 +0.757 +0.550 −0.852 −0.470 +0.230 +0.274
−0.242 +0.096 −0.946 +1.000 −0.854 −0.517 +0.932 +0.331 −0.179 −0.140
+0.188 −0.310 +0.757 −0.854 +1.000 +0.243 −0.832 −0.034 −0.272 +0.317
+0.054 +0.371 +0.550 −0.517 +0.243 +1.000 −0.577 −0.934 +0.672 +0.285
−0.227 −0.113 −0.852 +0.932 −0.832 −0.577 +1.000 +0.365 −0.268 −0.116
+0.049 −0.406 −0.470 +0.331 −0.034 −0.934 +0.365 +1.000 −0.679 −0.399
+0.162 +0.508 +0.230 −0.179 −0.272 +0.672 −0.268 −0.679 +1.000 −0.369
−0.299 +0.016 +0.274 −0.140 +0.317 +0.285 −0.116 −0.399 −0.369 +1.000

.
(C1)
cor(cnm) =

+1.000 −0.237 −0.409 +0.084 +0.140 −0.113 +0.053 +0.388 −0.405 +0.171
−0.237 +1.000 +0.152 −0.171 −0.095 +0.267 −0.394 −0.211 +0.414 −0.299
−0.409 +0.152 +1.000 −0.812 +0.466 +0.471 −0.688 −0.510 +0.331 +0.077
+0.084 −0.171 −0.812 +1.000 −0.790 −0.419 +0.882 +0.117 +0.044 −0.218
+0.140 −0.095 +0.466 −0.790 +1.000 +0.096 −0.779 +0.270 −0.487 +0.512
−0.113 +0.267 +0.471 −0.419 +0.096 +1.000 −0.402 −0.808 +0.435 +0.002
+0.053 −0.394 −0.688 +0.882 −0.779 −0.402 +1.000 +0.113 −0.093 −0.069
+0.388 −0.211 −0.510 +0.117 +0.270 −0.808 +0.113 +1.000 −0.734 +0.189
−0.405 +0.414 +0.331 +0.044 −0.487 +0.435 −0.093 −0.734 +1.000 −0.769
+0.171 −0.299 +0.077 −0.218 +0.512 +0.002 −0.069 +0.189 −0.769 +1.000

.
(C2)
cor(cnm) =

+1.000 −0.147 −0.109 −0.006 −0.101 +0.139 +0.018 −0.079 +0.178 −0.246
−0.147 +1.000 +0.097 −0.040 −0.257 +0.411 −0.185 −0.441 +0.544 −0.082
−0.109 +0.097 +1.000 −0.936 +0.676 +0.456 −0.812 −0.440 +0.210 +0.418
−0.006 −0.040 −0.936 +1.000 −0.746 −0.434 +0.890 +0.322 −0.177 −0.241
−0.101 −0.257 +0.676 −0.746 +1.000 +0.058 −0.811 +0.041 −0.332 +0.529
+0.139 +0.411 +0.456 −0.434 +0.058 +1.000 −0.490 −0.954 +0.839 +0.032
+0.018 −0.185 −0.812 +0.890 −0.811 −0.490 +1.000 +0.361 −0.229 −0.253
−0.079 −0.441 −0.440 +0.322 +0.041 −0.954 +0.361 +1.000 −0.834 −0.166
+0.178 +0.544 +0.210 −0.177 −0.332 +0.839 −0.229 −0.834 +1.000 −0.370
−0.246 −0.082 +0.418 −0.241 +0.529 +0.032 −0.253 −0.166 −0.370 +1.000

.
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