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Abstrat. The trade-o between the information gain and the state disturbane is derived
for quantum operations on a single qubit prepared in a uniformly distributed pure state. The
derivation is valid for a lass of measures quantifying the state disturbane and the information
gain whih satisfy ertain invariane onditions. This lass inludes in partiular the Shannon
entropy versus the operation delity. The entral role in the derivation is played by eient
quantum operations, whih leave the system in a pure output state for any measurement outome.
It is pointed out that the optimality of eient quantum operations among those induing a given
operator-valued measure is related to Davies' haraterization of onvex invariant funtions on
hermitian operators.
1. Introdution
Disturbane aused by an attempt to gain lassial information about the quan-
tum state of a physial system is one of the essential features of quantum theory
[1, 2, 3, 4, 5, 6, 7, 8℄. The balane between the information gain and the state dis-
turbane an be quantied in many dierent ways, depending on a spei physial
senario. Analytial derivations of the exat form of suh trade-os are usually a
non-trivial matter, as the optimization needs to be arried out over all possible
quantum operations that an be applied to the system. Nevertheless, in ertain
instanes, for example the ase of estimation and operation delities for a single
d-level system in a uniformly distributed pure state, optimization by analytial
means has been shown to be possible [5℄. The derivation of this last result was
enabled essentially by the fat that both the operation and the estimation delities
are quadrati in the operators that onstitute the Stinespring deomposition of a
quantum operation.
The situation beomes onsiderably more involved when the parameters quan-
tifying the state disturbane or the information gain have a more ompliated
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dependene on the quantum operation. A good example is the gain of information
expressed in terms of the Shannon entropy. This quantity arises naturally in the
framework of Bayesian inferene, when we try to quantify how well the a posteriori
probability distribution pins down the measured state [9, 10, 11℄. In this paper,
we present a derivation of the trade-o between the information gain and state dis-
turbane, when the physial system under onsideration onsists of a single qubit
prepared in a pure state, and both the information gain and the state disturbane
are quantied using parameters satisfying ertain invariane riteria. As a onrete
example, we will onsider the trade-o between the Shannon entropy as a measure
of the information gain ombined with the state disturbane quantied in terms of
the average operation delity.
An intermediate step in this derivation requires demonstrating that it is su-
ient to onsider the so-alled eient [6℄ (also known as Lüders-type [4℄ or ideal
[12℄) operations, for whih obtaining a spei measurement outome leaves the
system in a pure state. Physially speaking, eient quantum operations should
introdue minimum disturbane while induing a xed generalized measurement, or
equivalently, maximize the amount of lassial information for a given Stinespring
deomposition of a quantum operation. While the latter property is straightfor-
ward to prove for the Shannon information gain or the average estimation delity,
the former property in the ase of the operation delity has been onjetured a
while ago by Barnum [4℄, and proven by him only reently [8℄ using the onvex-
ity of ertain operator maps involving tensor produts [13℄. We show here that
in the ase of uniform distributions generating unitarily invariant measures of the
state disturbane, the optimality of eient operations an be analyzed following
an alternative route, based on results obtained in the eld of onvex analysis on
operators [14, 15, 16, 17℄. This onnetion is valid for arbitrary nite-dimensional
systems, and it is an interesting question whether any of these results an be arried
over to Hilbert spaes of ininite dimension.
This paper is strutured as follows. First we disuss the onvexity properties
of measures haraterizing information gain and state disturbane in Set. 2 and 3
using the examples of the Shannon information gain and the operation delity. In
Set. 3 we also link the optimality of eient quantum operations to the onvexity
of unitarily invariant funtions dened on hermitian operators. In Set. 4 we derive
the trade-o between the information gain and the state disturbane for a single
qubit. Set. 5 gives two other measures of information gain and state disturbane
whih fall under the general formalism used in the preeding setion. Finally, Set.
6 onludes the paper.
Before we pass on to detailed disussion, let us rst summarize briey the ele-
mentary fats needed further in this paper. The subjet of our interest is a quan-
tum operation, i.e. a trae-preserving ompletely positive map ating on density
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operators ˆ̺. The map has the Stinespring deomposition of the form
ˆ̺ 7→
∑
rµ
Aˆrµ ˆ̺Aˆ
†
rµ. (1)
with the family of the operators {Aˆrµ} satisfying the ondition∑
rµ
Aˆ†rµAˆrµ = 1ˆ (2)
whih guarantees the preservation of the trae of the density operator. We assume
that the index r desribes the lassial outome of the measurement, while the
summation over the index µ is responsible for additional averaging due to the
imperfetions of the measuring apparatus, resulting in a derease of lassially
available information. If we are interested only in the lassial outome of the
measurement, then it is suient to onsider a positive operator-valued measure
{Mˆr} indued by the quantum operation {Aˆrµ} aording to
Mˆr =
∑
µ
Aˆ†rµAˆrµ. (3)
The probability of obtaining a spei result r is given by Tr(Mˆr ˆ̺), and the out-
ome r is assoiated with a onditional transformation of the density matrix given
by
ˆ̺ 7→ 1
Tr(Mˆr ˆ̺)
∑
µ
Aˆrµ ˆ̺Aˆ
†
rµ. (4)
The gain of lassial information depends only on the operator-valued measure
{Mˆr}, whereas the state disturbane is aeted by the spei form of the quantum
operation. Of ourse, there are many quantum operations orresponding to a given
operator-valued measure {Mˆr}. Given an operation {Aˆrµ} we an always augment
the assoiated information gain by assuming that both the indies r and µ are
available lassially. Conversely, we an ask whih quantum operation induing the
generalized measurement {Mˆr} minimizes the state disturbane. A good andidate
for this operation is {
√
Mˆr}, as it retains the purity of the input state for a given
measurement outome, and also preserves the relative phases of the input state in
the basis diagonalizing Mˆr. As it will be disussed in Set. 3, this intuition turns
out to be orret when the measure of the state disturbane an be represented as
a sum of ontributions given by the values of a ertain funtion on the operators
Aˆ†rµAˆrµ, when this funtion is unitarily invariant and onave on the subspae of
diagonal operators.
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2. Shannon information gain
As an example of a measure of lassial information gained from a quantum
operation, we shall onsider here the derease of the Shannon entropy between the
a priori and a posteriori probability distributions dened on the manifold of pure
states. Let us denote by dψ the normalized invariant integration measure on the
manifold of pure states. This measure is indued by the Haar measure assoiated
with the Lie group of unitary transformations on the orresponding Hilbert spae.
We will assume that the initial a priori probability distribution is given with respet
to this measure by a funtion p(ψ). Therefore the initial entropy is given by the
expression
H[p(ψ)] = −
∫
dψ p(ψ) log2 p(ψ). (5)
Obtaining a spei outome r of the measurement yields a onditional a posteriori
probability distribution p(ψ|r) alulated aording to the Bayes' rule as
p(ψ|r) = p(r|ψ)p(ψ)
p(r)
(6)
where p(r|ψ) = 〈ψ|Mˆr|ψ〉 is the standard quantum mehanial probability of ob-
taining the outome r for an input state |ψ〉, and p(r) is the average:
p(r) =
∫
dψ p(r|ψ)p(ψ) (7)
The Shannon entropy of the onditional a posteriori distribution p(ψ|r) is given
by the expression H[p(ψ|r)]. As we are interested in the average derease of the
entropy after the quantum operation is arried out, we need to take the dierene
H[p(ψ)] − H[p(ψ|r)] and average it over all possible outomes of the experiment
with the probability distribution p(r). Thus the nal expression for the average
gain of the Shannon information H from a measurement desribed by a positive
operator-valued measure {Mˆr} is given by:
H =
∑
r
p(r){H[p(ψ)] −H[p(ψ|r)]}
=
∑
r
∫
dψ p(r|ψ)p(ψ) log2
p(r|ψ)
p(r)
=
∑
r
∫
dψ p(ψ)〈ψ|Mˆr |ψ〉 log2
〈ψ|Mˆr|ψ〉∫
dψ p(ψ)〈ψ|Mˆr |ψ〉
. (8)
In the following, it will be onvenient to represent the average information gain as
a sum
H =
∑
r
H(Mˆr), (9)
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where H(Mˆ ) is a funtion dened for semipositive operators Mˆ aording to:
H(Mˆ) =
∫
dψ p(ψ)〈ψ|Mˆ |ψ〉 log2
〈ψ|Mˆ |ψ〉∫
dψ p(ψ)〈ψ|Mˆ |ψ〉 (10)
Let us note that H(Mˆ) is positively homogeneous of degree one.
Physially, we antiipate that ombining two elements Mˆ1 and Mˆ2 of the oper-
ator measure into one operator Mˆ1 + Mˆ2 should result in the loss of information.
Suh a loss of information should orrespond to the inequality
H(Mˆ1) +H(Mˆ2) ≥ H(Mˆ1 + Mˆ2), (11)
whih is equivalent to the onvexity of H(Mˆ) due to the fat that H(Mˆ) positively
homogeneous of degree one. The above inequality is a general property of mutual
information [18℄, and it follows elementarily from the onvexity of the funtion
x log2 x on the interval [0, 1]:
tx1 log2 x1 + (1− t)x2 log2 x2 ≥ [tx1 + (1− t)x2] log2[tx1 + (1− t)x2] (12)
Inserting
t =
p(r1)
p(r1) + p(r2)
, x1 =
p(r1|ψ)
p(r1)
, x2 =
p(r2|ψ)
p(r2)
(13)
yields the onvexity of the integrand in (10), and integrating it with
∫
dψ p(ψ)
proves the onvexity of H. By mathematial indution, we therefore obtain that
for a quantum operation {Aˆrµ} the information gain is maximized by assuming
that both the indies rµ are available lassially, and by onstruting a ner
generalized measurement from the quantum operation as Mˆrµ = Aˆ
†
rµAˆrµ. An
analogous statement holds also for any other measure of information gain whih is
deomposable to the form (9) with a positively homogeneous onvex funtion H.
3. Operation delity
If the initial state |ψ〉 of the system is hosen aording to a probability distri-
bution p(ψ), then the operation delity F for a quantum operation {Aˆrµ}, dened
as the average projetion of the nal density matrix onto the initial pure state, is
given by the expression:
F =
∑
rµ
∫
dψ p(ψ)|〈ψ|Aˆrµ|ψ〉|2. (14)
For a uniform distribution of input states with p(ψ) = 1 the integral
∫
dψ an
be arried out analytially in a d-dimensional Hilbert spae [4, 19℄, yielding the
following expression for the mean operation delity [4, 5℄:
F =
1
d(d+ 1)
∑
rµ
[Tr(Aˆ†rµAˆrµ) + |TrAˆrµ|2]. (15)
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By applying the singular value deomposition to operators Aˆrµ, it an be shown
by elementary means that TrAˆrµ ≤ Tr
√
Aˆ†rµAˆrµ, and onsequently the operation
delity an only inrease when replaing Aˆrµ with
√
Aˆ†rµAˆrµ, while the general-
ized measurement indued by the operation (and onsequently any measure of the
information gain) remain the same. This implies that it is suient to restrit our
onsiderations to quantum operations omposed of semipositive denite hermitian
operators Aˆrµ. In this ase, we an represent the operation delity as a sum over
rµ of a ertain funtion F of the produts Aˆ†rµAˆrµ:
F =
∑
rµ
F(Aˆ†rµAˆrµ). (16)
The funtion F(Mˆ ), given expliitly by:
F(Mˆ ) = 1
d(d + 1)
(TrMˆ + |Tr
√
Mˆ |2) (17)
is well dened for all semipositive hermitian operators Mˆ , whih form a onvex
set. Let us note that similarly to the funtion H(Mˆ ) introdued in the preeding
setion it is also positively homogeneous of degree one.
We would like now to nd a quantum operation whih maximizes the mean op-
eration delity under the onstraint of induing a speied operator-valued measure
aording to (3). Realling the introdutory disussion, we expet that the optimal
operation is given by square roots of the operator measure {
√
Mˆr}. In order to ob-
tain this result, it is suient to show that for any semipositive denite operators
Mˆ1 and Mˆ2 the funtion F(Mˆ ) satises the following inequality:
F(Mˆ1) + F(Mˆ2) ≤ F(Mˆ1 + Mˆ2), (18)
whih again is equivalent to its onavity, as F(Mˆ ) is positively homogeneous.
Assuming that (18) holds, we would immediately obtain that for any two elements
Aˆrµ1 and Aˆrµ2 of a quantum operation we have: F(Aˆ†rµ1Aˆrµ1) + F(Aˆ†rµ2Aˆrµ2) ≤
F(Aˆ†rµ1Aˆrµ1 + Aˆ†rµ2Aˆrµ2), and by indution:
∑
µ
F(Aˆ†rµAˆrµ) ≤ F
(∑
µ
Aˆ†rµAˆrµ
)
= F(Mˆr), (19)
whih would prove our thesis.
In order to demonstrate (18), let us rst note that F is invariant with respet
to unitary transformations of its argument, i.e. F(Uˆ †MˆUˆ) = F(Mˆ ) for any semi-
positive Mˆ and unitary Uˆ . Therefore F(Mˆ ) an depend only on the eigenvalues
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of Mˆ . Let us onsider a funtion φ dened on d-dimensional vetors u ∈ Rd+ with
nonnegative oordinates, given by the value of F on a diagonal operator diag(u):
φ(u) = F(diag(u)). (20)
In the ase of F given by (15), the funtion φ reads:
φ(u) =
1
d(d+ 1)

d−1∑
i=0
ui +
(
d−1∑
i=0
√
ui
)2
(21)
and it is symmetri, i.e. invariant with respet to the permutations of the oordi-
nates u0, u1, . . . , ud−1 of the vetor u. It is easy to verify that for any pair u,v the
following inequality holds:
φ(u) + φ(v) ≤ φ(u+ v), (22)
whih analogously as before means that φ is onave due to its positive homogene-
ity. Indeed, by writing expliitly the left and the right hand sides of the above
inequality we have:
d−1∑
i,j=0
√
uiuj +
√
vivj ≤
d−1∑
i,j=0
√
(ui + vi)(uj + vj) (23)
and it is straightforward to see that the inequality holds separately for every term
with xed i and j, whih proves (22). The inequality (22) immediately implies the
inequality (18) for pairs of operators Mˆ1 and Mˆ2 whih ommute and therefore an
be diagonalized simultaneously in the same orthonormal basis.
The denition (20) introdues a orrespondene between a unitarily invariant
funtion F and a funtion φ whih is symmetri, i.e. invariant with respet to the
permutations of the oordinates of its argument. The ruial step of the reasoning is
the appliation of a theorem proven rst by Davies [14℄ and by Friedland [15℄ stating
that in this setting the onvexity (onavity) of F is equivalent to the onvexity
(onavity) of φ on their respetive domains. Hene (22) implies the inequality (18)
also for non-ommuting pairs of operators Mˆ1 and Mˆ2. This immediately proves
that for a given generalized measurement {Mˆ} the quantum operation minimizing
the state disturbane quantied with the mean operation delity is given by {
√
Mˆ}
in the ase of a uniform distribution on pure input states.
4. Trade-o for a single qubit
The results desribed in the preeding setions allow us to restrit the searh
for the information gain versus state disturbane trade-o to eient quantum
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operations generated from positive operator-valued measures {Mˆr} by taking the
square roots of its elements {
√
Mˆr}. Furthermore, we will onsider F and H
whih are respetively onave and onvex unitarily invariant funtions with the
property of positive homogeneity. For a single qubit, these assumptions severely
restrit the number of parameters haraterizing the elements Mˆr of the operator-
valued measure whih play a non-trivial role in the derivation. In fat, as we will
see in a moment, the only relevant parameter is the ratio of the eigenvalues of Mˆr.
Let us start by using the positive homogeneity of F and H to write:
F(Mˆr) = 1
2
Tr(Mˆr)F
(
2Mˆr
Tr(Mˆr)
)
H(Mˆr) = 1
2
Tr(Mˆr)H
(
2Mˆr
Tr(Mˆr)
)
(24)
and denote ξr = Tr(Mˆr)/2. Of ourse ξr ≥ 0, and taking the trae of
∑
r Mˆr = 1ˆ
yields a summation ondition on {ξr}:∑
r
ξr = 1. (25)
Next, let us denote the eigenvalues of the renormalized operators 2Mˆr/Tr(Mˆr) as:
2
Tr(Mˆr)
Mˆr =
(
1 + xr 0
0 1− xr
)
. (26)
The positivity of the eigenvalues requires that −1 ≤ xr ≤ 1, and if we further as-
sume with no loss of generality that the eigenvalues are arranged in a non-inreasing
order, we an restrit our interest to the range 0 ≤ xr ≤ 1. In the new variables
we an now write:
F(Mˆr) = ξrf(xr)
H(Mˆr) = ξrh(xr)
(27)
where the funtions f, h : [0, 1] → R are dened as:
f(x) = F(diag(1 + x, 1− x)) (28)
h(x) = H(diag(1 + x, 1− x)) (29)
It is straightforward to show that the onavity of F and the onvexity of H
together with their positive homogeneity imply that the funtions f and h are
respetively onave and onvex. Furthermore, the onverse is also true.
Physially, we expet that f is stritly dereasing, whereas h is stritly inreas-
ing on their domain [0, 1]. The reason for this is that the parameter x haraterizes
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the imbalane between the eigenvalues of Mˆr for a xed trae Tr(Mˆr), and bal-
aned pairs of eigenvalues do not disturb the state, whereas unbalaned pairs of
eigenvalues are responsible for the information gain. If we now assume that the
funtion f is stritly monotoni, then the information gain H an be expressed as:
H =
∑
r
ξrh(xr) =
∑
r
ξrh(f
−1(f(xr))) =
∑
r
ξr(h ◦ f−1)(f(xr)) (30)
Let us now reall the notion of a onave envelope [20℄ of a real funtion χ : C →
R dened on a onvex set C. The onave envelope, whih we will denote by
χ : C → R is dened as a onave funtion suh that χ(x) ≥ χ(x) for all x ∈ C,
and also that for any other onave funtion χ˜ : C → R satisfying χ˜(x) ≥ χ(x)
everywhere we have also χ˜(x) ≥ χ(x) everywhere on C. In the one-dimensional
ase the onave envelope is given expliitly by the expression
χ(x) = sup
t,x1,x2
{tχ(x1) + (1− t)χ(x2) | 0 ≤ t ≤ 1, tx1 + (1− t)x2 = x}. (31)
In our derivation, we will take χ = h◦f−1, and x1, x2 in the above formula are any
two points from the image of f . The onave envelope χ = h ◦ f−1 an be used
to estimate H in (30) from above, and furthermore the onavity of χ allows us to
apply Jensen's inequality. Combining these two steps yields:
H ≤
∑
r
ξrχ(f(xr)) ≤ χ
(∑
r
ξrf(xr)
)
= χ(F ). (32)
Thus nally
H ≤ h ◦ f−1(F ), (33)
where h ◦ f−1 is dened aording to (31). Let us note that in general the on-
avity of f and the onvexity of h along with their monotoniity do not guarantee
automatially that the omposition h◦f−1 is onave itself, hene the need to take
its onave envelope. This an be seen most easily when both f and h are doubly
dierentiable on [0, 1]. Then we have:
(h ◦ f−1)′′ = h
′′f ′ − h′f ′′
(f ′)2
(34)
and the onditions h′ > 0, h′′ ≥ 0, f ′ < 0, and f ′′ ≤ 0 do not imply a well-dened
sign of the right-hand side of the above formula.
The inequality (33) an be easily saturated. If we take a two-element quantum
operation of the form
{Aˆ1(x) = diag(
√
(1 + x)/2,
√
(1− x)/2), Aˆ2(x) = diag(
√
(1− x)/2,
√
(1 + x)/2)}
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with 0 ≤ x ≤ 1, we an generate any point of the graph of the funtion h ◦ f−1.
Furthermore, by taking suitable ombinations of two quantum operations that have
the above form
{
√
tAˆ1(x1),
√
tAˆ2(x1),
√
1− tAˆ1(x2),
√
1− tAˆ2(x2)}
with 0 ≤ t ≤ 1 we an generate an arbitrary point of the graph of the funtion
h ◦ f−1, whih follows from (31). Let us also note that if the omposition h ◦ f−1
is a stritly onave funtion, then the equality sign in (33) is reahed if and only
if the parameters xr are equal. This means that for a stritly onave h ◦ f−1 all
the elements of an operator valued measure saturating the trade-o need to have
the same ratio of their eigenvalues.
Let us now speialize the above result to the trade-o expressed in terms of the
operation delity versus the Shannon information gain. In the ase of the average
operation delity, the funtion f dened in (28) has the following expliit form:
f(x) =
1
3
(2 +
√
1− x2) (35)
Furthermore, as skethed in Appendix A, it is straightforward to obtain a losed
expression for the Shannon information:
h(x) =
1 + x2
4x
log2
(
1 + x
1− x
)
+
1
2
log2(1− x2)−
1
2 ln 2
(36)
whih is a partiular ase of the general result obtained by Jones [21℄. In the ase
of f and h given by (35) and (36) the omposition h ◦ f−1 is stritly onave on
the whole image of f , whih is also shown in Appendix A. Consequently, inverting
the funtion f given in (35) brings the trade-o inequality:
H ≤ h(
√
1− (3F − 2)2) (37)
with h given by (36). As the right-hand side is stritly onave over the domain of
F , Jensen's inequality is saturated only for operations for whih all xr are equal.
This means that the ratio of the eigenvalues for all the elements of the operator
measure {Mˆr} needs to be onstant aross the index r.
5. Other measures
In order to illustrate the generality of the derivation presented in the preeding
setion, let us disuss two other measures of information gain and state disturbane
for whih the above reasoning leading to the trade-o for a single qubit holds as
well.
As an example of another measure of the information gain satisfying all the
above properties let us reall the example of the mean estimation delity [22, 23, 24℄
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for whih the trade-o against the operation delity has been studied in [5, 7℄.
Using the notation of the present paper we an write the estimation delity for a
uniform input distribution in d dimensions as a sum G =
∑
r G(Mˆr) of terms given
by:
G(Mˆ ) = 1
d(d+ 1)
[Tr(Mˆ) + ||
√
Mˆ ||2] (38)
where || · || stands for the standard Eulidean operator norm. The above funtion
again is positively homogeneous and onvex:
G(Mˆ1) + G(Mˆ2) ≥ G(Mˆ1 + Mˆ2), (39)
the latter property following immediately from the lower bound on the seond term
in (38) for a sum of two semipositive denite hermitian operators Mˆ1 and Mˆ2:
||
√
Mˆ1 + Mˆ2||2 = sup
〈φ|φ〉=1
〈φ|Mˆ1 + Mˆ2|φ〉 = 〈φ0|Mˆ1 + Mˆ2|φ0〉
= 〈φ0|Mˆ1|φ0〉+ 〈φ0|Mˆ2|φ0〉
≤ sup
〈φ|φ〉=1
〈φ|Mˆ1|φ〉+ sup
〈φ|φ〉=1
〈φ|Mˆ2|φ〉
= ||
√
Mˆ1||2 + ||
√
Mˆ2||2,
(40)
where |φ0〉 is the eigenvetor of Mˆ1 + Mˆ2 orresponding to its largest eigenvalue.
Speialized to the qubit system, G indues the funtion g:
g = G(diag(1 + x, 1− x)) = 1
6
(x+ 3). (41)
As an alternative measure of the state disturbane we will onsider the ab-
solute value of the salar produt between the input and the output state, and
its generalization to density matries [25, 26, 27℄. In this paper we will all it
the Bures-Uhlmann delity in order to distinguish it from the delity disussed
in Set. 3, whih is a square of the former [28℄. For a distribution on pure input
states haraterized by a probability distribution p(ψ), the average Bures-Uhlmann
delity is given by
B =
∑
rµ
∫
dψ p(ψ)
√
〈ψ|Aˆ†rµAˆrµ|ψ〉|〈ψ|Aˆrµ|ψ〉|. (42)
The demonstration that quantum operations omposed of semipositive denite her-
mitian operators optimize the Bures-Uhlmann delity turns out to be substantially
more ompliated than in the ase of F . The partiular ase of a single qubit with
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p(ψ) = 1 is disussed in Appendix B. If we restrit our attention to quantum oper-
ations omposed of hermitian and semipositive denite operators Aˆrµ =
√
Aˆ†rµAˆrµ,
we an write B as a sum:
B =
∑
rµ
B(Aˆ†rµAˆrµ) (43)
where the funtion B is dened on hermitian semipositive operators by the equa-
tion:
B(Mˆ) =
∫
dψ p(ψ)
√
〈ψ|Mˆ |ψ〉〈ψ|
√
Mˆ |ψ〉. (44)
The funtion B is positively homogeneous, and it is also onave for ommuting
operators Mˆ1 and Mˆ2. In order to show this, let us introdue an orthonormal
basis |i〉 in whih both the operators are diagonal: Mˆ1 =
∑d−1
i=0 ui|i〉〈i| and Mˆ2 =∑d−1
i=0 vi|i〉〈i|, and denote pi = |〈i|ψ〉|2. By treating
√
ui,
√
vi,
√∑d−1
j=0 pjuj , and√∑d−1
j=0 pjvj as four independent nonnegative numbers, it is straightforward to
show that
√
ui
√√√√d−1∑
j=0
pjuj +
√
vi
√√√√d−1∑
j=0
pjvj ≤
√
ui + vi
√√√√d−1∑
j=0
pj(uj + vj) (45)
This inequality, summed over i with the weights pi yields:
〈ψ|
√
Mˆ1|ψ〉
√
〈ψ|Mˆ1|ψ〉+ 〈ψ|
√
Mˆ2|ψ〉
√
〈ψ|Mˆ2|ψ〉
≤ 〈ψ|
√
Mˆ1 + Mˆ2|ψ〉
√
〈ψ|Mˆ1 + Mˆ2|ψ〉 (46)
whih integrated over pure states with
∫
dψ p(ψ) implies that for any two ommut-
ing operators Mˆ1 and Mˆ2 we have:
B(Mˆ1) + B(Mˆ2) ≤ B(Mˆ1 + Mˆ2). (47)
Furthermore, if p(ψ) = 1 then B is unitarily invariant, and we an again use
Davies' result to show that B is onave for all, not neessarily ommuting, pairs
of semipositive hermitian operators.
The above result means in partiular that for a qubit prepared in a uniformly
distributed pure state eient operations omposed of hermitian semipositive ele-
ments are optimal from the point of view of the trade-o. In this ase it is suient
to onsider a funtion b of a single real parameter x dened analogously to Set. 4
as:
b(x) = B(diag(x+ 1, x− 1))
=
2
15x2
[(1 + x2)
√
1− x2 + 7x2 − 1]. (48)
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Fig. 1: The quantum mehanial trade-os between the information gain and the
state disturbane with the state disturbane quantied as the average operation
delity F and the average Bures-Uhlmann delity B, and the information gain
measured using the hange H in Shannon entropy, and the average estimation
delity G. In all four ases the trade-os are haraterized by onave omposite
maps speied in the upper right orners of the graphs.
The resulting trade-os for any ombination of F and B with H and G are depited
in Fig. 1. It is seen that in all four ases the omposite maps haraterizing the
trade-os are onave themselves and therefore equal to their onave envelopes.
6. Conlusions
We have disussed the onvexity properties of measures quantifying the infor-
mation gain and the state disturbane in quantum operations, using the examples
of the average operation delity and the Shannon entropy. Suh onvexity prop-
erties an be expeted from all physially motivated measures, and in the ase
of uniform a priori distribution whih implies invariane with respet to unitary
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transformations, we an use the theory of onvex invariant funtions to analyze
the onvexity. In the ase of quantum operations on a single qubit, the trade-os
an be desribed using a general inequality, resulting from the existene of a sin-
gle relevant parameter haraterizing the elements of the positive operator-valued
measure through the ratio of their eigenvalues.
Aknowledgements
I have beneted from exhanging ideas with H. Barnum, I. Devetak, and C.
A. Fuhs. I am grateful to R. Cleve, R. Laamme, and M. Mosa for disussions
and their hospitality during my stay at the Institute of Quantum Computing of
the University of Waterloo, whose splendid library resoures made me familiar
with Refs. [14, 15, 16, 17℄. This researh was supported by MNiI projet no.
1 P03B 011 29.
Appendix A
In order to evaluate the funtion h dened in (29) let us introdue the standard
parameterization of the manifold of the single-qubit pure states:
|ψ〉 =
(
cos(θ/2)
eiϕ sin(θ/2)
)
, dψ =
1
4π
sin θ dθ dϕ, (49)
with 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. In this parametrization we have:
h(x) = H(diag(1 + x, 1− x))
=
1
2
∫ pi
0
dθ sin θ (1 + x cos θ) log2(1 + x cos θ)
=
1 + x2
4x
log2
(
1 + x
1− x
)
+
1
2
log2(1− x2)−
1
2 ln 2
. (50)
In order to demonstrate the onavity of h ◦ f−1 we need to hek the onavity
of the funtion h(
√
1− x2) on the interval x ∈ [0, 1]. The seond derivative of
h(
√
1− x2) is given by
d
2
dx2
h(
√
1− x2) = − 3x
2
4(1− x2)5/2
[
log2
(
1−√1− x2
1 +
√
1− x2
)
+
(4x2 + 2)
√
1− x2
3x2 ln 2
]
(51)
The expression in the square parentheses is equal to 0 for x = 0, and then its
derivative is equal to −4(1−x2)3/2/3x2 ln 2, whih is stritly negative for x ∈]0, 1[,
This implies that the expression under onsideration takes negative values on that
interval. Consequently d
2h(
√
1− x2)/dx2 is negative for x ∈]0, 1].
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Appendix B
Let us onsider the ontribution to the Bures-Uhlmann delity generated by
an element of quantum operation of the form Uˆ Aˆ where Uˆ is unitary and Aˆ =
diag(
√
1 + x,
√
1− x) with x ∈ [0, 1]. It will be onvenient to swith to the Bloh
vetor representation, where the density matrix of a pure state |ψ〉〈ψ| is represented
by a three-dimensional real vetor r aording to:
|ψ〉〈ψ| = 1
2
(1ˆ+ rT · σˆ) (52)
where σˆ is a vetor omposed of the three Pauli matries. If we denote A =
diag(
√
1− x2,√1− x2, 1) and a = (0, 0, x)T , then the expetation value 〈ψ|Aˆ†Aˆ|ψ〉
an be written as:
〈ψ|Aˆ†Aˆ|ψ〉 = 2(1 + aT · r), (53)
where the dot · denotes matrix multipliation, and the onditional transformation
|ψ〉〈ψ| 7→ Uˆ Aˆ|ψ〉〈ψ|Aˆ†Uˆ †/〈ψ|Aˆ†Aˆ|ψ〉 is given in the Bloh representation by
r 7→ O · (A · r+ a)
1 + aT · r (54)
where O is the rotation of the Bloh vetor orresponding to the unitary transfor-
mation Uˆ .
The integrand in (42) for p(ψ) = 1 an now be written as√
〈ψ|Aˆ†Aˆ|ψ〉|〈ψ|Uˆ Aˆ|ψ〉| = 1√
2
√
(1 + aT · r)2 + (1 + aT · r)rT ·O · (A · r+ a).
(55)
Following (49), we will parametrize the Bloh vetor r as
r = (sin θ cosϕ, sin θ sinϕ, cos θ)T (56)
and then the Bures-Uhlmann delity for the operator Uˆ Aˆ is the expression given
in (55) integrated over ∫
d
2
r =
1
2
∫ pi
0
sin θ dθ
∫
2pi
0
dϕ
2π
. (57)
Let us rst onsider the seond integral over the azimuthal angle ϕ. We an write
the salar produt appearing in the integrand as:
r
T ·O · (A · r+ a) = Tr[O ·A(r+ a) · rT ] (58)
and use the Shwarz inequality for funtions on [0, 2π] to arrive at the upper bound:
1√
2
∫
2pi
0
dϕ
2π
√
(1 + aT · r)2 + (1 + aT · r)Tr[O ·A(r+ a) · rT ]
≤ 1√
2
√
(1 + aT · r)2 + (1 + aT · r)Tr(O ·A ·V) (59)
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where the matrix V is given by
V =
∫
2pi
0
dϕ
2π
(r+ a) · rT = diag(1
2
sin2 θ, 1
2
sin2 θ, x cos θ + cos2 θ) (60)
Let us now look for a rotation O that will maximize the right hand side of the
inequality (59). As O enters this expression only through the trae Tr(O ·A ·V)
and furthermore both A and V are invariant with respet to rotations about the
z axis, it is suient to onsider rotations of the form O = Rz(α) · Rx(β). The
trae written expliitly takes the form:
Tr(O ·A ·V) = 1
2
√
1− x2 sin2 θ cosα(1 + cos β) + (cos2 θ + x cos θ) cos β (61)
It is seen that this expression reahes the maximum for α = 0 irrespetively of
the values of any other parameters. Setting cosα = 1 and introduing a new
integration variable t = cos θ for the polar angle θ we an write the expression for
the Bures-Uhlmann delity in the form of an integral:
1
4
∫
1
−1
dt
√
2(1 + xt)2 + (1 + xt)[
√
1− x2(1− t2)(1 + cos β) + 2(t2 + xt) cos β]
(62)
It an be veried by numerial means that for any value of x ∈ [0, 1] this integral
reahes its maximum value for β = 0, orresponding to Uˆ = 1ˆ. When β = 0 the
above integral an be evaluated analytially, with the nal result given in (48).
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