We have two cases. In case 1, the arrival time is t 1 i , the realized service time is S i and the optimal speed is given by v 1 * i . Similarly in case 2, the arrival time is t 2 i , the realized service time is S i and the optimal speed is given by v 2 * i . Due to the relation t 1 i ≤ t 2 i ≤ α i , service at port i starts at time α i and the departure times for both cases become α i + S i . Thus, arriving early does not affect the departure time from the port. For given service time realization at port i and t i ≤ α i our objective function is given as:
A. Proofs Proof of Lemma 3.1
We have two cases. In case 1, the arrival time is t 1 i , the realized service time is S i and the optimal speed is given by v 1 * i . Similarly in case 2, the arrival time is t 2 i , the realized service time is S i and the optimal speed is given by v 2 * i . Due to the relation t 1 i ≤ t 2 i ≤ α i , service at port i starts at time α i and the departure times for both cases become α i + S i . Thus, arriving early does not affect the departure time from the port. For given service time realization at port i and t i ≤ α i our objective function is given as: [v,v] {φ(S i + (α i − t i )) + r s g (v [v,v] {r s g(v i ) + E{J i+1 (α i + S i + d i /v i )}} Consequently, for cases 1 and 2 the corresponding optimal sailing speeds v 1 * i and v 2 * i at leg i will be equal. □
Proof of Proposition 3.1
For ease of exposition we introduce the function t i → h i (t i , v i ) given by:
and h n (t n , v n ) = φS n + θ i [t n − β n ] + + r s g(v n )
where d n = 0 and g(v n ) = 0 for any v n . Then, for every i = 0, ..., n the recursion of the dynamic model is given by
The proof follows from induction. Since fuel consumption and delay penalty functions are convex in (v n , t n ), h n (t n , v n ) is jointly convex with t n and v n . Therefore, it is clear that the boundary function J R n (t n ) is convex and nondecreasing with t n . Suppose now for a given (i + 1) < n that the function t i+1 → J R i+1 (t i+1 ) is convex and nondecreasing with t i+1 . Since sum of convex functions is convex, h i (t i , v i ) is convex with t i and v i and nondecreasing with t i . Zipkin (2000) demonstrates that minimization preserves convexity. Moreover, convexity is preserved by expectation. Consequently, the function t i → J R i (t i ) is convex and nondecreasing with t i . □
Proof of Corollary 3.1
The proof follows from contradiction. Let assume that v 2 * i < v 1 * i . Since v 1 * i is the minimizer of dynamic model (7) for arrival time t 1 i , any other sailing speed value provides higher costs. Consequently, for any realization of service time S i we have:
Since J R i+1 (t i ) is increasing with t i and fuel consumption function g(v i ) is increasing with v i , we can rewrite the inequality as:
Similarly, v 2 * i is the minimizer of dynamic model (7) for arrival time t 2 i . Therefore, we have:
Since v 2 * i < v 1 * i , by rearranging the terms we obtain:
By merging these two relations we obtain that:
Due to the convexity of
is increasing with t i (ϵ > 0). As a result, the relation (A.1) contradicts with the convexity of optimal value functions and hence,
Proof of Proposition 4.1
Suppose that variables T a i and T d i denote the vessel arrival and departure times for port i, respectively and V i is the speed decision between ports (i − 1) and i under the optimal policy of dynamic programming model. Letting S i be the random service time at port i, we have:
where constraints (A.2) and (A.3) ensure that the system dynamics equations in each port hold, and constraints (A.4) and (A.5) ensure that the sailing speed decisions under the optimal policy do not exceed the speed limitations. Then, the total expected cost of the dynamic programming model is given by:
By using Jensen's inequality, we obtain E(g( Boyd and Vandenberghe, 2004) . Therefore, we have:
After taking the expectations (A.2)-(A.5) with respect to service time realization, we obtain that the solution given by
is feasible for the deterministic model (9)- (14) but not necessarily optimal. Therefore, we have:
The idea behind this proof is as follows. Consider a perfect information model that determines the optimal speed policy and computes associated costs for each realization of random port service time. Then, it computes the expected cost over all scenarios (realizations). This model provides a lower bound for the optimal objective value of dynamic programming model. Since the objective function of deterministic model is convex, by using Jensen's inequality we can show that deterministic model provides a lower bound to perfect information model. Consequently, it gives a lower bound for the dynamic programming model. Now, we present bound on the relative gap between stochastic dynamic programming model given in (4)-(5) and deterministic model given in (9)- (14). This upper bound can be considered as the error committed by solving the deterministic model instead of the original stochastic model.
By Proposition 4.1 we have Z * DM ≤ J 0 (0). We consider a relaxed deterministic model without time windows. In this model, the sole objective is to minimize the total fuel cost. Since fuel consumption increases with the sailing speed, in the optimal solution of this relaxed model sailing speed, v * i , is equal to the minimum sailing speed, v, for all legs. Then, the total expected cost is given by
As we mentioned in Section 3, discretized dynamic model provides an upper bound on the continous model. LetJ 0 (0) denote the optimal value of discretized dynamic model. Then, we have J 0 (0) ≤J 0 (0). LetJ 0 (0|v) denote the total expected cost incurred when sailing at the minimum speed. Since v is feasible for discretized dynamic model but not necessarily optimal, we haveJ 0 (0|v) ≥J 0 (0). Therefore we get,
The denominator of equality (A.6) can be computed by discretized dynamic programming model for the given minimum sailing sailing speed v.
We observe that the error bound gets weaker as the delay penalty increases and the degradation in the error bound can be interpreted as the cost of not taking the uncertainty into consideration in deterministic approximation.
Proof of Lemma 5.1
We prove the result by contradiction. We proceed to show our claim by separately considering two cases; (1) w i < g(v * ij ) and (2) w i ≥ g(v * ij ). For notational purposes, we introduce port k as the next port in the optimal schedule after port j. Let v * jk denote the optimal sailing speed at leg j − k. Similarly, x * j denote the optimal bunker up-to-level at ports j when the initial bunker inventory is w j .
For case (1), assume x * i = g(v * ij ) + ϵ is the optimal bunker-up-to level, where ϵ > 0. Since v * ij and x * i are optimal values of the decision variables for port i, we have:
Since vessel sails from port i to j, when it arrives at port j the available bunker is w j = x * i −g(v * ij ) = ϵ. Then, we have:
By replacing V (j, t j , ϵ) in equation (A.6) with equation (A.7) and rearranging the terms, we obtain:
Since r i > r j , bunkering an additional ϵ amount will increase the cost. Consequently, bunker up-
We can obtain a smaller cost by bunkering x * i = g(v * ij ). Case (2) can be proved similarly. □
B. Additional Computational Results

B.1. Discretization Effect
In this section, we examine the effect of time discretization on optimality gap between upper and upper bounds provided by dynamic and deterministic models. We discretize time by intervals of 5, 10, 20 and 30 minutes. Table B .1 present the percentage gaps with respect to these discretization levels. As in Table 4 , we use UB and LB to denote the upper and lower bounds provided by the discretized dynamic model and the deterministic model, respectively. The first three columns indicate the characteristics of the test instances. The next three columns present the percentage gaps with respect to different discretization points. The results shows that the quality of the upper bound is significantly effected by the discretization. As it is seen in the table, discretization effect is more significant when the problem size is large. When we compare the results for 5 and 10min discretization, we observe that percentage gap increase is not significant especially for the smaller problem. Moreover, we present CPU times with respect to discretization points. Since cost parameters (delay and waiting) do not affect the computation time, we report average CPU times for different problem size. Table B .2 presents the average computation times with respect to discretization levels. As it is expected, CPU times increase when the discretization steps are smaller. Table 6 , where the total cost obtained by DDM is used as a base approach to report the relative performances of the solution methods.
B.2. Detailed Results of Simulation Experiment
It is validated that the percent gaps between the total expected costs obtained by DDM and the remaining solutions methods are statistically significant at 99% level. The details of ANOVA and the post-hoc analyses are presented in Tables B.3 to B.8). 
