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鲁棒自适应概率加权主成分分析
高云龙 1 罗斯哲 1 潘金艳 2 陈柏华 1 张逸松 1
摘 要 主成分分析 (Principle component analysis, PCA) 是处理高维数据的重要方法. 近年来, 基于各种范数的 PCA 模
型得到广泛研究, 用以提高 PCA 对噪声的鲁棒性. 但是这些算法一方面没有考虑重建误差和投影数据描述方差之间的关系；
另一方面也缺少确定样本点可靠性 (不确定性) 的度量机制. 针对这些问题, 本文提出一种新的鲁棒 PCA 模型. 首先采用 L2,p
模来度量重建误差和投影数据的描述方差. 基于重建误差和描述方差之间的关系建立自适应概率误差极小化模型, 据此计算
主成分对于数据描述的不确定性, 进而提出了鲁棒自适应概率加权 PCA 模型 (RPCA-PW). 此外, 本文还设计了对应的求解
优化方案. 对人工数据集、UCI 数据集和人脸数据库的实验结果表明, RPCA-PW 在整体上优于其它 PCA 算法.
关键词 主成分分析, 加权主成分分析, 维数约简, 鲁棒性
引用格式 高云龙, 罗斯哲, 潘金艳, 陈柏华, 张逸松. 鲁棒自适应概率加权主成分分析. 自动化学报, 2019, XX(X):
XXX−XXX
DOI 10.16383/j.aas.c180743
Robust PCA Using Adaptive Probability Weighting
GAO Yun-Long1 LUO Si-Zhe1 PAN Jin-Yan2 CHEN Bai-Hua1 ZHANG Yi-Song1
Abstract Principal component analysis (PCA) is an important method for processing high-dimensional data. In recent
years, PCA models based on various norms have been extensively studied to improve the robustness. However, on the one
hand, these algorithms do not consider the relationship between reconstruction error and covariance; on the other hand,
they lack the uncertainty of considering the principal component to the data description. Aiming at these problems, this
paper proposes a new robust PCA algorithm. Firstly, the L2,p-norm is used to measure the reconstruction error and the
description variance of the projection data. Based on the reconstruction error and the description variance, the adaptive
probability error minimization model is established to calculate the uncertainty of the principal component’s description of
the data. Based on the uncertainty, the adaptive probability weighting PCA is established. The corresponding optimization
method is designed. The experimental results of artificial data sets, UCI data sets and face databases show that RPCA-PW
is superior than other PCA algorithms.
Key words Principle component analysis(PCA), weighted principal component analysis(WPCA), dimensionality reduc-
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者们陆续提出了各种改进的 PCA 算法. Koren 和
Carmel [5] 提出的WPCA使用了加权距离来减轻离
群点对投影方向的影响, 突出了与主成分相关的特
征; Schölkopf 等[6] 通过非线性映射将原始数据映射
到高维特征空间, 再执行 kernel-PCA 以提取特征;
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尽管基于 L2 模的 PCA 能够解决许多问题, 但并不





和 Kanade [9] 提出了 L1-PCA 算法, 通过极小化基
于 L1 模的重建误差来提取主成分; Kwak [10] 则在
特征空间中极大化对应的 L1 模并利用贪婪算法求
解模型; 在此基础上, Nie 等[11] 提出了一种非贪婪迭
代算法能够得到比贪婪算法更好的结果.
尽管基于 L1 模的 PCA 鲁棒性较强, 但是由于
计算代价大, 而且不具有旋转不变性[12]. 因此, 大量
具有旋转不变性的鲁棒 PCA 算法相继出现, 这些方
法通过采用不同的准则函数或者优化算法来降低异
常点对损失函数的影响, 以提高主成分分析过程中
对于异常点的鲁棒性. He 等在文献 [13] 中将 PCA
的均方误差 (MSE) 准则修改为最大熵 (MaxEnt)
准则来尽可能地保留数据的不确定性; 进而在文献
[14] 中提出HQ-PCA, 使用最大相对熵准则 (MCC)
代替MSE, 并采用半二次 (Half-Quadratic) 优化将
原问题转换为一系列二次规划问题进行求解. HQ-
PCA 提高了算法对于噪声的鲁棒性, 同时保留了平






的维数; Nie 等[17] 在此基础上提出了 RPCA-OM，
计算了在 R1 范数下的最优均值并能够自动删除最
优的数据均值; 受此启发, 许多鲁棒 PCA 采用 L21
模作为鲁棒降维的有效手段. Nie 等[18] 基于 L21 范
数最大化在理论上与重构误差最小化的关联性提出
了 PCA-L21, 并设计了一种有效的非贪婪优化算法
来求解相关的最大化问题; Wang 等[19] 将 L21 模的
距离度量扩展为 L2,p, 可针对不同的数据选择适当
的 p 以达到更好的效果; 但以上鲁棒 PCA 算法缺乏
考虑重建误差和投影数据描述方差之间的关系, 在
主成分提取的过程中容易造成判别信息的丢失. 对




















考虑如下样本矩阵: X = [x1,x2, ...,xn] ∈
Rd×n, 其中 n 和 d 分别为样本数量和维数. 不失一




xi = 0, 定义投影矩阵 W ∈ Rd×m (m < d),











其 中, I 是 单 位 矩 阵, 因 为
‖xi −WW Txi‖22 + ‖W Txi‖
2










由 (1) 和 (2) 可知, 由于 L2 模对离群点敏感, 传
统 PCA 对噪声的鲁棒性不强, 噪声的存在会使得
PCA 的计算结果会出现很大的误差.
2.2 L2,p-PCA
L2,p-PCA 采用 L2,p 模作为重建误差的距离度
量, 可针对不同的数据选择适当的 p 以达到更好
的效果. L2,p-PCA 不仅能在一定程度上削弱噪声
点的影响, 而且还保留了 PCA 所需的特性, 如旋
转不变性. 此外, 基于 L2,1 模的鲁棒 PCA 可作为











声和异常样本点的影响. 究其原因, L2,p-PCA 的根






Angle PCA 采用 L2 模来构造投影数据的重建
误差和描述方差, 通过最大化方差和重构误差之比









根据 ‖W Txi‖22 + ‖xi−WW Txi‖
2
2 = ‖xi‖22, 若将




令直角边 ‖W Txi‖12 与斜边 ‖xi‖12 的夹角为 αi, 观察




= cot αi (5)
因此, 目标函数 (4) 被称为 Angle PCA. 通过对样
本点迭代加权的方式来降低噪声和异常样本的影响.
这种建模方式的核心是能够减少重建误差较大样本
点产生的损失, 从而提升对噪声的鲁棒性. 但 cot αi
的非线性快速衰减特征造成了 Angle PCA 对数据
的全局结构特征提取能力差. 例如: 当样本点与主




的选取依赖性很强. 例如: 当模型的初始W 选择恰
当时, 则 Angle PCA 对噪声点具有很强的鲁棒性,
若初始 W 确定的投影方向与实际主成分方向垂直










































模型 (7) 中采用了 L2,p 模作为度量标准, 不仅可以




描述能力和对噪声的鲁棒性, 需要模型 (7) 中 δi 满
足以下要求:
(1) 能够反映出样本点的可靠性 (不确定性). 对于
可靠样本点, δi 应取较大的值, 对于噪声和异常


































反之亦然. 令公式 (8) 中的 λi=0, 有 ai ∈ {0, 1}, 上






基于以上的分析, 在模型中添加基于 L2-norm 的正




2 + (1− ai)2
)
. 因此 ai 可以理解为把










aiu1,i + (1− ai) u2,i + λi
(
ai
2 + (1− ai)2
)
(9)




aiu1,i + (1− ai) u2,i + λi
(
ai




2λai2 − 2λiai + λi + aiu1,i + (1− ai) u2,i
⇒ min
0≤ai≤1
























(11) 中的参数 λi, 决定了局部稀疏邻域的大小, 即
决定了主成分样本的局部邻域与异常样本局部邻域
的划分, 通过调节 λi 可以动态调整各自局部邻域的
大小.














(a) Projection direction on
artificial data set without
outliers.













(b) Projection direction on
artificial data set with
outliers








(c) Angle PCA 中权重系数
cot (αi) 的变化过程
(c) Change process of weight
cot (αi) in Angle PCA.









(d) RPCA-PW 中权重系数 δi
的变化过程
(d) Change process of weight
δi in RPCA-PW.
图 1 人工数据集上的鲁棒性实验
Fig. 1 Robustness experiment on artificial data set.
如图 1 所示, 图 1(a) 中是一组由 500 个数据
点组成的服从高斯分布的数据簇, 在图 1(b) 中将随
机插入 10 个与原分布差异很大的离群点. 结果显
示, PCA 对样本点的分布非常敏感, 主方向计算结
果误差非常大; 因为 cot (αi) 函数非线性快速衰减
的加权方式, 使 Angle PCA 在离群点的影响之下,
投影方向也发生了一定程度的偏离, 图 1(c) 显示了
cot (αi) 的变化过程; 而 RPCA-PW 的投影方向不
受离群点的影响, 主成分空间仍然很好地保留了原
数据的全局结构特征, 有效排除少数离群点造成的
影响. 这是因为 RPCA-PW 充分考虑了数据在描述
空间中的分布特征, 可以将脱离数据集的异常样本
造成的影响降到最低. 图 1(d) 中显示了权重系数 δi
的变化过程, 根据 δi 的变化趋势, 可以分为三个阶
段, 分别代表着 RPCA-PW 为主成分点、过渡点和
离群点所属的三个局部区域所分配的不同权重 (对
于离群点，有 δi = 0), 通过调节参数 λi 可以控制两
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W T (d1,i + δid2,i)xixiT W
)
(13)







W T (d1,i + δid2,i)xixiT W
)
(14)
RPCA-PW 的目标是找到一个投影矩阵W , 以最大
化目标函数 (14) 的值, 其中有三个与 W 相关的未
知变量分别是W、d1,i 和 d2,i. 因此, 目标函数没有
闭式解, 难以直接求解目标函数 (14). 本文采用文
献 [20] 中的算法来交替地更新W、d1,i 和 d2,i, 具体
来说, 是在第 i 次迭代中, 当 d1,i 和 d2,i 已知时, 通






W T XDXT W
)
(15)
其中D 是对角矩阵,对角线上的元素为Dii = d1,i +
δid2,i, ai 可由公式 (11) 获得. 根据矩阵理论, 目标
函数 (15) 中投影矩阵 W 的列向量由矩阵 XDXT
的前 m 个最大特征值所对应的特征向量组成, 随后
再使用得到的W 来更新 d1,i 和 d2,i, 重复该迭代过









将学习到的概率描述反馈到模型 (7) 中, 从而自适
应地修改模型 (7) 中描述误差项的权重，从而达到
提高 PCA 鲁棒性的目的。因此算法 1 的收敛性应
该从以下三个方面考虑:
一、给定W 条件下, 对模型 (8) 的优化.
算法 1 RPCA-PW 算法




初始化: W 0 ∈ Rd×m 且W 0T W 0 = I, 目标函数大
小 J(W 0)
1: While not converge
2: 对于所有的样本点, 计算 d1,i = ‖W Txi‖p−22 ,
d2,i =‖xi−WW Txi‖p−22 ;
3: 对于每个 i, 通过公式 (11) 来更新权值 ai;
4: 计算对角矩阵 D, 其中对角线上的元素为 Dii =
d1,i + δid2,i;
5: 更新投影矩阵 W , 其中 W 的列向量由矩阵
XDXT 的前 m 个最大特征值所对应的特征向
量组成;
6: 若 J(W k) ≥ J(W k−1), 转到第 8 步, 否则转到
第 7 步;
7: 通过线搜索 Armijo 算法确定步长的子梯度下
降法[21] 找到满足 J(W k) ≥ J(W k−1) 的 W k,
如果没有解决方案, 转到步骤 9, 否则转到步骤
8;
8: k←k + 1;
9: End while
输出: W ∈ Rd×m
对于W 已经给定的条件下, 模型 (8) 存在解析
解, 其最优解由公式 (11) 给出.













− tr (Λ (W T W − I))
(16)
其中拉格朗日乘子 Λ是用于强制正交约束W T W =
I 的对角矩阵. 在第 k 次迭代中, 当 δi 已知时, 为了
满足 KKT 条件, 公式 (16) 的梯度必须等于零, 即
δL1
δW
= XDXT W − ΛW = 0 (17)
根据算法 1 中的步骤 5, 能够找到公式 (17) 的最优
解. 因此, 算法 1 的收敛解决方案满足问题的 KKT
条件. 公式 (16) 的拉格朗日方程为:





对W 求导可得到关于公式 (18) 的 KKT 条件:
XDXT W − ΛW = 0 (19)
注意到在公式 (19) 中, 矩阵 D 与 Wk−1 有关. 假
设在第 k 次迭代中获得局部最优解 W ∗, 即 W ∗ =
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Wk = Wk−1. 在这种情况下, 公式 (17) 与公式 (19)
保持一致, 这意味着算法 1 的收敛解决方案满足模







此外, 算法 1 中的步骤 6 和步骤 7 说明 RPCA-PW
的目标函数值在每次迭代中都是非递减的, 这样就
保证了算法具有单调收敛的特性.
三、迭代更新W 和 δi, 算法 1 的收敛性验证.
这里通过实验验证迭代更新W 和 δi 时算法 1
的收敛性, 具体内容见实验部分 6.3.5 节.
5.2 不同 p 值下的损失函数
图 2 绘制了 p 在不同取值下的目标函数取值变
化曲线. 从图中可以看出, 当 p 为 2 时, 具有大重建
误差的样本点将会显着地支配目标函数, 因此传统
的基于MSE 的 PCA 算法对于噪声敏感. 与 p = 2
相比, p = 0.5 或 1 可以在一定程度上减弱大距离样
本点的影响, 对于噪声点具有更强的鲁棒性, 此外,
与 p = 1 或 2 相比, p = 0.5 可以进一步削弱异常样
本点的影响, 同时提高主成分邻域中的样本点在求
解最优解时的影响.










图 2 p 在不同取值下的目标函数取值变化曲线
Fig. 2 Objective function values under different p
5.3 与相关算法之间的联系
基于对于 p 的不同取值的分析, 下面将讨论
RPCA-PW 与几种鲁棒 PCA 算法之间的相互联
系, 从模型的角度出发分析各自算法的特点, 包括


























模型 (21) 和 (22) 是 PCA 的两种标准等价形式.
5.3.2 与R1-PCA的联系
一个数据矩阵的 R1 模就是每个数据点的 L2
模之和, R1-PCA 将原 PCA 模型中的 L2 模改成
R1 模进行求解, R1 模在降低噪声影响的同时能保
持旋转不变性. 若模型 (6) 中的 ai = 0(i = 1, ..., n),









模型 (23) 即为 R1-PCA 的目标函数.
5.3.3 与L2,p-PCA的联系
L2,p-PCA 采用 L2,p 模构造每个样本点的重
建误差, 与大多数现有的 PCA-L1 方法相比, L2,p-
PCA 直接最小化了样本点的重建误差, 与 L1-PCA
方法相比, L2,p-PCA 保留了 PCA 的旋转不变性.











































(αi 为直角边 ‖W Txi‖12 与斜边 ‖xi‖12




















传统 PCA 和相关鲁棒 PCA 算法进行比较, 例
如: PCA-L21、RPCA-OM、Angle PCA、MaxEnt-
PCA、HQ-PCA 和 L2,p-PCA. 其中公式 (6) 中的
参数 ε 是为了防止除零, 本文在实验中统一设置为






































空间中能够明显分开. 然后将 RPCA-PW 与 PCA
和 Angle PCA 进行比较, 结果如图 3 所示.
从图 3 中可以看出, 当这两组数据簇相距很远





接近, PCA 与 Angle PCA 都无法得到最佳的投影
方向. 而 RPCA-PW 所找到的一维投影在各种情况
下都能将两组数据簇明显分开. 实验结果说明 PCA
由于倾向于保留数据集整体的外围结构, 受到大距
离样本的干扰明显; Angle PCA 更加注重保留局部
结构, 但是它采用的快速衰减加权方式将过多的样
本点当成劣点处理, 丢失了过多的全局结构判别信






如：Australian、Cars、Cleve 和 Solar 等, 这些数据
集已被用于许多研究, 具体信息在表 1 中列出. 为了
消除随机影响, 实验时采用了十折交叉验证法, 将每
个数据集降至 c− 1 维, 其中 c 为类别数, 然后采用
最近邻分类器对每一数据集求出识别正确率并计算
出对应的重建误差. 其中对于采用 L2,p-norm 的作
为距离度量算法, 实验中分别将 p 设为 0.5, 1, 1.5,
2 四个值进行实验. 最终得到 8 种算法在 10 个数据
集上的平均识别正确率和重建误差大小. 实验结果
如表 2 和表 3 所示.
表 1 实验中使用的 UCI 数据集
Table 1 UCI data sets used in the experiment
数据集 维数 类别数 样本数
Australian 14 2 690
Cars 8 3 392
Cleve 13 8 303
Solar 12 6 323
Zoo 19 7 101
Control 60 6 600
Crx 15 2 690
Glass 9 6 214
Iris 4 3 150
Wine 13 3 178
通过观察发现, 在完全相同且随机的实验条件下
RPCA-PW 能够在 8 组 UCI 数据集上取得更高的
平均识别正确率, 同时在 5 组 UCI 数据集上有着最
小的重建误差. 此外, HQ-PCA 在 4 组 UCI 数据集
上取得最小的重建误差, 也展现出了优越的性能. 在
p取不同值的情况下,对应 L2,p-PCA和RPCA-PW
算法的识别正确率也有所区别, 其中当 p = 0.5 的
时候, L2,p-PCA 和 RPCA-PW 在总体上拥有更好
的降维性能, 这是因为与 p = 1 或 2 相比, p = 0.5
可以进一步削弱异常样本点的影响, 同时提高主成
分邻域中的样本点在求解最优解时的影响. 因此在
UCI 真实数据集上的实验表明 RPCA-PW 在拥有
更高精度的基础上, 还通常具有更小的重建误差.
8 自 动 化 学 报 XX卷



















































Fig. 3 Projection result of three algorithms on two-Gaussian artificial dataset.
表 2 UCI 数据集上各算法的平均分类正确率 (%)
Table 2 Average classification accuracy of each algorithm on UCI data sets
数据集 Australian Cars Cleve Solar Zoo Control Crx Glass Iris Wine
PCA 57.32 69.27 52.16 64.11 96.00 91.83 54.93 74.35 96.00 73.04
PCA-L21 62.41 69.17 52.74 64.44 95.60 92.50 53.39 75.33 97.33 74.13
RPCA-OM 63.04 69.93 52.16 65.27 95.00 92.83 56.96 74.35 96.00 74.15
Angle PCA 60.39 69.43 52.16 65.60 94.00 84.28 59.59 73.94 95.53 74.15
MaxEnt-PCA 60.14 69.17 52.45 64.76 95.10 92.15 59.32 74.42 95.33 73.59
HQ-PCA 60.77 69.27 52.46 65.46 95.80 91.50 60.87 76.16 92.00 75.55
p=0.5 60.68 69.60 52.84 65.42 93.40 92.10 60.29 73.56 96.47 73.59
L2,p-PCA p=1 62.39 69.58 52.16 64.51 94.90 92.50 59.43 73.73 96.67 73.59
p=1.5 62.81 69.43 52.16 65.28 95.00 92.50 58.20 75.57 96.33 73.04
p=2 62.32 69.43 52.16 64.11 96.00 91.83 54.93 75.82 96.00 73.59
p=0.5 63.77 71.21 53.76 66.85 95.00 92.50 58.84 74.35 95.33 74.15
RPCA-PW p=1 63.04 69.43 52.49 65.94 95.00 91.67 60.14 73.94 96.00 74.15
p=1.5 62.17 69.43 52.16 64.72 95.00 97.83 61.16 76.28 96.67 74.15
p=2 62.32 69.43 52.16 64.11 96.00 92.33 54.93 75.82 96.00 73.59
表 3 UCI 数据集上各算法的重建误差
Table 3 Reconstruction error of each algorithm on UCI data sets
数据集 Australian Cars Cleve Solar Zoo Control Crx Glass Iris Wine
PCA 197.53 1979.82 5.47 2.97 1.43 115.06 6265.42 37.91 0.67 24.49
PCA-L21 197.21 1979.16 6.90 2.90 1.56 132.84 6545.72 38.59 1.56 34.44
RPCA-OM 193.23 1977.98 5.61 2.65 1.51 108.13 5684.38 38.64 0.64 24.85
Angle PCA 197.96 1981.34 13.27 2.95 2.04 123.62 6583.82 38.42 0.59 25.85
MaxEnt-PCA 203.82 1976.70 6.24 2.61 1.44 113.01 6805.98 38.12 0.58 25.01
HQ-PCA 195.79 1929.26 5.92 2.37 1.39 131.35 6987.68 36.38 4.31 25.85
p=0.5 193.29 1978.76 9.22 2.93 2.05 106.69 6601.74 38.33 1.04 26.14
L2,p-PCA p=1 193.71 1978.33 5.60 2.75 1.72 108.06 6588.17 38.37 0.84 25.44
p=1.5 193.50 1977.93 5.50 2.69 1.44 109.69 6807.38 37.82 0.72 25.05
p=2 193.53 1977.82 5.47 2.97 1.43 115.06 5865.42 37.91 0.67 24.49
p=0.5 192.93 1976.94 5.75 2.95 1.57 106.11 6467.83 38.43 0.52 24.12
RPCA-PW p=1 193.27 1979.96 6.84 2.84 1.83 110.46 6491.19 38.17 0.70 24.36
p=1.5 193.36 1977.82 5.06 2.83 1.46 110.45 6073.11 37.91 0.71 25.26
p=2 193.53 1977.82 5.47 2.97 1.43 115.06 5865.42 37.91 0.67 24.49
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(a) Extended Yale B 人脸数据库
(a) Extended Yale B face database.
(a) AR 人脸数据库
(a) AR face database.
图 4 Extended Yale B 和 AR 人脸数据库原始图像与加入三种不同噪声后对应的图像 (从上至下分别为黑白噪声块、高斯噪
声和椒盐噪声)
Fig. 4 original images in Extended Yale B and AR face database and the corresponding images with three different
noise types (top to bottom are noise block, Gaussian noise and salt-and-pepper noise respectively)).
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(a) Extended Yale B 数据库 - 黑白噪声块
(a) Extended Yale B database with
black-and-white block noise
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(b) Extended Yale B 数据库 - 高斯噪声
(b) Extended Yale B database with
gaussian noise
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(c) Extended Yale B 数据库 - 椒盐噪声
(c) Extended Yale B database with
salt-and-pepper noise
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(d) AR 数据库 - 黑白噪声块
(d) AR database with black-and-white
block noise
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(e) AR 数据库 - 高斯噪声
(e) AR database with with gaussian
noise
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RPCA-PW p = 0.5
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(f) AR 数据库 - 椒盐噪声
(f) AR database with salt-and-pepper
noise
图 5 不同维度下的各算法平均识别准确率
Fig. 5 Recognition accuracy with different reduced dimensions
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(a) Extended Yale B 数据库重构结果
(a) Reconstruction results of Extended Yale B.
(a) AR 数据库重构结果
(a) Reconstruction results of AR.
图 6 人脸重构效果图, 每一列从左到右依次是原图、PCA、PCA-L21、RPCA-OM、Angle PCA、HQ-PCA、L2,p-PCA
p=0.5、L2,p-PCA p=1、RPCA-PW p=0.5、RPCA-PW p=1
Fig. 6 Face reconstruction pictures, each column represents original image, PCA, PCA-L21, RPCA-OM, Angle PCA,




验, 其中 Extended Yale B 人脸数据库由 2414 个正
面人脸图像组成, 这些正面人脸图像是从 38 个具有
不同光照的个体中采样的, 其中每人有 65 张图像.
AR 数据库包含超过 4000 张 126 人 (70 名男性和
56 名女性) 的面部图像, 包括不同的面部表情、光照
强度与遮挡范围.
6.3.2 人脸识别实验
实验中, 将每张图像的大小调整为 32 × 32 像
素, 这样每幅图像就被转化为了一个 1024 维的向
量, 并且让所有数据被归一化至均值为 0. 为消除随
机影响, 实验方法选择十折交叉验证法, 并在训练集




比率为 0.05-0.10. 图 4(a)-(b) 分别列出了两个数据
库的原始图像以及添加噪声后对应的图像.
比较结果如图 5 所示, 不同的噪声类型添加到
同一数据库上表现出各不相同的实验结果. 从图中
不难发现本文算法对不同维度降维后的分类性能总






分类. (2) 在不同的情况下, RPCA-PW 在总体上要







重构之后的效果图,本节在 Extended Yale B和AR
两个人脸数据库中进行人脸重构实验. 为了方便观





间, 再使用这些特征对遮盖噪声图像进行重构. 图 6
是各算法的人脸重构效果图.
从图中可以看出, 经典 PCA 算法对原始图片
的重构效果最差, 因为基于均方误差的 PCA 算法,
其重构性能易受噪声点影响, 导致质量差. PCA-
L21、Angle PCA 和 RPCA-OM 三种算法能够较
为清晰地还原人脸的轮廓, 但是对于噪声块遮挡部
位的还原效果并不理想. 而 HQ-PCA 与基于 L2,p-








上的平均运行时间, 其中包括 10 个 UCI 数据集和 2
个人脸图像数据集. 实验结果如图 7 所示.
(a) 10 个 UCI 数据集上的平均运行时间
(a) Average run time on 10 UCI data sets
(b) 2 个人脸数据库上的平均运行时间
(b) Average run time on two face image databases
图 7 各算法对不同数据集的平均时间比较结果
Fig. 7 Comparison of average iteration time for different
data sets by different algorithms
从实验结果可以看出, PCA 由于只需要进行一次特







为了测试 RPCA-PW 算法的收敛性能, 本文进
行如下的实验以验证算法在不同类型标准数据集上
的收敛性能. 这里选取了 6 个标准数据集进行相关
的收敛性实验 (包括 4 个不同类型的 UCI 数据集与
2 个人脸图像数据集). 所提算法在标准数据集上的
收敛曲线如图 8 所示.
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增加少量计算量的前提下, 大大提高算法的鲁棒性
和泛化性能.


















































图 8 RPCA-PW 收敛曲线
Fig. 8 Convergence curves of RPCA-PW
7 结论
本文提出了一种新的 PCA 模型, 称为鲁棒自适
应概率加权 PCA. RPCA-PW 较经典 PCA 算法在
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