Abstract. When is an entire function of finite order a solution to a complex 2nd order homogeneous linear differential equation with polynomial coefficients? In this paper we will give two (equivalent) answers to this question. The starting point of both answers is the Hadamard product representation of a given entire function of finite order. While the first answer involves certain Stieltjes-like relations associated to the function, the second one requires the vanishing of all but finitely many suitable expressions constructed via the Gil' sums of the zeros of the function. Applications of these results will also be given, most notably to the spectral theory of one-dimensional Schrödinger operators with polynomial potentials.
Introduction
Basic results such as the existence and uniqueness of solutions for initial value problems in differential equations and analytic continuation in complex analysis team up to show that all the solutions of a general complex 2nd order homogeneous linear differential equation (1) y (z) = u(z)y (z) + v(z)y(z), z ∈ C, u(z), v(z), entire functions, are entire functions. It is known, due to Nikolaus [N, L] , that a given entire function f (z) is a solution to an equation of type (1) if and only if all the zeros of f , if any, are simple. Moreover, a classical result due to Frei and Wittich [F, W, L] , states that all the solutions of (1) are entire functions of finite order if and only if u(z) and v(z) are polynomials. It is then natural to ask under what circumstances a given entire function of finite order is a solution to equation (1) with polynomial coefficients. Answers to this question, which naturally showcase the interplay between complex analysis and differential equations, are expected to shed new light on some important related problems such as the spectral theory of the one-dimensional Schrödinger operators with polynomial potentials. For the convenience of the reader and in order to establish necessary notation, we gather here the needed facts regarding the entire functions of finite order. A very readable account of these matters can be found in [As] . In fact, the convergence of many (infinite) products and series below will be a result of similar arguments, and as such will be implemented without further elaboration.
Our results
We are now ready to state and prove our main results. 
, where q(z) is the polynomial appearing in the Hadamard product representation (4) of f (z), and
In the particular case
Proof. By the uniqueness property of solutions of initial value differential equations it is clear that all the zeros of a non-trivial solution of an equation 
Since the transformed solution and differential equation preserve the polynomial aspect of our problem and of the Hadamard product representation, there is no loss of generality in proving the theorem in the particular case u(z) ≡ 0, when the polynomial p(z) becomes q(z). Assume now, abstractly, that g(z) is a non-trivial entire function with only simple zeros and that g(z) = j g j (z), where j runs through a set of integers, g j (z) is an entire function with at most one simple zero, say z = z j , and the convergence is absolute and uniform on the compact subsets of C. Then the logarithmic deriv-
, admits near each simple pole z k a representation
is analytic in a neighborhood of z k . Consequently, by a simple calculation, the associated meromorphic function ω (z) + ω 2 (z) has a pole of multiplicity at most one at z = z k , with residue 2h k (z k ). Therefore, a necessary and sufficient condition that ω (z) + ω 2 (z) be an entire function is h k (z k ) = 0, for every zero z k of g(z). For later use we record here that
Assume now that a non-trivial entire function f (z) with zeros (a i ) i and Hadamard product representation (4) is a solution to a differential equation
is the logarithmic derivative of f (z). In particular, all the residues of w (z) + w 2 (z) at its potential poles vanish.
Let us specialize the above analysis to the case
If a k = 0 is a zero of f (z), then as above
The only other zero of f (z) can be z = 0, if = 1, and so
which in turn implies equation (6). Conversely, assume that equations (5) and (6) 
hold for p(z) = q(z). It is obvious that f (z) is a solution to a differential equation y (z) = v(z)y(z) if and only if
As above, equations (5) and (6) show
is an entire function, and the proof will be complete if we show that actually it is a polynomial function. Equation (10) adapted to the Hadamard product representation of f (z) becomes, for m ≥ 1,
where s m+1 , s m+2 , . . . , s 2m are Gil' sums, namely, for n an integer, n > m, s n := i 1 a n i . Therefore,
The last line in the above equation vanishes, due to the hypotheses represented by the content of equations (5) and (6), and so w + w 2 becomes 
A careful inspection of equation (12) reveals an equality of two entire functions, where one, the right hand side, is a sum of a polynomial of degree at most max{2 deg(q ), deg(q )+2m−1} and an infinite sum,
whose partial sums are all polynomials of degree at most deg(q ) + 2m − 1. This is possible only if the left hand side, w (z) + w 2 (z), is a polynomial function.
can be concretely represented as a polynomial whose coefficients depend on the coefficients of q and on the Gil' sums s m+1 , s m+2 , . . . , s 2m , therefore completing an effective realization of the right hand side of equation (12) as a polynomial. Much simpler but otherwise similar calculations show that in the case m = 0,
and then
Notice that when m = 0 and deg(q ) ≥ 1, (14) , n > ρ(f ), Gil' sums. This is to recognize the remarkable expressions found for them by Gil' [G] in terms of the coefficients of the power series expansion of the entire function f (z) z about z = 0. Namely, if 
In order to obtain a second characterization of the entire functions of finite order which are solutions to a differential equation y (z) = v(z)y(z), v(z) a polynomial function, we revisit the expression (11) of the logarithmic derivative w(z) of such a function. The Laurent expansion of w(z) about z = 0, valid in the annulus 0 < |z| < |a 1 |, is
where s i , i = m + 1, m + 2, . . . , are the usual Gil' sums and
Thus, for i ≥ max{deg(q), m},
immediately yields the following. 
Theorem B. With the same notation as in Theorem A, a non-zero entire function of finite order f (z) is a solution to a differential equation y (z) = v(z)y(z), v(z) a polynomial function, if and only if all the zeros of f are simple,

where in turn S k is given by a relation of type (15), involving prior Gil' sums and coefficients of q (z).
Proof. We know that a non-zero entire function f (z) is a solution to a differential equation y (z) = v(z)y(z), v(z) polynomial function, if and only if all the zeros of f are simple and the meromorphic function w (z) + w 2 (z), w(z) the logarithmic derivative of f (z), is identical to the polynomial function v(z). Now, in terms of the Hadamard product representation (4) of f (z), w (z) + w 2 (z) admits the Laurent expansion (16) about z = 0, valid in the annulus 0 < |z| < |a 1 |. Equation (17) is merely equivalent to the vanishing of the singular part of w (z) + w 2 (z), while equation (18), holding for every integer i large enough, guarantees that its regular part is a polynomial. Theorem B then follows from the uniqueness of the analytic continuation of meromorphic functions.
Applications
We conclude this paper with few applications to Theorems A and B. a) Trigonometric functions as solutions to differential equations. Theorems A and B produce interesting results even when applied to entire functions satisfying the simplest 2nd order linear differential equations, those with constant coefficients when everything is known. 
b) A counterexample. In relation to application a) yet quite different from it, we notice that no entire function of finite order with simple zeros 1, 2, . . . , n, . . . can be a solution to a 2nd order differential equation (1) with polynomial coefficients, a result which was also considered by Elzaidi [E] .
Indeed, if that were the case, by Theorem A a polynomial function p(z) would exist such that
where γ is the Euler constant. Obviously, there is no polynomial function p(z) such that
c) Entire functions of finite order with finitely many zeros.
When f (z) has finitely many zeros there is no need to treat 0 separately from the non-zero zeros. In this case we represent f (z) as 
Notice that equation (21) implies that the polynomial v(z), which must necessarily have even degree, uniquely determines the polynomial q(z) up to a sign and up to an additive constant. In fact, there are some other interesting aspects of the above analysis that one can explore: What happens if one prescribes either the zeros of f (z) or the polynomial q(z) together with the number n of zeros of f (z)? Also, for what polynomials v(z) does the equation y (z) = v(z)y(z) admit solutions of type (19)?
Prescribing the zeros z 1 , z 2 , . . . , z n does not present a real problem, since there is a unique polynomial i(z) of degree at most n − 1 such that equation (20) is satisfied when q (z) is replaced by i(z), namely the interpolating polynomial, which at z = z k takes the value 
Then the most general form of a polynomial q (z) satisfying equation (19) 
, where r(z) is some arbitrary polynomial function. Now prescribing the polynomial q(z) and the number n of zeros of f (z) in equation (19) amounts to finding n distinct complex numbers z 1 , z 2 , . . . , z n such that for a given polynomial q(z), deg(q) ≥ 2, the relations (20) hold. This is equivalent, via the content of equations (8) and (9), to finding a monic polynomial of degree n, r(z), in fact r(z) = (z − z 1 )(z − z 2 ) . . . (z − z n ) such that when dividing with the remainder −2q (z)r (z) by r(z), we obtain the remainder r (z).
This equivalent form is in fact a terrific problem in the theory of (non-linear) polynomial systems with variable coefficients, and as such will be pursued elsewhere. It suffices to say that such a system always has finitely many solutions, being associated to a zero-dimensional algebraic variety. An intuitive argument to see that solutions always exist might be supplied along the following lines:
-Use interpolation as before to show that for a given n a polynomial q 0 (z) of the same degree as q(z) exists with the required properties.
-Use the homotopy tq(z)+(1−t)q 0 (z), 0 ≤ t ≤ 1, to deform a system known to have solutions into a system desired to have solutions, and then follow the solutions through the deformation, as in [Wr] . (For this purpose it can be assumed that q(z) and q 0 (z) have the same leading coefficients.)
If q(z) is a polynomial of even degree with real coefficients and negative leading coefficient, there is also Stieltjes' famous way [St] of finding real solutions z 1 , z 2 , . . . , z n , to the system (20), as critical points corresponding to the minima of
The characterization of polynomials v(z) for which the equation y (z) = v(z)y(z) admits solutions of type (19) is difficult in general. Indeed, as equation (21) shows, while the monomials in v(z) of sufficiently high degree are essentially determined by q(z), those of low degree involve both q(z) and the roots z 1 , z 2 , . . . , z n . There are, however, few instances of low-dimensional polynomials v(z) when interesting characterizations can be carried out.
For instance, equation (21) implies that the quartic polynomials v(z) must have the form
where α = 0, β, γ are arbitrary complex constants, n is a non-negative integer, and for arbitrary α, β, γ, and n there are only finitely many admissible values for 'const'. Also, the sextic even polynomials must have the form
where α, β, n are as in the quartic case and = 0, 1. These polynomials are relevant to the spectral theory of the one-dimensional Schrödinger operators with polynomial When n = 0 or 1, i.e., for the first two eigenvalues, when the corresponding eigenfunctions do not admit non-zero real zeros, equation (29) implies that
These are key inequalities which will prove decisive in an efficient approximation of the bottom of the spectrum. The Stieltjes relations (5) given by Theorem A simplify to read in this case
As far as the recurrence relations involving the Gil' sums given by Theorem B, (see also equation (16)) goes, a routine calculation shows that for any n and λ n = λ, 
