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Abstract
We investigate the spectral properties of the complex powers Jα
k
of the integration operator
Jk defined on a Sobolev space Wkp[0, 1]. Namely, we describe the lattice Lat Jαk of invariant
subspaces and the lattice Hyplat Jα
k
of hyperinvariant subspaces of the operator Jα
k
. In par-
ticular, it turns out that the operator Jα
k
is unicellular on Wkp[0, 1] iff either k = 1 or α = 1
though the lattice Hyplat Jα
k
is unicellular (i.e. linearly ordered) for each k and α > 0. The
operator algebra Alg Jα
k
, commutant {Jα
k
}′ and double commutant {Jα
k
}′′ are investigated too.
In particular we prove that the operator Aα
k
= Jα
k
⊕ J (0; k)α satisfies the Neumann–Sarason
identity AlgAα
k
= {Aα
k
}′′ though Jα
k
does not. Thus we present a simple counterexample for
the implication
Alg(A⊕ B) = {A⊕ B}′′, AlgB = {B}′′ 
⇒ AlgA = {A}′′
to be valid. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
It is well known [6,13] that the Volterra integration operator defined on Lp[0, 1]
by J : f → ∫ x0 f (t) dt is unicellular for p ∈ [1,∞) and its lattice of invariant sub-
spaces is anti-isomorphic to the segment [0, 1]. The same is also true (see [6,13]) for
the simplest Volterra operators
Jα : f →
∫ x
0
(x − t)α−1
(α)
f (t) dt, Reα > 0
being the complex powers of the integration operator J.
More precisely, the lattices of invariant and hyperinvariant subspaces of the oper-
ator Jα are (see [2,6,13]) of the form
Lat Jα = Hyplat Jα = {Ea :=χ[a,1]Lp[0, 1]: 0  a  1}. (1.1)
Tsekanovskii has obtained a description of the lattice Lat Jk of invariant subspaces
of the integration operator Jk defined on the Sobolev space Wk2 [0, 1]. Namely, it is
shown in [16] that the integration operator Jk : f →
∫ x
0 f (t) dt defined on W
k
2 [0, 1]
is unicellular too and Lat Jk consists of continuous part Latc Jk and discrete part
Latd Jk , Lat Jk = Latc Jk ∪ Latd Jk . Here
Latc Jk =
{
Ea :={f : f ∈ Wkp[0, 1], f = 0 for x ∈ [0, a]}: 0  a  1
}
(1.2)
is a continuous chain and Latd Jk = {Ekl }kl=0 with Ekk :=Wkp[0, 1] and
Ekl =
{
f ∈ Wkp[0, 1]: f (0) = · · · = f (k−l−1)(0) = 0
}
,
l ∈ {0, 1, . . . , k − 1} (1.3)
is a discrete chain. It is clear that Wkp,0[0, 1] = Ek0 ⊂ Ek1 ⊂ · · · ⊂ Ekk = Wkp[0, 1].
In the paper under consideration we describe the lattices Lat Jαk and Hyplat J
α
k of
invariant and hyperinvariant subspaces of the operator Jαk defined on Wkp[0, 1] and
investigate the operator algebras Alg Jαk , commutant {Jαk }′, and double commutant{Jαk }′′.
At first we briefly indicate new unexpected (in our opinion) effects appeared in
our investigation:
(1) The operator Jα is unicellular on Wkp[0, 1] (with k  2) if and only if α = 1.
(2) Each R ∈ {Jαk }′ is of the form: R = I + R1, where R1 ∈ ∩q>1Sq .
(3) The algebra Alg Jmk is a proper subalgebra of the double commutant {Jmk }′′
and the dimension dk,m of the quotient space {Jmk }′′/Alg Jmk is: dk,m = k − 1 −[
k−1
m
]
for m ∈ Z+ or Rem  k − 1p . In particular, Alg Jαk = {Jαk }′′ if and only
if either k = 1 or α = 1.
(4) Hyplat Jαk is of the form (1.2), (1.3). In particular the lattice Hyplat Jαk is unicel-
lular (i.e. linearly ordered) as distinct from Lat Jαk (for k  2).
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The paper is organized as follows.
In Section 2 we present a description of the lattice Lat Jαk and the set Cyc J
α
k
of cyclic subspaces. It should be pointed out that the problem of the description
of the lattice Lat Jαk reduced to that for a direct sum of nilpotent operators acting
in Ck , which is completely solved in [1,7,8]. The description of the set Cyc Jαk is
contained in Proposition 2.13. Namely, it is shown here that for α ∈ Z+\{0} the
spectral multiplicity µ :=µJαk = min(α, k) and the system {fi}
µ
1 ∈ Cyc Jαk if and
only if det W {f1, . . . , fµ}(0) /= 0, where W {f1, . . . , fN } stands for the Wronskii
matrix of the system {fi}N1 .
In Section 3 we present a description of the commutant {Jαk }′. This description
is similar to that obtained in [9,10] for the operator Jα acting in Lp[0, 1]. As a
corollary we give a description of the lattice Hyplat Jαk . A description of the (weak
closed) algebra Alg Jαk as well as of the double commutant {Jαk }′′ is presented too.
In Section 4 we consider the operators Aαk,0 = Jαk,0 ⊕ J (0; k)α and Aαk = Jαk ⊕
J (0; k)α defined on Wkp,0 ⊕ Ck and Wkp ⊕ Ck , respectively. Each of them is a fi-
nite dimensional perturbation of the operator Jαk . We present a description of the
lattices of invariant and hyperinvariant subspaces of Aαk,0 and A
α
k as well as their
commutants, double commutants and algebras AlgAαk,0 and AlgA
α
k . It is interesting
to note that in contrast to Lat Jαk the lattice LatA
α
k,0 splits, LatA
α
k,0 = Lat Jαk,0 ⊕
Lat J (0; k)α . In particular even Ak,0 :=A1k,0 is not unicellular though Jk is.
Note also that the “Neumann–Sarason identity” AlgC = {C}′′ holds true for C =
Aαk though it fails to be true after cancellation: Alg J
α
k /={Jαk }′′ for α>1. This exam-
ple shows that for a pair of bounded operators A ∈ [X] and B ∈ [Y ] the implication
Alg (A⊕ B) = {A⊕ B}′′, AlgB = {B}′′ 
⇒ AlgA = {A}′′
does not hold in general.
Notations.
(1) X1, X2 are Banach spaces;
(2) [X1, X2] is the space of bounded linear operators from X1 to X2;
(3) [X] = [X,X] is the space of bounded operators on the Banach space X;
(4) Alg T denotes the weakly closed subalgebra of [X] generated by T and the
identity I;
(5) Lat T and Hyplat T are the lattices of invariant and hyperinvariant subspaces
on an operator T ∈ [X], respectively;
(6) ker T = {x ∈ X: T x = 0} is a kernel of T;
(7) R(T ) = {T x: x ∈ X} is a range of T ∈ [X];
(8) spanE is the closed linear span of the set E ⊂ X;
(9) supp f is a support of a function f (x);
(10) Z+ :={n: n ∈ Z, n  0};
(11) r ∗ f stands for the convolution of functions r, f ∈ L1[0, 1]: r ∗ f :=∫ x
0 r(x − t)f (t) dt ;
(12) Ik denotes the identity in Ck , Ok :=0 · Ik .
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As usual Wkp[0, 1] stands for the Sobolev space: f ∈ Wkp[0, 1] if f has k − 1
absolutely continuous derivatives and f (k) ∈ Lp[0, 1]. It is a Banach space with
respect to the norm
‖f ‖Wkp [0,1] =
[
k−1∑
i=0
|f (i)(0)|p +
∫ 1
0
|f (k)(t)|p dt
]1/p
.
Wkp,0[0, 1] = {f ∈ Wkp[0, 1]: f (0) = · · · = f (k−1)(0) = 0}. We put alsoW 0p[0, 1] =
W 0p,0[0, 1] :=Lp[0, 1].
In the forthcoming paper we extend some results from [4,9,10] to the operators⊕n
j=1 λjJ
αj
kj
defined on
⊕n
j=1 Wkp[0, 1].
2. Invariant subspaces and cyclic subspaces of the operator Jα in Wkp [0, 1] and
Wk
p,0[0, 1]
2.1. Invariant subspaces
Let Jαk,0 and J
α
k :=Jαk,k stand for the operator Jα defined on Wkp,0[0, 1] and
Wkp[0, 1], respectively. Moreover, let Jαk,l stand for the operator Jα acting on the
subspace Ekl of Wkp[0, 1] defined by (1.3) (l  k − 1) and Ekk :=Wkp[0, 1].
In this section we present a description of the lattices Lat Jαk,0 and Lat J
α
k .
In what follows we assume that either α ∈ Z+\{0} or Reα > k − 1p . Under this
assumption the operator Jαk is well defined on Wkp :=Wkp[0, 1].
Lemma 2.1. The operator Jαk,l defined on Ekl is isometrically equivalent to the
operator Jαk−l defined on Wk−lp [0, 1]. In particular the operator Jαk,0 defined on
Wkp,0[0, 1] is isometrically equivalent to the operator Jα0 defined on W 0p,0[0, 1] :=
Lp[0, 1].
Proof. It is clear that the operator Ul = dldxl : Ekl → Wk−lp [0, 1] isometrically maps
Ekl on W
k−l
p [0, 1]. Moreover,
U−1l = U∗l = J l : Wk−lp [0, 1] → Ekl . (2.1)
The assertion follows now from the identity Jαk,l = U−1l J αk−lUl . 
Recall the following definition.
Definition 2.2. Let X be a Banach space. An operator T ∈ [X] is called unicellular
if its lattice of invariant subspaces Lat T is linearly ordered.
I.Yu. Domanov, M.M. Malamud / Linear Algebra and its Applications 348 (2002) 209–230 213
We will say that Hyplat T is unicellular if it is linearly ordered too.
Proposition 2.3. Let Reα > 0 and Jαk,0 be defined on Wkp,0[0, 1]. Then
Lat Jαk,0 =
{
Eka : 0  a  1
}
,
Eka =
{
f ∈ Wkp,0[0, 1]: f (x) = 0 for x ∈ [0, a]
} (2.2)
and thus Jαk,0 is unicellular.
Proof. One obtains the proof combining Lemma 2.1 with classical formula (1.1). 
To present a description of Lat Jαk we recall a description of LatQ for a nilpotent
operator Q ∈ [Ck].
Theorem 2.4 [1,7]. If Q is nilpotent on a finite-dimensional vector space V, then
Lat (Q) =
⋃
M
{
[M,Q−1M]: M ∈ Lat (Q QV )
}
, (2.3)
where [M,Q−1M] is an interval in the lattice of all subspaces of V. Each interval
satisfies the equation
dimQ−1M − dimM = dim kerQ. (2.4)
For each bounded operator T defined on a Banach space X, (T ∈ [X]) and E ∈
Lat T we denote by TˆE the quotient operator acting on the quotient space X/E ac-
cording to the natural rule Tˆ fˆ = (̂Tf ), where fˆ stands for a coset fˆ = f + E.
Theorem 2.5. Let π be the quotient map,
π : Wkp[0, 1] → Xk :=Wkp[0, 1]/Wkp,0[0, 1] (2.5)
and Jˆ αk be the quotient operator on Xk . Then Lat J
α
k = Latc Jαk ∪ Latd Jαk , where
(a) Latc Jαk = {Eka : 0  a  1},
Eka = {f ∈ Wkp,0[0, 1]: f (x) = 0 for x ∈ [0, a]} (2.6)
is a “continuous part” of Lat Jαk ;
(b) Latd Jαk =π−1(Lat Jˆ αk )
=
⋃
M
π−1
{
[M, (Jˆ αk )−1M]: M ∈ Lat (Jˆ αk  Jˆ αk M)
}
(2.7)
is a “discrete part” of Lat Jαk .
Here [M, (Jˆ αk )−1M] is a closed interval in the lattice of all subspaces of Xk . Each
interval satisfies the equation
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dim (Jˆ αk )
−1M − dimM = d, (2.8)
where d = min{−[−α], k}.
Proof. If E ∈ Lat Jαk and E ⊂ Wkp,0[0, 1] then by Lemma 2.1 E = Eka for some
a ∈ [0, 1]. On the other hand let us show that if E ∈ Lat Jαk and E /⊂ Wkp,0[0, 1] then
Wkp,0[0, 1] ⊂ E. Indeed, assuming the contrary one finds f ∈ E\Wkp,0[0, 1] and thus
f (j)(0) /= 0 for some j ∈ {1, . . . , k − 1}. It is clear that g :=Jαkf ∈ Wkp,0[0, 1] and
g ∈ E because of E ∈ Lat Jαk . By Lemma 2.1 span {Jαmg: m  0} = Eka for some
a ∈ [0, 1]. Since g(αk+j)(0) = f (j)(0) /= 0 one derives that a = 0, that isE ⊃ Ek0 =
Wkp,0[0, 1].
On the other hand let π : Wkp[0, 1] → Xk be the quotient mapping. If E ⊃ Wkp,0
[0, 1] and E ∈ Lat Jαk then π(E) ∈ Lat Jˆ αk and moreover E = π−1(π(E)). It is clear
now that the mapping π of the form (2.5) establishes a bijective correspondence be-
tween the subspaces E ∈ Lat Jαk which contain Wkp,0[0, 1] and π(E) ∈ Lat Jˆ αk . One
completes the proof applying Theorem 2.4. Furthermore relations (2.7) and (2.8) are
implied by relations (2.3) and (2.4), respectively. 
Corollary 2.6. The operator Jα1 = Jα is unicellular in W 1p[0, 1] if Reα > 1 − 1p .
Moreover
Lat Jα1 = Lat Jα1,0 ∪W 1p[0, 1] =
{
Eka : 0  a  1
} ∪W 1p[0, 1].
Corollary 2.7. Let k  2 and either α ∈ Z+\{0} or Reα > k − 1p . Then:
(1) the operator Jαk is unicellular in Wkp[0, 1] if and only if α = 1;
(2) Lat Jk = Latc Jk ∪ Latd Jk, where Latc Jk is defined by (2.2) and
Latd Jk =
{
Wkp,0[0, 1] = Ek0 ⊂ Ek1 ⊂ · · · ⊂ Ekk :=Wkp[0, 1]
}
. (2.9)
Proof. (1) Let α = 1. It is easily seen that in the basis{
1, x,
x2
2
, . . . ,
xk−1
(k − 1)!
}
the matrix of the operator Jk is a Jordan cell J (0; k),
J (0; k) =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
...
...
...
0 0 · · · 1 0
 . (2.10)
Since J (0; k) is unicellular, then by (2.7) so is Jk .
On the other hand J (0; k)α is not unicellular for α > 1 and therefore Lat Jαk is
not unicellular too.
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(2) It is clear that Lat J (0; k) = {Ml}k0, where
M0 = {0}, Ml = span
{
xj /j !: k − l  j  k − 1}, l ∈ {1, . . . , k − 1}.
Thus π−1(0) = Wkp,0[0, 1] and
π−1Ml = Ekl =
{
f ∈ Wkp[0, 1]: f (i)(0) = 0, 0  i  k − 1 − l
}
for l ∈ {1, . . . , k − 1}. 
Example 2.8. Let α = 2 and J 24 : W 4p[0, 1] → W 4p[0, 1]. Then matrix J (0; 4)2 has
the form
J (0; 4)2 =
(
O2 O2
I2 O2
)
.
By Theorem 2.4
Lat (J (0; 4)2) =
⋃{[M, (J (0; 4)2)−1M]: M ∈ Lat (J (0; 4)2  J (0; 4)2V )},
where V = span {1, x, x2, x3}. Setting M2 :=J (0; 4)2V, it is easily seen that:
J (0; 4)2 M2 = O2, M2 = span
{
x2, x3
}
.
Thus
Lat (J (0; 4)2) =
⋃
M
{
[M, (J (0; 4)2)−1M]: M ⊂ M2
}
and therefore
Lat (J (0; 4)2)=[0,M2] ∪ [M2, V ]
∪
⋃
α,β
[
{αx2 + βx3}, {α1 + βx,M2}
] .
Finally taking into account the notation (1.3) we obtain
Latd (J 24 ) =
⋃
α,β
{
f ∈ E42 : βf ′′(0)− αf ′′′(0) = 0
}
⋃
α,β
{
f ∈ W 4p[0, 1]: βf ′(0)− αf (0) = 0
}
⋃
α,β
{
f ∈ W 4p[0, 1]: βf ′(0)− αf (0) = βf ′′′(0)− αf ′′(0) = 0
}
.
Remark 2.9. (i) Alternative to (2.7) a description of Latd Jαk may be obtained from
Halmosh’s description of Lat T for T ∈ [Cn] (see [8]). According to this result every
invariant subspace of T is the range (kernel) of a linear transformation that commutes
with T, that is
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Lat T = {kerC : C ∈ {T }′} = {R(C): C ∈ {T }′}. (2.11)
(ii) A quite different proof of the description (2.9) of Lat Jk has been obtained
earlier by Tsekanovskii [16].
2.2. Cyclic subspaces
Definition 2.10 (see [13]). Recall that a subspace E of a Banach space X is called a
cyclic subspace for an operator T ∈ [X] if span {T nE: n  0} = X. A vector f (∈
X) is called cyclic if span {T nf : n  0} = X. The set of all cyclic subspaces of an
operator T is denoted by Cyc (T ).
Definition 2.11. We set
µT := inf
E
{
dimE: E is a cyclic subspace of the operator T in X
}
.
µT is called the spectral multiplicity of an operator T in X. Note that µT can be ∞.
The operator T is called cyclic if µT = 1.
The following result immediatly follows from Proposition 2.3.
Proposition 2.12. Let Reα > 0. Then the operator Jαk,0 defined on Wkp,0[0, 1] is
cyclic. Moreover the following equivalence holds:
f ∈ Cyc Jαk,0 ⇔
∫ ε
0
|f (x)|p dx > 0 for all ε > 0.
Proposition 2.13. Let Jαk be the operator Jα defined on Wkp[0, 1]. Then
(1) The spectral multiplicity µJαk of Jαk is
µ :=µJαk =
{
min{α, k}, α ∈ Z+\{0},
k, α /∈ Z+\{0}. (2.12)
(2) The system {fj }N1 of vectors fj ∈ Wkp[0, 1] generates a cyclic subspace for Jαk
if and only if:
(i) N  µ;
(ii) rankWµ{f1, . . . , fN }(0) = µ, where
Wµ{f1, . . . , fN }(x) =

f1(x) f2(x) . . . fN(x)
f ′1(x) f ′2(x) . . . f ′N(x)
...
...
...
...
f
(µ−1)
1 (x) f
(µ−1)
2 (x) . . . f
(µ−1)
N (x)
 .
(2.13)
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Proof. At first we note that the system {xj }µ−10 generates a cyclic subspace in
Wkp[0, 1] for the operator Jαk . Indeed, if Reα > k − 1p one derives that Jαk 1 ∈ Wkp,0
[0, 1] and by Proposition 2.12 it is a cyclic vector in Wkp,0[0, 1] for Jαk,0 = Jαk Wkp,0[0, 1]. If α ∈ Z+(α  k − 1) then for an arbitrary m ∈ Z+ one has m = αq + j with
q ∈ Z+ and j = {0, . . . , α − 1}. Therefore xm/m! = Jαqk (xj /j !) and Xµ := span
{xj : 0  j  µ− 1} is a cyclic subspace.
Let us denote by Pµ a projection on Xµ in the direct sum decomposition
Wkp[0, 1] = XµY , where Y = YµWkp,0[0, 1], Yµ = span {xj : µ  j  k − 1}.
It is obvious that
Pµf =
µ−1∑
j=0
f (j)(0)
xj
j ! . (2.14)
It is clear that E is a cyclic subspace in Wkp[0, 1] for Jαk if and only if PµE = Xµ.
Indeed, applying Pµ to the equality
g = lim
l→∞
∑
0ml
cmJ
αm
k φm, φm ∈ E,
and taking the relations (J αmk φ)(j)(0) = 0, j ∈ {0, . . . , µ− 1} into account, one ar-
rives at the required assertion.
Further, the subspace Xµ is characterized as follows: φ ∈ Xµ ⇔ φ(µ) = 0.
Therefore PµE = Xµ if and only if the system {Pµfj }N1 contains a subsystem
which forms a fundamental system of the solutions of the equation φ(µ) = 0. In
other words it means that N  µ and rankWµ{Pµf1, . . . , PµfN }(0) = µ which is
equivalent to conditions (i) and (ii). 
Corollary 2.14. Let µ be defined by (2.12). Then a system {fj }µ1 generates a cyclic
subspace in Wkp[0, 1] for Jαk if and only if detWµ{f1, . . . , fµ}(0) /= 0.
Example 2.15. The system {f1 = 1 + x10, f2 = x + x20} generates a cyclic sub-
space in Wkp[0, 1] (k  2) for J 2k .
Note that a concept of spectral multiplicity plays an important role in control
theory [17]. More precisely, recall that a linear dynamical system can be described
by an equation
dx(t)
dt
= Ax(t)+ Bu(t), t  0, (2.15)
with some operatorsA ∈ [X],B = B U , whereB ∈ [U,X] and X and U are Banach
spaces (the state space and control space, respectively) and x(t) ∈ X, u(t) ∈ U .
The first problem of control consists in searching for spaces U with the following
controllability property: for every state x ∈ X, every ε > 0 and every time moment
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t > 0 there exists a (smooth) control function u(·) allowing the system to reach the
ε-neighbourhood of x, ‖x − x(t)‖ < ε, starting from a fixed initial state x(0) (say,
x(0) = 0).
The well-known Kalman theorem says that the system A, B U is controllable if
and only if BU ∈ CycA. Hence, the minimal dimension of control spaces for (2.15)
is equal to µA.
Investigating more sofisticated problems of control theory Nikolskii and Vasjunin
[14] have introduced one more characteristic of an operator A.
Definition 2.16 [14]. Let A ∈ [X]. Then
discA := sup
E∈CycA
min
{
dimE′: E′ ⊂ E, E′ ∈ CycA}.
disc A is called a disc-characteristic of an operator A (“disc” is the abreviation of
“Dimension of the Input Subspace of Control”).
It is clear that discA  µA. It is important to note that discA as well as µA
depends not of A itself but only on LatA.
Proposition 2.17. Let Jαk be the operator Jα defined on Wkp[0, 1]. Then disc Jαk =
µJαk .
Proof. It suffices to show that for every E ∈ Cyc Jαk there exists a subspace E′ ∈
Cyc Jαk such that E′ ⊂ E and dimE′ = µJαk =: µ. Let {fˆi}Ni=1 be some basis of
the πE ∈ Cyc Ĵ αk . Let us choose fi ∈ π−1(fˆi) ∩ E for i = 1, . . . , N . Then the sys-
tem {fi}Ni=1 of vectors fi generates a cyclic subspace for Jαk and by Proposition
2.13 rankWµ{f1, . . . , fN }(0) = µ. Hence rankWµ{fi1 , . . . , fiµ}(0) = µ for some
i1, . . . , iµ and the subspace E′ = span {fi1 , . . . , fiµ} has the desired properties. 
3. Commutant {Jα
k
}′ and the lattice HyplatJα
k
3.1. Commutant {Jαk }′ and double commutant {Jαk }′′
As usual {T }′ stands for the commutant of the operator T defined on a Banach
space X: {T }′ = {R ∈ [X]: RT = T R}.
Recall that an invariant subspace E (⊂ X) of an operator T ∈ [X] is called hy-
perinvariant for T if E is invariant for any bounded operator R that commutes with T,
that is for R ∈ {T }′.
As usual Hyplat T stands for the lattice of all hyperinvariant subspaces of T.
Proposition 3.1. Let Reα > 0 and Jαk,0 be the operator Jα defined on Wkp,0 =:
Wkp,0[0, 1]. Then R ∈ {Jαk,0}′ if and only if R ∈ [Wkp,0] and
I.Yu. Domanov, M.M. Malamud / Linear Algebra and its Applications 348 (2002) 209–230 219
(Rf )(x) = d
dx
∫ x
0
r(x − t)f (t) dt,
r(x) ∈ Lp′ [0, 1], (p′−1 + p−1 = 1). (3.1)
Proof. Let Jα0 stand for the operator J
α defined on Lp[0, 1] =: W 0p[0, 1]. It is
shown in [10] that R ∈ {Jα0 }′ if and only if R ∈ [Lp(0, 1)] and R admits a represen-
tation (3.1). By Lemma 2.1 the operators Jαk,0 and Jα0 are isometrically equivalent,
Jαk,0 = U−1Jα0 U with U =
( d
dx
)k (see (2.1)). Therefore Rk ∈ {Jαk,0}′ if and only if
R :=URkU−1 ∈ {Jα0 }′, where R is of the form (3.1). Hence, taking the commutativ-
ity of convolutions operators into account, one derives
(Rkf )(x)=(U−1RUf )(x)
=J k d
dx
∫ x
0
r(x − t)f (k)(t) dt
= d
dx
∫ x
0
r(x − t)(J kf (k))(t) dt
= d
dx
∫ x
0
r(x − t)f (t) dt, f ∈ Wkp,0[0, 1],
which has to be proved. 
Corollary 3.2. The lattices of invariant and hyperinvariant subspaces of the oper-
ator Jαk,0 coincide:
Hyplat Jαk,0 = Lat Jαk,0 =
{
Eka : 0  a  1
}
,
Eka =
{
f ∈ Wkp,0[0, 1]: f (x) = 0, x ∈ [0, a]
}
. (3.2)
Remark 3.3. Another description of the commutant {J }′ of the operator J0 :=J
defined on L2[0, 1] =: W 02 [0, 1] has been obtained by Sarason [15].
Theorem 3.4. Let either α ∈ Z+\{0} or Reα > k − 1p and Jαk be the operator Jα
defined on Wkp[0, 1]. Then R ∈ {Jαk }′ if and only if
(Rf )(x) = d
dx
∫ x
0
r(x − t)f (t) dt, r(x) ∈ Wkp[0, 1]. (3.3)
In particular, {Jαk }′ is commutative algebra and does not depend on α.
Proof. It is clear that for k  1 the operator R defined on Wkp[0, 1] by (3.3) is
bounded and commutes with Jαk , i.e. R ∈ {Jαk }′. To prove the opposite assertion
we consider the block-matrix representations of the operators Jαk and R with
220 I.Yu. Domanov, M.M. Malamud / Linear Algebra and its Applications 348 (2002) 209–230
respect to the direct sum decomposition Wkp[0, 1] = Wkp,0[0, 1]Xk , where as be-
fore Xk = span {1, x, . . . , xk−1}. Since Wkp,0[0, 1] is invariant for the operator Jαk
one has
Jαk =
(
Jα11 J
α
12
0 Jα22
)
, R =
(
R11 R12
R21 R22
)
. (3.4)
Now one rewrites commutation relation RJαk = Jαk R in the following form:
R11J
α
11 = Jα11R11 + Jα12R21, (3.5)
R21J
α
11 = Jα22R21, (3.6)
R21J
α
12 + R22Jα22 = Jα22R22, (3.7)
R11J
α
12 + R12Jα22 = Jα11R12 + Jα12R22. (3.8)
It is clear that Jα22 is a nilpotent operator on Xk and consequently (J
α
22)
k = 0. There-
fore one derives from (3.6) that R21(J α11)k = (J α22)kR21 = 0. It follows R21 = 0
since the image R((J α11)
k) is dense in Wkp,0[0, 1]. Now Eq. (3.5) takes the form
R11J
α
11 = Jα11R11, that is R11 ∈ {Jα}′. By Proposition 3.1
R11 : f → ddx
∫ x
0
r(x − t)f (t) dt, f ∈ Wkp,0[0, 1], (3.9)
where r(x) ∈ Lp′ [0, 1] (p′−1 + p−1 = 1) and R11 is bounded on Lp[0, 1].
Let us assume for the moment that r(x) belongs to Wkp[0, 1]. Then the opera-
tor R11 defined on Wkp,0[0, 1] by (3.9) admits a continuation T as an operator on
Wkp[0, 1]:
T : Wkp[0, 1] → Wkp[0, 1], T : f →
d
dx
∫ x
0
r(x − t)f (t) dt. (3.10)
It is clear that T ∈ {Jα}′. Since T Wkp,0[0, 1] = R Wkp,0[0, 1] = R11 and Jαkxm ∈
Wkp,0[0, 1] for m ∈ {0, 1, . . . , k − 1} one deduces
JαkT xm = T Jαkxm = R11Jαkxm = RJαkxm = JαkRxm. (3.11)
It follows from (3.11) that T xm = Rxm for m ∈ {0, 1, . . . , k − 1}. Thus R = T .
To prove the inclusion r(x) ∈ Wkp[0, 1]we introduce the operator R˜ = J kR. Now
the corresponding operator R˜11 has the form (3.9) with the kernel r˜(x) = (J kr)(x)
and therefore is well-defined on Wkp[0, 1]. We denote by T˜ the corresponding oper-
ator on Wkp[0, 1] defined by (3.10) with r replaced by r˜ . As it was mentioned above
T˜ f = R˜f = J kRf for all f ∈ Wkp[0, 1]. Hence r˜(x) = T˜ 1 = R˜1 = J kR1. Apply-
ing the operator Dkx one arrives at the equality r(x) = R1. Thus r(x) ∈ Wkp[0, 1] and
R is of the form (3.3). 
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Corollary 3.5. A bounded operator R belongs to {Jαk }′ if and only if it admits a
representation
Rf = (cI + R1)f = cf (x)+
∫ x
0
r1(x − t)f (t) dt,
r1 ∈ Wk−1p [0, 1]. (3.12)
Moreover:
(a) R1 in (3.12) is a compact operator on Wkp[0, 1];
(b) if p = 2 and k = 1 then R1 ∈ S2;
(c) if p = 2 and k > 1 then sn(R1) = O(1/n) and thus R1 ∈ ∩q>1Sq .
Proof. (a) For eachR ∈ {Jαk } the representation (3.12) with r1(x) = r ′(x) is implied
by (3.3). The converse assertion is obvious.
(b) It is clear that R1 is a compact operator on Wkp[0, 1]. If p = 2 and k = 1 then
r1 ∈ L2[0, 1], hence R1 ∈ S2.
(c) Let now p = 2 and k > 1. According to the ortogonal decompositionWk2 [0, 1]
= Wk2,0[0, 1] ⊕Xk , we consider the operator Tk :=R1,0 ⊕ 0k , whereR1,0 is a restric-
tion of R1 on Wk2,0[0, 1]. Since the difference R1 − Tk is a k-dimensional operator
the s-numbers sn(R) and sn(Tk) satisfy the inequalities:
sn−k(R1)  sn(Tk)  sn+k(R1), n  k. (3.13)
On the other hand by Lemma 2.1 the operator R1,0 is unitary equivalent to the
convolution operator Q (Qf = r1 ∗ f ) defined on L2[0, 1] by the same formula
(3.12). Since r1(x) = r1(0)+ J r ′1, one has Qf = r1(0)Jf + JQ1f , where
Q1f = (r ′1 ∗ f )(x). Therefore sn(Q) = O(1/n) since sn(J ) = O(1/n). Hence
sn(Tk) = O(1/n). Combining this relation with (3.13) one arrives at the required
assertion. 
Corollary 3.6. The double commutant {Jαk }′′ of the operator Jαk coincides with its
commutant: {Jαk }′′ = {Jαk }′ = {Jk}′ = {Jk}′′.
3.2. Hyperinvariant subspaces
Proposition 3.7. The lattice Hyplat Jαk is unicellular. More precisely,
Hyplat Jαk = Hyplatc Jαk ∪ HyplatdJαk = Lat Jk,
where
(1) Hyplatc Jαk :={Eka : 0  a  1} = Latc Jαk , Eka = {f ∈ Wkp,0[0, 1]: f (x) = 0for x ∈ [0, a]};
(2) Hyplatd Jαk :={Ekl }k−1l=0 , Ekl = Wkp[0, 1] ∩Wk−lp,0 [0, 1], 0  l  k − 1.
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Proof. The inclusion Hyplatc Jαk ∪ Hyplatd Jαk ⊂ Hyplat Jαk is implied by the form
(3.3) of an operator R ∈ {Jαk }′ (see Theorem 3.4). Thus by Corollary 2.7(2) Hyplat
Jαk ⊃ Lat Jk . On the other hand Hyplat Jαk = Hyplat Jk ⊂ Lat Jk . Hence Hyplat Jαk =
Lat Jk . 
Corollary 3.8. Let α /= 1. Then Hyplat Jαk = Lat Jαk if and only if k = 1.
Corollary 3.9. Let α ∈ Z+\{0}, α  k. Then Hyplatd Jαk = π−1 (Hyplat Jα(0; k))
if and only if k is odd and α = 2.
Proof. A description of Hyplat T for an operator T on a finite dimensional complex
vector space Cn has been obtained in [5] (see also [7,18]). Besides it is shown in
[5,18] that for an operator T
T = J (0; k1)⊕ J (0; k2)⊕ · · · ⊕ J (0; km), k1  k2  · · ·  km,
the order of Hyplat T is
|Hyplat T | = (km + 1)
m−1∏
j=1
(kj − kj+1 + 1). (3.14)
Let k = qα + r . It is easily seen that Jα(0; k) is isomorphic to the direct sum
of Jordan cells:
⊕r
1 J (0; q + 1)
⊕α−r
1 J (0; q). Combining this fact with (3.14) one
easily gets
|Hyplat Jα(0; k)| =
{
1 + k/α if α is a divisor of k,
2 + 2[k/α], otherwise.
This relation with obvious equality |Hyplatd Jαk | = k + 1 yields the conclusion. 
Example 3.10. Let α = 2 and J 24 : W 4p[0, 1] → W 4p[0, 1] (see Example 1). Then
Hyplatd J 24 = Latd J4 = {E40 , E41 , E42 , E43 , E44}, but π−1(Hyplat J 2(0; 4)) = {E40 ,
E42 , E
4
4}.
Remark 3.11. It is clear that alongside (1.1) Lat J0 admits a description
Lat J0=
{
R(T ): T ∈ {J0}′
}
={ker (T ): T ∈ {J0}′}
={Ea : 0  a  1} (3.15)
similar to that obtained by Halmos [8] for an arbitrary matrix T ∈ [Cn] (see Re-
mark 2.10). In contrast to (3.15) Lat Jk for k  1 does not admit such a description.
Namely, if r1,a ∈ Wk−1p,0 [0, 1] is such that supp r1,a = [a, 1] and Ra : f → r1,a ∗ f
then
Eka = R(Ra) = kerR1−a, 0  a  1
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but
Ekl = R(J lk) /= kerR for any R ∈ {Jk}′, 1  l  k − 1.
Indeed according to Corollary 3.5 each R ∈ {Jk}′ is of the form (3.12). It follows
that kerR = {0} if c /= 0 . On the other hand if kerR /= {0} then by Titchmarsh con-
volution theorem [2,6,13] there exist δ > 0 such that r1(x) = 0 for x ∈ [0, δ]. Hence
kerR = Eka ⊂ Wkp,0[0, 1] for some a. Thus Jk presents an example of unicellular
Volterra convolution operator such that Lat Jk ⊃ {kerR: R ∈ {Jk}′}, but Lat Jk /=
{kerR: R ∈ {Jk}′}.
3.3. A description of Alg Jαk
Theorem 3.4 allows us to present a description of the algebra Alg Jαk .
Proposition 3.12. The following are true:
(1) if either α = 1 or k = 1, then Alg Jαk = {Jαk }′′ (in particular, Alg Jk = {Jk}′′);
(2) if 1 < α  k − 1, then Alg Jαk = {T = cI + R: c ∈ C, R ∈ Alg 0Jαk }, where
Alg 0Jαk =
{
R: Rf = r ∗ f, r ∈ Wk−1p [0, 1], r(j)(0) = 0 f or j /= iα − 1, i [
k−1
α
]};
(3) if k  2 and Reα  k − 1
p
, then Alg Jαk =
{
T = cI + R: c ∈ C, Rf = r ∗
f, r ∈ Wk−1p,0 [0, 1]
}
.
Proof. We confine ourself to the case 1 < m :=α  k − 1. First we note that J jk /∈
Alg Jmk for each j /= im with 1  j  k − 1. Indeed the inclusion J jk ∈ Alg Jmk
yields the inclusion Jˆ jk ∈ Alg Jˆ mk , where as before Jˆ jk stands for the quotient op-
erator acting on the quotient space Xk :=Wkp/Wkp,0. But it is not the case since
Jˆ
j
k  J (0; k)j is not a polynomial in J (0; k)m for j /= im (1  j  k − 1).
Further, obviosly J jk ∈ Alg Jmk for j = mi, i ∈ Z+. It is clear that Alg T ⊂ {T }′
for an arbitrary bounded T ∈ [X]. Therefore by Corollary 3.5 it remains to con-
sider the case of an operator R1 generated by r1 ∈ Wk−1p,0 [0, 1]. By Muntz theorem
the system {xmn−1}∞n=1 is complete in Wk−1p,0 [0, 1], hence there exists a system of
polynomials Pn such that s − limn→∞ Pn(Jmk ) = R1. 
Corollary 3.13. T ∈ Alg Jαk if and only if the quotient operator Tˆ ∈ Alg (J (0; k)α)= {J (0; k)α}′′.
Remark 3.14. (1) According to von Neumann theorem Alg T = {T }′′ for each self-
adjoint operator T = T ∗ on a Hilbert space. This well-known result has been
extended by Nagy and Foias [12] (see also [11]) for the contractions of class C0(N).
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In particular, {J0}′′ = Alg J0 for the integration operator J0 on L2[0, 1] and therefore
{Jα0 }′′ = Alg Jα0 .
It follows from Proposition 3.12 that this fact remains valid for the integration
operator Jk on Wkp[0, 1] and it fails for its integer powers Jαk with k  1 and α =
m  2. Indeed, by Proposition 3.12 the quotient space {Jαk }′′/Alg Jαk is isomorphic
to the quotient space {J (0; k)}′/Alg Jα(0; k). Hence:
dk,α :=dimC
{
Jαk
}′′/Alg Jαk = k − 1 − [(k − 1)/α] for α  2.
(2) If α ∈ Z+\{0} then dk,α  d ′k,α :=k + 1 − |Hyplat Jα(0; k)| and dk,α = d ′k,α
if and only if α is a divisor of k.
4. Spectral analysis of the operators Jα
k,0 ⊕ J(0; k)α and Jαk ⊕ J(0; k)α
Here we consider the operators Aαk,0 :=Jαk,0 ⊕ J (0; k)α and Aαk :=Jαk ⊕ J (0; k)α
defined on Wkp,0 ⊕ Ck  Wkp,0 ⊕Xk = Wkp and Wkp ⊕ Ck , respectively.
The operator Aαk,0 may be viewed as a finite dimensional perturbation of J
α
k writ-
ten in the block-matrix form (3.4).
Lemma 4.1. Let N :=Aαk,0 − Jαk and let µ be the spectral multiplicity of the oper-
ator Jαk , µ :=µJαk (see (2.12)). Then:
(1) N is a nilpotent operator on Wkp[0, 1] such that N2 = 0;
(2) rankN = µ.
Proof. According to the representation (3.4)
Jαk =
(
Jα11 J
α
12
0 Jα22
)
=
(
Jαk,0 J
α
12
0 J (0; k)α
)
. (4.1)
Here
Jα12 : Xk → Wkp,0[0, 1], J α12 : f →
k−1∑
l=m
f (l)(0)
xα+l
(α + l + 1) (4.2)
and m = max(0, k − α) for α ∈ Z+\{0} and m = 0 otherwise. Both assertions are
obviously implied by (4.1) and (4.2). 
Now we present a description of the lattices LatAαk,0 and HyplatA
α
k,0 and the
algebras {Aαk,0}′ and {Aαk,0}′′.
Proposition 4.2. Let Aαk,0 = Jαk,0 ⊕ J (0; k)α . Then the following relations hold:
(1) LatAαk,0 = Lat Jαk,0 ⊕ Lat J (0; k)α;
(2) HyplatAαk,0 = Hyplat Jαk,0 ⊕ Hyplat J (0; k)α;
(3) {Aαk,0}′ = {Jαk,0}′ ⊕ {J (0; k)α}′;
(4) {Aαk,0}′′ = {Jαk,0}′′ ⊕ {J (0; k)α}′′.
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Proof. Let for simplicity p = 2.
(1) Denote by π0 and π1 the orthogonal projections from Wk2,0[0, 1] ⊕ Ck on-
to Wk2,0[0, 1] and Ck , respectively. Let E ∈ LatAαk,0. Next we introduce subspaces
E(i) ∈ LatAαk,0 (i = 0, 1) by setting
E(0) := span {(Aαk,0)lf0: l  0, f0 ∈ π0E},
E(1) := span {(Aαk,0)lf1: l  0, f1 ∈ π1E}.
By Proposition 2.3 E(0) = Eka for some a ∈ [0, 1]. It is clear that E ⊂ E(0) ⊕
E(1).
Establish the opposite inclusion. For each pair of vectors f = f0 ⊕ f1 ∈ E and
g = g0 ⊕ g1 ∈ E⊥ one gets
0=((Aαk,0)lf, g)
=(π0(Aαk,0)lf, π0g)+ (π1(Aαk,0)lf, π1g))
=((Aαk,0)lf0, g0)+ ((Aαk,0)lf1, g1)
=(J αlk,0f0, g0)+ (J (0; k)αlf1, g1), l ∈ Z+. (4.3)
Since J (0; k)αl is a nilpotent transformation one has: 0 = (J (0; k)αlf1, g1) for l 
k. Combining this relation with (4.3) one derives that (J αlk,0f0, g0) = 0 for l  k.
Since Jαlk,0E
k
a is dense in Eka one gets that g0 ∈ (E(0))⊥ for each g0 :=π0g with
g ∈ E⊥, that is (E(0))⊥ ⊃ (π0E)⊥. Hence E(0) ⊂ E and E ⊃ E(0) ⊕ E(1).
(2)–(4) The splitting of {Aαk,0}′ is implied by the splitting of LatAαk,0 (see [3]).
Besides the splitting of {Aαk,0}′ is equivalent to the splitting of the lattice HyplatAαk,0.

Remark 4.3. It follows from Proposition 4.2(3) that the algebra {Aαk,0}′ is not com-
mutative if α > 1, though {Jαk }′ is.
Definition 4.4. Let T1 and T2 be bounded operators on Banach spaces X1 and X2,
respectively. If R ∈ Cyc (T1 ⊕ T2) then obviously PiR ∈ Cyc Ti where Pi is the pro-
jection from X1 ⊕X2 onto Xi (i = 1, 2). We will write
Cyc (T1 ⊕ T2) = Cyc T1 ∨ Cyc T2
if for each R ⊂ X1 ⊕X2 the relations PiR ∈ Cyc Ti (i = 1, 2) imply the inclusion
R ∈ Cyc (T1 ⊕ T2).
This condition obviously holds if Lat (T1 ⊕ T2) = Lat T1 ⊕ Lat T2.
Corollary 4.5.
(1) CycAαk,0 = Cyc Jαk,0 ∨ Cyc J (0; k)α;
(2) µAαk,0 = discAαk,0 = min[−[−α], 2k].
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Next we present a description of the lattices LatAαk , HyplatA
α
k and the algebras{Aαk }′ and {Aαk }′′.
Recall that Xk := span {1, x, . . . , xk−1}. We denote by τ the isomorphism be-
tween Ck and Xk defined by
τ : Ck → Xk, τ(ej ) = x
j−1
(j − 1)! , ej :=col{δij }
k
i=1 (1  j  k).
Proposition 4.6. Let π be the quotient map,
π : X :=Wkp[0, 1] ⊕ Ck → Xk ⊕ Ck := (Wkp[0, 1] ⊕ Ck)/Wkp,0[0, 1]  C2k
and Aˆαk be the quotient operator on Xk ⊕ Ck . Then:
(1) LatAαk = (Latc Jαk ⊕ Lat J (0; k)α) ∪ π−1(Lat Aˆαk ),
where Latc Jαk is of the form (2.6) and
π−1(Lat Aˆαk ) =
⋃
M π
−1
{
[M, (Aˆαk )−1M]: M ∈ Lat (Aˆαk  AˆαkM)
}
.
Here [M, (Aˆαk )−1M] is a closed interval in the lattice of all subspaces of Xk ⊕ Ck .
Each interval satisfies the equation
dim
(
(Aˆαk )
−1M
)
− dimM = d,
where d = min{−[−2α], 2k};
(2) R ∈ {Aαk }′ if and only if its block matrix representation with respect to the
direct sum decomposition X = Wkp,0[0, 1] ⊕Xk ⊕ Ck is
R =
R11 R12 OO R22 O
O R32 R33
 = (R1 O
R˜32 R33
)
, (4.4)
where
R1 :=
(
R11 R12
O R22
)
: Wkp[0, 1] → Wkp[0, 1],
R˜32 := (O R32) : Wkp[0, 1] → Ck
and
R1 ∈ {Jαk }′, R33 ∈ {J (0; k)α}′, R32τ ∈ {J (0; k)α}′. (4.5)
(3) The lattice HyplatAαk is of the form
HyplatAαk =
⋃
E1∈Hyp1
⋃
E2∈Hyp2
{π−1(E1 ⊕ E2): E2 ⊃ τ−1E1}, (4.6)
where Hyp1 :=Hyplat J (0; k)α , Hyp2 :=Hyplat (τJ (0; k)ατ−1).
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Proof. (1) Denote by P1 the projection from Wkp[0, 1] ⊕ Ck onto Wkp[0, 1]. If E ∈
LatAαk and P1E ⊂ Wkp,0 then by Proposition 4.2 E splits, E = P1E ⊕ (I − P1)E,
where P1E ⊂ Latc Jαk and (I − P1)E ⊂ Lat J (0; k)α . On the other hand if E ∈
LatAαk and P1E /⊂ Wkp,0[0, 1] then in just the same way as in Theorem 2.5 one gets
that Wkp,0[0, 1] ⊂ E and hence E ∈ π−1(Lat Aˆαk ). To complete the proof it remains
to apply Theorem 2.4.
(2) The proof is similar to that of Theorem 3.4. Indeed, consider the block-matrix
representations of the operators Aαk and R ∈ {Aαk }′ with respect to the direct sum
decomposition X = Wkp,0[0, 1] ⊕Xk ⊕ Ck:
Aαk = Jαk ⊕ J (0; k)α =
Jα11 Jα12 OO Jα22 O
O O J (0; k)α
 ,
J α11 = Jαk,0, J α22 = τJ (0; k)ατ−1,
R =
R11 R12 R13R21 R22 R23
R31 R32 R33
 = (R1 R2
R3 R33
)
,
where
R1 :=
(
R11 R12
R21 R22
)
, R2 :=
(
R13
R23
)
, R3 = (R31 R32).
The relation RAαk = AαkR splits:
R1J
α
k = Jαk R1, (4.7)
Jαk R2 = R2J (0; k)α, (4.8)
J (0; k)αR31 = R31Jα11, (4.9)
J (0; k)αR32 = R31Jα12 + R32Jα22, (4.10)
R33J (0; k)α = J (0; k)αR33. (4.11)
Relations (4.7) and (4.11) mean that R1 ∈ {Jαk }′ and R33 ∈ {J (0; k)α}′. It fol-
lows from (4.8) that Jαkk R2 = R2J (0; k)αk = O. Hence R2 = O since ker Jαkk =
{0}. Similarly (4.9) yeilds R31Jαk11 = J (0; k)αkR31 = O. Therefore R31 = 0 since
R(J αk11 ) = R(J αk0,k) is dense in Wkp,0[0, 1]. Now relation (4.10) can be rewritten as
J (0; k)αR32 = R32τJ (0; k)ατ−1.
This means that R32τ ∈ {J (0; k)α}′, which has to be proved.
(3) It is easy to check that all subspaces of the form (4.6) are hyperinvariant for the
operator Aαk . If E ∈ HyplatAαk then obviously E = π−1(E1 ⊕ E2) for some E1 ∈
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Hyplat J (0; k)α and E2 ∈ Hyplat (τJ (0; k)ατ−1). It sufficies to show that τ−1E1 ⊂
E2. By assertion (2) each R ∈ {Aαk }′ is of the form (4.4) and (4.5). Choose R ∈ {Aαk }′
such that R1 = O, R33 = O, R32 = Iτ−1. It follows now from (4.4) that
RE = {0} ⊕ {0} ⊕ τ−1E1 ⊂ π−1(E1 ⊕ E2) = E.
Thus πRE = {0} ⊕ τ−1E1 ⊂ E1 ⊕ E2 and τ−1E1 ⊂ E2. This proves (4.6). 
Corollary 4.7. With above notations the following are true:
(1) The spectral multiplicity µAαk of Aαk is
µ :=µAαk =
{
2 min{α, k}, α ∈ Z+\{0},
2k, α /∈ Z+\{0};
(2) discAαk = µAαk ;
(3) the system {Fj }N1 of vectors {fj , gj }Nj=1 ∈ Wkp[0, 1] ⊕ Ck generates a cyclic
subspace for the operator Aαk if and only if:
(i) N  µ;
(ii) rankWµ{F1, . . . , FN }(0) = µ, where
Wµ{F1, . . . , FN }(x)
=

f1(x) f2(x) · · · fN(x)
f ′1(x) f ′2(x) · · · f ′N(x)
...
...
...
...
f
(µ−1)
1 (x) f
(µ−1)
2 (x) · · · f (µ−1)N (x)
(τg1)(x) (τg2)(x) · · · (τgN)(x)
(τg1)
′(x) (τg2)′(x) · · · (τgN)′(x)
...
...
...
...
(τg1)(µ−1)(x) (τg2)(µ−1)(x) · · · (τgN)(µ−1)(x)

.
Proposition 4.8. Let Aαk = Jαk ⊕ J (0; k)α be as above. Then:
(1) T ∈ {Aαk }′′ if and only if
T =
T11 T12 OO T22 O
O O τ−1T22τ
 , (4.12)
where
T1 :=
(
T11 T12
O T22
)
∈ Alg Jαk ;
(2) {Aαk }′′ = AlgAαk .
Proof. (1) Let T ∈ {Aαk }′′. Since {Aαk }′′ ⊂ {Aαk }′ then T ∈ {Aαk }′ and according to
Proposition 4.6 it admits the block-matrix representation (4.4) and (4.5) with respect
to the direct sum decomposition X = Wkp,0[0, 1] ⊕Xk ⊕ Ck , that is
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T =
T11 T12 OO T22 O
O T32 T33
 = ( T1 O
T˜32 T33
)
, T1 :=
(
T11 T12
O T22
)
,
where T1 ∈ {Jαk }′, T33 ∈ {J (0; k)α}′ and T32τ ∈ {J (0; k)α}′.
Let further R ∈ {Aαk }′. By Proposition 4.6(2) R is of the form (4.4) and (4.5) and
therefore the relation T R = RT splits:
T1R1 = R1T1, T33R33 = R33T33
(R1 ∈ {Jαk }′, R33 ∈ {J (0; k)α}′), (4.13)
T32R22 + T33R32 = R32T22 + R33T32 (R32τ ∈ {J (0; k)α}′). (4.14)
The first relation in (4.13) means that T1 ∈ {Jαk }′′. On the other hand by Corollary
3.6 {Jαk }′′ = {Jαk }′ = {Jk}′ and therefore T1 ∈ {Jk}′. The second relation in (4.13)
means that T33 ∈ {J (0; k)α}′′ = Alg (J (0; k)α).
Consider relation (4.14). Setting here R32 = O, R22 = I and R33 = O we obtain
that T32 = O. Hence (4.14) can be rewritten as
T33R32 = R32T22 for each R32 ∈ {J (0; k)α}′τ−1. (4.15)
Setting here R32 = Iτ−1 we obtain that T33 = τ−1T22τ . Thus T22 ∈ τ {J (0; k)α}′′
τ−1 = τ(Alg J (0; k)α)τ−1. Hence by Corollary 3.13 T1 ∈ Alg Jαk , since T22 = Tˆ1.
Conversly, let T be of the form (4.12) and T1 ∈ AlgAαk . To prove the inclusion
T ∈ {Aαk }′′ it suffices to check relations (4.13) and (4.15). The first relation in (4.13)
is obvious. Since T1 ∈ AlgAαk then by Corollary 3.13 Tˆ1 = T22 ∈ τAlg J (0; k)ατ−1
and hence T33 = τ−1T22τ ∈ Alg J (0; k)α = {J (0; k)α}′′. This inclusion means also
that T33R32τ = R32τT33 for each R32τ ∈ {J (0; k)α}′ what is equivalent to (4.15).
Thus T ∈ {Aαk }′′ which had to be proved.
(2) It is clear that {Aαk }′′ ⊃ AlgAαk . Conversely, if T ∈ {Aαk }′′ then it is of the
form (4.12) with T1 ∈ Alg Jαk . By Corollary 3.13 T22 ∈ τ−1Alg (J (0; k)α)τ . Hence
T ∈ AlgAαk and AlgAαk = {Aαk }′′ 
Remark 4.9. It is interesting to note that the “Neumann–Sarason identity” AlgC =
{C}′′ holds true for C = Aαk = Jαk ⊕ J (0; k)α though it is valid for C = Jαk (with
k  2) if and only if α = 1 (see Remark 3.14). Thus, this example shows that for a
pair of bounded operators A ∈ [X] and B ∈ [Y ] the implication
Alg (A⊕ B) = {A⊕ B}′′, AlgB = {B}′′ 
⇒ AlgA = {A}′′
does not hold in general.
It is worth to note also that for α = 1 we have three “Neumann–Sarason identi-
ties”:
Alg Jk = {Jk}′′, Alg J (0; k) = {J (0; k)}′′, AlgAk = {Ak}′′
though neither AlgAk nor {Ak}′′ splits.
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