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Abstract
Many variables in the social, physical, and biosciences, including neuroscience, are non-
normally distributed. To improve the statistical properties of such data, or to allow para-
metric testing, logarithmic or logit transformations are often used. Box-Cox transformations
or ad hoc methods are sometimes used for parameters for which no transformation is known
to approximate normality. However, these methods do not always give good agreement with
the Gaussian. A transformation is discussed that maps probability distributions as closely
as possible to the normal distribution, with exact agreement for continuous distributions.
To illustrate, the transformation is applied to a theoretical distribution, and to quantitative
electroencephalographic (qEEG) measures from repeat recordings of 32 subjects which are
highly non-normal. Agreement with the Gaussian was better than using logarithmic, logit, or
Box-Cox transformations. Since normal data have previously been shown to have better test-
retest reliability than non-normal data under fairly general circumstances, the implications of
our transformation for the test-retest reliability of parameters were investigated. Reliability
was shown to improve with the transformation, where the improvement was comparable to
that using Box-Cox. An advantage of the general transformation is that it does not require
laborious optimization over a range of parameters or a case-specific choice of form.
1 Introduction
The purpose of this paper is to bring to the attention of neuroscientists a general-purpose method
of transforming non-normal distributions to the Gaussian. Remarkably, although the method is
quite simple and its subcomponents are even mentioned in some textbooks, it is not known in
the relevant applied scientific literature, while enormous effort is devoted to finding ad hoc or
approximate solutions. Some of the advantages of the method described here lie in its ease of
application (an identical recipe can be followed for any data), the rendering of the data into a
familiar form, and the convenience of interpretation this affords.
Although non-normally distributed quantitative electroencephalographic (qEEG) parameters
are used as a test case here, there are many examples of neuroscientific variables that follow skewed
or kurtotic distributions. Among them are hippocampal and ventricular volumes (Lloyd et al.,
2004), age of onset of clinical conditions (see, e.g., Bellivier et al., 2003), fitted parameters for
a model of changes in neurotransmitter concentrations (Napper, Pianta, and Kallionatis, 2001),
questionnaire responses, and many more. Further application of the method is found in the study
of test-retest reliability, since Dunlap et al. (1994) showed that skew and kurtosis reduce test-
retest correlations, and potentially in the transformation of non-normally distributed variables in
data mining (Ultsch, 2000).
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The existing literature reveals a wide interest in normalizing transformations. These are rele-
vant in many disciplines of engineering and the social, physical, and biosciences, but qEEG is used
as an example here. In studies of qEEG, it is common to apply the logarithmic transformation
to improve the normality properties for absolute power, and to apply the logit transformation
(log[x/(1− x)]) for relative power (John et al., 1980), where log represents the natural logarithm,
and x is a dimensionless version of the quantity being transformed. Gasser et al. (1982) investi-
gated the transformations log(x), log(x + 1),
√
x, 3
√
x, 1/
√
x for absolute power, and arcsin
√
x
and log[x/(1 − x)] for relative power. They found log(x) to be the best transformation for the
absolute power except in the delta band, where
√
x may be appropriate, and confirmed the supe-
riority of log[x/(1− x)] over other transformations for relative power. Oken and Chiappa (1988)
investigated the reduction in skewness resulting from square root and logarithmic transforma-
tions of EEG power measures and the logit transformation for relative powers. They anticipated
a decrease in the coefficient of variation (standard deviation divided by the mean) of spectral
measures on transformation to normality, similar to the results of Dunlap et al. (1994).
The statistical literature describes a range of more systematic methods for transforming distri-
butions toward the Gaussian. Notably, Box and Cox (1964) considered a family of transformations
that result to a good approximation in data with normally distributed, homoscedastic (constant
variance) errors, and a simple relation to the predictor variables. These transformations depend
either on a single parameter λ, or on two parameters λ = (λ1, λ2), and take the form
y(λ) =
{
yλ−1
λ (λ 6= 0),
log y (λ = 0),
(1)
for y > 0, or
y(λ) =
{
(y+λ2)
λ1−1
λ1
(λ1 6= 0),
log (y + λ2) (λ1 = 0),
(2)
for y > −λ2. The parameters can be estimated using either maximum likelihood or Bayesian
methods, under the assumptions that for each value of the predictor variables, y(λ) is normally
distributed with constant variance, and that the observations can be described by a linear model.
This leads to values for λ1 and λ2 which minimize the residual sum of squares in the analysis of
variance of
(y + λ2)
λ1 − 1
λ1[gm(y + λ2)]λ1−1
, (3)
where gm is the geometric mean, and λ2 may be taken to be zero. From the confidence interval(s)
for the parameter(s) one can pick a value that facilitates interpretation of the transformed variable.
While the Box-Cox transformation is aimed at obtaining normally distributed errors relative to a
linear regression line, the method has been adapted to find transformations that result to a good
approximation in normality of the sample as a whole. The method remains approximate, since
only a limited class of transformations is considered.
Other examples from a vast literature on normality transformations include Draper (1952),
who discussed three families of transformations and methods for finding the relevant coefficients,
and Chen and Tung (2003), who described several variants of a third-order polynomial trans-
formation. Each method has its drawbacks: determining the coefficients is cumbersome, the
transformations are often only one-to-one in certain regimes, and even then achieve only approxi-
mate normality. The wide interest in normalizing transformations is also evidenced by the highly
cited paper of Gasser et al. (1982). To spare researchers and practitioners the effort of applying
complicated transformations that can be different in form for each new type of data, and only
render distributions approximately normal, we discuss here the simple general solution.
In Sec. 2 a transformation is discussed that brings distributions as close as possible to the
Gaussian, and takes a reasonably simple form. Sec. 3 illustrates the use of the transformation on
an empirical set of non-normal EEG spectral measures. The implications of the transformation
for the test-retest reliability of the quantities is discussed.
3
2 Methods
In Sec. 2.1 the form of the transformation is derived. Sec. 2.2 deals with its application to empirical
distributions, which are not continuously defined. Sec. 2.3 gives a short description of the data
set and the statistical methods used to test normality and test-retest reliability.
2.1 The Transformation
The transformation consists of two parts, both of which are founded on the fundamental law of
probabilities, which states that the infinitesimal area under a probability density function (PDF)
is invariant under one-to-one transformations x 7→ y(x); i.e.,
|py(y)dy| = |px(x)dx|. (4)
Here py and px are probability densities, and dx and dy are infinitesimal increments. Equation
(4) suggests a way to transform a continuous variable into a variable that is uniformly distributed,
as follows. Substituting the PDF for the uniform distribution, px(x) = 1, we have
py(y) =
∣∣∣∣dxdy
∣∣∣∣ . (5)
The solution of (5) is x = ±Py(y), where Py(y) is the indefinite integral of py(y). In other words,
p[Py(y)] = px(±x) = 1, showing that the cumulative distribution function (CDF) of a continuous
variable is itself uniformly distributed on the interval (0,1). This fact was noted by Le´vy (1937)
and Rosenblatt (1952), and is now a textbook result.
All we now need to do is find a transformation from a uniform deviate on (0,1) to a normally
distributed quantity. If we denote the standard normal PDF by φ(y), we have to solve dx/dy =
φ(y). As before, we can integrate to obtain x = Φ(y), or, since the CDF is always monotonically
increasing and hence invertible, y = Φ−1(x). The inverse CDF of the standard normal distribution
is
Φ−1(x) =
√
2 erf−1(2x− 1). (6)
where erf represents the error function. The variable y = Φ−1(x) will follow the normal distri-
bution if x is itself uniformly distributed. But we saw above that a uniform distribution can be
obtained from any variable by taking the CDF. Therefore, if we start from a variable v following
a continuous PDF, the transformed variable
y(v) =
√
2 erf−1[2Pv(v)− 1] (7)
has a normal distribution with mean µ = 0 and variance σ2 = 1. The mean and standard deviation
can be adjusted by multiplying by the desired standard devation and adding a constant, which
results in
y(v) = µ+ σ
√
2 erf−1[2Pv(v)− 1]. (8)
The transformation (8) is order-preserving.
Not surprisingly, a thorough literature search reveals that the transformation (8) has been
known among statisticians for some time, and is for instance mentioned in Liu and Der Kiureghian
(1986). However, its use appears to have been almost entirely restricted to the technical statistics
literature, and it is essentially unknown to applied workers who could benefit most from the
method.
The function (6) proves to be the inverse of the first of a set of functions proposed by Rosen-
blatt (1952) to map the multivariate normal distribution onto the multidimensional uniform dis-
tribution. For instance, in the two-dimensional case, letting Φ(z) = (2pi)−1/2
∫ z
−∞
e−t
2/2dt, the
transformations of normally distributed variables y1, y2 with means µ1, µ2, variances σ
2
1 , σ
2
2 and
correlation coefficient ρ, to uniform deviates x1, x2 on (0, 1)× (0, 1) are (Rosenblatt, 1952)
x1 = P (y1) = Φ
(
y1 − µ1
σ1
)
, (9)
x2 = P (y2|y1) = Φ
(
y2 − µ2 + ρσ1σ2 (y1 − µ1)
σ2
√
1− ρ2
)
. (10)
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The inverse of (9) and (10) is given by
y1 = σ1Φ
−1(x1) + µ1, (11)
y2 = σ2
√
1− ρ2 Φ−1(x2) + µ2 − ρσ1
σ2
(y1 − µ1). (12)
In particular, when the quantities y1 and y2 are uncorrelated, (11) factorizes into two separate
realizations of the transformation (8). However, note that in general y1 and y2 will not have the
given correlation or even be normal unless x1 and x2 obey (9) and (10).
If the CDF can be determined analytically, applying the transformation (7) is straightforward.
As an example to show how well this works, we consider the two-parameter Weibull distribution,
and choose parameters for which the distribution deviates strongly from normality, with nonzero
mean and skew, and excess kurtosis. The density and distribution functions are given by
p(x) = ab−axa−1e−(x/b)
a
, (13)
P (x) = 1− e−(x/b)a , (14)
defined on x ∈ [0,∞). The transformation to the standard normal distribution is
y(x) =
√
2 erf−1
[
1− 2e−(x/b)a
]
. (15)
The skewed and leptokurtic distribution (13) with shape parameter a = 9 and scale parameter
b = 3 is shown in Fig. 1, along with the standard normal distribution obtained after the transfor-
mation (15).
−2 0 2 4 6
0.
0
0.
4
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x
p(x
)
Figure 1: The Weibull PDF with shape parameter a = 9 and scale parameter b = 1 (solid) and
the standard normal PDF after transformation (dashed).
One case of interest is the lognormal distribution, for which the transformation reduces to
taking the logarithm, which is already widely used in practice.
2.2 Use on Empirical Distributions
In Sec. 3.1 we apply the transformation (7) to empirical distributions rather than to continu-
ously defined analytic distributions. When working with empirical distributions, we compute the
empirical distribution function (EDF) instead of an analytic CDF. For brevity only continuous
variables are considered here. The standard definition of the EDF is
FN (x) =
1
N
N∑
i=1
I(xi ≤ x), (16)
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where N is the number of observations in the sample, and I is an indicator function having a
value of 1 if the argument is true, and 0 otherwise. In other words, (16) gives the fraction of
observations smaller than or equal to x. However, we do not want to map the largest observation
to the value 1, nor the smallest to 0, since the extremes of an underlying continuous distribution
are never sampled in an empirical study. Therefore we subtract 1/(2N) from the normalized rank
numbers computed in (16), obtaining an EDF that runs from 1/(2N) for the smallest observation,
in steps of 1/N , to 1− 1/(2N) for the largest observation.
The set of values representing the EDF is uniformly distributed. We then apply the transfor-
mation (6) to obtain a distribution that is symmetric and as close as possible to the Gaussian.
This can be done using any mathematics package that provides the inverse error function (e.g.,
Matlab).
2.3 EEG Example
As an empirical example, we apply the transformation (7) to a number of qEEGmeasures obtained
from repeat Cz-electrode recordings of 32 subjects in Sec. 3.1. We stress that these data constitute
an illustrative example, and use of the method is not restricted to EEG measures.
The recordings were done at Westmead Hospital in Sydney and at Queen Elizabeth Hospital
in Adelaide in the context of a reproducibility study of the EEG. All subjects were healthy males
with an age at the first session in the range of 18 to 27 years (mean = 22.3, sd = 2.7). Eyes-
closed resting scalp EEG was recorded with a NuAmps amplifier (Neuroscan) at 26 electrode sites
according to the 10-20 international system. The sampling rate was 500 Hz and a linked-ears
reference was used. Data were low-pass filtered at 40 dB per decade above 100 Hz after correcting
off-line for eye movements. Power spectra were computed from 2 minutes of EEG by multiplying
sequential 2.048 s epochs by a Welch window and performing a Fast Fourier Transform with 0.49
Hz resolution. The intervals between recordings ranged from 1 week to several months. Measures
include powers in five frequency bands (delta, theta, alpha, beta, gamma), total power, relative
band powers (defined as the power in a single band divided by the total power), and spectral
entropy. Band power limits for the study were as follows: delta (0.2–3.7 Hz), theta (3.7–8.1 Hz),
alpha (8.1–12.9 Hz), beta (12.9–30.5 Hz), and gamma (30.5–49.6 Hz).
The Anderson-Darling (AD) test for normality (see for instance Thode, 2002) is used to deter-
mine the degree of correspondence with the normal distribution before and after transformation.
The results are also compared with the logarithmic transformation for band powers and total
power, the logit (log[x/(1 − x)]) transformation for relative powers, and the Box-Cox transfor-
mation for all spectral measures. The latter was implemented by maximizing the p-value of the
AD-test over a range of values for λ1 and λ2.
The test-retest reliabilities of the spectral measures, quantified by Pearson correlations, were
determined over the first six weeks of recording without transformation and after applying the
various transformations. A paired-samples t -test was used to compare the average correlation
before and after transformation to normality. Finally, the reliabilities were compared with those
computed using nonparametric Spearman correlations.
3 Results
To illustrate the use of the transformation, we apply it to the empirical distributions of a number
of qEEG measures in Sec. 3.1 and show that it achieves optimal agreement with the normal
distribution. Sec. 3.2 contains a further illustrative application to a study of qEEG test-retest
reliability.
3.1 Empirical Example: EEG Spectral Data
Histograms of the five sets of band powers are presented in the left column of Fig. 2. All distri-
butions are greatly skewed to the right. Taking the logarithm brings the distributions closer to
normal, but some skew remains in the delta band, while skew is overcorrected in the alpha band
(middle column of Fig. 2).
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Figure 2: Histograms for band powers (indicated by P) corresponding to 193 eyes-closed EEGs
of 32 healthy subjects recorded at the Cz electrode in a longitudinal study, giving the number of
observations in each bin. Untransformed quantities are plotted in the left column, log-transformed
data in the middle column, and data transformed with (7) in the right column. The symbol y
represents the transformation function.
Significance values for the Anderson-Darling (AD) test for normality of band power data from
this study, before and after taking the logarithm, are listed in Table 1. It is seen that, although
taking the logarithm improves the normality of the data, agreement with the normal distribution
is still poor especially for the alpha and delta bands. Results of the AD-test are also listed for
total power, spectral entropy, and relative band powers before and after a logit transformation.
Relative band powers are defined as the corresponding band power divided by the total power
and indicated by ‘rel’. None of the untransformed relative band powers, and only three of the
relative band powers transformed with the logit transformation, pass the normality test at the
0.05 significance level. No result is listed for spectral entropy, since it does not have a commonly
used normalizing transformation.
Better results are obtained using the Box-Cox transformation, although relative alpha power
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Quantity p-value Quantity p-value Quantity p-value Quantity p-value
delta power < 2.2e−16 log delta 0.0039 deltaBC 0.99 deltaT 1
theta power < 2.2e−16 log theta 0.19 thetaBC 0.25 thetaT 1
alpha power 6.6e−09 log alpha 0.00061 alphaBC 0.056 alphaT 1
beta power 1.2e−15 log beta 0.34 betaBC 0.61 betaT 1
gamma power < 2.2e−16 log gamma 0.20 gammaBC 0.53 gammaT 1
total power 1.0e−10 log total 0.12 totalBC 0.26 totalT 1
entropy 3.6e−08 entropyBC 0.082 entropyT 1
rel delta 0.083 logit rel delta 0.34 rel deltaBC 0.71 rel deltaT 1
rel theta 1.5e−08 logit rel theta 0.69 rel thetaBC 0.95 rel thetaT 1
rel alpha 0.0030 logit rel alpha 0.0016 rel alphaBC 0.0080 rel alphaT 1
rel beta 2.4e−06 logit rel beta 0.31 rel betaBC 0.34 rel betaT 1
rel gamma < 2.2e−16 logit rel gamma 0.0024 rel gammaBC 0.37 rel gammaT 1
Table 1: Significance values for the Anderson-Darling test for normality applied to qEEGmeasures
derived from 193 eyes-closed EEGs of 32 healthy subjects recorded at the Cz electrode in a
longitudinal study. Absolute and relative band powers are tested before and after applying the
commonly used transformations toward normality (logarithmic for absolute band powers; logit
(log[x/(1 − x)]) for relative band powers). The second column is left blank for spectral entropy,
for which no widely used transformation toward the normal distribution is known. All quantities
are also tested after the Box-Cox transformation (3), indicated by a subscript BC, and after the
transformation (7), indicated by a subscript T . The latter is seen to yield optimal agreement with
the normal distribution.
still does not pass the normality test at the 0.05 significance level. The parameters λ1 and λ2
used in the transformations are listed in Table 2. For band powers and total power, the optimal
values for λ1 are all close to zero, confirming that the logarithmic transformation can improve
the normality of these measures. However, better agreement with the normal distribution is
reached when adding a constant (λ2) before taking the logarithm. Judging from Table 1, Box-
Cox performed slightly better than the logit transformation, and much better for relative gamma
power.
Quantity λ1 λ2 Quantity λ1 λ2
delta power 0.0 −42.2 rel delta 0.55 −0.1
theta power −0.35 18.3 rel theta −0.25 0.1
alpha power 0.35 −10.2 rel alpha 0.75 0.0
beta power −0.15 −0.6 rel beta 0.0 0.0
gamma power 0.0 −0.9 rel gamma −0.29 0.0
total power 0.35 −100.0
entropy 2.75 −0.30
Table 2: Coefficients for the Box-Cox transformations (3) leading to optimal agreement with the
normal distribution.
In terms of normality, the transformation (7) does better than all other transformations; with
this method, both the KS-test (see for instance Conover, 1971) and the AD-test for normality
yield a p-value of 1 for all spectral measures.
The histograms resulting after applying (7) to band powers are plotted in the right column of
Fig. 2. Note that, although all sets of band powers have the same distribution after transformation,
differences between individuals are preserved because they are located in different parts of the
distributions.
3.2 Test-Retest Reliability
One application of the methods outlined above is to test-retest reliability, which has been shown to
improve with the normality of data when the original variables are highly skewed (Dunlap et al.,
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1994). Table 3 lists the average Pearson correlation coefficients for band powers, total power, and
spectral entropy over the first six weeks of testing, with and without the relevant transformations.
For comparison, Spearman rank correlations are also given.
Quantity r (original) r (log/logit) r (Box-Cox) r (normal) ρ
delta power 0.36 0.47 0.51 0.51 0.45
theta power 0.83 0.87 0.87 0.85 0.83
alpha power 0.85 0.88 0.88 0.88 0.87
beta power 0.73 0.78 0.79 0.78 0.77
gamma power 0.45 0.53 0.54 0.55 0.50
total power 0.61 0.72 0.71 0.70 0.70
entropy 0.29 0.35 0.38 0.36
rel delta 0.55 0.56 0.57 0.58 0.50
rel theta 0.79 0.78 0.78 0.77 0.75
rel alpha 0.61 0.63 0.62 0.60 0.53
rel beta 0.58 0.57 0.57 0.54 0.54
rel gamma 0.42 0.51 0.53 0.51 0.48
Table 3: Average correlation coefficients for qEEG measures over six sets of eyes-closed EEGs
recorded at weekly intervals at the Cz electrode. The second column gives Pearson correlations for
the original, untransformed quantities, the third column refers to quantities transformed according
to commonly used transformations (log for absolute power and logit for relative power), the fourth
column to quantities transformed using the Box-Cox method, and the fifth column to quantities
transformed according to (7). The last column lists Spearman rank correlations. The third column
is left blank for spectral entropy, which does not have a widely used normalizing transformation.
It can be seen from Table 3 that transforming to normality improves test-retest reliability.
Combining the results of Table 1 and Table 3 shows that the increase in correlation is not due
only to the normality of the distributions, since log delta, log alpha, logit rel alpha, and logit
rel gamma are significantly non-normal, but their test-retest reliabilities are comparable to those
obtained after our transformation. A paired-samples t -test was used to compare the original
correlations for all spectral measures investigated with those obtained using (7). This yielded
p=0.013, and the average correlation was increased from 0.59 to 0.64. The improvement tended
to be most pronounced when the original variables were highly non-normal (e.g., delta and gamma
power, and relative gamma power). Spearman correlations were slightly lower on average than
Pearson correlations after transformation to the Gaussian (reduced from 0.64 to 0.61, p=0.0025).
After optimization, results for the Box-Cox transformation were very similar to those obtained
using (7) (p=0.25).
4 Discussion
We have derived a transformation of any given probability density as nearly as possible to the
normal distribution. Results collectively equivalent to this transformation have been known in
the technical statistics literature, but have made little or no impact in engineering or the behav-
ioral, social, environmental, medical, physical or biological sciences, despite wide use of ad hoc
transformations to achieve a similar outcome.
The transformation appears to be particularly useful for quantities for which no transformation
is as yet known to improve agreement with the Gaussian, and for quantities that deviate strongly
from normality. It provides a systematic way of achieving normality, unlike the miscellany of ad
hoc methods hitherto employed. It leads to better agreement with the Gaussian than any other
method, including the Box-Cox (1964) transformation. Another advantage of the transformation
is that the resulting distribution is symmetric, so that the mean coincides with the mode and the
median, and there is a straightforward relation between quantiles and the standard deviation. This
aspect, as well as the familiarity of the standard Gaussian form, is especially useful to facilitate
comparing and interpreting differences between measured values. In addition, the method can
be used to obtain distributions of any form, by taking the cumulative distribution function of
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the data, leading to a uniform distribution, and then applying the inverse CDF of the desired
distribution.
In an illustrative example, the transformation was shown to improve the average test-retest
reliability of qEEG parameters as measured by Pearson correlations, which confirms the findings
of Dunlap et al. (1994). Pearson correlations after our tranformation were slightly higher on
average than nonparametric Spearman rank correlations. Test-retest reliability using our trans-
formation was also comparable to that obtained using the logarithm for absolute power measures,
and the logit transformation for relative band powers, but the advantage of the transformation
described here is that it can also be applied to quantities for which no transformation is known
to approximate normality. The test-retest reliability of quantities transformed with the Box-Cox
method was comparable to that obtained with our transformation. However, the advantage of
our method over the Box-Cox method is that it is much easier to implement, and does not involve
laborious optimization of parameter values.
We stress that the transformation can be applied not only to EEG data, but to any non-
normal data in neuroscience or other disciplines. There are many instances of such variables,
and although the central limit theorem ensures that the average of many measurements of the
same quantity will be approximately normally distributed, this argument does not hold in the
study of test-retest reliability, which concerns separate measurements. Moreover, the distribution
of values for different subjects does not necessarily tend to normal even if we compute averages
of many different measurements for each subject. This is because measurements on different
subjects constitute estimates of different quantities, whereas the central limit theorem governs
the distribution of estimates of the same quantity.
As is the case for any transformation, applications should be chosen with care, since transform-
ing to the Gaussian is not a panacea for problems arising from non-normality even if normality
is an assumption of the relevant statistical test.
First, as always with empirical studies, one must minimize the presence of illegitimate obser-
vations by appropriate study design and careful collection of data. Moreover, most tests make
additional assumptions besides normality, such as independence and identical distribution of the
observations, constancy of error variance, and/or a simple (linear) relation to predictor variables.
If other assumptions besides normality are important one may look for compromise transforma-
tions that give weight to these properties.
For small sample sizes, the transformation may differ significantly from that in a repeat study,
since the underlying distribution is incompletely represented in a small sample. This may com-
plicate the comparison of results between studies. One solution is to use a single transformation
based on the combined data sets, which is likely to render each partial distribution only approxi-
mately normal.
The power and specificity of a test for the comparison of means do not depend directly on
normality of the samples after transformation. Rather, a suitable transformation should selectively
increase the test statistic when the null hypothesis is false, and/or decrease it otherwise. Instead of
using a normalizing transformation (which can help in some cases), one could apply bootstrapping
techniques (see, e.g., Davison and Hinkley, 1997), or estimate improved confidence intervals for
the t -test based on the first three moments of the empirical distributions (Zhou and Dinh, 2005).
However, these are much more complex undertakings.
Thus, while it is not a cure for all ills, the transformation described here has possible ap-
plications in a wide range of statistical problems where a distribution of normal (or any other
particular) form is desirable.
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