Abstract: This work considers a combined sourcechannel coding scheme for image transmission over the uplink of a wireless IS-95 CDMA channel using Discrete Cosine Transform. By adjusting the dimension of the orthogonal signaling scheme, we trade the system errorcorrection capability for a faster bit rate. The increase in channel error is relieved by employing a set of quantizers which are designed using a joint source-channel optimization algorithm. The bit allocation problem of the quantizer array is solved by using a new approach based on the integer programming technique. Without bandwidth expansion, our proposed scheme results in a substantial improvement in the reconstructed image quality, especially for good channel condition.
Introduction
In most of the traditional coding schemes, the quantizer and the channel coder are selected independently. Some fundamental results of information theory indicate that such an independent selection scenario can achieve the optimum performance, but only in the limit of an arbitrarily long delay and complicated encoder/decoder structure. In contrast, in many practical systems, one can improve the performance by jointly selecting the quantization and the channel coding schemes. Such a joint design involves: (i) selecting the quantizer to have some degree of tolerance to channel errors, and/or, (ii) trading the quantization accuracy versus the error correction capability of the channel coder.
This work studies the use of a combined sourcechannel coding scheme for the transmission of still images over the uplink' of the IS-95 cellular radio CDMA system using Discrete-Cosine-Transform (DCT). We make use of a channel optimized quantization scheme, and sacrifice error-protecting redundancy in the channel coding for more accurate quantization (by lowering the dimension of the orthogonal signal set used in the *This work was supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) and the Information Technology Research Centre (ITRC).
'Uplink (or reverse link) refers to the transmission from a mobile to the base station.
IS-95). We consider an enhanced version of the IS-95 as used in [1]- [2] . This is very close to the IS-95 standard except for replacing the bit-by-bit interleaver with a symbol-by-symbol interleaver.
Kurtenbach and Wintz studied the transmission of PCM data over a noisy channel, ignoring the code assignment problem [3]. Rydbeck and Sundberg, without considering the quantizer design problem, have shown that the code assignment plays an important role in determining the system performance [4] . References [5] and [6] consider the problem of combined source-channel coding for the transmission of still images. In ["I, Farvardin and Vaishampayan provide an algorithm for minimizing total distortion caused by the quantization and channel noise. Later, the same researchers present a method for the joint source-channel coding of a scheme based on the 2-dimensional block cosine transform for a Gaussian source over a memoryless binary symmetric channel [SI. More recently, the combined source-channel coding in vector quantization has been studied by Farvardin, who gives an algorithm based on simulated annealing for assigning binary code-words to the vector quantizer code-vectors [9] . The present article is organized as follows: Section 2 gives an overview of the system under consideration. Section 3 describes the combined source-channel coding algorithm. The bit allocation method is explained in Section 4. Section 5 presents some numerical results. Finally, Section 6 is devoted to concluding remarks. A detailed description of this work can be found in [lo] .
System Overview
The block diagram of the system under consideration is depicted in figure 1 . The " 8 x 8 " blocks of the image are transformed using a 2-dimensional (2-D) DCT. The transformed coefficients are quantized by a set of "8x8" quantizer banks. The quantizer outputs are labeled using the Natural Binary Code (NBC) independent of each other. The output of the source encoder is coded by a rate 1/3 convolutional code. The convolutional encoder has a constraint length of 9, with the generating functions { 557, 663, 711 } octal as adopted by the IS-95 corresponding to n = {1,2,3,4,5,6}, respectively. Microcellular applications at a carrier frequency of 2 GHz are of interest in this work. We consider slowly fading channels with a Doppler frequency of 2 Hz, which corresponds approximately to a portable speed of 1 km/hr [11] .Given that the Doppler shift is much smaller than both the carrier frequency and the bit rate, we have a flat fading channel. Hence, we select a popular Rayleigh flat fading channel as our model. Also, we have selected the widely popular Jakes' model as given in [12] to define the power spectrum of the channel.
We assume that the base station employs a twoantenna diversity. With uncorrelated received signals, our setup represents the mobile radio channel as two independent Rayleigh flat fading paths. The combined effect of the other channel imperfections is modeled by an additive-white-Gaussian-noise (AWGN) source.
The M-ary waveforms are symbol-by-symbol interleaved to combat channel fading.Our 64-ary system has an interleaver span of (16 x 6), which translates to a time span of 20 ms (131. We fix the span of the interleaver regardless of the size M of the Hadamard codeword selected. This results in an interleaver span of: (16 x 6,16 x 12,16 x 24,16 x 48,16 x 96,16 x 192) at a Hadamard code-word of size (64, 32, 16, 8,4, 2}, respectively. The interleaver output bits are spread and transmitted through the radio channel. The chip rate chosen is 1 . 2 2 8 8~ lo6 chips/second. This means that each constituent bit of the Hadamard code-words is spread by 4 chips as used in [ll] .
At the receiver, the signal received is first despread and then correlated with each of the M possible orthogonal waveforms. The output of the Hadamard correlators from the two diversity branches are square-law combined (weighted with equal gains). These M correlation results are de-interleaved and used as the metric to a soft decision Viterbi decoder.
In the process of changing M, it may happen that logz M is not a multiple of 3. This situation results in a mismatch with the rate 1/3 convolutional encoder in which case the trellis decoding becomes nontrivial.
We illustrate how the Viterbi decoding is applied to Mary orthogonal signaling by a simple example shown in figure 2 . Assume that the rate 1/3 convolutional encoder has 8 nodes. Each of these nodes has 4 outward edges, each of which is labeled by 3 output bits. Also, assume that we want to use 4-ary signaling for this system. This becomes possible if we merge two subsequent trellis stages together. In this case, each stage of the new trellis corresponds to two information bits and six output bits (or three 4-ary signaling waveforms). The low-rate return downlink serves as a feedback in the close-loop power control. We assume that this channel has a cross-over probability of 5 x Fixing the bit rate of the 64-ary scheme at 9.6 kbps, we obtain a time duration of 2/9600=0.208 ms for each 64-ary block3. During this time interval, a system of dimension (32, 16, 8, 4, 2) can transmit (10, 16, 24, 32, 32) coded bits, respectively. 
where h is the hamming distance between v k and um. In this study, our objective is to minimize the meansquare error of the reconstructed image at the receiver. For a fixed decoder g(.), the optimal encoder is described by the following decision region which is the collection of inputs
For a fixed encoder y(.), the optimal decoder is described by the conditional expectation of the input given the channel output, i.e., subject to:
where bi's are integer, D ( g ) is the overall distortion, B is the fixed quota of available bits, and p i , q ; determine the range of the admissible bit assignment for each quantizer. We solve (4) using an IP formulation, which is based on using a set of binary variables 6i (j) to specify the integer bit allocated. We set, 1, if j bits are allocated to quantizer i,
Using these variables, the problem in (4) is expressed as ,
The optimization problem in (5) is solved using an application software called the General Algebraic Modeling System (GAMS) version 2.25.
The conventional methods of bit allocation are based on approximating the integer valued bits by real numbers, and/or making so me assumptions (for example on the convexity) of the quantizer rate-distortion function. The proposed IP method avoids these shortcomings, and computes the optimum integer solution of (4) without making any extra assumption.
It should be mentioned that, in general, the complexity of solving a linear integer optimization problem is substantially higher than the complexity of the underlying linear problem. The important point is that the linear solution of (5) satisfies the corresponding integrality constraints in the majority of the cases (no counterexample observed). It can be shown that in the event of the rare cases that this property does not hold, one can easily compute an integer solution (which is possibly slightly sub-optimum) using a simple round-off of the corresponding linear solution. This property is in the favor of the proposed method for the applications that the problem should be solved dynamically (with a small computational complexity).
Numerical Results
Fixing the chip duration, we define the channel SNR as the ratio of the average faded signal power to the received noise. This is the true channel SNR which provides a consistent way of comparing the performance of different signaling schemes. Figure 4 shows the bit error probability for six values of M as a function of the channel SNR. For a particular value of M and channel SNR of interest, we first find out the expected BER from figure 4. We then select a quantizer designed for the closest bit error rate, and make use of the corresponding bit allocation table as computed earlier. The output signal-to-noise ratio (SNR,) compares the mean-square error between the original image (gray levels of 8 bits/pixel) and its reproduction at the receiver. Figure 5 shows the output SNR, versus the channel SNR for a Lena image. Several general characteristics are noticeable. Firstly, note the sharp threshold effect which becomes more pronounced as the dimension M decreases. This is because the smaller the M , the bigger is the SNR, discrepancy between an error free channel and a noisy channel. Secondly, for channel SNR in excess of a threshold point, channel errors are rare and the performance is limited solely by the quantization noise. This counts for the flat portion of the curves. Figure 5 shows that our 64-ary system (with matching channel optimized quantizers) performs better than the ordinary IS-95 system (whose quantizer structure ignores the effect of channel noise). The difference is prominant for low system BER (around 1.0 x Figure 6 shows two Lena images with SNR, = 22.5dB for M = 16 and 32.
As the structure of the quantizer depends on the channel error probability, it would be useful to study its robustness when applied to a channel with a different error probability as the one used in the design phase. Figure 7 show the effect of the channel mismatch on the reconstructed image SNR, for 64-ary signaling. Similar results for other values of M can be found in [lo] .
Note that the comparison with the curve corresponding to zero error probability indicates the gain obtained through the use of the combined source-channel coding method. 
Summary & Conclusions
We have presented an image transmission system over the uplink of an enhanced IS-95 wireless CDMA system using DCT. The proposed combined source-channel coding includes (i) reducing the dimension M in orthogonal signaling for a faster data rate, ( 5 ) optimizing the structure of the quantizers by incorporating the effect of the channel errors, and (6) generating the corresponding bit assignments using a new approach based on the integer programming.
The numerical results presented show how one can substantially improve the quality of the reconstructed image (especially for good channel condition) at no additional cost. 
