Abstract. This is the second part of a series of papers on our study of the hamiltonian limits of a sequence of smooth Hamiltonian flows and of the Hamiltonian homeomorphisms which we introduced in the first part of this series. In this paper, we study the dynamical aspects of the group Hameo(M, ω) of Hamiltonian homeomorphisms. We introduce the notion of topological Hamiltonian flows, topological exact Lagrangian isotopies and the associated topological Hamiltonian functions which forms a subset of L (1,∞) -functions on [0, 1] × M . We prove some structure theorem on the topological Hamiltonian functions and then prove the uniqueness of the topological Hamiltonian associated to any topological Hamiltonian flow. This extends a recent result by Viterbo on the uniqueness of the Hamiltonian functions of the C 0 -hamiltonian limits of smooth Hamiltonian flows, to the case of the (L (1,∞) -)hamiltonian limits thereof. We also establish a one-one correspondence between the set of topological Hamiltonian flows and the set of topological Hamiltonians which extends the one in the smooth category. Then we extend the definitions of the Hofer length and of the spectral invariants ρa to the topological Hamiltonian paths, and extend the Hofer norm and the spectral norm γ : Ham(M, ω) → R + to the corresponding extended norms on Hameo(M, ω) respectively.
where the time dependent vector field X H associated to a function H : R × M → R is given by the defining equation dH t = X Ht ⌋ω.
(1.1)
Therefore if we consider suitably normalized function H satisfying as long as H is at least C 1,1 so that one can apply the existence and uniqueness theorem of solutions of the above Hamilton's equation, the flow t → φ t H , an isotopy of diffeomorphisms is uniquely determined by the Hamiltonian H. We will always assume that the Hamiltonians are normalized by
where dµ is the Liouville measure of (M, ω), if M is closed, and they are compactly supported in IntM , if M is open. We call such Hamiltonian functions normalized.
We denote by C ∞ m (M ) the set of normalized smooth functions on M and by P(C ∞ m (M )) = C ∞ m ([0, 1] × M ) the set of time dependent normalized Hamiltonian functions. We will also denote the Hamiltonian isotopy generated by H by
Conversely if a smooth isotopy λ of Hamiltonian diffeomorphisms is given, we can obtain the corresponding Hamiltonian H by differentiating the isotopy and then solving (1.1). Therefore in the smooth category this correspondence is bijective.
On the other hand, due to the fact that this correspondence involves differentiating the function and solving the Hamilton's equation, the correspondence gets murkier as the regularity of Hamiltonian is weaker than C 1,1 because of solvability question of Hamilton's equation.
In [OM] , the author and Müller studied this relation and introduced the notion of hamiltonian limits of the smooth Hamiltonian flows and proposed the notion of topological Hamiltonian flow as the hamiltonian limits thereof. Then they introduced the C 0 concept of Hamiltonian diffeomorphisms, called Hamiltonian homeomorphisms, and regarded a topological Hamiltonian flow as a continuous path on the group of Hamiltonian homeomorphisms.
We now recall the formal definition of topological Hamiltonian flow introduced in [OM] . The Hofer's L
(1,∞) norm of Hamiltonian diffeomorphisms is defined by φ = inf (1) φ Hi → λ locally uniformly on R × M . (2) the sequence H i is Cauchy in L (1,∞) topology and so has a limit H ∞ lying in L
(1,∞) .
We call a continuous path λ : [a, b] → Homeo(M ) a topological Hamiltonian path if it satisfies the same conditions with R replaced by [a, b] . In any of these cases, we say that the pair (λ, H ∞ ) is the hamiltonian limit of (φ Hi , H i ), and write hlim i→∞ (φ Hi , H i ) → (λ, H ∞ ) or sometimes even as hlim i→∞ (φ Hi , H i ) = λ.
We would like to emphasize the following fact, which allows one to cut and paste topological Hamiltonian paths. We refer to Theorem 2.1 for the more precise statement.
Theorem 1.1. A concatenation of two topological Hamiltonian paths again becomes a topological Hamiltonian path.
There is an L ∞ -version of the Hofer norm originally adopted by Hofer [H1] which is defined by H ∞ := max (t,x) H(t, x) − min (t,x) H(t, x).
(1.5)
One might try to replace the L (1,∞) -norm by this norm (or by the C 0 -norm of H) in the condition (2) of Definition 1.1. However it is important to use the L (1,∞) -norm (1.3) for the purpose of working with the topological Hamiltonian flows : One essential point that distinguishes the L (1,∞) -norm from the L ∞ -norm (1.5) is that the boundary flattening procedure is L
(1,∞) -continuous but not L ∞ -continuous. (See Appendix 2 [OM] or Theorem 2.1 in this paper.) Because of this, we would lose the important property stated in Theorem 1.1 if we used the L ∞ -norm (1.5) instead. For the purpose of distinguishing this limit from the hamiltonian limit given in Definition 1.1, we will call the latter limit the C 0 -hamiltonian limit.
For the rest of the paper, we will assume that M is closed.
The following uniqueness question naturally arises from the definition above, which was asked by the author in [OM] . (1) and (2) given in the above definition. Does the L
(1,∞) -limit of two Cauchy sequences H i and H ′ i coincide? If this is the case, we can define the Hamiltonian function of a topological Hamiltonian path as the common limit and so safely extend the Hamiltonian dynamics to the topological category. We call any such function the topological Hamiltonian associated to the topological Hamiltonian flow.
In this regard, we first prove the following theorem on the general topological Hamiltonian functions. See Theorem 2.4 for more precise statements. (1) H t : M → R is defined for almost everywhere t ∈ [0, 1] and is a continuous function at such a point t. 
Corollary 1.4 (Uniqueness). The topological Hamiltonian associated to a topological Hamiltonian path is unique.
Recently Viterbo [V2] proved the C 0 (or L ∞ ) analog to this theorem : the C 0 -hamiltonian limit of smooth Hamiltonian flows has the unique C 0 -Hamiltonian function. Since an L
(1,∞) -limit of smooth Hamiltonians is not everywhere defined in general, his proof cannot be directly applied to the present case of L (1,∞) -limits. We adapt Viterbo's scheme to the present L (1,∞) -case by following the arguments from the geometric measure theory [Fe] more closely than the ones in [V2] . We like to emphasize that the above Theorem 1.2 plays an essential role which enables us to overcome the loss of continuity of (L (1,∞) -)hamiltonian limits. As we will illustrate by several theorems concerning the general properties of topological Hamiltonian flows, this uniqueness theorem will be a crucial ingredient for such a study. We refer to Theorem 6.3, Theorem 6.2, Proposition 7.1 and Theorem 8.1, for example.
We like to compare this theorem with the following previous result, which is proven by Viterbo [V1] and by Hofer-Zehnder [HZ] for the compactly supported Hamiltonian diffeomorphisms on R 2n , and by the author [OM] on general symplectic manifolds Theorem 1.5 ( [V1] , [HZ] , [OM] (M, ω) , id) the set of topological Hamiltonian paths defined over [a, b] . When [a, b] = [0, 1] or when we do not specify the domain of λ, we often just write P ham (Sympeo(M, ω), id) for the corresponding set of topological Hamiltonian paths, which should not give rise to confusion from the readers.
Combining Corollary 1.4 and Theorem 1.5, we establish the following one-one correspondence. This extends the well-known correspondence in the smooth category to this topological Hamiltonian category. See section 2 and 3 for more precise statements and some discussion on this correspondence in perspective. Theorem 1.6. We have a canonical one-one correspondence
where
is the set of (normalized) topological Hamiltonians and
is the set of topological Hamiltonian paths. And the following diagram commutes :
where the vertical maps are canonical inclusion maps.
We like to point out that the set H functions. In [OM] , we provided an example of a path in P ham (Sympeo(M, ω), id) which is generated by a Hamiltonian function that is not even everywhere defined.
The correspondence (1.6) can be interpreted as the criterion for the L (1,∞) -Hamiltonian H for which weak solutions of the Hamilton's equationẋ = X H (t, x) exist. It would be interesting to make this statement more precise in the point of view of the generalized or distribution solutions of ordinary differential equations. In this point of view, Theorem 1.1 can be interpreted as the continuous extension property of the generalized solutions. It also seems to be interesting to study this correspondence in the point of view of the Lie group theory, which is a subject of future study. However, as a step towards this goal, we prove the following theorem. We refer to Theorem 6.3 for a more precise statement. Theorem 1.7. Suppose that λ ∈ P ham (Sympeo(M, ω), id) is a one-parameter subgroup, i.e., a path satisfying λ(t + s) = λ(t)λ(s) whenever t, s and t + s lie in the domain of λ. Then its Hamiltonian H is timeindependent. Theorem 1.3 is obtained as a corollary of the corresponding theorem for the topological exact Lagrangian isotopy of Lagrangian submanifolds, which we introduce in this paper. We refer to section 3 for the precise definition of topological exact Lagrangian isotopy and Theorem 3.4 for a more natural formulation of this theorem in that context.
The above uniqueness theorem is also essential to extend the definitions of the Hofer length and the spectral invariants constructed in [Oh3] to the topological Hamiltonian paths : All the smooth constructions concerning the Hofer length and the spectral invariants use the Hamiltonian functions in their constructions, but not directly their associated Hamiltonian paths. They are interpreted as the invariants of the latter only via the one-one correspondence between the Hamiltonian flows and the Hamiltonian functions. Therefore extending these constructions to the topological category attached to the topological Hamiltonian paths, not to the functions requires this uniqueness theorem. We refer readers to section 7 and 8 for the study of these extensions.
We thank C. Viterbo sending his beautiful preprint [V2] to us before its publication, and S. Müller for many helpful comments and discussions.
Structure of the L
(1,∞) limits of smooth Hamiltonians
Following [OM] , we denote by
the set of smooth Hamiltonian paths λ : [0, 1] → Symp(M, ω) with λ(0) = id, and equip it with the (strong) Hamiltonian topology (see [OM] or section 7 for the precise definition). It is equivalent to the metric topology induced by the metric
(Proposition 3.19 [OM] ) where d is the C 0 metric on P(Homeo(M ), id). We consider the developing map
Following [OM] , we call the product map (ι ham , Dev) the unfolding map and denote the image thereof by
Then the strong Hamiltonian topology mentioned above is just the weakest topology of the unfolding map, i.e., the one pulled back from the given metric topology on the target. Therefore both maps Dev and ι ham are Lipschitz with respect to the metric d ham on P ham (Symp(M, ω), id) by definition and so the unfolding maps canonically extend to the closure Q strong in that we have the following continuous projections
We would like to note that by definition we also have the extension of the evaluation map ev 1 :
In this context, Theorem 1.5 is equivalent to saying that the map Dev is one-one, and Question 1.3 is equivalent to asking whether the map ι ham is one-one. Now we recall the notion of topological Hamiltonian paths introduced in [OM] .
Definition 2.1 (Definition 3.18 [OM] ). We define the set
and call any element thereof a topological Hamiltonian path.
In [OM] , we then defined the set of (strong) Hamiltonian homeomorphisms by to be a path such that
is defined in the same way as P ham (Sympeo(M, ω), id) with [0, 1] replaced by [a, b] . The following proposition provides one indication that the L
(1,∞) -norm, not the L ∞ -norm (1.5), is the correct norm to be used in the topological Hamiltonian category.
For this purpose, we consider the family of functions ζ :
for some small ε 0 > 0, and denote the reparameterized Hamiltonian by H ζ defined by
which generates the Hamiltonian isotopy t → φ
H in general. The following lemma [Oh1, OM] plays an important role for the smoothing of the corner, whose proof we refer to [Oh1, OM] .
. Let H be a given Hamiltonian H : [0, 1]×M → R and φ = φ 1 H be its time-one map. We denote by H ζ the reparametrization via ζ. Then we have the followings :
ζ ≡ 0 near t = 0, 1 and in particular H ζ can be extended to be time periodic on R × M (3) Both H#H ζ can be made as small as we want by letting the norm ζ − id ham small : the norm ζ − id ham is defined by 
We like to emphasize that if we use the L ∞ -version of the Hofer norm H ∞ , property (3) no longer holds.
Proof of Theorem 2.1. We need to find a sequence of smooth Hamiltonians
(1,∞) -norm and φ Ki converges to the concatenated path µ = λ 1 * λ 2 uniformly.
Let
be the sequences representing λ 1 and λ 2 respectively. In spirit the concatenated sequence H i * F i should be one definition of the required sequence K i . However this concatenated Hamiltonians are not smooth (or not even continuous) at t = b which requires smoothing the 'corner' at t = b. Using the above approximation lemma, we can choose a sequence of reparametrization functions
of the type (3.5) given in the lemma with [0, 1] replaced by the corresponding intervals respectively. We choose these sequences so that
Now we define the new concatenated path
Obviously K i are smooth for all i due to the boundary flattening property of ζ 1,i and ζ 2,i . It is also Cauchy in L (1,∞) as 
which is also smooth at t = b by the flattening property at t = b. And by the hypotheses and by the choice of ζ 1,i , ζ 2,i , which satisfy ζ 1,i −id C 0 , ζ 1,i −id C 0 → 0, φ Ki converges to the concatenated path λ 1 * λ 2 in the C 0 -topology. This finishes the proof.
In Appendix 1 of [OM] , we have proved that a smooth Hamiltonian path is Hamiltonian continuous and so defines a topological Hamiltonian path in the sense of Definition 1.1 and hence we have the following corollary. Again we like to note that the same does not hold if we require the L ∞ -convergence in (2) of Definition 1.1 instead of the L
(1,∞) -convergence. In [OM] , we asked the question about characterizing the images of Tan and Dev in L
respectively. In this paper, we provide some structure theorems of this subset Image(Dev). It turns out that in addition to Viterbo's scheme [V2] of the uniqueness proof this structure theorem is one important ingredient in our proof of the L (1,∞) -uniqueness theorem. First we introduce the notion of topological Hamiltonians. Definition 2.2. We denote 
In this regard, we prove the following theorem.
. Then the following holds :
(1) H t : M → R is defined for almost everywhere t ∈ [0, 1] and is a continuous function at such a point t.
is continuous.
Proof. Let H i be a sequence of Hamiltonians such that 
We consider the functions osc(
where we recall we have defined osc(h) = max h − min h for a function h : M → R.
In particular, there exists a subsequence of
Therefore, since by the definition of osc we have
Cauchy sequence in C 0 topology, and so converges uniformly to a continuous function
(1,∞) -function. It then follows that H(t, ·) is defined, continuous and H i (t, ·) → H(t, ·) uniformly for almost all of t ∈ [0, 1]. This proves (1). This also proves that osc(H)(t) := osc(H(·, t)) is defined a.e. and lies in L 1 ([0, 1], R). Next we prove (2) and (3). By the first part of the proof, we may choose a sequence H i of smooth Hamiltonians, by choosing a subsequence if necessary, so that it has the same properties as
which is nothing but h i = tmint H i . Obviously we have the inequality
and in particular we have
for all x ∈ M . As H i − H j → 0 by assumption, h i are uniformly Cauchy and so converge to a continuous function h.
On the other hand, we have
Since H i,t → H t uniformly for almost all t ∈ [0, 1], the Dominated Convergence Theorem implies
By definition, this is equivalent to
Since h i are continuous (even smooth) and uniformly Cauchy, it follows that h is continuous. This proves (2) and (3).
Topological exact Lagrangian isotopy
In this section, we denote a general (tame) symplectic manifold by (X, ω), instead of using the letter M . We also denote a closed manifold by Y . When we are given a Lagrangian embedding of Y into (X, ω), we often do not distinguish Y from the image in X of the given embedding.
The following definition is given in [Gr] . The following lemma is well-known and is an easy consequence from the definition whose proof we omit.
Lemma 3.1. If ψ is an exact Lagrangian isotopy, then there exists a function
We call any such h a hamiltonian of ψ. Here we like to alert readers that we use the lower case 'h' to call the function h the 'hamiltonian' associated to ψ to distinguish it from the Hamiltonian functions defined on the ambient symplectic manifold X.
According to this lemma, for a given exact Lagrangian isotopy ψ its associated hamiltonian is not unique. As we will see later, the suspension of an exact Lagrangian isotopy depends not just on the isotopy ψ but also on its hamiltonian. Because of this, we also regard the pair
as an exact Lagrangian isotopy. With a suitable normalization on the hamiltonians associated to ψ, the choice of h can be made unique in the smooth category.
The following extension lemma is also well-known whose proof is omitted. 
When the exact Lagrangian isotopy (h, ψ) is given, we can always adjust H away from the support of the isotopy so that H satisfies the normalization condition (1.2). And if the isotopy is boundary flat, then we can choose h and so H can be made boundary flat. Namely, we may assume that there exists ε 0 > 0 such that
Definition 3.2. Let Y ⊂ X be a Lagrangian submanifold and (h, ψ) an exact Lagrangian isotopy. The time-reversal of (h, ψ) is the pair ( h, ψ) defined by
Obviously for a boundary flat (h, ψ), the concatenated isotopy
defines a smooth closed embedding S 1 × Y → R × S 1 × X. Now we are ready to give the definition of the suspension of an exact Lagrangian isotopy (h, ψ). 
where we represent S 1 by R/2Z. We also denote the obvious double h * h of the hamiltonian h by doub(h). Now we state a proposition which is an essential ingredient in the proof of Theorem 3.4. If there is no restriction on the support of the isotopy, this is a well-known fact (see Theorem 6.1.B [P] for example). Due to the constraint put on the support of isotopy, we need to construct an explicit Hamiltonian isotopy between the two given embeddings with a control of its support.
For this purpose, we fix a function ζ :
and denote the reparameterized Hamiltonian by H ζ defined by
Proposition 3.3. Let (h, ψ) be an exact Lagrangian isotopy. Suppose that the image of ψ is contained in U ⊂ X. Then the Lagrangian embedding ι (h,ψ) :
Proof. Let H : [0, 1] × X → R be a Hamiltonian satisfying (3.2). Without loss of any generality, we can choose H so that φ t H ≡ id outside U for all t ∈ [0, 1]. Now at least in spirit, we hope to define the isotopy f s :
Then it is immediate to check that
for any (θ, x) ∈ S 1 × Y by Lemma 3.2. The trouble with the formula (3.6) is that it is discontinuous at θ = 1 for general s ∈ (ε 0 , 1 − ε 0 ). Therefore we replace the function H s by H sζ . Then we will have
by definition, which will give rise to a smooth map via the formula (3.6). Furthermore the corresponding isotopy s → φ H sζ has the property φ H sζ = id for 0 ≤ s ≤ ε 0 (3.7) and H sζ (t, x) = 0 t near 1. (3.8) Now consider the isotopy of embeddings
It follows that this is a Hamiltonian isotopy from
But this can be achieved by considering the linear homotopy of the functions
and considering the isotopy generated by the Hamiltonians H ζu and the embeddings f ζu 1 : Noting that since ζ ≡ 1 and so ζ u ≡ 1 if t ∈ [1 − ε 0 , 1], we have H sζu ≡ 0 for 1 − ε 0 ≤ θ ≤ 1 + ε 0 and hence the map f ζu 1 defines a smooth Lagrangian embedding. We can also achieve supp(f
by choosing ζ so that the C 0 norm ζ − id C 0 is sufficiently small so that φ H ζu and φ H are C 0 -close to each other. This finishes the proof.
Remark 3.4. We would like to emphasize that the L ∞ distance between H and the reparameterized Hamiltonian H sζ or H ζu can not be made small while the L (1,∞) distance can be made as small as we want by choosing ζ so that the norm
For the purpose of applying this construction to the proof of Theorem 3.4, we assume that any s ∈ [0, 1], h(s, ·) assumes the value zero so that
This can be done, for example, by normalizing h s so that
In particular, this normalization makes
unless h s ≡ 0. We call any such hamiltonian h satisfying (3.10) normalized. We denote by L s = φ s (Y ) the family of Lagrangian submanifolds associated to the isotopy. Without loss of any generality, we will assume that ψ is boundary flat. We introduce the following definition 
Similarly as the definition of H
, we give the following definition which is the Lagrangian counterpart thereof. Definition 3.6. We define the subset
to be the set of the above L (1,∞) -limits of normalized h i for a sequence of smooth exact Lagrangian isotopy (ψ i , h i ). We call any element h ∈ h
The following theorem is the Lagrangian version of Theorem 1.3, which will be proved in the next section.
Theorem 3.4. Let (X, ω) be a symplectic manifold and Y ⊂ X be a closed Lagrangian submanifold. We denote by
Then h ∞ ≡ 0.
Uniqueness of topological Hamiltonians
In this section, we will prove the uniqueness theorem, Theorem 1.3, or equivalently we prove Theorem 4.1. The map ι ham : Q strong → P ham (Sympeo(M, ω), id) is one-one.
We will prove this as a consequence of its version, Theorem 3.4, for the exact Lagrangian isotopy. We will modify the scheme used by Viterbo in his proof of the C 0 analog 1.3 to Theorem [V2] in our proof for the present L
(1,∞) case. One difference between two cases is that an L
(1,∞) function is defined only almost everywhere in general while a C 0 function is defined everywhere. Our structure theorem, Theorem 2.4, will be used in an essential way to make up this difference in our proof.
We fix a Darboux neighborhood U of Y in X and identify U with a neighborhood V of the zero section of T * Y . Due to the assumption (1), we have
for all sufficiently large i. Then the Lagrangian suspension
has its image, denoted by S (hi,ψi) , is contained in
and may be considered as a Lagrangian submanifold in T * (S 1 × Y ). Furthermore we derive the following intersection result from Lemma 3.3.
Proposition 4.2. The Lagrangian submanifold S (hi,ψi) has non-empty intersection
Proof. Lemma 3.3 says that each embedding ι (hi,ψi) is Hamiltonian isotopic to
, the Hamiltonian isotopy can be regarded as one on the cotangent bundle T * (S 1 × Y ). Applying the Lagrangian intersection theorem on the cotangent bundle from [H1, LS] , we derive the proposition.
We now denote the projection
By the hypothesis Theorem 3.3 (1), the composition
where h ∞ is the L (1,∞) limit of h i . Motivated by this observation, we will prove Theorem 3.4 by contradiction. Now suppose that h ∞ = 0. We prove the following proposition which is a slight variation of Proposition 2.1 [V2] .
Unlike the case of continuous section considered by Viterbo [V2] , α is not everywhere defined on S 1 × Y but only defined almost everywhere for an L (1,∞) -section of the cotangent bundle
Because of this, one cannot ask to find a smooth function f :
never vanishes. Instead we use the structure theorem of topological Hamiltonians, Theorem 2.4 and directly consider the 'nearby' smooth exact Lagrangian isotopy ι (hN ,ψN ) rather than the limiting case. We would like to emphasize that the isotopy ι (hN ,ψN ) is not necessarily a section of
as an n-current in the sense of de Rham [dR] for which h ∞ satisfies the properties similar to (1) - (3) in Theorem 2.4. The following variant of Hörmander's construction (see (2.5.4) [Hö] ) will be useful for our discussion coming henceforth.
Definition 4.1. Consider the cotangent bundle T * N of a smooth manifold. Let ψ i : N i → T * N be two Lagrangian embeddings of manifolds N i , i = 1, 2. We introduce the difference set denoted by ψ 1 − ψ 2 . The set ψ 1 − ψ 2 is defined by
We apply this definition for the embeddings hN ,ψN ) ).
We will prove this proposition in the next section. In the mean time, assuming this proposition, we now wrap up the proof of Theorem 3.4.
Proof of Theorem 3.4. We recall that ι (hN ,ψN ) is a Lagrangian embedding which is Hamiltonian isotopic to the zero section of T * (S 1 × Y ). Since φ is isotopic to the identity,
is Hamiltonian isotopic to the identity on T * (S 1 × Y ). Therefore we derive that the Lagrangian embedding ι φ (hN ,ψN ) is Hamiltonian isotopic to the zero section. It is easy to check that the difference set ι φ (hN ,ψN ) − df N is the same as the image of the Lagrangian embedding
is the Hamiltonian path generated by −f N • π which is nothing but the fiberwise linear translation by the one-form −tdf N for t ∈ [0, 1]. In particular it follows that the difference set is a Lagrangian embedding Hamiltonian isotopic to the zero section. Therefore the Arnold conjecture, proven by Hofer [H1] or by Laudenbach-Sikorav [LS] implies that the embedding must intersect with the zero section, which is a contradiction to Proposition 4.3. Therefore we should have h ∞ = 0 and so h ∞ = 0 by the normalization condition (3.10). This finishes the proof of Theorem 3.4, (mudulo the proof of Proposition 4.3).
A Lagrangian section with coefficients in L
(1,∞)
The proof of Proposition 4.3 will be carried out by proving a series of lemmas. We first state the following lemma whose proof will be postponed until section 9.
(1,∞) -section as defined above. Suppose h ∞ = 0. Then the section α is not closed in the distribution sense or as a current.
We next state a variation of Viterbo's lemma, Lemma 2.5 [V2] . Although Viterbo considered a continuous section α, an examination of his proof shows that a similar proof applies to the current L
(1,∞) -section with some suitable modification. For this purpose, the following definition will be useful. (1) For each fixed y ∈ Y , the map Θ y : θ → Θ(θ, y) is a diffeomorphism of S 1 . (2) The map defined by (Θ, y) → (Θ, Y (Θ, y)) is also a diffeomorphism, where Y is the map defined by
(3) φ is isotopic to the identity.
We remark that for any such φ the map
is a diffeomorphism for any θ ∈ S 1 . For any fiberwise-like diffeomorphism φ : S 1 × Y → S 1 × Y , we consider the push-forward α φ = φ * α as a current and write it as
Then a simple computation, or a change of variable formula, shows that h φ is an L (1,∞) -function and given by the formula
Using this definition, we state the following lemma whose proof will be postponed until section 10. We also refer the readers to Lemma 2.5 [V2] for a similar, but somewhat different, proof in the C 0 -context. Furthermore φ can be chosen arbitrarily C ∞ -close to the identity map.
With these two lemmas assumed, we now give the proof of Proposition 4.3.
Proof of Proposition 4.3. Consider the L (1,∞) -section given by
While continuity of this function for a continuous section α as in Viterbo's case [V2] is trivial, the continuity of P φ does not immediately follow for the L (1,∞) -section. In this regard, we prove the following lemma where we use the condition being fiberwise-like in the above Lemma 5.2 together with the L (1,∞) condition in an essential way.
(1,∞) and h ∞ = 0. Then P φ : Y → R is a non-zero continuous function and so the set
is a non-empty open subset of Y .
Proof. We consider the decomposition (5.1)
Then by the condition φ being fiberwise-like, we can transform
by the change of variable θ → Θ(θ, y) for each given y ∈ Y . Since h(Θ, ·) is defined for almost every Θ and Y = Y (Θ, y) is a smooth map, the above integral is well-defined for any fixed y ∈ Y . To prove the continuity of this map over y, consider any sequence y k → y. Then the function g k defined by
is L 1 and as y k → y, the function g k → g a.e. Noting |g k | ≤ osc(h) and applying the Dominated Convergence Theorem, we obtain
This proves that P φ is a continuous function on Y . On the other hand, Lemma 5.2 implies that P φ ≡ 0. This finishes the proof. Now we consider the symplectic diffeomorphism
induced by the diffeomorphism φ, and the Lagrangian embeddings
Here we emphasize that ι (ψi,hi) is not necessarily a section of T * (S 1 × Y ) and so neither is T * φ −1 • ι (ψi,hi) . But their images still lie in the product
provided φ is sufficiently close to the identity. We denote this embedding by ι φ (ψi,hi) . Again using the splitting
can be made arbitrarily close to the identity uniformly over i → ∞, by choosing φ sufficiently close to the identity map. We now compute h φ i (θ, y) dθ explicitly now. A straightforward calculation shows Lemma 5.4. We have
We define the functions P i : Y → R by
In particular P i → P φ uniformly and so P N = 0 for a sufficiently large N .
Proof. We denote φ(θ, y) = (Θ(θ, y), Y (θ, y)). We have
from Lemma 5.4. We also have
Note that since h is L (1,∞) and φ is smooth, it follows that h φ is also a well-defined L (1,∞) function. Then using the condition Lemma 5.2 (2), we can write
by the same argument used in the end of Proof of Lemma 5.3. We compute
Now the last term converges to 0 as i → ∞ by the hypothesis that
Now we go back to the proof of Proposition 4.3. Let N ∈ Z be an integer such that
which will be C 0 -close to the embedding o S 1 × Y ∼ = o (S 1 ×Y ) , but not necessarily a section of T * (S 1 × Y ). Motivated by Viterbo's scheme used in the proof of Proposition 2.1 [V2] , we look for a smooth function f = f (θ, y) such that
where the set ι φ (ψN ,hN ) − df is the difference set introduced in Definition 4.1. For the simplicity of notations, we denote g = doub(h φ N ) for the rest of the proof.
we first try to solve g(t, y) − ∂f ∂t (t, y) = ε(t, y) f (0, y) = 0 (5.7)
for a given smooth function ε. This is uniquely solvable for given y ∈ Y for a smooth function f (·, y) if and only if We now choose ε defined by ε(θ, y) = P N (y) which gives rise to a solution of (5.7). We denote by f = f (θ, y) such a solution.
If we set Z = {(θ, y) | P N (y) = 0}, then g(t, y) − ∂ f ∂t (t, y) = ε(t, y) is non-vanishing outside Z by definition. It follows from Lemma 5.5 that Y \ π(Z) is a non-empty open subset of Y . Therefore we can find a smooth function k on Y that has no critical point on π(Z) = {y ∈ Y | P N (y) = 0}. By multiplying by a large constant, we may assume dk to be arbitrarily large on π(Z) so that
where (θ ′ , y ′ ) ∈ Z and (θ, y) ∈ S 1 × Y satisfying
Here we use the fact that the embedding ι φ (ψN ,hN ) can be made uniformly C 0 -close to the zero section o (S 1 ×Y ) as N → ∞ by choosing φ sufficiently close to the identity in Lemma 5.2, and so there exists a constant C > 0 independent of N → ∞ such that we have hN ) )(θ, y)| ≤ C for all (θ, y) ∈ S 1 × Y where the norm is measured as an element in T * (θ,y) (S 1 × Y ). In particular (5.9) implies
Its projection in the direction T * S 1 thereof consists of the form of elements
and (θ ′ , y ′ ) varying in S 1 × Y . The elements (5.10) do not vanish on S 1 × Y \ Z. On the other hand the projection in the direction of T * Y consists of the elements of the form
These elements do not vanish for (θ ′ , y ′ ) ∈ Z and (θ,
by construction. We note that any element from the difference set ι φ (ψN ,hN ) −d( f +k) has the form (α, β) such that α is of the form (5.10) and β of the form (5.11). Therefore we will have proved that the difference set
does not intersect the zero section o (S 1 ×Y ) , if we set f = f + k. This finishes the proof.
We are now ready to finish the proof of Theorem 1.3. We first state the following lemma which is a special case of Lemma 3.28 (2) [OM] , whose proof we omit referring readers to [OM] .
Lemma 5.6 (Lemma 3.28, [OM] ). Let H i be a Cauchy sequence in L (1,∞) . Then for any given ε > 0, there exists N ∈ Z + and δ > 0 such that for any j ≥ N and diffeomorphisms ϕ, ψ satisfying d(ϕ, ψ) < δ, we have
Wrap-up of the proof of Theorem 1.3. We set
Then the hypothesis (1) of Theorem 1.3 implies ψ i uniformly converges to the embedding ι Y . On the other hand, the hypotheses (1) and (2) 
One-parameter subgroups and tangent vectors
We first derive the following proposition from Theorem 1.5
Proposition 6.1. The map Dev :
Proof. Recalling that the map is nothing but the restriction to Q strong of the projection
and
is defined to be its image of Q strong , Dev is a welldefined surjective map. To prove that it is also one-one, we need to prove that
By definition, if (λ, H) ∈ Q strong , there exists a sequence of smooth Hamiltonians H i such that
By reparameterizing the path φ Hi , we obtain
where H s is the reparameterized Hamiltonian given by H s (t, x) = sH(st, x) for each s ∈ (0, 1]. Applying the same argument to (λ ′ , H), we obtain another sequence Combining Proposition 6.1 with Theorem 1.5, we immediately derive the following one-one correspondence which extends the well-known correspondence between the smooth Hamiltonians and the smooth Hamiltonian flows.
Theorem 6.2. The composition map
provides a continuous one-one correspondence between P ham (Sympeo(M, ω), id) and H
(1,∞) ([0, 1] × M, R) under which the following diagram commutes :
The following is a natural question to ask Question 6.1. Is Hameo(M, ω) a Lie group or does it contain a subgroup which is a Lie group bigger than Ham(M )?
As a first step towards to the study of this question, we prove the following theorem Theorem 6.3. Suppose that λ ∈ P ham (Sympeo(M, ω), id) is a one parameter subgroup, i.e., a path satisfying
Then its Hamiltonian H is time-independent, i.e., there exists a continuous function
We call any such Hamiltonian an autonomous topological Hamiltonian and denote by H 
Then for each given s we have
uniformly in t. However a straightforward computation shows the function
generates the Hamiltonian flow t → φ t+s Hi (φ s Hi ) −1 . However the latter converges to
Next it is easy to check from Lemma 5.6 that G i is a Cauchy sequence in L (1,∞) . Then by the uniqueness of the Hamiltonian, Theorem 4.1, of λ, we must have
for all s. On the other hand, using the convergence of H i → H in L (1,∞) and φ Hi → λ in C 0 and applying Lemma 5.6, we can also write
. On the other hand, the one-parameter group property of λ, we have
for all s, t and hence G ∞ (s)(t, x) = H(t + s, x) (6.6) for all s. Therefore combining (6.5) and (6.6), we have proved
as an L (1,∞) function for all s. Now Theorem 2.4 implies that H t is defined almost everywhere in t and continuous on M . We fix any such t 0 so that H t0 is a well-defined continuous function on M . Then (6.7) implies H t is defined and continuous for all t. And (6.7) also implies H t = H s for all t, s. Setting h to be the common function, we have finished the proof.
Next, we would like to associate a vector space to each element φ ∈ Hameo(M, ω) which would play the role of a 'tangent vector' of Hameo(M, ω) at φ.
We first define the notion of 'germs' of topological Hamiltonian paths at φ ∈ Hameo(M, ω). For this purpose, we derive from the definition of the tangent map Tan :
that we have the identity Tan(λ) = Dev(λ) • λ. Here we note that the right hand side Dev(λ) • λ is defined by the formula
which we remark is well-defined as an element in We say that λ is hamiltonian-differentiable at s ∈ (a, b) if the L (1,∞) function Tan(λ) is defined at s, and continuously hamiltonian-differentiable or simply hamiltonian-
We say that λ is a hamiltonian-differentiable (resp. hamiltonian-C 1 ) path if it is differentiable (resp. hamiltonian-C 1 ) on its domain.
More specifically, in terms of the Hamiltonian H, the hamiltonian-differentiability means that the function H(s, λ(s)) is defined (or equivalently Dev(λ) = H is defined at s). By the definition of Dev, we also have
Examples of hamiltonian-C 1 paths are one-parameter subgroups or the topological Hamiltonian paths with continuous Hamiltonians. For example, any piecewise smooth continuous Hamiltonian path is hamiltonian-C 1 .
Remark 6.3. We like to mention that the C 0 -hamiltonian limits of smooth Hamiltonian flows were considered by Viterbo [V2] , while we use the weaker (L (1,∞) -) hamiltonian limits in the sense of Definition 1.1. Therefore even if the Hamiltonian H of a topological Hamiltonian path λ happens to be continuous, H is not necessarily the Hamiltonian of a C 0 -hamiltonian limit of smooth Hamiltonian flows in the sense of [V2] : a priori, there may not even exist a smooth sequence of Hamiltonian flows whose Hamiltonians C 0 -converge to the given continuous topological Hamiltonian H. Now we introduce the notion of germs of hamiltonian-C 1 Hamiltonian paths.
Definition 6.4. Let h ∈ Hameo(M, ω). Consider two hamiltonian-C 1 paths λ 1 , λ 2 defined on (−ε, ε) with λ 1 (0) = λ 2 (0) = h. We say λ 1 ∼ λ 2 at φ if the identity
The following lemma is an immediate consequence of the definition.
Lemma 6.4. The above relation is an equivalence relation.
Definition 6.5 (Germs of topological Hamiltonian paths). For a given hamiltonian-C 1 path λ issued at φ, we denote the equivalence class of ∼ at φ by [λ] φ and call [λ] φ a germ of hamiltonian-C 1 paths at φ. We denote by T φ the set of germs of the hamiltonian-C 1 paths at φ. We denote
We now equip T φ with a vector space structure. For the addition, we start with the following lemma whose proof is immediate from the definitions and so omitted.
Lemma 6.5. Suppose that λ 1 , λ 2 are hamiltonian-C 1 paths at t = s with λ 1 (s) = λ 2 (s) = φ. Then the function K = Dev(λ 1 ) + Dev(λ 2 ) is defined at s and continuous at s.
For given two hamiltonian-C 1 paths λ, λ ′ at φ, Proposition 6.1 and the above lemma enable us to define the sum
For the scalar multiplication, we define
It is straightforward to check the following whose proof we leave to the readers.
Proposition 6.6. The set T φ forms a vector space. And the map
0) defines an injective map, and its image is independent of φ ∈ Hameo(M, ω).
Now we denote by ham
1 (M, ω) the subset
Proof. Suppose that h, g ∈ ham 1 (M, ω). We will show ah + bg ∈ ham 1 (M, ω) for any a, b ∈ R. In other words, we need to prove that ah + bg = Dev(λ)(0) (6.13)
for some topological Hamiltonian path λ that is hamiltonian-C 1 at s. Let λ h and λ g be the C 1 path with
We then consider the path
It follows that λ is hamiltonian-C 1 at φ and satisfies (6.13). This finishes the proof.
This theorem implies that the union T → Hameo(M, ω) forms a 'vector bundle' with a canonical trivialization
such that the following diagram commutes :
where the horizontal maps are induced by the developing map Dev defined above.
Definition 6.6. We call T → Hameo(M, ω) the hamiltonian tangent bundle of Hameo(M, ω).
The following questions seem to be important questions to ask.
Question 6.7.
(1) Do we have a 'smooth' structure on Hameo(M, ω) so that T becomes its tangent bundle? We believe that the following conjecture is true.
We like to compare this conjecture to the following its group analog proposed in [OM] Conjecture 6.9 ( [OM] ). The group Hameo(M, ω) is a proper subgroup of Sympeo 0 (M, ω) in general.
It was shown in [OM] that this conjecture is true whenever the mass flow homomorphism is non-trivial or there exists a symplectic diffeomorphism that has no fixed point, i.e., T 2n . One can repeat the whole discussion in this section by replacing the hamiltonian limits by the C 0 -hamiltonian limits and define ham C 0 (M, ω) to be the set consisting of the continuous functions of the form h = H(0, ·) where H is the Hamiltonian of a C 0 -hamiltonian limit of smooth Hamiltonian flows. Obviously it follows from definition that we have the inclusion relation
Question 6.8. Is this inclusion proper?
The extended Hofer length and the extended Hofer norm
In this section, using the uniqueness result of topological Hamiltonians, we will extend the Hofer length function and the Hofer norm to the topological Hamiltonian paths.
We recall the definitions of strong Hamiltonian topology on P ham (Symp(M, ω), id) and Ham(M, ω) from [OM] .
Definition 7.1 ((Strong) Hamiltonian topology). Let (M, ω) be a closed symplectic manifold.
(1) We define the strong Hamiltonian topology of the set P ham (Symp(M, ω), id) of Hamiltonian paths by the one generated by the collection of subsets
. We denote the resulting topological space by P ham s (Symp(M, ω), id).
(2) We define the strong Hamiltonian topology of Ham(M, ω) by the strongest topology such that the evaluation map
is continuous. We denote the resulting topological space by Ham(M, ω). We will call continuous maps with respect to the strong Hamiltonian topology strongly Hamiltonian continuous.
The uniqueness theorem of the Hamiltonian of a topological Hamiltonian path (Theorem 1.3) enables us to define the following extension of the Hofer length to topological Hamiltonian paths. Definition 7.2.
(1) Let λ ∈ P ham (Sympeo(M, ω), id). We define the length of a topological Hamiltonian path
for any (φ i , H i ) → λ. We call this the Hofer length of the topological Hamiltonian path λ. (2) For any given h ∈ Hameo(M, ω), we define the Hofer norm h by
Proposition 7.1. The definition (7.3) is well-defined.
Proof. Theorem 1.3 implies that for any given λ ∈ P ham (Sympeo(M, ω), id) there exists a Cauchy sequence (φ i , H i ) ∈ P ham (Ham(M, ω), id) converging to λ and for any two such (
Hi φ H ′ i ) → 0 as i → ∞. Now by the triangle inequality, we have
which finishes the proof of well-definedness.
Next we consider the action of Sympeo(M ) on
provided by (ψ, (g, H)) → (ψ −1 gψ, H • ψ) (7.4) and we prove the invariance property of the length under this action. The action (7.4) naturally induces an action on P ham (Sympeo(M, ω), id) in an obvious way. We denote the corresponding action by
Using Lemma 5.6, we prove the following general fact.
Proof. We need to prove
Let ε > 0 be given. Using the hypothesis that H i is Cauchy in L (1,∞) and ψ i is Cauchy in C 0 respectively, we derive from Lemma 5.6 that there exists
Now we prove the following theorem Theorem 7.3. The length function defined in (7.3) is invariant under the action of (7.4).
Proof. Let ψ ∈ Sympeo(M, ω) and λ ∈ P ham (Sympeo(M, ω), id). Then we have Next we recall the definition of the Hofer displacement energy e(A): for every compact subset A ⊂ M ,
The following is an immediate consequence of the continuity of the Hofer norm in the Hamiltonian topology. We omit its proof since we will treat a more non-trivial case of the spectral displacement energy in the next section. The proof is essentially the same for both cases. (1) (Symmetry)
Proof. The continuity is immediate from that of the length function leng in Definition 7.2 and from the definition of Hameo(M, ω) in (2.5). The symmetry and bi-invariance are straightforward to check.
For the symplectic invariance, we need to prove the identity g = ψ −1 gψ . According to Definition 4.2 (2), we have
since it follows that if λ → h, then ψ −1 λψ → ψ −1 hψ. By the invariance Theorem 7.3, we have length(ψ −1 λψ) = length(λ). Substituting this into (7.5), we have proven ψ −1 gψ ≤ g . Applying the same argument with ψ replaced by ψ −1 , we have also obtained ψ −1 gψ ≥ g , which finishes the proof. Next we prove the triangle inequality and nondegeneracy in detail. Let δ > 0 be given. By Definition 7.2 (2), there exist sequences of smooth Hamiltonians H i and F i such that
for all sufficiently large i. On the other hand, we have
Combining (7.6) and (7.7), we have
Since δ is arbitrary, we have proven the triangle inequality. Finally we prove the nondegeneracy. Suppose that id = g ∈ Hameo(M, ω). Since g = id is a topological homeomorphism, there exists a small symplectic ball B(u) such that g(B(u)) ∩ B(u) = ∅. Theorem 6.5 implies e(g(B(u))) = e(B(u)) > 0.
The latter positivity follows from the energy-capacity inequality proven in [LM] . Now suppose ev 1 (φ i , H i ) → g. Since B(u) is compact and g(B(u)) ∩ B(u) = ∅, we have φ i (B(u)) ∩ B(u) = ∅ (7.8) for all sufficiently large i because φ i → g in the C 0 topology. Furthermore, we also have lim
by the continuity of · . By the definition of the Hofer displacement energy, (7.8) implies φ i ≥ e(B(u)) > 0 (7.10) for all sufficiently large i. Then (7.9) and (7.10) imply g ≥ e(B(u)) > 0. This finishes the proof of nondegeneracy.
Spectral invariants of the topological Hamiltonian paths
In this section, we extend the definition and the basic properties of spectral invariants introduced in [Oh2] to the topological Hamiltonian paths. Again the uniqueness theorem, Theorem 1.3, of topological Hamiltonians will be crucial for such an extension.
We first recall the definition and basic properties of the spectral invariants ρ(H; a) for a time-periodic Hamiltonian H from [Oh2] , but with some twists to incorporate the Hamiltonian topology in its presentation. We refer readers to [Oh2] for the complete discussion on general properties of ρ(H; a). Definition 8.1 (Definition & Theorem 7.7 [Oh2] ). Let H be time-periodic Hamiltonian. Let a = 0 be a given quantum cohomology class in QH * (M ), and denote by a ♭ ∈ F H * the Floer homology class dual to a in the sense of [Oh2] . For any given Hamiltonian path λ = φ H ∈ P ham (Symp(M, ω), id) such that H is non-degenerate in the Floer theoretic sense, we define
where a ♭ is the dual to the quantum cohomology class a in the sense of [Oh2] . Then this number is finite for any quantum cohomology class a = 0. We call any of these spectral invariants of the Hamiltonian path λ. Now let H : [0, 1] × M → R be any smooth Hamiltonian, not necessarily periodic and let λ = φ H be its Hamiltonian path. We now explain how we associate the spectral invariant ρ(λ; a) to such a path λ.
Out of the given Hamiltonian H, we consider the time-periodic Hamiltonian of the type H ζ where ζ is a reparametrization of [0, 1] introduced in (3.5). To assign a well-defined number ρ(λ; a) depending only on H itself, not on its reparameterization H ζ , the L (1,∞) -Approximation lemma, Lemma 2.2, plays an important role [Oh1, OM] . This lemma allows us to provide the following definition Definition 8.2. Let λ be any smooth Hamiltonian path and H be its generating Hamiltonian. We pick a ζ so that ζ − id ham so small that all the properties in the L
(1,∞) -approximation Lemma hold. Then we define
The homotopy invariance axiom of the spectral invariants from [Oh2, Oh4] and Lemma 2.2 imply that this definition is well-defined in that it does not depend on the choice of ζ as long as ζ satisfies the properties listed in the L
(1,∞) -approximation lemma, Lemma 2.2. In [Oh1] , [Oh2] , we proved the general inequality
for two nondegenerate Hamiltonian functions H, K. This enabled us to extend the definition of ρ(a; ·) to arbitrary smooth Hamiltonian H by setting
Theorem 8.1. For a smooth Hamiltonian path φ H , we define
Then the map ρ a : φ H → ρ(φ H ; a) extends to a continuous function
Proof. This is an immediate consequence of Hamiltonian continuity of
and the uniqueness theorem, Theorem 1.3, of topological Hamiltonians : for any Hamiltonian path λ, we define
for any Cauchy sequence (φ Hi , H i ) → λ. The uniqueness theorem implies that this definition is well-defined. And then (8.2) proves continuity of the extension on
Now we focus on the invariant ρ(λ; 1) for 1 ∈ QH * (M ). We first recall the following quantities
and H = E − (H) + E + (H), and the inequality
Theorem II [Oh2] . We also recall from [Oh2, Oh3] the function
is non-negative and depends only on the path-homotopy class of φ H . By the L (1,∞) -approximation lemma, the following definition is well-defined.
Definition 8.3 (Spectral length). Let λ ∈ P
ham (Symp(M, ω), id) and H be a Hamiltonian such that λ = φ H . Then we define the function
by setting γ(λ) = γ(H). We call γ(λ) the spectral length of λ.
Again the uniqueness theorem Theorem 1.3 implies Proposition 8.2. The spectral length function γ extends to a continuous function
for a (and so any) sequence (φ i , H i ) → λ in strong Hamiltonian topology.
Proof. The proof is similar to the well-definedness of the Hofer length leng and so omitted.
Recall that for a smooth Hamiltonian H each ρ(φ H ; a) = ρ(H; a) is associated to a periodic orbit of Hamilton's equationẋ = X H (t, x) and corresponds to the action of the periodic orbit, at least for the rational symplectic manifold. (See [Oh2] , [Oh4] .) In this regard, the following question seems to be of fundamental importance.
Question 8.4. What is the meaning of the extended spectral length γ(λ) in regard to the dynamics of topological Hamiltonian flows?
Next we recall that in [Oh2] we introduced the non-negative function γ(φ) := inf H →φ {ρ(H; 1) + ρ(H; 1)}. and proved that it satisfies the properties of a bi-invariant norm on Ham(M, ω) which we called the spectral norm. The following extends the definition to Hameo(M, ω).
Definition 8.5 (Spectral norm). Let h ∈ Hameo(M, ω) and λ ∈ P ham (Sympeo(M, ω), id) with ev 1 (0) = h. We denote by λ → h if ev 1 (λ) = h. We define γ by
Next we state the following lemma. Proof. Let H → φ and K → ψ. Then the triangle inequality of γ and the inequality γ(φ) ≤ φ imply
In particular, we have
Now let φ ∈ Ham(M, ω) and ε > 0 be given. Recalling the fact that ev 1 is an open map (see Corollary 3.17 [OM] ) we consider the open neighborhood ev 1 (U(φ H , ε 1 , ε 2 )) of φ where φ 1 H = φ. Now let ψ ∈ ev 1 (U(φ H , ε 1 , ε 2 )) i.e., ψ = φ 1 K for some φ K ∈ U(φ H , ε 1 , ε 2 ). Then we have
by the definition of U(φ H , ε 1 , ε 2 ). Therefore if we choose ε 1 = ε and ε 2 is any finite number, we have |γ(φ) − γ(ψ)| < ε which proves the continuity of γ in the strong Hamiltonian topology.
The above lemma in particular implies that γ : Ham(M, ω) → R + is continuous in the metric topology. In fact, its proof above explicitly shows that the function is continuous in the metric topology. In addition, the map is Lipschitz with the Lipschitz constant L ≤ 1. Therefore the function continuously extends to Hameo(M, ω) which is by definition Image(ev 1 ) ⊂ Sympeo 0 (M, ω). Proof. Let λ → h and ε > 0 be given. By the definition of the Hamiltonian topology, we have to show that γ • ev 1 : P ham (Sympeo(M, ω), id) → R + is continuous. However this composition is nothing but the function γ : P ham (Sympeo(M, ω), id) → R + defined by (8.4) in Proposition 8.4, which we know is continuous. Hence the proof.
Remark 8.6. It is not known whether γ (or γ) is continuous in the C 0 -topology.
In the recent paper [Oh3] , the author has introduced the notion of spectral displacement energy. We first recall the definition from [Oh3] of the spectral displacement energy Definition 8.7 (Spectral displacement energy). Let A ⊂ M be a compact subset. We define the spectral displacement energy, denoted by e γ (A), of A by
The inequality e γ (A) ≤ e(A) is an immediate consequence of the inequality γ(φ) ≤ φ . By unravelling the definition of Hamiltonian homeomorphisms and the spectral displacement energy, we prove that any Hamiltonian homeomorphism also preserves the spectral displacement energy. For the rest of the section, we will prove the following stronger fact.
Theorem 8.5. Any symplectic homeomorphism preserves the spectral displacement energy. In other words, for every ψ ∈ Sympeo(M, ω) we have e γ (A) = e γ (ψ(A)).
Proof. Let ψ i ∈ Symp 0 (M, ω) be a Cauchy sequence such that
Since γ is continuous in the Hamiltonian topology and invariant under the conjugate action, we have γ(φ) = γ(ψ i φψ
Since h is a homeomorphism (and so h(A) is compact) and ψ i → ψ, ψ
0 -topology, it follows from this that
= ∅ for all sufficiently large i. Therefore combining these, we derive
Since δ > 0 is arbitrary, we have proven e γ (ψ(A)) ≤ e γ (A). The proof of the other direction of the inequality is similar and omitted. This finishes the proof.
Proof of Lemma 5.1
In this section, we prove Lemma 5.1.
(1,∞) , it follows that α = doub(h) dθ defines a well-defined n-current on S 1 × Y (see [Fe] ). For the simplicity, we assume that L is orientable and fix a volume form Ω on Y . For the non-orientable case, exactly the same proof works by replacing the real-valued current by one with coefficients in a flat line bundle (or in the orientation sheaf) [dR] .
It will be enough to find a smooth (n − 1)-form η on S 1 × L such that we have for all θ ∈ S 1 . By applying a simple argument from the Hodge theory, we can choose a family of (n − 1)-forms η θ on Y that satisfy (9.2) for each θ ∈ S 1 and depend smoothly on θ.
We next note that since α has the form α = doub(h)dθ we have
and so derive
Therefore it is enough to choose η so that this integral does not vanish. We will use η of the form given by
where η θ are those chosen above. Now it remains to choose f above so that Note that because of the normalized condition (3.10) and osc(h t ) > 0 for t ∈ A, the sections U )dθ ∧ Ω as ε → 0, where we denote by a (±,A) the L 1 -limits of a ± ε . The last integral is strictly positive because both a (±,A) cannot vanish simultaneously by the choice of a ± e made in (9.12).
Therefore if ε > 0 is sufficiently small, (9.1) holds for η given by η = π * Y (η θ ) where η θ is the form satisfying (9.2) for ϕ ε (θ)f ε with ϕ ε = ϕ ε (θ) being a suitable smooth L 1 -approximation of the characteristic function χ A on S 1 . This proves that the current α is not closed and so finishes the proof of Lemma 5.1.
Proof of Lemma 5.2
Let α = h dθ as in section 5. (In this section, for the simplicity of notations, we will just denote h for doub(h).)
We re-state Lemma 5.2 here in its contrapositive form, which is more close to the statement in Lemma 2.5 [V2] We will apply Moser's trick to solve this equation. Since we can make the coefficients at a point θ the same on both sides, it is enough to consider its derivative. We write ( We may assume that β θ depends smoothly on θ. Substituting (10.5) into (10.4), the problem is reduced to to solving the algebraic equation (10.6) in terms of X θ . This equation can be solved pointwise whenever f does not vanish.
Here we note that closedness of a current is a local property and so it is enough to check the closedness in a coordinate neighborhood Therefore the hypothesis (10.1) implies that α is closed on (c, d) × C. Since this holds at any given point (e, y) ∈ S 1 ×Y , α is a closed current. This finishes the proof of Lemma 10.1. Now the statement in Lemma 5.2 concerning the C 0 -closeness to the identity is immediate from the proof, because φ can be obtained by integrating a vector field X θ on a short 'time' interval starting from θ = e in this proof. Hence the proof of Lemma 5.2.
