Nowadays Rolling shutter CMOS cameras are embedded on a lot of devices. This type of cameras does not have its retina exposed simultaneously but line by line. The resulting distortions affect structure from motion methods developed for global shutter, like CCD cameras. The bundle adjustment method presented in this paper deals with rolling shutter cameras. We use a projection model which considers pose and velocity and need 6 more parameters for one view in comparison to the global shutter model. We propose a simplified model which only considers distortions due to rotational speed. We compare it to the global shutter model and the full rolling shutter one. The model does not need any condition on the inter-frame motion so it can be applied to fully independent views, even with global shutter images equivalent to a null velocity. Results with both synthetic and real images shows that the simplified model can be considered as a good compromise between a correct geometrical modelling of rolling shutter effects and the reduction of the number of extra parameters. Keywords
INTRODUCTION
CMOS sensors are more and more used for embedded systems due to its low power consumption, low price, and high sensitivity. Basics CMOS sensors acquire image row by row, this mode allows a lighter and faster electronic system giving a better frame rate. The drawback is a deformation of the image due to the relative motion camera/scene. This distortion can be a problem when trying to catch the motion or to reconstruct the environment when embedded on a mobile system (Royer et al., 2007) . The rise of 3D reconstruction in urban context using cameras embedded on cars and photos collection got from the web are dependent on the capability of the system to deal with such acquisitions. Different way to correct distortion introduced by the rolling shutter or to take advantage from them in the literature. One way is to undistort the entire image (Liang et al., 2008) , (Baker et al., 2010) , (Bradley et al., 2009 ). This kind of methods gives correct visual results but is not satisfying because it does not deal with 3D structure of the scene. (Ait-Aider et al., 2006) and (Ait-Aider et al., 2007) solved the PNP problem of a moving object of known geometry by taking advantage of image distortion to get the speed of the target simultaneously with the pose. (Meingast et al., 2005) gives a method to get a temporal calibration of the rolling shutter, and a correct model for small rotational speed and frontoparallel motion. (Magerand et al., 2012) propose a polynomial projection model and a constrained global optimization technique in order to solve the minimal PNP problem without any initial guess of the solution making the method more suitable for automatic 3D-2D matching in a RANSAC framework. (Meilland et al., 2013 ) proposes a unifying model for both motion blur and rolling shutter distorsions for dense registration. Recently, few works adressed the problem of structure from motion using rolling shutter image sequences. (Ait-Aider and Berry, 2009) studied 3D reconstruction and egomotion recovering using a calibrated stereo rig. (Hedborg et al., 2012 ) presents a bundle adjustment method which computes structure and motion from a rolling shutter video exploiting the continuity of the motion across a video sequence. (Saurer et al., 2013) consider the stereo in the case of a fast moving vehicle where rotational speed is neglected and where Rolling Shutter effects are supposed to be affected principally by the depth of the scene. A recent way to handle reconstruction is not to consider discrete poses of a camera along a trajectory, but a continuous time motion in space as do (Anderson and Barfoot, 2013) . Finally, (Li et al., 2013) proposes an approach to correct the reconstruction using inertial sensors which are more and more embedded on devices like smartphones or notepads.
Related Work and Contribution
The closest work to ours, is the one presented in (Hedborg et al., 2012) . Rolling shutter bundle adjustment is achieved by exploiting the continuity of the motion across a video sequence. A key rotation and translation is associated to the first row of each frame as in classical bundle adjustment. In addition, the poses attached to the rest of image rows are interpolated from each pair of successive key pose parameters using SLERP interpolation. The basic idea is to assume that the trajectory and pose variation between frames are smooth. The advantage of this approach is that only six extra parameters are used for the entire sequence in comparison to classical bundle adjustment. Nevertheless, it seems evident that the inter-frame motion should be very small to ensure that interpolated rotations and translation fit the actual values. As result, the approach requires a high frame rate as in the experiments presented in the paper. This increases the risk of data bottleneck and/or limits the dynamic performances in real time applications such as SLAM with mobile robots. in addition, the quality of motion estimation and triangulation is always better when the inter-frame motion is significant. Therefore, it seems to us that a method which estimates independent cameras without any assumption about motion parameters during inter-frame intervals is more pertinent. In the work presented in (Saurer et al., 2013 ) the authors presented a dense multi-view stereo algorithms that solve for time of exposure and depth, even in the presence of lens distortion. The camera is supposed to be embedded on vehicle and rotational speed is neglected so that Rolling Shutter effects are supposed to be affected principally by the depth of the scene. Unfortunately, as it stated in (Meilland et al., 2013) and , in practice the lateral rotational movements are the most significant image deformation components, a simulation of the optical flow is done in the paper to confirm the effect of rotations and translations on rolling shutter distorsion. In this paper we present a bundle adjustment method to be used with rolling shutter cameras basing on the work of (Ait-Aider et al., 2006) . The approach can be applied to totally independent views since no assumption is done on the type of motion between the cameras. The speed parameters concerns only the motion during the very short time of each frame scan-line exposure. Particularly we analyze the effect of each type of motion and propose a simplified model which considers rolling shutter effects due to rotational speed only. We make an analyse of the optical flow according to the speed, and justify the Omission of linear speed. This comes from the assumption that rotation produces more significant optical flow and thus bigger image distortions. We make a comparative study of 3 projection models: the classical Global Shutter, the complete rolling shutter model with both rotational and linear speed and the simplified rolling shutter model. Results with both synthetic and real images shows that the simplified can be considered as a good compromise between a correct geometrical modelling of rolling shutter effects and the reduction of the number of extra parameters. 
PROJECTION MODELS

Global Shutter
Considering the classical pinhole camera model defined by its intrinsic parameters Tsai (Tsai, 1986) , the projection equation of a 3D point P = [X,Y,Z] T , with [R T] the transformation between the object and the camera frame is (Hartley and Zisserman, 2003) :
where s is an arbitrary scale factor, K the matrix the instrinsic parameters of the camera, m = [u,v] T the perspective projection of P notingm,P the homogeneous coordinates of m,P.
Rolling Shutter
The projection equation of this point considering a uniform motion during the time of one image scanning with a rolling shutter camera is:
where τ is the delay from a line to the next one, δR i is the amount of rotation due to rotational velocity at the time corresponding to the line τ · v i , and δT i the amount of translation due to translational velocity at this time. The index i is for the i th 3D point, v i its corresponding line on the sensor and t i = τ · v i the delay in acquisition from the first line to the line of the current 3D point i. 
Simplified Rolling Shutter
Removing the linear speed from the Rolling shutter model gives us the following projection equation:
Optical Flow from Speed
The third model tested here is made with the assumption that the rolling shutter effect due to translation is negligible compared to the one due to rotation. The effect induced by a linear motion parallel to the retina is slightly the same as a rotational motion of the camera according to an axe perpendicular to the linear displacement. In the case of a frontal motion (camera placed at the front or the rear of a vehicle), no rotational motion can have the same effect and the model with only rotational speed cannot compensate, but in this case the optical flow consecutive to the linear motion is reduced. 
3D RECONSTRUCTION WITH ROLLING SHUTTER
We consider several views of a scene, each taken from a moving rolling shutter camera. We want to get the pose of each cam of each view and the position of 3D points from 2D-2D detection correspondence. Previous work (Hedborg et al., 2011) considers one pose for each line of the image, here we consider a unique pose for each view, and the distortion is compensated by a small motion depending of the speed and the retina line (proportional to time since the beginning of the acquisition). By expressing the entire system in a single camera coordinate we get:
the projection equation in the camera chosen for being the reference.
(5) the projection equation for the other cameras. We get 2N reprojection equations for each 3D point (two in each image), each 3D point has 3 parameters and we have twelve parameters for each additional camera pose. Thus, we need at least eighteen points plus twelve per pose to solve the problem against six plus six for the global shutter model. In case of the simplified rolling shutter model, we only need at least twelve points plus nine per pose. This leads us to minimize the following cost function with respect to pose (R j , T j ) (first camera is at world reference), rotational speed (W j ) and translational speed (V j ) parameters of j th view:
p ij being the detected points in j th image and m ij , the projection in j th image of the 3D point P i associated to p i and q i . An initial solution can be found using the epipolar constraint. It can be more precise by adding a step after initialization; we must consider an essential matrix per point pair instead of per image pair fig. 4 .
With:
T i is the antisymmetric matrix associate to T i and:
This leads us to a non linear system, whereas it is, for global shutter images. In this step the linear speed is ignored. The 3D structure is obtained by triangulation. 
EXPERIMENTS
Test with Synthetic Data
Experimental Setup
To test the reconstruction, a first stage was to use synthetic data. An object was created as a 3D point cloud.
Cameras with their own speed and pose were placed around watching towards it. there is no correlation between the orientation of the speed and the displacement between each view. Each image of the scene is considered as totally independent. Images were obtained by application of the rolling shutter projection equation. Resolution of the problem was then done for each model, global shutter, rolling shutter and simplified rolling shutter. The virtual object was included in a cube of 25m edge placed at 75m to 125m from the cameras. Simulated cameras resolution was 1600 per 1200 pixels, the focal was 6.5mm, τ was set to 25µs. Cameras speed magnitude was in range [0, 10]m/s and [0, 2]rad/s for linear and angular speed. Those parameters were chosen to keep the object in the vision field and the speeds according to the ones available for a pedestrian or the autonomous vehicle VIPA (http://www.ligier.fr/ligier-vipa). A noise on measures was applied in range [0, 1]pixel, the number of 3D points in range [200, 1000] points and the number of views in range [2, 10]images. All of those parameters are shown in the table 1. For each set, 100 simulation were done and solved with each model. The number of simulations is 2673000. Fig. 6 and 7 show the loss of accuracy of the three models according to speed. 
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Noise
In this section we study robustness of the model to noise. We added a random geometric noise following a uniform distribution from 0 to 1 pixel every 0.1 pixel. Each measure is a mean of 100 simulations following the same scheme as previously for a speed corresponding to [10m/s, 2rad/s]. As one can see on fig. 8 , the addition of degrees of freedom to the system makes it less robust to noise. It needs more views of the scene and more 3D points to get the system constrained enough and the reconstruction robust to a high noise level when using the complete rolling shutter model. The simplified rolling shutter model is more robust. Fig. 9 (a) shows the precision of reconstruction according to the number of cameras for a speed and noise corresponding to [10m/s, 2rad/s, 0.5pixel] and 600 3D points, and (b) 
Experiment with Real Data
Sensor Calibration of Parameter Tau
Objective removed, all the cells of the sensor are exposed at the same time to a flashing light whose frequency is known. The frequency of the light is high enough regarding the rolling shutter frequency to see several flashes. The lag between each line of the sensor is deduced by a simple ration between periods of the light signal and the number of lines it overlaps. The time found for our camera is 110µs.
Reconstruction
To illustrate the relative robustness of the simplified rolling shutter model beside the complete one, and the gain of precision from the global shutter one, it was tested to reconstruct a 3D structure. The chosen structure is a corner to easily visually check if any deformations occurs during the reconstruction. We can see on Fig. 11 that the reconstruction presents no apparent distortions on the global structure, this is more Objective removed, all the cells of the sensor are exposed at the same time to a flashing LED whose frequency is controlled with a square signal generator and an oscilloscope (Meingast et al., 2005) .
DISCUSSION
In addition to the presentation of the simplified rolling shutter model, the results in Fig.6 and 7 show that the impact from linear speed on the quality of the reconstruction is less than the one from the rotational speed in the same way of the optical flow previously studied. As well the addition of variables to the system a b makes it less constrained and so cause a decay in its robustness to noise. According to Fig. 8 and 9 the simplified rolling shutter model is more robust than the complete one. In addition, it is faster to solve (less parameters to optimise, less derivation a fortiori numerical ones, smaller jacobians). Less variables reduces too the probability to have local minima. A system which doesn't need successive sequences of near images allow to work with spatially and time spaced images (leading better triangulation due to a more pronounced stereo), the inclusion of images taken out of the sequence both rolling and global shutter. It results a lighter application with less processor charge and less data transfer via the bus. Currently the methods in reconstruction are not in using all the images from the camera but selecting them, as seen in (Mouragnon et al., 2009) . The presented method is suitable in the actual state of art SLAM by its spatially and temporally spaced acquisition robustness.
CONCLUSIONS
We presented a method to deal with rolling shutter distortion for SFM applications relevant in the current state of art. The method is accurate thanks to the modelling of the motion; generic, it can deal with both rolling shutter and global shutter images; robust thanks to the use of only very useful parameters; usable with very low frame rate video. We think that this method can be very useful in many applications in robotics, or in augmented reality applications with the use of devices such as phones or notepads whose embedded cameras are rolling shutter. We envisage to use the effect of rolling shutter on primitives to get a priori on motion and robustify matching.
