D
issent is crucial for the advancement of science. Disagreement is at the heart of peer review and is impor tant for uncovering unjustified assumptions, flawed methodologies and problematic reasoning. Enabling and encouraging dis sent also helps to generate alternative hypo theses, models and explanations. Yet, despite the importance of dissent in science, there is growing concern that dissenting voices have a negative effect on the public percep tion of science, on policymaking and public health. In some cases, dissenting views are deliberately used to derail certain policies. For example, dissenting positions on climate change, environmental toxins or the hazards of tobacco smoke [1, 2] seem to laypeople as equally valid conflicting opinions and thereby create or increase uncertainty. Critics often use legitimate scientific disagreements about narrow claims to reinforce the impres sion of uncertainty about general and widely accepted truths; for instance, that a given substance is harmful [3, 4] . This impression of uncertainty about the evidence is then used to question particular policies [1, 2, 5, 6] .
The negative effects of dissent on estab lishing public polices are present in cases in which the disagreements are scientifi cally wellgrounded, but the significance of the dissent is misunderstood or blown out of proportion. A study showing that many factors affect the size of reef islands, to the effect that they will not necessarily be reduced in size as sea levels rise [7] , was simplistically interpreted by the media as evidence that climate change will not have a negative impact on reef islands [8] .
In other instances, dissenting voices affect the public perception of and moti vation to follow publichealth policies or recommendations. For example, the pub lication of a now debunked link between the measles, mumps and rubella vaccine and autism [9] , as well as the claim that the mercury preservative thimerosal, which was used in childhood vaccines, was a possible risk factor for autism [10, 11] , created pub lic doubts about the safety of vaccinating children. Although later studies showed no evidence for these claims, doubts led many parents to reject vaccinations for their chil dren, risking the herd immunity for diseases that had been largely eradicated from the industrialized world [12] [13] [14] [15] . Many scien tists have therefore come to regard dissent as problematic if it has the potential to affect public behaviour and policymaking. However, we argue that such concerns about dissent as an obstacle to public policy are both dangerous and misguided. W hether dissent is based on genu ine scientific evidence or is unfounded, interested parties can use it to sow doubt, thwart public poli cies, promote problematic alternatives and lead the public to ignore sound advice. In response, scientists have adopted several Scientific dissent and public policy Is targeting dissent a reasonable way to protect sound policy decisions?
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Dissenting voices and public policy strategies to limit these negative effects of dissent-masking dissent, silencing dissent and discrediting dissenters. The first strategy aims to present a united front to the pub lic. Scientists mask existing disagreements among themselves by presenting only those claims or pieces of evidence about which they agree [16] . Although there is nearly universal agreement among scientists that average global temperatures are increas ing, there are also legitimate disagreements about how much warming will occur, how quickly it will occur and the impact it might have [7, [17] [18] [19] . As presenting these dis agreements to the public probably creates more doubt and uncertainty than is war ranted, scientists react by presenting only general claims [20] .
A second strategy is to silence dis senting views that might have negative consequences. This can take the form of selfcensorship when scientists are reluctant to publish or publicly discuss research that might-incorrectly-be used to question existing scientific knowledge. For example, there are genuine disagreements about how best to model cloud formation, water vapour feedback and aerosols in general circula tion paradigms, all of which have significant effects on the magnitude of global climate change predictions [17, 19] . Yet, some scien tists are hesitant to make these disagreements public, for fear that they will be accused of being denialists, faulted for confusing the public and policymakers, censured for abat ing climatechange deniers, or criticized for undermining public policy [21] [22] [23] [24] .
Another strategy is to discredit dissenters, especially in cases in which the dissent seems to be ideologically motivated. This could involve publicizing the financial or political ties of the dissenters [2, 6, 25] , which would call attention to their probable bias. In other cases, scientists might discredit the expertise of the dissenter. One such example concerns a 2007 study published in the Proceedings of the National Academy of Sciences USA, which claimed that cadis fly larvae consum ing Bt maize pollen die at twice the rate of flies feeding on nonBt maize pollen [26] . Immediately after publication, both the authors and the study itself became the tar get of relentless and sometimes scathing attacks from a group of scientists who were concerned that antiGMO (genetically modi fied organism) interest groups would seize on the study to advance their agenda [27] . The article was criticized for its methodology and its conclusions, the Proceedings of the National Academy of Sciences USA was criti cized for publishing the article and the US National Science Foundation was criticized for funding the study in the first place. P ublic policies, health advice and regulatory decisions should be based on the best available evidence and knowledge. As the public often lack the expertise to assess the quality of dissenting views, disagreements have the potential to cast doubt over the reliability of scientific knowledge and lead the public to question relevant policies. Strategies to block dis sent therefore seem reasonable as a means to protect much needed or effective health policies, advice and regulations. However, even if the public were unable to evaluate the science appropriately, targeting dis sent is not the most appropriate strategy to prevent negative side effects for sev eral reasons. Chiefly, it contributes to the problems that the critics of dissent seek to address, namely increasing the cacophony of dissenting voices that only aim to create doubt. Focusing on dissent as a problematic
Dissenting voices and public policy activity sends the message to policymakers and the public that any dissent undermines scientific knowledge. Reinforcing this false assumption further incentivizes those who seek merely to create doubt to thwart par ticular policies. Not surprisingly, think tanks, industry and other organizations are willing to manufacture dissent simply to derail policies that they find economically or ideologically undesirable.
Another danger of targeting dissent is that it probably stifles legitimate crucial voices that are needed for both advancing sci ence and informing sound policy decisions. Attacking dissent makes scientists reluctant to voice genuine doubts, especially if they believe that doing so might harm their repu tations, damage their careers and under mine prevailing theories or policies needed. For instance, a panel of scientists for the US National Academy of Sciences, when pre senting a risk assessment of radiation in 1956, omitted wildly different predictions about the potential genetic harm of radiation [16] . They did not include this wide range of predictions in their final report precisely because they thought the differences would undermine confidence in their recommendations. Yet, this information could have been relevant to policymakers. As such, targeting dissent as an obstacle to public policy might simply reinforce selfcensorship and stifle legitimate and scientifically informed debate. If this happens , scientific progress is hindered.
Second, even if the public has mis taken beliefs about science or the state of the knowledge of the science in question, focusing on dissent is not an effective way to protect public policy from false claims. It fails to address the presumed cause of the problem-the apparent lack of under standing of the science by the public. A better alternative would be to promote the public's scientific literacy. If the public were educated to better assess the quality of the dissent and thus disregard instances of ideological, unsupported or unsound dissent, dissenting voices would not have such a negative effect. Of course, one might argue that educating the public would be costly and difficult, and that therefore, the public should simply listen to scientists about which dissent to ignore and which to consider. This is, however, a paternalistic attitude that requires the public to remain ignorant 'for their own good'; a position that seems unjustified on many levels as there are better alternatives for addressing the problem.
Moreover, silencing dissent, rather than promoting scientific literacy, risks under mining public trust in science even if the dissent is invalid. This was exemplified by the 2009 case of hacked emails from a computer server at the University of East Anglia's Climate Research Unit (CRU). After the selective leaking of the emails, cli mate scientists at the CRU came under fire because some of the quotes, which were taken out of context, seemed to suggest that they were fudging data or suppressing dis senting views [28] [29] [30] [31] . The stolen emails gave further ammunition to those opposing policies to reduce greenhouse emissions as they could use accusations of data 'cover up' as proof that climate scientists were not being honest with the public [29] [30] [31] . It also allowed critics to present climate scientists as conspirators who were trying to push a political agenda [32] . As a result, although there was nothing scientifically inappropri ate revealed in the 'climategate' emails, it had the consequence of undermining the public's trust in climate science [33] [34] [35] [36] .
A significant amount of evidence shows that the 'deficit model' of public understanding of science, as described above, is too simplistic to account correctly for the public's reluctance to accept particular policy decisions [37] [38] [39] [40] . It ignores other important factors such as people's atti tudes towards science and technology, their social, political and ethical values, their past experiences and the public's trust in govern mental institutions [41] [42] [43] [44] . The development of sound public policy depends not only on good science, but also on value judgements. One can agree with the scientific evidence for the safety of GMOs, for instance, but still disagree with the widespread use of GMOs because of social justice concerns about the developing world's dependence on the interests of the global market. Similarly, one need not reject the scientific evidence about the harmful health effects of sugar to reject regulations on sugary drinks. One could rationally challenge such regulations on the …there is growing concern that dissenting voices can have a negative effect on the public perception of science, on policymaking and public health science & society Dissenting voices and public policy grounds that informed citizens ought to be able to make free decisions about what they consume. Whether or not these value judge ments are justified is an open question, but the focus on dissent hinders our ability to have that debate.
As such, targeting dissent completely fails to address the real issues. The focus on dissent, and the threat that it seems to pose to public policy, misdiagnoses the problem as one of the public misunderstanding sci ence, its quality and its authority. It assumes that scientific or technological knowledge is the only relevant factor in the development of policy and it ignores the role of other fac tors, such as value judgements about social benefits and harms, and institutional trust and reliability [45, 46] . The emphasis on dissent, and thus on scientific knowledge, as the only or main factor in public policy decisions does not give due attention to these legitimate considerations.
Furthermore, by misdiagnosing the prob lem, targeting dissent also impedes more effective solutions and prevents an informed debate about the values that should guide public policy. By framing policy debates solely as debates over scientific facts, the normative aspects of public policy are hid den and neglected. Relevant ethical, social and political values fail to be publicly acknowledged and openly discussed.
Controversies over GMOs and climate policies have called attention to the negative effects of dissent in the scientific community. Based on the assumption that the public's reluctance to support particular policies is the result of their inability to properly under stand scientific evidence, scientists have tried to limit dissenting views that create doubt. However, as outlined above, targeting dis sent as an obstacle to public policy probably does more harm than good. It fails to focus on the real problem at stake-that science is not the only relevant factor in sound policy making. Of course, we do not deny that sci entific evidence is important to the develop. ment of public policy and behavioural deci sions. Rather, our claim is that this role is misunderstood and often oversimplified in ways that actually contribute to problems in developing sound sciencebased policies.
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