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Abstract: Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables with partial sums
{Sn, n ≥ 1}. Based on the classical Baum-Katz theorem, a paper by Heyde in 1975
initiated the precise asymptotics for the sum
∑
n≥1 P(|Sn| ≥ ǫn) as ǫ goes to zero. Later,
Klesov determined the convergence rate in Heyde’s theorem. The aim of this paper is
to extend Klesov’s result to the precise asymptotics for Davis law of large numbers, a
theorem in Gut and Spa˘taru [2000a].
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1. Introduction
Let X,X1,X2, · · · be i.i.d. random variables with partial sums Sn =
∑n
k=1Xk, n ≥ 1.
Throughout this paper, we use N to denote a standard normal random variable and set
log n = ln(x ∨ e).
Hsu and Robbins [1947] introduced the definition of complete convergence. Later, Baum
and Katz [1965] obtained the following famous result.
Theorem BK Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with partial
sums {Sn, n ≥ 1}. Given 0 < p < 2 and r ≥ p, we have
∑
n≥1
n
r
p
−2
P(|Sn| ≥ ǫn
1
p ) <∞, for any ǫ > 0, (1.1)
if and only if E|X|r < ∞, and when r ≥ 1, EX = 0. For r = 2, p = 1, we refer to Hsu
and Robbins [1947] (for the sufficiency) and Erdo˝s [1949, 1950] (for the necessity). For
r = p = 1, Theorem BK reduces to the theorem of Spitzer [1956].
There have been some extensions of complete convergence in several directions. The
first is to consider the precise rate. We state the result in Heyde [1975] here.
Theorem H Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with partial
sums {Sn, n ≥ 1}. We have
lim
ǫց0
ǫ2
∑
n≥1
P(|Sn| ≥ ǫn) = EX2, (1.2)
whenever EX=0 and EX2 < ∞ (corresponding to the case of r = 2, p = 1 in Theorem
BK). For more results on the precise rate, see Chen [1978], Spa˘taru [1999], Gut and
Spa˘taru [2000a, 2000b], Spa˘taru [2004], Li and Spa˘taru [2012], etc.
1
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The following result of Klesov [1994] studied the rate of convergence in precise asymp-
totics of Heyde’s result (1.2).
Theorem K Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with partial
sums {Sn, n ≥ 1}.
(1) If X is normal with mean 0 and variance σ2 > 0. Then, we have
lim
ǫց0
(∑
n≥1
P(|Sn| ≥ ǫn)− σ
2
ǫ2
)
= −1
2
.
(2) If EX=0, EX2 = σ2 > 0, and E|X|3 <∞, then
lim
ǫց0
ǫ
3
2
(∑
n≥1
P(|Sn| ≥ ǫn)− σ
2
ǫ2
)
= 0.
Recently, Gut and Steinebach [2012, 2013] extended Theorem K to Theorems 1, 2 in
Gut and Spa˘taru [2000a], in which they got the precise asymptotics in Baum-Katz law of
large numbers. Furthermore, Gut and Spa˘taru [2000a, Theorem 3] obtained the precise
asymptotics in Davis law of large numbers as follows.
Theorem GS Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with partial
sums {Sn, n ≥ 1}. Suppose that EX=0 and EX2 = σ2 <∞. We have, for 0 ≤ δ ≤ 1,
lim
ǫց0
ǫ2δ+2
∑
n≥1
(log n)δ
n
P(|Sn| ≥ ǫ
√
n log n) =
E|N |2δ+2
δ + 1
σ2δ+2. (1.3)
Motivated by the above results, the purpose of this paper is to extend Klesov’s result
to Theorem GS. We first introduce some notations.
Definition 1.1 Given 0 ≤ δ ≤ 1, define
γn,δ :=
n∑
j=1
(log j)δ
j
− (log n)
δ+1
δ + 1
, n ≥ 1, (1.4)
and
γδ := lim
n→∞ γn,δ. (1.5)
Remark 1.1 For any 0 ≤ δ ≤ 1, we will prove the convergence of the sequence
{γn,δ, n ≥ 1} in Section 2.
Theorem 1.1 Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables with EX=0,
EX2 = σ2 > 0 and Sn =
∑n
k=1Xk, n ≥ 1. Given 0 ≤ δ ≤ 1, suppose that E|X|2+δ < ∞
when 0 < δ ≤ 1, and E[|X|2 log(1 + |X|)] <∞ when δ = 0. We have
lim
ǫց0
[∑
n≥1
(log n)δ
n
P
(
|Sn| ≥ ǫ
√
n log n
)
− E|N |
2δ+2
δ + 1
σ2δ+2ǫ−(2δ+2)
]
= γδ − ηδ,
where γδ is defined in (1.5) and
ηδ :=
∑
n≥1
(log n)δ
n
P(Sn = 0). (1.6)
2
3Remark 1.2 We will prove ηδ <∞ in Section 3.
Throughout this paper, we use C to denote positive constants whose values will be
different in different places. Let N denote a standard normal variable and log n = ln(x∨e).
Without loss of generality, we assume σ = 1 in the following two sections.
2. The normal case
We first prove the convergence of the sequence {γn,δ, n ≥ 1}, where γn,δ is defined in
(1.4).
Lemma 2.1 Given 0 ≤ δ ≤ 1, the limit of the sequence {γn,δ, n ≥ 1} exists.
Proof: By the definition of γn,δ and the mean value theorem, we have, for n ≥ 1,
γn+1,δ − γn,δ =
(
log(n+ 1)
)δ
n+ 1
−
(
log(n+ 1)
)δ+1 − (log n)δ+1
δ + 1
=
(
log(n+ 1)
)δ
n+ 1
− (log ξ)
δ
ξ
,
(2.1)
for some ξ ∈ (n, n + 1). Let g(x) = (log x)δ
x
, then g′(x) = (log x)
δ−1(δ−log x)
x2
. Thus, when
x > eδ, g(x) is a decreasing function. So we have, when n > eδ, γn+1,δ − γn,δ < 0, which
means that {γn,δ, n ≥ eδ} is a decreasing sequence.
By Euler-Maclaurin sum formula (see Crame´r [1946, p. 124]), we have
n∑
j=1
(log j)δ
j
=
∫ n
1
(log x)δ
x
dx+
(log n)δ
2n
−
∫ n
1
P1(x)d
(log x)δ
x
=
(log n)δ+1
δ + 1
+
(log n)δ
2n
−
∫ n
1
P1(x)
(log x)δ−1(δ − log x)
x2
dx,
where P1(x) = [x] − x + 12 , and [x] denotes the maximal integer less than or equal to x.
Thus,
|γn|=
∣∣∣(log n)δ
2n
−
∫ n
1
P1(x)
(log x)δ−1(δ − log x)
x2
dx
∣∣∣
≤ (log n)
δ
2n
+
3
2
∫ n
1
∣∣∣(log x)δ−1(δ − log x)
x2
∣∣∣dx.
Since
∫∞
1
(log x)δ
x2
dx < ∞, we obtain that the sequence {γn,δ, n ≥ 1} has a lower bound.
The monotone bounded theorem shows that limn→∞ γn,δ exists, for any 0 ≤ δ ≤ 1.
Proposition 2.1 Given 0 ≤ δ ≤ 1, we have
lim
ǫց0
[∑
n≥1
(log n)δ
n
P
(
|N | ≥ ǫ
√
log n
)
− E|N |
2δ+2
δ + 1
ǫ−2(δ+1)
]
= γδ,
where N denotes a standard random variable.
3
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Proof: Note that
∑
j≥1
(log j)δ
j
P(|N | ≥ ǫ
√
log j)
=
√
2
π
∑
j≥1
(log j)δ
j
∫ ∞
ǫ
√
log j
e−
y2
2 dy
=
√
2
π
∑
j≥1
(log j)δ
j
∑
n≥j
∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy
=
√
2
π
∑
n≥1
[ n∑
j=1
(log j)δ
j
] ∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy
=
√
2
π
∑
n≥1
( (log n)δ+1
δ + 1
+ γδ
) ∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy
+
√
2
π
∑
n≥1
(γn,δ − γδ)
∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy (2.2)
=:∆(ǫ) + Γ(ǫ), (2.3)
where (2.2) follows from the definition of γn,δ.
The mean value theorem for integration shows that there exists ξ ∈ (n, n+1) such that
∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy= ǫe−
ǫ2 log ξ
2 (
√
log(n+ 1)−
√
log n)
= ǫe−
ǫ2 log n
2
(n
ξ
) ǫ2
2 (
√
log(n+ 1)−
√
log n). (2.4)
By Taylor expansion, we have
(n
ξ
) ǫ2
2 = 1 +
ǫ2
2
O(
1
n
) (2.5)
and √
log(n+ 1)−
√
log n =
1
2n
√
log n
+O(
1
n2
). (2.6)
Thus, by (2.4)∼(2.6), we have
∆(ǫ) =
√
2
π
∑
n≥1
(log n)δ+1
δ + 1
∫ ǫ√log(n+1)
ǫ
√
logn
e−
y2
2 dy + γδ
=
√
2
π
ǫ
2(δ + 1)
∑
n≥1
(log n)δ+
1
2
n
e−
ǫ2
2
logn + γδ + ǫO(1). (2.7)
4
5Furthermore, the change of variable y = ǫ
√
log x yields that
√
2
π
ǫ
2(δ + 1)
∫ ∞
1
(log x)δ+
1
2
x
e−
ǫ2
2
log xdx
=
√
2
π
ǫ
2(δ + 1)
∫ ∞
0
2y2(δ+1)
ǫ2δ+3
e−
y2
2 dy
=
1
δ + 1
ǫ−2(δ+1)E|N |2(δ+1). (2.8)
It remains to estimate Γ(ǫ). By Lemma 2.1, for any ρ > 0, we may choose positive
integer n1 such that |γn,δ − γδ| < ρ for n > n1. We split the sum at n1 into two parts.
Thus, we have
lim sup
ǫց0
|Γ(ǫ)| ≤ lim sup
ǫց0
P
(
0 < |N | ≤ ǫ
√
log(n1 + 1)
)
+ ρP
(
|N | ≥ ǫ
√
log(n1 + 1)
)
≤ 2ρ. (2.9)
(2.3), (2.7)∼(2.9) and the arbitrary of ρ imply that we complete the proof of Proposition
2.1.
3. The remainder term
Lemma 3.1 (Heyde [1967]) Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random
variables with EX = 0, EX2 = σ2 <∞, and Sn =
∑n
k=1Xk. Then, we have
∑
n≥1
n−1+
δ
2 sup
x
∣∣∣P(Sn ≤ σ√nx)− P(N ≤ x)
∣∣∣ <∞, 0 ≤ δ < 1, (3.1)
if and only if E|X|2+δ <∞, when 0 < δ < 1, and E[|X|2 log(1 + |X|)] <∞, when δ = 0.
Proposition 3.1 Under the conditions of Theorem 1.1, we have
lim
ǫց0
∑
n≥1
(log n)δ
n
[
P(|Sn| ≥ ǫ
√
n log n)− P(|N | ≥ ǫ
√
log n)
]
= −ηδ, (3.2)
where ηδ is defined in (1.6).
Proof: Let
Λn := sup
x
∣∣∣P(|Sn| ≥ √nx)− P(|N | ≥ x)
∣∣∣. (3.3)
When 0 ≤ δ < 1, it follows from (3.1) that
∑
n≥1
(log n)δ
n
Λn
≤C
∑
n≥1
n−1+
δ
2 sup
x
∣∣∣P(Sn ≤ σ√nx)− P(N ≤ x)
∣∣∣ <∞. (3.4)
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When δ = 1, then E|X|3 < ∞. We make use of the following large deviation estimate
(Nagaev [1965]): ∣∣∣P(Sn < √nx)− P(N < x)∣∣ ≤ CE|X|3√
n(1 + |x|3) . (3.5)
It follows from (3.5) that
∑
n≥1
(log n)δ
n
Λn ≤ C
∑
n≥1
(log n)δE|X|3
n
3
2 (1 + |x|3)
≤ C
∑
n≥1
(log n)δ
n
3
2
<∞. (3.6)
Define
Λn(ǫ) := P(|Sn| ≥ ǫ
√
n log n)− P(|N | ≥ ǫ
√
log n).
Note that |Λn(ǫ)| ≤ Λn. Furthermore,
Λn(ǫ) = P(|N | < ǫ
√
log n)− P(|Sn| < ǫ
√
n log n).
By using the dominated convergence theorem, we have
lim
ǫց0
∑
n≥1
(log n)δ
n
Λn(ǫ)
=
∑
n≥1
(log n)δ
n
lim
ǫց0
Λn(ǫ)
=−
∑
n≥1
(log n)δ
n
P(Sn = 0) = −ηδ, (3.7)
Where (3.7) follows from the continuity of the distribution of N . Thus, We complete the
proof of Proposition 3.1.
Remark 3.1 It can easily be verified that ηδ (defined in (1.6)) is finite. Note that
ηδ =
∑
n≥1
(log n)δ
n
P(Sn = 0) ≤
∑
n≥1
(log n)δ
n
P(|Sn| < 1√
n
)
≤
∑
n≥1
(log n)δ
n
∣∣∣P(|Sn| < 1√
n
)− P(|N | < 1
n
)
∣∣∣+∑
n≥1
(log n)δ
n
P(|N | < 1
n
). (3.8)
The first sum in (3.8) is finite by (3.4) and (3.6). Furthermore,
P(|N | < 1
n
) =
√
2
π
∫ 1
n
0
e−
t2
2 dt ≤ C 1
n
,
which means that the second sum in (3.8) is less than or equal to C
∑
n≥1
(log n)δ
n2
. We
complete the proof of the finiteness of ηδ.
Proof of Theorem 1.1: By Propositions 2.1 and 3.1, we may obtain Theorem 1.1.
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