Abstract. In this paper an implicit characterization of the complexity classes k-EXP and k-FEXP, for k ≥ 0, is given, by a type assignment system for a stratified λ-calculus, where types for programs are witnesses of the corresponding complexity class. Types are formulae of Elementary Linear Logic (ELL), and the hierarchy of complexity classes k-EXP is characterized by a hierarchy of types.
Introduction
Inside the research field of implicit computational complexity (ICC), whose goal is to study complexity classes without relying on a particular computational model, we focus on the problem of studying complexity classes by means of programming languages and calculi. Early work on this topic has been carried out by Neil Jones [15, 16] , in particular using functional programming. The interest of these investigations is twofold: from the computational complexity point of view, they provide new characterizations of complexity classes, which abstract away from machine models; from the programming language point of view, they are a way to analyze the impact on complexity of various programming features (higher-order types, recursive definitions, read/write operations). Seminal research in this direction has been carried out in the fields of recursion theory [5, 17] , λ-calculus [19] and linear logic [14] . These contributions usually exhibit a new specific language or logic for each complexity class, for instance PTIME, PSPACE, LOGSPACE: let us call monovalent the characterizations of this kind. We think however that the field would benefit from some more uniform presentations, which would consist in both a general language and a family of static criteria on programs of this language, each of which characterizing a particular complexity class. We call such a setting a polyvalent characterization; we believe that this approach is more promising for providing insights on the relationships between complexity classes. Polyvalent characterizations of this nature have been given in [16, 18] , but their criteria used for reaching different classes referred to the construction steps of the programs. Here we are interested in defining a polyvalent characterization where computational classes are expressed by means of the program's type in a dedicated system. Along these lines, we give a polyvalent characterization of the complexity classes k-EXP = ∪ i∈N DTIME(2 n i k ) and k-FEXP = ∪ i∈N FDTIME(2 n i k ) for all k ≥ 0, where DTIME(F (n)) and FDTIME(F (n)) denote respectively the class of predicates and the class of functions on binary words computable on a deterministic Turing machine in time O(F (n)), and 2 n k is n if k = 0, 2 2 k−1 otherwise. The language we consider is the λ ! -calculus, an extension of λ-calculus enriched with a !-modality, whose role is to introduce in the language a notion of stratification, and we consider the subset of all terms satisfying a given well-formedness condition. The stratification of the computation then allows to obtain an elementary complexity bound when applying a well-formed program to a data. Namely, we define the k-approximation of a computation, consisting in computing up to the k-stratum, ignoring the higher strata of the term. Then we prove that the k-approximation of the computation can be performed in time bounded by a tower of 2's of height k, whose exponent depends on the size of the supplied data. Nevertheless, in order to characterize complexity classes we must consider both a complete computation and the shape of the result. For these reasons we introduce a type assignment system, inspired by ELL [14] , such that all well-typed terms are also well-formed and functions are characterized by their type: the result is a sound and complete characterization of k-EXP and k-FEXP, for k ≥ 0, and in particular each hierarchy of complexity classes corresponds to a hierarchy of types depending on k. However, the latter characterization of functions is a bit disappointing, in the sense that it is does not account for the compositional closure of the complexity class FPTIME; in order to overcome this issue, we propose a different, maybe less natural typing for functions, which allows to compose programs whose interface (type) corresponds to the FPTIME class. Finally, we show how such newly defined type can be employed fruitfully in order to characterize other complexity classes.
Our result clearly starts from [3] , where the first author obtained a polyvalent characterization in ELL proof-nets of the complexity classes k-EXP = ∪ i∈N DTIME(2 n i k ) for all k ≥ 0. We were motivated by three observations. First of all, the language of proof-nets is not as standard and widespread as say that of λ-calculus. Moreover, the complexity soundness proof uses a partly semantic argument ( [3] Lemma 3 p. 10) and so it does not provide a syntactic way to evaluate the programs with the given complexity bound. Last but not least, the characterization is given for classes of predicates, but not for classes of functions, and it is not so clear how to extend this result to functions because of the method used for the proof.
We would like to put into evidence that the results of [3] cannot be trivially extended to λ-calculus by considering a straightforward translation of λ-terms into proof-nets, since cut-elimination cannot be directly simulated by reduction: indeed, the proof of the complexity bound in the case of proof-nets follows a specific cut-elimination strategy; moreover, as said above it uses a partly semantic argument. For such reasons we need to define some new measures on terms, which are not adapted from proofnets, in order to give a direct proof of the analogous result in λ ! -calculus: we believe that this λ-calculus-based approach may be of help in revealing the underlying working principles of ELL and in building characterizations of other complexity classes.
A nice aspect of our system, with respect to former polyvalent characterizations [16, 18] , is the fact that the complexity bound can be deduced by looking only at the interface of the program, namely its type, without referring to its constructions steps. Moreover, we distinguish the respective roles played by the syntactic aspect (well-formedness) and the typing; this allows us to illustrate how types can provide two different characterizations of the class k-FEXP, based only on the use of different datatypes, and it could prove to facilitate the possible future usage of such elementary λ ! -calculus with other typing systems.
Related Work. The first results on ELL [14, 12] as well as later works [22, 9] have been carried out in the setting of proof-nets. Other syntaxes have then been explored. First, specific term calculi corresponding to the related system LLL and to ELL have been proposed [27, 21, 20] . Alternatively [8] used standard λ-calculus with a type system derived from ELL. The λ ! -calculus we use here has a syntax similar to e.g. [24, 11] , and our type system is inspired by [8] .
A preliminary conference version of the present work appeared in [4] . With respect to this short version the present paper contains:
-full proofs which could not be included in [4] , like for instance that on the complexity bound on the number of reduction steps (Prop. 1) which makes use of a specific reduction strategy (leftmost-by-level strategy); -a detailed treatment of the characterization of FPTIME with alternative data-types and which is closed under composition (Sect. 6); it was only briefly described in the conference version; -characterizations of additional complexity classes, polyFEXP and NP (Sect. 6.1), which are new with respect to the previous paper.
Outline. The paper is organized as follows. In Section 2 the definition of λ ! -calculus is given, together with some of its properties. Section 3 supplies the representation of functions and a first complexity result. In Section 4 the type assignment system is introduced, and in Section 5 the polyvalent characterization of complexity classes is defined, based on types. Section 6 proposes an alternative characterization allowing composition. Section 7 contains some final considerations.
The elementary λ-calculus
Syntax We introduce an elementary λ-calculus, which adds to ordinary λ-calculus a !-modality and distinguishes between two notions of λ-abstraction. The !-modality is reminiscent of the same notion in linear logic and it is used for organizing subterms into strata. The language of terms is defined by the following grammar:
where, as usual, x ranges over a countable set of term variables Var. The set of terms is denoted by Λ ! . The language itself is not new [24, 11] ; however, in the sequel we will focus our attention on a strict subset of terms, for which a specific condition of well-formedness holds. As usual, terms are considered up to α-equivalence and the symbol = denotes the syntactic equality modulo such renaming. Moreover, we assume the so-called variable convention, that is, all bound variables are different from the free variables, so that capture of free variables is prevented after substitution. We consider the class of term contexts, with possibly several holes, generated by the following grammar:
where the symbol represents the hole in the term context. A context containing a single hole is a simple context.
Let C be a context having n holes, for n ≥ 1:
is the term obtained by plugging the term N j into the j-th hole of the context (1 ≤ j ≤ n), where the holes are assumed to be ordered from left to right. If n = 1, then the case is that of a simple context. Observe that, as usual, capture of variables may occur.
We define an occurrence of a term N in M as a simple context C such that M = C[N]; in practice, we will simply write N for the occurrence, if there is no ambiguity, and call it a subterm of M.
Reductions The reduction → is the contextual closure of the following rewriting rules, which are naturally induced by the two notions of abstraction in the language:
Observe that a term of the shape (λ ! x.M)P is a redex only if P =!N for some term N; otherwise such application, also called a block, cannot be reduced
Depth In elementary λ-calculus we need a measure of stratification, in order to study how the computation evolves over different strata; such measure is supplied by the notion of depth, which is clearly inspired by light logics. Let M be a term, and let C be a simple context such that M = C[N] for some term N. The depth of a simple context C, denoted by δ(C), is defined by induction on C as follows:
Observe that, intuitively, the depth of an occurrence C is the number of !s enclosing the hole of the simple context C. We introduce now a notation, for speaking about the occurrences of subterms occurring t a given depth.
denotes a context having n ≥ 0 holes, the j-th hole being at depth i j ∈ N; moreover,
in is the term obtained by plugging the term N j into the j-th hole of the context (1 ≤ j ≤ n).
-C , ..., i , where the symbol occurs n ≥ 0 times, denotes a context such that is its only subterm at depth i, and it occurs n times at depth i in it. Moreover, C N 1 , ..., N n i is the term obtained by filling the context C , ..., i with the terms N 1 , ..., N n , where holes are intended to be ordered from left to right.
Observe that, given a term M and an integer i, there is a unique context
Note that any other representation of M through a context of depth 1 does not satisfy the constraints of the definition.
Informally, we often write that a term N is at depth i in M, for some i ≥ 0, whenever there is a context C such that M = C[N] i . Moreover, the depth of a term M, denoted by δ(M) is defined as follows:
The depth of a term M can also be thought of as the maximal nesting of !s in M, that is, the maximum depth of all simple contexts C such that M = C[N] for some subterm N of M.
Example 2. Let M =!((λx.x) !!y !y): then we have δ(!((λx.x) !! !y)) = 3 and δ(!((λx.x) !!y ! )) = 2; moreover, δ(M) = 3.
Well-formed terms A term M is well-formed iff:
-for any subterm λx.N of M, x occurs at most once and at depth 0 in N; -for any subterm λ ! x.N of M, x occurs any number of times and only at depth 1 in N.
This notion is clearly inspired by ELL. Note that the abstraction λ is a (affine) linear one. Consider a well-formed term λx.M (resp. λ ! x.M); by the definition of multi-hole context, if
Example 3.
-λf.λx.f (f x) is not well-formed, because f is bound by a λ and it occurs twice; this term represents the Church integer 2 in ordinary λ-calculus.
) is well-formed: note that it is obtained from the term above by replacing the λ binding f by a λ ! and by adding a ! in such a way that the occurrences of f are at depth 1.
It is easy to check that to be well-formed is preserved by substitution.
Property 1. Let M, N be well formed; then M{N/x} is well-formed.
The motivation behind the definition of well-formed terms is that in a well-formed term, during a reduction, the depth of a subterm occurrence is inherited by its descendants.
Descendant of a subterm after a reduction step
, where C is a simple context.
-Every occurrence of a subterm N in C is a descendent in M of the same occurrence in M.
then, any occurrence of a subterm of M defined by C[C 2 ], for some simple context
A more standard definition of descendant, based on the notion of labelled reduction, can be found in [6] , def. 4.2.
Example 4. Let M = (λx.xxy)(λz.z) and M = (λz.z)(λz.z)y. Then both the occurrences of (λz.z) in M defined by (λz.z)y and (λz.z) y are descendant of the occurrence of (λz.z) in M defined by (λx.xxy) . Moreover (λz.z)(λz.z) in M is a descendant of (λx.xx )(λz.z) in M. Observe that, in the case (λy.x)(λz.z) → x, the subterm occurrence (λy.x) in the redex has not descendant in the reduct. i. M is a well-formed term.
ii. The depth of a subterm occurrence in M and the depth of its descendants in M are the same.
Proof.
, where R is either a β-redex or a !-redex; the proof follows by induction on the definition of descendant. The complete proof is boring but easy, since it follows from the observation that since a λ-abstraction expects an input at depth 0 and its bound variable is at depth 0, the substitutions occur at depth 0; on the contrary, a λ ! -abstraction expects an input at depth 1 and its bound variable occurs at depth 1, so the substitutions occur at depth 1. iii. If M = C[R] and R is either (λx.P)Q or (λ ! x.P)!Q, where x ∈ FV(P), then
. Otherwise x ∈ FV(P) and by point ii. of this theorem the depth of every subterm occurrence in M and of its descendants in M is the same, so δ(M ) = δ(M), since the depth of term is the maximum between the depth of all its subterms.
From this point onwards, we only consider the subclass of well-formed elementary λ-terms and we refer to it as λ ! -calculus.
Stratified reduction If R is a redex at depth i in M, then there is a simple context C such that M = C[R] i and δ(C) = i, where R is either a β or !-redex. Intuitively, → i denotes a reduction of a redex at depth i; the notation * → ( * → i ) stands for the reflexive and transitive closure of → (→ i ). In order to study the complexity of the reduction, it is necessary to define a measure of terms which is also based on their depth. The size of M at depth i, denoted by |M| i , is defined by induction on M as follows: 
indeed we need to take into account the (possible) increase of depth of each term N k when plugged into the k-th hole of the context.
It is interesting to examine how the size at all depths lower than or equal to i changes, after reducing a redex at depth i: We denote by nf i the set of terms in i-normal form, where informally, a term is in i-normal form if and only if it does not contain any redex at depth less than or equal to i. As a consequence, M is in normal form if and only if it is in δ(M)-normal form.
Confluence The set of well-formed terms can be coherently considered as a calculus: in fact the λ ! -calculus enjoys a confluence property with respect to the stratified reduction. 
Proof.
i. The proof follows the one given in [23] , which can be adapted taking into account the two shape of redexes and the notion of depth. ii. The proof follows easily from point (i) of the current Lemma. iii. The proof follows by induction on C, such that M = C[R], being R the reduced redex.
Level-by-level reduction strategy By Lemma 2.iii, reducing a redex at a given depth does not create any redex at strictly lower depth. Such property of λ ! -calculus suggests that we consider the following nondeterministic level-by-level reduction strategy: if the term is not in normal form, then reduce (non deterministically) a redex at depth i, where i ≥ 0 is the minimal depth such that M ∈ nf i . A level-by-level reduction sequence is a reduction sequence following the level-by-level strategy. We say that a reduction sequence is maximal if either it is infinite or it finishes with a normal term. Proof. Let M be any λ ! -term and let δ = δ(M). By Lemma 1 we know that, in order to reduce M, we must reduce it to a δ-normal form; then it is sufficient to show that any maximal level-by-level reduction sequence s of M contains an i-normal form, for any i ≤ δ, and the proof follows by choosing i = δ.
Note that a maximal level-by-level reduction sequence has the shape shown in Figure 1 , where i denotes one reduction step at depth i according to the level-by-level strategy; we use simply when we do not refer to a particular depth. In the figure, M i i denotes the term in nf i reached after performing all the reduction steps at depth i, which are a finite number n i , by Lemma 3.
Leftmost-by-level reduction strategy In particular cases, we use a deterministic version of the level-by-level strategy, called leftmost-by-level strategy, choosing at every step the leftmost redex which is not under the scope of a λ-abstraction.
A formal account of the leftmost-by-level strategy can be given through a notion of stratified evaluation context, where the stratified evaluation context of M at depth i, for i ≤ δ(M), is denoted by E M i and it is a simple context defined by induction on i:
and N is not an abstraction undefined in any other case
Note that the evaluation context takes into account the fact that we have two kinds of redexes. At a given depth, it consider the leftmost application MN such that M is an abstraction: in case of a λ-abstraction, or in case of a λ ! -abstraction applied to N =!P, for some P, this is the leftmost redex, otherwise it looks for the leftmost redex in the term N. In practice, this corresponds to using a call-by-name discipline for β-redexes and a sort of call-by-value discipline for !-redexes [23] . So the evaluation context of a term M is:
where i is the least i such that E M i is defined, if any; undefined otherwise.
We are now able to give a formal definition of the leftmost-by-level strategy. Let M =⇒ M denote the fact that M is obtained from M by one reduction step according to the leftmost-by-level strategy, then M =⇒ M if there are an evaluation context E M , a redex N and a term N such that
and N → N . All notations for → are extended to and =⇒ in a straightforward way.
The importance of this strategy is evident from the next theorem.
The proof is quite technical, and needs some more definitions and lemmas; it is given in the next subsection.
Proof of Theorem 2
Active points In order to find a sharp bound for the increase of size at depth greater than or equal to i, we need to identify a measure at depth i which decreases with every reduction at depth i−1, for every i > 0; clearly the size at depth i as given in the paragraph about stratified reduction does not have such a property, since a !-redex can make the size at depth i grow quadratically.
Let M =⇒ i M , which represents the reduction of a redex at depth i following the leftmost-by-level strategy. The measure satisfying the previous constraint is the maximum number of potential duplications of a subterm at depth i during the reduction of M, called active points, which are denoted by M i . Note that such measure is dynamic, in the sense that it accounts for the number of occurrences of variables bound by a λ ! -abstraction which could be replaced during the reduction: therefore, this measure depends strictly on the evaluation strategy.
First we need to define the maximum number of λ ! -bound occurrences at depth i in M, denoted by o i (M), for i > 0, as follows:
The number of active points of M at depth i, denoted by M i , is defined by induction on E M as follows:
Observe that the number of active points is undefined at depth 0: indeed there are no active points at depth 0, because all variables bound by a λ ! -abstraction occur at depth greater than 0. Moreover, it is easy to see that M 1 ≤ |M| 1 for any M, since the number of λ ! -bound occurrences is always bounded by the total number of occurrences of variables in M.
, it means that at this point of the computation we don't know yet whether M is a !-redex or a block; therefore we take into consideration the number of active points of N, which will later be discarded in case M proves to be a block.
Our main goal now is to show that the number of active points does not increase during a reduction. To do so, we first prove that the number of active points of a term M at depth i is bounded by o i (M); moreover, reducing a redex M to M implies that the number of λ ! -bound occurrences does not increase:
i. If x occurs at most once and at depth 0 in P,
i. Easy: in the first case, Q is copied only once and so the number of λ ! -bound occurrences is left untouched; in the second case Q might be copied multiple times, but since all λ ! -bound occurrences of Q are at depth greater than 1, their number does not count at depth 1. ii. Easy, by induction on E M . iii. Easy, by the definition of bounded occurrences and active points.
The previous results help showing that the number of active points does not increase while reducing a term by the leftmost-by-level strategy:
As a further step, we study how the size of the whole term changes at depths higher than n, when performing a =⇒ n step:
Proof. We proceed by induction on n, and then by induction on E M n . All these results allow us to easily obtain a sort of stratified version of the size-growth result when performing a reduction step at depth n, where the size of the reduced term at depth i is bounded by a function of the size of the initial term at depth i and of the number of its active points at depth n + 1:
by Lemma 6
The proof of Theorem 2 is a direct corollary of the previous lemma. In fact, as a consequence of the definition of active points we know that
Computing with elementary lambda-calculus
Representation of functions Since our primary aim is representing functions, we first need to encode data in order to represent input and output of such functions.
The representation of boolean values is given by the familiar encoding true def = λx.λy.x and false def = λx.λy.y, while the representation of tally integers and binary words cannot be given by the usual Church encoding, since the terms corresponding to Church integers and words do not satisfy the well-formedness condition, that is, neither are terms of λ ! -calculus. In order to overcome this issue, we use the following encodings for Church integers and Church binary words:
where, by abuse of notation, we also denote by 1 the term λ ! f.!f.
As is well known, Church integers are convenient for computing iteration in λ-calculus, but not so much for computing the predecessor, because this needs to be done by iteration. Similarly Church words are not well-suited for computing the tail of a word, nor for defining a function on words by case distinction on its first bit. For this reason we will also consider a second encoding of binary words. These are called Scott words and allow for an easy representation of basic operations such as computing the tail of the word or representing a function on words by case distinction Scott binary words are given by:
We will describe the basic operations on Scott binary word in Sect. 5, after we have defined a type system. Observe that the terms encoding booleans and Scott binary words are of depth 0, while those representing Church integers and Church binary words are of depth 1. We denote the length of a word w ∈ {0, 1} by length(w).
Representation of the computation Let P be a closed λ ! -term in normal form, which we call a program. We represent the computation of a program on a binary word w, by considering applications of the form P!w, where the argument is at depth 1 because we want the program to be able to duplicate its input if needed. Concerning the shape of the result, since we want to allow computation at arbitrary depth, we require the output to be of the form ! k D, where k ∈ N and D is one of the data representations above. We thus say that a function f : {0, 1} → {0, 1} is represented by a program P if there exists k ∈ N such that, for any w ∈ {0, 1} , P!w * →! k D where D = f (w). Note that here we are using the Church binary word representation for the input and the Scott binary word representation for the output; however, this definition can be adapted to functions with other domains and codomains: in particular the codomain can be simply {0, 1}, which is represented by {true, false}.
Complexity bound We will analyze the complexity of the reduction of terms of the shape P!w to their k-normal form, that is of reducing up to depth k, for k ∈ N; the proof is based on Theorem 2.
Let 2 n i be defined inductively as 2 x 0 = x and 2 x i+1 = 2 2 x i .
Proposition 1. Let P be a program; for any k ≥ 2, there exists a polynomial q such that, for any w ∈ {0, 1} , P!w
k−2 , where n = length(w). In particular, if k = 2 then the bound is polynomial in n.
Proof. We proceed by induction on k.
Without loss of generality, we can assume P to be a λ ! -abstraction of the form λ ! y.Q; otherwise P!w is a normal form and the property holds.
Let k = 2 and consider a level-by-level reduction sequence of M 1 0 = P!w: we examine round 0 and round 1 of the reduction sequence, following the notation of Figure 1 . At round 0, the only reduction is (λ ! y.Q)!w → Q{w/y} = M 1 1 . Observe that M 1 1 ∈ nf 0 because the occurrences of y in Q are at depth 1. Let us now consider round 1. Let b = n 0 (y, Q), which is independent of n: then |Q{w/y}| 1 ≤ |Q| 1 + b · |w| 0 and, by definition of w, |w| 0 = 2. Therefore, |M 1 1 | 1 = |Q{w/y}| 1 ≤ |Q| 1 + 2b. Let c be the constant |Q| 1 + 2b, which is again independent of n: by Lemma 1, the number of steps at the end of round 1 is bounded by c, so the part of the statement concerning the number of steps holds. Now let M 1 2 ∈ nf 1 be the term obtained at the end of round 1. By Lemma 2.i (confluence) M 1 1 * =⇒ 1 M 1 2 and by Lemma 1 such reduction is performed in c steps, where c ≤ |M
1 | ≤ |Q| + b|w|, so the size is polynomial in n. Let us assume the property holds for k: we prove that it holds also for k + 1. By inductive hypothesis, M reduces to M 1 k in at most 2
steps. Moreover, by Lemma 2.i (depth-wise confluence) M 1 k * =⇒ M 1 k+1 and by Lemma 1 and Theorem 2 we obtain
for some polynomial q (n): therefore the statement holds for k + 1.
Approximations From Prop. 1 we can easily derive a 2 q(n) k−2 bound on the number of steps of the reduction of P!w, not only to its (k − 1)-normal form, but also to its k-normal form M 1 k+1 . Unfortunately, this does not yield directly a time bound O(2 q(n) k−2 ) for the simulation of this reduction on a Turing machine: indeed, even though the size of the final term of round k fulfills the desired bound, the same does not hold for intermediate terms of round k, for which the size at depth k +1 can grow exponentially.
Nonetheless, since we are only interested in the result of the computation at depth k, the size of the subterms at depth k + 1 is actually irrelevant. In order to overcome such issue we introduce a notion of approximation, which allows to compute up to a certain depth k while ignoring the higher strata of the term: such notion is inspired by the semantics of stratified coherence spaces [1] , where partial information is managed with the aim of obtaining more and more refinements of the actual computation.
In order to accomodate approximations, we extend the calculus with a constant * , whose sizes are | * | 0 = 1 and | * | i+1 = 0 for every i ≥ 0. The definition is then extended to term contexts in the following way.
The i-th approximation of a context C for i ∈ N, denoted by C i , is defined by induction on C as follows:
, since all subterms filling the holes at depth j > i do not count when the approximation at depth i is considered. In practice, when considering the i-th approximation of a term M, M i is obtained by replacing all subterms of M at depth i + 1 by the constant * .
Example 7. For every Church binary word w, the approximations at depth 0 and i + 1 are respectively w 0 = λ ! f 0 .λ ! f 1 .! * and w i+1 = w, for i ≥ 0.
First we examine the effect of approximation on substitutions, reductions and contexts respectively:
Lemma 8 (Approximation of substitution).
i. If the occurrence of x in M is at depth 0, then M{N/x}
ii. If all occurrences of x in M are at depth 1, then M{N/x}
Proof. If the redex is erasing the proof is trivial. Otherwise, the proof follows easily by Lemma 8: in the first case, by definition of λ ! -terms we know that
Lemma 10 (Approximation and depth).
i. As M → M by one step at depth j, we have that M = C[P] j and M = C[P ] j where P is a redex and P is its contractum. Therefore by
by using Lemma 9, where the reductions takes place at depth j.
ii. Let M i → M i by one reduction step at depth i.
, where P is a redex and P is its contractum:
occurrences of x in N are at depth 1, so they occur at depth i+1 in M i . Since any subterm of M i at depth i + 1 is the constant * , there are no occurrences of x in N: therefore P = N and
If j ≥ i + 2, then |M i | j = 0 = |M i | j and so the statement follows.
Finally, with the aid of approximants, we are able to prove the time bound for the computation of the application P!w on a Turing machine:
Proposition 2. Let P be a program; for any k ≥ 2, there exists a polynomial q such that for any w ∈ {0, 1} , the reduction of P!w k to its k-normal form can be computed in time O(2 q(n) k−2 ) on a Turing machine, where n = length(w). k−2 ): therefore, we can conclude by using the fact that one reduction step in a term M can be simulated in time p(|M|) on a Turing machine [27] , for a suitably chosen polynomial p.
4 A type assignment system for λ ! -calculus
In the previous section we have seen complexity bounds on the reduction of λ ! -calculus programs. We will now introduce a type system for terms of this calculus, with several motivations. The first motivation, which is standard, is that we want to be able to specify the domain and codomain of a program (e.g. data-types such as Church binary words, booleans . . . ). The second motivation, which is a little bit less standard, is that we wish to ensure statically that the evaluation of a program fed with an input will not end up with a deadlock, and typically that it will reduce to a value, for instance a boolean or a word (in Church or Scott representation). Finally the third reason is that we would like our type system to provide us statically some information about the depth at which computation will be performed. Typically Prop. 2 has provided us a time bound for computation until depth k, but to use it in practice we need to know what is the depth up to which reduction needs to be performed so as to obtain as result a value. The types will provide this piece if information.
To reach these goals we introduce a type assignment system for λ ! -calculus based on ELL, such that all typed terms are also well-formed and therefore all previous results are preserved in the typed setting. In particular the information about the depth at which computation needs to performed will be given by the nesting of ! modalities in the type of the program.
In this section we will define the type system and prove some general properties such as subject-reduction. In the following sections we will then use the types to characterize complexity classes.
An elementary typing system The set T of types is generated by the following grammar:
A ::= a | S (linear types) S ::= σ σ | ∀a.S | µa.S (strict linear types)
where a ranges over a countable set of type variables Var. Types of the shape !σ are called modal.
Observe that, among linear types, we distinguish the subclass of strict linear types, also featuring polymorphic types (∀a.S) and type fixpoints (µa.S). Such a subclass contains all non-atomic linear types and is closed under substitution. A basis is a partial function from variables to types, with finite domain, ranging over Γ, ∆, Θ. As usual, the domain of a basis Γ is denoted by dom(Γ ) and it represents the set of variables for which there exists a mapping in Γ , that is, dom(Γ ) = {x | Γ (x) is defined}. Taking inspiration from [8] , we consider three different bases Γ | ∆ | Θ having pairwise disjoint domains, called respectively linear, modal and parking basis, such that Γ maps term variables to linear types, ∆ maps term variables to modal types and Θ maps term variables to types.
The rules of the type assignment system are given in Table 1 , where Γ 1 #Γ 2 stands for dom(Γ 1 ) ∩ dom(Γ 2 ) = ∅, while FTV(σ) denotes the set of free variables of σ and FTV(Γ ) = ∪ x∈dom(Γ )
FTV(Γ (x)).
The typing system proves statements of the shape Γ | ∆ | Θ M : σ; derivations are ranged over by Π, Σ, Φ, so Π Γ | ∆ | Θ M : σ identifies a particular derivation proving the statement Γ | ∆ | Θ M : σ. When all three bases are empty, we write the derivation as Π M : σ. We say that a term M is well-typed if and only if there is a derivation Π Γ | ∆ | ∅ M : σ for some Γ, ∆, σ: indeed, variables in the parking context are considered as having an intermediary status, since they eventually have to shift to the modal context in order for the term to be well-typed. Some comments about the rules are in order:
-rule ( E) deals with the linear basis in multiplicative way, while in additive way with the two other basis; -there is no axiom rule for introducing variables in the modal basis, but a variable can be introduced in the parking basis and then moved to the modal basis by applying rule (!); -there is no abstraction rule for variables in the parking basis, thus underlining the fact that parking variables only have a "temporary" status;
-with respect to the system of [8] , rule (!) is restricted so that both the linear and modal bases in the premise are empty; such restriction guarantees that typed terms are also well-formed, so that a stratified complexity bound can be obtained, for a specific k depending on the type, instead of the usual rough elementary bound; -rules (µI), (µE), (∀I) and (∀E), also referred to as non-constructive rules, are the only rules which do not contribute to the syntactic construction of the term.
By observing the shape of the rules, it is easy to see that new mappings of variables to types can be added to any basis by means of implicit weakening:
Proof. Easy, by induction on Π.
Properties of the system As usual, in order to prove the subject reduction property we need a substitution lemma. Here such lemma is split into three points, one for each basis in which the substituted variable may occur:
Proof. All three points follow by induction on Π.
i) Easy. ii) Easy. iii) Observe that Σ Γ 2 | ∆ | Θ !N :!σ ends with an application of rule (!) to Σ ∅ | ∅ | Θ N : σ, where ∆ =!Θ , ∆ for some ∆ . Consider the case where Π ends with an application of rule (!); then either x ∈ FV(P) and Π is Fig. 2 . Erasing of a ∀-detour. where M =!P, τ =!ρ and ∆ =!Θ , ∆ , so Φ is
or x ∈ FV(P) and Π is
where M =!P, τ =!ρ and ∆ =!Θ , ∆ . By Lemma 11 we can build Π ∅ | ∅ | Θ , x : σ P : ρ and Σ ∅ | ∅ | Θ N : σ such that Θ = Θ , Θ and ∆ =!Θ , ∆ for some context ∆ . Then Φ Γ 1 , Γ 2 | ∆ | Θ !(P{N/x}) :!ρ is obtained by applying point ii of the current Lemma to Π , followed by one application of rule (!).
In the spirit of formula-as-types approach, subject reduction is related to detour elimination. As usual, a detour occurs in a derivation whenever the application of a rule introducing a connective is immediately followed by an application of a rule eliminating the same connective. Here we have three kinds of detours, namely the ∀-detour, the µ-detour and the -detour. ∀ and µ detours in a derivation can be erased without altering the structure of the subject, following the procedures illustrated in Fig.  2 
and 3 respectively.
A derivation Π is said to be clean if it does not contain any detour. The subject reduction corresponds to a sequence of detour eliminations.
Theorem 3 (Subject reduction
, where either R = (λx.P)Q or (λ ! x.P)!Q: we proceed by induction on C.
Let C = , so M = R and M = P{Q/x}. If M is a β-redex, then Π Γ | ∆ | Θ M : σ is of the shape:
In both cases, δ is a (possibly empty) sequence of non-constructive rules: we prove, by induction on the length of δ, that all its rules can be erased by a sequence of detour eliminations. If δ is empty, then the proof is trivial. Otherwise, the last applied rule must be an elimination rule. Let δ = δ 1 δ 2 , where δ 2 is composed by elimination rules and δ 1 ends with an introduction rule. Then the last applied rule of δ 1 and the first of δ 2 are necessarily an introduction and an elimination of the same connective, so they form a detour that can be eliminated. By iterating the procedure we obtain, in case of a β-redex:
Then by Lemma 12 there is Π Γ , Γ | ∆ | Θ P{N/x} : σ . The case of a !-redex is similar. All the other cases follow easily by induction.
Furthermore we examine the depth of the free occurrences of a variable in a typed λ ! -term. The following property, similar to the result given in Theorem 1 for the untyped calculus, essentially depends on the restriction imposed on the premise of rule (!), which is responsible for the fact that all free variables are either at depth 0 or 1, so effectively guaranteeing that the depth of a (sub)term does not increase:
-x ∈ dom(Γ ) ∪ dom(Θ) if and only if x occurs at depth 0 in M, -x ∈ dom(∆) if and only if x occurs at depth 1 in M.
Proof. By induction on Π.
Finally, by exploiting the results of Theorem 3 and Lemma 13, we are able to show that the typed terms are exactly those of λ ! -calculus: Lemma 14. If a term is well-typed, then it is also well-formed.
Proof. Consider a derivation Π typing M. For each subderivation of Π of the shape
by Lemma 13, x occurs at most once at depth 0 in P, while all occurrences of y (if any) are at depth 1 in Q: this corresponds exactly to the notion of well-formed terms.
Finally we now prove the functoriality of the ! modality, which will be useful in the following sections:
Proof. Note that the type τ is mentioned as subscript in the notation M k,τ , because the decomposition of the type as σ 1 ... σ n τ is unique only up to the choice of τ . For instance if M : a (a a), then we have M 1,a :!a !a !a and M 1,a a :!a !(a a). Now we proceed with the proof, by induction on k. Let k = 1. By applying n times rule ( E) to M : σ 1 ... σ n τ and to the parking axioms ∅ | ∅ | x i : σ i x i : σ i (1 ≤ i ≤ n), we obtain the proof ∅ | ∅ | x 1 : σ 1 , ..., x n : σ n Mx 1 ...x n : τ . By applying rule (!) to such derivation, followed by n applications of rule ( I I ), we obtain λ ! x 1 ...x n .!(Mx 1 ...x n ) :!σ 1 ...!σ n !τ . Observe that (λ ! x 1 ...x n .!(Mx 1 ...x n ))!P 1 ...!P n and !(MP 1 ...P n ) have the same normal form, since the former can be easily reduced to the latter by n reduction steps:
The inductive case follows easily.
From this point onwards, for any given M of type σ 1 ... σ n τ , if the choice of τ is clear from the context we will simply denote by M k the term M k,τ of type ! k σ 1 ... ! k σ n ! k τ defined by Prop. 3.
Characterization of complexity classes
Now we want to use our type system to characterize some complexity classes by types. We will for that take advantage of the representations of booleans, integers, words that we have introduced in Sect. 3 and for which we will now define corresponding data-types. Church words will be useful because they allow for iteration, and Scott words both because they allow to define functions by case distinction, and because they are represented by terms of depth 0. For readers familiar with safe recursion [5] one analogy one can have in mind is that Church words can be thought of as normal arguments and Scott words as safe arguments.
Types of data and pairs In Section 3 we introduced some λ ! -terms encoding data. For such terms we define the following datatypes, adapted from System F, representing respectively booleans, Church tally integers, Church binary words and Scott binary words:
Note that Scott binary words have already been used in the literature for the study of light logics [10] [25] [7] .
As usual, it is possible to define the connective ⊗ for pairs by second order as σ ⊗ τ def = ∀a.(σ τ a) a, for which the following syntactic sugar on terms is specified:
Then the two following reduction rules are derivable:
For more detail one can see [13] .
Observe that, contrary to what one could expect, we chose not to define λ ! (x 1 ⊗ x 2 ).M simply as λx.x(λ ! x 1 .λ ! x 2 .M). The reason behind this choice is that the application of the latter could require the substitution of a non-linear type to a type variable, an operation which is forbidden by our typing system: indeed such behavior would undermine subject reduction, a crucial property for the characterization we aim to prove.
In the following it will be useful to handle beside pairs also tuples of n elements, for n ≥ 2. For that the previous constructions can be generalized to the n-ary case, with:
Now, let us observe that Scott words allow for an easy definition of the basic operations on binary words and of the case function: By combining some basic operations on Church binary words, we can define a program raising the depth of a Church word, namely coer : W !W, whose behavior is coer w =!w. By applying Prop. 3 to such term, it is possible to build the program coer k def = λ ! w.coer k (coer k−1 (... (coer 1 !w) ...)) of type !W ! k+1 W such that coer k !w =! k+1 w, for every k ≥ 1 and for any Church word w.
Finally, we define iter :!A !(A A) N !A as the term that, when applied to a base, a step function and a value n, iterates the step function n times starting from the base; it is easy to check that, given terms base and step, the terms (λ ! b.λ ! s.λy.(λ ! x.!(x b))(y !s)) !base !step n and !(step n base) reduce to the same normal form.
Properties of typed λ ! -terms In order to give a characterization of functions through programs of λ ! -calculus, we need to be able to extract the shape of the term from its type, when both the term and the type satisfy some conditions of normalization and closure.
We start by examining under which conditions a λ ! -term with a ! type is either a ! term or an application:
Proof. Both points follow by induction on Π. Observe that the only rules that can assign a non-linear type are (Ax P ), (!) and ( E).
Secondly, we identify some criteria according to which a term is not an application:
i. if for every x in FV(M) the type Γ (x) is a type variable, then M is not an application; ii. if σ is not a type variable and for every x ∈ FV(M) either Γ (x) is a type variable or it is of the shape Γ (x) = A a, where a is a type variable, then M is not an application.
Proof. Both points follow by induction on Π.
With these ingredients, we are finally able to prove the reading property of B and W S , namely the fact that every derivation assigning such datatype is inhabited by a corresponding value, where both the type and the term are at depth k ≥ 0:
Lemma 17 (Reading property of B and W S ).
either Γ (x) = a or Γ (x) = A a, then M =! k w for some Scott binary word w, for k ≥ 0.
Proof. Both points follow by induction on k.
Soundness
We are interested in giving a precise account of the hierarchy of classes characterized by the typed λ ! -calculus. In particular, we want to show that it is possible to represent exactly the class k-EXP by considering a subclass of typed λ ! -terms, whose type depends on the parameter k. Before presenting the main complexity result, we briefly introduce the notations used to identify the hierarchy of complexity classes. Let FDTIME(f (n)) and DTIME(f (n)) be respectively the class of functions and the class of predicates on binary words computable on a deterministic Turing machine in time O(f (n)). The complexity classes that we wish to capture are the following ones:
In particular, observe that the classes of polynomial time predicates and the ones of polynomial time functions are defined respectively as PTIME = ∪ i∈N DTIME(n i ) = 0-EXP and FPTIME = ∪ i∈N FDTIME(n i ) = 0-FEXP. Now we want to study the relation between the type of a program representing a function and the complexity class to which the function belongs. In particular, we show that a closed term of type !W ! k+2 B and a closed term of type !W ! k+2 W S represent respectively a predicate and a function which, when applied to a word of length n, can be evaluated in time O(2 p(n) k ) for some polynomial p. Let F (σ) denote the class of functions represented by programs of type σ. First, we prove that F (!W ! k+2 B) ⊆ k-EXP, namely, that every program having type !W ! k+2 B represents (in the sense of Section 3:Representation of functions) a predicate of k-EXP: Theorem 4. Let P :!W ! k+2 B and w : W, where P is a program and length(w) = n; then the reduction P!w * →! k+2 D can be computed in time 2
, where D is either true or false and p is a polynomial.
Proof. Let M be the normal form of P!w. By Prop. 2, we know that P!w k+2 can be reduced to a term N ∈ nf k+2 in time O(2 p(n) k ) on a Turing machine, where n = length(w). Moreover M k+2 = N by combining Lemma 10.i and Lemma 2.ii. Since P!w has type ! k+2 B, by Theorem 3 M is a closed term of type ! k+2 B: then by Lemma 17.i M is either ! k+2 true or ! k+2 false.
This result can be extended to show that F (!W ! k+2 W S ) ⊆ k-FEXP, that is, every program of type !W ! k+2 W S represents a function of k-FEXP. This can be easily proved by retracing the same steps of the previous proof and by applying the reading property of Scott binary words in order to extract the output:
Theorem 5. Let P :!W ! k+2 W S and w : W, where P is a program and length(w) = n; then the reduction P!w * →! k+2 w can be computed in time 2
, where w is a Scott binary word and p is a polynomial.
Proof. We proceed exactly as before, up to the application of the reading property: by Lemma 17.ii, the output of the computation is ! k+2 w , where w is a Scott binary word, and the evaluation of P!w is done in time
One might wonder why we should use Scott binary words as the output type for the representation of functions, instead of Church binary words, as the latter would seem like a more obvious direction to take. Considering the case of k = 0, the reason behind such refusal is easily explained by the fact that Church binary words are data of depth 1: from the point of view of expressivity, there are some FPTIME functions which are not captured by terms of type !W !W, while programs of type !W ! 2 W allow also the typing of functions outside the FPTIME class, like exponential functions.
Completeness
We now want to show that for every predicate of k-EXP (resp. function of k-FEXP) there is at least one program of type !W ! k+2 B (resp. !W ! k+2 W S ) representing it. In order to achieve such results, we simulate timebounded Turing machines through terms of λ ! -calculus; we then prove that the computation of a desired function can be performed through a term of λ ! -calculus respecting the given time complexity bound.
First we show how to encode polynomials on tally integers, which are needed to bound the iterations of the machine. The multiplication and the addition of two tally integers are given respectively by mult
As to exponentiation, mapping n to 2 n , it is given by
We will now see that by composing addition and multiplication with the term representing the exponential function, it is possible to represent all the functions of the form 2 q(n) k on tally integers, for some polynomial q(n) and k ≥ 0: In the previous section we showed how to represent polynomials and exponentials on tally integers in λ ! -calculus: now, such results are employed to simulate k-EXP-time bounded Turing machines.
First, we can generalize the boolean datatype to the n-ary case by defining B n def = ∀a.a ... a a with (n + 1) occurrences of a, typing normal forms of the shape λx 1 ....λx n .x i for some i ∈ {1, ..., n} and n ≥ 1. Note that B 2 = B.
Let M be a Turing machine with alphabet Σ = {0, 1} and a set of n states Q n = {q 1 , ..., q n }. We represent the configurations of a one-tape Turing machine M over a binary alphabet with n states through a term We define1 to be the first value of type B n , where n is the number of states of M, which is conventionally chosen to represent the initial state of the machine.
As a last tool in order to prove the completeness result, we need to define three more terms, which allow us to simulate the operations of a Turing machine through λ ! -calculus:
Lemma 19 (Transitions of a Turing machine). Let M be a one-tape deterministic Turing machine over a binary alphabet; then the following programs can be typed:
C, mapping a Scott binary word to the corresponding initial configuration of M; ii)
step : C C, computing the next configuration of M based on the current configuration; iii) accept : C B, returning true (respectively false) if the state of the current configuration is accepting (respectively rejecting); iv) extract : C W S , returning the binary word written on the tape.
Proof. We show how to define each of the described terms; the respective typings are trivial and thus their proof is omitted.
i. We define init as init
ii. The term step can be defined by retracing the transition function of M and by doing a case distinction. iii. We define accept def = λ(y L ⊗ x ⊗ y R ⊗ s).sQ 1 ...Q n where, for 1 ≤ i ≤ n, Q i = true (respectively Q i = false) if the state encoded by the i-th element of type B n is accepting (respectively rejecting) for M. iv. The last term, returning the right-hand tape portion of the tape, is trivially defined by the projection π 3 .
Finally we have all the necessary ingredients to prove the main completeness result:
Theorem 6 (Extensional completeness).
i. Let f be a binary predicate in k-EXP, for any k ≥ 0; then there is a term M representing f such that M :!W ! k+2 B. ii. Let g be a function on binary words in k-FEXP, for k ≥ 0; then there is a term M representing g such that M :!W ! k+2 W S .
Proof.
i. Let M be a deterministic Turing machine of time 2
computing a binary function f on binary words. By Lemma 18 there is a derivation Q :!N ! k+1 N representing 2 q(n) k . Moreover, the following derivations can be easily built:
Recall that the notation M l , used for instance for the term init k+2 has been defined in Prop. 3. Observe that Π types the initial configuration at depth k + 2, which is obtained by applying the initializing function to the input word w, while Σ types the step function at depth k + 2 and Φ types the tally integer representation of 2 q(n) k at depth k + 1. Let P = iter k+1 (init k+2 (conv k+1 (coer k !w)))(! k+2 step)(Q(length 1 !w)) be the term obtained by iterating the step function 2 q(n) k times starting from the initial configuration; the latter is typed by applying ∅ | w :!W | ∅ iter k+1 :! k+2 C ! k+2 (C C) ! k+1 N ! k+2 C to Π, Σ and Φ in turns; let Ψ ∅ | w :!W | ∅ P :! k+2 C be the derivation obtained by this construction. Then we can apply rule ( E) to ∅ | w :!W | ∅ accept k+2 :! k+2 C ! k+2 B and to Ψ , followed by one application of rule ( I I ) to abstract over w, in order to obtain the desired derivation. ii. The proof retraces the same steps of the previous point, up to the construction of Ψ ; then the desired derivation is obtained by applying rule ( E) to ∅ | w :!W | ∅ extract k+2 :! k+2 C ! k+2 W S and to Ψ , followed by one application of rule ( I I ) to abstract over w.
Observe that, as usual, such completeness results hold in the sense of function representation, whereas few polynomial time algorithms can actually be implemented by λ ! -term of the desired type. We do not claim our typed language to be algorithmically expressive in this sense; instead, the interest of the present approach lies in the simple setting it provides in order to obtain a characterization of a family of complexity classes in a generic way.
By looking at the type of programs representing functions of FPTIME, one obvious drawback of such characterization is the fact that it does not account for compositionality; indeed polytime functions are closed by composition, while the mismatch of input and output type of our programs, paired with the nonexistence of a coercion from Scott to Church binary words, makes it so that they cannot be composed: for such reason, in the next section we offer an alternative characterization which is capable of solving the issue.
Composite types for an alternative characterization
In order to be able to compose programs representing FPTIME functions, we want to define a datatype which is better suited to serve as both input and output type of a function. Recall that in Theorem (ii) we were using Church words (type W) as input and Scott words (type W S ) as output. To identify input and output domain we now think of representing a word by an hybrid representation, a pair of a Church integer and a Scott word. More precisely the idea is to represent the word w ∈ {0, 1} by a pair n, w , where n ∈ N, w ∈ {0, 1} , such that the following invariant holds:
if length(w) ≤ n prefix of w of length n, otherwise.
The ⊗ operator on types, defined in Section 5, comes in handy for the representation of a pair of datatypes. Observe that the iter term is typed in such a way that, if the natural number it expects is at depth i, then its other arguments and its result are at depth i + 1. We thus introduce a new combined datatype defined as ! k+1 N⊗! k+2 W S , for k ≥ 0, containing a pair of a Church integer n and a Scott binary word w, where n is meant to represent the length of a list, whose content is described by w; so, in particular, we choose the datatype !N⊗! 2 W S for k = 0.
It will be convenient to define a shorthand notation for case distinction on Scott words: Notation 1 (Match) We use the following notation:
as syntactic sugar for ((w λu.λx.M 0 λu.λx.M 1 λx.N) x), where x stands for a sequence of variables x 1 ...x n , while λx.M stands for the abstraction λx 1 . ...λx n .M, for n ≥ 1.
This construction is intended to be used with w a term of type W S . When computing on elements ! k+1 n⊗! k+2 w of type ! k+1 N⊗! k+2 W S , we want to maintain the invariant that length(w) ≤ n. This can be enforced by the following lemma:
Lemma 20. For any k ≥ 0, there exists a term M :!N ! 2 W S ! k+2 W S for k ≥ 0 such that, for any n and w,
where w = w if length(w) ≤ n, otherwise w is the prefix of w of length n.
Proof. The idea for constructing the term M is a bit similar to that for defining coercions on datatype W (see Sect. 5 for these coercions). Here the first argument !n of type !N will be used to drive an iteration allowing to read the Scott word given in second argument (of type W S ) and to "reconstruct" it at depth k+2, up to its nth bit. Concretely this iteration will be done by
, for a suitable term step k depending on k. Let us now describe the construction in more detail, and in particular make step k explicit.
W S a) a and consider the following terms:
where Then the desired program M is built as follows:
..P n for some P 1 , ..., P n .
Proof. Both points follow by induction on Π. Now we are able to prove a reading result, similar to the ones of Lemma 17, for both pairs and Church integers:
Lemma 22 (Reading property).
i. Let Π be a clean derivation proving M : ∀a.((σ 1 σ 2 a) a); then it is sufficient to consider the shape of Π. ii. Recall that n = λ ! f.!(λx.f n x) for any n ∈ N. Let Π be a clean derivation for M :! k N: then the proof follows by induction on k. Remind that a clean derivation is a derivation without detours, as defined in Sect. 4 and that existence of a clean derivation is ensured by the subject-reduction Theorem 3.
Such results can be combined in order to prove a reading result for pairs of datatypes:
Lemma 23 (Reading property of pairs). If M :! k N⊗! k+1 W S for k ≥ 0 and M ∈ nf k+1 , then there are m ∈ N and w ∈ {0, 1} such that M =! k m⊗! k+1 w. It is possible to prove a result similar to the one of Prop. 1, where a stratified bound on the size of the reduction is given for programs taking combined data as input:
Lemma 24. Given a program P, for any k ≥ 2, there exists a polynomial q such that, for any m ∈ N, w ∈ {0, 1} , P(!m⊗! 2 w)
k−2 , where n = m + length(w). In particular, in the case where k = 2 we have a polynomial bound q(n).
Proof. The statement can be proved in a way similar to Prop. 1. For k = 2, it is easy to check that the number of steps at depths 0 and 1 are bounded by a constant, since the size of the term P(!m⊗! 2 w) at depth lower than or equal to 1 does not depend on m nor w.
The complexity soundness result can be proved, in a similar way to that of Theorem 5, by combining the bound for the reduction in the untyped λ ! -calculus with the reading property of pairs:
where P is a program, then for any m and w the reduction of P(!m⊗! 2 w) to its normal form can be computed in time 2
, where p is a polynomial and n = m + length(w). Finally we examine the matter of expressivity with respect to the combined datatype: Theorem 8 (Completeness). Let f be a function on binary words in k-FEXP, for k ≥ 0; then there is a term M representing f such that M :
Proof. We show how to simulate a Turing machine for a function in k-FEXP through a term of type (!N⊗! 2 W S ) (! k+1 N⊗! k+2 W S ), in a way similar to the proof of Theorem 6.ii.
Consider a Turing machine M of time 2 q(n) k computing f , thus the size of the output is also bounded by 2 q(n) k . Let C, as defined in Sect. 5.2, denote the type of its configurations. By Lemma 18 there is Q :!N ! k+1 N such that Q is a term representing 2 q(n) k . Let !n⊗! 2 w be the input of M, and let w be the binary word represented by n, w ; by Lemma 20 there is P :!N ! 2 W S ! k+2 W S such that P!n! 2 w * →! k+2 w . Let ∆ = m :!N, u :! 2 W S ; it is easy to build the following derivations:
Let N = iter k+1 (init k+2 (P!m!u))(! k+2 step)(Q !m) be obtained by applying iter k+1 to the typed terms above; by suitable applications of rule ( E) to ∅ | ∆ | ∅ iter k+1 :! k+2 C ! k+2 (C C) ! k+1 N ! k+2 C and derivations Π, Σ, Φ, we can build the derivation Ψ ∅ | ∆ | ∅ N :! k+2 C.
Then the desired derivation is λ ! (m ⊗ u).(Q!m) ⊗ (extract k+2 N) : (!N⊗! 2 W S ) (! k+1 N⊗! k+2 W S ). Observe here that the size of the output word w is bounded by the running time 2 q(n) k , namely the clock of the Turing machine. Then the composite term ! k+1 n ⊗! k+2 w representing the output of the computation, where n = 2 q(n) k , respects the invariant stated at the beginning of Section 6 and thus is a correct representation of w .
Note that, in particular, terms of type (!N⊗! 2 W S ) (! k+1 N⊗! k+2 W S ) correspond to the class k-FEXP. Some aspects of this alternative characterization are worth mentioning: on the one hand, we can now compose two terms of type (!N⊗! 2 W S ) (!N⊗! 2 W S ), mirroring the fact that FPTIME is closed under composition; on the other hand, if f ∈ FPTIME and g ∈ k-FEXP, then by Theorem 8 there are Π M : (!N⊗! 2 W S ) (!N⊗! 2 W S ) representing f and Σ N : (!N⊗! 2 W S ) (! k+1 N⊗! k+2 W S ) representing g: then we can compose these programs as λx.N(Mx) : (!N⊗! 2 W S ) (! k+1 N⊗! k+2 W S ), showing that g • f ∈ k-FEXP.
While the previous characterization of k-FEXP, given in Section 5, offers the advantage of simplicity by employing classical datatypes (Church and Scott binary words), this alternative composite characterization offers a better account of the closure properties of the considered complexity classes, at the price of a slightly more involved representation of words. Moreover, as shown in the next subsection, the flexibility of the latter choice allows also to tackle other less explored characterizations.
Other characterizations through composite datatypes
We give two examples of characterizations, beside that of the k-FEXP hierarchy, which can be achieved by carefully tuning the composite datatype introduced at the beginning of Section 6.
Characterization of polyFEXP We denote by polyFEXP the class of functions computable in exponential time on a deterministic Turing machine, whose output size is polynomially bounded with respect to the input. In order to obtain this effect, we choose the type !N⊗! 3 W S as the output type of the program: the intuition is that, when looking at the components of the pair, we can actually see only a part of the binary word, since the tally integer represented by the first component is smaller than the second component. This general reasoning can be exploited in order to characterize classes of functions whose output's size is bounded by a function of the input:
We want to show that it is possible, using the deterministic language of λ ! -calculus, to also characterize the class NP.
We say that a predicate is w-representable if it is representable through a witness: Definition 1. Let g : {0, 1} * → {0, 1} be a predicate: we say that g is wrepresented by M :!N⊗! 2 W S ⊗! 2 W S ! 2 B if, for any word u represented by !n⊗! 2 w, g(u) = 1 if ∃w ∈ {0, 1} * .M (!n⊗! 2 w⊗! 2 w ) * ! 2 true; 0 if ∀w ∈ {0, 1} * .M (!n⊗! 2 w⊗! 2 w ) * ! 2 false.
Note that the main difference between this definition and that of NP languages is that here there is no explicit bound on the length of the candidate witnesses w . We will however show that the predicates wrepresentable with such type are exactly those of NP:
Theorem 10 (Characterization of NP).
i. If g is w-represented by P :!N⊗! 2 W S ⊗! 2 W S ! 2 B, then g ∈ NP.
ii. If g ∈ NP, then there is a program P such that g is w-represented by P :!N⊗! 2 W S ⊗! 2 W S ! 2 B.
i. Let P = λ ! (x 1 ⊗x 2 ⊗x 3 ).N: again, it is sufficient to study the reduction of terms (λ ! (x 1 ⊗ x 2 ⊗ x 3 ).N)(!n⊗! 2 w⊗! 2 w ) :! 2 B using the level-bylevel reduction strategy, where !n⊗! 2 w represents the word w such that length(w ) ≤ n. To conclude we need to show that there exists a polynomial q such that if g(w) = 1 then there is a witness w of size q(n), and if g(w) = 1 then there is no witness of size q(n). We know that: -there exists a polynomial p such that the reduction of all such terms up to depth 2 can be done in a number of steps bounded by p(n); -if g(w) = 1 there exists one word w 0 such that this term reduces to true. We choose as polynomial q for the candidate witnesses the polynomial p. If g(w) = 0 then the claim holds because there is no witness of any size. If g(w) = 1 consider the word w 1 which is the prefix of w 0 of length q(n). As the number of steps of the computation is bounded by q(n) and as reading an extra bit on a Scott word costs one step, during the whole computation only the first q(n) bits of w 0 can be read. Thus the computations on inputs (!n⊗! 2 w⊗! 2 w 0 ) and (!n⊗! 2 w⊗! 2 w 1 ) yield the same result, which is ! 2 true. Therefore w 1 is a suitable witness of length q(n), and we have proved that the language belongs to NP . ii. Consider a Turing machine M of time p(n), such that M is a verifier for g; then there exists a polynomial q such that: -if g(u) = 0 then for all w of size q(n) the machine rejects on input (u, w ); -if g(u) = 1 then there is a w of size q(n) such that the machine accepts on input (u, w ). Then one can define a Turing machine M of polynomial time r(n) such that on input (u, w ):
-M first examines if its second input is of size inferior to q(n), and if it is not it rejects right away; -otherwise it behaves as M on input (u, w ). Then we have that: if g(u) = 0 then on any input (u, w ) the machine M rejects; if g(u) = 1 then there exists a w such that on input (u, w ) M accepts. Then by proceeding as in the proof of Theorem 8 we can show that there exists a term P that simulates the machine M , so we conclude that g is w-represented by P.
Conclusions
We have shown how the concept of !-stratification coming from linear logic can be fruitfully employed in λ-calculus and characterize the hierarchies k-EXP and k-FEXP, including the classes PTIME and FPTIME. A nice aspect of our system with respect to former polyvalent characterizations [16] [18] is that the complexity bound can be deduced by looking only at the interface of the program (its type) without refering to the constructions steps. In our proofs we have carefully distinguished the respective roles played by syntactic ingredients (well-formedness) and typing ingredients. This has allowed us to illustrate how types can provide two different characterizations of the class k-FEXP, based on the use of different data-types. We believe that the separation between syntactic and typing arguments can facilitate the possible future usage of our calculus with other type systems. As future work it would be challenging to investigate if similar characterizations could be obtained for other hierarchies, like possibly space hierarchies.
