This item was submitted to Loughborough's Institutional Repository (https://dspace.lboro.ac.uk/) by the author and is made available under the following Creative Commons Licence conditions.
For the full text of this licence, please go to: http://creativecommons.org/licenses/by-nc-nd/2.5/
Introduction
In recent years, research on complex networks has attracted increasing attention in many areas of science and engineering [23, 26] . Basically, complex networks consist of nodes and links, where nodes may represent routers in the Internet [4, 7, 21] , document files in the World Wide Web [1, 4, 15] , and individuals, organizations or countries in the social networks [25] , etc., while links represent the connections or interactions between any pair of the nodes within a network. These universal features in science and technology have stimulated the current intensive studies of topologies (i.e., architectures) of complex networks and their dynamical processes based on the network structures [2, 5] .
In order to emulate different features of some real-world complex networks, several models have been proposed in the literature. Network modeling goes back at least as far as the well-known random graph theory, initiated by Erdös and Rényi (ER) [6] . Small-world networks, introduced recently [27] , play the role as the middle ground between regular and random networks. However, many large-scale complex networks such as the World Wide Web, the Internet, various social networks, etc., belong to yet another large class of inhomogeneous networks, called scale-free networks [24] . It has been shown that these structural properties strongly influence the network dynamics [22, 23, 24] .
Many complex networks are hybrid in the sense that they have both discrete-state and continuous-state dynamics. In addition, these two aspects of the system behaviors often interact to a significant extent that they cannot be decoupled and must be analyzed simultaneously. One example is a network of mobile agents studied in [22] , in which agents are communicating with each other and need to agree upon a certain objective
Problem Formulation
Let R + = [0, +∞), and R n denote the n-dimensional Euclidean space. For x = (x 1 , . . . , x n ) ⊤ ∈ R n , the norm of x is ∥x∥:=
) 1 2 , and | x | denotes the sup norm | x |= max{| x 1 |, . . . , | x n |}. Correspondingly, for A = (a ij ) n×n ∈ R n×n , ∥A∥:=λ
. The identity matrix of order n is denoted as I n (or simply I if no confusion arises).
Notice that, most real-world complex dynamic networks have the following characteristics: different nodes have different dynamic behavior, different edges have different and variable coupling strengths, as well as the time delay connection between nodes, and so on. Consider a complex dynamical network consisting of N coupled nodes, with each node being an different n−dimensional dynamical systeṁ
The coupled dynamical network with switching topology and time delay connections is described bẏ
with initial value conditions
2)
. A i and B i are known matrices with appropriate dimensions, f i : R + × R n → R n is the nonlinear vector-valued function with f i (t, 0) ≡ 0, t ∈ R + , u i is the control input, and τ ≥ 0 is the time delay. Switching signal σ : R + → {1, 2, · · · m}, which is represented by {σ k } according to ( 
is a piecewise constant function, the time sequence {t k } satisfies 
, and the diagonal elements of matrix D r are defined by
In this case, the system (2.1) can be rewritten aṡ 5) which implies that the network is switching between m different coupling modes. The set of candidate controllers u i = u i1 + u i2 for the network (2.1) are assumed to be of the form 6) where E i and C ik are constant matrices with appropriate dimensions, δ(·) is the Dirac impulse function, and l k (t) is given by
with discontinuity points (2.3). Clearly, from (2.6) we have
On the other hand, u i2 = 0 as t ̸ = t k , from (2.5) and (2.6) we have
where h > 0 is sufficiently small, as h → 0 + , which reduces to
where
, and, for simplicity, it is assumed that
This implies that the controller u i (t) has the effect of suddenly changing the state of system (2.1) at the points t k . From the hybrid impulsive and switching control (2.6), it can be seen that, one has more flexible design strategy and more choices, such as the switching times t k , the impulsive gains C ik , the switching gains E i , to achieve control purpose than the single continuous control, discrete control, impulsive control, and switching control does, separately.
Accordingly, under hybrid control (2.6), the closed-loop system of (2.1) becomes
, and △x i is given by (2.7). For convenience, let t 0 = 0.
Stability of Complex Dynamical Networks with Switching Topology and Coupling Delays
The following lemmas are need to facilitate the development of the subsequent results of this paper.
Lemma 3.4 [13] Let v(t) be a continuous function with v(t)
≥ 0 for t ≥ t 0 . If v ′ (t) ≤ −av(t) + bv(t − τ ), t ≥ t 0 with the initial condition v(t) = ϕ(t), t ∈ [t 0 − τ, t 0 ],
where ϕ(t) is piecewise continuous, a and b are positive constants with
where λ is a positive solution of the equation λ − a + be λτ ≤ 0.
In the subsequent discussion, the concept of "average dwell-time" introduced by Hespanha and Morse [8] 
τa . The constant τ a is called the "average dwell-time" and N 0 the "chatter bound". This implies that, for a given switching signal σ ∈ S a [τ a , N 0 ] over [t 0 , t), there may exist some consecutive discontinuities with interval separated by less than τ a , but the average interval between consecutive discontinuities is no less than τ a .
We now consider the asymptotic properties of the controlled hybrid complex dynamic network (2.8). For system (2.8), assume that, for t ∈ R + , x ∈ R n , i = 1, 2, · · · , N , there exist continuous functions φ i (t) ≥ 0, constants λ i > 0, and positive definite matrices P i , such that
and 
2).
Furthermore, for convenience, define the following:
in which, r = 1, 2, · · · , m, λ mi (P i ) and λ M i (P i ) are the minimum and maximum eigenvalues of the positive definite matrix P i , respectively, λ i and ε r are to be determined in Theorem 3.1.
Theorem 3.1 Assume that (3.1) and (3.2) hold, and for
where a r , b r and λ m are defined by (3.3) . (ii) If there exists a constant 0 < α < ε r , r = 1, 2, · · · , m, such that
then the conclusion of (i) holds. 
then the conclusion of (i) holds for any switching signal
σ = {σ k } ∈ S a [τ a , N 0 ], where N 0 , τ a > 0 are given constants satisfying k − 1 ≤ N 0 + t−t 0 τa for any t ∈ (t k−1 , t k ], k = 1, 2, · · · ,
and ε is given by (3.3). Specifically, if t
where P i are positive-definite matrices satisfying (3.1) and (3.2). Clearly, 
where constantsλ j > 0 satisfy (3.4) . It follows from Lemma 3.1 thaṫ
where a σ k and b σ k are defined in (3.3), which yields from (3.8) thaṫ
where v(t):=v(x(t)). Using comparison equation method Lemma 3.4, from (3.4), inequality (3.9) leads tȯ
On the other hand, it follows from (2.8), (3.7) and Lemma 3.3 that
where β k are defined by (3.3).
The following can be reduced from (3.10) and (3.11). For t ∈ (t 0 , t 1 ],
,
where ε is defined by (3.3).
Case (i). Obviously, it is easy to get from (3.12) and β k ≤ 1 that
Moreover, by (3.7) and (3.8), it leads to
which immediately implies that the trivial solution of closed-loop network (2.8) is globally exponentially stable.
Case (ii). Since 0 < α < ε r , it follows from (3.12) and (3.5) that
which implies the conclusion of (i) holds.
Case (iii). Since β k ≤ β, β > 1, and (3.12) , it arrives at
which implies from (3.6) that the conclusion of (ii) holds. For the special case, t k − t k−1 ≥ δ > 0, it follows from β k ≤ β, β > 1, and (3.12) that, for t
Namely,
Accordingly, ln β δ − ε < 0 implies the conclusion holds. This completes the proof. ♢
Robust H ∞ Control of Complex Dynamical Networks with Switching Topology and Coupling Delays
In this section, we discuss the robust H ∞ control of hybrid dynamical networks with coupling delays.
Consider the following uncertain dynamical network with switching topology and coupling delays  
with the initial value condition (2.2), where w i ∈ R p is the disturbance input, z i ∈ R q is the controlled output, G i and H i are known matrices of appropriate dimensions. The rest of the notations are introduced in Section 2.
For the disturbance signal w i (·) ∈ R p , define
where T > 0 is an arbitrary constant and w = col(w 1 , w 2 , · · · , w N ). Then, w i is said to belong to L 2 [0, T ], if ∥w∥ T < ∞. Throughout the paper, it is assumed that the disturbance input w i ∈ L 2 [0, T ]. Now, one is in a position to consider the robust H ∞ control problem for system (4.1). When the controller (2.6) is used, the closed-loop system of (4.1) becomes .3), and △x i is given by (2.7). For convenience, let t 0 = 0.
With the above preliminaries, the robust H ∞ control problem to be addressed here can be formulated as a problem of using an impulsive controller to achieve the following objectives:
(i) The closed-loop system (4.3) is exponentially stable when w = 0.
(ii) Under the zero-initial condition, the controlled output z satisfies
The above conditions are also called robust H ∞ criteria for the closed-loop system (4.3).
In the following discussion, define Φ r (P i , t) and Ψ r (P i , t) as
where p r and q r are constants to be determined,
, P i are positive definite matrices, φ i (t) are continuous functions on R + , which satisfy (3.1).
Theorem 4.1 Assume that for
where Ψ r (P i , t) and Λ r (P i , t) are defined by (4.5) and (4.6) , respectively. If β k ≤ 1 and ϵ r are positive solutions of the inequality ϵ r − p r + q r N exp(ϵ r τ ) ≤ 0, then the closed-loop system (4. 3) has the property of robust H ∞ criteria (i) and (ii).
Proof. Construct a Lyapunov function in the form of
where P i are positive-definite matrices satisfying (3.1) and (4.7), and let v(t):=v(x(t)). For t ∈ (t k−1 , t k ], the total derivative of v(x(t)) with respective to (4.3) iṡ
is given by (4.4). When w i = 0, from (4.5) and (4.7), we obtaiṅ
Following a similar argument as that given in the proof of Theorem 3.1, one can further prove that the closed-loop system (4.3) is globally exponentially asymptotically stable when w = 0. Suppose that the initial condition is zero. For any given T ∈ (t k−1 , t k ], we introduce
Following (4.9), we have 12) where .7) gives the connection between the network structure, parameters and controllers, which guarantees the property of robust H ∞ for the network with disturbance. Since there are many parameter choices in (4.7), such as the switching times t k , the impulsive gains C ik , the switching gains E i , and matrices P i , the inequality (4.7) can be easily satisfied.
Numerical Example
Example 1. In the following, Theorem 3.1 is illustrated by using Lorenz chaotic system as the dynamical node in networks (2.1). Consider every network (2.1) with ten nodes as shown in Fig.1 . The chaotic system of node i is described by It can be seen that the trajectories of the controlled switching complex dynamical network (2.8) and (4.3) converge to zero after a very short period of time. And, if the impulsive switching interval is further reduced, then even less time is required for suppressing the network chaos and disturbance. The design process, and simulation results, indicate that, for the new complex dynamical networks with switching topology and coupling delays, the new hybrid impulsive and switching control strategy has many possible advantages, such as less time, less energy, and more flexible design, to achieve global stabilization and H ∞ robust stability. 
Conclusions
This paper has formulated a class of hybrid complex dynamical networks with coupling delays. The problem of stability and robust H ∞ control for the dynamical networks using hybrid impulsive control are taken into account for the first time. Some criteria of exponential stability and H ∞ criteria of the resulting closed-loop system are obtained. The examples of the dynamical networks have been provided to verify the effectiveness of the proposed approach.
