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Abstract
Quantization of anomalous gauge theories with closed, irreducible gauge algebra
within the extended Field-Antifield formalism is further pursued. Using a Pauli-
Villars (PV) regularization of the generating functional at one loop level, an al-
ternative form for the anomaly is found which involves only the regulator. The
analysis of this expression allows to conclude that recently found ghost number one
cocycles with nontrivial antifield dependence can not appear in PV regularization.
Afterwards, the extended Field-Antifield formalism is further completed by incorpo-
rating quantum effects of the extra variables, i.e., by explicitly taking into account
the regularization of the extra sector. In this context, invariant PV regulators are
constructed from non-invariant ones, leading to an alternative interpretation of the
Wess-Zumino action as the local counterterm relating invariant and non-invariant
regularizations. Finally, application of the above ideas to the bosonic string repro-
duces the well-known Liouville action and the shift (26 − D) → (25 − D) at one
loop.
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1 Introduction
One of the fundamental aims of the Field-Antifield (FA) formalism [1] is to provide a general
framework for the covariant path integral quantization of gauge theories at Lagrangian level,
using as principal requirement BRST invariance. In this spirit FA encompasses previous ideas
and developments for quantizing gauge systems based on BRST symmetry [2] [3] [4] and extends
them to more complicated situations (open algebras, reducible systems, etc.).
The requirement of BRST invariance seems to define the full quantum theory by means of
a single equation, the so-called quantum master equation. In [5] [6], a Pauli-Villars (PV) reg-
ularization scheme at one loop level was introduced to deal with this equation and anomalies
were recognized to arise whenever it can not be solved in a local way. Anomalous gauge theories
appear thus characterized by the breakdown of its classical gauge or BRST structure due to
quantum corrections, leading to the fact that some classical pure gauge degrees of freedom be-
come propagating at quantum level. Therefore, according to the spirit of covariant quantization
of gauge theories, the convenience arises of developing an extended formalism which describes
in a BRST invariant manner this phenomenon by the introduction of extra degrees of freedom
already at classical level [7].
A proposal to consistently quantize in a BRST invariant way anomalous gauge theories with
closed irreducible gauge algebras along FA ideas was considered in [8]. There, by extending the
original configuration space with the addition of extra degrees of freedom, a solution for the
original regularized quantum master equation at one loop was given in terms of the antifield
independent part of the anomalies. This solution turned out to be the contribution of the original
and ghost fields to the Wess-Zumino term. However, questions as regularization of the extra
divergent pieces coming from the new fields as well as their contribution to the Wess-Zumino
action were not considered. Instead, only a formal BRST invariant measure was constructed for
them.
In this paper, we further pursue the program started in [8] along the lines sketched in [9].
A brief account of the FA formalism, using the concepts of classical and gauge-fixed basis [10]
[11], is presented in sect.2. In this way, the quantum master equation naturally appears as a
potential obstruction for the fulfillment of the Slavnov-Taylor identity [12] associated to the
BRST symmetry for the effective action, generalizing the original proposal of Zinn-Justin [4]
for Yang-Mills theories. The analysis is first presented in a formal fashion and, afterwards,
introducing a PV type regularization at one loop level for the generating functional [6]. The
regulated BRST Ward identity yields then an alternative expression for the anomaly involving
only the regulator, which is shown equivalent to that obtained in [5] [6] in appendix A. This
alternative expression turns out to be very useful in the analysis performed in sect.3 of the
form of the complete anomaly in the space of fields and antifields. An important result coming
out of this analysis is that recently found ghost number one cocycles with nontrivial antifield
dependence [13] are ruled out by PV regularization. The extended formalism presented in [8]
is further extended in sect.4 by discussing how regularization for the new sector of variables
should proceed for a specific type of theories. After that, in sect.5, the construction of (antifield
independent) invariant regulators in the extended configuration space from non-invariant ones
is described and a method to obtain Wess-Zumino actions from integration of anomalies is
proposed. The procedure relies on the form of the counterterm relating the anomalies coming
from different regulators analyzed in appendix B. Sect.6 deals with the application of the above
ideas to the bosonic string and sect.7 with the conclusions. Finally, in appendix C we discuss
the transformation properties of the regulator for the extra variables sector.
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2 Regularized Field-Antifield formalism
The Field-Antifield formalism is a powerful method for the study of gauge theories. (for
a review, see [14]). At the classical level, it can be seen as a general algorithm to derive a
gauge-fixed action SΣ(Φ) and its BRST transformation δΣ out of a given classical gauge action
S0(φ) and its associated gauge structure. At the quantum level, it provides the tools to study to
what extent this classical BRST symmetry and its underlying structure are preserved (or not)
by quantum corrections. This quantum BRST structure is further used to study unitarity and
renormalizability issues.
2.1 Classical theory. Classical basis versus Gauge-fixed basis
Assume S0(φ
i) to be a classical action, invariant under the (infinitesimal) gauge transforma-
tions
δφi = Riαε
α, i = 1, . . . , n; α = 1, . . . ,m. (2.1)
The BV approach starts by enlarging the original configuration space to a new manifold M,
locally coordinated by a new set of fields ΦA, A = 1, . . . , N, (including, apart from the original
fields, ghosts, antighosts, etc.) and their associated antifields Φ∗A, with opposite Grassmann
parity. This set is often collectively denoted by za = {ΦA,Φ∗A}, a = 1, . . . , 2N . Afterwards, M
is endowed with an odd symplectic structure, (·, ·), called antibracket and defined as
(X,Y ) =
∂rX
∂za
ζab
∂lY
∂zb
, where ζab ≡ (za, zb) =
(
0 δAB
−δAB 0
)
.
At the classical level, the fundamental object is a bosonic functional S(z) with dimensions
of action and verifying the so-called classical master equation,
(S, S) = 0, (2.2)
with boundary conditions: 1) Classical limit: S(Φ,Φ∗)|Φ∗=0 = S0(φ), and 2) Properness con-
dition: rank(Sab)|on−shell = N, with Sab ≡
(
∂l∂rS
∂za∂zb
)
, and where on-shell means on the surface{
∂rS
∂za = 0
}
.
In the original basis za, the expansion of S in antifields
S(Φ,Φ∗) = S0(φ) + Φ
∗
AR
A(Φ) +
1
2
Φ∗AΦ
∗
BR
BA(Φ) + . . . , (2.3)
generates the structure functions of the original classical gauge algebra [15]. Besides, fulfillment
of eq.(2.2) provides the relations defining its structure [16] [17]. In this sense, it is sensible to
call the original basis za classical basis1 [10] [11].
The gauge-fixed theory, instead, is better analyzed in terms of what can be called gauge-fixed
basis2 [10] [11], defined in terms of a suitable gauge-fixing fermion Ψ(Φ) through the canonical
transformation [1]
ΦA → ΦA, Φ∗A → KA +
∂Ψ(Φ)
∂ΦA
≡ KA +ΨA. (2.4)
1This definition of classical basis differs from that given in [10] [11]. There, this concept is based in the ghost
number carried by fields and antifields, while in this approach it lies on what it is obtained in the Φ∗ = 0 (classical)
limit and in the content of (S, S) = 0.
2The concept of gauge-fixed basis used throughout this paper, based in (2.4), in which fields ΦA do not change,
is more restrictive than that considered in [10] [11], where interchange of fields and antifields is also allowed.
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Then, in the gauge-fixed basis, z′a = {ΦA,KA}, the proper solution S (2.3) is expressed as
Sˆ(Φ,K) ≡ S
(
Φ,Φ∗ = K +
∂Ψ(Φ)
∂Φ
)
=(
S0(φ) + ΨAR
A +
1
2
ΨAΨBR
BA + . . .
)
+KA
(
RA +ΨBR
BA + . . .
)
+O(K2). (2.5)
The antifield independent part of (2.5) is the gauge-fixed action, SΣ(Φ), so that the clas-
sical limit is no longer recovered. This result provides the characterization of the gauge-fixed
basis, through the boundary conditions: 1’) Gauge-fixed limit: Sˆ(Φ,K)
∣∣∣
K=0
= SΣ(Φ), and 2’)
rank(SΣ,AB)|on−shell = N, with SΣ,AB ≡
(
∂l∂rSΣ(Φ)
∂ΦA∂ΦB
)
. Therefore, if Ψ in (2.4) is correctly chosen
[1], propagators are well defined and the usual perturbation theory can comence.
In much the same way, the linear part in KA of (2.5) is the gauge-fixed BRST transformation
of SΣ(Φ)
δΣΦ
A = (ΦA, Sˆ)
∣∣∣
K=0
≡ R˜A, (2.6)
the coefficients of the bilinear part are the non-nilpotency structure functions and so on. We
can write
Sˆ(Φ,K) = SΣ(Φ) +KAR˜
A(Φ) +
1
2
KAKBR˜
BA(Φ) + . . . . (2.7)
in such a way that Sˆ (2.7) appears now as the generating functional of the structure functions
which define the BRST symmetry, whereas relations derived from (Sˆ, Sˆ) = 0 characterize the
structure of the classical BRST symmetry. (2.7) contains thus all the information about the
underlying structure of this classical BRST symmetry.
Sˆ (2.7) is itself invariant under the off-shell nilpotent BRST symmetry
δF (z′) = (F, Sˆ). (2.8)
The cohomology associated with δ, usually called antibracket BRST cohomology, is related with
the weak cohomology of δΣ (2.6) [17]. Both cohomologies turns out to be very important in the
study of renormalization and anomaly issues.
2.2 Quantum theory. Quantum BRST transformation
The transition from the classical to the quantum theory may spoil the classical BRST struc-
ture due to quantum corrections acquired by the BRST transformations (2.6) and the higher
order structure functions in (2.7). This violation indicates the presence of anomalies. The quan-
tum aspects of the BRST formalism are most suitable studied in terms of the effective action
Γ associated through a Legendre type transformation with respect to the sources JA with the
(connected part of) the generating functional
Z(J,K) =
∫
DΦexp
{
i
h¯
[
W (Φ,K) + JAΦ
A
]}
, (2.9)
with W (Φ,K) given by
W (Φ,K) = Sˆ(Φ,K) +
∞∑
p=1
h¯pMp(Φ,K), (2.10)
3
and where the local counterterms Mp should guarantee the finiteness of the theory while pre-
serving the BRST structure at quantum level as far as possible. In this way, the functional Γ
appears as the quantum analog of Sˆ (2.7), i.e., the coefficients in its antifield expansion3
Γ(Φ,K) = Γ(Φ) +KAΓ
A(Φ) +
1
2
KAKBΓ
BA(Φ) + . . . , (2.11)
are interpreted as the quantum counterpart of the classical coefficients in Sˆ: Γ(Φ) is the 1PI
generating functional for the basic fields, including loop corrections to SΣ(Φ); Γ
A(Φ) the quan-
tum BRST transformations, formed by adding quantum corrections to R˜A (2.6); ΓAB(Φ) the
quantum non-nilpotency structure functions, etc. Γ(Φ,K) is thus the generating functional of
the structure functions characterizing the BRST symmetry at quantum level.
The quantum BRST structure and its possible violation are reflected in the (anomalous)
BRST Ward identity
1
2
(Γ,Γ) = −ih¯(A · Γ), A ≡
[
∆W +
i
2h¯
(W,W )
]
(Φ,K), (2.12)
where (A ·Γ) denotes the generating functional of the 1PI diagrams with the insertion of A and
∆ stands for the second order differential operator
∆ ≡ (−1)A ∂l
∂ΦA
∂l
∂Φ∗A
.
Therefore, A in (2.12) parametrizes potential departures from the classical BRST structure
due to quantum corrections. In particular, in its KA expansion, the antifield independent part
indicates the non-invariance of Γ(Φ) under the quantum BRST transformation ΓA(Φ), its linear
part in KA reflects an anomaly in the on-shell nilpotency of Γ
A(Φ), and so on.
Quantum BRST invariance will thus hold if the obstruction A in (2.12) vanishes, i.e., upon
fulfillment through a local object W of the quantum master equation
1
2
(W,W )− ih¯∆W = 0. (2.13)
Eq.(2.13) encodes at once the classical master equation (2.2), satisfied by construction, plus a
set of recurrent equations for the counterterms Mp
(M1, Sˆ) = i∆Sˆ, (2.14)
(Mp, Sˆ) = i∆Mp−1 − 1
2
p−1∑
q=1
(Mq,Mp−q), p ≥ 2.
2.3 Regularized FA formalism. Pauli-Villars scheme
To make sense out of the previous calculations and expressions a regularization scheme is
necessary. A prescription to regularize the FA formalism up to one loop has been considered in
refs.[5] [6] [11] [18]. This proposal consists in using a Pauli-Villars (PV) regularization scheme
in (2.9), that is, to substitute it for the one-loop regularized expression
Zreg(J,K) =
∫
DΦDχ exp
{
i
h¯
[
Sˆ(Φ,K) + h¯M1(Φ,K) + SPV(χ, χ
∗ = 0;Φ,K) + JAΦ
A
]}
,
(2.15)
3The effective action Γ depends in fact on the so-called “classical fields”, ΦAc (J,K) = −ih¯
∂l lnZ(J,K)
∂JA
. However,
for notational simplicity, and unless confusion arise, we will denote them also by ΦA.
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where the PV fields χA, introduced for each field ΦA, have the same statistics as their original
partners, but with the path integral formally defined so that an extra minus sign occurs in
front of their loops. Each PV field χA comes with its associated antifield χ∗A, and together can
collectively be denoted as wa = {χA, χ∗A}, a = 1, . . . , 2N . PV antifields χ∗A have no physical
significance and at the end are put to zero. Finally, the regularized theory is described by (2.15)
when the cutoff mass M is sent to infinity.
The regulating PV action SPV is determined from two requirements: i) massless propagators
and couplings for PV fields should coincide with those of their partners and ii) BRST trans-
formations for PV fields should be such that the masless part of the PV action, S
(0)
PV, and the
measure in (2.15) be BRST invariant up to one loop. A suitable prescription for SPV is [6] [11]
SPV = S
(0)
PV + SM =
1
2
waSabw
b − 1
2
MχATABχ
B, (2.16)
with the mass matrix TAB arbitrary but invertible and Sab defined by
Sab =
(
∂l
∂z′a
∂r
∂z′b
Sˆ(Φ,K)
)
. (2.17)
Let us now derive an alternative form for the regularized expression of ∆Sˆ. Application of
the semiclassical approximation to (2.15) yields the effective action up to one loop
Γ(Φ,K) = Sˆ(Φ,K) + h¯M1(Φ,K) +
ih¯
2
Tr ln
[
(TR)
(TR)− TM
]
= Sˆ(Φ,K) + h¯Γ1(Φ,K), (2.18)
where Tr stands for the supertrace, Tr(M) ≡ [(−1)AMAA], and (TR)AB is defined from (2.17) as
(TR)AB =
(
∂l
∂ΦA
∂r
∂ΦB
Sˆ(Φ,K)
)
. (2.19)
On the other hand, the BRST variation (2.8) of Γ1 in (2.18) produces, by comparison with
(2.12), what should be considered the regularized expression of ∆Sˆ
(∆Sˆ)reg = δ
{
−1
2
Tr ln
[
R
R−M
]}
= Tr
[
−1
2
(R−1δR)
1
(1 −R/M)
]
. (2.20)
In appendix A, we prove the equivalence between (2.20) and the form obtained in [6] [11].
The expression we have obtained for the regularized value of ∆Sˆ involves the BRST variation
of the regulator, δR, thereby showing that (potential) anomalous symmetries are directly related
with the transformation properties of R. In particular, if R is invariant under some subset of
symmetries or it transforms as δR = [R,G] for a given G, (2.20) leads to a vanishing result. On
the other hand, since (∆Sˆ)reg appears also as a δ-variation, its BRST variation itself vanishes,
δ
[
(∆Sˆ)reg
]
= 0, i.e., it verifies the Wess-Zumino consistency conditions [19]4. Therefore, the
complete expression of (∆Sˆ)reg that is, the “anomaly” (term in M
0) plus the divergent terms
(terms in Mn, n > 0) verify separately the Wess-Zumino consistency conditions.
Finally, and basically for computational reasons, it should be stressed that ∆Sˆ (2.20) is
equivalent [5] to that obtained using the well known Fujikawa regularisation procedure [20] [21].
In other words
(∆Sˆ)reg = Tr
[
−1
2
(R−1δR)
1
(1 −R/M)
]
∼ Tr
[
−1
2
(R−1δR) exp{R/M}
]
.
4For an alternative proof of the consistency of (∆Sˆ)reg, see [10].
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3 Analysis of (∆Sˆ)reg
The aim of this section is to present a detailed analysis of the regularized expression of
∆Sˆ (2.20) arising in the PV regularization scheme. This study is based on some results about
the so-called antibracket BRST cohomology associated with the BRST operator δ (2.8) and its
relation with the weak cohomology of δΣ (2.6), which can be found in [17].
Consider the regularized expression of ∆Sˆ (2.20). Without loss of generality, we can assume
for R an expansion in antifields of the type
R(Φ,K) = R0(Φ) +KAR
A +O(K2), (3.1)
with R0(Φ) invertible. δR becomes then in terms of δΣ (2.6)
δR(Φ,K) = δΣR0(Φ) + (−1)R ∂rSΣ
∂ΦA
RA +O(K).
Now, upon substitution of the above expansions in (2.20), (∆Sˆ)reg acquires the form
(∆Sˆ)reg =
(
Tr
[
−1
2
(R−10 δΣR0)
1
(1−R0/M)
]
− ∂rSΣ
∂ΦA
PA
)
(Φ) +O(K). (3.2)
The coefficients PA(Φ) can be shown to be local under certain conditions, in the same way as
locality of (2.20) (or even of the trace term in (3.2)) is proven5 [22]. In this case, the combination
of the equations of motion in (3.2) can be expressed in a local way as
− ∂rSΣ
∂ΦA
PA(Φ) +O(K) = (KAPA, Sˆ) +O(K). (3.3)
On the other hand, by comparison with (2.20), the trace term in (3.2) can also be written as
Tr
[
−1
2
(R−10 δΣR0)
1
(1 −R0/M)
]
= δΣ
{
−1
2
Tr ln
[
R0
R0 −M
]}
≡ (∆Sˆ)(0)reg(Φ). (3.4)
Collecting thus the above results (3.3) and (3.4), and absorbing the dependence on the (BRST
trivial) auxiliar sector of fields through a local counterterm N , we can write
(∆Sˆ)reg = B(Φm) + (∆̂Sˆ)reg + (M, Sˆ), (3.5)
with (∆̂Sˆ)reg ∼ O(K), M = KAPA + N , {Φm} the minimal sector of fields and B(Φm) the
projection to this minimal sector of (∆Sˆ)
(0)
reg(Φ) (3.4), i.e.,
B(Φm) ≡ (∆Sˆ)(0)reg
∣∣∣
Φm
= δΣ
{
−1
2
Tr ln
[
R′0
R′0 −M
]}
, with R′0 ≡ R0|Φm . (3.6)
The result (3.5) has some relevant consequences when it is applied to ”closed” theories.
As that, we mean theories for which Sˆ (2.7) is at most linear in the antifields, implying that
δΣΦ = δΦ and δ
2
Σ = 0 “strongly”, i.e., without use of the equations of motion. Indeed, in such
cases, (3.6) and, as a consequence, (∆̂Sˆ)reg in (3.5), are seen to satisfy δ [B(Φm)] = δΣ [B(Φm)] =
δ2Σ{·} = 0 and δ[(∆̂Sˆ)reg] = 0 separately. One would then be tempted to use the isomorphism
between δ and δΣ cohomologies stated in [17] and write (∆̂Sˆ)reg in (3.5) as δ[O˜(K)]. However,
as one can infer from the analysis in [10], this isomorphism holds for local functions, but not in
general for integrals of local functions. A priori, thus, we can not conclude the δ triviality of
(∆̂Sˆ)reg, which should be studied in principle case by case.
However, two important facts can be derived from the above analysis when dealing with
closed theories:
5We are indebted to A. van Proeyen and W. Troost for clarifying this point to us.
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• The antifield independent part of (3.5) can be cohomologically studied separately from
that containing antifields, (∆̂Sˆ)reg. In this way, while B(Φm) expresses the non BRST
invariance of Γ(Φ) in (2.11) at one loop, (∆̂Sˆ)reg is likely to be related to anomalies in
the nilpotency of the quantum BRST transformation and in higher order relations which
define the BRST structure. Such kind of terms may be of interest for theories for which the
BRST charge suffers from anomalies at quantum level (bosonic string, etc.). Their study,
however, goes beyond the scope of this paper and from now on we will restrict ourselves
to the analysis of the antifield independent part.
• (3.5) indicates that anomalies with non-trivial antifield dependence of the type presented
in [13] are not expected to appear in this formulation. The reason behind is that they
require the presence of an antifield independent part δΣ-invariant on-shell, while in the
above regularization procedure, and under the above assumed and plausible locality of
the coefficients PA, the antifield independent part of (3.5), B(Φm), results to be off-shell
δΣ (or δ) invariant. Therefore, it is as if the regularization procedure selects from the
complete set of ghost number one non-trivial cocycles a subset of “physical anomalies”,
i.e., of candidates to be realized in the given theory. In any case, this mismatch between
mathematical solutions and “physically” realized solutions deserves further investigation.
4 Regularised Field-Antifield formalism for anomalous gauge
theories
4.1 General discussion
Let us consider an irreducible theory with closed algebra. The minimal sector of fields
consists then of the classical fields φi and the ghosts Cα. Under such conditions, the regulator
R (3.1) could be written in fact as
R(Φ,K) = R(φ) + R̂(Φ,K), (4.1)
with R(φ) invertible, so that (3.6) becomes, in comparison with (2.20)
B(Φm) = Tr
[
−1
2
(R−1δR) 1
(1 −R/M)
]
= Aα(φ)Cα. (4.2)
Assume now that no local counterterm M1(Φ,K) exists satisfying (2.14), or equivalently,
that no local counterterms M
(0)
1 (φ), M
′
1(Φ,K) ∼ O(K), exist satisfying
(M
(0)
1 , Sˆ) = iAα(φ)Cα = iakAkα(φ)Cα, (4.3)
(M ′1, Sˆ) = i(∆̂Sˆ)reg, (4.4)
with {Akα(φ)} a basis of BRST nontrivial cocycles at ghost number one and where Aα(φ), from
now on, will only stand for the finite pieces in (4.2) (i.e., divergent pieces are assumed to be
absorbed by the BRST variation of local terms to be included in M1 in (2.10).). We will restrict
ourselves to the study of (4.3), postponing the analysis of antifield dependent issues, as (4.4), to
the future.
The rank of the functional derivatives of the anomalies Aα(φ)
rank
(
∂Aα(φ)
∂φi
)
= r(≤ m), α = 1, . . . ,m, (4.5)
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determines the number of anomalous gauge transformations and, as a byproduct, the number of
pure gauge degrees of freedom that become propagating at quantum level. In the case r < m,
it often happens that the original gauge transformations (2.1) split as
δφi = Riαε
α = RiAε
A +Riaε
a = δ(A)φ
i + δ(a)φ
i, a = 1, . . . , r < m,
in such a way that the regulator R(φ) in (4.1) “preserves” the A part, i.e.,
δ(A)R =
{
0
[R, GAεA] , but δ(a)R 6=
{
0
[R, Gaεa] . (4.6)
Then, (4.2) yields B(Φm) = Aa(φ)Ca, whereAa(φ) are assumed to be independent. This situation
is only possible when the A part is a subgroup [8], while no restrictions exist for the a part. For
the sake of simplicity, in the rest of the paper we consider the a part to be also a subgroup.
Let us sketch now the general ideas of the extended formalism in the case r = m [8]. The
proposal consists in introducing r = m new fields θα, and demand that their gauge transforma-
tions
δθα = −µ˜αβ(θ, φ)εβ , (4.7)
are such that φa = (φi, θα)6 constitutes a new representation of the original gauge group. In
terms of the generator Raα = (R
i
α,−µ˜βα), this requirement amounts to the condition that Raα
verifies the same algebra as the original ones Riα (2.1). An explicit solution is [8]
µ˜αβ(θ, φ) =
∂φα(θ′, θ;φ)
∂θ′β
∣∣∣∣
θ′=0
, (4.8)
φα(θ′, θ;φ) being the composition functions of the gauge (quasi)group7. In this way, the exten-
sion enlarges the classical physical content of the extended theory. Indeed, the finite gauge trans-
formations of the classical fields with parameters θα, F i(φ, θ), are gauge invariant, δF i(φ, θ) = 0,
and can thus be considered n new classical gauge invariant degrees of freedom of the extended
theory. The extension procedure is then prepared to describe already at classical level the
(quantum) appearence of new degrees of freedom.
In the FA framework, all these facts are summarized in the (non-proper) solution of the
classical master equation in the extended space [8]
Sext = S − θ∗αµ˜αβCβ ≡ S + Sθ, (4.9)
where S is the original proper solution and θ∗α the antifields associated with the extra fields θ
α.
Its non-proper character [24] is just a consequence of the absence of terms related with the shift
symmetry δφi = 0, δθα = σα, of the classical action S0(φ).
To quantize the extended theory, consider an extension of W (2.10) at one loop8
W˜ = Sˆext + h¯M˜1, (4.10)
verifying (2.2) and (2.14) in the extended space
(Sˆext, Sˆext) = 0, (4.11)
(M˜1, Sˆext) = i∆Sˆext. (4.12)
6For simplicity, we will consider only bosonic fields and bosonic gauge transformations, i.e., ǫ(φi) = 0, ǫ(εα) = 0.
7For a complete study of the so-called quasigroup structure, as well as for further explanation of notation, we
refer the reader to the original reference [23].
8The gauge-fixed basis we consider in the extended theory come from gauge-fixing fermions of the type Ψ(Φ).
This implies that neither θ nor θ∗ change under (2.4).
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In principle, one would be tempted to look for a proper solution Sext of (4.11) (as in ref.[24]),
expressed in the gauge-fixed basis. However, since pure gauge degrees of freedom become propa-
gating due to quantum corrections, we claim that in this proposal the classical part of W˜ (4.10),
Sˆext, should describe only the propagation of the original fields Φ
A, while propagation of the
extra fields θα should be provided by the first quantum correction M˜1. In other words, using
the collective notation Φµ = {ΦA, θα}, we are led to use a solution Sˆext of (4.11) for which
rank(Sˆext,µν)
∣∣∣
on−shell
≡ rank
(
∂l∂rSˆext
∂Φµ∂Φν
)∣∣∣∣∣
on−shell
= N, (4.13)
whereas W˜ (4.10) should verify
rank(W˜µν)
∣∣∣
on−shell
≡ rank
(
∂l∂rW˜
∂Φµ∂Φν
)∣∣∣∣∣
on−shell
= N +m. (4.14)
A convenient solution of (4.11) turns out to be (4.9) [8]. Indeed, it is non-proper, whereas
(4.13) is guaranteed since Sˆext contains the original proper solution Sˆ. With respect to the quan-
tum corrections, eq.(4.12) is (formally) specified once ∆Sˆext is known. A formal computation
∆Sˆext = ∆Sˆ − µ˜βα,βCα = ∆Sˆ +∆Sθ, (4.15)
indicates that the new degrees of freedom modifies ∆Sˆ. The new contribution is the unregular-
ized logarithm of the jacobian of the BRST transformation for the θα fields. This fact indicates
that the regularization procedure should be adapted to the extended theory in order to take
into account contributions coming from the extra degrees of freedom.
However, the PV regularization program can not be applied in a direct way, basically because
(4.13) implies that a “kinetic term” for θα is lacking in Sˆext. This drawback can be bypassed by
taking the ansatz for the quantum action W˜ (4.10)
W˜ = [Sˆext + h¯M
(0)
1 ] + h¯M
′,
with M ′ containing the original one M in (3.5) (and possibly including θ dependent terms at
least of O(K) solving (4.4) in a local way) and where9
M
(0)
1 (φ, θ) = −i
∫ 1
0
Aβ(F (φ, θt))λ
β
α(θt, φ)θ
αdt, (4.16)
is the original Wess-Zumino term [19], i.e, the solution in the extended space of [8]
(M
(0)
1 , Sˆext) = iAα(φ)Cα. (4.17)
Indeed, with this choice, W˜µν contains now basically the original hessian SˆAB plus a new non-
diagonal block for the extra variables θα, which essentially reads(
∂2M
(0)
1 (φ, θ)
∂φi∂θα
)
= −i
(
∂Aα(φ)
∂φi
)
+O(θ).
In this way, taking into account (4.5), this ansatz gives the correct rank (4.14) for W˜µν . Summa-
rizing, at this first stage it seems plausible to consider as the action to regularize the extended
theory
S′ = [Sˆext + h¯M
(0)
1 ]. (4.18)
However, altough this ansatz solves the first problem, some others appear:
9λαβ in (4.16) is the inverse matrix of µ
α
β =
∂φα(θ,θ′;φ)
∂θ
′β
∣∣∣
θ′=0
.
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• i) The new action S′ (4.18) does not verify the classical master equation
(S′, S′) = 2ih¯Aα(φ)Cα 6= 0, (4.19)
so that the PV procedure of sect.2 can no longer be considered.
• ii) The part providing for the propagation of the θα fields in (4.18) contains explicitly an
h¯10. This fact would ruin the usual h¯ perturbative expansion and the tool to recognize
one-loop anomalies.
A sensible PV regularization of the extended theory requires thus to extract from S′ (4.18) a
classical part W0 which constitutes a proper solution in the extended space, that is, satisfying
• a): (W0,W0) = 0,
• b): rank(W0,µν)|on−shell ≡ rank
(
∂l∂rW0
∂Φµ∂Φν
)∣∣∣∣
on−shell
= N +m.
In what follows, we will see how this splitting can be implemented for certain systems through
canonical transformations in the extra variables sector.
4.2 The extended proper solution W0. Background terms
In order to see how to get W0, let us analyze the θ
α and θ∗α dependent parts of S
′ (4.18) by
expanding them in powers of θα. Working in a canonical parametrization ( λαβθ
β = θα) [23], we
have for (4.16)
h¯M
(0)
1 (φ, θ) = −ih¯
[
Aα(φ)θ
α +
1
2
θαDαβ(φ)θ
β +
1
3!
θαθβθγ(ΓαDβγ)(φ)
+ . . .+
1
n!
θα1 . . . θαn(Γα1 . . .Γαn−2Dαn−1αn)(φ) + . . .
]
, (4.20)
with Γα and Dαβ defined by
Γα = R
i
α
∂
∂φi
, Dαβ = ΓβAα =
(
∂Aα
∂φi
Riβ
)
, (4.21)
while the θ∗α part in (4.9), acquires the form
− θ∗αµ˜αβCβ = −θ∗α
[
δαβ −
1
2
Tαβγ(φ)θ
γ +O(θ2)
]
Cβ. (4.22)
It seems hence reasonable to make a redefinition of θα such that it absorbs the h¯ of their
kinetic term, and implement it to their antifields through a canonical transformation [24], i.e.,
θ
′α =
√
h¯ θα, θ
′∗
α =
1√
h¯
θ∗α. (4.23)
In this way, expansions (4.20) and (4.22) become, after dropping primes
h¯M
(0)
1 (φ, θ) → −i
[√
h¯Aα(φ)θ
α +
1
2
θαDαβ(φ)θ
β +O(θ3; 1/
√
h¯)
]
, (4.24)
−θ∗αµ˜αβCβ → −
√
h¯θ∗αCα +
1
2
θ∗αT
α
βγ(φ)θ
γCβ +O(θ2; 1/
√
h¯), (4.25)
10In the effective theories of the standard model, where some heavy fermions are integrated out, one should
also consider Wess-Zumino terms to take into account the presence of the anomaly. In this case, however, the
extra variables are present already in the classical action and the above difficulties for the propagator of the extra
varibles do not appear [25].
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so that, although h¯ dissapears in few terms or becomes
√
h¯, in higher order terms it appears
in the form of negative powers of
√
h¯. Therefore, it seems as if the quantum treatment of
Wess-Zumino terms can only be done in a nonperturbative (in the h¯ expansion sense) regime.
Whether or not this is true, this perturbative treatment can at least be applied in a sensible
way to models for which only the first two terms in (4.24) and (4.25) are really present. In this
case, the h¯0 terms should be considered part of W0, while the
√
h¯ terms generalize the so-called
background charges [26]. In the BV context these terms have been previously considered in [24]
[10]. From now on, we will call them background terms.
Let us analyze the conditions that guarantee this perturbative treatment. (4.20) stops at
second order if
Γγ(Dαβ)(φ) = 0. (4.26)
On the other hand, the gauge transformations for θα would read, in absence of O(θ2) terms
δθα = −εα + 1
2
Tαβγ(φ)θ
γεβ,
but in this form they can only provide a representation of the original gauge algebra if Tαβγ = 0.
Summarizing, when r = m, (4.26) and Tαβγ = 0 are sufficient conditions in order to have a
sensible perturbative expansion. In this case, after having performed (4.23), S′ (4.18) becomes
S′ →
[
Sˆ(Φ,K)− i
2
θαDαβ(φ)θ
β
]
−
√
h¯ [θ∗αCα + iAα(φ)θα] ≡W0 +
√
h¯M1/2,
from which the form of W0 can immediately be read off
W0 = Sˆ(Φ,K)− i
2
θαDαβ(φ)θ
β. (4.27)
Under such conditions, eq.(4.19) translates to
(W0,W0) = 0, (4.28)
(W0,M1/2) = 0, (4.29)
1
2
(M1/2,M1/2) = iAα(φ)Cα, (4.30)
thus indicating that W0 (4.27) satisfies indeed the classical master equation.
Finally, properness ofW0 holds if rank(Dαβ) = p = m. However, in view of (4.21), in general
one can only guarantee p ≤ m. The extremum case appears, for example, when the anomalies
are gauge invariant, i.e., Dαβ = 0 and p = 0. For the sake of brevity, from now on we will
restrict ourselves to the case p = max., leaving the general case for the future.
4.3 Abelian anomalous subgroup
The above described situation is too restrictive and somewhat trivial. In what follows, we
consider the more interesting case r < m in (4.5), in which only an anomalous subgroup (the a
part) is abelian.
The extension procedure goes along the same lines discussed before and is based in the
introduccion of r new fields θa. The subgroup character of the anomalous (a) part implies now
that the transformation for the new fields, the extended action Sext and the Wess-Zumino term
M
(0)
1 are obtained from (4.7), (4.9) and (4.16) by simply considering the a subgroup as a group
by itself; in brief, by the substitution α→ a and by the restriction of all the quantities to θA = 0.
11
The only non-trivial objects of this construction relevant for our analysis are the type A gauge
generators
µ˜
′a
B (θ
a, φ) = (µ˜aB + µ
a
bλ
b
Dµ˜
D
B )
∣∣∣
θA=0
, (4.31)
with µ˜ab , µ˜
a
B , µ
a
b , λ
b
D and µ˜
D
B the corresponding blocks of the matrices µ˜
α
β (4.8), and µ
α
β , λ
α
β
defined above. For a full description of the extension procedure in this case we refer the reader
to [8].
It is clear thus that, as far as the a subgroup is concerned, the previous conditions (4.26)
and Tαβγ = 0 translates to
Γc(Dab)(φ) = 0, with Dab(φ) = ΓbAa(φ), (4.32)
and T abc = 0, i.e., the a subgroup should be abelian. On the other hand, the expansion for the
A generators (4.31) becomes, for gauge invariant structure functions
µ˜
′a
B (θ
a, φ) = (µ˜aB + µ
a
bλ
b
Dµ˜
D
B )
∣∣∣
θA=0
= −T aBbθb +
1
4
T aDdT
D
Bbθ
bθd +
1
24
T aDdT
D
CcT
C
Bbθ
bθcθd + . . . ,
thus indicating that the A transformations can be taken linear in θa if
T aDdT
D
Bb = 0. (4.33)
This requirement is met, for instance, when either T aDd = 0 and/or T
D
Bb = 0. In the end, a direct
computation shows that
δθa = −εa + T aBb(φ)θbεB ,
provide a representation of the original gauge algebra if precisely i) the structure functions
are gauge invariant and ii) (4.33) holds. Summing up, conditions (4.32), (4.33), T abc = 0 and
Γσ(T
γ
αβ) = 0 guarantee a sensible perturbative expansion for this extended theory. Under such
conditions, the A transformation for the kinetic operator Dab (4.32) reads
δ(A)Dab = (DacT
c
bB +DbcT
c
aB) ε
B . (4.34)
Now, the canonical transformation (4.23) adapted to this case brings S′ (4.18) to the form
S′ →
[
Sˆ(Φ,K)− i
2
θaDab(φ)θ
b + θ∗aT
a
Bb(φ)θ
bCB
]
−
√
h¯ [θ∗aCa + iAa(φ)θa] ≡W0 +
√
h¯M1/2,
(4.35)
thus providing the following expression for W0
W0 = Sˆ(Φ,K)− i
2
θaDab(φ)θ
b + θ∗aT
a
Bb(φ)θ
bCB . (4.36)
Once again, relations (4.28), (4.29) and (4.30) hold now for W0 and the background term M1/2.
A direct check of these relations gives some additional information. For example, fulfillment of
(4.28) requires Dab in (4.36) to be the a gauge variation of some consistent anomalies Aa, while
the vanishing of (4.29), instead, crucially relies on Dab being precisely the a gauge variation
of Aa occurring in M1/2. These two conditions are summarized in the relation Dab = ΓbAa in
(4.32) Finally, the properness condition for W0 holds as far as rank(Dab) = r, which we will
assume from now on.
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4.4 Regularization of the extended theory
To develop the regularization procedure, we will be mainly concerned with the last situation,
since the first one –once the substitution a→ α is done– can be seen as a special case of it, with
no antifields θ∗ in W0 (4.36).
From the above discussion, and according to (4.15) and to the form of W0 (4.36), it is
expected that the new variables generates an extra anomaly, for which the antifield independent
part will read
Ba(φ, θ)Ca = Ba(φ)Ca +O(θ) = bkAka(φ)Ca +O(θ). (4.37)
The contribution O(θ) results to be relevant at order h¯3/2 or higher. Indeed, if we undo (4.23),
O(θ) become O(√h¯θ), contributing thus at higher orders in h¯. Thus, in one loop considerations,
O(θ) terms can be discarded. Quantums effects of the extra variables are then expected to
be realized as shifts or “renormalizations” of the original coefficients of the anomalies Aa(φ),
ak → a˜k = (ak+ bk), and, as a byproduct, of the coefficients of all the quantities directly related
with them, like the Wess-Zumino term M
(0)
1 or the kinetic operator Dab.
Let us now regularize the extended theory along the lines of sect.2.3. As the analogous of
the regulated generating functional (2.15), we take
Zreg(J,K; j, θ
∗) =
∫
DΦ˜Dχ˜exp
{
i
h¯
[
Ŵ + JAΦ
A + jaθ
a
]}∣∣∣∣
χ˜∗=0
, (4.38)
with Ŵ given by
Ŵ =
[
W˜0 +WPV +
√
h¯M˜1/2 + h¯M˜
]
, (4.39)
and where Φ˜ ≡ {Φ˜µ} stands for the complete set of fields {ΦA, θa} and χ˜ ≡ {χ˜µ} for their
associated PV fields {χA, χa}.
According to the above discussion, in the new proper classical action W˜0 in (4.39), the θ
a
kinetic operator should be taken as
D̂ab = ckD
k
ab, with D
k
ab =
(
∂Aka
∂φi
Rib
)
, (4.40)
i.e., the original coefficients ak in (4.3) has been relaxed to ck and should be determined in the
regularization procedure. M˜1/2, on the other hand, is expected to be related with the renor-
malization of the original background term M1/2 in (4.35), while M˜ is a suitable counterterm
taking care of possible dependences on the auxiliar sector and on the antifields.
Finally, the PV action WPV|χ∗=0 in (4.39) is determined from W˜0 in (4.39) by means of
(2.16)
WPV|χ∗=0 = W (0)PV
∣∣∣
χ∗=0
+WM =
1
2
χµ(T˜ R˜)µνχ
ν − 1
2
Mχ˜µT˜µν χ˜
ν ,
with (T˜ R˜)µν defined according to (2.17) as
(T˜ R˜)µν =
(
∂l
∂Φ˜µ
∂r
∂Φ˜ν
W˜0
)
, (4.41)
and where we choose the mass term WM with no mixing between the original PV fields χ
A and
the extra ones χa and containing the mass matrix TAB used in the regularization of the original
theory, i.e.,
WM = −1
2
Mχ˜µT˜µν χ˜
ν = −1
2
M
(
χATABχ
B + χaTabχ
b
)
. (4.42)
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Now, an straightforward application of the semiclassical expansion to (4.38) yields the effec-
tive action of the extended theory up to one loop
Γ˜ = W˜0 +
√
h¯M˜1/2 + h¯M˜ +
ih¯
2
Tr ln
[
(T˜ R˜)
(T˜ R˜)− T˜M
]
, (4.43)
while from its corresponding BRST Ward identity (2.12) the following anomaly arises
− ih¯A˜ =
√
h¯(M˜1/2, W˜0)− ih¯
[
(∆W˜0)reg + i(M˜ , W˜0) +
i
2
(M˜1/2, M˜1/2)
]
. (4.44)
Finally, the regularized expression of (∆W˜0) (or, equivalently, of (∆Sˆext) since both share the
same unregularized form) turns out to be, once again, the BRST variation of the trace part in
(4.43)
(∆W˜0)reg = δ˜
{
−1
2
Tr ln
[
R˜
R˜−M
]}
= Tr
[
−1
2
(R˜−1δ˜R˜)
1
(1− R˜/M)
]
, (4.45)
where δ˜ is now the BRST transformation in the extended space generated by W˜0, δ˜F = (F, W˜0).
Let us now investigate the form of R˜ along the lines of sect.3 to gain insight into the structure
of (4.45). By direct inspection of W˜0 in (4.39), (T˜ R˜)µν (4.41) is seen to be
(T˜ R˜)µν =
(
(TR)AB(Φ,K)
−iD̂ab(φ)
)
+O(θ) +O(θ∗),
with (TR)AB the original massless kinetic operator (2.19). Then, the inverse of the new mass
matrix in (4.42) leads to the extended regulator R˜
(T˜−1)µρ(T˜ R˜)ρν ≡ R˜µν =
(
RAB
−i(T−1)acD̂cb
)
+O(θ) +O(θ∗).
Using now the expansion (4.1) for the original regulator R and assuming an expansion for Tab
of the form Tab = T0,ab(φ) + . . ., with T0,ab(φ) invertible, we obtain a similar expansion for R˜
R˜ = [R˜(φ) +O(θ)] + ̂˜R, with R˜µν(φ) =
(
RAB(φ)
−i(T−10 )acD̂cb(φ)
)
, (4.46)
and where [R˜(φ) + O(θ)] plays now an analogous role as that of R(φ) (4.1) in the original
theory. Similar expansions are shared by R˜−1 and δ˜R˜ due to the linearity in θa of δ˜θa. In the
end, plugging all these results in (∆W˜0)reg (4.45), the following expression is obtained
(∆W˜0)reg =
{
Tr
[
−1
2
(R˜−1δ˜R˜) 1
(1 − R˜/M)
]
+O(θ)
}
+ (∆̂W˜0)reg + (M′, W˜0), (4.47)
with (∆̂W˜0)reg = O(K, θ∗) and where each one of the terms in (4.47) is δ˜ invariant by itself.
Let us restrict now to the study of the antifield independent part in (4.47). O(θ), as argued
below, can simply be discarded. On the other hand, the diagonal structure of R˜ (4.46) yields
the following decomposition for the trace in eq.(4.47)
Tr
[
−1
2
(R˜−1δ˜R˜) 1
(1− R˜/M)
]
= Tr
[
−1
2
(R−1δR) 1
(1 −R/M)
]
+Tr
[
−1
2
(R−1θ δRθ)
1
(1−Rθ/M)
]
,
(4.48)
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with Rθ defined as
(Rθ)ab(φ) = −i(T−10 )acD̂cb(φ), (4.49)
and where now distinction between δ or δ˜ is irrelevant as they share the same form for the
classical fields: δφi = δ˜φi = RiαCα.
The first trace in the right-hand side of (4.48) is the original anomaly, Aa(φ)Ca, whereas
the second trace should be considered as the antifield independent contribution (4.37) to the
anomaly coming from the extra fields. This second term could produce type A anomalies unless
an A invariant regulator Rθ (4.49) is found11. In appendix C we argue that the transformation
property of T0,ab(φ) under the A subgroup
δ(A)T0,ab = (T0,acT
c
bA + T0,bcT
c
aA) ε
A,
is a sufficient condition to get this result. Assuming then that such a mass matrix has been
found, the final form for (∆W˜0)reg (4.47) reads
(∆W˜0)reg = (Aa +Ba)(φ)Ca + (∆̂W˜0)reg + (M′, W˜0).
It is straightforward now to determine M˜1/2 and W˜0 which yield the vanishing of the antifield
independent part of A˜ (4.44). Indeed, the h¯ part of (4.44) vanishes for
M˜1/2 = − [θ∗aCa + i(Aa +Ba)(φ)θa] = −
[
θ∗aCa + iA˜a(φ)θa
]
. (4.50)
with A˜a = (ak + bk)A
k
a, whereas vanishing of the
√
h¯ term is acquired for D̂ab (4.40) of the form
D̂ab =
(
∂A˜a
∂φi
Rib
)
= D˜ab. (4.51)
Equations (4.50) and (4.51) express hence the conditions for the vanishing of the antifield
independent part of A˜ and, as a consequence, for the (partial) fulfillment of (2.12) for Γ˜ (4.43)
up to one loop in the antifield independent sector. Implementation of these conditions leads to
the one–loop renormalized action
W˜0 +
√
h¯M˜1/2 + h¯M˜ =
[
Sˆ(Φ,K)− i
2
θaD˜abθ
b + θ∗aT
a
Bbθ
bCB
]
−
√
h¯
[
θ∗aCa + iA˜aθa
]
+ h¯M˜ ,
which, in terms of the original extra variables (4.23) becomes the solution (4.10) of the regularized
quantum master equation at one-loop level in the extended formalism, i.e.,[
Sˆ(Φ,K)− θ∗a
(
Ca − T aBbθbCB
)]
− ih¯
[
A˜aθ
a +
1
2
θaD˜abθ
b
]
+ h¯M˜ =
Sˆext + h¯[M˜
(0)
1 + M˜ ] = Sˆext + h¯M˜1 ≡ W˜ . (4.52)
In summary, from (4.52) it is concluded that, at source independent level, the effect of the
extra degrees of freedom is realized as a shift or renormalization of the coefficients ak of the
original Wess-Zumino term to (ak + bk), as argued before. This ends the description of the
regularization procedure in the extended theory.
11Invariance of regulators should be understood up to terms of the form [R, G], i.e., they are invariant as far
as they yield vanishing anomalies.
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5 Invariant Pauli-Villars regularization in the extended config-
uration space
Anomalous gauge theories are known to suffer from the absence of BRST (or gauge) invariant
regulators in the original configuration space. Within the above extended formalism, instead,
they give rise to BRST invariant theories up to one loop in the antifield independent sector.
This fact suggests the existence of PV invariant regulators R˜′(φ, θ) in the extended formalism.
Such possibility has been considered in [24]12, although this formulation differs in spirit from
ours. In this section we shall show, first, how to construct such invariant PV regulators and
second, how a natural interpretation arises of the Wess-Zumino action as the local counterterm
interpolating between invariant and noninvariant regularizations.
5.1 Completely anomalous gauge theory
To illustrate the construction, let us consider first of all the case r = m in (4.5). In the
extended theory the combinations F i(φ, θ) result to be gauge (or BRST) invariant. Therefore,
an invariant regulator R′(φ, θ) can be built up from a non-invariant one R(φ) by the simple rule
of substituting the fields φi in R by their gauge transformed F i(φ, θ), that is,
R′(φ, θ) ≡ R(F (φ, θ))⇒ δR′ = 0. (5.1)
The construction of invariant regulators in this way turns out to be a useful tool to “integrate”
anomalies and obtain the Wess-Zumino action. This observation is based on the following facts.
First of all, eq.(4.17) for M
(0)
1 (φ, θ) can be interpreted as the expression relating the anomalies
iB1(φ, Cα) = 0, iB0(φ, Cα) = iAα(φ)Cα,
arising in the invariant (1) and non-invariant (0) regularizations, through the BRST variation
of a local counterterm in the extended configuration space, i.e.,
iB1 − iB0 = −iAα(φ)Cα = δ(−M (0)1 (φ, θ))⇐⇒ (M (0)1 , Sˆext) = iAα(φ)Cα.
On the other hand, these two regularizations are connected by the interpolation
R(t) = R(F (φ, θt)), t ∈ [0, 1]. (5.2)
Under such conditions, we can apply the results in appendix B and take forM
(0)
1 (φ, θ) expression
(B.4) adapted to this case, namely
M
(0)
1 (φ, θ) = −i
∫ 1
0
dtTr
{
−1
2
[
R−1(F (φ, θt))∂tR(F (φ, θt))
] 1
(1−R(F (φ, θt))/M)
}
. (5.3)
Now, explicit computation of the ∂t derivative of R(t) (5.2) yields, after use of the Lie
equation for F i(φ, θ) [8]
∂tR(F (φ, θt)) =
(
∂R
∂φi
)
(F )∂tF
i(φ, θt) =
(
∂R
∂φi
Riβ
)
(F )λβα(θt, φ)θ
α = (δβR)(F )λβα(θt, φ)θα,
12Invariant PV regularizations of this type were earlier considered, for chiral gauge theories, in [27]. More
recently, a similar invariant PV regularization has also been used in [28] in the quantization of the two dimensional
chiral Higgs model.
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where (δβR) stands for the BRST (or gauge) variation of R having dropped out the ghosts Cβ
(or the gauge parameters εβ). Upon substitution of this result in (5.3)
M
(0)
1 (φ, θ) = −i
∫ 1
0
dtTr
[
−1
2
(R−1δβR) 1
(1−R/M)
]
(F )λβα(θt, φ)θ
α, (5.4)
we recognize in the trace factor the form (4.2) for the anomaly with argument F i(φ, θt), so that
(5.4) acquires the form (4.16) of the Wess-Zumino term for the original theory. This expression
was previously derived in [8] using a different approach.
Therefore, from this construction a new interpretation [24] of the Wess-Zumino term arise:
it is the local counterterm giving the interplay between the original, non-invariant regularization
and the new invariant one (5.1).
5.2 Anomalous free gauge subgroup
The situation just considered is very restrictive since certain theories possess regulators
preserving a subgroup (the A part) of the gauge transformations. Therefore, a modification
of the above proposal should be considered. We restrict our analysis to the case in which the
anomalous (a) sector is a subgroup.
Assume then that the original regulator R(φ) satisfies (4.6). The analogous of the invari-
ant objects F i(φ, θ) considered in the previous case are now the combinations F˜ i(φ, θa) =
F i(φ, θa, θA = 0), with transformation laws
δ(a)F˜
i = 0, δ(A)F˜
i = RiB(F˜ )M
B
A ε
A,
and with MBA an invertible matrix whose form is irrelevant for our purposes [8]. Then, the
desired invariant regulator R′(φ, θ) turns out to be in terms of the original one
R′(φ, θa) = R(F˜ (φ, θ)). (5.5)
Indeed, invariance of R′(φ, θ) under a transformations comes from the a invariance of F˜ i,
δ(a)F˜
i = 0, as in the previous case, while for the A part it is
δ(A)R′ =
(
∂R
∂φi
RiA
)
(F˜ )εA = (δ(A)R)(F˜ )εA =
{
0
[R, GB ](F˜ )MBA εA
the result being now a direct consequence of the invariance (4.6) of R under the A subgroup.
Finally, the Wess-Zumino term M
(0)
1 (φ, θ
a), interpreted again as the counterterm relating
the anomalies
iB1(φ, Ca) = 0, iB0(φ, Ca) = iAa(φ)Ca,
obtained using invariant (1) and non-invariant (0) regulators, can be constructed along the
previous lines simply by substituting the above quantitites by those corresponding to the a
subgroup as a group by itself. In particular, the interpolating regularization between R(φ) and
R′(φ, θa) reads now
R(t) = R(F˜ (φ, θat)), t ∈ [0, 1], (5.6)
yielding at the end the same form for M
(0)
1 (φ, θ
a) worked out in [8] for this particular case.
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6 Example: the Bosonic String
In this section we illustrate the use of the extended formalism by applying it to the bosonic
string13. In this way we will see that a natural interpretation arises of the well-known shift of
the numerical coefficient (26−D) in front of the Liouville action to (25−D), in agreement with
[31]14. This model will also serve to exemplify the method proposed in sect.5 for constructing
invariant regulators and Wess-Zumino actions in the extended configuration space.
6.1 Regularization of the original theory
The bosonic string is an example of a gauge theory in which part of the gauge group can
be kept anomaly free while the anomalous part can be chosen to be an abelian subgroup. The
classical action for this system
S0 =
∫
d2ξ
[
−1
2
√
ggαβ∂αX∂βX
]
, with g ≡ − det gαβ ,
describes D bosons Xµ(ξ) coupled to the gravitational field gαβ in two dimensions and posseses
the following (infinitesimal) gauge transformations
δXµ = vα∂αX
µ,
δgαβ = ∇αvβ +∇βvα + λgαβ ,
which split into two subgroups: Weyl transformations (λ) and diffeomorphisms (vα).
Direct application of the FA formalism yields as proper solution of (2.2)
S = S0 +
∫
d2ξ
[
X∗Cα∂αX + g∗αβ (∇αCβ +∇βCα + Cgαβ)− C∗βCα∂αCβ − C∗Cα∂αC + b∗αβdαβ
]
,
(6.1)
where {Cα, C} are the diffeomorphisms and Weyl ghosts, respectively, {X∗, g∗αβ , C∗β , C∗} the
antifields of the minimal sector fields and {bαβ , dαβ ; b∗αβ , d∗αβ} the fields and antifields of the
auxiliar sector.
A usual gauge-fixing fermion is Ψ = −1/2 bαβ(gαβ − hαβ), with hαβ a given background
metric. Using now (2.4), the antifields acquiring a shift are
g∗αβ → g∗αβ − 1
2
bαβ , b∗αβ → b∗αβ −
1
2
(gαβ − hαβ),
so that in the new gauge-fixed basis, S (6.1) adopts the form
Sˆ(Φ,K) =
∫
d2ξ
{[
1
2
X✷X − 1
2
bαβ (∇αCβ +∇βCα + Cgαβ)− 1
2
dαβ(gαβ − hαβ)
]
+[
X∗Cα∂αX + g∗αβ (∇αCβ +∇βCα + Cgαβ)− C∗βCα∂αCβ − C∗Cα∂αC + b∗αβdαβ
]}
= SΣ(Φ) +KAR
A, (6.2)
with RA the BRST transformation of the field ΦA and where, for simplicity, antifields Φ∗A and
BRST sources KA are identified. Also, the kinetic operator for the matter fields X
µ in (6.2) is
defined by ✷ = ∂α(
√
ggαβ∂β) =
√
ggαβ∇α∇β.
13Quantization of the bosonic string as an anomalous gauge theory along the lines of the hamiltonian BRST
formalism [29] has recently been considered in [30].
14For earlier comments about this shift, see ref.[32].
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The form of the gauge-fixed action SΣ in (6.2) suggests some field redefinitions in order to
distinguish propagating and non-propagating fields. Indeed, by introducing a new symmetric,
traceless field b˜αβ and a new pair of ghosts b˜, C˜, related to the old ones bαβ , C by
bαβ = b˜αβ +
1
2
gαβ b˜, C = C˜ − ∇αCα,
the gauge-fixed action adopts the form
SΣ(Φ) =
∫
d2ξ
[
1
2
X✷X − 1
2
b˜αβ (∇αCβ +∇βCα)− 1
2
b˜C˜ − 1
2
dαβ(gαβ − hαβ)
]
,
and allows to identify the ghosts b˜, C˜ and the fields dαβ, gαβ as non-propagating. These fields
will not occur in loops and their contribution to the anomaly is expected to vanish.
Now, let us pass to analyze the regularized expression of ∆Sˆ. The regulator R(Φ,K) in
(2.20) is determined from the PV massless kinetic operator (TR)AB (2.19) and the PV mass
matrix TAB . In the basis {X, b˜αβ , Cα; dαβ , gαβ , b˜, C˜} ≡ {p; np}, (TR)AB adopts the form
(TR)AB(Φ,K) =
(
(TR)p(gαβ)
(TR)np
)
+O(X) + ̂(TR)AB(Φ,K),
where the corresponding invertible blocks for propagating and non-propagating fields read
(TR)p(gαβ) =
 ✷ (TR)αβγ
−(TR)αβγ
 , (TR)np =

0 1
1 0
0 −1/2
1/2 0
 .
For the mass matrix TAB one can take
TAB =
(
Tp(gαβ)
Tnp
)
, with Tp =
( √
g
Tgh(gαβ)
)
,
and where Tnp is chosen to be a constant, invertible matrix, its form being irrelevant. In the
end, R(Φ,K) is seen to have an expansion of the form (4.1), as expected
RAB(Φ,K) =
[(
Rp(gαβ)
Rnp
)
+O(X)
]
+ R̂AB(Φ,K), with Rp =
(
1√
g✷
Rgh(gαβ)
)
,
(6.3)
and where the regulator Rnp for the non-propagating fields results to be a constant, invertible
matrix. The explicit forms of (TR)αβγ , Tgh and Rgh are not necessary for our immediate
purposes and can be found in [33], from where some results will be borrowed.
Now, let us restrict to the analysis of the antifield independent part of (∆Sˆ)reg, (4.2). The
splitting of R(φ) in (6.3) in an invertible part containing only gαβ plus terms O(X), together
with the property δO(X) = O(X), leads to the splitting of (4.2) as
Tr
[
−1
2
(R−1δR) 1
(1 −R/M)
]
+O(X), where R(gαβ) =
(
Rp(gαβ)
Rnp
)
, (6.4)
each one of the terms being separately BRST invariant. Well-known cohomological results ensure
that BRST invariant O(X) terms are BRST trivial in local cohomology, so that O(X) terms in
(6.4) can eventually be written as the BRST variation of a suitable counterterm.
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We can thus restrict the analysis of (6.4) to the contribution coming from R(gαβ). First of
all, the constant block Rnp in (6.4) produces, upon the δ variation of R, a vanishing entry for
this part. The relevant part in (6.4) then becomes
Tr
[
−1
2
(R−1p δRp)
1
(1−Rp/M)
]
, (6.5)
yielding a vanishing contribution of the non-propagating fields to the anomaly. On the other
hand, the diagonal block structure of Rp (6.3) splits (6.5) into two separate contributions
Tr
[
−1
2
(R−1m δRm)
1
(1−Rm/M)
]
+Tr
[
−1
2
(R−1gh δRgh)
1
(1 −Rgh/M)
]
, (6.6)
coming each one from the matter field sector and from the ghost fields (b˜αβ , Cα) sector, respec-
tively, and with the matter regulator Rm given by
Rm = 1√
g
✷ =
1√
g
∂α(
√
ggαβ∂β) = g
αβ∇α∇β. (6.7)
Now, for definiteness, let us analyze the matter contribution in (6.6) as an example of the
use of the form (2.20) for (∆Sˆ)reg. First, the BRST variation of Rm (6.7) reads
δRm = −RmC − [Rm, G], G ≡ Cα∂α,
so that, whereas it transforms in the “appropriate” way under diffeomorphisms, its Weyl vari-
ation neither is zero nor it can be written in commutator form. The whole gauge group splits
thus into two subgroups, one of them, diffeomorphisms, anomaly free and the other, the abelian
Weyl subgroup, anomalous. Then, upon substitution of this result in the first term of (6.6), we
obtain
Tr
[
−1
2
(R−1m δRm)
1
(1−Rm/M)
]
= Tr
1
2
C
(
1− ✷√
gM
)−1 ∼ Tr [1
2
C exp
{
✷√
gM
}]
, (6.8)
which turns out to be, using well-known results on the calculation of the Weyl anomaly15 [21]
− i
∫
d2ξ
[(
D
8pi
)
M
√
g −
(
D
48pi
)√
gR
]
C ≡ Am(gαβ) · C, (6.9)
where R is the scalar curvature and Am(gαβ) stands for the contribution of the matter sector to
the Weyl anomaly. Contributions to (6.5) coming from the ghost sector can be treated in the
same way using the regulator Rgh obtained from (TR)αβγ and Tgh proposed in [33]. The net
effect of these contributions is a shift in the above numerical coefficients by
−D
48pi
→ 26−D
48pi
,
D
8pi
→ D − 2
8pi
.
Finally, the divergent pieces arising after regularization in (6.6) (partly displayed in (6.9))
are seen to be absorbed by the BRST variation of a suitable local counterterm∫
d2ξ
[(
D − 2
8pi
)
M
√
g C
]
= δ
{∫
d2ξ
[(
D − 2
8pi
)
M
√
g
]}
, (6.10)
so that in the end, the antifield independent part of the original anomaly to deal with becomes∫
d2ξ
[(
26−D
48pi
)√
gR
]
C ≡ iA(gαβ) · C. (6.11)
15Traces over continuous indices involved in expressions like (6.8) should be computed in the euclidian space
[10]. Coming back to the Minkowsky space causes the appearence of −i factors, as the one in front of (6.9).
20
6.2 Extended theory, invariant regulator and Wess-Zumino term
Once the anomalous character of the theory has been verified, the construction of the
extended field-antifield formalism goes as follows [8]. Since only the one parametric Weyl group
is anomalous, no rank troubles arise and we are led to introduce a new scalar field θ. Its
transformation under the action of the whole gauge group reads [8]
δθ = vα∂αθ − λ, (6.12)
yielding thus the following form of the extended action Sext
Sext = S +
∫
d2ξ [θ∗(Cα∂αθ − C)]. (6.13)
The Wess-Zumino term which corresponds to the original Weyl anomaly (6.11) can now be
evaluated either by integrating the BRST variation of the Wess-Zumino term giving (6.11), or by
interpreting it as the counterterm (modulo divergent pieces) relating invariant and non-invariant
regularizations. The first possibility was contemplated in [8]. As for the second, we exemplify
it by considering only the matter sector. Obviously, since the ghost contribution is exactly the
same up to numerical coefficients, the Wess-Zumino term coming from this sector should also
share the same functional form.
Let us first construct an invariant regulator R′m for the matter sector. The rule (5.5) yields
Rm = 1√
g
✷→R′m =
1
(
√
g)′
✷
′ =
e−θ√
g
✷ = e−θRm.
This invariant and the non-invariant regulator (6.7) are related by the interpolation (5.6)
Rm(t) = e−θtRm = e
−θt
√
g
✷, t ∈ [0, 1]. (6.14)
Now, expression (5.3) of the searched-for counterterm gives in this case
M
′(0)
1 (gαβ , θ) = −i
∫ 1
0
dtTr
[
1
2
θ
(
1− e−θtRm/M
)−1]
. (6.15)
The integrand in (6.15) is expression (6.8) evaluated with the Weyl transformed of the original
regulator (6.7). Hence, we have
Tr
[
1
2
θ
(
1− e−θtRm/M
)−1] ∼ Tr [1
2
θ exp
{R′m/M}] = Am(g′αβ(t)) · θ,
with Am(gαβ) given by (6.9) and where R′m, g′αβ(t) stands for the (finite) Weyl transformed of
the regulator Rm and of the metric field with parameter θt, i.e., eq.(6.14) and g′αβ(t) = eθtgαβ .
Substituting all these expressions in (6.15) and performing the integration over t, we get [8]
M
′(0)
1 (gαβ , θ) = −
∫
d2ξ
{[(−D
48pi
)(
1
2
θ✷θ +
√
gRθ
)]
−
[(
D
8pi
)
M
√
g
]
+
[(
D
8pi
)
M
√
geθ
]}
.
Each one of the three pieces above deserves a different interpretation. The first one is really
the contribution of the matter sector to the Wess-Zumino term. Substitution of the coefficient
(−D) by (26−D) in it yields thus the complete Wess-Zumino action. The second is the part of
the local counterterm (6.10) whose BRST variation gives the divergent term in (6.9). Finally,
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the third term is a BRST (or gauge) invariant counterterm playing no role, so that it can be
simply dropped out. In summary, the original Wess-Zumino term reads
M
(0)
1 (gαβ , θ) =
∫
d2ξ
{(
D − 26
48pi
) [
1
2
θ✷θ +
√
gRθ
]}
, (6.16)
and it can be interpreted as the tree level Liouville action for the bosonic string, θ being thus
the Liouville field.
To conclude, a direct inspection to the form of the θ transformations (6.12) and of the Wess-
Zumino term (6.16) indicates that this system fits the requirements described in sect.4. Indeed,
since the commutator of a Weyl transformation and a diffeomorphism
[δR(v
α), δW (λ)] = δW (−vα∂αλ),
does not contain diffeomorphisms, the structure constants TAbB vanish and condition (4.33) is
trivially satisfied, while condition (4.32) is also seen to hold due to the Weyl invariance of the
kinetic operator ✷ in (6.16).
6.3 Extended proper solution, background term and extended regularization
Having verified that the application of the regularization process described in sect.4 to this
model is sensible, let us pass now to implement it. First of all, from Sext (6.13) and the Wess-
Zumino action (6.16), we should recognize the relevant extended proper solution W0 and the
background term M1/2. The canonical transformation (4.23) adapted to this case performs this
task and determines them to be
W0 = Sˆ(Φ,K) +
∫
d2ξ
[(
D − 26
48pi
)(
1
2
θ✷θ
)
+ θ∗Cα∂αθ
]
, (6.17)
M1/2 = −
∫
d2ξ
[
θ∗C −
(
D − 26
48pi
)√
g R θ
]
,
which are seen to fulfill relations (4.28), (4.29) and (4.30).
The modified extended proper solution W˜0, obtained from W0 by leaving undetermined the
numerical coefficients of the kinetic operator for the extra variables, is obtained through the
substitution a =
(
D−26
48π
)
→ â in (6.17), i.e.,
W˜0 = Sˆ(Φ,K) +
∫
d2ξ
[
â
2
θ✷θ + θ∗Cα∂αθ
]
. (6.18)
The regulator Rθ (4.49) for the θ sector is determined from the new θ kinetic operator in
(6.18) once an explicit mass matrix is chosen. In this case, the similarity of the kinetic operators
for the matter and θ sector suggests to use a similar mass matrix for the PV field of the extra
variable
Tθ = Tθ,0 = â
√
g,
from which, using expression (4.49), the following regulator Rθ is obtained
Rθ = 1√
g
✷,
i.e., exactly the same regulator as for the matter part (6.7), with the only difference that now
only one scalar field is involved. Therefore, the contribution of the extra sector to the antifield
independent part of the anomaly is just expression (6.11) with numerical coefficient −1. A first
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effect of the extra degree of freedom at one loop is thus a “renormalization” of the original
coefficient a =
(
D−26
48π
)
of the anomaly (6.11) to
(
D−25
48π
)
[34].
Now, cancelation of the antifield independent sector of the h¯ part in (4.44) is acquired for
M˜1/2 = −
∫
d2ξ
[
θ∗C −
(
D − 25
48pi
)√
g R θ
]
,
while the h¯ equation (M˜1/2, W˜0) = 0 is fulfilled by taking â =
(
D−25
48π
)
in (6.18). These conditions
together lead to the vanishing of the antifield independent part of the obstruction A˜ (4.44) in
the extended theory.
Finally, coming back to the original variables θ, θ∗, these effects appear realized together as
a shift of the original coefficient of the Wess-Zumino term (6.16) in the same amount. The final,
one-loop renormalized Wess-Zumino action reads then
M˜
(0)
1 (gαβ , θ) =
∫
d2ξ
{(
D − 25
48pi
)[
1
2
θ✷θ +
√
gRθ
]}
.
This result was earlier obtained in [31] and further reproduced in [35], by using a heat kernel
regularization procedure for the non-trivial, gauge invariant measure of the Liouville field, and
in [34] through the application of the background field method. An alternative approach, based
in a canonical quantization of the regularized system taking into account changes in the type of
constraints, can also be found in [36].
7 Conclusions and Outlook
The aim of this paper has been to further study the formulation of the extended Field-
Antifield formalism for anomalous gauge theories, previously proposed and developed in [8]
[9], by means of the incorporation of quantum one-loop effects coming from the extra variables
sector. To do that, an extension of the PV scheme proposed in [5] [6] [11] has been constructed to
explicitly take into account at once the regularization of both the original and the extra fields,
maintaining as far as possible the features characterizing the (regularization of the) original
theory. In this fashion, background terms, known to appear in other formulations and giving rise
to the anomalies in a different way, as well as a new proper solution in the extended space, directly
arise from the combination (S˜ + h¯M˜
(0)
1 ) of the extended, non proper solution and of the Wess-
Zumino term as a result of a canonical transformation in the extra field sector. Unfortunately,
only a certain type of theories (bosonic string, abelian chiral Schwinger model, etc.) seems
to admit the perturbative description we present, indicating that maybe a quantum treatment
of Wess-Zumino terms goes beyond the scope of the usual h¯ perturbative expansion. In any
case, our proposal works for the restricted theories we study, yielding in the end cancellation
of the antifield independent part of the complete anomaly and thus BRST invariance of the
extended theory up to one-loop in this restricted sector. Furthermore, in the particular example
we present –the bosonic string– the application of this general framework leads to a natural
interpretation of the well-known shift (26−D) to (25−D) as a one-loop renormalization of the
Wess-Zumino term due to the extra (Liouville) field quantum effects. In any case, however, it
should be stressed that the physical character of an anomalous gauge theory quantized in this
fashion is not answered from the above construction, although it would be of interest to analyze
the unitarity of the extended theory along the lines of [37]. There, it has been shown that, under
certain conditions on the generators of the gauge algebra, unitarity relies in the norm of the
classical gauge invariant degrees of freedom. In the present case this would amount to study the
norm of the ”classical” degrees of freedom associated with the new proper solution W0.
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The extended field-antifield formalism, on the other hand, presents some other interesting
features. Its covariance, for instance –in the sense that the role of the anomalous propagating
degrees of freedom, played in previous approaches by the pure gauge modes of the gauge fields
(e.g., the conformal mode of the metric field in the bosonic string), is now taken over by the
extra degrees of freedom– allows to get rid of these pure gauge fields by gauge-fixing it as in the
usual non-anomalous theories. Related to this covariance, it would be of interest to elucidate
the relationship between our proposal and the description given in [11], where the anomalous
propagating degrees of freedom are associated with some original antifields. Moreover, the
extended formalism also permits a complete determination of the transformation properties of
the extra variables and of the Wess-Zumino action from the underlying (quasi)group structure,
although the locality of such objects, which relies on the locality of the quantitites defining the
(quasi)group, remains as an open problem worth to be investigated.
Finally, we would like to stress the importance that throughout our developments the alter-
native expression for the anomaly (2.20) involving only the regulator has found. Apart for its
simplicity and the fact that it stablishes a clear relationship between anomalies and transforma-
tion properties of the regulator, the combination of its form together with the expansion (3.1) for
a general regulator yields the result that for “closed” theories (i.e., δ2Σ = 0) anomalies obtained in
the PV scheme split into two δ off-shell invariant parts, one of them antifield independent while
the other one carries all the antifield dependence. Algebraic counterexamples to this result has
recently been given in [13] in the form of solutions of the Wess-Zumino consistency conditions
with a non-trivial dependence on the antifields. Our result excludes the appearence of such type
of anomalies and indicates that the regularization procedure acts as a sort of “selection rule”
identifying from the complete set of algebraic solutions of the consistency conditions a subset
of “physically” realized anomalies. Further understanding of this point clearly deserves future
investigation.
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A Alternative form of (∆Sˆ)reg
Our main purpose here is to show that expression (2.20) for (∆Sˆ)reg is completely equivalent
to the form obtained in [6] [11]
(∆Sˆ)reg =
[(
KAB +
1
2
(T−1)ACδTCB(−1)B
)(
1
1−R/M
)B
A
]
, (A.1)
with KAB defined from (2.17) to be
KAB =
(
∂l
∂KA
∂r
∂ΦB
Sˆ(Φ,K)
)
.
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The idea consists in using some relations between KAB , TAB and R
A
B and express (A.1) in
terms of the regulator RAB alone. First, the symmetry properties of TAB and the definition of
the supertranspose of KAB
TBA = (−1)A+B+ABTAB, (KT ) AB = (−1)A(B+1)KAB ,
allows to rewrite (A.1) in the equivalent form
(∆Sˆ)reg =
{
1
2
[(
K +R−1T−1KTTR
)A
B
+ (T−1)ACδTCB(−1)B
](
1
1−R/M
)B
A
}
. (A.2)
Now, differentiation of the classical master equation for Sˆ
∂l
∂ΦA
∂r
∂ΦB
(Sˆ, Sˆ) = 0,
provides the following identity between KAB and (TR)AB
(TRK)AB + (TRK)BA(−1)AB + (−1)Bδ(TR)AB = 0.
This relation can now be used to express the combination (K +R−1T−1KTTR)AB in (A.2) as
(K +R−1T−1KTTR)AB = −(R−1)ACδRCB(−1)B − (R−1T−1)ACδTCD(−1)DRDB ,
which substituted in (A.2) eliminates its explicit dependence on KAB and TAB . In the end, use
of the definition of the supertrace as well as its cyclic property in the resulting expression yields
(2.20), as we would like to show.
B Counterterms
The particular expression of the anomaly is not unique. Its form depends both on the
intermediate regularization scheme (i.e., on the mass part of SPV (2.16), for example) and on the
form of the counterterm M1. Different expressions of the consistent anomaly, or equivalently, of
(∆Sˆ)reg, are thus expected to be related by the BRST variation of a local counterterm. The form
of this counterterm when the regularization schemes are connected by a continuous interpolating
regulator was conjectured in [5]. Here, we derive the expression of this counterterm16.
Consider two different regularizations defined in terms of the mass matrices and regulators
(T0, R0) and (T1, R1), satisfying T0R0 = T1R1 = (TR). In each one, (2.20) reads
(∆Sˆ)reg,0(1) = δ
{
−1
2
Tr ln
[
(TR)
T0(1)M − (TR)
]}
. (B.1)
Assume now that there exists a continuous path T (t), t ∈ [0, 1], interpolating from the first
mass matrix, T0 = T (0), to the second, T1 = T (1). This interpolation induces in turn another
interpolation between R0 and R1
T (t)R(t) = (TR)⇒ R(t) = T−1(t)(TR). (B.2)
The difference between the two regularized expressions of ∆Sˆ (B.1) is then
(∆Sˆ)reg,1 − (∆Sˆ)reg,0 = δ
{
−1
2
Tr ln
[
(TR)
T1M − (TR)
]
+
1
2
Tr ln
[
(TR)
T0M − (TR)
]}
= δM0(Φ,K),
16An alternative proof of this conjecture can be found in [18].
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from which we can read off the form of the counterterm relating them. Further use of T (t)
allows to rewrite M0 as an integral over t
M0(Φ,K) =
∫ 1
0
dt ∂t
{
−1
2
Tr ln
[
(TR)
T (t)M − (TR)
]}
=
∫ 1
0
dtTr
[
1
2
(T−1(t)∂tT (t))
1
(1−R(t)/M)
]
,
(B.3)
which exactly coincides with the expression conjectured in [5].
In view of the results of sec.5, it is convenient to rewrite (B.3) as an expression involving
only R(t). This can be achieved by considering the independence of the kinetic term (TR) for
the PV fields on t (B.2). This property induces the relation
∂t[T (t)R(t)] = ∂t(TR) = 0⇔ (T−1(t)∂tT (t)) = −(∂tR(t))R−1(t),
which, when substituted in (B.3), yields the desired expression
M0(Φ,K) =
∫ 1
0
dtTr
[
−1
2
(R−1(t)∂tR(t))
1
(1−R(t)/M)
]
. (B.4)
C Transformation properties of the regulator Rθ
In sect.4.4 we argued that the introduction of extra variables could lead to type A anomalies
unless an invariant regulator Rθ(φ) is used. The purpose of this appendix is the obtention of
the conditions ensuring the vanishing of these extra anomalies.
The transformation properties of the regulator (Rθ)ab(φ) = −i(T−1)acD̂cb(φ), (4.49) can be
obtained from those of the kinetic term D̂cb(φ) (4.40) and the mass matrix (T
−1
0 )
ab ≡ (T−1)ab.
In particular, since D̂cb(φ) (4.40) only differs from the original one in its numerical coefficients,
the transformation properties of the former are completely determined from that of the latter
(4.32), (4.34). We have thus
δ(a)D̂ab = 0, δ(A)D̂ab =
(
D̂acT
c
bB + D̂bcT
c
aB
)
εB . (C.1)
It is obvious then that the vanishing of type A anomalies lies entirely on the A transformation
of Tab. Indeed, taking into account (C.1), the a transformation of the regulator reads
δ(a)(Rθ)ab = −i[δ(a)(T−1)ac]D̂cb. (C.2)
In this way, new contributions to the original Aa(φ) anomalies only come from the noninvariance
of Tab under the a part. On the other hand, the A transformations for Rθ are
δ(A)(Rθ)ab = −i[δ(A)(T−1)ac]D̂cb − i(T−1)ac[δ(A)D̂cb]
= i(T−1)ae(δ(A)Ted)(T
−1)dcD̂cb − i(T−1)ac
(
D̂cdT
d
bB + D̂bdT
d
cB
)
εB .
Hence, to avoid new anomalies, the above transformation should be zero or, at least, of the
form [Rθ, G]. This is precisely the case if
δ(A)Tab = (TacT
c
bA + TbcT
c
aA) ε
A, (C.3)
yielding in this way the transformation rule
δ(A)(Rθ)ab = [Rθ, G]ab, with Gab ≡ T aBbεB .
In summary, (C.3) is the suitable transformation property of Tab considered in sect.4.4 guaran-
teeing that no new symmetries become anomalous upon introduction of the extra variables.
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With respect to the completely anomalous case (i.e., the abelian theory) the transformation
of the regulator is as in (C.2) with the substitution a→ α, i.e.,
δ(Rθ)αβ = −i[δ(T−1)αγ ]D̂γβ ,
so that an extra contribution to the original anomaly is likely to appear if Tαβ is not invariant.
In the usual cases, a constant mass matrix without any dependence on the fields can be chosen.
Then, δ(T−1)αβ = 0, and no new contributions arises. In any case, the existence of such invariant
and/or constant mass matrix should be analyzed model by model.
References
[1] I. A. Batalin and G.A.Vilkovisky, Phys.Lett. B102 (1981), 27; Phys.Rev.D28 (1983),
2567.
[2] C.Becchi, A.Rouet and R. Stora, Phys.Lett. 52B (1974), 344; Comm.Math.Phys. 42
(1975), 127; Ann.Phys.98 (1976), 287.
[3] I. V. Tyutin, Lebedev preprint no 39 (1975), unpublished.
[4] J. Zinn-Justin, Trends in Elementary Particle Theory, edited by H. Rollnik and K. Dietz,
Lecture Notes in Physics, Vol 37, Springer-Verlag, Berlin, 1975.
[5] W.Troost, P. van Nieuwenhuizen and A.Van Proeyen, Nucl.Phys.B333 (1990),
727.
[6] A.Van Proeyen, in Proc. of the Conference Strings & Symmetries 1991, Stony Brook,
May 20-25, 1991, eds. N. Berkovits et al. (World Sc. Publ. Co., Singapore, 1992), pp.338.
[7] L.D. Faddeev and S. L. Shatashvili, Phys.Lett. 167B (1986), 225.
[8] J.Gomis and J.Par´ıs, Nucl.Phys.B395 (1993), 288.
[9] J.Gomis and J.Par´ıs, “Anomalous gauge theories within BV framework”. To appear in
in Proc. of the EPS Conference on High Energy Physics HEP93, Marseille, June 22-28,
1993.
[10] S.Vandoren and A.Van Proeyen, Nucl.Phys.B411 (1994), 257.
[11] W.Troost and A.Van Proeyen, “Regularization and the BV formalism”, preprint
KUL-TF-93/32. To appear in Proc. of the Conference String’s 93, Berkeley, May 1993.
[12] A.A. Slavnov, Theor.Math.Phys. 10 (1972), 99;
J. C.Taylor, Nucl.Phys.B33 (1971), 436.
[13] F.Brandt, Phys.Lett.B320 (1994), 57;
G.Barnich and M.Henneaux, Phys.Rev.Lett. 72 (1994), 1588.
[14] M.Henneaux and C.Teitelboim, Quantization of gauge systems, Princeton University
Press, Princeton 1992;
J.Gomis, J. Par´ıs and S. Samuel, “Antibracket, Antifields and Gauge-Theory Quanti-
zation”, preprint CCNY-HEP-94/03, UB-ECM-PF 94/15, UTTG-11-94;
W.Troost and A.Van Proeyen, An introduction to Batalin-Vilkovisky Lagrangian
quantization, Leuven Notes in Math. Theor. Phys., in preparation.
27
[15] B. de Wit and J.W. van Holten, Phys.Lett. B79 (1979), 389.
[16] I. A. Batalin and G.A.Vilkovisky, J.Math. Phys.26 (1985), 172.
[17] J.M.L. Fisch and M.Henneaux, Commun.Math.Phys.128 (1990), 627;
M.Henneaux, Nucl.Phys.B (Proc.Suppl.) 18A (1990), 47;
J.M.L. Fisch, On the Batalin–Vilkovisky antibracket–antifield BRST formalism and its
applications, Ph. D. thesis, preprint ULB TH2/90-01.
[18] F. de Jonghe, The Batalin-Vilkovisky Lagrangian quantisation scheme with applications
to the study of anomalies in gauge theories, Ph. D. thesis, K.U. Leuven.
[19] J.Wess and B. Zumino, Phys.Lett.B37 (1971), 95.
[20] K.Fujikawa, Phys.Rev.D21 (1980), 2848.
[21] K.Fujikawa, Phys.Rev.Lett. 42 (1979), 1195; 44 (1980), 1733.
[22] R. Seeley, Am. Math. Soc. Proc. Symp. Pure Math. 10 (1967), 288; CIME (1968);
P. B.Gilkey, J.Diff.Geom. 10 (1975), 601; Invariance Theory, the Heat Equation and the
Atiyah-Singer Index Theorem, (Publish or Perish, Inc.) Math. Lect. series no 11, (1984).
[23] I. A. Batalin, J.Math. Phys.22 (1981), 1837.
[24] F. de Jonghe, R. Siebelink and W.Troost, Phys.Lett.B306 (1993), 295.
[25] F. Feruglio, L.Maiani and A.Masiero, Nucl.Phys.B387 (1992), 523.
[26] L. J. Romans, Nucl.Phys.B352 (1990), 829.
[27] R.D.Ball, Phys.Lett.B183 (1987), 315; Phys.Rep.182, (1989), 1.
[28] S.A. Frolov and A.A. Slavnov, Phys.Lett.B266 (1991), 65.
[29] E. S. Fradkin and G.A.Vilkovisky, Phys.Lett.B55 (1975), 224;
I. A. Batalin and G.A.Vilkovisky, Phys.Lett.B69 (1977), 309;
I. A. Batalin and E. S. Fradkin, Phys.Lett.B180 (1986), 157; Nucl.Phys.B279 (1987),
514.
[30] T. Fujiwara, T.Tabei, Y. Igarashi, K.Maeda and J.Kubo, “Canonical treatment
of two dimensional gravity as an anomalous gauge theory”, Kanazawa preprint 92-15, hep-
th/9302130;
T. Fujiwara, Y. Igarashi, J. Kubo and T.Tabei, “Gauge equivalence in two-
dimensional gravity”, Kanazawa preprint 93-2, hep-th/9303154.
[31] F.David, Mod.Phys.Lett.A3 (1988), 1561;
J.Distler and H.Kawai, Nucl.Phys.B321 (1989), 509.
[32] R.Marnelius, Nucl.Phys.B211 (1983), 14.
[33] A.Diaz, W.Troost, P. van Nieuwenhuizen and A. van Proeyen,
Int.J.Mod.Phys.A4 (1989), 3959.
[34] K.Fujikawa, T. Inagaki and H. Suzuki, Nucl.Phys.B332 (1990), 499.
28
[35] N.Mavromatos and J.Miramontes, Mod.Phys.Lett.A4 (1989), 1849;
E.D’Hoker and P. S.Kurzepa, Mod.Phys.Lett.A5 (1990), 1411.
[36] S.A. Frolov and A.A. Slavnov, Mod.Phys.Lett. 6 (1991), 3621.
[37] S.A. Frolov and A.A. Slavnov, Nucl.Phys.B347 (1990), 333;
J.Gomis and J.Par´ıs, Nucl.Phys.B368 (1992), 311.
29
