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Abstract
Obtaining channel covariance knowledge is of great importance in various Multiple-Input Multiple-
Output MIMO communication applications, including channel estimation and covariance-based user
grouping. In a massive MIMO system, covariance estimation proves to be challenging due to the large
number of antennas (M  1) employed in the base station and hence, a high signal dimension. In
this case, the number of pilot transmissions N becomes comparable to the number of antennas and
standard estimators, such as the sample covariance, yield a poor estimate of the true covariance and
are undesirable. In this paper, we propose a Maximum-Likelihood (ML) massive MIMO covariance
estimator, based on a parametric representation of the channel angular spread function (ASF). The
parametric representation emerges from super-resolving discrete ASF components via the well-known
MUltiple SIgnal Classification (MUSIC) method plus approximating its continuous component using
suitable limited-support density function. We maximize the likelihood function using a concave-convex
procedure, which is initialized via a non-negative least-squares optimization problem. Our simulation
results show that the proposed method outperforms the state of the art in various estimation quality
metrics and for different sample size to signal dimension (N/M ) ratios.
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1I. INTRODUCTION
Knowledge of Uplink (UL) and Downlink (DL) channel covariance matrices of the users
yields crucial system-level and computational advantages in MIMO systems and especially in
massive MIMO where the number of antennas (thus, the signal dimension) is large (M  1)
[1–5]. Of course, if one has a significantly large number of i.i.d. samples of the user channel
vector, one can estimate the covariance matrix precisely. Unfortunately, this is barely the case
in massive MIMO since due to the large number of Base Station (BS) antennas the number of
i.i.d. channel samples is of the order of the signal dimension. In such scenarios, one requires
requires more sophisticated covariance estimators.
In a more general setup, covariance estimation from limited samples is a classical problem in
statistics and is known to be challenging both statistically and computationally in whenever the
signal dimension is large. There is also a vast literature studying the eigenvalue distribution of
the sample covariance matrices and in particular their asymptotic dependence on the required
sample size and the signal dimension (see, e.g., [6–8] and the refs. therein). Apart from classical
works, covariance estimation has reemerged recently in many problems in machine learning,
compressed sensing, biology, etc. (there is a vast literature; we refer to [9–12] from some recent
results). What makes these recent works different from the classical ones is the highly-structured
nature of the covariance matrices in these applications. For example, it is well-known that the
underlying covariance matrices in many applications are sparse or low-rank or satisfy a structure
governed by a graphical model. A key challenge in these new applications is to design efficient
algorithms, both statistically and numerically, that can take advantage of the underlying structure
to recover the covariance matrix with as less sample size and computational resources as possible.
In this paper, we propose a novel covariance estimation algorithm that exploits the structure
of MIMO covariance matrices to estimate the underlying covariance matrix with as few number
of signal samples as possible. The first step of our method involves a parametric description of
the channel angular spread function (ASF) in terms of atoms of a carefully designed dictionary.
This design is based on super-resolving of the line-of-sight (LoS) angles of arrival (AoAs)
corresponding to discrete ASF components and approximating the continuous ASF component
in terms of a family of limited-support density functions (see Section III). Super-resolving the
discrete ASF components is done via the MUltiple SIgnal Classification (MUSIC) method [13].
2This method is shown to guarantee a consistent estimate of the discrete ASF components, even
when the ASF contains continuous components [14], under mild conditions on the number of
antennas M , number of samples N , and number of discrete components. In the second step of
our method, we estimate the parametric ASF by solving a Maximum-Likelihood (ML) problem.
This last part is implemented via solving a Concave-Convex Procedure (CCCP) with appropriate
initialization (see Section IV). The advantage of our proposed method lies in both the particular
design of the parametric representation of the MIMO covariance and the optimization of the
likelihood function.
II. SYSTEM SETUP
We consider a BS equipped with a generic array of M antennas and communicating with a set
of users. Without loss of generality, we focus on estimating the UL covariance matrix from UL
user pilots. We assume orthogonal user pilots in UL and thereby restrict ourselves to the study of
UL covariance estimation for a single generic user. We consider the standard block-fading model
for the wireless channel (see, e.g., [15] and 3GPP channel model) and denote by h(s) the UL
channel vector of the user over resource block s. We assume that for covariance estimation the
BS exploits the user channel vector belonging to a subset of resource blocks where the resource
blocks are separated sufficiently in time or in frequency such that the resulting channel vectors
are i.i.d. [3, 4]. We denote the set of these i.i.d. samples by
h(s) =
∫
Ξ
W (ξ; s)a(ξ)dξ, s ∈ [N ], (1)
where N is the sample size, where [N ] = 0, . . . , N − 1, where Ξ = {ξ ∈ R3 : ‖ξ‖ = 1} is the
set of all valid AoAs belonging to the unit sphere, and a(ξ) ∈ CM denotes the array response
vector at M BS antennas. Furthermore, assuming uncorrelated scattering, W (ξ; s) denotes a
zero-mean, stationary, i.i.. Gaussian process over the set of AoAs. The autocorrelation of this
process is given as
E[W (ξ; s)W ∗(ξ′; s)] = γ(ξ)δ(ξ − ξ′), (2)
where γ(ξ) is the real, positive measure, denoting the ASF. With this definition, the channel
covariance matrix can be expressed as
Σh = E[h(s)h(s)
H] =
∫
Ξ
γ(ξ)a(ξ)a(ξ)Hdξ. (3)
3The array response in above formulas is a function of the AoA, antenna location ri (with i
denoting the antenna element index) and wavelength λ and is given by
[a(ξ)]i = e
j
2pi
λ
〈ξ,ri〉, (4)
where 〈·, ·〉 denotes inner product. The pilot signals are received at the BS as ys = hsxs+z, s =
0, . . . , N−1, where xs is the pilot symbol, assume to take the value xs = 1∀ s for simplicity and
z ∼ CN (0, N0I) is the additive white Gaussian noise (AWGN). With this setup, we formulate
the covariance estimation problem as follows.
Problem 1: Given a set of N noisy channel pilot signals {ys}s∈[N ], estimate the channel
covariance matrix Σh.
Throughout this paper we assume that the noise variance N0 is known to the BS. In the large
sample regime (N →∞), problem 1 can be solved using, e.g., the sample covariance
Σ̂h =
1
N
N−1∑
s=0
ysy
H
s −N0I, (5)
which yields a consistent estimator. The more interesting regime, however, arises when we
consider a limited number of samples, proportional to the channel dimension, i.e. N ∝ M . In
this case, the “optimal” covariance estimator is generally unknown. In fact, the sample covariance
matrix is the maximizer of the covariance likelihood function given samples {ys}s∈[N ]. But as
is well-known, exploiting additional knowledge about the structure of the covariance yields
generally better estimates compared to the sample covariance. Our goal here is to propose such
structure in a massive MIMO scenario where the channel covariance is known to belong to the
set of MIMO matrices (see (3))
M :=
{∫
Ξ
γ(ξ)a(ξ)a(ξ)Hdξ : γ ∈ Γ
}
, (6)
where Γ denotes the class of typical ASFs in wireless propagation, e.g., the class of ASFs with
relatively small angular support. A structured and yet generic characterization of the ASF is
presented next.
III. ASF CHARACTERIZATION: DISCRETE AND CONTINUOUS COMPONENTS
Our proposed method hinges upon decomposing the ASF γ(ξ) into its discrete and continuous
components as γ(ξ) = γd(ξ) + γc(ξ) where γd(ξ) models the power received from line of sight
(LoS) paths and narrow scatterers and where γc(ξ) models the power coming from diffuse,
4wide scatterers. Mathematically, the two components correspond to spikes (or Dirac deltas) and
continuous components in the ASF, respectively, written as
γ(ξ) = γd(ξ) + γc(ξ) :=
r∑
k=1
ckδ(ξ − ξk) + γc(ξ), (7)
where ck > 0 for k = 1, . . . , r and δ(·) denotes Dirac’s delta function. Plugging (7) into (3) we
obtain a corresponding decomposition of the channel covariance matrix as
Σh = Σ
d
h + Σ
c
h :=
r∑
k=1
cka(ξk)a(ξk)
H
+
∫
Ξ
γc(ξ)a(ξ)a(ξ)
Hdξ,
(8)
where Σdh is a rank-r, positive semi-definite (PSD) matrix corresponding to the covariance matrix
of the discrete components and where Σch is a PSD matrix corresponding to the continuous
scattering components. Note that since γc is a continuous distribution, Σch is a full-rank matrix
(algebraic rank), although in a massive MIMO system it typically has only few significant
singular values (low effective rank) when γc is sparse (namely, it has a limited support in the
angular domain). Here is an outline of the steps taken by our proposed algorithm:
1) Spike Location Estimation for γd: We use the MUSIC algorithm [13] to estimate the AoAs
of the spike components, i.e., the angles {ξk}rk=1 in (7), from N noisy samples {y(s)}s∈[N ].
We will show that for suitable array geometries and under rather mild conditions on the
number of spikes r, number of antennas M , and the number of samples N , this method
asymptotically yields a consistent estimate of the spike AoAs. However, for complete
estimation of the discrete part Σdh, we need to recover the corresponding weights {ck}rk=1,
which we do in the next step.
2) Sparse Dictionary-based Method for Joint Estimation of γd and γc: We assume that the
continuous part γc has a sparse representation over a suitable dictionary consisting of
suitable density functions1
Gc := {ψi(ξ) : i = 1, . . . , n}. (9)
We then build an over-complete dictionary by combining the dictionary Gc with the Delta
measures obtained from support estimation of γd in Step 1 to compose the dictionary
1By a density function we mean a real positive function ψk(ξ) supported on Ξ with
∫ 1
−1 ψk(ξ)dξ = 1.
5Gc,d = G∪{δ(ξ−ξk) : k = 1, . . . , r}. By adopting dictionary Gc,d, we propose a parametric,
finite-dim representation of the (infinite-dim) set of all valid ASFs γ as
γ(ξ) =
r∑
k=1
ckδ(ξ − ξk) +
n∑
i=1
biψi(ξ), (10)
where {ck}rk=1 and {bi}ni=1 are all real and positive.
It is worthwhile here to state our motivation for support estimation in Step 1. First, without
support estimation, we have to use an infinite-dim dictionary {δ(ξ − ξ′) : ξ′ ∈ Ξ} to
suitably capture the sparsity of the discrete part γd, which makes the estimation problem
quite complicated. We could of course neglect these discrete components and the same
dictionary Gc for both discrete and continuous parts, but since Gc typically consists of
smooth densities, it can not capture the localized nature of the delta functions in γd. This
causes a mismatch in covariance estimation and degrades the performance. This is the
reason we add support estimation in Step 1 and consider a mixed dictionary for the ASF.
Given the noisy samples {y(s)}N−1s=0 , we apply the Maximum Likelihood (ML) procedure
to the parametric representation in (10) to jointly recover the weights {ck}rk=1 and {bi}ni=1
corresponding to the dictionary elements in Gc,d, thus, to estimate the underlying ASFs γd
and γc by (10). We propose a novel method that involves minimizing the non-convex ML
cost function with a suitable initialization based on Non-Negative Least Squares (NNLS).
We use the well-known Concave-Convex Procedure (CCCP) [16] to obtain the stationary
points of the non-convex ML objective.
3) From ASF Estimation to Covariance Estimation: Finally, having estimated γd and γc using
the ML method, we estimate the covariance Σh via (8).
A. Step 1: Discrete ASF Support Estimation
In this section, we use the MUSIC method [17] to estimate the number r as well as the
support {ξk : k = 1, . . . , r} of the spikes in the discrete part of the ASF γd(ξ). MUSIC was
originally proposed for estimating the number and also the frequency of several sinusoids from
their mixture contaminated with noise (see, e.g., [18] and many references therein). We will use
the MUSIC in the following form. Let
Σ̂y(M) =
1
N
N−1∑
s=0
y(s)y(s)H (11)
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Fig. 1: Eigenvalue distribution for the sample covariance matrix Σ̂y(M) associated with the
example ASF in (12) for different values of M and M
N
= 1
2
.
be the sample covariance of the noisy samples {ys : s ∈ [N ]}, where we also denoted the
explicit dependence of Σ̂y on the signal dimension by Σ̂y(M). Let Σ̂y(M) = ÛΛ̂ÛH be the
eigen-decomposition of Σ̂y(M) where Λ̂ = diag(λ̂1,M , . . . , λ̂M,M) denotes the diagonal matrix
consisting of the eigenvalues of Σ̂y(M), where we assume that the eigenvalues are ordered as
λ̂1,M ≥ · · · ≥ λ̂M,M . The first step of the MUSIC algorithm adapted to our case is to identify the
number of spikes r. One approach to do this is to find the index at which there is a significant
jump or separation between consecutive eigenvalues.
Fig. 1 illustrates this separation between the eigenvalues of the sample covariance matrix
Σ̂y(M) for different number of antennas M = 25, 50, 100 with fixed channel dimension to
sample size ratio M
N
= 1
2
for an example ASF
γ(ξ) = rect[−0.7,−0.4] + rect[0,0.6] + (δ(ξ + 0.2) + δ(ξ − 0.4))/2, (12)
where rectA = 1A is the unit-modulus rectangular function over the interval A. This ASF
contains r = 2 spikes and two rectangular continuous components. Also the SNR is set to 20 dBs.
For a large enough number of antennas (and even for a moderate number such as M = 25) the
eigenvalue distribution shows a significant jump, such that the two largest eigenvalues “escape”
from the rest. Note that, by increasing the number of antennas, this separation becomes more and
more significant, suggesting a way to estimate the number of spikes r in the ASF. Proposition
1 of Section VII-A and the discussion that follows it, rigorously characterize this behavior.
The separation between the eigenvalues of the sample covariance can be, in principle, charac-
terized in terms of parameters such as the minimum amplitude of the discrete components [14].
7Here, since we do not have a priori knowledge about such parameters, we can not calculate the
separation size. In other words, we can not calculate a threshold that upperbounds the smaller
eigenvalues and separates the from the r largest. Instead, we use a clustering method, and in
particular K-means clustering, to separate the group of large eigenvalues from the group of small
eigenvalues as follows.
Estimating the Number of Spikes (r) via K-means. We first normalize the eigenvalues by the
largest eigenvalue λ̂1,M and define the normalized parameters βi =
( λ̂i,M
λ̂1,M
)p where p ∈ (0, 1) and
where βi ∈ [0, 1] for all i ∈ {1, . . . ,M}. The role of the exponent p ∈ (0, 1) is to soft-truncate
the larger eigenvalues. This can be simply checked from a plot of the function f : x 7→ xp in
the interval x ∈ [0, 1] where one can see that for p ∈ (0, 1) the function f is quite flat around
x0 = 1 such that, intuitively speaking, all the x-values in a large neighborhood of x0 = 1 are
mapped to a very small neighborhood of f(x0) = f(1) = 1, thus, soft-truncating of the larger
singular values. We use p = 1
2
for the simulation results illustrated in this paper.
We run K-means clustering algorithm with K = 2 clusters over the 1-dim set of normalized
parameters {βi : i = 1, . . . ,M} where we initialize the centers of the two clusters with values
chosen uniformly at random in the interval [0, 1]. Denoting by c(∞)max and c
(∞)
min the final centers
of the clusters after the convergence of the K-means algorithm and assuming without loss of
generality that c(∞)min ≤ c(∞)max, we approximate the number of spikes r̂ by the number of those
normalized parameters belonging to the cluster with a larger center c(∞)max, i.e.,
r̂ =
∣∣∣{i ∈ {1, . . . ,M} : |βi − c(∞)max| ≤ |βi − c(∞)min |}∣∣∣. (13)
We repeat K-means clustering several times each time with a different random initialization of
the cluster centers. Let us denote the set of all r̂ obtained at different runs by {r̂(`) : ` = 1, . . . , L}
where S denotes the number of independent runs. We define the empirical CCDF (complementary
cumulative density function) of the results by
F (t) =
∣∣{` : r̂(`) ≥ t}∣∣
L
, t ∈ 1, . . . ,M. (14)
Then, we set a threshold η very close to 1 (e.g., η = 0.95) and set the final estimate r̂ as
r̂ = min
{
t ∈ {1, . . . ,M} : F (t) ≤ 1− η}. (15)
In this way, we make sure that with an empirical probability at least equal to η, we have
counted all the spikes. Of course, this method may recover fake spikes by overestimating the
8true r (especially when p→ 0 such that the larger singular values are too much soft-truncated)
but as we will explain later these fake spikes are removed through the proposed algorithm. In
other words, it is always better to overestimate the number of spikes than to underestimate them
to make sure that one does not miss the true spikes.
Of course, this method may recover fake spikes by overestimating the true r (especially when
p → 0 such that the larger eigenvalues are too much soft-truncated) but these fake spikes
are removed in the process of the proposed algorithm. In other words, it is always better to
overestimate the number of spikes than to underestimate them, to make sure that one does not
miss the true spikes. The reason is that, if we estimate more spikes than the true number, just
some density elements will be added to our composite dictionary Gc,d and it does not harm the
eventual covariance estimation.
Once the number of spikes was estimated through (13), MUSIC algorithm proceeds to identify
the locations of those spikes. Let ûr̂+1,M , . . . , ûM,M be the eigen-vectors in Û corresponding to
the smallest M− r̂ eigenvalues and let us define Unoi = [ûr̂+1,M , . . . , ûM,M ] as the M× (M− r̂)
matrix corresponding to the noise subspace. The MUSIC objective function is defined as the
pseudo-spectrum:
η̂M(ξ) = ‖UHnoia(ξ)‖2 =
M∑
k=r̂+1
∣∣a(ξ)Hûk,M ∣∣2 . (16)
MUSIC estimates the support {ξ̂1, . . . , ξ̂r̂} of the spikes by identifying r̂ dominant minimizers
of η̂M(ξ). Adapted to our case here, it is well known that when the ASF consists of only
a finite number of discrete spikes (no continuous component) and the measurement noise is
white Gaussian, the MUSIC estimator implemented as above is consistent [19]. In our case,
however, we have also the additional contribution of the continuous (diffuse) part of the ASF.
Mathematically speaking, we can still model this as the recovery of the location of the spikes in
noise but the resulting noise will not be white since it will contain the contribution of the diffuse
part, which will yield a colored Gaussian vector. Nevertheless, as we will show in Section VII-A,
for large values of M and under some mild condition on the array geometry and also ASF of
the continuous part γc(ξ), the proposed MUSIC estimator is able to alleviate the colored noise
induced by the continuous part. As a result, it still yields a consistent estimate of the location
of the spikes in the discrete ASF. Fig 2 illustrates the normalized values of the pseudo-spectrum
(16) for the example ASF in (12) and its corresponding sample covariance Σ̂y for M = 25 and
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Fig. 2: The pseudo-spectrum plotted for the example ASF in (12) with M = 25 and M
N
= 1/2.
M
N
= 1/2. As we can see, the r = 2 smallest minima of the pseudo-spectrum occur very close
to the points ξ = −0.2 and ξ = 0.4, which are the locations of the spikes in the true ASF.
A result illustrating the consistency of the MUSIC for such ASFs was proved in [14] for a
ULA. This work has been the main inspiration for us to adopt the MUSIC in our setup. We give
details on the MUSIC consistency proofs in Section VII-A to be self-contained.
Note that we apply MUSIC also to find the spike AoAs in case of a UPA. Unlike the ULA,
in this case a consistency proof for the estimator is unclear. However, as we will show in the
simulation results section, MUSIC performs quite well in estimating spike locations even in the
case of a UPA.
B. Step 2: Sparse Dictionary-Based Method for ML Estimation from Noisy Samples
Up to this point we have an estimate of the spike locations as {ξ̂k}rk=1 and therefore of the
discrete ASF component as
γ̂d(ξ) =
r̂∑
k=1
ckδ(ξ − ξ̂k), (17)
where the coefficients vector c = [c1, . . . , cr̂]T is yet to be estimated. The estimation of the
coefficients will be part of the second step in our proposed method, explained below.
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Fig. 3: An example of rectangular density functions.
In order to estimate the continuous ASF component γc(ξ), we consider an approximation of
it by the linear combination of the atoms of a specific dictionary of densities Gc = {ψi(ξ) : i =
1, . . . , n} as in (9) as
γ̂c(ξ) =
n∑
i=1
biψi(ξ), (18)
where b = [b1, . . . , bn]T ∈ Rn+ denotes the non-negative vector of coefficients. This assumption
greatly simplifies the estimation task and transforms it from estimating an infinite-dim function
γc(ξ) to estimating a finite-dim positive vector b. The atoms of the dictionary are selected
according to the prior knowledge we have about the propagation environment. Some suitable
atoms for the sparse scattering we expect to have wireless channels include localized kernel
functions ψi(ξ) , such as Gaussian, Laplacian, or rectangular kernels, with a suitably chosen
support, or limited-support kernels. Fig. 3 shows an example of rectangular kernel densities for
the 1-dim angular domain case (e.g. in the ULA). The above decomposition of γ̂c(ξ) in (18)
and representation of γ̂d in (17) results in the following parametric representation of the channel
covariance
Σh(u) :=
r̂∑
i=1
cia(ξ̂i)a(ξ̂i)
H
+
n∑
i=1
bi
∫
Ξ
ψi(ξ)a(ξ)a(ξ)
Hdξ =:
n+r̂∑
i=1
uiSi
(19)
11
where we have defined u = [u1, . . . , un+r̂]T = [c1, . . . , cr̂, b1, . . . , bn]T, Si = a(ξ̂k)a(ξ̂k)H for
i = 1, . . . , r̂ and
Si =
∫
Ξ
ψi−r̂(ξ)a(ξ)a(ξ)Hdξ,
for i = r̂ + 1, . . . , r̂ + n.
IV. PROPOSED METHOD: MAXIMUM-LIKELIHOOD ESTIMATION
In order to estimate the coefficients vector u from the noisy samples {y(s) : s ∈ [N ]}, we
adopt the Maximum Likelihood (ML) estimator. Denoting by Y = [y(0), . . . ,y(N − 1)] the
matrix of the observed noisy channel samples, we can write the likelihood function of Y given
Σh(u) and noise power N0 as
p (Y|Σh(u), N0) =
N−1∏
s=0
p (y(s)|Σh(u), N0)
=
N−1∏
s=0
exp
(−y(s)H (Σh(u) +N0I)−1 y(s))
piMdet (Σh(u) +N0I)
=
exp
(−tr ((Σh(u) +N0I)−1 YYH))
piMN (det(Σh(u) +N0I))
N
.
(20)
Using (20) we form the minus log-likelihood function − 1
N
log p (Y|u, N0) and minimize it with
respect to the real and non-negative coefficients vector u. This is formulated as the following
optimization problem:
minimize
u∈Rn+r̂+
f(u) := tr
(n+r̂∑
i=1
uiSi +N0I
)−1
Σ̂y

+ log det
(
n+r̂∑
i=1
uiSi +N0I
)
,
(21)
where Σ̂y is the sample covariance matrix of the observations in (11). Unfortunately, the cost
function f(u) in (21) is not convex. In fact, it is the sum of a concave and a convex function
f(u) = fcav(u) + fvex(u) given correspondingly by
fcav(u) = log det
(
n+r̂∑
i=1
uiSi +N0I
)
,
fvex(u) = tr
(n+r̂∑
i=1
uiSi +N0I
)−1
Σ̂y
 . (22)
12
Although it is generally difficult to find the global optimum of a non-convex function such
as f(u), we use an iterative method that is able to find a good stationary point of f(u). Our
simulations show that this iterative method is quite efficient and never produces a bad local
minimum, but we cannot prove this rigorously. In the following, we explain the mentioned
iterative method.
1) Optimizing f(u) using Concave-Convex Procedure
The CCCP [16] is an iterative method for minimizing a function that is in the form of the sum
of a concave and a convex function as in f(u), and is guaranteed to converge to a stationary
point. The CCCP generates a sequence {u(t) : t = 1, 2, . . .} as follows:
1) Initialize the problem with a solution u(0).
2) At each iteration t = 0, 1, . . . , use the concavity of fcav to bound it from above by its first
order approximation at u(t), i.e.,
fcav(u) ≤ fcav(u(t)) + 〈∇fcav(u(t)),u− u(t)〉 =: g(t)(u), (23)
where ∇fcav denotes the gradient of fcav.
3) Use the liner upper bound g(t)(u) to fcav in (23) to upper bound f(u) by the proxy function
f (t)(u) = fvex(u) + g
(t)(u). Note that f (t) is convex and tightly approximates f around u = u(t)
tightly. In fact, we have:
f (t)(u(t)) = fvex(u
(t)) + g(t)(u(t)) = f(u(t)).
4) Find the minimizer of the proxy function f (t) and set the next vector in the CCCP iteration
to
u(t+1) = arg min
u≥0
f (t)(u) = arg min
u≥0
fvex(u) + g
(t)(u). (24)
Steps (1) to (4) and the Equation (24) represent the general iterative CCCP algorithm. Finally, we
have the following theorem, which illustrates a monotonicity property for the CCCP sequence.
Theorem 1: The sequence {u(t) : t = 0, 1, . . . } produced by CCCP satisfies f(u(t+1)) ≤
f(u(t)). Thus, any limit point of this sequence is a stationary point of the f(u) function. 
Proof: Proof follows from Theorem 3 in [16].
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Applying the CCCP to our ML cost function f(u) we reach at the following update rule:
u(t+1) =arg min
u≥0
tr
(n+r̂∑
i=1
uiSi +N0I
)−1
Σ̂y
+
tr
n+r̂∑
j=1
ujSj
(
n+r∑
i=1
u
(t)
i Si +N0I
)−1 ,
(25)
for a given initial point u(0) and for t = 0, 1, . . .. The optimization in each iteration can be
solved by standard convex programming toolboxes, and the algorithm halts when an appropriate
convergence property is met. We can also show that the optimization in each iteration is equivalent
to a semidefinite program and that it can be solved using, for example, the projected gradient
method with desirable convergence properties. These discussions are left for a future work due
to space limitations.
A. Initializing the CCCP
In order to implement the ML method via the CCCP we need a suitable initialization of
the optimization variable u. First, we know that if the number of samples N is large enough,
the sample covariance matrix Σ̂y would converge to Σy = Σh + N0I. Moreover, the ML cost
function, intuitively speaking, is a metric to find a good fitting to the sample covariance matrix
Σ̂y from the set of all covariance matrices of the form
Σy = Σh +N0I =
n+r̂∑
j=1
ujSj +N0I. (26)
Therefore, to initialize the CCCP, we can use a simpler metric to perform this fitting between
Σ̂y and parametric covariance in (26). For this purpose, we use the Frobenius norm as a fitting
metric and find the initial point for CCCP as
u(0) = arg min
u≥0
‖Σ̂y −
n+r̂∑
j=1
ujSj −N0I‖2F. (27)
Applying vectorization and defining A = [vec(S1) . . . vec(Sn+r̂)] and f = vec(Σ̂y − N0I), we
can write this as a Non-Negative Least Square (NNLS) problem
u(0) = arg min
u≥0
‖Au− f‖2, (28)
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which can be easily solved using standard NNLS solvers. Denoting the solution of the iterative
procedure in (25) as u?, the channel covariance estimate is given as
Σ?h =
n+r̂∑
i=1
u?iSi, (29)
which concludes our covariance estimation method.
V. SIMULATION RESULTS
In this section, we perform numerical simulations to compare the performance of our proposed
algorithm with the following two rival methods.
A. The SPICE Method
The first method is known as sparse iterative covariance-based estimation (SPICE) [20].
Assuming a dictionary D = [a(ξ1), . . . , a(ξQ)] of Q array response vectors corresponding to Q
angles of arrival, this method parameterizes the channel covariance matrix as Σh = Ddiag(u)DH,
where the vector u ∈ RQ+ represents the channel variance along the set of AoAs {ξ1, . . . , ξQ}.
Then the parameters vector u is estimated by solving the following convex program:
u? =arg min
u
‖Σ−1/2(Σ̂y −Σ)Σ̂−1/2y ‖2
subject to Σ = Ddiag(u)DH.
(30)
The channel covariance estimate is then given as ΣSPICEh = Ddiag(u
?)DH. Note that the special
parametric modeling of the dictionary D in this method is equivalent to our modeling in (19) only
if we assume the family of density functions Gc in (9) to be consisting of only delta functions, i.e.
ψi = δ(ξ−ξi) for i = 1, . . . , n. In this sense our parametric model is more general and allows for
a wider choice of density functions to approximate the ASF. In other words, for us the covariance
matrix needs not be a linear combination of rank-1 matrices a(ξi)a(ξi)H, i = 1, . . . , Q, as is
the case for SPICE.
To have a better theoretical understanding of SPICE, it is worthwhile here to mention that
there is an interesting relation between the SPICE and our proposed ML method through the
Bregman divergences [21], which we briefly explain in the following. Let us consider the strictly
convex function f(Ψ) = − log |Ψ| over the space of M×M PSD matrices. For two PSD matrix
Ψ1,Ψ2, the Bregman divergence between Ψ1 and Ψ2 generated by f(Ψ) is defined by
D(Ψ1,Ψ2) = f(Ψ1)− f(Ψ2)− 〈∇f(Ψ2),Ψ1 −Ψ2〉
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= log |Ψ2| − log |Ψ1|+ tr
[
Ψ−12 (Ψ1 −Ψ2)
]
= log |Ψ2| − log |Ψ1|+ tr(Ψ−12 Ψ1)−M. (31)
It is well-known that Bregman divergence D(Ψ1,Ψ2) is a measure of distance between Ψ1
and Ψ2, although it is not a distance since it is not symmetric with respect to its arguments.
Also, due to the strict convexity of f(Ψ) = − log |Ψ|, we have D(Ψ1,Ψ2) ≥ 0 with equality
if and only if Ψ1 = Ψ2. Moreover, D(Ψ1,Ψ2) is convex with respect to its first argument Ψ1
but not necessarily convex with respect to the second one Ψ2. With this brief introduction, we
can now illustrate the connection between our ML method and SPICE. One can see that, after
dropping the constant terms, our proposed ML method is equivalent to finding a matrix Σ that
minimizes the Bregman divergence D(Σ̂y,Σ) of Σ with the sample covariance matrix Σ̂y. By
a little simplification, one can also show that the SPICE cost function in (30) can be written as
tr(ΣΣ̂
−1
y ) + tr(Σ
−1Σ̂y). Therefore, from (31), one can check that SPICE is equivalent to finding
a covariance matrix Σ that minimizes the symmetric Bregman divergence D(Σ, Σ̂y)+D(Σ̂y,Σ)
with respect to the sample covariance matrix Σ̂y.
Interestingly, compared with ML method that minimizes the non-convex Bregman divergence
D(Σ̂y,Σ) (recall than D is generally non-convex with respect to its second argument), SPICE
yields a convex optimization problem. It is generally known that, intuitively speaking, non-
convex cost functions, provided that they can be properly minimized, yield better performances
than the convex ones. In our case, we can see this evidently from the simulation results where
our proposed non-convex ML method yields a better performance than SPICE. However, SPICE
has the computational advantage that, due the convexity, it can be globally minimized. Although
generally we cannot guarantee the global optimality of the solution of our proposed CCCP
method, our results indicate that the resulting solution is quite good in all range of parameters
and simulation settings, and has always better performance than the estimate produced by SPICE.
B. `2,1-norm regularized Least Squares
The second method we use for comparison is `2,1-norm regularization method proposed in
[3]. Again assuming the dictionary D defined above, this method solves the following convex
problem:
W? = arg min
W∈CQ×N
1
2
‖ 1√
M
DW −Y‖2 +
√
N‖W‖2,1, (32)
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where ‖W‖2,1 =
∑Q
i=1 ‖Wi,·‖ denotes the `2,1 norm. Then the covariance is estimated as Σ`2,1h =
Ddiag(u?)DH, where now the vector u? consists of elements u?i =
‖Wi,·‖
M
√
N
.
For the comparisons we use the same dictionary matrix for all methods, except for the case
in which we choose Gc to be a rectangular (non-delta) density family, since the rival methods
are incompatible with the corresponding dictionary.
Denoting a generic covariance estimate as Σ˜h, we use two error metrics to evaluate the
estimation quality:
1) Normalized Frobenius-norm Error: This error is defined as
ENF = E
{
‖Σh − Σ˜h‖F
‖Σh‖F
}
,
where the expectation is taken over random ASF realizations and random channel vector
realizations given a specific ASF.
2) Grassmanian-distance Error: This metric denotes the principal subspaces UJ and U˜J of
Σh and Σ˜h corresponding to their J largest eigenvalues, where J is the smallest integer
satisfying
∑J
i=1 αi∑M
i=1 αi
> 0.95. Then the Grassmanian-distance Error between Σh and Σ˜h is
defined as
EGD = E {‖τ‖2} ,
where τ = [τ1, . . . , τJ ]T is a J-dim vector such that cos(τj), j = 1, . . . , J are the
eigenvalues of UHJ U˜J [22].
This metric shows how far the dominant subspaces of the true and estimated covariance
matrices are from each other, which is an important factor in various applications of
massive MIMO such as user grouping and group-based beamforming.
C. Setup for ULA and UPA
In the simulations of this section, we consider a ULA with M = 20 antennas and a UPA with
M = 5×5 = 25 antennas, where the spacing between two consecutive antenna elements is set to
d = λ
2
. Therefore, using (4), the i-th element of the array response is given by [a(ξ)]i = ejpi〈ξ,ri〉
for i = 0, . . . ,M − 1. We produce random ASFs in the following general format:
γ(ξ) = γd(ξ) + γc(ξ) = (δ(ξ − ξ1) + δ(ξ − ξ2))/4
+ (rectA1 + rectA2)/2Z,
(33)
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where ξi,∀i ∈ {1, 2} is chosen uniformly at random over [−1, 1] for the ULA and ||ξi||22 ≤ 1
for the UPA. Moreover, in the ULA A1 ⊂ [−1, 0] and A2 ⊂ [0, 1] and in UPA A1 and A2 are in
different random quadrants of the unit circle. The width of A1 and A2 are chosen uniformly at
random over [0.1, 0.3] for the ULA and have an area uniformly chosen at random over [0.3, 0.5]
for the UPA. Furthermore, the normalization scalar Z =
∫
Ω
rectA1 + rectA2 dξ, where in ULA
Ω = [−1, 1] and in UPA Ω is the unit circle. For every random ASF and for a fixed number
of samples N , we generate 50 random, noisy channel sample matrices Y = [y0, . . . ,yN−1] and
estimate the channel covariance Σh using various methods. Then we average the estimation error
over both the random sample realizations and 100 random ASFs. The SNR is set to 20 dBs.
The number of atoms in the dictionary of continuous densities Gc is n = 2M for the ULA and
n = 9M for the UPA. The dictionary Gc used for parameterizing the continuous ASF component
is chosen to be consisting of rectangular densities with non-overlapping support (see Fig. 3),
i.e. ψi(ξ) = rectAi with Ai = [−1 + 2(i−1)n ,−1 + 2in ], i = 1, . . . , n for the ULA and ψi,j(ξ) =
rectAi×Aj with Ai = [−1 + 2(i−1)n ,−1 + 2in ],Aj = [−1 + 2(j−1)n ,−1 + 2jn ], i, j = 1, . . . ,
√
n for
the UPA. Note that this simulation setup is indeed in favor of the rival methods, in that none
of them in their original form involves the design of an appropriate dictionary as we did using
spike location estimation via MUSIC and introducing the dictionary of continuous kernels Gc.
Although this structured parameterization of the ASF comprised a major part of our proposed
method, we decided to use it also for the rival methods to make the comparisons completely
fair.
D. Comparison for ULA
In the upper row of Fig. 4, the comparison for ULA with normalized Frobenius-norm error
and Grassmanian distance error are depicted. It is firstly observed that the results of the proposed
ML method outperform the others for both metrics in all range of sample size, which indicates
the advantage of our method. This is evident especially in small number of samples. The reason
is that in such cases, the ML objective finds a much better fit to the available number of samples
compared to the other methods. It is also observed that, the results of ML are better than the
results of NNLS since we take the results of NNLS as the initial points of the proposed CCCP
for ML algorithm. For example, although the results of SPICE are close to the proposed ML
method under large sample size N , SPICE performs significantly worse than ML under small
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Fig. 4: Estimation quality comparison for a ULA with M = 20 (upper row) and a UPA with
M = 25 (lower row): (a) and (c) normalized Frobenius-norm error, (b) and (d) Grassmanian-
distance error.
sample size N , e.g., N/M = 1 for both metrics. As mentioned several times before, this is an
important point, noting the particularly restrictive N/M ratio in massive MIMO.
E. Comparison for UPA
In the lower row of Fig. 4, the comparison for UPA with normalized Frobenius-norm error and
Grassmanian distance error are depicted. Similar performances to the ULA case are observed
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for all methods. It is shown that under small number of sample size N the proposed ML method
performs much better than the other methods for both metrics. Again, by increasing the sample
size N , the performance gap between all methods gets smaller as we enter the large-number-of-
samples scenario.
VI. CONCLUSION
We presented a massive MIMO channel covariance estimator. Using the specific structure of
MIMO covariances, this estimator models a parametric representation of the ASF over the spatial
domain and obtains the corresponding parameters by optimizing a maximum-likelihood objective.
Our results show that the proposed method is superior to several state-of-the-art algorithms in
the literature in terms of different performance metrics.
VII. APPENDIX
A. Theoretical Analysis of MUSIC and Further Discussion
In this section, we provide a semi-rigorous analysis of the performance of the MUSIC al-
gorithm for support estimation for a ULA. Although the analysis does not extend verbatim to
a 2D UPA, it gives insights on why MUSIC performs quite well for support estimation. The
propositions and theorems are provided without proof. For the proofs, please see [14], which is
the main source of the analysis provided in this section.
We consider a ULA with M elements and with standard antenna spacing λ
2
. We assume an
ASF γ(ξ) = γd(ξ) + γc(ξ) where γd(ξ) is the ASF of the discrete part consisting of r Dirac’s
delta functions as γd(ξ) =
∑r
k=1 ckδ(ξ− ξk) and where γc(ξ) is the ASF of the continuous part.
In the scaling law studied in [14], the authors consider a scenario where the coefficient of spikes
{c(M)k : k = 1, . . . , r} scale with M according to c(M)k = υkM where {υk : k = 1, . . . , r} are positive
constants encoding the relative strength of the spikes. As a result, the scaling regime in [14]
covers a more challenging scenario where the amplitudes of the spikes decrease by increasing
M such that identifying them becomes more and more challenging. In this section, we will first
state the results that follow from the rigorous analysis of this more challenging scaling regime
in [14]. In wireless applications, in contrast, the spike coefficients {ck : k = 1, . . . , r} remain
the same, regardless of the number of BS antennas M . We adjust to this setup by assuming that
the coefficients υk are also growing proportionally to M like υk = Mck and then use the results
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in [14]. This is the only point that makes our analysis in this part semi-rigorous.
In the following, we first focus on the scaling regime in [14]. We consider a generic channel
vector h with a covariance matrix
Σh = Σ
d
h + Σ
c
h :=
r∑
k=1
c
(M)
k a(ξk)a(ξk)
H +
∫ 1
−1
γc(ξ)a(ξ)a(ξ)
Hdξ, (34)
as in (8) where a(ξ) = (1, ejpiξ, . . . , ejpi(M−1)ξ)T denotes the array response vector of the ULA.
We denote the set of noisy samples by {y(s) = h(s)+z(s) : s = 1, . . . , N} and their covariance
matrices by Σy = Σh + N0I, where N0 is the noise variance. Let λ1,M ≥ . . . ≥ λM,M denote
the singular values of Σy. Note that in this section we consider an asymptotic analysis where
M approaches infinity, thus, we use the notation λk,M for k = 1, . . . ,M , to illustrate the explicit
dependence of the M singular values of Σy on M . The following proposition shows that as
M grows, the r largest singular values of Σy “escape” from the rest of the singular values and
converge to fixed values as M →∞.
Proposition 1 (Escape of the r largest singular values of the covariance matrix Σy): Consider
γ(ξ) as before with a discrete part γd(ξ) =
∑r
k=1 c
(M)
k δ(ξ − ξk) with c(M)k = υkM and a contin-
uous part γc(ξ), and let Σh be the covariance matrix generated by γ(ξ) as in (34) and let
Σy = Σh +N0I. If υk + γc(ξk) > ‖γc‖∞ for all k = 1, . . . , r, then
λk,M −→
M→∞
λk = υk + γc(ξk) +N0, (35)
while lim supM→∞ λr+1,M ≤ ‖γc‖∞ +N0 (note that ‖γc‖∞ := supξ∈[−1,1] γc(ξ)). 
This proposition can be interpreted as follows: if for all k = 1, . . . , r, the coefficient of the
spike plus the value of the continuous component γc(ξ) at the location of the spike is greater
than the supremum of the continuous part γc over the whole set of AoAs (that is ‖γc‖∞), then
the r largest singular values converge according to (35) to a value larger than ‖γc‖∞ +N0 (due
to the assumption of the proposition υk + γc(ξk) > ‖γc‖∞) while the rest of the singular values
are upper-bounded by ‖γc‖∞+N0. As a result, by increasing the dimension M , we can evidence
a nice separation between the first r singular values and the remaining M − r ones, which can
exploited to identify the number of spikes r.
Unfortunately, Proposition 1 is not directly applicable in our case since we have access only
to the sample covariance of the noisy samples, namely, Σ̂y = 1N
∑N
s=1 y(s)y(s)
H, rather than
their true covariance matrix Σy. Fortunately, this result can be modified to work also for Σ̂y
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provided that the number of available signal samples for covariance estimation N is sufficiently
large. To characterize this rigorously, we consider an asymptotic regime where the number of
samples N grows proportionally to the number of antennas M such that ζM := MN → ζ > 0 as
M → ∞. Of course, in practice M is always limited but this asymptotic scaling law gives a
flavor of conditions under which the support recovery is feasible for the discrete spikes.
Let λ̂1,M , . . . , λ̂M,M be the singular values of Σ̂y and let us define the empirical distribution
of these singular values by
γ̂M(λ) =
1
M
M∑
k=1
δ(λ− λ̂k,M).
Then one can show that [23] almost surely (a.s.) as M →∞
γ̂M
weakly−→ γ,
where γ is a deterministic density characterized by its Stieltjes transform as
ε(z) =
∫
R
dγ(λ)
λ− z , (36)
where ε(z) is a function that satisfies the following fixed-point equation
ε(z) =
∫
R
dν(λ)
λ(1− ζ − ζ z ε(z))− z , (37)
for all z ∈ C\supp(γ), where supp(γ) denotes the support of the distribution γ. In (37), ν(λ) is
the asymptotic distribution of the singular values of the true covariance Σy = Σh+N0I, namely,
νM =
1
M
∑M
k=1 δ(λ− λk,M)
weakly−→ ν, where {λk,M : k ∈ [M ]} denotes the set of singular values
of Σy = Σh + N0I as before. It is worthwhile to mention that although the singular values of
Σy and Σ̂y have a well-defined limit as γ(λ) and ν(λ), these two limit distributions are different
from each other for any ζ > 0 and approach each other as ζ → 0, namely, when the number of
samples N becomes tremendously larger than M , where in that case Σ̂y also converges to Σy.
To extend the separation condition proved in Proposition 1 for the true covariance Σy to the
sample covariance Σ̂y, we need to study ν(λ) further. From Szego¨’s theorem [24], it is well-
known that ν is given by the distribution of the random variable γc(ξ¯)+N0 when ξ¯ ∼ U([−1, 1]) is
uniformly distributed in [−1, 1]. Note that since the random variable γc(ξ¯)+N0 is upper bounded
by ‖γc‖∞+N0, the support of the distribution ν lies always in the interval
[
0, ‖γc‖∞+N0
]
, and
in particular max(supp (ν)) = ‖γc‖∞+N0. This implies that the function ω 7→ φ(ω) defined by
φ(ω) = ω
(
1− ζ
∫
R
λ
λ− ωdν(λ)
)
, (38)
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is well-defined for all ω ∈ (‖γc‖∞+N0,+∞). Note that φ(ω) is a continuous and differentiable
(of any order) function in this interval. Moreover, φ(ω) → ∞ as ω → ‖γc‖∞ + N0 from the
right and limω→∞ φ(ω) =∞. Thus, φ(ω) should have a local minimum ω0 ∈ (‖γc‖∞+N0,∞).
A direct computation shows that
φ
′′
(ω) =
∫
2ζλ2
(ω − λ)3dν(λ), (39)
which is alway positive in the interval (‖γc‖∞ + N0,∞). Hence, φ(ω) is a convex function in
this interval and ω0 is the unique minimizer of φ(ω). It would be also interesting to investigate
the dependence of ω0 on the asymptotic sampling ratio ζ . Note that ω0 is the unique minimizer
of φ(ω), thus, it satisfies φ′(ω0) = 0. Taking the derivative of φ(ω), we can write the condition
φ′(ω0) = 0 as ∫
λ2
(ω0 − λ)2dν(λ) =
1
ζ
. (40)
We can simply check that ω0(ζ) is an increasing function of ζ . In particular, by increasing the
number of samples N , thus, letting ζ → 0, we have 1
ζ
→ ∞, which is satisfied provided that
ω0 approaches the boundary value ‖γc‖∞ +N0. Similarly, we can check that by decreasing the
number of samples N in a scaling regime where ζ →∞, we obtain ω0 =∞. In brief, ω0 ranges
monotonically in the interval (‖γc‖∞ +N0,+∞) for ζ ∈ (0,+∞).
The following theorem shows that, similar to the escape of the r largest singular values in
the spectrum of the true covariance Σy illustrated in Proposition 1, the r largest singular values
of the sample covariance Σ̂y escape from the rest of its spectrum if a “separation” condition is
satisfied. This separation condition can be formulated in terms of ω0 as follows.
Theorem 2: Let {λk,M : k = 1, . . . ,M} denote the set of singular values of Σy as before
and suppose that
λr,M > ω0. (41)
Then, for k = 1, . . . , r, with probability one as M →∞ we have
λ̂k,M → φ(λk), (42)
whereas λ̂r+1,M → φ(ω0) < φ(λr,M) (as ω0 is the maximizer of φ(ω)). 
The separation condition (41) implicitly depends on the parameters of the spike elements
{υk : k = 1, . . . , r} as well as the continuous part of the ASF γc (through the function φ(ω)
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defined in (38)) and in particular on the asymptotic sampling ratio ζ . As a sanity check by
increasing the number of samples ζ → 0, and ω0(ζ)→ ‖γc‖∞+N0, and the separation condition
in Theorem 2 becomes the same as that in Proposition 1, which makes sense since for large
number of samples the sample covariance matrix Σ̂y converges to the original covariance matrix
Σy. Moreover, as ω0(ζ) > ‖γc‖∞ + N0 for all ζ , Theorem 2 requires a stronger separation
condition than Proposition 1, which is the cost one needs to pay for not having the original
covariance matrix but the sample covariance matrix.
Overall, if the separation condition (41) is satisfied, we are able to consistently detect the
number of spikes by identifying the gap between the singular values. In particular,
r̂M = max{k : λ̂k,M > φ(ω0) + } a.s.−→ r,
as M →∞ for any  ∈ (0, φ(λr,M)− φ(ω0)).
Eventually, the following theorem proves the consistency of the MUSIC estimator in the
present context.
Theorem 3 (Consistency of MUSIC): If the separation condition (41) holds, then
M (ξ̂k − ξk) a.s.−→ 0, k = 1, . . . , r, (43)
as M →∞, where ξ̂k denotes the AoA estimate of the k-th dominant minima of (16). 
In brief, the theoretical analysis presented in this section, illustrates that in the (challenging)
scaling regime where the coefficients of the spikes vary as c(M)k =
υk
M
, thus, decrease by increasing
M , and for any finite fraction ζM = MN → ζ ∈ (0,∞), one is able to estimate consistently the
number and the support of the spikes through MUSIC algorithm provided that the weights of
the parameters of the spikes {υk : k = 1, . . . , r} are sufficiently large such that they stand out of
the amplitude of the continuous part γc. The degree up to which these weights should be large
depends on ζ , where in the best case of very large number of samples, N M such that ζ ≈ 0,
one needs at least υk + γc(ξk) ≥ ‖γc‖∞. In general, for all other values of ζ , the separability
condition is satisfied provided that the condition in (41) is fulfilled where again, intuitively
speaking, the weights {υk : k = 1, . . . , r} should be large enough to make sure that the first
r singular values of Σy (which of course grow by increasing the weights {υk : k = 1, . . . , r})
pass the threshold ω0 illustrated in (41).
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It is worthwhile here to pose these results in the semi-rigorous setting we already discussed.
More specifically, since in our case the amplitude of the spikes {ck : k = 1, . . . , r} remain
constant (rather than decreasing with M ), we can follow the same reasoning by assuming that
the coefficients υk grow proportional to M as υk = Mck.
An important point of analysis in [14] summarized in this section is that for any asymptotic
sampling ratio M
N
→ ζ ∈ (0,∞), no matter how small ζ may be, we can make the detection of all
r spikes, namely, their number r and also their support, feasible by increasing the coefficients
{υk : k = 1, . . . , r} until the separability condition in (41) is fulfilled. Let us first illustrate
this point step by step. First note that the measure ν(λ) depends only on the continuous part
γc, thus, is not affected by changing the weights {υk : k = 1, . . . , r}. Therefore, for a fixed
ζ ∈ (0,∞), the function φ(ω) and as a result the parameter ω0 are not affected by changing
{υk : k = 1, . . . , r}. Second, by dropping the contribution of the continuous part γc from Σy,
we can easily check that the first r singular values of Σy are larger than the first r singular
values of the matrix
Σdh +N0I =
r∑
k=1
υk
M
b(ξk)b(ξk)
H +N0I. (44)
A direct calculation shows that as M → ∞, and as a result 〈b(ξk),b(ξk′ )〉
M
→ 0 for k 6= k′, the r
largest singular values approach {υk+N0 : k = 1, . . . , r} which would satisfy (41) by increasing
{υk : k = 1, . . . , r} (as ω0 is not affected by changing {υk : k = 1, . . . , r}). In brief, we can say
that the separability condition (41) is fulfilled if
min{υk : k = 1, . . . , r} ≥ η(ζ, γc), (45)
where η(ζ, γc) is a finite threshold that depends on the sampling ratio ζ and γc. As a result,
assuming that υk = M ck grows proportionally to M , this condition would be satisfied for any
finite ζ ∈ (0,∞) and for any practically relevant γc provided that M is sufficiently large.
We would like to emphasize that the importance of this (semi-rigorous) result is that, it implies
that no matter how small the spike amplitudes {ck : k = 1, . . . , r} are and no matter how small the
number of samples N is compared with M (of course provided that the asymptotic sampling ratio
ζ remains finite), MUSIC algorithm would be able to recover all the spikes if M is sufficiently
large. Looking from another perspective, of course we know that if we do not have enough
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number of samples N (namely if ζ is quite large but finite), it may be impossible information-
theoretically to estimate some generic covariance matrices. However, even in those scenarios,
MUSIC algorithm would be asymptotically consistent. This provides a strong guarantee that
MUSIC algorithm works perfectly without incurring any sample complexity for the covariance
estimation.
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