Linear problems for systems of nonlinear differential equations  by Opial, Zdzisław
JOURNAL OF DIFFERENTIAL EQUATIONS 3, 580-594 (1967) 
Linear Problems for Systems of 
Nonlinear Differential Equations* 
ZDZIStAW OPIAL 
Brown University, Providence, Rkode Island 
and 
Jagellonian University, Krakdw, Poland 
Received October 13, 1966 
1. INTRODUCTION 
For a system of differential equations 
x’ = f(t, x) (ted CR,xERn) (1) 
and a given linear continuous mapping T of the space Cn of all continuous 
n-dimensional vector functions defined in A into the n-dimensional Euclidean 
space R", the linear problem (or the generalized boundary-value problem) 
consists in the search for a solution x(t) of system (1) for which TX(~) is a 
given vector in R", i.e., 
Tx(t) = r. (2) 
This concept of a linear problem, introduced by Whyburn [17] and 
developed mainly by Conti [2]-[7] and his followers (Pulvirenti [14], 
Santagato [1.5], and others), turns out to be a quite natural and fertile 
generalization of many classical boundary-value problems both for systems 
of differential equations and differential equations of higher orders. Not only 
can diverse techniques and methods used in the solution of classical boundary- 
value problems be unified, simplified, and considerably extended when 
developed in the framework of the general theory of linear problems, but 
also general methods and procedures of that theory yield many novel results 
when applied to classical problems. Recent papers on the existence of 
periodic solutions for nonlinear systems of differential equations by 
Barbalat and Halanay [16], Lasota and Opial [II], [12], and G. Villari [16] 
are striking examples of the impact of the general theory of linear problems 
on such a classical problem as that of existence of periodic solutions. 
* This research was supported in part by the United States Army Research Office, 
Durham, under Contract No. DA-31-124-ARO-D-270 and in part by National 
Aeronautics and Space Administration under Grant No. NGR-40-002-015. 
580 
SYSTEMS OF NONLINEAR DIFFERENTIAL EQUATIONS 581 
As in many other instances in the theory of ordinary differential equations, 
one usually confines oneself in the theory of linear problems to a first 
approximation and to the study of systems of the form 
x’ = A(t, x) x + b(t, x). (3) 
,4nd for a very simple reason. Any solution of problem (3), (2) is a fixed 
point of the mapping S of the space C” into itself which, to any y(t) in C”, 
assigns the solution of the linear system 
x’ = 44 r(t)) x + b(C y(t)) (4) 
satisfying condition (2); and conversely, every fixed point of the mapping S 
is a solution of problem (3), (2). Th us, the problem of existence of solutions 
of problem (3) (2) reduces to a study of topological properties of the 
mapping S. 
In that study four basic questions araise. The first of them is rather 
algebraic in nature, the three remaining are topological. 
Firstly, is the mapping S really defined? The answer to this question 
depends on whether the corresponding linear homogeneous problem 
2’ = 44 y(t)) x, TX = 0 (5) 
has only the trivial solution. If it is so for any y(t) in C”, then the mapping 
is well-defined since then (see Section 3 below) for every y(t) in C” there 
exists one and only one solution x(t) of system (4) which satisfies condition (2). 
Thus, in order to define this mapping, one has to assume the uniqueness of 
solution of problem (5) for all matrices of the family (A(t, y(t)) : y(t) E C”}. 
Secondly, is the mapping S continuous? In a natural way the mapping 
S : y(t) + x(t) may be considered as a product QP of the following two 
mappings: 
p : Y(f) - (4G r(t)), b(c Y(W Q : (44 r(t))> 46 r(Q)) - 4). 
The continuity of P is then merely a question of proper regularity conditions 
imposed on A(t, x) and b(t, x) which, roughly speaking, do not differ from 
those usually imposed on A(t, X) and b(t, x) in order to guarantee the 
existence of solutions of system (3). The continuity of the mapping Q is a 
question of the continuous dependence of solutions of problem (4), (2) on 
A(t, y(t)) and b(t, y(t)). The solution of both these continuity problems 
clearly depends on the choice of topology in the set 
or, more generally, in the space LyXn x Lin of all pairs (A(t), b(t)) where 
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A(t) is an n x 12 matrix function and b(t) is an n-dimensional vector function, 
both summable in the interval d. 
Thirdly, if we want to apply to the mapping S the Schauder fixed-point 
theorem, we have to ask whether the mapping S is compact; i.e., whether 
it maps bounded sets in Cn into relatively compact sets in C”. This again 
is a question of the choice of topology in the space LTxn x Lln. As it is hard 
to expect the mapping Q to be compact, the problem of compactness of the 
mapping S reduces to that of compactness of the mapping P. And the latter 
reduces, in turn, to the problem of the proper choice of topology in the 
space Lrxn x L,%. It is clear that the weaker the topology in that space, the 
greater the possibility for P to be compact. Thus, in some sense, the question 
of compactness of the mapping S is reduced to a search for the weakest 
topology in Lyxn x Lln in which the mapping Q is still continuous. 
Finally, in order to apply the Schauder theorem, some a priori estimates 
for the mapping S need to be established in order to guarantee the existence 
of a ball in P which is mapped by S into itself. It turns out that to some 
extent this is still a question of compactness of the mapping P. 
Once the conditions indispensable for the existence of the mapping S are 
satisfied, it is always possible to choose in one way or another additional 
restrictions on systems (3) which make S continuous and compact and then 
to apply the Schauder fixed-point theorem. The question is, however, how 
to choose these restrictions to exhaust all possibilities hidden in the 
topological method under consideration. In other words, we want to 
approach, as close as possible, the natural limits of the applicability of this 
method. As we have seen above, this is basically a question of the proper 
choice of a sufficiently weak topology in the spaceLTXn x L,“. In this problem, 
as in so many other instances in applications of topological methods to 
problems in classical analysis, spaces and mappings are given and the question 
is of how to introduce topologies in these spaces in order to endow these 
mappings with suitable topological properties. 
The present paper is an attempt to solve this problem partially. The 
solution presented here will enable us, in particular, to find a common 
denominator for the two approaches to the existence problem for generalized 
boundary value problems (3), (2) contained, respectively, in [2]-[ 71, [14], 
[Is] and [a]-[IL]. In our setting the first approach which corresponds to 
our Theorem 2 (see Section 5 below) appears as a special case of the second 
which corresponds to Theorem 1, but actually both approaches are equivalent 
(see Section 7). 
The special topology in the space LTxn x Lln introduced in this paper 
has already been used in a somewhat implicit and crude form in [II] so that 
our present investigations can be considered to be a direct continuation and 
extension of that paper. 
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2. NOTATIONS AND PRELIMINARIES 
For an n-dimensional real vector x = (x1 ,..., xn) and an n x n real matrix 
A = (a,}, let 
As usual, C” and CnXn will denote, respectively, the linear space of all real 
n-dimensional vector functions x(2) = (q(t),..., am) and the linear space 
of all n X n matrix functions A(t) = 
given compact interval d = [0, h] of 
norm of uniform convergence 
II x(t)11 = max{l +)I : t E 4, 
{I} defined and continuous in a 
the real line R, endowed with the 
11 A(t)]\ = max{j A(t)] : t E d}. 
Lp will stand for the linear space of all real n-dimensional vector functions 
defined and summable in d with its usual norm 
III w III = I, I 49 dt. 
By Ly we shall denote the linear space of all real n x n matrix functions 
A(t) = &(t)} d fi d e ne an summable in d, with the special norm: d 
11 A(t) = max ] i 1 j” aij(s) ds 1 : t E A I. 
i,j=l 0 
For a given A(t) in Lyxn, we define 
A(t) = j: A(t) ds = 1 j: a&) ds! 
and write 11 A(t)llo = 1) J(t)ll. Then the mapping J : A(t) + g(t) maps LTx* 
isometrically onto the subspace Cgx” of the space CnXn of all absolutely 
continuous n x n matrix functions that vanish at t = 0. 
For an A(t) in Lyxn we shall put 
Ill A(t) Ill = jA I &)I dt. 
As usual, L(Cn, R”) will denote the linear space of all continuous linear 
mappings of Cn into Rlt with the usual norm 
II TII = sup11 Tx(t)l : 44 E C”, II WI < 11, for T E L(Cn, R”). 
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For a given T in L(C”, RTz), T” will be the induced mapping of Cnxn into 
Rnxn which to every matrix A(t) in C nxn assigns the matrix obtained by 
the application of T to every column of A(t). It is clear that Tn is a linear 
continuous mapping and that 
T[A(t) c] = [PA(t)] c 
for any A(t) in C lzxn and any n-dimensional vector c in Rn. 
In what follows the following lemma will play an important role: 
LEMMA 1. For any nonnegative function a(t) summable in A, the set 
K = {A(t) EL;~* : / A(t)1 < u(t) almost everywhere in A} 
is compact. 
Proof. We shall prove first that K is a closed set. To this end let 
(Ah(t)} C K and jl Ak(t) - A,(t)(j, --) 0 as k-t co. For any interval 
[t, t + s] CA, we have the inequalities 
j s:‘” A,&) du j < 1:‘” 1 A&)/ du < S:+‘C+J) du (k = 1,2,...). 
Letting k -+ co, we obtain 
Now, letting in turn s + 0, at every common Lebesgue point t E A of the 
matrix function A,(t) and the function a(t) we get the inequality ) Ao(t)l < a(t) 
which implies that A,,(t) belongs to K. 
We want to prove now that the set K is relatively compact in Lpxn. Since 
the mapping J-r : C’txG --+ LF”” is continuous, it suffices to show that the 
set J(K) is compact in Ctxn. Now, from the definition of K it follows 
immediately that all matrix functions in J(K) are bounded by a common 
constant equal to the integral of a(t) over A and, moreover, are equi- 
absolutely continuous. This implies, by the Arzela theorem, that the set 
J(K) is relatively compact in Cnxn. But a uniform limit of a sequence of 
equi-absolutely continuous matrix functions is necessarily absolutely 
continuous so that J(K) is relatively compact also in Cix*. 
Since a closed and relatively compact set is compact, K is a compact 
set in Lyxn. 
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3. LINEAR PROBLEMS FOR LINEAR SYSTEMS OF 
DIFFERENTIAL EQUATIONS 
Consider a linear nonhomogeneous system of differential equations 
x’ = A(t) x + b(t) (6) 
with A(t) in LTx" and 6(t) in Liz. For a given linear continuous mapping 
T : Cn --t Rn and a given vector I in R" we shall consider the generalized 
boundary-value condition (2). 
It is easily seen (and well known) that problem (6), (2) has a solution, 
for any Y in R", if and only if for the corresponding homogeneous linear 
system 
x’ = A(t) x (7) 
the boundary-value problem 
TX(~) = 0 (8) 
has only the trivial solution x(t) = 0. Indeed, if U(t) is the fundamental 
matrix of solutions of system (7), U’(t) = A(t) U(t) and U(0) = 1, then the 
general solution x(t) of system (6) is of the form 
where 
x,(t) = u(t) St U-l(s) b(s) ds (10) 0 
is a solution of system (6) such that x,(O) = 0 and c is an arbitrary vector 
in Rn. Thus Eq. (2) may be written in the form 
T[U(t) c + x,(t)] = r 
equivalent to a system of n linear algebraic equations with c as unknown 
[T"U(t)] c = Y - TX&). 
And this system has, for any r in R", a solution if and only if 
(11) 
det T"U(t) # 0; (12) 
i.e., if and only if the associated homogeneous system which corresponds to 
b(t) = 0 and r = 0 has only the trivial solution. 
Furthermore, whenever condition (12) is satisfied, the solution x(t) of 
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problem (6), (2) is unique and is given by an explicit formula which follows 
immediately from (9) and (11): 
x(t) = U(t)[TnU(t)]-l (r - T+)(t)) + x,(t). (13) 
4. COMPACT FAMILIES OF LINEAR PROBLEMS 
Let M be a set in the space LyXn which satisfies the following two 
conditions : 
(i) there exists a positive constant 01 such that ]I/ A(t) 11) < (Y for each 
matrix function A(t) in M, 
(ii) for each A(t) in M, problem (7), (8) has only the trivial solution. 
From assumption (ii) it follows that problem (6), (2) has a unique solution 
for each A(t) in M, b(t) in Lln and r in Rn--this solution is given by 
formula (13). 
In the sequel the mapping T E L(Cn, Rn) and the vector r are assumed 
to be fixed and only the matrix function A(t) and the vector function b(t) 
will change in M and L,“, respectively. 
Let Q : M x Lln -+ C” be the mapping which, to each pair (A(t), b(t)) in 
M x Lp, assigns the unique solution x(t) of problem (6), (2). In what 
follows all topological properties of the mapping Q will refer to the Cartesian 
product topology induced in the space Lyxn x L,” by the norm 11 Ilo in 
Lyx” and the norm (I( j/ [ in L,“. 
LEMMA 2. If the set M CLyXn satis$es conditions (i) and (ii), then the 
mapping Q is continuous. 
Proof. We can present the mapping Q : (A(t), b(t)) -+ x(t) as a product 
QsQiQs of three simpler mappings defined as follows: 
U(t) denotes the fundamental matrix of solutions of system (7), x0(t) is 
given by formula (10) and x(t) by formula (13). Let F : Lyxn + Cnxn denote 
the mapping which to each A(t) in Lyxn assigns the fundamental matrix 
U(t) of system (7). In the commutative diagram 
M x L,” 0 C” 
Qo t Q, 
F(M) x L,* --%- F(M) x Cn 
(14) 
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the mapping Q,, is continuous since from assumption (i) it follows that the 
restriction of F to M is continuous (see [13], Corollary 2). The continuity 
of the mapping Qr follows immediately from formula (10) and from the 
continuity of the mapping of F(M) into C ww which to every U(t) in F(M) 
assigns its inverse matrix U-l(t). Finally, the mapping Qz is also continuous 
since from assumption (ii) it follows that inequality (12) holds for any U(t) 
in F(M) so that the matrix [T”U(t)]-l is a continuous function of U(t). 
Summing up, Q is continuous as a product of continuous mappings. 
LEMMA 3. If a compact set M CLyx” satisfies conditions (i) and (ii), then 
there exist positive constants /3, y depending only on M such that 
II Q(4), @HI G Y I y I + B II I Nt)lll (15) 
for each A(t) in M and b(t) in Lln. 
Proof. From the continuity of the restriction of the mapping F to the 
set M and from the compactness of M it follows that the set F(M) is compact 
in Cnxn. Hence, in F(M) the numbers 
a = max II u(t)ll, b = max I/ U-l(t)ll, c = max IITnU(t)]-l 1 (16) 
are finite. Now, from (10) and (13) it follows easily that 
II xWll < ac I r I + (1 + a II T/I) ab III Yt)lll, 
so that in (15) we can put y = ac and fl = (1 + a (1 T 11) ab. 
The mapping Q does not take, in general, bounded subsets of M x Lln 
into compact subsets of Cn. This property holds only for an essentially 
narrower class of subsets of M x L 1”. Namely, we have the following: 
LEMMA 4. If a compact set M CLyX” satis$es conditions (i) and (ii), and 
if D is a set in LIR such that 
I WI < 44 (b(t) E D, t E A), (17) 
where m(t) is a nonnegative function summable in A, then Q(M x D) is a 
relatively compact set in 0. 
Proof. From diagram (14) we have 
Q(M x D> = QAQIWV x WI, (18) 
since Q,(M x D) = F(M) x D. From (lo), (16) and (17) it follows that for 
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U(t) in F(M) and b(t) in D the functions x,(t) are bounded by a common 
constant, 
11 x,(t)11 < ab s, m(t) dt E!? d. 
From the equality 
x;(t) = A(t) x,(t) + b(t) PEA) 
and from condition (i) it follows that 
I q,(t) - q,(s)1 < s” I x;(u)1 du < ord(t - s) + J” m(u) du (0 < s < t < h), 
s s 
so that the functions x,(t) are equicontinuous. Hence, the set Q@(M) x D) 
is relatively compact in C lExlz x C”. Since the mapping Qa is continuous, 
by (18) the set Q(M x D) is also compact. 
5. LINEAR PROBLEMS FOR NONLINEAR SYSTEMS OF 
DIFFERENTIAL EQUATIONS 
Suppose that in the nonlinear system of differential equations (3) the 
n x rz matrix function A(t, X) and the n-dimensional vector function b(t, x) 
are continuous in x for almost every t in d and measurable in t for every x 
in R*. Assume moreover that the functions 
a(t) = sup{1 A(t, x)1 : x E R”), A(t) = SUP0 w, 41 : I 3 I < kl 
(h = 1, 2,...) (19) 
are summable in A. This implies, in particular, that for system (3) the 
well-known Caratheodory conditions guaranteeing the local existence of 
solutions of initial value problems are satisfied. 
Given a linear continuous mapping T : Cn --t Rn and an arbitrary vector r 
in I+, we consider for system (3) the generalized boundary-value condition 
(2). By a standard application of the Schauder fixed-point theorem we shall 
derive from Lemmas l-4 the following general existence theorem: 
THEOREM 1. Let M be a closed set in the space Lyxn such that, for any A(t) 
in M, problem (7), (8) has only the trivial solution. Assume that A(t, y(t)) E M 
for each y(t) in Cn and that 
liy+infi 1 j&(t) dt = 0. 
A 
(20) 
Then there exists at least one solution of problem (3), (2). 
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Proof. The closure m of the set N = {A(& y(t)) : y(t) E: Cn} is a closed 
subset of M so that without loss of generality we may assume that M = m. 
From (19) and Lemma 1 it follows that 1 A(t)1 < a(t) (t E 0) for any A(t) 
in M. Thus, again by Lemma 1, M is a closed subset of a compact set and 
therefore is itself compact. Obviously for M, condition (i) is satisfied with 01 
equal to the integral of o(t) over A. 
As in Section 1, let S : C” --+ Rn be the mapping which to each y(t) in 
C” assigns the unique solution of system (4) satisfying condition (2). To 
prove Theorem 1, it suffices to show that S has a fixed point in Cn. 
The mapping P : C” -+ M x Lln which to each y(t) in C” assigns the 
pair (A(t, y(t)), b(t, y(t))) is continuous. Indeed, for a sequence {yk(t)} C Cn 
such that 
;+z II rJc(t) - ro(t)ll = 0, 
we have first, by the continuity of A(t, X) and b(t, X) with respect to X, that 
almost everywhere in A, and then, by the Lebesgue bounded convergence 
theorem, that 
II 44Ydt)) - 4~~Y,(wl G j I 4t,Y7c(tN - 4t,Yo(t))l dt - 0, 
A 
III 4t,rdt)> - ~(~>Y,(~))lll = 1, I b(hy,(t)) - ~(~,yll(~))l dt -+ 0. 
Since S = QP, from Lemma 2 it follows that the mapping S is continuous. 
Furthermore, since P maps the ball 
& = {y(t) E C” : II y(t)ll < 4 (k = 1, 2,...) 
into the set M x D, with D, = {b(t) cLln : / b(t)1 < &Jt), t E A}, it follows 
from Lemma 4 that the mapping S is compact. Finally, by inequality (15), 
we have 
!I S(Y(W = II QWt,y(tN, b(t, y(W < Y I 7 I + B II I b(t, y(q)jll 
for any y(t) in B, . Assumption (20) implies now that, for k sufficiently 
large, S maps the ball Bk into itself. Therefore, the mapping S satisfies 
all hypotheses of the Schauder theorem which implies that there exists at 
least one fixed point of S and completes the proof. 
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The following theorem is a simple consequence of Theorem 1: 
THEOREM 2. If there is a positive constant 6 such that 
( det PU(t)l > 6 (21) 
for every A(t) in N = {A(t, y(t)) : y(t) E Cn} and if (20) holds, then problem 
(3), (2) has a solution. 
Proof. From Lemma 1 it follows immediately that the closed set M = N 
satisfies condition (i). Hence it follows (see [13], Corollary 2) that the 
mapping F : A(t) -+ U(t) is continuous in M which, in turn, implies that 
(21) holds for any A(t) in M. But this means that the set M satisfies condition 
(ii). Now, a straightforward application of Theorem 1 completes the proof. 
6. AN APPLICATION 
In order to illustrate Theorem 1 we shall consider the so-called Nicoletti 
problem for an nth-order nonlinear differential equation which along similar 
lines has been already studied in [9] and [IO]. 
For the nth-order differential equation 
y(n) = f (t, y, y’,..., y(+l)), (22) 
we consider the following problem: given n distinct points t, < *** < t, 
in the interval d and 12 arbitrary real numbers rl ,..., r, , does there exist a 
solution y(t) of Eq. (22) such that 
Y(G) = ri (i = I,..., n)? (23) 
In other words, does there exist a solution of (22) which passes through 71 
given points (tl , ri),..., (t, , m) of the (t, y)-plane? 
We shall assume that the function f(t, X) = f(t, xi ,..., x,) is defined in the 
set d x P, continuous in x for almost every t in d and measurable in t 
for each x E Rn. Furthermore, we assume that there are n nonnegative 
summable functions p,(t),..., p,(t) and a nonnegative function p,(t, X) 
satisfying the same regularity conditions as f(t, X) and such that (a) 
If(G 41 G pI( Xl I + *.. +Pn(')l % I + P&9 4, (24) 
(b) for k = 1, 2,... the functions q*(t) = sup(p(t, X) : 1 x 1 < k} are sum- 
mable in d, and (c) 
j” qg.(t) dt = 0. 
A 
(25) 
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Denoting the right-hand side of inequality (24) by g(t, x), we can write 
Denoting now the coefficients of xi in the last sum by a,(t, x) (i = I,..., n) 
and the remainder by a,(t, x), we have the inequalities 
I &> 41 d p,(t) (i = l,..., n), I %(t, 41 B P&7 4. (26) 
We can write Eq. (22) in the form 
Yen) = g1 44 Y,..., y’“-1’) y’i-1’ + a,(t, y ,...) y(-), 
equivalent to the following system of differential equations: 
x; = x. 
t+1 (i = l,..., n - l), x:, = i ui(t, x) x + u&t, x). (27) 
i=l 
For this system, conditions (23) take the form 
X&J = ri (i = I,..., n). (28) 
The linear problem (27), (28) is a very special case of problem (3), (2) with 
1 0 1 0 .a. 0 0 0 1 . . . 0 A@, x) = . . . . . . . . . . . . . . . 
0 0 0 1 
%(4 4 a,(6 4 %(6X) ..* u?L(t, x) 
I ) (29) 
b(t, x) = (0 ,..., 0, u,(t, x)) and T : (xl(t) ,..., x%(t)) + (xl(t) ,..., xl(Q). It is 
easily seen that the family M of all matrix functions in Lyx” of the form 
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with 
I 441 G p,(t) (t E A; i = I,..., n) (30) 
is closed in Lyxn and satisfies condition (i) of Section 4. Condition (ii) is 
equivalent now to the requirement that the function y(t) = 0 is the unique 
solution of each linear homogeneous nth-order differential equation 
y(fi’ = u,(t) y’“-1’ + *** + q(t) y 
with coefficients satisfying inequalities (30) and the conditions 
Y(43 = 0 (i = l,..., n). (31) 
This requirement, in turn, is simply equivalent to the condition that 
y(t) = 0 is the unique function with absolutely continuous (n - l)st 
derivative satisfying conditions (31) and, almost everywhere in A, the 
differential inequality 
I Y’“‘(t)l < P&l Y’“-Yt)l + .-’ + P,(t)1 YW (32) 
Finally, from (29) and inequalities (27) it follows that A(& y(t)) E M for any 
y(t) in Cn and that (25) implies (20). 
Summing up, from Theorem 1 we obtain the following (see also [IO]): 
THEOREM 3. If the function y(t) = 0 is the unique (in the class of functions 
with absolutely continuous (n - 1)st derivative) solution of d$ferential inequality 
(32) satisfying conditions (31), then there exists at least one solution of problem 
(2% (23). 
7. FINAL REMARKS 
1. From the proof of Theorem 1 it easily follows that assumption (20) 
can be replaced by the following one which is less restrictive: 
I 
j&(t) dt < ,+l. 
A 
However, the practical value of this observation is rather limited, since only 
rarely it is possible to determine or evaluate the constant p. 
2. Since the topology induced in the space Lyxn by the norm /J( (11 is 
stronger than that induced by the norm 11 Ilo , Lemmas 2-4 remain valid 
if we replace the space (LTx”, 11 ll0) by the space (Lyxn, 111 111). But the 
basic Lemma 1 will no longer be true, since in the second of those spaces the 
SYSTEMS OF NONLINEAR DIFFERENTIAL EQUATIONS 593 
set K is not compact even if a(t) is a constant function (the bounded 
sequence {sin Rt} has no cluster point in that space). Since Lemma I plays 
a fundamental part in the proof of Theorem 1, it is clear that the space 
cGxn, ) j/ 111) would be of little value in our considerations. Similarly, 
working with the space (L;‘“, / 11 //I) it would be impossible to derive 
Theorem 2 from Theorem 1. 
3. In Section 5 we have shown that Theorem 2 follows almost immediately 
from Theorem 1. But conversely, it is also clear that whenever the assump- 
tions of Theorem 1 are fulfilled, inequality (12) is satisfied for every U(t) 
in F(m) so that, by the compactness of m and the continuity of the mappings 
F and U(t) --f det U(t), inequality (21) h Id f o s or some 6 > 0. And in this 
sense the assumptions of both Theorems 1 and 2 are equivalent. It seems, 
however, that in most cases the hypotheses of Theorem 1 are much easier 
to verify than those of Theorem 2-and for a very simple reason. Inequality 
(21) is a quantitative expression of the qualitative hypotheses of Theorem 1 
and its verification usually involves in one form or another all our preparatory 
study contained in Section 4. Theorem 3 is a convincing instance of this 
statement. There are many sufficiency criteria for the uniqueness of solutions 
of differential inequality (32) satisfying conditions (31), but it would be 
difficult to derive from them inequality (21) without repeating the arguments 
of Section 4. 
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