Abstract. We prove a variant of the Hildebrandt's Theorem which asserts that the convex hull of the essential spectrum of an operator A on a complex Hilbert space is equal to the intersection of the essential numerical ranges of operators which are similar to A. As a consequence, it is given a necessary and sucient condition for zero not being in the convex hull of the essential spectrum of A.
We include here a slightly more general version of the Hildebrandt's theorem. The proof relies on the following lemma by Murphy and West [8] . For the sake of completeness we include its proof. We denote by r(a) the spectral radius of a ∈ A.
Lemma 2. Let A be a C * -algebra and a ∈ A. For any ε > 0, there exists s ∈ inv(A) such that sas −1 < r(a) + ε.
Proof. Let b = 1 r(a)+ε a. Then r(b) < 1, i.e., by the Gelfand-Beurling formula, lim n→∞ b n 1/n < 1.
It follows that the series
It is obvious now that sas −1 < r(a) + ε. Proof. Let a ∈ A. Since σ(a) ⊆ V (a) and, because of the convexity of the numerical range, one actually has conv σ(a) ⊆ V (a). Since the spectrum is preserved by similarities one has
To prove the other inclusion, let λ ∈ C \ conv σ(a) . Since conv σ(a) is a compact convex set there exists a disk
and conv σ(a−µ) ⊆ D(0, ρ), which means that r(a−µ) < ρ. Let ε > 0 be such that r(a−µ)+ε < ρ. By Lemma 2, there exists an invertible element s such that
Let K(H ) be the ideal of all compact operators on a complex Hilbert space H and C(H ) = B(H )/K(H ) be the Calkin algebra. For A ∈ B(H ), let [A] denote the equivalence class
, then A is said to be a Fredholm operator (see [4, Denition 5.14 
]). The set of all Fredholm operators in B(H ) is denoted by Φ(H ).
The essential spectrum of A ∈ B(H ) is dened by
, which means that λ ∈ C is in the essential spectrum of A if and only if the element [A − λI] is not invertible in the Calkin algebra (see [1] 
Since,
we have
The goal of this paper is to show that (3) is actually an equality, see Note that every invertible operator is a Fredholm operator with index 0, i.e., inv(B(H )) ⊆ Φ 0 (H ). Since Φ 0 (H ) ⊆ Φ(H ), we have the following inclusions (4)
Schechter proved (see [1, Theorem 2.5]) that, for any operator A ∈ B(H ),
It follows from (4) and (5) that σ w (A) is a non-empty compact subset of σ(A). By [9, Theorem 9] one has (6)
However, by (5), the left hand side of (7) is σ w (A), and by (6), the right hand side of (7) is W ess (T ). Hence, by the convexity of the essential spectrum, conv(σ w (A)) ⊆ W ess (A). Since the convex hulls of the essential spectrum and the Weyl spectrum coincide we conclude that (8) conv(σ ess (A)) = conv(σ w (A)) ⊆ W ess (A).
Now we able to prove the remained part of our main result. Proof. We have to prove the inclusion
By [9] , there exists
conv σ ess (A) = conv σ(A + K 0 ) .
By the Hildebrandt's Theorem (Theorem 1), we have
that is,
where K s = SK 0 S −1 . It follows that (10)
By (6), the right-hand side of (10) is
S∈inv(B(H ))
W ess (SAS −1 ) and therefore, because of (9), we may conclude that
We conclude the paper with the following corollary of Theorem 4.
Corollary 5. Let A ∈ B(H ). Then 0 ∈ conv σ ess (A) if and only if there exists a positive denite operator P ∈ B(H ) such that 0 ∈ W ess (P A).
Proof. First we will show that, for any invertible S ∈ B(H ), zero is in W ess (SAS −1 ) if and only if zero is in W ess (S * SA). Let S ∈ inv(B(H )) be arbitrary and assume that 0 ∈ W ess (SAS −1 ). By (6), 0 ∈ W (SAS −1 + K) for every operator K ∈ K(H ). Let K be xed. Then there exists a sequence (x n ) ∞ n=1 ⊆ H of unit vectors such that (11)
Thus, because of (11), the sequence
converges to 0, i.e., 0 ∈ W (S * SA + S * KS). Since K is an arbitrary compact operator and S is invertible we may conclude that 0 ∈ W ess (S * SA).
For the opposite implication assume that 0 ∈ W ess (S * SA), i.e., 0 ∈ W (S * SA + K) for every
We denote y n = Sx n −1 Sx n (n ∈ N). Since Sx n −2 ≤ S −1 2 for any n we have (SAS −1 + (S * ) −1 KS −1 )y n , y n = Sx n −2 (S * SA + K)x n , x n −→ 0.
As before we conclude that 0 ∈ W ess (SAS −1 ).
To nish the proof assume that 0 ∈ conv σ ess (A) . Then, by Theorem 4, there exists S ∈ inv(B(H )) such that 0 ∈ W ess (SAS −1 ), which gives 0 ∈ W ess (P A) for the positive denite operator P = S * S. On the other hand, if 0 ∈ W ess (P A) for a positive denite operator P , then 0 ∈ W ess (SAS −1 ), where S is an arbitrary invertible operator such that P = S * S. By Theorem 4, 0 ∈ conv σ ess (A) .
