Abstract-We propose a variant of the Mumford-Shah model for the segmentation of a pair of overlapping objects with additive intensity value. Unlike standard segmentation models, it does not only determine distinct objects in the image, but also recover the possibly multiple membership of the pixels. To accomplish this, some a priori knowledge about the smoothness of the object boundary is integrated into the model. Additivity is imposed through a soft constraint which allows the user to control the degree of additivity and is more robust than the hard constraint. We also show analytically that the additivity parameter can be chosen to achieve some stability conditions. To solve the optimization problem involving geometric quantities efficiently, we apply a multiphase level set method. Segmentation results on synthetic and real images validate the good performance of our model, and demonstrate the model's applicability to images with multiple channels and multiple objects.
I. INTRODUCTION

W
E consider the problem of segmenting a pair of overlapping objects whose intensity level in the intersection is approximately the sum of the level of the individual objects. Mathematically speaking, assume that and are two possibly overlapping true objects in an image domain . We consider images which can be well-modeled by the following piecewise constant function if if if if .
(
We shall call the identification of the true objects and from a given image as an additive segmentation problem.
This is a fundamental image processing task with many realworld applications especially those that involve some measurements of concentration using imaging techniques. Examples include X-ray images, magnetic resonance angiography images, and microscopy images recording protein expression levels [1] . Although many applications of such a model can be found, there has been very few, if not none, studies of this problem. Many types of segmentation have been studied. They include hard segmentation [2] , soft segmentation [3] , [4] , segmentation with depth [5] - [8] , and illusory object segmentation [9] . Additive segmentation fundamentally differs from other segmentation problems in two aspects-multiple membership and additivity.
Most segmentation problems do not allow multiple membership, except for soft segmentation and segmentation with depth. For soft segmentation, each pixel is given a degree of membership to various objects. For segmentation with depth, pixels in the overlapping region are given an ordering according to their depth. However, both models do not consider the additivity of intensity values.
In [5] - [8] , the Nitzberg-Mumford-Shiota (NMS) segmentation with depth model is studied. Although both additive segmentation and segmentation with depth involve overlapping objects and share some similarities, models for the latter problem cannot be directly used to solve the former problem and vice versa, cf. Section II-F. Therefore, there is a need to develop a new model for the additive case. Indeed the additive problem is in some sense harder than the segmentation with depth problem because in the former problem, the determination of the overlapping objects has to be coupled. In contrast, in solving the latter problem, one can in principle segment the visible parts of the objects first, followed by filling the occluded parts.
Approaching the additive problem in the straightforward way of enforcing additivity (cf. the hard model below) often fails to work. It is because during the iterations the intermediate segments may be far from being additive. In this case fitting the additive model in the hard way to estimate the intensity levels of the objects ( , , and ) often leads to disastrous results. We found that it is advantageous to relax the additive constraint so that the fitting of the additive model is more flexible during the intermediate steps. Such a stability problem does not exist in the segmentation with depth problem. One main contribution in this paper is to construct a relaxed additive model, called the soft additive model, which can overcome the problems of the hard additive model. Another contribution is to provide a stability analysis of the soft model to demonstrate the robustness.
A second difficulty with the additive problem is that the overlapping part and nonoverlapping part of an object have very different intensity levels. Thus, the determination of the objects can be ambiguous. A seemingly natural way to solve the additive segmentation problem is to form the objects by piecing up the parts obtained by an ordinary segmentation algorithm to satisfy the additivity constraint. But this can be done only when the parts of the objects have simple shape whose boundaries can be accurately obtained. For complicated images, if the different parts of an object are detected independently, then they may not be intact and may not combine well because the boundaries of the synthesized objects are not guaranteed to be smooth. We resolve this problem by imposing prior knowledge of object boundaries through the minimization of Euler's elastica [10] .
II. MODEL
Our model is a variant of the piecewise constant Mumford-Shah segmentation model [2] . However, instead of using length regularization as in the original Mumford-Shah model, we use Euler's elastica which is more effective in recovering multiple membership. In this section, we review these basic models and analyze two ways of modeling additivity.
A. Mumford-Shah Segmentation Model
The Mumford-Shah model [2] is one of the most popular segmentation models. It can handle gracefully complex situations and is very robust to noise. A distinctive feature is that it is region-based which allows it to segment objects without edges. For the same reason, it can group a cluster of smaller objects into a larger object.
For a given image , the piecewise constant Mumford-Shah model [2] seeks for a partition of into mutually exclusive open segments together with their interface and a set of constants which minimize the following energy functional:
The idea is to partition the image so that the intensity of in each segment is well-approximated by a constant . The goodness-of-fit is measured by the fidelity term . The geometry of the partition is regularized by penalizing the total length of . This increases the robustness to noise and avoids spurious segments. The parameter controls the trade-off between the goodness-of-fit and the length of the curves . It can be easily shown that for each fixed , the optimal constant is given by the average of over .
B. Euler's Elastica
To motivate Euler's elastica, consider the example shown in Fig. 1 . The original image consists of two overlapping objects and having the same intensity value and the intensity of their common part is the sum of their intensity. Consider the five possible segmentations in Fig. 1(b) . All of them are consistent with the additive assumption. However, we would like to make the a priori assumption that objects with smooth boundaries are preferred. Thus, Configuration 1 is preferred in this case. To facilitate our preference, we consider the notion of Euler's elastica. A curve is said to be a Euler's elastica if it is a minimizer of the elasticity energy where is the arc length element, is the scalar curvature of , , and and are two non-negative constants controlling the weighting of the length and the total squared curvature terms. Euler's elastica has been used in computer vision and image processing to obtain smooth curves [5] , [6] , [10] - [12] . As suggested in [5] - [7] , it is advantageous to let if if .
This modification can preserve high curvature features such as corners better. Without it, circles with small radius may grow large causing stability problems and hindering elimination of spurious curves. In Fig. 1 , the preferred Configuration 1 has the minimal Euler's elastica energy since other configurations contain additional corners. However, using total length alone cannot distinguish between Configurations 1, 3, 4, and 5.
C. Hard Additive Model
We start off by stating some assumptions of the additive segmentation problem. 1) There is no self-overlapping-the overlapping region must be generated by two distinct objects. 2) Intensity within each object can be well-approximated by a binary image. 3) Objects are preferred to have smooth boundary. Let and be two open regions in that represent two computed objects. We use the following shorthands to simplify the notations:
Here, the over-line denotes the set closure. Although and generally do not constitute a partition of , we still call the pair a segmentation of for simplicity. It should be clear that the partition of is given by (together with the boundary of these segments inside ).
Given an image , the hard additive model seeks for a segmentation and a set of constants which minimize the following energy: (3) subject to an additivity constraint . Thus, this model enforces a strict additivity in the common region.
Given a fixed segmentation , it can be easily shown that the optimal constants are given by the following formulas:
Here, denotes the Lebesgue measure of its argument. The system (4) is nonsingular if and only if , , and . A standard approach to compute the minimizer is to update the segmentation and the constants alternatively. In this case, the constants obtained with (4) and (5) are very important as they will directly affect the segmentation. Unfortunately, we can show that the computed and can be far from the observed intensity values even when the initial segmentation is a small perturbation of the ideal segmentation, cf. Section IV-A for an example. Moreover, in many applications, the additivity assumption may not be exactly satisfied. In this case, due to the possible ill-conditioning of the above linear system, the resulting constants and can be totally different from the observed intensity values even for a small deviation in additivity in the overlapping region. According to some numerical tests of the hard additive model (not shown), we observe that the natural approach of level set method often converges to a bad local minimum. Hence, we resolve this problem by relaxing the hard constraint to a soft one.
D. Soft Additive Model
We consider the following relaxed model: (6) where is a constant controlling the degree of additivity. In this model, the constraint is only loosely enforced. We call this model the soft additive model.
Note that when , the soft model reduces to the piecewise constant Mumford-Shah segmentation model [2] , [13] . When , the solution of the soft model will approach to that of the hard model. Given a segmentation , the optimal constants can be obtained by the following explicit formulas: (7) (8) where
. When , (7) is nonsingular if and only if at least two of the regions are nonempty.
E. Analysis of the Additive Models
We empirically found that the hard model can fail for a number of reasons. One reason, for which we derive some theoretical support, is that the optimal constants can become out of range causing the resulting segmentation erroneous. In contrast, under the soft model, the optimal constants are bounded within the range of observed intensity levels, when the additivity parameter is suitably chosen.
Let us fix the following notations:
The optimal constants of the hard and soft models are given in the following two propositions. They can be derived directly from (4) and (7).
Proposition 1: Given a segmentation , we have
In particular, these constants can fall outside the range for some and . Proposition 2: Given and , we have (11) Using (11) follows from the fact that the sign of the derivative of is constant. Equation (12) can be derived by solving in terms of . In Section III-C, we will present a simple scheme to dynamically adjust to ensure the stability of the constants.
F. Nitzberg-Mumford-Shiota Segmentation With Depth Model
In segmentation with depth, objects are endowed with an ordering such that objects closer to the camera occlude farther ones in their common region. Thus, such a problem also considers the possibility that objects may overlap. We give a brief review of the Nitzberg-Mumford-Shiota (NMS) segmentation with depth model for comparison purposes. Let and be two overlapping true objects (open sets) such that is in front of . Then the visible part of the object is given by Let the background be . The NMS model [5] , [6] tries to recover the objects (together with their ordering) through the minimization of the following energy:
where and are the -th recovered object and the corresponding visible part, respectively, and denotes the boundary of . Here we present the special case of two objects only. See [5] for the general model. Various ways to minimize the Nitzberg-Mumford-Shiota energy have been discussed in [7] , [8] .
This segmentation with depth model has some commonalities with the additive model we proposed in that, both allow objects to overlap and use Euler's elastica to recover object boundary. But the former model imposes an ordering of the objects according to their depth whereas the latter model requires the intensity of the common region to be additive. The main difference between the two models is illustrated in Fig. 2 . Since the two models differ only in the fitting term, the example is constructed such that the Euler's elastica is the same in both configurations. In this way, the effect of the parameters and is eliminated. Moreover, under the additive assumption, both segmentations shown in Fig. 2(b) are valid. A natural additive model should impose no preference to either configuration and our hard/soft additive model gives zero fitting energy to both configurations. As for segmentation with depth, since the frontal object is inhomogeneous in Configuration 1, the NMS fitting energy prefers Configuration 2. This example shows that if the objects are known to be additive, then using the NMS model can miss some of the plausible segmentations.
III. LEVEL SET APPROACH
Solving shape optimization problems involving unknown topology and geometric quantities such as length and curvature is a nontrivial task. The level set method of Osher and Sethian [14] is particularly well-suited to handling topological changes and curvature dependent functionals because the curvature of a contour has a very simple expression in terms of the level set function that represents the contour. It has been successfully applied to solve the Mumford-Shah problem, see [13] , [15] . Using the multiphase level set method in [13] , a set of (nonoverlapping) segments and their interface are represented by the level sets of a set of functions defined on so that the functional in (2) becomes . The problem then becomes a standard variational problem which is much easier to handle. Besides the Mumford-Shah hard segmentation problem, level set methods have also been used by Zhu et al. in [7] and [9] to compute illusory contours and to minimize the Nitzberg-Mumford-Shiota functional, respectively. In this section, we first reformulate the proposed soft additive model using a multiphase level set representation of the overlapping objects and . We then derive the gradient flow to minimize the functional.
A. Level Set Representation
To represent an object , we construct a Lipschitz function on such that if if if .
Then, the proposed soft additive energy can be reformulated as (13) where and , are the Dirac delta function and the Heaviside function, respectively. We refer the readers to [13] for the details of the multiphase level set representation.
B. Level Set Based Gradient Descent Method
To optimize the functional , we use an alternating minimization approach where the objective is minimized with respect to and alternatively. Using standard variational calculus, the gradient flow for can be derived as (14) for , 2 and , where with , . Here, is the identity operator and is the projector defined by for
. The boundary conditions are on . We remark that the coefficient has been replaced by for numerical reasons. Such a replacement does not change the zero level set of the steady state of (14) . See [7] for details.
Since the system (14) is a fourth order one, explicit finite difference schemes are out of question due to the very stringent Courant-Friedrichs-Lewy (CFL) stability condition that , where and are the temporal and spatial step sizes, respectively [16] . We apply the semi-implicit scheme suggested in [7] , [17] to reduce the computational cost. The scheme adapted to our model is (15) where is the biharmonic operator and is a constant. Spatial discretization of the operator is done using standard finite difference methods, i.e., central difference for parabolic terms and monotone difference for hyperbolic terms. See [7] for details.
The gradient flow for is almost the same. We only need to replace by in (14) . The constants are updated using (4) instead of (7) .
Remark: Note that the behavior of the level sets is quite different for the cases of and . When , (14) is a second order PDE which possesses a maximum principle so that the level sets will not cross over each other. But when , (14) is a fourth order PDE that the level sets when evolved independently can cross over. This makes the direct use of level set methods unsuitable since the level sets of a function cannot intersect. A simple remedy is to reinitialize the level set functions to signed distance functions periodically so that the level sets spread out evenly. A detailed discussion can be found in [18] . We also use this strategy to keep the level sets well-behaved.
C. Adjustment of the Additivity Parameter
In the soft model (6), the parameters and are scale parameters inherited from the Mumford-Shah model and Euler's elastica. The additivity parameter is a new one introduced by us. Generally speaking, we would like to set as large as possible to ensure additivity while maintaining the stability of the optimal constants (cf. Proposition 3) and the robustness of the model. But in practice, the intensity levels may deviate from being additive. As a result, should be reduced to relax the additivity constraint accordingly.
Based on these observations, we propose to dynamically adjust during the gradient descent process so that the optimal constants fall within the range . Let be the additivity parameter specified by the user. The major steps of the main algorithm are outlined as follows.
1) Advance the level set functions from to using (15) and extract the corresponding segmentation . 2) Compute , the largest . 3) Set . 4) Compute using (7) and (8). 5) Repeat steps 1-4 until the segmentation stabilizes.
IV. NUMERICAL RESULTS
We validate our model based on 1) performance comparisons between the hard and soft models; 2) the applicability to diverse applications, and; 3) multiple-object segmentation.
A. Hard Versus Soft Models
1) Perturbation Analysis:
In this test, we compare the hard and the soft models with using the image in Fig. 3(a) . The image satisfies the additive assumption (1) and the initial contours are close to the true objects. The results of minimizing with the level set algorithm are shown in the first row of Fig. 3(b) , where the final result is a wrong solution. It is a typical example in which the estimated constants get worse and worse that eventually lead to a wrong solution. However, the soft model with will lead to the correct segmentation, see the second row of Fig. 3(b) .
B. Real-Life Applications 1) Medical Images:
In this test, we use some X-ray and MRA images to demonstrate how our method works in real world scenarios. First, we use an X-ray image which shows part of a left hip joint. In pathology research, segmenting the pelvis and femur is crucial for aiding the diagnosis of bone fracture and for surgery planning. The original image and a manual segmentation are shown in the first row of Fig. 4 . The intensity distribution of each manual segment is summarized in Table I . Note that the average intensity of the overlapping region is roughly the sum of the intensities of the femur and pelvis. Thus, the image exhibits a certain degree of additivity. Also note that the intensity level within each region has a certain degree of variation. The second row of Fig. 4 shows the segmentation results obtained by the soft model and the NMS model. It shows that the proposed soft model is able to obtain a fairly good segmentation. The femur and pelvis are Table II . Here, and are the reference and computed segmentations, respectively.
In Fig. 5 , we show three more segmentation results of medical images including (i) a right hip joint X-ray, (ii) an elbow joint X-ray, and (iii) a magnetic resonance angiogram (MRA) image. In these examples, polygons are used as the initial contours. Quantitative comparisons with the NMS model in terms of segmentation accuracy are given in Table II . From the table, we observe that the soft additive model gives better accuracy in TABLE I  STATISTICS OF DIFFERENT PARTS OF THE LEFT HIP JOINT IN FIG. 4   TABLE II all the four images. Moreover, the difference is very significant in the two hip joint images because of their large overlapping area.
2) Density-Based Clustering: In this test, we use an image of swarms of Red-billed Queleas. On the left of Fig. 6 , we show the original 268 338 image together with the initial contours. The image shows two overlapping clusters of birds. The task is to find the two clusters. Note that this task has a major difference to the aforementioned additive segmentation problem. Our previous discussions assume the image model (1) where the intensity levels are additive. However, in this example the image is binary whose intensity levels are not additive. Instead, it is the , that is additive. Since our model in fact fits an additive model to these mean densities (cf. (7) and (8)), it can work in this situation. The result is shown on the right of Fig. 6 .
3) Multichannel Images: The aforementioned (singlechannel) soft additive model (6) can be readily generalized to handle multichannel images as follows:
where is the observed multichannel image, for are constant vectors, and denotes the Euclidean norm for . Two multichannel microscopy images of a cell nucleus are shown in the first column of Fig. 7 . The first image captures the p53 and mdm2 protein concentration profiles in the green and red channels, respectively [1] . The cross-channel contamination is slight. The task is to separate the two kinds of proteins which are spatially overlapped. Since the signals from the red and green channels are quite well-separated, the true segmentation in each channel can be estimated quite accurately, allowing us to evaluate the effectiveness of the proposed method. The first two pictures in the first row of Fig. 7 show the initial and final contours overlaid on the original image. The next two pictures show the two channels expressed in the basis , i.e., we let and then display and as gray-scale images. The results show that the soft model is able to separate the two proteins and the background accurately.
In the second row of Fig. 7 , the results using another microscopy image are shown. This time the two proteins have red and yellow color, respectively. Therefore, they are not separated in the given green and red channels. The results show that our model can segment the two proteins quite well. 
C. Multiple Objects
The soft additive model can also be naturally generalized to segment objects. The generalized model is as follows:
Here, we use the same shorthand presented in Section II-C for the indices of multiple objects. The symbol represents the vector whose th entry is 1 and other entries are 0. The system of equations in (7) can be easily generalized to obtain the optimal constants for multiple objects. Based on such explicit formulas for the optimal constants, the stability results in Propositions 1-3 can be generalized straightforwardly.
A natural way to optimize the objective is to reformulate the model using one level set function to represent each object for . In this test, we use an overlapping version of the cross-and-ring image (shown in Fig. 8(a) ) used in [7] . The image consists of three objects: a vertical bar, a horizontal bar, and a ring. We first test the performance of our model for segmenting the three objects. We use an initial segmentation which does not overlap, see the top-left picture of Fig. 8(b) . The result, shown in the top-right of Fig. 8(b) , shows that our method is able to recover the three objects perfectly.
Next, we test whether the NMS segmentation with depth model can also handle the overlapping situation. We use the ideal segmentation as the initial segmentation (shown in the bottom-left picture of Fig. 8(b) ) and consider all 6 possible orderings. The ordering ring-vertical bar-horizontal bar (from front to back) yields the smallest NMS objective function value. The resulting segmentation is shown in the bottom-right picture of Fig. 8(b) . The result shows that the gradient flow does not stabilize at the ideal solution because trimming off the occluded portions from the occluded objects can reduce the total length and curvature without increasing the fitting energy. This demonstrates that the NMS model is inadequate to handle additive problems.
V. DISCUSSION
In this paper, we propose a variational model for the segmentation of overlapping objects with additive intensity value. Unlike standard segmentation models, a successful additive segmentation model needs to recover possibly multiple membership of the pixels. We achieve this by modeling additivity explicitly and incorporating a geometric prior using Euler's elastica. We also show that the soft additive model is more robust than the hard model with respect to global convergence.
Despite the fact that the soft model is superior to the hard model by exhibiting a stability condition, there are other aspects in which the soft model outperforms the hard model. Our experience with the hard model is that it can fail even for a pair of perfectly additive objects and even when the constants fall within the range throughout the iteration. But using the soft model can often improve the results. Unfortunately, we do not yet have a general theory to support these additional cases.
The use of curvature-dependent energy leads to a fourth order Euler-Lagrange equation which is often difficult to solve efficiently. We use the gradient descent method, level set method, and semi-implicit scheme to optimize the objective because of their simplicity. Our focus is the modeling aspect, leaving the computational procedure not optimized for speed. But one can readily replace the optimization procedure by any faster alternatives. In our implementation that uses Fast Fourier Transforms, the complexity of a step of the scheme (15) is where is the number of pixels, which is quite low. But the number of steps can be large (between 1000-10000 in most examples) due to the constraint on the step sizes. A good news is that for some other fourth order image processing models, unconditionally stable methods have been developed, e.g., convexity splitting [19] . Future research can investigate similar fast methods for our model.
As with any local optimization method, the result can depend on the initial condition. We can alleviate this problem by using simple segmentation algorithms such as -means to obtain a reasonably good initial segmentation, or by trying a few different initial guesses to obtain the final segmentation giving the lowest objective value. Alternatively, global optimization algorithms can be used [20] . So, the initial condition does not pose any serious issue to our model.
As the first attempt to solving additive segmentation problems, we identified some fundamental difficulties even for the two-object case-the stability of the constants and the effect of the deviation of additivity. We also evaluated the performance of our model for segmenting images with multiple overlapping objects. The main difficulty we encountered for multiple objects is solving the minimization problem efficiently. Future work should consider a thorough analysis of the models for multiple objects and nonconstant intensity objects. 
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