We study the question of how concepts that have structure get represented in the brain. Specifically, we introduce a model for hierarchically structured concepts and we show how a biologically plausible neural network can recognize these concepts, and how it can learn them in the first place. Our main goal is to introduce a general framework for these tasks and prove formally how both (recognition and learning) can be achieved. We show that both tasks can be accomplished even in presence of noise. For learning, we analyze Oja's rule formally, a wellknown biologically-plausible rule for adjusting the weights of synapses. We complement the learning results with lower bounds asserting that, in order to recognize concepts of a certain hierarchical depth, neural networks must have a corresponding number of layers.
Introduction
We are interested in the general question of how concepts that have structure get represented in the brain. What do these representations look like? How are they learned, and how do the concepts get recognized after they are learned? We draw inspiration from intriguing research in experimental computer vision on "network dissection" by Zhou, et al. [18] showing how deep convolutional neural networks learn structure using unsupervised learning of visual concepts: the lower layers of the network learn very basic concepts and the higher layers learn higher-level concepts. Our general thesis is that the structure that is naturally present in the concepts gets mirrored in its brain representation, in some natural way that facilitates both learning and recognition. This appears to be consistent with neuroscience research, indicating that visual processing in mammalian brains is performed in a hierarchical way, starting from primitive notions such as position, light level, etc., and building toward complex objects; see e.g., [7, 6, 3] .
We are interested in applying ideas and techniques from theoretical computer science, distributed computing theory, and in particular, from recent work on Spiking Neural Networks [10] , to obtain new insights into this general question.
In this, our first paper on this topic, we consider a particular, simple type of structure, namely concept hierarchies, in which concepts are built from other "lower-level" concepts, which in turn are built from other concepts, etc. Such structure is natural, for example, in physical objects that are learned and recognized by human vision (or computer vision). We make certain simplifications to enable theoretical study, for example, we fix a particular maximum level max for our concept hierarchies, assume that all non-primitive concepts have the same number k of "child concepts", and assume that our concept hierarchies are trees, i.e., there is no overlap in the composition of different concepts at the same level of a hierarchy. We expect that all of these assumptions could be removed or weakened, but we think it is useful to consider the simplest case first.
Some toy examples for such hierarchies might be the following model of a human. A human consists of a body, a head, two legs and two arms. Each of these concepts consists in turn consists of concepts; e.g., the head consists of two eyes, a mouth, etc. Again, each of these concepts may consist of more concepts allowing us to model a human to an arbitrary degree of granularity.
Many concepts in real life have additional components, such additional information, e.g., it matters where the humans's leg is. In this paper, we ignore such additional information and simply assume that each concept consists of k concepts. This paper is intended to demonstrate theoretically, at least for this special case, how structured data can be represented, learned, and recognized in biologically plausible layered neural networks. To that end, we provide general definitions for concept hierarchies and layered neural networks.
We define precisely what it means for a layered neural network to recognize a particular concept hierarchy, and also to learn one-even in a noisy setting.
We show that under mild assumptions (in every round only one neuron 'learns') that there are simple layered neural networks that can learn concepts efficiently and in a noise-tolerant manner. An example of such learning can be found in Figure 1 . We also provide lower bounds, showing that certain numbers of layers are required to represent certain numbers of levels of concepts. We also show how the the aforementioned assumption could be implemented.
For our lower bounds, we assume a fixed number max of levels in our concept hierarchies. Each concept hierarchy C has a fixed set C of concepts, organized into levels , 0 ≤ ≤ max . These are chosen from some universal sets D , 0 ≤ ≤ max of concepts. Each concept at each level , 1 ≤ ≤ max has precisely k child level − 1 concepts. We assume that each concept hierarchy is a tree, that is, there is no overlap among the sets of children of different concepts. Each individual concept hierarchy represents the concepts and their child relationships that arise in a particular execution of the network (or lifetime of an organism). The chosen concepts and their relationships shows a network that eventually 'learned' the concept martini in the sense that when the neurons representing water, alcohol, seed and skin are excited (e.g., by seeing these parts), then exactly one neuron on the top layer will fire and it will not fire for inputs that are very different from the aforementioned one. This is done by strengthening edges/synapses (bold) and weakening others (thin).
may be different in different concept hierarchies. We then define a discrete Spiking Neural Network (SNN) model, similar to the model in [11, 10] . However, the models considered here have additional structure beyond that in [11, 10] , since now they are intended to support learning. Most importantly, they incorporate edge weights (strength of the synapses) into the neuron states as a convenient way for us to describe rules for changing those weights during learning. Learning happens using Oja's rule, a biologically inspired rule that was first introduced in [14] and has since received ample attention due its connection to dimensionality reduction; see e.g., [15, 4] . Oja's rule is a mathematical formalization of this Hebbian learning rule. Even though there is no direct experimental evidence yet of Oja's rule being used in the brain, its core characteristics such as long-term potentiation, long-term depression in biological neural networks, and normalization have been studied thoroughly (e.g., [2, 1] ). Interestingly, to the best of our knowledge, Oja's rule has so far only been studied in 'flat' settings, where the network has only one layer. Moreover, so far the literature on learning (e.g. [14] ) assumed that the learning parameter η has to be time-dependent in order to guarantee convergence. In this paper, we study the hierarchic (multilayer) setting and in addition we show convergence with a fixed learning rate.
We next define a way of representing a concept hierarchy in an SNN. We then define what it means for such an SNN to correctly recognize a concept hierarchy, including both positive and negative requirements, that is, situations in which the network is required to recognize the concepts and situations where it is required not to do so. These conditions include noise-tolerance requirements, e.g., not all of the children of a concept c need to be recognized in order for c to be recognized-a 'sufficiently large' fraction is enough. We also define what it means for an SNN to correctly learn a concept hierarchy.
Then we present algorithms that allow a network, starting from a default configuration, to learn, and recognize the concepts in a particular concept hierarchy. Our algorithms are efficient, in terms of network size and running time. For learning, we obtain fairly short convergence time, and large stability time. For recognition, we get extremely short recognition time, corresponding to the number of layers in the network.
Our results indicate that, under mild assumptions, a network with max layer max can easily learn a concept hierarchy with max level max . In the noise-free learning, we distinguish between two settings: whether we want to learn to a point from which on the network can recognize noise-free inputs or even noisy inputs (see Section 2.3).
In Theorem 5.2 and Theorem 5.3, we analyze the time it takes to learn a concept hierarchy C. The learning requires multiple examples to be shown to the network (as inputs). Our results require the examples to be shown several times and in a specific order: Roughly speaking, we require the network to 'learn' the children of a concept c first, before examples of c are shown. In our running example, we require enough examples of 'head', 'body, etc. to be able to learn the concepts before the network sees them all together as 'human'. The required number of examples the network needs to see depends on whether the goal is to recognize the concepts in a fault-tolerant way or not. In Theorem 5.3, we consider 'noisy learning', where the examples we see are perturbed by noise. This requires the network to see more examples in comparison to the noise-free case (Theorem 5.2).
Once we see that a network with max layer max can easily learn and recognize any concept hierarchy with max level max , it is natural to ask whether the max layers are actually necessary. Certainly they yield a natural and efficient representation. But it is interesting to ask the theoretical question of whether shallower networks could accomplish the same thing. For this we give some lower bound results. In Theorem 8.1, we show that a two layer concept hierarchy requires a two layer network in order to solve the recognition problem (see Section 4.1). Under slightly stronger assumptions we can also show (Theorem 8.2) that an max concept hierarchy requires an max layered network. The assumptions describe the way data is represented in the networks. Namely, that only one neuron is used to represent any given concept and that no neuron is used to represent a mixture of other concepts. The intent is that these assumptions should result from learning. This work is a preliminary paper designed to show, using theoretical techniques, how structured concepts can be represented, learned, and recognized in a biologically plausible neuron network. This paper gives simple algorithms and lower bounds, but addresses only a special case. This work is only the first step and opens up a huge number of follow-on questions, which we discuss in Section 9.
Related work: Some of the inspiration from this work comes from intriguing new experimental computer vision research on 'network dissection' by Zhou, et al. [18] , which was, in turn, inspired by neuroscience vision research such as that by Quiroga, et al [16] . The authors of [18] describes experiments that show that unsupervised learning of visual concepts in deep convolutional neural networks results in 'disentangled' representations. These include neural representations, not just for the main concepts of interest, but also for their components and sub-components, etc., throughout a concept hierarchy. As in this paper, they consider individual neurons as representations for individual concepts. They find that the representations that arise are generally arranged in layers so that more primitive concepts (colors, textures,...) appear at lower layers whereas more complex concepts (parts, objects, scenes) appear at higher layers. They find that deeper networks have higher capacity to represent concepts with larger visual complexity, and that wider networks can increase the number of represented concepts. The Quiroga paper [16] is example of a neuroscience paper that explores experimentally the notion that individual neurons in the brain act as 'concept cells', representing individual visual concepts. Their focus was on higher-level concepts, such as pictures of famous individuals, and representations by neurons in the medial temporal lobe (MTL).
In the neuroscience vision research community, researchers generally agree that visual processing in mammalian brains is performed in a hierarchical way, starting from primitive notions such as position, light level, etc., and building toward complex objects; see, e.g., [7, 6, 3] . Some of this work indicates that the network includes feedback edges in addition to forward edges; their function seems to be to solidify representations of lower-level objects based on context [8, 12] . While we do not address feedback edges in this paper, that is one of our intended future directions. The learning rule we study, Oja's rule, was introduced by [14] and is also used for dimensionality reduction; see e.g., [15, 4] . As mentioned earlier, to the best of our knowledge, Oja's rule has so far only been studied in 'flat' settings with only one layered networks and with time-dependent learning rates ( [14, 15, 4] .
Work by Poggio and his collaborators, for example, [13] is related to ours in that they also consider a tree-structured concept hierarchy, and want to embed it in a layered network. They also prove results saying that deep neural networks are better than shallow networks at representing a deep concept hierarchy, However, their concept hierarchies are different mathematically from ours, formalized as compositional functions. Also, their notion of representation corresponds to function approximation, and their proofs are based on approximation theory. Other results along the same lines appear in [17] . There is also an interesting connection to circuit complexity (e.g., [9] ) with respect to the question of how many layers are required to solve the recognition problem (Section 4.1). The models studied are slightly different as neurons have the power of threshold gates. Nonetheless, understanding the trade-off between the number of layers and the number of neurons per layer would be a very interesting question for future work.
Data Model
We define some general parameters and notation, and then define the notion of a "concept hierarchy". A concept hierarchy is supposed to represent all the concepts that arise in some particular "lifetime" of an organism, together with hierarchical relationships between them.
We follow this with notions of "support" that say which lowest-level concepts are sufficient to support the recognition of higher-level concepts.
Preliminaries
We start by fixing several constants: Let max be a positive integer representing the number of levels of concepts we are considering. Let k be positive integer representing the number of sub-concepts for each concept that is not lowest-level, in any concept hierarchy.
We assume a universal set D of concepts, partitioned into disjoint sets D , 0 ≤ ≤ max . We refer to any particular concept in D as a level concept. We assume: |D 0 | = n, and |D | ≥ k max − +1 for every , 0 ≤ ≤ max . Note that these assumptions together imply that n ≥ k max +1 .
Concept hierarchies
A concept hierarchy C consists of a subset C of D, together with a children function. For each , 0 ≤ ≤ max , we define C to be C ∩ D , that is, the set of level concepts in C.
For each concept c ∈ C , 1 ≤ ≤ max , we designate a nonempty set children(c) ⊆ C −1 . We call each c ∈ children(c) a child of c. We require:
2. For any c ∈ C , where 1 ≤ ≤ max , we have that |children(c)| = k; that is, the degree of any internal node in the concept hierarchy is exactly k.
3. For any two distinct concepts c and c in C , where 1 ≤ ≤ max , we have that children(c) ∩ children(c ) = ∅; that is, the sets of children of different concepts at the same level are disjoint.
It follows that C is a forest with k roots, and that it has height max . Also, for any , 1 ≤ ≤ max , |C | = k max − +1 . We extend the children notation recursively, namely, we define concept c to be a descendant of a concept c if either c = c, or c is a child of a descendant of c. We write descendants(c) for the set of descendants of c.
Support
In this subsection, we fix a particular concept hierarchy C, with its concept set C. For any given subset B of the general lowest-level data set D 0 , we define two sets, supported(B) and supported r (B), where r ∈ [0, 1]. These are intended to indicate which concepts c ∈ C, at any level, have enough of their level-0 descendants present in B to support recognition of c. The first definition assumes no "noise", that is, all the needed descendants of c are present, whereas the second definition allows limited noise, i.e., a fraction of the needed descendants may be missing.
Note that here we are considering arbitrary subsets B of the universal set D 0 of basic concepts. Later we may restrict B for particular results.
Noise-free definition: We begin with a version of the definition that does not include noise. This will be useful in a basic, non-noise-tolerant recognition algorithm.
Let B be any subset of D 0 . Let c be any concept in C, the set of concepts of C. Then we say that B supports c exactly if descendants(c) ∩ C 0 ⊆ B. That is, the level 0 descendants of c are all present in the given set B. Define supported(B) to be the set of all concepts in C that are supported by B. This can include concepts at all levels ≥ 0.
Noisy definition: Next, we give a noisy version of the support definition, for use during a noisy recognition process. This version is parameterized by a 'ratio' r ∈ [0, 1], representing a fraction of the k children of each concept that we designate as being sufficient to support recognition. Namely, given B ⊆ C 0 , define sets of concepts at all levels recursively: B 0 = B and B 1 is the set of all concepts c ∈ C 1 such that |children(c) ∩ B 0 | ≥ rk.
Then, B 2 is the set of all concepts c ∈ C 2 such that |children(c) ∩ B 1 | ≥ rk. In general, for 1 ≤ ≤ max , B is the set of all concepts c ∈ C such that |children(c) ∩ B −1 | ≥ rk. Define supported r (B) to be 0≤ ≤ max B . This can include concepts at all levels ≥ 0. We sometimes also write supported r (B, ) for B . 1
Network model
Our network consists of set of neurons N , partitioned into disjoint sets N , 0 ≤ ≤ max . We assume that each layer contains n neurons, i.e., |N | = n for all ≤ max . 2 . We assume that each neuron in N , 0 ≤ ≤ max −1 has an outgoing edge to each neuron in N +1 . We will refer to the neurons in layer 0 as input neurons and to all other neurons as non-input neurons. Each such network N will have many input neurons, exactly one for each item in the full set D 0 . Thus, the network may receive an input based any level 0 item. Assume a one-to-one mapping rep from level 0 data items in D 0 to input neurons in N 0 , where rep(d) is the neuron corresponding to data item d. We need two models: a basic static network model, for purposes of recognition, and a dynamic model, for purposes of learning. Both will be based on the same general network structure. See Figure 2 for a depiction.
Neuron Model
We model each neuron as a automaton 3 . As mentioned before we distinguish between input and non-input neurons.
Input neurons: Each input neurons u ∈ N 0 only has one state component: a firing y (u) ∈ {0, 1}.
Non-input neurons: Each non-input neuron u ∈ N 1 ∪ N 2 ∪ · · · ∪ N max has the following state components. 1) firing y (u) ∈ {0, 1} 2) a weight vector (incoming weights) w (u) ∈ [0, 1] n , 3) a flag engaged indicating whether weights are being updated.
We will denote the firing strength at time t by y (u) (t). x (u) (t) denotes the input at time t and w u (t) denotes the weights of the synaptic connection (edge) between u and its incoming neurons.
. . .
where {v i } i≤n are the nodes on the layer below u. A neuron fires depending on its potential and its activation function. The potential at time t is given by the dot product of the weights and the inputs, i.e.,
j . Whether a neuron fires depends on the threshold parameter τ : we have
We assume that each neuron that is engaged will change its weights according to Oja's learning rule. Let η be the learning rate.
Oja's rule:
where
is the dot product of w(t − 1) and x(t − 1). For convenience, we will drop the time indices and simply write w = w(t) and w = w + ηz · (x − z · w) whenever clear from the context. In order to train the neural network, examples have to be 'shown' to the network. For this, in each round one example is shown, which, roughly speaking, means that a certain set of layer-0 neurons fires. In order to learn structured concepts, we will make the assumption (see Assumption 3.1) that for every example that is shown, only one neuron in the network is engaged (i.e., gets trained). We assume that the neuron trained will be on a specific layer that corresponds to the height of the example in the concept hierarchy. Furthermore, the neuron on that layer that is engaged is the one that has the largest potential p (u) (t). In Appendix B, we show how to guarantee that this holds, i.e., we present a network for which Assumption 3.1 holds.
Assumption 3.1 (Winner-Take-All Assumption). We assume that when a level concept is 'shown' (see Section 4), then exactly one neuron on layer , will be 'engaged', i.e., receptive to changing its weights. In particular, the neuron that is chosen is the neuron u on layer that has the largest potential p (u) .
Problem Statements
In this section we define two problems, namely, recognizing concept hierarchies, and learning to recognize concept hierarchies. In both cases, we consider the special case where each item is represented by exactly one neuron. For this section, fix a concept hierarchy C, with concept set C, partitioned into C 0 , C 1 , . . . , C max , and fix a network N , with maximum layer max .
In order to talk about recognition or learning of a concept c ∈ C, we find it helpful to define what it means for a particular subset B of the level 0 concepts to be 'presented' as input to the network, at a certain time.
Definition 4.1. If B ⊆ D 0 and t is a non-negative integer, then we say that B is presented at time t if the layer 0 neurons of the form rep(b), b ∈ B, fire at time t and no other layer 0 neurons fire at that time.
For the learning part, the network needs to be shown examples of concepts (that may consist of concepts themselves). When a concept c is shown in a given round t, then a set B ⊆ D 0 is generated (possibly randomly) and presented to the network in round t. The generation of B depends on the model (noiseless and noise-free) and we refer the reader to Section 4.2 for details.
Recognition
Here we define what it means for network N to recognize concept hierarchy C. We use strong definitions, in which every concept c ∈ C at every level, must acquire a representation rep(c). 4 We give two definitions, one without noise and one including noise.
Recognition without noise: We say that network N recognizes C provided that, for each concept c ∈ C, there is a unique neuron rep(c) (somewhere in the network) such that the following holds. 5 Let max denote the height of C. Assume that B ⊆ D 0 is presented at time t 1 . Then:
That is, if all the needed inputs fire, then rep(c) soon begins firing.
Recognition with noise: We consider noisy inputs, where not all the desired inputs for a concept fire. These are two 'ratios' r 1 , r 2 ∈ [0, 1], where r 1 ≤ r 2 . r 2 represents the fraction of children of a concept c at any level that should be sufficient to support firing of its representation rep(c). r 1 is a fraction below which rep(c) should not fire. We say that network N (r 1 , r 2 )-noisily recognizes C provided that, for each concept c ∈ C, there is a unique neuron rep(c) (somewhere in the network) such that the following holds. Let max denote the height of C. Assume that B ⊆ D 0 is presented at time t 1 . Then:
Learning
In the learning problem, the network N has no prior knowledge of the concept hierarchy C that might happen to be presented in an execution. It must be able to learn any "suitable" C. We assume that the network N can be in two different modes: learning mode and recognition mode. The difference is that network's weights are only updated during the learning mode; we assume that switching between both modes is possible at any time. 6 Stating the learning problem requires defining the way the input is 'shown' to the network. Ultimately, learning requires many examples of concepts to be shown to the network. Intuitively, we assume the the examples are shown 'bottom-up', e.g., we first learn the concept of an eye, a mouth, etc. before we learn the concept of a head that combines all of the aforementioned concepts. Then, before learn human we assume that network learned head, body, legs, etc first. We now describe this more formally.
Fix a concept hierarchy C and fix a concept c. The concept c is shown only after all children of c were shown at least τ * times (specified by the algorithm). We allow the children to be shown in an arbitrary order and in an interleaved manner as long as each child is shown for a total of at least τ * times.
After C is shown according to the assumption above (regarding the order and the number of times), we say C is learned in the sense that the network from that point on should solve the static recognition problem as described in Section 4.1. In the remainder of the section, we define how concepts are shown to the network. Recall that C 0 denotes all level 0 concepts of C. Let leaves(c) = descendants(c) ∩ C 0 .
Learning without noise: Now, in the case of noise-free learning, we say that a concept c is shown, when, for every input neuron u, we have that u fires if and only if u ∈ {rep(c ) | c ∈ leaves(c)}. Therefore the set B = {rep(c ) | c ∈ leaves(c)} is presented to the network.
Learning with noise: Before we describe the input for noisy learning, we define define the recursive procedure mark(c ) for a concept c . Fix an arbitrary p ∈ (0, 1] (later, we will use p = r
Neural Networks/Algorithms
We will consider algorithms for recognition and algorithms for learning representations. For both of these types of algorithms, we are interested in results about network size and depth, and running time. Fix a concept hierarchy C.
Algorithms for recognition
Recognition can be achieved trivially by replicating the tree induced by C much like the example Figure 1 . Formally, for every concept c of C on level , we designate a unique representative rep(c) on layer of the network. Let R be the set of all representatives that is, if C denotes the set of all concepts in C, then R = {rep(c) | c ∈ C}. We use rep −1 (u) with support R denote the corresponding inverse function, that gives for every u ∈ R, the corresponding concept c with rep(c) = u. Now the edge weights weight(u, v) between two neurons u and v on layer and + 1 is
All that remains to do is to set for every non-input neuron the threshold to be τ = r 1 +r 2 2 k. Note that this clearly solves the recognition problem.
Theorem 5.1. Network N recognizes C with noise tolerance (see Section 4.1). Moreover, the required time is max . More precisely, for any r 1 , r 2 with r 2 ≥ r 1 , the network described above (r 1 , r 2 )-recognizes C.
Note that the network also trivially recognize in the noise-free case.
Algorithms for learning
For the learning part, we assume the following initial condition on the neural network (algorithm). We start in a clean state with w (u) (0) = 1 2n 1, where 1 is the n-dimensional all-one vector. Note that this is not necessary for analysis, and it suffices that all weights are non-zero. 7 We set the threshold τ for all neurons to be τ = r 1 +r 2 2 √ k. For the sake of clarity, we state our results for learning in order to support recognition with noise (see Section 4.1); generally speaking, recognition without noise can be achieved earlier (i.e., fewer examples have to be shown to the network).
Our results for learning are as follows. . Note that we analyze only the first O(n 6 ) rounds, we leave it as an open question to show that for any fixed number of rounds, potentially super-exponential in n, that the weights will be suitable for recognition. Note that it is in general not true that the weights are suitable for recognition for all rounds t large enough. 8 
Analysis of Noiseless Learning-Proof of Theorem 5.2
We start by showing convergence of the weights. For each concept, there will be exactly k weights that approach 1/ √ k from below and all other weights will approach 0.
Lemma 6.1 (Learning Properties). Let η ≤ 1/(4k).
Consider a neuron with input x and assume w.l.o.g. that x 1 , x 2 , . . . , x k = 1 and x k+1 , x k+2 , · · · = 0. Let w t denote the weights of the neuron after x the neuron learned the input x t-times, where w 0 = 1/(2n) · 1. where 1 is the all-ones vector. Let ε ∈ (0, 1] and t * = O log(n) η
Proof. We show that for all i ≤ k we have
To prove this, suppose for the sake of contradiction, that t is a step such that w i (t) > 1/ √ k. Therefore, we must have that w i (t−1) =
We thus have that
where we used that η ≤ 1/(4k). Note that the equation above gives a contradiction. Hence the r.h.s. of (2) holds. For the l.h.s., using that z(t − 1) < k
We now turn to bounding the number of rounds it takes to doubling w i (t 0 ) from
Let t j denote this quantity.
Thus, after the required time to double w i (t 0 ) is at most t j ≤ w i (t 0 )
. Thus, the time t 1 it takes to increase the weights from w i (0) to
. We now bound the time t 2 required to increase from
. Similarly as before, for ε ≤ 1,
where we used that (1
. Summing up t 1 and t 2 gives the desired bound. We now turn to proving the second part. For i > k any t, using
We also have that for all t 0 ≤ w i (t) ≤ w i (t − 1) ≤ w i (0).
Observe that for t > t 1 +t 2 , we have that z(t−1) ≥ 1/(2 √ k) and thus w i (t) ≤ (1−1/16)w i (t−1). From this we conclude that after O(t 1 + t 2 ) additional time steps, w i (t) ≤ 1/n 2 .
We are ready to prove Theorem 5.2. We proceed by induction. Say the claim holds for all concepts level ≤ − 1, and consider level . Consider a concept c with sub-concepts c 1 , . . . , c k on level j − 1. By induction, when learning c, we can assume that the neurons corresponding to rep(c 1 ), . . . , rep(c k ) fire and that no other neuron on level − 1 fires. Now when c is presented for the first time, one can verify using Lemma 6.1 that an unbound neuron, i.e., a neuron that has never chosen its weights, on layer will be engaged (see Section 3) and change its weights. After this the same bound neuron will respond every time c is presented.
Also note that the neuron will not respond to any other concept c as there will always be at least one neuron with a higher potential (possibly an unbound neuron).
By Lemma 6.1, after presenting c often enough, we can identify for each concept of level one neuron, rep(c), that has weights of at least
and all other neurons have weights of at most 1/n 2 . In addition, by induction, at least r 2 k of the neurons {rep(c i ) : i ∈ [k]} fire and thus, the potential of rep(c) is at least
where we used that 1/(1 − x) ≥ 1 + x, for x < 1. This means that rep(c) fires. Also note that no other neuron on layer will ever fire since the potential is bounded by r 1 k
Likewise, any unbound neuron will not fire since the potential is at most k
Analysis of Noisy Learning-Proof of Theorem 5.3
We will show that for all i ≤ k the weights will eventually approximatē
δ , and T = 2 10 k 2 log n p 6 δ 2
. We will consider learning rates η ≤ 1 4T k 2 . Observe that the definition of random process ensures that the probability for any fixed input neuron to fire is at least p ≥ r 2 , if that neuron is part of the concept and 0 otherwise. We claim that for all i and t,
We can show this by induction, using the inductive hypothesis w i (t−1) ∈ [0, 1], z(t) ≤ j w j (t−1) ≤ k as well as proof by contradiction similar to (2) . A direct consequence of (3) is that for all i > k, w i is monotonically decreasing. We consider the first O(n 6 ) rounds. Consider any interval of length T . Note that the number of intervals is bounded by O(n 6 ). Define the event E to be the event that for each interval and each input neuron u, the number times u fires is in [(1 − δ)pT, (1 + δ)pT ]. Using Chernoff bound and union bound, we get that E holds w.h.p. In the following we condition on event E. Let
Proof idea. First we bound the change of the potential during a period of T rounds (Lemma 7.1). We then derive very rough bounds on the change of a single weight during such a period (Corollary 7.2). Using these rough results, we are able to prove much more precise bounds on the change of the weights in a given interval of length T . It turns out that the way the weights change depends highly on the other weights making the analysis non-trivial. The way we show that weights converge, is by using the following potential ψ, which we define momentarily. Fix an arbitrary time t and let w min (t) and w max (t) be the maximum weights among w 1 (t), w k (t), . . . , w k (t). Define w min (t) analogously. Let
Our goal is to show that this potential decreases quickly until it is very close to 1. Showing that the potential decreases is involved, since one cannot simply use a worst case approach, due to the terms in Oja's rule being non-linear and potentially having a high variance, depending on the distribution of weights. The key to showing that ψ decreases is to carefully use the randomness over the input vector x together with the rough bounds (established before) on the worst-case values of w i and z during the interval. We use Azuma-Hoeffding inequality to get asymptotically almost tight bounds on the change of the weights during the T rounds. To this end we define
We bound these quantities in Lemma 7.5 and Lemma 7.6. Finally, at the end of the section, we prove Theorem 5.3.
Lemma 7.1. For every t and t ≤ T we have
The proof can be found in Appendix C.
Corollary 7.2. For every t and t ≤ T we have
From this it follows that
Corollary 7.3. For every t and t ≤ T we have
and
The proof can be found in Appendix C. The following lemma shows that the potential increases exponentially until it is of order √ p Lemma 7.4. Fix any t and t ≤ T . Let φ(t) = i≤k w i . For every t with φ(t) ≤ √ p/8 we have
Lemma 7.5. For any t ≤ t. Let F t denote the filtration up to time t, which informally speaking fixes all the random decisions during the first t rounds.
Lemma 7.6. Fix an arbitrary time t. We have,
Proof. By Corollary 7.2, each weight increases throughout [t, t + T ] at most by a factor (1 + δ) and decrease by at most a factor (1 − δ). W.l.o.g. assumē
Note that for all i ≤ k with w i (t) ≥ (1 + 2δ)w min , we have w i (t + T ) ≥ (1 + δ/50)w min . Thus, we only consider the neurons i * with w i * (t) ∈ [w min , (1 + 2δ)w min ]. By the second part of Lemma 7.5,
We now bound the terms in the parentheses. First note that
and furthermore,
Therefore,
(1+8x)(1+x) 3 ≤ (1+13x) for x ≤ 0.69. Finally, combining this with the first part of Lemma 7.5,
where the last inequality follows from
where we used that w i * (t) ≤ (1 − 2δ)w.
Thus, we have that
Proving that values close to w max (t) decrease in a similar fashion, is analogous. . From there on, by Lemma 7.4, we have for small w i * (t),
Hence, after showing another 50 ηp 2.5w2 δ examples all w i , i ≤ k arew up to an additive error of 10δ. Note that 1/w 2 = pk + 1 − p. Using p ≥ r 2 gives the desired bound on the number of examples required per concepts. Generalizing to several neurons is analogous to the noise-free case Theorem 5.2.
X i be a sum of m independent random variables with a i ≤ X i ≤ b i for all i. Then for any t > 0:
Lower Bounds
In this section, we give two lower bound results, both describing limitations on the number of layers needed to recognize concept hierarchies with particular numbers of levels. The first result,Theorem 8.1, simply says that a concept hierarchy C with maximum level 2 cannot be recognized by a network N with maximum layer 1. This bound depends only on the requirement that the network N should recognize the concept hierarchy according to our definition for the noisy recognition problem in Section 5.1. That definition says that the network must tolerate bounded noise, as expressed by the ratio parameters r 1 and r 2 in the definition of recognition. Our result assumes a constraint on r 1 and r 2 .
The second result, Theorem 8.2 is stated a bit differently. It assumes a concept hierarchy C and network N with the same max , and assumes that N recognizes C. It shows that, for any , 1 ≤ ≤ max , the representation of any level concept must be in a layer ≥ . In addition to the basic definition of recognition, this result requires a new 'non-interference' assumption on the network. This assumption seems to be reasonable, in that it is guaranteed by our learning algorithms in Section 5.2.
To be specific, we list the assumptions that we need for our results here, for a particular concept hierarchy C, with concept set C to be recognized (with noise ratio parameters r 1 and r 2 by a particular network N : The first three of these properties are already required by the definition of the recognition problem. The fourth property is a new one, trying to rule out extraneous firing caused by mixing inputs that belong to different higher-level concepts.
In this section, we assume the model presented in Section 2, Section 3 and not the more general model in Appendix B.
Impossibility for recognition for two levels and one layer
We consider an arbitrary concept hierarchy C with max level number 2 and concept set C. Assume a static network N consisting of basic neurons, with only firing status in their states. Suppose that N has max layer 1, and total connectivity from the layer 0 neurons to the layer 1 neurons. Weights on the edges are arbitrary values in [0, 1]. Such a network could arise from learning, but we will not consider learning here, just a fixed network performing recognition.
For such a network, we get a contradiction to the recognition problem definition from Section 4.1, for concept C, and for values of r 1 and r 2 that satisfy the inequalities r 1 ≤ r 2 and r 2 2 < 2r 1 − r 2 1 . For example, r 1 = .5 and r 2 = .7 satisfy these conditions.
For our problem definition here we use only the basic definition given in Section 4.1, that is, the first three assumptions in the list at the beginning of this section. The fourth condition gets introduced for the general case, below. Proof. Assume for contradiction that we have a one-layer network N that recognizes C, with ratios r 1 and r 2 satisfying r 2 2 < 2r 1 − r 2 1 . Let c denote any of the concepts in C 2 , i.e., a level 2 concept in C. Then c has k children, each of which has k children of its own, so c has k 2 grandchildren.
Each of the k 2 grandchildren has a rep in layer 0, and none of the other k + 1 concepts (c and its children) do, because layer 0 is reserved for level 0 concepts. So in particular, rep(c) is a layer 1 neuron. This means that the only inputs to rep(c) are from layer 0 neurons. Since we assume total connectivity, we have an edge from each layer 0 neuron to rep(c).
We define:
• W (b), for each child b of c in the concept hierarchy: The total weight of all edges (u, rep(c)), where u is a layer 0 neuron that is a representation of a child of b.
• W : The total weight of all the edges (u, rep(c)), where u is a layer 0 neuron that is a representation of a grandchild of c. In other words, W = Σ b∈children(c) W (b).
We consider two scenarios. In Scenario A (the "must-fire scenario"), we choose input set B to consist of enough level 0 concepts to force rep(c) to fire, while trying to minimize the total weight incoming to rep(c). Thus, we choose the r 2 k children b of c with the smallest values of W (b). And for each such b, choose its r 2 k children with the smallest weights. Let B be the union of all of these r 2 k sets of r 2 k grandchildren of c. Claim 1: In Scenario A, if we present exactly B as input, the total incoming potential to rep(c) is ≤ r 2 2 W .
Proof of Claim 1:
In Scenario B (the "can't-fire scenario"), we choose input set B to consist of level 0 concepts that force rep(c) not to fire, while trying to maximize the total weight incoming to rep(c). • W 2 = W − W 1 : The total of the weights W (b) for the remaining (1 − r 1 )k children of c.
• W 3 : We know that W 1 ≥ r 1 W , since W 1 gives the total weight for the r 1 k children with the largest weights, out of k children. Define W 3 = W 1 − r 1 W ; then W 3 must be nonnegative.
Then the total incoming potential to rep(c) is
as needed.
End of proof of Claim 2
Now, Claim 1 implies that the bias of neuron rep(c) must be at most r 2 2 W , since it must be small enough to permit the given B to trigger firing of rep(c). On the other hand, Claim 2 implies that the bias must be at least 2r 1 W − r 2 1 W , since it must be large enough to prevent the given B from triggering firing of rep(c). So if x denotes the bias, we must have
But this is a contradiction because we have assumed that r 2 2 < 2r 1 − r 2 1 .
8.2 Impossibility for representing a level concept at a layer ≤ − 1
Fix a concept hierarchy C with set C of concepts. Suppose that C has maximum level max . Also fix a network N with max layer max , and suppose that it satisfies the four assumptions given at the beginning of this section. Proof. We prove this by induction on . For = 1, the result is obvious because layer 0 is reserved for the level 0 concepts. For = 2, then if the claim in the theorem statement doesn't hold, it means that a level 2 concept c has rep(c) at layer 1. Arguing as in the proof of Theorem 8.1, we get impossibility.
So now assume that ≥ 3, and assume the inductive claim holds for all smaller levels. Assume for contradiction that rep(c) is in some layer ≤ − 1. The inductive hypothesis implies that all of the concepts in children(c) have their reps at some layer ≥ − 1. This means that there are no connections from the reps of children of c to rep(c). So again, as in the previous case, we reason in terms of c's grandchildren. 
Now consider any child b of c. Define a weight for b based on the total weight that its children contribute to rep(c):
The fact that this represents the correct total weight should follow from Assumption 4. Now, the total weight contributed to rep(c) is
as before. So now we make the same kind of argument as in the case of 3 levels and 2 layers. For the positive instance, Scenario A, choose the r 2 k children b of c with the lowest values of W (b), and for each of these, the r 2 k children b with the lowest values of W (b ). Then let the presented set B be the set of all the level 0 descendants of these chosen b . Argue that the total weight caused by B is at most (r 2 ) 2 W .
For the negative instance, Scenario B, choose the r 1 k children b of c with the highest values of W (b) and for each of these, all their children. And for the remaining children b of c, choose all their children b . Then let the presented set B be the set of all the level 0 descendants of these chosen b . Argue that the total weight caused by B is at least (2r 1 − (r 1 ) 2 )W . This yields the same contradiction as for the 2-vs-1 case.
Conclusions and Future Work
In this paper, we have proposed the first theoretical model of recognition and learning of structured concepts in the brain. This has allowed us to give algorithms and lower bound results that appear to be consistent with known experimental results for learning of structured concepts. The results of this paper open up numerous directions for future research.
Extensions to our results: We would like to strengthen our results by considering different orders in which concepts in a hierarchy can be learned. Is it possible to learn higher-level concepts before learning low-level concepts? How does the order of learning affect the time to learn?
Our lower bounds so far follow from noise-tolerance requirements for recognition. Are there other limitations that can also lead to lower bounds, e.g., limitations involving noise during learning? Also, what happens to these bounds if we require only that we produce representations of the highest-level concepts, rather than of concepts at all levels?
Variations on the concept hierarchy structure: Another interesting research direction would be to consider variations on the structure of concept hierarchies. Our concept hierarchies are quite stylized and (over-)simplified. How do the results extend if we allow different numbers of children for different nodes? What if we allow children of a level concept to be concepts at any level smaller than , rather than just − 1?
What happens if a concept hierarchy need not be a tree, but allows for some overlap between the sets of children of different concepts at the same level? We might allow two sets of children to have a small constant amount of overlap, or a fraction of the number of children in each set. While extending the recognition part to allow for this seems straightforward, it is unclear how learning could still be guaranteed in such a setting.
we require that (1 − p k ) n is small enough so that we can take union bound over all sub-concepts. This is trivially the case for p = Ω(1) and even for smaller levels. Furthermore, it is not actually necessary for the neuron on layer to have connection to all k children, for example if r 2 − r 1 is sufficiently large and the neuron is connected to r 2 of the children, then that this suffices.
B Guaranteeing the Winner-Take-All Assumption
In order to guarantee these assumption, we will generalize our model in various ways: First, we introduce firing strengths that are in [0, 1] (as opposed to binary values).
Second, we allow a second type of firing functions: the identity function. Thus we have two firing functions, the identity function and the threshold function/
The firing strength of a neuron is determined by the firing function f (·) and the potential, i.e., y (u) (t) = f (p (u) (t − 1)). We will use two functions in this paper 1. the identity function f (p (u) ) = p (u) , and 2. the threshold function f (p (u) ) = 1 if p (u) ≥ τ , 0 otherwise , where τ is some threshold parameter.
Third, we extend the feed-forward network by introducing some feed-backward connections that will be used to update the weights.
Fourth, in order to allow for learning, we need to describe the timing. As before, we assume synchronous rounds. Fix a round t. When a neuron receives the input z in that round, we label it for convenience z (u) (t − 1), as we will see in the network depicted in Figure 4 , the value z received is in fact the one calculated in round t − 1. After receiving z (u) (t − 1), the neuron updates its weights according to Oja's rule. For this we assume that the neuron has access to x (u) (t − 1), i.e., the output vector of the neurons on the layer below in round t − 1. Observe that z (u) (t − 1) = 0 means that the weights remain unchanged, due to the definiton of Oja's rule.
A main building block we use is a Winner-Take-All Module (WTAM), that we will use as a black box.
• input is a n dimensional vector z = z 1 , . . . z n in [0, 1] n • output is a n dimensional vector z = z 1 , . . . z n in [0, 1] n where z i = z i , with i = arg max i {z 1 , . . . z n } and for all j = i we have z j = 0
The above is an extension of [11] from binary values to rates, we leave the exact implementation of this as an open problem. Depending on the implementation, some of the neurons of the WTAM may include inhibitory neurons. We assume here that the WTAM computes the output in only one round. Putting everything together yields Assumption 3.1.
We are ready to describe the network, which is depicted in Figure 4 . The idea is that we take an arbitrary network N using the Winner-Take-All assumption and turn it into a network N that ca be implemented in a model that only requires the simple adjustments described above. For every layer ≥ 1, we add in N an intermediate layer and a WTAM. The input at layer 0 propagates one layer per round forward through the network. The neurons on intermediate layer receive the input in round 2 − 1. In round 2 , the neuron that had the largest potential on intermediate layer receives a learning feedback z > 0. Again, if the learning feedback is zero, i.e, z = 0, then the weights remain unchanged.
In order to make sure that only the neuron on the right level learn, we can simply count the number of input neurons firing and only activated the WTAM at layer if the number of ones in input is exactly k (this can be done by using inhibitory neurons in addition with auxiliary neurons). 
C Missing Proofs
Proof of Lemma 7.1. First note that z(t) ≤ φ(t) ≤ k. Observe that φ(t + 1) ≤ φ(t) + ηφ(t)k = φ(t)(1 + 1 T bk ). Thus, φ(t + t ) ≤ φ(t)(1 + 1 T bk ) T ≤ φ(t)e for b ≥ 1. Thus, for b ≥ 8,
