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Traditionnellement, la thèse d’habilitation remet en perspective l’essentiel des travaux me-
nés après le doctorat, l’essentiel étant d’en faire émerger une cohérence, un positionnement. J’ai
choisi ici de ne pas synthétiser l’ensemble de mes travaux et résultats, mais de me concentrer sur
une partie de ceux-ci, et plus particulièrement sur la méthodologie de modélisation et d’optimi-
sation que j’ai mise en oeuvre. Cette approche n’est pas nécessairement la plus classique, mais
se justifie au regard de mon parcours scientifique ces dernières années.
Mes travaux de doctorat [T1] se sont déroulés au sein de l’équipe Mascotte 1 et de France Te-
lecom R&D (dorénavant Orange labs), sous la direction d’Afonso Ferreira et Jérôme Galtier. Ils
étaient organisés autour de problématiques algorithmiques et combinatoires issues des réseaux
optiques à multiplexage en longueurs d’onde (wdm), en particulier la coloration des graphes de
conflits de chemins et sa relaxation, la coloration fractionnaire [Ci39, Ri6, Ri9], et les multiflots
[Ri10, Ci35, Ci36, Ci37, Ci38].
À l’issue de mon doctorat, j’ai été recruté Chargé de Recherche au CNRS, toujours dans
l’équipe Mascotte, et j’ai amorcé un virage thématique pour m’intéresser aux réseaux radio
multi-sauts, aux problématiques d’optimisation de leur capacité, puis de leur consommation
d’énergie. Une étape importante dans cette démarche a été une question, posée par Fabrice
Valois en 2004 à l’occasion de l’école d’hiver des télécommunications, EcoTel, organisée sur ce
thème ; premier challenge donc : « Comment calculer une notion de capacité dans un réseau
radio multi-sauts à l’aide des outils de programmation linéaire ? »
Evidemment, cette question s’est retrouvée être assez complexe et a ouvert le champ à l’en-
semble des travaux présentés ici. A l’époque, les outils d’optimisation étaient surtout utilisés
dans l’étude des réseaux opérés. Ils n’étaient clairement pas adaptés à l’évaluation de la capacité
d’un réseau radio multi-sauts spontané. En septembre 2009, j’ai concrétisé ce virage scientifique
en rejoignant le laboratoire Inria/INSA Lyon CITI dans l’équipe Swing, dirigée par Jean-Marie
Gorce, dont le spectre scientifique allait de la couche physique et systèmes aux questions de
sécurité des réseaux. Depuis, je suis devenu Chargé de Recherche Inria et l’équipe Swing s’est
scindée. Les « couches basses » sont étudiées par l’équipe Socrate et j’ai constitué l’équipe Ur-
baNet pour traiter des problématiques posées par les réseaux radio déployés en milieu urbain.
Dans cette période, j’ai aussi eu des contributions à d’autres problématiques des réseaux
filaires et radio, comme le délai de collecte d’information, la surveillance de trafic, le groupage
1. Mascotte était une équipe commune à l’I3S (UMR CNRS/Université de Nice Sophia Antipolis) et Inria,
dirigée par Jean-Claude Bermond. L’équipe Coati en a pris la suite sous la direction de David Coudert.
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MPLS, ou la robustesse aux pannes, etc. J’ai par ailleurs employé d’autres approches que l’opti-
misation, comme l’algorithmique d’approximation, l’étude de complexité, voire l’algorithmique
distribuée. Ces travaux ne seront pas abordés dans cette habilitation [Ri3, Ri8, Ci14, Ci21, Ci23,
Ci24, Ci28, Ci34].
Ma thèse d’habilitation prend donc le parti de présenter la manière de modéliser les problé-
matiques d’optimisation du partage de ressources dans les réseaux multi-sauts, en particulier
les questions reliées à la capacité et à la consommation d’énergie, et les méthodes de résolution
auxquelles j’ai contribué dans les dix dernières années.
1.1 Capacité et énergie dans les réseaux radio multi-sauts
Ma volonté de m’intéresser aux réseaux radio multi-sauts et la démarche qui a abouti à
l’orientation scientifique de l’équipe UrbaNet sont le fruit d’une envie et d’un constat. L’en-
vie est celle de traiter des problématiques en prise avec la société, avec des modèles de plus
en plus détaillés et réalistes. Ces modèles m’ont donc nécessairement éloigné d’une approche
algorithmique fondamentale. Le constat est celui de l’émergence des nouveaux usages des télé-
communications mobiles.
Il y a dix ans, la téléphonie mobile était déjà bien installée mais l’Internet mobile balbutiait.
La densification urbaine et l’équipement des zones en développement pointaient pourtant déjà
l’importance d’infrastructures de collecte des réseaux d’accès utilisant des communications radio,
au déploiement plus rapide et moins coûteux. En effet, qu’il s’agisse de zones rurales difficiles à
câbler ou de pays émergents dont la croissance des villes et l’économie sont incompatibles avec
des travaux de voirie importants, il n’était pas envisageable d’apporter une connectivité filaire
à proximité de chaque terminal. Les réseaux radio multi-sauts apparaissaient alors comme une
solution prometteuse. Les réseaux ad-hoc et de capteurs étaient déjà bien étudiés par la com-
munauté scientifique, mais plusieurs questions restaient encore sans réponse.
En particulier, la capacité de transport de ces réseaux est une problématique majeure. Sans
mécanismes de contrôle suffisants, les interférences entre communications concurrentes limitent
fortement la qualité de service disponible, empêchant une exploitation pratique, en tout cas
répondant aux besoins, de ces solutions [96, 115].
L’augmentation de la capacité ne peut se faire sans s’interroger sur l’impact énergétique des
réseaux. Les opérateurs de télécommunication, privés ou institutionnels, intègrent la consomma-
tion énergétique de leurs réseaux à leurs coûts d’exploitation. Dans le même temps, la société
s’interroge sur la sobriété énergétique de ses infrastructures et sur la nocivité des ondes électroma-
gnétiques. Ces deux points de vue se rejoignent et demandent que la consommation énergétique
globale du réseau et le niveau de puissance rayonnée par les nœuds soient maîtrisés.
La consommation énergétique des terminaux est aussi un enjeu important, par exemple
pour les capteurs autonomes fonctionnant sur batterie et pour le confort des utilisateurs de
smartphones. Ce sujet et les contributions que j’ai pu y faire [Ci16, Ci19, Cn41] ne seront
néanmoins pas discutés ici.
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1.2 Un parti pris, la modélisation de structures optimales
Partant de ce constat, plusieurs approches sont légitimes et complémentaires. La concep-
tion de mécanismes protocolaires et l’étude de leurs performances en pratique est évidemment
nécessaire. Mais à chaque article proposant un nouveau protocole, une question se pose invaria-
blement : « le gain est-il significatif ? » En d’autre termes, est-on loin des limites du système ?
Connaître ces limites et comprendre les principes fondamentaux qui les régissent est l’objectif
des recherches que j’ai pu mener. Mon choix, en écrivant cette thèse d’habilitation, a été de me
concentrer sur la manière de modéliser les réseaux en programmation linéaire mixte.
Cette habilitation s’intéresse donc à la façon d’exprimer le fonctionnement des réseaux par
des inéquations linéaires sur des variables réelles continues et d’autres discrètes, entières ou
binaires. Cet outil de modélisation mathématique émerge dans la recherche en réseaux et télé-
communication depuis quelques dizaines d’années. La communauté recherche opérationnelle,
très active dans la conception des réseaux de télécommunication, a beaucoup développé la
théorie de la modélisation mathématique, ainsi que de nombreux outils de résolution efficaces
[110, 112, 113, 121, 125, 128, 132]. Ensuite, à la faveur à la fois d’un intérêt des algorithmiciens
pour cet outil et de la convergence technologique et scientifique entre télécommunications et
réseaux, cet outil s’est popularisé au point qu’une proportion non négligeable d’articles concer-
nant les réseaux présente une modélisation en programmation linéaire, comme un passage obligé.
La plupart de mes travaux s’attache à modéliser le fonctionnement des réseaux, opérés ou
spontanés, en particulier les mécanismes de répartition de ressources entre flux de communica-
tions concurrents, routage des données, ordonnancement des canaux de communication (qu’il
s’agisse de code, temps ou fréquence), ou affectation de puissances d’émission.
La modélisation d’un système implique nécessairement un certain niveau d’approximation et
d’abstraction. Dans le contexte des réseaux opérés, en particulier les réseaux de cœur transpor-
tant à très haut débit des trafics agrégés, les modèles d’optimisation sont très cohérents avec la
réalité des problématiques de dimensionnement des ressources à installer, de configuration des
équipements (routeurs, convertisseurs de longueurs d’onde, etc.), de sécurisation de l’infrastruc-
ture, etc. Concernant les réseaux radio, réseaux d’accès ou de collecte du trafic de stations de
base vers un réseau d’opérateur, la situation est différente.
D’une part, le médium radio est volatile, sujet à des erreurs et des interférences extérieures
au système. Dans certaines situations, cela rend la topologie du réseau dynamique et incertaine.
D’autre part, ces réseaux sont généralement le premier ou le deuxième niveau de collecte du
trafic généré par les terminaux, donc peu agrégé, et sujet à une dynamique importante. Pour s’y
adapter, le fonctionnement des réseaux radio tend à être de plus en plus « autonome ». C’est
par ailleurs imposé par le passage à l’échelle induit par la densification des réseaux et le déve-
loppement des communications coopératives (réseaux d’accès et de collecte). Cela signifie, entre
autres, d’utiliser des protocoles distribués ou localisés pour négocier la configuration des nœuds,
la gestion des ressources, l’accès au média, etc., proches de ceux des réseaux non-opérés.
Dans ce contexte, on peut interroger la pertinence d’une optimisation centralisée, sensée
connaître parfaitement l’état des liens de communication et du trafic, calculant une répartition
optimale des ressources. Je m’attacherai à identifier, tout au long de ce document, les hypothèses
simplificatrices qui sont faites et les limites d’interprétation qu’elles imposent aux résultats
obtenus. On verra en filigrane que ces outils permettent de comprendre les aspects structurels
du fonctionnement des réseaux.
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1.3 Organisation du document
L’objectif de cette habilitation est d’expliquer, en l’illustrant par des travaux menés sur
différentes technologies de réseaux radio multi-sauts, l’utilité de la programmation linéaire, et
comment la manier pour développer des modèles les plus pertinents possibles, avec des techniques
de plus en plus sophistiquées. Il s’agit, en fait, d’avoir un pied de chaque côté : comprendre les
principes fondamentaux des réseaux étudiés et utiliser les propriétés de ces techniques de re-
cherche opérationnelle et d’optimisation combinatoire pour produire des modèles pertinents et
réalistes. Il ne s’agit donc pas d’être du côté de la recherche opérationnelle qui vise à manipuler
les modèles et les méthodes de résolution pour obtenir des solutions le plus rapidement possible.
Il ne s’agit pas non plus d’être du côté de l’interprétation des résultats numériques en terme de
réseau. Ces contributions se retrouvent dans les articles correspondants.
Ainsi, le chapitre 2 présente les bases combinatoires de la modélisation du partage de res-
sources. En partant des formulations classiques utilisées dans les réseaux filaires, la difficulté de
modéliser les réseaux radio spontanés apparaît, avec une première solution combinant optimisa-
tion et simulation. Le chapitre 3 affronte ces difficultés pour modéliser la capacité d’un réseau
maillé. Pour cela, l’ordonnancement et le routage optimisés simultanément et la résolution des
modèles devient possible grâce à la génération de colonnes, technique issue des travaux de Dant-
zig et Wolf [131, 132]. Dans le chapitre 4, on profite de la rapidité des méthodes précédentes
pour introduire la gestion de la puissance d’émission des nœuds et ainsi étudier les compromis
entre capacité et consommation d’énergie. Le chapitre 5 est dédié au bilan de l’évolution des
méthodes de modélisation et aux perspectives de recherche qui sont désormais envisageables et
souhaitable au regard de la situation technologique actuelle.
Les modèles et techniques présentés ici ont été développés lors de recherches publiées dans les
articles suivant, sur la capacité des réseaux maillés [Ri4, Ci20, Ci22, Ci26, Ci27, Ci29, Ci30, Ci31]
et ad-hoc [Ri5, Ci33] et le compromis entre capacité et énergie des réseaux maillés [Ri7, Ci12,
Ci17, Ci18, Ci19, Ci25].
Dans cette période j’ai eu la chance de travailler en collaboration avec, principalement, les
membres de l’équipe Mascotte et du laboratoire CITI et d’autres collègues de part le monde. Je
veux en particulier mentionner Jean-Claude Bermond, David Coudert, Napoleão Nepomuceno,
Fabrice Peix et Stéphane Pérennes de Mascotte, Eric Fleury, Isabelle Guérin-Lassous, Fabrice
Theoleyre et Fabrice Valois du CITI, Marie Emilie Voge du LIFL, Ioannis Carragianis et Christos
Kaklamanis du CTI Patras, Alfredo Goldman de l’Universitade do São Paolo, Claudia Linhares
de l’Universitade Federal do Ceará, David Lopez-Pérez de l’University of Bedfordshire et plus
récemment Catherine Rosenberg de l’Université de Waterloo. Mais, surtout, je veux dire à quel
point ces travaux n’auraient pu se faire sans Christelle Molle-Caillouet 2, dont j’ai eu la chance
d’encadrer la thèse dans l’équipe Mascotte, Cristiana Gomes Huiban 3 et Patricio Reyes 4 à
l’encadrement desquels j’ai participé dans l’équipe Mascotte, et Anis Ouni 5 que j’ai co-encadré
avec Fabrice Valois dans l’équipe Swing puis UrbaNet. Depuis, je participe à l’encadrement
des thèses de Soukaina Cherkaoui, Trista Lin, et Diala Naboulsi, en espérant qu’elles auront un
aussi bel avenir !
2. Christelle Molle-Caillouet (thèse 2009) est MCF à l’Université de Nice, équipe Inria/I3S Coati.
3. Cristiana Gomes Huiban (thèse 2009) est en poste à l’Universidade Federal de Pernambuco au Brésil.
4. Patricio Reyes (thèse 2009) est postdoc à l’Université de Madrid.
5. Anis Ouni (thèse 2013) est postdoc à Telecom ParisTech.
4
Chapitre 2
Modélisation : des réseaux filaires aux
réseaux radio
Modéliser un réseau signifie décrire, dans un langage donné, des grandeurs caractéristiques
du réseau et les mécanismes qui les mettent en interactions. La finesse de la modélisation se
heurte aux capacités d’expressivité des méthodes employées et aux temps de calcul nécessaires à
l’optimisation de problèmes nécessairement complexes. Il faut donc s’interroger sur les limites de
ces modèles. L’objectif de ce chapitre n’est pas de détailler les fondements théoriques des notions
que nous allons présenter, de très bons ouvrages existent sur le sujet [113, 127, 128]. Nous nous
intéressons aux modélisations en programmation linéaire qui seront utiles par la suite, et aux
simplifications des notions réseau qui sont nécessaires.
La capacité des réseaux filaires est régit par deux mécanismes fondamentaux : le routage
et l’affectation de ressources. Schématiquement, ce sont les couches 2 (MAC) et 3 (routage)
du modèle OSI. La nature des ressources est très dépendante des technologies sous-jacentes. Il
peut s’agir de temps d’occupation du canal, de longueur d’onde ou fréquence, de code, etc. Mais
globalement, on peut tenter de les discriminer en deux catégories :
– les ressources locales à un lien, dont la répartition se fait indépendamment sur chaque lien ;
– les ressources globales, dont l’affectation est contrainte par l’ensemble du routage ;
Intuitivement, l’affectation et le partage de ressources locales sont souvent plus « faciles »
que lorsque des ressources globales sont en jeu. De même, il est plus facile de répartir des
ressources continues (du temps par exemple) que des ressources discrètes (comme des sous-
canaux). Une des difficultés de la modélisation des réseaux radio tient précisément au fait que
la ressource radio n’est ni une ressource vraiment locale, ni vraiment globale. Plus exactement,
les hypothèses simplificatrices que l’on fait classiquement sur les ressources des réseaux filaires
et qui permettent cette classification ne sont pas raisonnables dans ce contexte.
Les problèmes de routage et de partage de ressources locales se décrivent très élégamment
par des flots dans des graphes. Ils sont présentés en Section 2.1 ainsi que les limites de ce modèle.
La Section 2.2 présente des éléments de modélisation en programmation linéaire du problème
de coloration de graphe qui est au cœur de l’affectation de bon nombre de ressources globales.
La Section 2.3 aborde les principes fondamentaux de la modélisation des réseaux radio et des
difficultés afférentes.
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2.1 Routage et ressources locales
La littérature sur les protocoles de routage est sur-abondante 1, témoignant à la fois de
l’ampleur prise par les réseaux, et de l’importance de cette fonction (et probablement de la
pression à la publication dans le monde académique, mais c’est un autre sujet).
Pour autant, de nombreux protocoles de routage, en particulier les plus classiques, calculent,
in fine, des plus courts chemins, les différences (entre les routes) se résumant à la métrique sur les
liens du graphe représentant le réseau, à l’approximation sur la connaissance de l’état du réseau.
L’intérêt d’une stratégie fondée sur les plus courts chemins est que leur calcul peut être distribué,
notamment parce que leur structure préfixe est bien comprise. Il s’agit par ailleurs d’une solution
permettant d’optimiser certains critères, mais dans des cas très simples. Par contre, dès que la
capacité des liens est contrainte, d’autant plus lorsque plusieurs flux se partagent les ressources
du réseau, les plus courts chemins ont peu de chances d’être optimaux, notamment du point de
vue de la capacité.
2.1.1 Flot et coupe
Dans les graphes, le cœur combinatoire des problématiques de routage et de capacité s’ex-
prime sous forme de flot et de coupe, ces deux notions étant duales. Modéliser les réseaux filaires
par des graphes est tout à fait classique, mais cela nécessite toutefois certaines hypothèses sim-
plificatrices qu’il convient de rappeler.
La première hypothèse consiste à faire abstraction des paquets qui forment les trafics et
considérer un modèle de trafic fluide. Cette hypothèse rend quasiment impossible de considérer
les modes transitoires d’un réseau. Nous nous intéressons donc aux régimes permanents des
réseaux.
Hypothèse 1 Le réseau fonctionne en mode saturé (il y a toujours du trafic à envoyer) et les
nœuds génèrent un flux continu de bits. Les intensités des trafics et les capacité des liens sont
fixes. Le réseau fonctionne en régime permanent.
Pour la suite, nous modélisons un réseau par un graphe G = (V,E) où V est l’ensemble
des nœuds et E ∈ V 2 l’ensemble des liens de communication disponibles. Une fonction de flot
entre deux nœuds s et t est essentiellement une fonction f : E → R respectant des équations de
conservation en chaque nœud n’étant ni s ni t :







Ces équations signifient qu’aucun trafic n’est créé ou perdu dans les nœuds intermédiaires
ou sur les liens. Cela suppose une seconde hypothèse forte.
Hypothèse 2 Le médium est fiable et sans perte, les buffers des routeurs sont infinis et aucune
quantité d’information n’est détruite dans les files d’attente.
Cette dernière hypothèse n’est pas très contraignantes pour modéliser les réseaux de circuits
type wdm, mais nous éloignent de la réalité des réseaux à commutation de paquets. Cela per-
met toutefois toujours d’estimer une borne supérieure au trafic qui puisse s’écouler dans le réseau.
1. ACM Digital Library recense à peine moins de 7000 articles publiés comprenant les mots « routing » et
« network » dans le titre, avec une accélération du rythme de publication, passé de quelques dizaines d’articles
par an maximum jusqu’en 1995, à une centaine par an, puis de 4 à 800 articles par an dans la dernière décennie.
IEEExplore en comptabilise environ 11000 depuis 1959 et plus de 9000 dans la dernière décennie, ainsi qu’un
millier de standards déposés.
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Il existe plusieurs algorithmes de calcul du flot maximum entre deux nœuds s et t du ré-
seau. Le plus connu est probablement celui de Ford et Fulkerson [133], de complexité pseudo-
polynomiale O(E.flotmax), les plus efficaces étant ceux à base de « push-relabel » de Goldberg
et Tarjan [126] (O(V.E log(V ))), technique raffinée ensuite par Goldberg et Rao [121]. La for-
mulation en programmation linéaire du flot maximum est pourtant intéressante, c’est la base de
celle du multiflot que nous présentons ensuite.
Programme linéaire 1 (s− t Flot maximum)
Maximiser φ



















f(e) ≥ 0 ∀ e
Par ailleurs, si l’on écrit le dual de ce programme linéaire, on obtient, à quelques modifications
près, un programme linéaire calculant la coupe minimum. La théorie de la dualité permet alors de
retrouver le résultat classique de Ford et Fulkerson : flot maximum égale coupe minimum. Un de
nos résultats sur le calcul de la capacité des réseaux maillés exploitant cette égalité fondamentale
est présenté dans le Chapitre 3 [Ci22].
2.1.2 Multiflot
Lorsque plusieurs trafics concurrents partagent les ressources du réseaux, il s’agit d’un mul-
tiflot. On se donne un ensemble de commodités (les trafics) C = {(si, ti), si, ti ∈ V, i = 1, . . . , k}
et une fonction de capacité c : E → R qui limite la quantité d’information pouvant circuler sur
les liens. Un multiflot de C est une réunion de flots pour chaque commodité, dont la somme
respecte les capacités de G. Il s’agit donc d’un ensemble de fonctions de E → R, respectant
chacune les contraintes de conservation de flot et de sorte que ∀e ∈ G,
∑
i fi(e) ≤ c(e).
La combinaison de plusieurs trafics suppose une troisième hypothèse, très forte dans le cas des
réseaux à commutation de paquets, moins dans des technologies où des ressources sont réservées
pour chaque trafic.
Hypothèse 3 Les nœuds ont une politique d’ordonnancement du trafic idéalement équitable
entre les trafics.
Il n’est en effet pas possible de modéliser un mécanisme de priorité de trafic au sein des files
d’attente d’un routeur. Un des enjeux est d’ailleurs, une fois une solution optimale déterminée,
de trouver la politique de file d’attente qui permettra de mettre en œuvre le flot correspondant.
Cette hypothèse étant posée, on peut dès lors chercher à optimiser différentes métriques sur
ce multiflot. Par exemple, le problème du multiflot maximum maximise la somme des intensités
de chaque commodité qu’il est possible de router dans G en respectant les capacités, quitte à
priver de ressource des flots qui en consommeraient trop pour acheminer leurs trafic. A l’opposé,
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le multiflot max-min maximise le flot d’intensité minimal au risque de pénaliser certains flots
pour laisser la place aux plus coûteux. Enfin, le multiflot concurrent maximum défini une forme
d’équité. Il donne à chaque commodité la même proportion λ d’une demande de trafic, di. Ce
problème s’écrit comme le programme linéaire 2. On peut aussi associer un coût proportionnel
à l’utilisation de chaque lien, dont on cherche à minimiser la somme dans un multiflot de coût
minimum.























fi(e) = −λdi ∀i
fi(e) ≥ 0 ∀ i, ∀ e
Ce programme linéaire est polynomial en la taille du graphe représentant le réseau et le
nombre de commodités. Si l’on considère des variables continues, les méthodes de programmation
linéaire le résolvent en temps polynomial.
Hypothèse 4 La capacité des liens est une quantité continue.
Cette hypothèse est l’une des plus fortement éloignée de la réalité des réseaux, quelque soit
la technique de multiplexage. Lorsque la ressource est discrète, les flots sont contraints à prendre
leurs valeurs dans N et le problème devient NP-difficile dès qu’il y a plusieurs commodités. Un
grand nombre d’heuristiques et d’algorithmes d’approximation efficaces sont proposés dans la
littérature pour calculer un multiflot entier à partir de sa relaxation linéaire [T1, 105, 108, 124,
129]. Il est intéressant de noter qu’il n’existe pas non plus, à l’heure actuelle, d’algorithme autre
que la résolution du programme linéaire pour le multiflot fractionnaire (i.e. lorsque les variables
sont réelles). Là encore de nombreux algorithmes d’approximation existent dans la littérature
[Ci36, 114].
Par ailleurs, les problèmes de multiflot de coût minimum deviennent encore plus difficiles à
résoudre dès que l’on contraint un tant soit peu les routages admissibles, en imposant un mono-
routage notamment, ou lorsqu’on veut minimiser des coûts non linéaires. C’est par exemple le
cas lorsque les coûts d’utilisation des liens sont discrets [88]. Dans les problèmes de conception de
réseaux, c’est l’économie d’échelle sur les coûts d’installation de capacité (« Buy-at-Bulk ») qui
pose problème : plus la capacité d’un lien est grande, plus le coût par bit/s diminue. Dans cette
situation de croissance concave du coût d’un lien, il est même difficile d’approcher les solutions
optimales [118, 122]. La Section 2.3 traite d’un cas plus favorable de fonction de coût en escalier
modélisant la dépense énergétique nécessaire à l’établissement d’une transmission.
2.1.3 Formulation arc-chemins
Quand bien même la formulation 2 est de taille polynomiale, d’autres écritures des problèmes
de multiflot ont été développées pour obtenir des résolutions plus rapides, même très récemment
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[59]. Les équations de conservation du programme linéaire 2 définissent la structure d’un flot.
C’est une description « élémentaire » du comportement d’un flot au sens où il n’y a pas de plus
petite échelle combinatoire à laquelle considérer cette notion. Si l’avantage d’une telle écriture
est qu’elle est de taille raisonnable, elle est peu pratique à manipuler. Intuitivement, la difficulté
vient que l’égalité n’est pas une relation robuste : une variation arbitrairement petite d’une
variable et l’égalité est rompue.
Nous verrons d’ailleurs dans la section suivante et, en fait, dans tout ce document, que c’est
un écueil récurrent des modèles en programmation linéaire. Il est bien plus efficace de décrire
les problèmes avec des pondérations sur des objets combinatoires plus complexes.
En particulier, la structure d’un flot est celle d’une combinaison de chemin. En effet, un
élément de flot, du fait de la conservation de flot, décrit un chemin dans le graphe et tout flot
peut s’écrire comme une pondération de l’ensemble des chemins de la source à la destination.
Soit Pi l’ensemble des chemins de si à ti dans G, et P = ∪iPi. Un flot de si à ti s’exprime




Le fait que le flot soit porté par des chemins contient intrinsèquement la notion de conser-
vation. Il reste à contraindre le flot au respect des capacités et, pour cela, il suffit de remarquer
que la quantité de flot passant sur l’arc e est la somme des quantités de flot passant sur tous les
chemins contenant e :
∑
p∈P,e∈p f(p) ≤ c(e).
Le programme linéaire du multiflot concurrent maximum devient le suivant, qualifié d’arc-
chemin.





f(p) ≤ c(e) ∀ e un arc
∑
p∈Pi
f(p) ≥ λdi ∀i
f(p) ≥ 0 ∀ p ∈ P
Cette formulation du multiflot a l’inconvénient que le nombre des variables, une par chemin,
est généralement exponentiel en la taille du graphe. Il faut alors faire appel à des techniques per-
mettant de ne pas énumérer toutes les variables. Dans nos travaux, nous avons principalement
utilisé la génération de colonnes, décrites au Chapitre 3. Cela permet en effet de résoudre les
grandes instances de multiflot fractionnaires arc-chemin plus rapidement que leur formulation
sommet-arc. La génération de colonnes, associée à des techniques de branchement, est aussi une
technique très efficace de résolution du multiflot entier, mais que nous n’aborderons pas.
Par ailleurs, décrire le flot sur l’ensemble des chemins permet de restreindre « facilement »
les routages admissibles. En particulier, cela permet de ne considérer que les routes qui peuvent
effectivement être générées par un protocole de routage donné et ainsi estimer la capacité maxi-
male qu’il peut fournir. Dans le travail présenté en Section 2.3.3, les chemins sont calculés par
une simulation des protocoles considérés.
2.2 Coloration et ressources globales
Quelques soient les ressources à affecter à des transmissions, time-slot, fréquence ou code, la
question au cœur est celle de la concurrence. Dans un certain nombre de cas, on peut faire une
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hypothèse de concurrence binaire et indépendante des ressources.
Hypothèse 5 Si deux éléments sont en concurrence, ils doivent utiliser des ressources diffé-
rentes. Cette relation ne dépend pas de l’affectation des ressources aux autres éléments.
C’est par exemple le cas dans un réseau optique à multiplexage en longueur d’onde « trans-
parent » : le réseau transporte des chemins optiques, c’est à dire des trajets lumineux. Si l’on
se donne le routage, il faut donc affecter à chaque chemin une longueur d’onde. Deux chemins
traversant la même fibre optique ne peuvent pas utiliser la même longueur d’onde. Si ces deux
chemins ne partagent aucune fibre optique, quelque soit l’affectation de longueur d’onde aux
autres chemins, ils peuvent utiliser la même. Pour plus de détails sur la technologie wdm et les
problématiques d’optimisation qui s’y posent, je renvoie à ma thèse dont c’était le sujet [T1].
2.2.1 Coloration de graphe
Le conflit entre deux communications est donc très combinatoire et a un lien direct avec la
coloration de graphes. Plus généralement, on se donne un ensemble des ressources disponibles,
indexées de 1 à n et un « graphe des conflits » Gc = (Vc, Ec). Les sommets de Gc sont les éléments
à qui les ressources doivent être affectées (les chemins dans l’exemple du wdm), et une arête
entre deux éléments indique une concurrence (deux chemins qui utilisent une fibre commune). Le
problème d’affectation des ressources se formalise alors comme la coloration propre des sommets
du graphe Gc par les ressources.
Prenons les variables binaires yr, qui indique si la ressource r est utilisée, et xr,v indique si
l’élément v se voit affecté la ressource r.









xr,v ≥ 1 tout élément doit avoir une ressource
∀ r ∈ [1 . . . n], ∀(v, v′) ∈ Ec, xr,v + xr,v′ ≤ 1 conflit sur une ressource
∀r ∈ [1 . . . n], ∀ v, xr,v ≤ yr utilisation des ressources
La structure combinatoire de l’exclusion mutuelle est due aux équations de la forme xr,v +
xr,v′ ≤ 1, autrement dit, entre deux communications en conflit, au plus l’une d’entre elle se
voit affecté une ressource donnée. Le problème de cette écriture en variables binaires que sa
relaxation linéaire perd toute la structure de coloration. En effet c’est l’arithmétique de l’équation
précédente qui encode l’exclusion mutuelle. De fait, si les variables xr,v ne sont plus contraintes
à être binaire mais réelles dans [0, 1], quelque soit le graphe des conflits il suffit de fixer toutes
les variables x1,v, x2,v, y1 et y2 à 12 , les autres à 0. De cette sorte, toutes les contraintes sont
respectées et l’objectif vaut 1 sans donner la moindre indication sur une bonne affectation de
ressources. Nous verrons en Section 2.3 que c’est là une limite d’expressivité de la programmation
linéaire pour prendre en compte les interférences.
Le nombre de variantes de la coloration de graphes est quasiment illimité, selon que chaque
élément puisse avoir accès à toutes les ressources ou un sous-ensemble, que les conflits soient
d’exclusion totale, partielle ou même avec une distance minimale, etc. Quand bien même cer-
taines de ces variantes ont été définies pour modéliser des problèmes de réseau (l’affectation de
fréquences à des stations de base cellulaires par exemple [Ri3, 111]), nous en resterons ici à la
coloration propre.
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2.2.2 Couverture par des stables
Comme dans le cas du flot, il faut exprimer la coloration sur des objets combinatoires de plus
haut niveau. Le raisonnement est similaire à la transformation du flot sommet-arc en arc-chemin,
à une différence fondamentale près. Le problème de multiflot maximum et ses variantes consistent
à faire « remplir » autant que possible le réseau avec du trafic en étant limité par la capacité des
liens. C’est un problème dit de « packing 2 ». Le problème de coloration consiste lui à utiliser un
minimum de ressource pour que chaque élément s’en voit affecter une, en étant contraints par
des exclusions mutuelles de partage. Il s’agit là d’un problème dit de « couverture 3 ».
En cohérence avec l’hypothèse 5, l’information pertinente de la coloration n’est pas l’affecta-
tion d’une ressource donnée à un élément mais plutôt celle des ensembles d’éléments utilisant la
même ressource. Soit une ressource r, l’ensemble Ir = {v|xr,v = 1} est tel que ∀v, v′ ∈ Ir, (v, v′) 6∈
Ec. C’est un stable (ou ensemble indépendant) de Gc. Notons I l’ensemble de ces stables et x(I)
la variable qui indique si le stable/la ressource I ∈ I est utilisée. La coloration s’écrit alors
comme la couverture des liens par les stables de Gc.








x(I) ≥ 1 tout élément doit avoir une ressource
Dans ce cas, si on relaxe les variables x dans [0, 1], on obtient une coloration fractionnaire
qui garde la structure d’exclusion mutuelle entre communications en conflit. Nous renvoyons à
[T1] pour plus de détails sur la coloration fractionnaire. Là encore, on remplace la complexité de
manipuler des variables élémentaires par celle d’un nombre exponentiel de variables et la généra-
tion de colonnes sera nécessaire à la résolution des colorations fractionnaires. A la différence des
problèmes de multiflot, le calcul des stables est lui même NP-difficile. Nous verrons cependant
au Chapitre 3 que, dans les cas qui nous intéressent ici, les résolutions sont malgré tout efficaces.
2.2.3 Aller au delà des conflits binaires
L’hypothèse 5, nous l’avons dit, est très forte. En particulier dans le cadre des communications
radio à diffusion locale, il faut négliger des phénomènes physiques très importants pour obtenir
un modèle qui rentre dans ce formalisme. Et si ce modèle est très utilisé dans la littérature (y
compris par nous), il donne des résultats extrêmement imprécis, voire faux dans certains cas.
L’écriture des problèmes de coloration en couverture par des stables permet néanmoins de
contourner cette difficulté. En effet, comme mentionné plus haut, la structure d’exclusion mu-
tuelle vient des stables eux même. Le programme linéaire 5 s’occupe, lui, d’optimiser la couver-
ture. Nous verrons dans la suite qu’en remplaçant les stables d’un graphe par des ensembles de
communication pouvant être active simultanément, on peut modéliser la répartition de ressources
radio avec précision.
2. La traduction française de ce terme pourrait être « empaquetage » ou « remplissage ». Aucun de ces termes
n’est réellement satisfaisant, d’où l’utilisation du terme anglais.
3. Dans ce cas, le terme français correspond bien à la notion de « covering ».
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2.3 Modélisation combinatoire des réseaux radio
Schématiquement, on peut distinguer deux types de communications radio. On trouve d’une
part les communications « Point à Multi-Point » (PMP) entre une station de base et un en-
semble de clients, via des antennes omnidirectionnelles ou sectorielles. D’autre part, on trouve
les communications « Point à Point » (P2P), par exemple entre deux antennes directionnelles se
visant mutuellement. En exploitant des champs d’antennes MIMO, il est possible d’approximer
des communications P2P mais ces nuances dépassent le niveau de cette habilitation. Pour plus
de détails sur les modes de communications sophistiqués, le lecteur pourra se rapporter aux
nombreux ouvrages faisant références sur les communications numériques [81].
2.3.1 Rapport signal à bruit et modèle en graphe de disques unitaires
Les communications radio, même point à point, sont fondamentalement différentes des com-
munications filaires. En effet, les liens filaires sont généralement assez stationnaires et prédictibles
pour être caractérisés par un ensemble de paramètres fixes, tels que capacité, taux d’erreur, etc.
Les liens radio sont eux versatiles par nature, les conditions météos peuvent par exemple intro-
duire des variations instantanées, et peuvent être gérés dynamiquement, notamment la puissance
de transmission et la façon de transmettre l’information peuvent être adaptés aux besoins [107].
Si on s’arrête à la théorie de Shannon [135], sur un lien (u, v) fixe, de gain γ(u, v) et avec
un niveau de bruit au récepteur N (v) donnés, le débit théorique maximal que l’on peut obtenir
croît logarithmiquement avec le rapport snr(u, v) entre le signal de u, envoyé avec la puissance
P (u), et le bruit en v :






En pratique, l’information est envoyée selon un schéma de codage et de modulation (MCS
pour "Modulation and Coding Scheme") qui, sans approfondir le sujet, lie capacité du lien en
bits par seconde, taux d’erreur accepté, et snr : une transmission est réussie, i.e. décodée avec
un taux d’erreur suffisamment bas, si le snr est supérieur à un seuil σ.
Fig. 2.1 – Capacité de Shannon et débit.
Plus le schéma permet des débits élevés, plus
le seuil est important et, comme l’illustre la figure
2.1 dans le cas d’un scénario de lien directifs, suit
l’évolution de la courbe de Shannon sans tou-
tefois l’atteindre. Plus les débits pratiques sont
proches de la limite de Shannon, plus le système
est performant, mais l’on voit déjà que les gains
potentiels dans ce domaine sont mineurs.
Le gain de canal, γ, combine plusieurs phé-
nomènes distincts, notamment les gains des sys-
tèmes d’émission et de réception (électronique,
antennes, etc.), mais surtout l’atténuation du
médium entre la source et la destination. Cette atténuation est là encore très complexe à cal-
culer exactement car elle dépend d’un grand nombre de paramètres, mais on peut citer l’af-
faiblissement, l’évanouissement, la sélectivité, etc. Le phénomène d’atténuation principal est
l’affaiblissement qui est souvent considéré comme proportionnel à l’inverse de la distance source-






, α ∈ [2, 5]. α = 2
est le cas d’une propagation dans un vide parfait tandis que des valeurs élevées de α modélisent
des environnements bruités présentant des obstacles, l’environnement urbain par exemple.
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Si l’on ne considère que l’affaiblissement (quelque soit la valeur de α), une antenne omni-
directionnelle parfaitement isotrope, un bruit uniformément réparti, ainsi qu’une puissance fixe
et un MCS de seuil snr σ, les récepteurs vers lesquels la transmission serait réussie sont situés
dans un disque autour de l’émetteur. À l’extérieur du disque, le snr est trop faible. Pour plus
de réalisme, ce modèle est parfois rendu probabiliste en considérant que la probabilité de succès
de la transmission est 1 à l’intérieur du disque, puis qu’elle décroit avec la distance au centre,
et en prenant en compte une anisotropie de l’antenne en perturbant la frontière du disque par
un processus aléatoire [87]. Toujours est-il que, quelque soit le modèle de transmission, si l’on
suppose que les liens sont stables dans le temps, on peut définir le graphe des transmissions
réalisables : G = (V,E), E = {(u, v) | ∃P (u), SNR(u, v) > σ}.
Si l’on considère un ensemble de k MCS possibles, de seuils σi pour le MCS i et de capacité
ci, le graphe peut être doté d’une capacité sur les liens :
E = {(u, v) | ∃P (u), i, SNR(u, v) > σi}, c(u, v) = maxi{ci | ∃P (u), i, SNR(u, v) > σi}.
Pour qui a déployé un réseau, la réalité est bien moins « confortable » qu’un graphe, notam-
ment du fait de condition très fluctuantes et instables. Ceci dit, la théorie de l’information dit
que, dans certaines hypothèses de stabilité de l’environnement, il est toujours possible d’obtenir
un tel modèle à seuil en choisissant le bon codage de canal [97].
2.3.2 Modèles d’interférences
Dans le cas des communications point à multipoint, lorsque deux transmissions ont lieu si-
multanément, elles interfèrent. Il convient alors d’ajouter le signal reçu par l’émetteur interférant
au bruit dans le bilan de liaison. On parle alors de rapport signal à bruit et interférences, sinr.










Fig. 2.2 – Conflits et in-
terférences
La modélisation en graphe touche là ses limites, cette équation
de sinr n’est pas un conflit binaire comme exprimé dans l’hypothèse
5 : supposons que les conditions illustrées sur la Figure 2.2 soient
telles que C puisse communiquer avec D en même temps que A com-
munique avec B, ou que E avec F . Évidemment, A peut commu-
niquer avec B en même temps que E avec F . Il n’y a donc pas de
conflit binaire entre les paires de communications. Mais supposons
que nous sommes aux limites de l’équation de sinr : γ(C,D)P (C) =
σ. (N (D) + γ(A,D)P (A))−ǫ, avec ǫ < σγ(E,D)P (E). Les trois com-
munications ne peuvent pas être actives simultanément, les interfé-
rences cumulées de A et E empêchant D de recevoir le signal de C.
Afin de pouvoir définir un graphe des conflits, il faut s’éloigner as-
sez fortement de la réalité pour négliger cet effet cumulatif. Il faut en
effet supposer que lorsqu’un nœud transmet, un certain ensemble de
transmissions subissent un niveau d’interférence tel quelles ne peuvent pas être réussies simul-
tanément, et qu’en dehors de cet ensemble, les transmissions ne subissent aucune interférence.
C’est par exemple le cas si l’on suppose que la fonction de gain γ est binaire selon la distance,
1 à l’intérieur d’un disque, 0 à l’extérieur. On considère parfois qu’une transmission est réussi
jusqu’à une certaine distance, interfère ensuite jusqu’à une distance plus grande, puis n’interfère
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plus. [94]. Il existe dans la littérature plusieurs modèles d’interférences géographiques omnidi-
rectionnels qui s’appuient tous sur une hypothèse similaire et très simplificatrice.
Hypothèse 6 Les nœuds communiquent avec une puissance d’émission fixe et l’atténuation du
canal est une fonction à seuil idéale : chaque nœud u a une portée radio telle que tous les nœuds
situés dans le disque de rayon range(u) peuvent recevoir de u, ceux dans la couronne comprise
entre les rayons range(u) et (1 + δ)range(u) sont brouillés par u mais ne peuvent pas décoder
son information, ceux au delà n’entendent pas u.
De cette manière, le graphe des transmissions possibles se retrouve être un graphe d’inter-
section de disques, voir de disques unitaires si la portée radio est uniforme. On retombe sur des
conflits binaires entre transmissions, une taxinomie de ces modèles d’interférences est présentée
dans [94]. En particulier on distingue les trois suivants :
– Modèle orienté transmetteur : un nœud u peut communiquer avec un nœud v si aucun
nœud w n’est actif à moins de (1 + ∆) · (range(u) + range(w)) de u, où range(u) est la
portée radio du nœud u.
– Modèle orienté protocole : la communication (u, v) peut avoir lieu si aucun nœud w n’est
actif à moins de (1 + ∆)d(u, v) de v
– Modèle orienté transmetteur/récepteur : deux communications peuvent être actives simul-
tanément si elles sont à plus de 2 sauts l’une de l’autre. C’est une modélisation fondée sur
les protocoles cs ma/ca comme celui du WiFi 802.11 utilisant le mécanisme de réservation
de canal rts/cts.
Fig. 2.3 – 2 voisinage
Dans ce dernier cas, une transmission est en conflit
avec toutes les transmissions situées dans le 2-voisinage
de l’émetteur et du récepteur, illustré dans la figure
2.3. Le graphe des conflits issus de ce modèle est le
carré du « linegraph » [127] du graphe des transmis-
sions possible. Certains modèles généralisent le mo-
dèle orienté transmetteur/récepteur à un nombre de
sauts quelconque [67, 86], quand bien même l’in-
terprétation physique de ces modèles n’est pas évi-
dente.
Ces modèles combinatoires et à seuil ont montré leurs limites, notamment dans les réseau
radio multi-sauts [80]. Il a été montré que calculer sur ce type de modèles produit des résultats si-
gnificativement différents de ceux obtenus avec un modèle plus réaliste, fondé sur les interférences
additives de l’équation de sinr. Un tel modèle est introduit dans les modèles d’optimisation au
Chapitre suivant.
2.3.3 Optimisation et simulation combinées
Le modèle orienté transmetteur/récepteur se fonde donc sur une hypothèse de canal fausse,
mais tente de prendre en compte le fonctionnement d’une couche mac existante. Plusieurs tra-
vaux se sont basés sur ce modèle pour analyser la capacité asymptotique des réseaux ad-hoc
[79, 91, 100, 109, 117]. Dans cette dynamique, des tentatives de modélisation en programmation
linéaire de ces réseaux ont émergé [94, 103]. Cependant, la prise en compte des mécanismes de
cama/ca en programmation linéaire est très complexe car ils sont fondés sur des temps d’attente
aléatoires pour éviter de devoir échanger trop de messages de synchronisation et signalisation.
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C’est le cas des technologies radio telles que le 802.11 WiFi, le 802.15.4 des capteurs, etc. On
dépasse là les limites d’expressivité de la programmation linéaire, a priori incapable de modéliser
ces mécanismes aléatoires. Il faut biaiser.
De notre côté, nous avons fait le choix d’étudier le comportement de certains protocoles de
routage. Nous bornons la capacité que l’on peut espérer atteindre avec les routes qu’ils calculent
entre une estimation pessimiste et une optimiste [Ri5, Ci33, Cn51]. Ces deux estimations sont
calculées par des programmes linéaires comportant la répartition par la couche MAC de la bande
passante aux liens du réseau et l’affectation de trafic aux chemins du routage.
Afin d’évaluer les performances des protocoles de routage, il est nécessaire de bien prendre en
compte leur comportement, routes construites et trafic de contrôle induit. On ne sait pas expri-
mer ce comportement en programmation linéaire. L’idée principale de notre approche consiste
alors à exprimer l’affectation de trafic comme un flot arc-chemin dont les chemins sont calculés
par une simulation à événement discret des protocoles. La charge du trafic de contrôle est alors
retranchée à la capacité disponible pour les données.
Pour la couche MAC, il est plus difficile de se baser sur un simulateur à événement discret car
la répartition de la bande passante aux liens va dépendre de l’affectation de trafic et vice-versa.
C’est ici qu’apparaît l’encadrement de la capacité du réseau.
L’estimation pessimiste considère qu’un nœud u interfère potentiellement avec tous les
autres nœuds de son 2-voisinage (noté Γ2(u)) et que la bande passante doit être répartie équita-
blement entre tout ces nœuds. Ainsi tous les nœuds de son 2-voisinage auront, au mieux une frac-
tion 1|Γ2(u)| de la bande passante. Comme un nœud fait aussi partie du 2-voisinage de toutes ses 2-




, v ∈ Γ2(u)
}
.
À cette bande passante, on retranche le trafic de contrôle émis par u (noté Tc(u)), et le reste
est réparti uniformément entre tous les liens de u : T (u, v) ≥ T (u)−Tc(u)|Γ(u)| . C’est cette quantité qui
contraint le flot.
L’estimation optimiste considère, au contraire, que la bande passante disponible pour u
dépend surtout de son 2-voisinage. On néglige donc la dépendance au comportement des nœuds
hors de cette région. Vue d’un nœud, la couche MAC calcule des stables dans son 2-voisinage.
On simule donc, pour chaque nœud indépendamment, le fonctionnement de la couche MAC dans
cette région et l’on obtient une fréquence d’activation des liens entre ce nœud et ses voisins. Cette
fréquence donnera la proportion de la bande passante disponible pour les chemins utilisant ce
lien, une fois le trafic de contrôle retranché.
Ce calcul sur-estime évidemment la capacité des liens puisqu’il suppose de manière implicite
qu’en faisant l’union des stables calculé dans le 2-voisinage de chaque nœud, on obtient un stable
du graphe, négligeant ainsi bon nombre d’interactions aux frontières des 2-voisinages.
Les résultats d’un tel procédé ne sont nécessairement pas précis sur les valeurs de la capa-
cité disponible. On peut toutefois identifier des tendances et des comparaisons pertinentes. Les
courbes suivantes comparent les performances de trois protocoles classiques : olsr [99] calculant
des plus courts chemins sur la connaissance approchée du réseau qu’a chaque nœud, vsr [90]
qui s’aide d’une structure virtuelle conçue pour masquer la mobilité des nœuds, et ces [101] qui
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(b) Capacité globale
Fig. 2.4 – Capacité par flot et globale de réseaux de 20 à 60 nœuds
En particulier, on retrouve le résultat asymptotique connu sur l’effondrement de la capa-
cité par flot avec l’augmentation de la taille du réseau [117]. On remarque par ailleurs sur la
Figure 2.4(a) des écarts faibles entre estimation pessimiste et optimiste pour tous les différents
protocoles étudiés quand l’objectif du flot était de maximiser le flot le plus faible (max−min).
La Figure 2.4(b) représente la capacité totale du réseau. Les écarts entre les estimations ne
permettent pas vraiment de conclure autre chose que l’inadéquation du modèle et en particulier
du calcul pessimiste. En effet, la maximisation du trafic global pousse à n’affecter du trafic
qu’aux chemins de un saut, donc aux communications de voisin à voisin. Etant donné le partage
combinatoire de la bande passante dans l’estimation pessimiste, la densité du réseau n’a pas
d’impact sur le résultat global : chaque lien à sa bande passante divisée par la densité (le nombre
de nœuds dans son 2-voisinage) mais il y a d’autant plus de liens que le réseau est dense. Dans
le cas de l’estimation optimiste, le fait de négliger certains conflits entre communication permet
à la capacité globale de croître linéairement.
Par contre, la comparaison entre protocoles est cohérente sur les deux résultats. On peut
y voir l’effet d’une plus faible diversité de routes dans le cas de cds, qui concentre le routage
sur une sous-topologie [101]. Le léger gain de vsr sur olsr est certainement dû au trafic de
signalisation, mieux canalisé.
2.4 Pour aller plus loin
Dans ce chapitre ont été introduites les problématiques d’optimisation au cœur des probléma-
tiques de capacité. Qu’il s’agisse du flot ou de la coloration, les formulations en programmation
linéaire gagnent à reposer sur des objets combinatoires qui sont constitutives de la structure
des solutions : les chemins qui composent un flot et les stables qui correspondent aux ensembles
d’éléments pouvant partager une ressource.
Une première manière d’exploiter ces formulations consiste à générer les chemins et les stables
que l’on considère dans l’optimisation par une simulation afin de prendre en compte le compor-
tement de différents protocoles. Cela permet ainsi de dépasser les limites d’expressivité de la
programmation linéaire et d’obtenir des premiers résultats sur les réseaux radios. Prendre en
compte les interférences entre liens radio change radicalement la donne car il faut prendre en
compte les méthodes d’accès au médium et la simultanéité de communications interférentes.
Concernant ce dernier point, on peut entrevoir quelques similitudes avec les problématiques des
« Groupes de Liens Partageant un Risque » (srlg pour Shared Risk Link Groups). Il s’agit es-
sentiellement d’un modèle de pannes corrélées pertinent dans les réseaux multi-couches tels que
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les topologies logiques MPLS mises en place dans un réseau optique WDM lui même porté par
des fibres optiques posées dans des conduits. L’idée de ce modèle est de prendre en compte le fait
que si une panne physique se produit sur un conduit, l’ensemble des liens logiques MPLS réalisés
par des chemins optiques traversant une des fibres du conduit sera en panne simultanément. De
la même manière, si un lien radio est utilisé par une communication, tous les liens interférant
sont inutilisables simultanément. Cette analogie mériterait d’être développée pour exploiter les
spécificités des zones d’interférences, mais a première vue la mauvaise nouvelle est que bien des
problèmes « simples » dans les graphes classiques deviennent difficiles, voire non approximables
dans les graphes avec des srlg [Ri8, Ci32].
Dans la suite, nous nous concentrerons sur les réseaux maillés multi-sauts. En partant d’un
modèle en programmation en nombre entiers peu maniable, comme l’est celui de la coloration,
nous allons suivre le même raisonnement que celui fait ici pour le flot et la coloration. En prenant
en compte la structure des configurations que peu prendre un tel réseau, nous allons obtenir des
formulations qui se résolvent plus aisément avec de la génération de colonnes. Ensuite, cela nous
permettra d’affiner et d’enrichir la modélisation du réseau pour dépasser les limites des modèles
d’interférences binaires dans un premier temps, puis considérer la consommation énergétique de




Structures optimales : routage et
ordonnancement joints
Dans la suite de ce document, nous considérons principalement des réseaux radios maillés,
notés wmn pour « Wireless Mesh Network ». Il s’agit, en général, d’un réseau constitué de
routeurs ayant (au moins) deux interfaces radio. L’une assure le lien entre des terminaux et le
routeur, tandis que la seconde assure l’interconnexion des routeurs entre eux. Certains routeurs
font, en plus, office de passerelle vers un autre réseau.
Ce type de réseaux est utile dans différents scénarios. C’est une solution à moindre coût
pour fournir une connectivité Internet à des clients mobiles : les routeurs collectent le trafic des
clients et le transmettent, via un routage multi-sauts, aux passerelles, et vice-versa [92]. Cela
permet aussi d’interconnecter des stations de base cellulaire déployées sur des sites où il est
difficile d’amener une connectivité filaire. Dans tous ces cas de figure, nous ne considérons pas
directement le trafic des terminaux, mais leur trafic agrégé au niveau des routeurs.
Dans ce chapitre, nous nous intéressons aux réseaux maillés utilisant des antennes omnidi-
rectionnelles et une ressource radio partagée par un multiplexage en temps (tdma). Des trans-
missions interférant entre elles doivent donc avoir lieu à des instants différents, amenant une
problématique d’ordonnancement. Un des enjeux majeurs de ces réseaux radio multi-sauts est
l’effondrement de la capacité due aux interférences radio [93, 102]. C’est un phénomène qui a été
étudié en détail dans les réseaux ad-hoc [Ci33, 96, 116]. Dans les usages que nous considérons
ici, le wmn concentre le trafic des clients vers les passerelles, générant des engorgements autour
de ces dernières et, ainsi, une capacité plus contrainte [104].
Pour maximiser la capacité d’un wmn, il faut optimiser conjointement le routage et l’ordon-
nancement des communications. Dans la Section 3.1, nous décrivons l’architecture à trois niveaux
que nous considérons, et un premier modèle en programmation linéaire en nombre entier pour le
problème d’ordonnancement et de routage joints. Cette formulation est particulièrement difficile
à résoudre pour des raisons similaires à celles rencontrées dans le chapitre précédent. La Section
3.2 est dédiée à la transformation du problème en une pondération d’ensembles de liens n’inter-
férant pas entre eux et dont la relaxation linéaire se résout grâce à un algorithme de génération
de colonnes. Enfin la Section 3.3 exploite la structure du trafic de concentration et le modèle
d’interférences combinatoire pour accélérer drastiquement le calcul de solutions optimales.
Les travaux présentés dans ce chapitre ont fait l’objet de plusieurs publications avec Christelle
Molle-Caillouet et Cristiana Gomes dont les principales sont [Ri4, Ci22, Ci26, Ci27, Ci31, Cn47].
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3.1 Architecture des réseaux maillés
L’architecture des réseaux radio maillés que nous considérons est représentée dans la Figure
3.1. Les terminaux sont connectés aux routeurs, par exemple via une interface radio dédiée.
Internet backbone
g a t e w a y
g a t e w a y






Fig. 3.1 – Architecture de wmn.
Nous supposons dans la suite que les ressources utili-
sées pour le lien terminal ↔ routeurs sont orthogonales
à celles utilisées pour les liens entre routeurs. Cette iso-
lation des ressources permet de ne considérer le réseau
de communication entre routeurs hors de tout contexte.
Cela s’exprime comme l’hypothèse suivante.
Hypothèse 7 Les liens du wmn n’interfèrent avec au-
cun élément de l’extérieur, en particulier avec les termi-
naux. Le trafic considéré, en émission et en réception,
est l’agrégation de celui des clients de chaque routeur.
On représente alors le wmn par le graphe G = (V,E)
où V est l’ensemble des routeurs, E l’ensemble des liens
radio activables et Vp ⊂ V est l’ensemble des nœuds
passerelle.
On considère par ailleurs une version plus forte de l’hypothèse (1) : le réseau fonctionne
en régime permanent, donc périodique. On peut donc se limiter à optimiser le fonctionnement
du réseau sur une période. Appelons T la longueur d’une telle période. On suppose le temps
découpé en « slots 1 » de durée unitaire. La période du réseau est donc de T slots.
3.1.1 Capacité, flot et notion de temps
On a vu comment écrire une notion de capacité sous forme de flot. Les flots sont des grandeurs
sans dimension a priori, et on peut les doter d’une, des bit/s par exemple, à condition que capacité
des liens et quantité de flot aient la même unité. Dans le cas qui nous intéresse, la difficulté est
de prendre en compte le partage de la ressource radio dans le temps.
La durée des slots étant unitaire, on définit la capacité « nominale » d’un lien e, notée c(e),
comme le nombre de bits pouvant être transmis pendant un slot sur ce lien. La capacité effective
du lien dépend de la façon dont il est activé. Si e est activé x% du temps, sa capacité effective
est x.c(e). Ainsi, la capacité effective de e dans notre réseau périodique sera c(e).#slots e actifT .
De la même manière, la capacité de transport du réseau est
∑
r dr
T où dr est la quantité de
flot envoyée par le routeur r vers les passerelles. Cette fonction n’étant pas linéaire, mais pour
une valeur de T donnée, il suffit de maximiser
∑
r dr. On peut alternativement fixer les dr et
minimiser T .
3.1.2 Modèle "naïf’ et interférences binaires
Supposons que l’on se dote d’un modèle d’interférences binaires représenté sous la forme d’un
graphe des conflits Gc = (E, I) et que l’on note I(e) l’ensemble des liens en concurrence avec e
pour l’accès au médium. A chaque slot, le lien e ne peut être actif que si aucun autre lien de I(e)
ne l’est. Soit a(t, e) la variable binaire qui faut 1 si e est actif au slot t, t ≤ T . La concurrence
d’accès se note alors ∀t ≤ T, ∀e, ∀e′ ∈ I(e), a(t, e) + a(t, e′) ≤ 1. Cette contrainte est similaire
aux contraintes de coloration vues au chapitre précédent. C’est le caractère binaire des variables
1. Une traduction française peu convaincante serait « créneaux ».
20
a qui garantie que l’exclusion mutuelle est respectée.
La capacité effective d’un lien e sur la période T devient alors
∑
t a(t,e).c(e)
T . On peut alors
écrire le programme linéaire en nombres entiers suivant comme le multiflot (sommet-arc) sur le
graphe doté des capacités effectives et qui envoie de chaque routeur r une quantité de flot dr
vers l’ensemble des passerelles.

















fr(v, u), ∀r ∈ V, ∀u ∈ V \{r}
∑
(r,v)∈E
fr(r, v) + dr =
∑
(v,r)∈E






fr(u, v) + yr(u)), ∀r ∈ V, ∀u ∈ Vp
∑
u∈VG
yr(u) = dr, ∀r ∈ V
fr(u, v) ≥ 0, ∀r, u, v ∈ V
yr(u) ≥ 0, ∀r ∈ V, u ∈ Vp
a(t, e) ∈ {0, 1}, ∀t ≤ T, e ∈ V
Sur la base de cette écriture, il est possible d’autres optimisations que la capacité comme
maximiser le flot minimum, ou encore le placement de passerelles. Pour minimiser T une fois les
dr fixés, il faut rajouter des variables binaires comptant le nombre de slots réellement utilisés,
comme pour la coloration [Ri4, Ci31, Cn49]. Cependant, le grand nombre de variables binaires
en jeu et la présence de contraintes proches de celles de coloration rendent la résolution de ce
programme linéaire extrêmement coûteuse à mesure que la taille du réseau augmente. Sur un
ordinateur générique, en utilisant le logiciel de résolution le plus efficace (cplex), le temps de
résolution passe de 1h et 12mn pour une grille carrée à 25 nœuds, à plus de 8h 30mn pour une
grille carrée à 49 nœuds et 5h 45mn pour des graphes aléatoires à 50 nœuds. Au delà, les temps
de calculs sont trop prohibitifs pour être estimés.
3.1.3 Briser les symétries du modèle
Outre les variables binaires, ce modèle présente un grand nombre de symétries qui ralentissent
beaucoup les méthodes de résolution, en particulier les preuves d’optimalité. En effet, on peut
remarquer qu’il n’y a aucune contrainte sur les slots utilisés. Autrement dit, si l’on prend une
solution du programme linéaire 6, toute permutation effectuée sur les slots donne lieu à une
solution certes différentes mais d’exactement même qualité.
De la même manière que pour la coloration de graphe où il importe peu de savoir qui a la
première couleur ou la seconde, l’information pertinente n’est pas quel lien est affecté à tel ou
tel slot. Ce que les équations d’exclusion mutuelle structurent, ce sont des ensembles de liens
qui peuvent être activés simultanément. Il suffit de connaitre les T ensembles utilisés dans la
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solution optimale pour la reconstruire totalement. Cette remarque et une construction similaire
à celle de la coloration par stable permet alors d’obtenir une formulation bien plus efficace à
résoudre.
On définit alors les « ensembles indépendants » comme les ensembles de liens qui peuvent
être actifs simultanément.
Définition 1 (Ensemble indépendant) Un ensemble I ⊆ E de G est appelé un ensemble in-
dépendant si ses liens peuvent être actifs simultanément. L’ensemble des ensembles indépendants
est noté I.
Dans le cas du modèle d’interférences binaires ci-dessus, c’est un ensemble de liens deux à
deux sans interférences : I ⊆ E, ∀e1, e2 ∈ I, e1 /∈ I(e2) and e2 /∈ I(e1). C’est donc un ensemble
indépendant (ou stable) du graphe des conflits, d’où la dénomination 2. Il est cependant possible
de prendre en compte n’importe quel modèle d’interférences. Nous verrons au Chapitre 4 com-
ment prendre en compte un modèle d’interférences fondé sur les équations sinr.
On peut alors considérer une relaxation du problème d’ordonnancement. Comme dans le
problème de coloration, on ne s’intéresse pas à savoir quel ensemble indépendant est utilisé à
chaque slot, mais dans combien de slots chaque ensemble indépendant est utilisé. Étant données
les remarques précédentes, il suffit alors d’affecter arbitrairement autant de slot que nécessaire
à chaque ensemble indépendant pour reconstruire un ordonnancement valide.
La durée effective de la période est le nombre de slots durant lesquels un ensemble indépen-
dant est actif. Si l’on note w(I) le nombre de slots durant lesquels l’ensemble I doit être actif,
on a T =
∑
I∈I w(I). Par ailleurs, un lien est actif à chaque fois qu’un ensemble indépendant





sur une expression non linéaire en fonction des w, mais si l’on considère que T est fixé, cela
n’est plus le cas. Alternativement, on peut fixer les dr. Maximiser la capacité revient donc à
minimiser T =
∑
I∈I w(I). Pour linéariser le problème, on peut résoudre le problème avec des
capacités effective en bit et non plus bit/s : c(e).
∑
I∈I,e∈I w(I). Pour obtenir les véritables ca-
pacités d’une solution, tout diviser par T . Le flot étant un problème linéaire, ces deux approches
sont strictement équivalentes, mais la seconde permet de se rapprocher d’avantage de l’écriture
d’un problème de coloration.
La relaxation de l’ordonnancement s’exprime alors comme une pondération des ensembles
indépendants. Le programme linéaire 7 est la formulation de cette pondération conjointe au
routage, exprimé cette fois dans sa version arc-chemin. Dans la suite P est l’ensemble des chemins
entre les routeurs et les passerelles, Pr est l’ensemble des chemins entre le routeur r et les
passerelles, et f est la fonction de flot








f(P ) 6 c(e).
∑
I∈I, e∈I
w(I), ∀e ∈ E
∑
P∈Pr
f(P ) > dr, ∀r ∈ V
2. Il existe plusieurs dénomination pour ces ensembles. En particulier, dans nos articles cités dans ce chapitre,
nous avons appelé ces ensembles des « rounds ». Dans les articles cités dans le Chapitre 4, les modèles étant plus
complexes, nous avons appelé ces ensembles des « configurations ». Nous utilisons tout au long de ce document
la terminologie d’ensemble indépendant car elle est plus répandue dans la littérature.
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3.2 Dualité et génération de colonnes
La structure du programme 7 combine les deux problèmes évoqués au chapitre précédent. En
effet, si l’on fixe f , on retrouve une couverture des arcs par les ensembles indépendants similaire
au programme linéaire 5, comme une coloration pondérée du graphe des conflits Gc. Si l’on fixe
w, il reste des contraintes de multiflot classique.
Dans la suite, on s’intéresse à la relaxation linéaire du programme 7. La fonction w n’est
plus à valeur dans N mais R et ne représente plus le nombre de slots à affecter mais le temps
pendant lequel il faut activer chaque ensemble.
3.2.1 Eviter l’énumération des variables
Le nombre d’ensembles indépendants et de chemins rend impossible leur énumération com-
plète sur des instances même petites. En revenant à une formulation sommet-arc, le problème
ne se poserait pas avec les chemins. Une autre solution consiste à développer des approches
primal-dual [93, 98], ou à restreindre le flot à des plus courts chemins [84, 95], mais cela ne
permet d’obtenir que des approximations du flot. Par ailleurs, le problème reste entier pour les
ensembles indépendants. Un algorithme d’énumération partielle des ensembles indépendants a
été proposé [89], mais ne permet, là encore, que le calcul de solutions approchées [74].
Dans nos travaux, nous avons fait le choix de résoudre le programme linéaire 7 par des tech-
niques de génération de colonnes. D’autres études ont fait des choix similaires [68, 69, 70, 78].
La génération de colonnes est une des techniques efficaces de résolution de programmes
linéaires de grande taille. Elle est particulièrement utile quand les problèmes admettent une
décomposition dite de « Dantzig-Wolfe » [131, 132], mais nous ne considèrerons pas cet aspect.
L’intuition de la génération de colonnes est que s’il y a un grand nombre de variables (une
« colonne » étant une variable du problème dans sa représentation matricielle), notamment par
rapport au nombre de contraintes, seul une faible proportion d’entre elles seront actives (i.e.
non nulles) dans la solution optimale. A partir de là, l’idée d’une énumération progressive des
variables au cours de la résolution apparaît. Elle se fonde sur le théorème de dualité forte [128] et
le lemme de Farkas [136] qui permettent de déduire les propriétés suivantes entre un programme
linéaire et son dual :
– tout programme linéaire P a un programme dual D qui a une variable par contrainte de
P et une contrainte par variable de P . Si P s’écrit maxx{c.x|A.x ≤ b}, alors D s’écrit
minλ{λ.b|
tA.λ ≥t c} ;
– la valeur objective optimale de P et de D coïncident ;
– toute valuation x∗ des variables de P correspond à une valuation λ∗ des variables duales.
Si x∗ correspond à une solution de P , alors λ∗ n’est pas une solution de D, sauf si x∗ est
une solution optimale de P . Dans ce cas, λ∗ est aussi une solution optimale de D ;
Si l’on a une solution sous-optimale de P , les variables duales associées violent donc au moins
une contrainte de D. Par construction du dual, cette contrainte correspond à une variable de P .
C’est le cœur de la génération de colonnes qui peut se résumer comme l’algorithme 1.
Dans cet algorithme, les lignes (4) et (10) correspondent à des résolutions du programme
linéaire sur un sous-ensemble des variables. Cela signifie en fait que le vecteur x est de dimension
|Io| + i et que sont éliminées de la matrice A les colonnes d’indices {0..n}\Ii. Les résolutions
sont bien plus rapides que celle du programme complet. A chaque itération le programme est
plus grand mais différentes optimisations existent. D’une part les logiciels de résolution les plus
aboutis permettent de prendre le calcul de Si comme base à celui de Si+1 et donc limiter
l’augmentation du temps de calcul à chaque itération. D’autre part, il est possible de retirer des
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Algorithme 1 Génération de colonnes
1: Soit le programme linéaire maxx∈X={(xk),k∈{0..n}}{c.x|Ax ≤ b}
2: Soit I0 ⊂ {0..n} ⊲ Les indices des variables initiales
3: A0 ← A|I0 , c0 ← c|I0 , X0 ← X|I0 ⊲ Projection de A, c et X sur les colonnes de I0
⊲ Le PL restreint doit avoir une solution
4: S0 ← maxx∈X0{c.x|A0x ≤ b} ⊲ Résolution du programme restreint
5: λ0 ← variables duales de S0 ⊲ Récupération des variables duales
6: i← 0
7: Tant que ∃ C, contrainte violée par λi faire ⊲ Si C existe, Si n’est pas optimale
8: ζ ← indice de la variable de P correspondante à C
9: Ii+1 ← Ii ∪ {ζ}, Ai+1 ← A|Ii+1 , ci+1 ← c|Ii+1 , Xi+1 ← X|Ii+1 ⊲ xζ est ajoutée
10: Si+1 ← maxx∈Xi+1{c.x|Ai+Ax ≤ b} ⊲ Résolution avec la nouvelle variable
11: λi+1 ← variables duales de Si+1, i← i+ 1 ⊲ Boucle
12: Renvoyer Si ⊲ S’il n’y a plus de contrainte duale violée, la solution est optimale
variables considérées si elles ne sont pas utiles dans plusieurs solutions partielles successives. Cela
accélère beaucoup la résolution à chaque itération en gardant un nombre de variables considérées
restreint mais fait prendre le risque de boucler indéfiniment si la stratégie d’élimination est mal
conçue. Nous n’utilisons pas ce raffinement ici.
La principale difficulté de la génération de colonnes se situe aux lignes (7) à (9) : l’identifica-
tion d’une contrainte violée par les variables duales et la construction de la nouvelle variable. La
génération d’une nouvelle colonne est aussi appelé « pricing » car identifier une contrainte violée
du dual correspond à identifier une variable de coût réduit négatif. Si le nombre de variables
du problème est très grand, il faut espérer avoir un algorithme de pricing ne nécessitant pas
l’énumération de toutes les variables ou, de manière équivalente, les contraintes duales. Si le
cadre global de la génération de colonnes est systématique, c’est à cet endroit là que rentre en
jeu la compréhension combinatoire du problème optimisé.
3.2.2 Interprétation combinatoire du dual
Le programme linéaire 7 s’écrit avec deux ensembles de variables, une par chemin et une par
ensemble indépendant, et deux ensembles de contraintes, celles de flot et celles de capacité. Il y a
donc deux ensembles de variables duales, λ : E → R et µ : V → R, et deux types de contraintes
duales, indexées par les chemins et les ensembles indépendants. Dans la suite O(P ) est l’origine
d’un chemin P . Le dual du problème de routage de pondération des ensembles indépendants
s’écrit comme le programme linéaire 8.








λ(e) > µ (O(P )) , ∀P ∈ P
∑
e∈I
λ(e).c(e) 6 1, ∀I ∈ I
Le pricing consiste, pour une affectation des variables λ et µ donnée, de déterminer s’il existe
une contrainte violée. Comme il y a deux types de contraintes, il y a deux problèmes de pricing.
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On peut remarquer que le premier type de contraintes s’interprète comme une borne mini-
male sur le poids des chemins avec la pondération des arcs λ. Par ailleurs, le membre de droite
ne dépend que de l’origine du chemin. Ces équations peuvent donc se lire comme « pour tout
routeur r, le poids du plus court chemin doit être supérieur à µ(r) ». Ainsi, un cal-
cul de plus court chemin par nœud suffit à déterminer si une contrainte est violée et, le cas
échéant, à générer une nouvelle colonne du primal.
De la même manière, le deuxième type de contraintes duales s’interprète comme « le poids
de tout ensemble indépendant doit être inférieur à 1 », en considérant la pondération
des arcs λ.c. Le pricing consiste donc à calculer l’ensemble indépendant de poids maximum.
Si la partie du pricing relative aux chemins peut se calculer de manière efficace, il n’en est a
priori pas de même pour le calcul de l’ensemble indépendant de poids maximum : si les ensembles
indépendants ont la structure de stables d’un graphe et que la pondération est quelconque, le
calcul du stable de poids maximum d’un graphe pondéré est NP-difficile et non-approximable
à moins de |V |1/2−ǫ, ∀ǫ > 0 [119]. Cela dit, ça n’est pas une surprise, le cœur du problème
d’ordonnancement est similaire à un problème de coloration. La complexité de résolution du
pricing est à l’aune de la difficulté d’énumérer tous les ensembles indépendants. Nous verrons
cependant que, la pondération étant proportionnelle aux variables duales, elle a une structure
particulière. Si on ne sait ni la caractériser complètement ni l’exploiter algorithmiquement, la
conséquence est que la résolution du pricing est bien plus rapide qu’attendu.
3.2.3 Calculs d’ensembles indépendants
Dans le cas particulier du modèle d’interférences binaires introduit en Section 3.1.2, le calcul
de l’ensemble indépendant de poids maximum est exactement celui d’un stable. Il s’écrit comme
le programme linaire 9. On y retrouve l’expression de l’exclusion mutuelle qui était masquée
par l’énumération des ensembles indépendants. On se dote donc d’une variable binaire par arc,
z(e) valant 1 si l’arc e est utilisé, 0 sinon. Notez que dans ce programme linéaire, les λ sont des
paramètres dont la valeur est issue du calcul du programme linéaire 7.





t.q. z(e) + z(e′) 6 1, ∀e ∈ E, e′ ∈ I(e).
La différence notable avec le programme linéaire 6 est que le pricing ne se fait que lorsque le
processus de génération de colonnes a besoin de construire un nouvel ensemble indépendant.
En d’autres termes, le cœur de la complexité de résolution se retrouve isolé dans le pricing, est
# nœuds Temps de calcul
ILP 6 GC
10 4"3 0.4"
20 1’ 27.5" 1"1
30 11’53" 6"7
50 5 :40’20" 8"5
70 . . . 1’14"
100 . . . 7’29"
Table 3.1 – Calcul : ILP 6 vs GC
peu calculé, et est guidé par les variables duales. C’est la
raison principale de l’efficacité de la méthode qui s’illustre
dans le tableau 3.1. Les instances dont les temps de calculs
sont reportés dans ce tableau sont des graphes aléatoires
issus de processus de Poisson dans des zones rectangulaires,
comme celui de la Figure 3.2. Le temps de résolution de
la formulation naïve explose avec la taille des graphes et
devient prohibitif là où la génération de colonnes ne prend
que quelques secondes. Il faut se souvenir que cette dernière
calcule la relaxation linéaire du problème original.
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Fig. 3.2 – Instance de wmn aléatoire à 50 nœuds et 4 passerelles.
Au delà de 50 nœuds, il n’est plus possible d’obtenir la solution du programme linéaire 6, noté
ILP 6 dans le tableau car c’est bien un programme linéaire en nombres entiers, en temps raison-
nable, alors que la génération de colonnes prend quelques minutes.
Il est raisonnable d’envisager utiliser en partie le gain en temps de calcul constaté pour
utiliser d’un modèle d’interférences plus proche de la réalité, et donc plus coûteux à calculer. Le
modèle d’interférences est exactement ce qu’expriment les contraintes du problème de pricing.
Pour prendre en compte, par exemple, le modèle d’interférences sinr, il suffit de remplacer le
programme 9 par le programme suivant. On suppose que tous les nœuds émettent avec la même
puissance Pe et utilisent le même schéma de codage et de modulation de seuil σ. Le graphe G =
(V,E) est obtenu comme expliqué au Chapitre 2, Section 2.3 : E = {(u, v) | SNR(u, v) > σ}.
Les variables binaires z indiquant si un lien est dans l’ensemble indépendant restent nécessaires.









−(1− z(r, v))σ|V |Pe, ∀(r, v) ∈ E
∑
v∈Γ(r)
z(r, v) 6 1, ∀r ∈ V
Les équations d’exclusion mutuelle sont remplacées par les équations sinr modifiées comme
suit. La seconde partie des équations sinr permet de s’assurer que la contrainte est respectée
dès lors que z(e) = 0 en retranchant au deuxième membre une constante suffisamment grande.
Si z(e) = 1 alors cette constante est multipliée par 0 et on retrouve l’équation sinr classique
pour tous les liens actifs. Les deuxièmes équations s’assurent que chaque routeur n’active qu’un
lien incident à la fois, ce qui n’est pas interdit par l’équation sinr si σ < 1.
Cette formulation plus complexe est plus difficile à résoudre. A titre d’exemple, là où la
résolution du problème avec le modèle d’interférences binaires prenait en moyenne 8,5s sur un
graphe aléatoire à 50 nœuds, la résolution avec le modèle sinr prend 9,5s sur la grille carrée à
49 nœuds et 38,8s sur un graphe aléatoire à 50 nœuds. La différence de résolution entre la grille
et le graphe aléatoire est dû au nombre de liens, bien plus faible dans la grille, et à la structure
même de la grille sur laquelle le modèle binaire est assez proche du modèle sinr.
L’accélération drastique de la résolution du problème de routage et ordonnancement d’en-
sembles indépendants a été rendue possible par la compréhension de la structure combinatoire
du problème et de ses variables. Étudier les résultats obtenus permet d’aller encore plus loin.
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3.3 Exploiter le trafic convergent des réseaux d’accès
Les instances de wmn que nous étudions supportent un trafic convergent. Le trafic circule
des routeurs vers les passerelles. Il pourrait aussi circuler des passerelles vers les routeurs, voire
les deux, cela ne changerait pas fondamentalement les résultats [Ri2]. Dans tous les cas cette





























Fig. 3.3 – Capacité vs taille du réseau
La Figure 3.3 montre l’évolution de la capacité
de chaque flot avec le nombre de nœuds du réseau
pour plusieurs densités de passerelles. On y trouve
une décroissance en 1|V | qui s’explique par un effet
d’engorgement des trafics autour des passerelles.
En effet, la capacité d’une passerelle est limitée par
la capacité nominale du lien radio puisque ses liens
incidents sont en concurrence pour l’accès au mé-
dium. Ce phénomène a été mis en évidence dans
d’autres contextes similaires [Ci20, Ci30, 73, 77].
On s’attend alors à une augmentation linéaire
de la capacité de chaque flot avec le nombre de
passerelles. La Figure 3.4(a) représente le gain
de l’augmentation du nombre de passerelles et
confirme presque cette attente. Tant que la densité
de passerelles, placées aléatoirement, reste faible, il y a effectivement un gain égal au nombre de
passerelles. Mais à mesure que la densité augmente, le gain augmente plus lentement. L’intuition
est que deux passerelles trop proches l’une de l’autre se gênent du fait des interférences.
Nombre de gateways




















20 noeuds 30 noeuds 50 noeuds 60 noeuds 70 noeuds
(a) Capacité vs # passerelles.
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Grille 7x7 Grille 6x6 Grille 6x5 Grille 5x5
(b) Capacité vs distance entre 2 passerelles.
Fig. 3.4 – Capacité et passerelles
La Figure 3.4(b) illustre ce phénomène sur l’évolution de la capacité par flot avec la distance
entre deux passerelles sur des réseaux en grille carrée régulière. Au fur et à mesure que les
passerelles s’éloignent, la capacité augmentent jusqu’à atteindre un plateau autour de 3 à 4 fois
la distance entre les nœuds. Lorsqu’elles continuent à s’éloigner, la capacité redescend. Ces deux
phénomènes sont bien dûs aux interférences. Il y a une zone autour de chaque passerelle dans
laquelle les interférences sont telles qu’un seul lien peut être actif à la fois. À la frontière de cette
zone, plusieurs liens sont incidents à la zone, qui ne peuvent être actif qu’en même temps qu’un
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lien antipodal de la zone. Pour obtenir une capacité maximale, il faut qu’à chaque instant, un
lien de cette zone soit actif et que les liens incidents soient activés de sortes à ce que le débit
entrant la zone soit égal à la capacité.
Le premier phénomène, lorsque les passerelles sont proches, est dû à la superposition de leurs
zones respectives. La partie commune ne permet plus d’apporter du trafic à l’une ou l’autre des
passerelles et de la capacité est perdue. En pratique, lorsque les deux passerelles sont très proches,
elles fonctionnent presque comme s’il y en avait qu’une.
L’autre phénomène est dû à un effet de bord de la grille. A mesure que les passerelles
s’éloignent, elles approchent nécessairement du bord de la grille. Quand la zone d’une passerelle
touche le bord, le nombre de liens incidents à la zone diminue et il n’est plus possible d’y ap-
porter suffisamment de trafic.
Cet effet de la concentration de trafic se traduit dans l’optimisation par un temps de calcul
plus faible qu’attendu pour le calcul des ensembles indépendants. La raison vient de la nature
de la pondération des liens induit par les variables duales. En effet, une variable duale est non
nulle uniquement si la contrainte correspondante est « serrée » dans la solution, c’est à dire s’il
y a égalité entre les deux membres de l’inéquation. En particulier, les variables λ sont non nulles
uniquement sur les liens dont la capacité est atteinte par le flot. Intuitivement, plus λ(e) est
élevé, plus il y a besoin de rajouter de la capacité sur le lien e pour améliorer la solution. Le
poids de e incite alors à ce qu’il appartienne à l’ensemble indépendant calculé par le pricing.
Or, dans le cas d’un trafic convergent, le phénomène de goulot d’étranglement fait que le besoin
de capacité est important autour des passerelles et plus faible loin, où les flots sont répartis sur
différents liens. Il y a donc de fortes chances pour que les λ ne soient positifs qu’autour des
passerelles et nuls à partir d’une certaine distance.
3.3.2 Oublier le routage pour aller plus vite
Si on fixe la pondération des ensembles indépendants, le routage est un multiflot des routeurs
vers l’ensemble des passerelles. Comme tous les flots convergent vers les mêmes destinations
indistinctement, on peut reformuler ce multiflot comme un problème de flot simple dans un
graphe associé, G′, illustré en Figure 3.5(a). De cette manière, on peut utiliser le théorème flot
max/coupe min (cf Chapitre 2) et remplacer le flot par un problème de couverture par les coupes.
Dans la suite on note S une coupe et S son complémentaire. La capacité de S est la somme des
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(b) Une coupe isolant les passerelles.
Fig. 3.5 – Graphe associé et coupe
Cette transformation et sa preuve d’équivalence reposent principalement sur des réécritures
techniques. Les détails de cette transformation ont été publiés [Ri4]. Le fait important de cette
transformation est que les contraintes du programme linéaire 7 sont respectées si et seulement




r∈S dr. Une telle coupe est illustrée sur la Figure 3.5(b). On note S ⊂ 2
V l’ensemble des
coupes de G isolant les passerelles.
La capacité effective d’un lien e est c(e) =
∑





I∋ew(I). Pour simplifier, on note δ(I, S) =
∣
∣R ∩ (S, S)
∣
∣ le nombre de
liens d’un ensemble indépendant I appartenant à la frontière de la coupe S. De la sorte,
w(S) =
∑
I∈I δ(I, S).w(I). On peut dès lors écrire le problème de couverture par des coupes
et pondération d’ensembles indépendants, équivalent au problème de routage et pondération
d’ensembles indépendants, comme le programme linéaire 11.








δ(S, I) > dS , ∀S ∈ S
L’intérêt de cette formulation ne saute pas aux yeux. Il y a non seulement un nombre expo-
nentiel de variables comme avant, mais en plus un nombre exponentiel de contraintes. Il faut par
ailleurs reconstruire le routage une fois la solution optimale obtenue. Ceci dit, cette reconstruc-
tion n’est qu’un calcul de simple flot dans le graphe G′ une fois les capacités obtenues. Reste à
calculer une solution optimale. Pour cela, il faut développer une méthode combinant génération
de colonnes comme vu précédemment et génération de ligne. Cela mène à l’algorithme primal-
dual 2. Le principe consiste à alterner phases de génération de colonnes et phases de génération
de lignes, jusqu’à obtention de la solution optimale.
Algorithme 2 Calcul Primal-Dual de la formulation en coupes.
S ← {S0 = Vr}, I ← {{e}, ∀e ∈ E} - Résoudre LP 11
Inew ← Ensemble Indépendant violant une contrainte duale
Snew ← Coupe violée :{S, s.t. dS >
∑
I∈I δ(I, S)w(I)}
Tant que (Inew 6= ∅) || (Snew 6= ∅) faire
Tant que (Inew 6= ∅) faire
I ← I ∪ {Inew} - Résoudre LP 11 - Inew ← Nouvel ensemble indépendant
Snew ← Coupes violées
Tant que (Snew 6= ∅) faire
S ← S ∪ {Snew} - Résoudre LP 11 - Snew ← Coupe violée
Inew ← Nouvel ensemble indépendant
La solution est optimale.
# noeuds


























Fig. 3.6 – # Ens. Ind. générés.
La génération d’une nouvelle colonne est exactement la
même que pour la formulation en flot, le problème d’en-
semble indépendant de coût maximum. La génération d’une
nouvelle ligne est ici un problème de coupe minimum qui
peut se résoudre par de nombreux algorithmes de la lit-
térature ou par un programme linéaire. L’algorithme 2 ré-
sout le programme linéaire 11 efficacement. Sur des ins-
tances utilisant le modèle d’interférences binaires, les temps
de calcul sont similaires à ceux de la formulation en
flot.
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Il y a tout de même un gain, illustré par la Figure 3.6 : les itérations génèrent un plus petit
nombre d’ensembles indépendants, ce qui laisse espérer un gain plus important avec des modèles
d’interférences plus coûteux à calculer comme le modèle sinr.
On remarque par ailleurs que la complexité de calcul des ensembles indépendants croît sous-
linéairement avec le nombre de routeurs, mais linéairement avec le nombre de passerelles (cf
tableau 3.2). Cela rejoint les remarques faites en Section 3.3.1 sur l’existence d’un goulot d’en-
gorgement et la concentration des variables duales autour des passerelles. La formulation en
coupes permet d’illustrer ce phénomène. La Figure 3.7 montre les coupes calculées sur une grille
régulière avec le modèle d’interférences sinr. Elles sont peu nombreuses et dessinent les goulots
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Fig. 3.7 – Coupes actives
Cela permet d’envisager une accélération supplémentaire de la résolution. En limitant le cal-
cul des coupes aux liens situés à proximité des passerelles, à la fois le calcul de coupes, le calcul
des ensembles indépendants et le nombre d’itérations diminuent. Si la distance à laquelle on se
limite est trop faible, on obtiendra bien sûr une approximation de la solution optimale.
La Figure 3.8(a) montre l’évolution de l’approximation obtenue en fonction de la distance
aux passerelles considérée sur différentes grilles régulières. Dès lors que l’on considère les liens
jusqu’à quatre sauts des passerelles, on obtient la solution optimale. La Figure 3.8(b) montre le
pourcentage de solutions optimales obtenues en fonction de la distance sur des instances aléa-
toires. Quasiment toutes les solutions sont déjà optimales à 3 sauts et celles qui ne le sont pas
sont des réseaux ayant un grand nombre de nœuds mais une faible connectivité autour des pas-
serelles. Les instances étant optimales avec k = 1 ont une grande densité de passerelles.
L’avantage de cette accélération est que le temps de calcul est désormais indépendant du
nombre de nœuds dans le réseau. Seuls comptent le nombre de passerelles et la densité du réseau
autour d’elles. Ainsi, on peut résoudre des instances de taille arbitraires (cf tableau 3.2).
Malheureusement, on ne peut pas déduire une valeur de k valable en général. En effet, si
la topologie du graphe présente un goulot d’étranglement ailleurs qu’autour d’une passerelle,
notamment du fait d’une faible connectivité locale, il y aura des coupes critiques autour de
cette zone. Par ailleurs, cette optimisation suppose implicitement que tous les liens ont la même
capacité nominale. Si des liens hors des zones d’engorgement peuvent avoir des capacités plus
faible, des coupes critiques peuvent là aussi apparaître.
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(a) Approximation en fonction de la taille k de la
zone considérée.
k














(b) Proportion des instances atteignant l’optimal en
considérant une zone de taille k.
Fig. 3.8 – Calcul du LP 11 en se limitant à la zone d’engorgement.
3.4 Conclusion
Ce chapitre était consacré à la formalisation de l’optimisation de la capacité dans les réseaux
radio maillés. Une modélisation naïve, décrivant le fonctionnement du système de manière élé-
mentaire est à la fois limité de par son expressivité, seuls les modèles d’interférences binaires
peuvent être pris en compte, et par son temps de résolution prohibitif du fait d’un trop grand
nombre de variables binaires.
La compréhension de la structure combinatoire du problème permet d’obtenir une formula-
tion plus sophistiquée pour une relaxation du problème. On reporte alors la difficulté de prendre
en compte des interférences radio dans l’énumération d’un grand nombre de variables. Grâce à la
technique de génération de colonnes, fondées sur des résultats profonds de dualité, la résolution
de cette formulation est plusieurs ordres de grandeur plus rapide.
Enfin, l’étude des solutions optimales amène à une accélération supplémentaire utilisant le
lien entre flot et coupes. Ce faisant on peut résoudre de manière approchée des instances de taille
quelconque, en obtenant toutefois très fréquemment l’optimal. La synthèse des performances des
différentes formulations est présentée dans le tableau 3.2.
Ces formulations sont limitées à l’hypothèse d’une couche physique mono-canal avec un
multiplexage en temps par slots, des puissances d’émission et des capacités nominales fixes,
voire uniformes. Pour aller plus loin, il faut modéliser des couches physiques plus complexes et
la modulation de puissance des nœuds. C’est l’objet du Chapitre suivant où nous prenons en
compte une couche physique temps-fréquence ofdma similaire à celle de lte.
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Topologie # nœuds # passerelles ILP 6 LP 7 LP 11 LP 11
flot coupes tronqué
grille 5× 5 1 1′12” 2”1 2”7 0”4
grille 7× 7 1 8 : 37′ 9”5 3”2 0”6
aléatoire 50 1 5 : 40′ 38”7 49”4 2”7
aléatoire 100 1 . . . 7′29” 2′47” 8”5
aléatoire 100 9 . . . 2 : 5′ 35” 10′20”
grille 15× 15 1 . . . 56”2 2′11” 2”
grille 15× 15 4 . . . 5′16 7′3” 2”3




– – – mn/passerelle
Table 3.2 – Temps de calcul des différentes formulations présentées
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Chapitre 4
Contrôle de puissance et de débit :
compromis capacité-énergie
Le développement des infrastructures de réseaux radio rencontre plusieurs débats particuliè-
rement prégnants dans la société. Le renchérissement de l’énergie et les problématiques d’em-
preinte écologique exigent que la consommation énergétique des réseaux radio soit parmi les
critères d’optimisation les plus importants. D’autant plus que les réseaux de télécommunications
ont une part significative dans la consommation énergétique d’un pays, de l’ordre de quelques
pour-cents, et 60 à 80% de celle-ci vient de l’accès radio [75]. Les inquiétudes, dont nous n’in-
terrogerons pas la légitimité ici, quant à l’impact des ondes employées en télécommunication
sur la santé publique poussent par ailleurs à s’intéresser aux niveaux de puissance émis par les
différents éléments du réseau.
D’un autre côté, l’évolution de nos usages, la démocratisation de l’accès à l’Internet mobile
et l’émergence des villes numériques et intelligentes, font augmenter les besoins en capacité
bien plus rapidement pour les réseaux radio que les technologies filaires [60]. En particulier,
les technologies déployées actuellement ne suffisent pas à absorber la croissance prévue de la
demande de trafic sans une densification drastique du réseau.
La concomitance de ces deux exigences, à première vue contradictoires, motivent l’étude des
compromis entre la capacité et la consommation énergétique des réseaux. Ce chapitre s’inté-
resse aux méthodes que nous avons déployées pour introduire les problématiques de puissance
et d’énergie dans nos modèles et calculer des « fronts de Pareto » entre ces deux critères.
La modélisation des systèmes avec contrôle de puissance et de débit, via les schémas de
codage et de modulation, n’est pas naturelle en optimisation du fait de la non-linéarité des
équations qui les régissent, telle la relation de Shannon (cf Figure 2.1). La Section 4.1 discute
des hypothèses classiques sur les liens entre consommation énergétique, puissance d’émission des
nœuds et capacité. La Section 4.2 applique ces modèles aux calculs d’ensembles indépendants
pour les réseaux lte avec contrôle de puissance et de débit pour y étudier le compromis entre
capacité et énergie. Enfin la Section 4.3 interroge l’utilité de ces modèles, les résultats obtenus
et les limites de cette approche.
4.1 Energie, puissance et capacité
L’étude des systèmes à puissance et débit fixes a permis d’identifier et comprendre plusieurs
phénomènes fondamentaux. Certains sont des enjeux liés aux communications radio et à la
modélisation des interférences. D’autres, comme l’importance des goulots d’étranglement, sont
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plus spécifiques aux réseaux de collecte. Il y a enfin les problématiques d’optimisation issues de
l’exploitation de la structure combinatoire des réseaux.
Néanmoins, à moins de se limiter à des technologies très rudimentaires, cette hypothèse de
puissance et débit fixes est extrêmement restrictive. Même sur des systèmes n’ayant pas de
mécanisme d’adaptation de la puissance d’émission, il y a, en général, plusieurs schémas de
codage et de modulation à disposition pour s’adapter aux conditions du canal. Il en suit une
répartition de la ressource radio différenciée selon les situations, la satisfaction d’une même
demande utilisant plus de ressources dans des conditions dégradées que dans des conditions
optimales. Le contrôle de puissance est un facteur de diversité supplémentaire qui, du fait des
interférences, joue grandement sur la réutilisation spatiale.
Les performances d’un système à puissance fixe, plus contraint, sont nécessairement une
borne inférieure (en qualité) à celles obtenues avec contrôle de puissance et de modulation. Il
n’y a cependant pas de règle simple pour étendre les résultats d’une situation à l’autre. En effet,
la diversité introduite dans les niveaux de puissances et les seuils sinr modifie grandement la
structure des ensembles indépendants et, avec eux, des solutions optimales.
Il est donc nécessaire d’introduire les notions de puissance d’émission variable et de sélection
des schémas de codage et de modulation dans les modèles d’optimisation. L’objectif de cette
section n’est pas de fournir le modèle le plus détaillé possible de la consommation énergétique
d’un nœud radio. Il s’agit plutôt d’identifier les relations utiles au calcul des compromis capacité-
énergie d’un réseau et d’exploiter leurs propriétés pour permettre des calculs efficaces et ce malgré
leur caractère non-linéaire, voire discret.
4.1.1 Modèle d’énergie et puissance d’émission
L’établissement, et le choix, d’un modèle d’énergie est une tâche complexe. Tout dépend du
niveau de finesse requis et surtout des paramètres sur lesquels on désire pouvoir jouer. On l’a vu
Fig. 4.1 – Consommation d’un WSN430
précédemment, la charge d’un nœud ou d’un lien est une
notion que les outils d’optimisation savent bien manipu-
ler. Malheureusement, la dépendance de la consomma-
tion énergétique d’un nœud à sa charge n’est pas simple
et dépend fortement de la technologie en œuvre.
Par exemple il est communément admis que la
consommation d’un capteur ne dépend que marginale-
ment de son activité réseau. Il dépense, pour une puis-
sance d’émission donnée, le même ordre de grandeur
d’énergie en émission, réception ou écoute active, et qua-
siment rien en veille [85], comme l’illustre la Figure 4.1
pour un WSN430. De ce fait, la consommation d’un nœud ne va pas dépendre que de sa charge
mais aussi de paramètres plus complexes comme le temps que la couche MAC lui fait passer à
écouter le canal et l’ordonnancement d’activité et de mise en veille (duty cycle).
Le cas des stations de base d’un réseau cellulaires est différent. Selon la taille du système
(macro, micro ou femto cellule), les profils d’énergie varient mais partagent une similitude : on
peut approximer la relation entre la puissance d’émission du nœud et sa consommation d’énergie
par une fonction affine [62], comme illustré en Figure 4.2 pour une macro-cellule tri-sectorielle
et une micro-cellule LTE 1.
1. Les deux courbes correspondent à des systèmes LTE fonctionnant sur une bande passante de 10MHz avec
un système MIMO 2x2.
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Fig. 4.2 – Energie vs puissance : Macro tri-sectorielle LTE - Micro-cellule
Si l’on suppose que tous les équipements et les liens sont constamment en fonctionnement,
la consommation correspondant à la partie constante de la fonction affine peut être assimilée
Fig. 4.3 – Coûts en énergie - eNodeB
à un coût fixe et inévitable que l’on peut « oublier ». Ce
coût fixe correspond en effet à des fonctionnalités du nœud
indépendantes, ou à la marge, de son activité réseau : ali-
mentation des circuits électroniques, des amplificateurs de
puissance, éventuellement du refroidissement du nœud, etc.
Cette répartition est illustrée en Figure 4.3.
Dans la suite, nous considérons donc des réseaux res-
pectant l’hypothèse 8, c’est à dire dont les nœuds ont l’en-
semble de leurs fonctionnalités constamment opérationnelles.
La portée de cette hypothèse et les limites qu’elle impose se-
ront discutées dans le Chapitre 5.
Hypothèse 8 L’ensemble des nœuds du réseau fonctionnent en permanence. Sans perte de gé-
néralité on suppose des coûts fixes nuls. La consommation énergétique d’un nœud u vaut donc
– 0 s’il ne fait rien ;
– Pr(u) quand il reçoit ;
– a(u).Pe(u) quand il émet avec la puissance Pe(u).
La relation entre puissance d’émission et consommation énergétique étant modélisée, il reste
à faire le lien avec la charge des nœuds, ou du moins la capacité des liens.
4.1.2 Puissance et capacité en l’absence d’interférence.
En Section 2.3, la relation entre le rapport signal à bruit au récepteur, snr, et les capa-
cités théoriques et pratiques d’un lien radio a été présentée et illustrée par la Figure 2.1. En
particulier, pour chaque technologie, un ensemble de schémas de codage et de modulation est
défini. Chaque schéma a un seuil de snr au delà duquel le taux d’erreur est suffisamment faible
pour que le codage permette d’assurer que la transmission est réussie au débit donné par la
modulation.
Considérons ici des liens points à points. Ils sont donc réalisés par des antennes directives,
le système a un gain fixe et on suppose le bruit au destinataire constant. En inversant la courbe
de la Figure 2.1, on peut calculer, pour un lien donné, l’ensemble des puissances d’émission
nécessaires à l’obtention d’une capacité donnée, comme illustré en Figure 4.4(a). Ainsi, dans
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(a) Puissance et capacité de lien (b) Représentation multiarc d’un lien à 168Mb/s
Fig. 4.4 – Modèle de capacité discret
cet exemple, si l’on veut un débit compris entre 140 et 168Mb/s, il faudra utiliser le schéma
64-qam qui fournit 168Mb/s et donc émettre à 20mW . De ce fait, se contraindre à n’utiliser que
150Mb/s serait inefficace puisque le schéma correspondant fournit de toutes façons 168Mb/s.
De la même manière, transmettre avec une puissance entre 20 et 40mW ne fait que gâcher de
l’énergie puisque la capacité du lien ne changera pas, sauf à passer le seuil de la modulation
suivante.
Ainsi, on peut se limiter à un ensemble discret de configurations du lien, les couples (capacité,
puissance) définis par les schémas de modulation et les puissances minimales nécessaires à leur
activation. Un tel lien point à point peut se modéliser par un multi-arc d’un graphe, chaque arc
représentant une configuration, comme illustré par la Figure 4.4(b).
Calculer le routage dans un réseau de tels liens de sorte à minimiser la consommation éner-
gétique totale peut être vu comme un cas particulier de multiflot de coût minimum. Dans notre
cas, les fonctions de coût des liens sont en escalier et croissantes. Il faut choisir une capacité
et « payer » la puissance d’émission correspondante pour chaque lien, ce qui revient à choisir
un de ses multi-arcs. S’il y a M configurations disponibles, cela s’exprime avec un ensemble de
M variables binaires ymuv pour chaque arc (u, v) qui valent 1 si la configuration m est utilisée
avec la capacité cmu,v et la puissance P
m







faut rajouter contrainte d’exclusion mutuelle qui exprime le fait qu’un lien ne peut avoir qu’une




u,v ≤ 1. Ces contraintes s’ajoutent à une formulation classique










Une telle formulation a un grand nombre de variables binaires et surtout d’équations d’ex-
clusions mutuelles que l’on a vu, dans le cas de la coloration, être la cause de très mauvaises
performances de calcul. La communauté de recherche opérationnelle s’est d’ailleurs assez peu
penchée sur la résolution des multiflots à fonction de coût en espalier. Une relaxation du pro-
blème combinant génération de colonnes et de contraintes a été proposée pour générer des bores
inférieures [123]. Une autre approche a été de tenter un encadrement des fonctions de coût par
des fonctions convexes [106], mais les performances sont assez mauvaises dans le cas général.
Dans le cas qui nous intéresse, pourtant, la convexification est une technique efficace si on
s’appuie sur la structure de coût des liens radio.
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(a) Fonction de coût linéaire par morceau et convexe (b) Représentation incrémentale d’un lien à
112Mb/s
Fig. 4.5 – Modèle de capacité incrémental
4.1.3 Exploiter la convexité du coût énergétique de la capacité
Les fonctions de coût en escalier qui modélisent la puissance nécessaire à l’établissement d’un
lien radio ont une structure convexe. En effet passer d’un palier au suivant implique un surcoût
en puissance croissant alors que le gain en capacité décroît puis est stable. Passer du schéma
qpsk à 16-quam représente un gain de 56Mb/s pour un coût supplémentaire de 3.32mW .
Passer de 16-quam à 32-quam « rapporte » 28Mb/s supplémentaires mais coûte 6, 9mW .
La première conséquence de cette structure est que le multiflot va avoir tendance à répartir
le trafic pour éviter d’avoir à utiliser des schémas de codage et modulation trop élevé. Cette
tendance là n’est pas prise en compte dans les équations d’exclusion mutuelle précédentes, d’où
une certaine inefficacité de la formulation. Il est bien plus cohérent d’utiliser une formulation
incrémentale de l’utilisation des liens comme représenté en Figure 4.5(b).
Dans cette représentation, chaque multi-arc a comme capacité le gain par rapport au schéma
précédent et comme coût le surcoût en énergie. Le surcoût étant croissant avec la capacité des
schémas, le multi-arc correspondant à qpsk sera utilisé de préférence à celui correspondant au
passage à 16-quam, lui même étant préféré au suivant, etc. On peut donc éliminer les équations
d’exclusion mutuelle et laisser la structure de coût guider la résolution du programme.
La deuxième conséquence, c’est que l’on peut relaxer efficacement le problème en linéarisant
la fonction de coût en escalier en une fonction linéaire par morceau représentée en Figure 4.5(a).
Chaque segment de la fonction représente le passage d’un schéma au suivant et a une pente,
indiquée sur la courbe, égale au ratio du surcoût en puissance au gain en capacité. La pente
du segment entre qpsk et 16-quam est de 0.059 = 3.32mW56Mb/s . Ainsi le coût d’un lien à 112Mb/s
est de (56− 0)× 0.016 + (112− 56)× 0.059 = 4.2mW comme indiqué par la Figure 4.4(a). La
formulation des capacités des liens est alors débarrassée de toute variable binaire.
Pour chaque lien (u, v), on note δmP (u, v) la pente de la fonction de coût sur le segment
représentant le passage au schéma m. La variable xmuv indique la quantité de capacité utilisée
entre cm−1uv et c
m






uv . La capacité du lien (u, v) s’exprime alors













C’est la structure des δP (u, v) qui assure que les variables xmuv se comportent correctement
et non plus des variables d’exclusion. Le problème est néanmoins relaxé car il est possible de
définir une capacité intermédiaire entre deux liens et, pour obtenir une solution au problème ini-
tial, il faut arrondir la solution. Nous n’irons pas, ici, dans le détails des méthodes heuristiques
pour calculer ces arrondis, elles sont présentées dans la thèse de Napoleão Nepomuceno [66]. Les
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(a) Grille 5× 5 (b) Grille 10× 10
Fig. 4.6 – Power utilization as a function of the traffic volume.
résultats de simulation sur des cas simples montrent que la relaxation linéaire présentée ici est
très performante. La Figure 4.6 montre les résultats obtenus sur des réseaux en grille, l’une de 25
nœuds, l’autre de 100 nœuds. Ces instances sont très uniformes, mais en l’absence d’interférence,
la régularité du réseau a peu d’impact. Ce sont surtout des réseaux peu denses.
Un trafic aléatoire est routé sur ce réseau puis multiplié progressivement pour exiger plus de
capacité. Le résultat en lui même est intuitif, la consommation globale d’énergie croit exponen-
tiellement de la même manière que la fonction de coût pour chaque lien. Deux faits intéressant
apparaissent sur ces courbes.
D’une part, la formulation entière n’arrive pas à calculer de solution sur le réseau à 100
nœuds dès que le trafic augmente un peu, c’est à dire dès qu’il faut utiliser des schémas de
codage et de modulation autre que qpsk. Sans pouvoir exploiter la convexité de la fonction de
coût, dès que de choix sont nécessaires la combinatoire du problème explose.
D’autre part, l’écart entre le résultat de la relaxation linéaire et les solutions réalisables opti-
males ou heuristiques est minime. Il diminue même en proportion du résultat. Cela montre que
la linéarisation de la fonction de coût discrète produit une relaxation très efficace. En particulier,
du fait de la convexité sous-jacente et des ruptures de pente sur la courbe de coût aux points
intégraux, l’écart d’intégralité est marginal.
4.2 Lien point à multipoint et compromis capacité-énergie
Dans le problème précédent, les liens étaient point à point, c’est à dire complètement indé-
pendants les uns des autres. Dans cette situation, il n’y a pas de compromis à faire, simplement
à optimiser le routage pour minimiser les coûts d’activation des liens. Si l’on considère un mé-
dium à diffusion, les interférences changent la donne. La formule de sinr indique un compromis
pour augmenter la capacité. Soit l’on augmente la puissance d’émission du nœud source, soit
on diminue les interférences, donc la puissance des autres. Moins d’interférences signifie plus de
réutilisation spatiale, plus de puissance signifie des débits localement supérieurs mais plus de
consommation d’énergie.
Cette section est dédiée au calcul de configurations de réseaux radio maillés optimales en
capacité et en énergie. Le Programme Linéaire 7, présenté au Chapitre précédent, calcule des
configurations de réseaux maillés optimales en capacité dans l’hypothèse d’une puissance d’émis-
sion et de capacités fixes. Il faut l’adapter pour prendre en compte à la fois la consommation
d’énergie et la diversité de schéma de modulation et de codage. Les réseaux considérés dans la
suite exploitent une ressource temps-fréquence, à la manière de WiMax [83] ou LTE [76], dont
les grands principes sont présentés dans la suite.
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4.2.1 Modèle de multiplexage en temps-fréquence
Au niveau de détail qui nous intéresse ici, le principe d’un multiplexage temps-fréquence de
type ofdma est le suivant. La ressource disponible est découpée en k sous-canaux orthogonaux,
Fig. 4.7 – Multiplexage temps-fréquence
appelés aussi « fréquences », c’est à dire sans
interférence entre eux. Le temps est lui di-
visé en une succession d’intervalles de durée
identique. Un intervalle et une fréquence dé-
finissent un bloc temps-fréquence, qui est la
ressource unitaire, représentée en Figure 4.7.
Deux blocs sont soit dans des intervalles, soit
sur des canaux différents. Ces ressources sont
donc indépendantes.
Il est possible pour un nœud d’émettre et
recevoir simultanément vers ou de plusieurs
destinataires. Il suffit que ces communications
aient lieu sur des canaux différents. Un nœud
peut utiliser des puissances d’émission et des schémas de modulation et de codage distincts dans
chaque bloc où il s’active. Ce faisant, il répartit sa puissance d’émission sur les différents blocs
simultanés qu’il utilise. Ainsi, la somme des puissances émises sur des blocs simultanés est bor-
née par la puissance maximale du nœud, notée P̄ (u) pour le nœud u.
Un lien du graphe de connectivité G = (V,E), défini en Section 2.3, est une paire de nœuds
pour laquelle il existe une puissance d’émission et un schéma de codage et de modulation tels
que le snr au récepteur est supérieur au seuil du schéma. En somme, il s’agit de deux nœuds
qui peuvent effectivement communiquer si les conditions sont remplies. Pour prendre en compte
les mécanismes de puissance et de débit variables, on introduit la notion de « lien physique »,
défini par les données suivantes.
– un lien e du graphe de connectivité ;
– une puissance d’émission ;
– le schéma de codage et de modulation utilisé.
On dit que ce lien physique implémente le lien e. À chaque instant, la capacité globale d’un
lien est la somme des débits associés aux liens physiques qui l’implémentent et sont activés
sur chaque fréquence. De même, la puissance d’émission globale d’un nœud est la somme de
celles des liens physiques activés sur l’ensemble des fréquences et dont il est l’origine. L’énergie
globalement consommée par un nœud u est donc la somme des énergies consommés par les liens
physiques activés sur chaque fréquence selon le modèle défini dans l’Hypothèse 8.
4.2.2 Calcul des compromis capacité-énegie
A chaque instant un ensemble indépendant est actif. Si dans les formulations du Chapitre
précédent, un ensemble indépendant était la transcription exacte de l’état du réseau, il s’agit
maintenant d’une vision agrégée. I ∈ I est un sous-ensemble de E composé des liens qui sont
implémentés par au moins un lien physique. I est doté d’une fonction de capacité cI représentant
les consommations globales des liens telles que définies ci-dessus, et consomme une puissance
globale J(I) qui est la somme des consommation globales des nœuds. Cette notation pour la
puissance globale n’est pas très heureuse puisqu’il s’agit d’une puissance et non d’une énergie.
Mais elle permet d’éviter la confusion avec celle utilisée pour les chemins.
Comme dans le Chapitre précédent, l’ensemble indépendant I est activé pendant une durée
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w(I). Il transporte donc sur les liens e ∈ I un nombre de bit correspondant à la capacité globale
du lien, cI(e), multipliée par w(I). De même, l’énergie consommée par l’activation de I est la
puissance J(I) multipliée par w(I). Ainsi, taille de la période nécessaire à écouler la demande
de trafic, donc l’inverse de la capacité du réseau, est toujours donnée par
∑
I w(I), tandis que
la consommation globale du réseau pendant cette période est J =
∑
I J(I).w(I).
La génération des ensembles indépendants dans le processus de génération colonne est l’objet
de la section suivante. Mais ce qui est remarquable ici, c’est qu’un même ensemble indépen-
dant peut être implémenté par différentes combinaisons de liens physiques. En particulier, si les
conditions de propagation et les gains de canal sont identiques sur toutes les fréquences, il suffit
d’échanger les liens activés sur une fréquences avec ceux activés sur une autre pour obtenir une
autre implémentation du même ensemble indépendant. C’est exactement le même principe que
dans le problème de coloration. Pour calculer une solution optimale en capacité ou en énergie,
il n’est pas utile de savoir exactement sur quelles fréquences ni comment sont activés les liens
physiques. Seule importe la capacité globale des liens et la puissance consommée.
Il y a ici deux objectifs a priori contradictoire : la capacité maximale du réseau d’une part,
sa consommation énergétique d’autre part. Il existe plusieurs manières d’aborder le compromis
entre ces deux objectifs. Une solution répandue consiste à calculer des solutions optimisant une
combinaison linaire des deux objectifs : en étudiant αC + (1− α)J et en faisant varier α de 0 à
1, on obtient un certain nombre de compromis entre la capacité maximale et l’énergie minimale.
Cependant, la signification d’une solution intermédiaire n’est pas très claire. Dans la suite, nous
faisons le choix de construire le front de Pareto des solutions, c’est à dire de tracer l’ensemble
des points (C,J) tels qu’il n’est pas possible d’améliorer l’une des composantes sans dégrader
l’autre. Autrement dit, ce sont les solutions de capacité maximale consommant au plus J , ou les
solutions optimales en énergie ayant une capacité d’au moins C. Etant donnée notre expression
de la capacité, il s’agit dans les deux cas de contraintes de budget, sur l’énergie ou la longueur
de la période.
On définit alors les programmes linéaires suivant qui calculent soit la capacité maximale d’un
réseau sous contrainte d’un budget en énergie (Programme Linéaire 12), soit l’énergie minimale













































L’algorithme 3 permet alors de construire le front de Pareto. On note LP12(J) la capacité
optimale sous contrainte d’une énergie inférieure à J et LP13(T ) la consommation d’énergie
minimale pour obtenir une capacité T . L’algorithme 3 exploite le fait que les programmes linéaires
calculent des solutions optimales : une fois les extrémités du front déterminées (lignes 1 - 4), il
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Algorithme 3 Calcul du front de Pareto Capacité-Énergie
Calcul de la solution de capacité maximale, optimisée en énergie
1: Tmin ← LP12(+∞) ⊲ Capacité optimale, sans contrainte d’énergie
2: J(Tmin)← LP13(Tmin) ⊲ L’énergie minimale pour obtenir la capacité maximale
Calcul de la solution d’énergie minimale, optimisée en capacité
3: Jmin ← LP13(+∞) ⊲ Énergie minimale, sans contrainte de capacité
4: T (Jmin)← LP12(Jmin) ⊲ Capacité optimale obtenue avec l’énergie minimale
Toute solution a une capacité moins bonne que Tmin et une énergie supérieure à Jmin.
Dépenser plus d’énergie que J(Tmin) ne fera pas gagner en capacité.
Exiger moins de capacité que T (Jmin) ne fera pas gagner d’énergie.
Le compromis entre ces deux extrêmes se calcule ensuite
5: for J ∈ [Jmin . . . J(Tmin)] faire ⊲ On parcours l’espace des budgets en énergie utiles
6: T (J)← LP12(J) ⊲ On calcule la meilleure capacité qu’on puisse obtenir
7: Renvoyer {(J, T (J)) , J ∈ [Jmin . . . J(Tmin)]}
suffit de parcourir l’ensemble des valeurs possible du budget en énergie pour calculer la capacité
optimale sous contrainte d’énergie. De manière équivalente, on aurait pu parcourir l’ensemble
des budgets en capacité possible pour calculer les énergies correspondantes.
4.2.3 Contrôle de puissance continu et de débit
Si les Programmes Linéaires 12 et 13 sont très similaires au Programme Linéaire 7, l’es-
pace des ensembles indépendants est bien plus grand du fait de la fonction de capacité et de la
puissance globale consommée. La génération des ensembles en est d’autant plus complexes mais
toujours guidée par les variables duales à chaque itération de la génération de colonnes.
L’introduction de la contrainte de budget en énergie dans le Programme Linéaire 12 change
légèrement le dual pour faire apparaître explicitement le compromis entre capacité et énergie
à l’échelle des ensembles indépendants. Les deux ensembles de variables duales, λ : E → R et
µ : V → R et les deux types de contraintes duales, indexées par les chemins et les ensembles indé-
pendants, restent. Se rajoute simplement une variable duale, liée à la contrainte de budget, η. La
contrainte liée aux chemins ne change pas comme on peut s’y attendre étant donné que le routage
n’est pas directement lié à l’énergie. Par contre, la contrainte liée aux ensembles indépendants
change. Le poids de l’ensemble indépendant, que l’on a vu être déterminant pour la capacité
au Chapitre précédent, est contrebalancé par la puissance globale pondérée. Intuitivement, les
liens sur lesquels il est critique de rajouter de la capacité auront des λ élevés qui compenseront
le coût en puissance nécessaire. Si le budget en énergie devient serré, c’est η qui prendra des
valeurs importantes, incitant à ne mettre de la capacité que sur des liens très « rentables ».








λ(e) > µ (O(P )) , ∀P ∈ P
∑
e∈I
λ(e).cI(e)− ηJ(I) 6 1, ∀I ∈ I
Comme on l’a vu précédemment, la notion de lien en jeu dans la définition des ensembles
indépendants est une agrégation des liens physiques activés sur les différents canaux. Sur un canal
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donné, les liens physiques qui peuvent être activés simultanément doivent avoir des puissances
d’émission telles que les seuils sinr du schéma de codage et de modulation choisis sont respectés.
Si l’on exprime ce choix conjoint de puissance et de schéma, on obtient un problème à la com-
binatoire très importante, insoluble pour des réseaux de plus que quelques nœuds. Une solution
pour diminuer la complexité du problème, envisagée dans la littérature, considère un ensemble
discret de puissances admissibles [74]. C’est assez efficace et certaines technologies n’ont effecti-
vement accès qu’à un contrôle discret de leur puissance d’émission. C’est le cas de la norme gsm
dans laquelle le contrôle de puissance des terminaux est pilotée par les stations de base [120].
Celles-ci indiquent aux terminaux d’augmenter ou diminuer leur puissance par paliers de 1 ou
plusieurs dB. Il a par ailleurs été montré que quelques niveaux de puissances bien choisis sont
suffisants pour obtenir les solutions optimales sous ces hypothèses [74].
Afin de prendre en compte efficacement un contrôle de puissance continu, nous allons exploi-
ter la structure de coût convexe des schémas de codage et de modulation comme expliqué dans
la Section précédente. La situation est rendue plus complexe par les interférences, mais il reste
que plus la modulation permet un débit important plus son seuil sinr est élevé. Ainsi, si une
équation de sinr est respectée pour la ieme modulation, il est certain que celles des modulations
précédentes le seront aussi. Il ne s’agit ainsi plus de « choisir » un schéma pour chaque lien mais,
une fois les puissances affectées, d’utiliser le meilleur schéma possible. Il y aura donc une équation
sinr similaire à celle du Programme Linéaire 10 par lien, par canal et par schéma. La capacité
du lien physique défini de la sorte sera la somme des incréments de capacité fourni par chaque
passage d’un schéma au suivant si sa contrainte sinr est respectée. Ces affectations de puissance
et de schéma se font presque indépendamment sur chaque canal. Seule une contrainte relie les
activations de liens physiques sur les différents canaux : la borne sur le cumul des puissances
d’émission d’un nœud.
Globalement, cela s’exprime comme le Programme Linéaire 15 dans lequel on utilise les
notations suivantes.
– L’ensemble des canaux est noté K, un canal est noté κ ∈ K.
– Il y a M schéma de codage et de modulation, ordonnés par débit, ci et seuil sinr, σi
croissants. Ainsi 0 < c1 < · · · < ci < · · · < cM et 0 < σ1 < · · · < σi < · · · < σM .
– Le gain, système, antennes et canal compris, entre un émetteur u et un récepteur v sur le
canal κ est noté γκ(u, v).





– La variable cκ(e) est le débit du lien e sur le canal κ.
– La variable P κe (u) est la puissance d’émission du nœud u sur le canal κ, Pr(u) est la
puissance consommée par u en réception, J(u) sa puissance totale consommée.
– La variable Ψiκ(e) ∈ {0, 1} est une variable binaire indiquant si l’équation sinr du i
eme
schéma de codage et modulation est respectée ou non pour le lien e sur le canal κ.
On retrouve la contrainte d’exclusion mutuelle du Programme Linéaire 10. Elle est incontour-
nable et signifie qu’on ne peux communiquer qu’avec un seul autre nœud sur un canal donné. Le
modèle de consommation est celui choisi dans la Section précédente, avec un coût proportionnel
à la puissance en émission et un coût fixe en réception.
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∀u ∈ V, a(u).
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κ(v, u) = J(u)
∀(u, v) ∈ E, i ≤M,κ ∈ K, P κe (u).γ
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P κe (u) ≤ P̄ (u)
La prise en compte du contrôle de puissance continu rend le calcul des ensembles indépen-
dants nécessairement plus coûteux que les systèmes à puissance fixe, mais reste accessible. Sur
des scénarios aléatoire d’une cinquantaine de nœuds, le modèle binaire prend quelques secondes
à calculer, le modèle en sinr avec puissance et schéma de codage et modulation fixes est de
l’ordre de la minute tandis qu’avec contrôle de puissance continu et sélection de schéma, les
temps de calcul approchent de l’heure. Des perspectives quant à l’accélération de la résolution
de ce modèle sont envisagées dans la section suivante.
4.3 Un regard critique sur nos modèles
L’augmentation, assez forte, du coût de résolution des modèles interroge nécessairement sur
l’opportunité d’inclure un tel niveau de détail. En particulier, d’autres modèles ont été développés
dans la littérature pour éviter de traiter le contrôle de puissance continu en ne sélectionnant
qu’un ensemble discret de puissances [74]. Le contrôle de puissance continu est-il suffisamment
intéressant pour justifier ce modèle ?
4.3.1 Apport du contrôle de puissance continu
La Figure 4.8 présente l’apport du contrôle continu de puissance quand un seul schéma de
codage et de modulation est disponible sur des topologies aléatoires. Le gain en capacité est
significatif mais pas très convainquant. Quand la puissance maximale des nœuds est faible, la
contrôle de puissance permet d’améliorer la réutilisation spatiale dans le réseau et donne des
gains de 15 à 20% . Dès que la puissance augmente, les gains chutent rapidement.
Par contre, le gain en énergie est non seulement important mais en plus croissant avec
l’augmentation de la puissance autorisée. En effet, si l’on augmente la puissance d’émission
des nœuds en puissance fixe, la consommation globale augmente linéairement alors qu’avec le
contrôle de puissance, le système se contente des niveaux de puissance nécessaires à l’obtention
de la capacité maximale.
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Fig. 4.8 – Gain du contrôle continu de puissance - un seul schéma
Fig. 4.9 – Gain du contrôle continu de puissance et de schéma
Le gain du contrôle de puissance est plus évident combiné avec l’utilisation de plusieurs sché-
mas de codage et de modulation, comme illustré en la Figure 4.9. Dans la situation précédente la
Fig. 4.10 – Compromis capacité-énergie
seule manière de gagner de la capacité est
d’optimiser la réutilisation spatiale, donc de
jouer sur les puissances pour limiter les in-
terférences. Ici, il est en plus possible de dif-
férencier les débits des liens pour compenser
le goulot d’étranglement que nous avons vu
au Chapitre précédent. Ainsi le système peut
concentrer des ressources sur les liens proches
des points d’accès tout en continuant à acti-
ver des liens périphériques avec des schémas
de modulation plus robustes et moins capaci-
tifs. Le contrôle de puissance continu permet
ainsi d’adapter plus efficacement le choix des
schémas de modulation et d’atteindre des ca-
pacités plus fortes mais surtout en dépensant
beaucoup moins d’énergie. La Figure 4.10 illustre ce phénomène en montrant comment évolue
le front de Pareto entre consommation énergétique et capacité en fonction des schémas dispo-
nibles. C’est bien la combinaison des différents schémas, permise par le contrôle de puissance,
puis donne les meilleures performances.
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Bien d’autres résultats, que nous ne présentons pas ici, d’analyse des réseaux maillés peuvent
être obtenus avec ces modèles. En particulier des études plus détaillées des paramètres qui in-
fluent sur le compromis capacité-énergie ainsi que la structure des routes employées sont au cœur
de la thèse d’Anis Ouni [56]. Le caractère générique de la formulation, notamment l’utilisation
d’une matrice de gain sur laquelle aucune hypothèse n’est faite, permet par ailleurs d’étudier les
réseaux cellulaire hétérogènes. Dans ce cas, l’optimisation prend en compte l’ensemble des liens
depuis le terminal jusqu’à la station de base qui fait office de passerelle [Ci12].
4.3.2 Comment aller plus vite
Au Chapitre précédent, l’expression du problème en coupe a été développée pour exploiter
la structure convergente du trafic sur des goulots d’étranglement. Dans les scénarios considérés
ici, le trafic est toujours convergent. Cependant, comme il a été remarqué en Section 3.3.2, l’op-
timisation du calcul en se limitant aux coupes proches des points d’accès suppose des capacités
nominales uniformes. Or c’est précisément sur ce point que le contrôle de puissance et de schéma
de codage et de modulation joue. Il est donc peu probable que la formulation en coupe soit très
performante. Pour autant, une idée similaire permet d’accélérer grandement les calculs.
Telles que formulées, les équations sinr prennent en compte tous les nœuds du réseau dans







































Temps de calcul (s)
Fig. 4.11 – Accélération du calcul
rendent la contribution des nœuds éloignées
mineure voire négligeable, et ce d’autant plus
que la densité des nœuds n’est pas particuliè-
rement importante. Ainsi, on peut se limiter à
prendre en compte les interférences de nœuds
à proximité de la destination d’une transmis-
sion sans perdre beaucoup en précision. C’est
d’ailleurs une approche assez classique dans
les simulateurs de réseaux radio [72, 82].
Cela revient, in fine, à filtrer la matrice de
gain de canal avec un seuil. En découplant les
variables explicitement pour le logiciel de ré-
solution, cela lui permet notamment d’optimiser les processus de branchement utilisés pour
calculer les solutions entières. Dans un scénario comportant beaucoup d’obstacle et des condi-
tions de propagation très défavorables (immeubles, environnement dynamique, etc.), cela peut
avoir un impact important sur le temps de calcul.
En étudiant le Programme Linéaire 15, on peut imaginer une autre technique de filtrage,
fonction des variables duales cette fois. En effet, la structure de la fonction objective et du calcul
de J induit une notion de rentabilité des liens, avec le rapport entre λ et η. Plus leur ratio
est élevé, plus il est intéressant d’activer le lien avec des schéma de codage et de modulation
élevé. Il serait intéressant, mais pas fait à ce jour, d’exploiter cette valeur pour éliminer du cal-
cul des liens dont on sait qu’ils ne seront pas activés, ou pour définir des heuristiques gloutonnes.
Par ailleurs, si l’on fait abstraction de la contrainte de puissance maximum de chaque nœud,
ou que l’on suppose que les P̄ sont très grands, on peut remarquer que rien ne lie les activations
de liens physiques entre les différents canaux. Il s’agit en fait du même problème d’optimisation
mono-canal résolu plusieurs fois simultanément. Cela induit des symétries qui peuvent rendre
la résolution de ce programme linéaire difficile. En fait, la valeur optimale peut être trouvée
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très rapidement en pratique par les logiciels de résolutions, mais la preuve que cette valeur est
optimale peut elle prendre un temps de calcul bien plus important. Il serait intéressant d’arriver
à une formulation qui n’exige pas d’identifier les canaux comme dans les problèmes de coloration
de graphe. La formulation des interférences est cependant un écueil difficile à contourner pour
y arriver.
4.3.3 Limites du modèle d’énergie
Le modèle de consommation énergétique utilisé ici considère que les nœuds ont une consom-
mation nulle s’ils ne sont ni en réception, ni en émission. Cela ne correspond pas la réalité mais,
si l’on considérait ce coût fixe dans le modèle, il s’agirait en fait de la composante constante ,b,
du modèle affine présenté en Section 4.1. Ici, cela revient à rajouter une constante à la fonction
objective, n.η.b. En d’autres termes, cela ne change en rien la structure des ensembles indé-
pendants optimaux, si ce n’est les valeurs numériques. En cela, la façon d’exprimer le modèle
d’énergie est valide. La courbe 4.10 indique que l’optimisation des puissances peut faire gagner
un facteur 3 sur la consommation énergétique de l’émission, hors coût fixe.
Si on réintègre les coûts fixes dans l’évaluation, on s’aperçoit sur les Figures 4.2 et 4.3 que
l’on ne joue que sur quelques pourcents de la consommation globale d’un nœud. L’impact de
ces optimisations est donc, in fine, assez négligeable sur la consommation réelle du système.
Cela ne diminue pas l’intérêt du mécanisme de contrôle continu de puissance, notamment parce
qu’il contribue à répondre aussi à une autre problématique, celle des niveaux d’exposition subit
par les personnes à proximité des eNodeB et de leurs terminaux. Une perspective intéressante
consiste d’ailleurs à modifier le modèle d’optimisation pour ne plus se focaliser sur la consom-
mation globale (donc sur la moyenne de la consommation des nœuds), mais sur les puissances
maximum employées. Reste à définir quelle métrique est effectivement pertinente. S’il s’agit de la
puissance instantanée globale de chaque nœud, elle est prise déjà en compte par la donnée de P̄ .
S’il s’agit par contre des puissances cumulées en certains endroits, cela n’est pas directement pris
en compte. Par contre, cela ressemble fortement à la minimisation des interférences et pourrait
donc ne pas changer beaucoup la structure des solutions.
Pour espérer un gain significatif sur la consommation énergétique d’un réseau, il donc faut
s’attaquer aux coûts fixes. Cela signifie éteindre des fonctionnalités des nœuds et donc remettre




Il y a dix ans, on ne savait formuler correctement, avec des outils d’optimisation, les pro-
blématiques de capacité des réseaux multi-sauts. Seule une description simpliste de la physique
des transmissions radio permettait de faire un lien avec le formalisme confortable de la théorie
des graphes et de la combinatoire. Néanmoins, en dehors de quelques résultats très généraux, la
vision qu’on obtenait du comportement des réseaux était fausse.
Pour s’affranchir de cette situation, il a fallu combiner deux démarches. D’une part, com-
prendre les propriétés structurelles des réseaux et leur combinatoire. C’est notamment la défi-
nition de la notion d’ensemble indépendant et l’intrication entre l’accès au média et le routage.
D’autre part, interpréter le fonctionnement de la génération de colonnes en termes de réseau.
Cela a permis de décomposer les problèmes et de circonscrire la description des interférences dans
les programmes auxiliaires. En particulier, alors que le calcul des ensembles indépendants est
difficile dans le cas général, il est biaisé par les variables duales dans le processus de génération
de colonnes. Dans les situations de concentration ou diffusion de trafic qui nous intéressent, les
phénomènes de goulot d’étranglement rendent le calcul bien plus rapide qu’attendu en théorie.
C’est grâce à cette approche duale que l’on a été capable de dépasser les limitations des
hypothèses 5 et 6, ainsi que du modèle d’interférences binaires. Le modèle d’interférences sinr
employé est maintenant extrêmement générique puisqu’il suppose seulement que l’on dispose des
gains de canal, sans présupposer qu’il ait été obtenu par un modèle ou par une campagne de
mesure.
De la même manière, la façon dont est exprimé le routage permet de le contraindre à respecter
la structure que lui imposerait un protocole donné. C’est néanmoins une direction que nous avons
peu explorée. L’une des difficultés est, parfois, de savoir comprendre et exprimer cette structure.
En particulier, on ne sait pas avec quelles informations un algorithme distribué pourrait calculer
les chemins constituant une solution optimale des modèles présentés ici. C’est le travail nécessaire
pour passer d’une solution optimale à une implémentation pratique. Une approche intermédiaire
consiste à observer ces solutions et comprendre ce qui décrit le mieux ces chemins. Cette stratégie
a été menée dans le contexte du routage géographique pour les réseaux de capteurs [Ci16].
C’est une des premières limites que l’on peut voir aux modèles présentés dans cette thèse
d’habilitation. Il y en a d’autres, présentées dans la Section 5.1 avec des pistes pour les dé-
passer. Par ailleurs, le situation technologique a évolué en dix ans. Notamment, la dichotomie
entre réseaux opérés et réseaux spontanés, entre réseaux cellulaires et réseaux multi-saut, s’ef-
face au profit d’architectures hybrides, dont certains enjeux sont présentés en Section 5.2. Plus
largement, l’émergence des notions de « ville intelligente » fait apparaître la notion de « réseaux
capillaires » qui donne corps à la dimension numérique des villes. La Section 5.3 présente les
enjeux liés à l’usage des réseaux radio en milieu urbain. C’est le projet de recherche de l’équipe
Inria UrbaNet que j’anime.
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5.1 Les limites des modèles qu’il faut dépasser
Au delà de la possibilité de restreindre le routage ou de reconstruire les routes calculées
en distribué, les hypothèses faites dans ces travaux posent certaines limites. En particulier, les
hypothèses 1 et 2, qui nous permettent d’affirmer que le réseau fonctionne en régime permanent
et périodique, nous éloignent le plus d’une situation réelle.
5.1.1 Trafic dynamique
L’hypothèse 1 limite l’étude du réseau à une situation où le trafic généré est un flux constant
et ininterrompu. Lorsque l’on considère des réseaux de cœur, on peut estimer que le multiplexage
d’un grand nombre de flux s’approche statistiquement de cette situation. Dans le cas des réseaux
d’accès, la dynamique du trafic est beaucoup plus forte. Les modèles actuels peuvent s’envisager
dans la logique historique des opérateurs de télécommunication, le dimensionnement au pire
cas, ou en moyenne. Pour s’approcher d’une vision plus instantanée du trafic, il faut pouvoir
exprimer une forme de dynamique qui est, a priori, contradictoire avec les outils d’optimisation
centralisée. Une première approche pourrait être similaire à l’étude des graphes dynamiques et
des réseaux tolérant les délais (DTN). Dans ce cas, on cherche à calculer un routage s’adaptant
à l’évolution de la connectivité du réseau dont le calendrier est connu [Ci14]. En considérant que
l’évolution du trafic est connue, une piste serait de calculer une séquence de configurations du
réseau optimisant capacité et énergie. Il pourrait alors être possible d’intégrer des contraintes
liant ces séquences, par exemple pour limiter l’instabilité du réseau. C’est une approche qui a
été menée, avec des objectifs différents, pour la reconfiguration des réseaux optiques [63]. Ce
type d’approche pourrait s’adapter aux évolutions lentes du volume de trafic, mais ne semble
pas pertinent pour modéliser un trafic sporadique des utilisateurs.
5.1.2 Médium instable
L’hypothèse 2 dit que le médium est fiable et sans perte et qu’aucune information n’est
perdue dans les buffers des routeurs. Modéliser les pertes dues à la saturation des buffers est
encore impossible à ma connaissance en programmation linéaire. Cette partie de l’hypothèse
sera difficilement contournée. La fiabilité du médium permet de modéliser le routage comme un
flot et d’exprimer une notion de capacité sur les liens. C’est bien sûr très faux quand on parle
de médium radio, très instable et sujet à des interférences extérieures. Il faudrait par ailleurs
prendre en compte l’électronique des équipements, parfois peu fiable, en particulier dans le cas
de nœuds à bas coût comme des capteurs. Dans une moindre mesure, la façon d’exprimer les
communications dans le modèle sinr relève d’une approximation similaire. Lorsqu’on dit, en
Section 2.3.2, qu’une transmission est réussie si le sinr dépasse le seuil défini, la réalité est
en fait que la probabilité d’erreur est suffisamment faible pour être acceptable, mais elle n’est
jamais nulle.
Une première difficulté consiste alors à avoir des modèles pertinents de l’impact de ces in-
stabilités sur les communications. Une partie est absorbée par les schémas de codage, dont
la redondance rend la transmission robuste aux erreurs de transmission. Cette redondance est
simple à évaluer, prise en compte dans les seuils sinr, et avec un coût linaire sur la capacité
des liens. Des mécanismes de retransmission servent parfois à compenser des pertes trop fortes
pour les schémas de codage. Au delà, la transmission est perdue. Le coût de retransmission et
la probabilité de perte sont plus difficile à évaluer. La deuxième difficulté, et non la moindre,
consiste ensuite à trouver un formalisme d’optimisation adapté à ces modèles. Un modèle simple
pourrait peut être se traduire par une baisse de la capacité du lien, par exemple proportionnelle
à la probabilité d’erreur. Mais cela ne permet pas d’exprimer la constatation expérimentale sui-
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vante. Sans mécanisme de retransmission sur chaque lien, le taux de réception de paquets chute
fortement lorsque les chemins se rallongent, au point qu’après quatre ou cinq sauts, il est quasi-
ment nul. Ce genre de phénomènes n’est pas compatible avec la notion de flot telle que présentée
dans cette thèse d’habilitation. Les flots avec perte semblent plus adaptés. Pour les définir, on
se dote d’un facteur d’atténuation α sur chaque lien (la probabilité de succès ?) et lorsqu’un
flot f(u, v) est envoyé par u, la quantité reçue par v est α.f(u, v). La difficulté dans notre cas,
vient du fait que ce facteur d’atténuation pourrait dépendre aussi des interférences intra et inter
flot, et donc ne pas être compatible avec une génération de chemins telle qu’exprimée dans la
génération de colonnes actuelle.
5.1.3 Coût fixes en énergie
L’hypothèse 8 suppose que les nœuds dont on cherche à optimiser la consommation éner-
gétique sont toujours et complètement en fonctionnement. Cette hypothèse a du sens si l’on
suppose qu’il y a en permanence des utilisateurs saturant le réseau. La seule variable d’ajus-
tement de la consommation énergétique est alors la puissance de transmission. Les résultats
obtenus au chapitre précédent montrent que les marges d’optimisation sont relativement faibles.
Dans un contexte de réseau très dense, et en prenant en compte l’évolution journalière du trafic,
il devient certain que des nœuds du réseau n’auront pas de trafic à collecter ou à diffuser. Il
devient alors envisageable de s’affranchir de l’hypothèse 8 et d’éteindre partiellement certains de
ces nœuds pour avoir un gain beaucoup plus significatif en énergie. En effet, les modèles d’éner-
gie présentés en Figure 4.3 montrent bien que la majorité de la consommation réelle d’un nœud
provient des coûts fixes qu’on ne peut s’épargner qu’en éteignant l’électronique. Les mécanismes
d’allumage et d’extinction de parties de l’infrastructure ont fait l’objet d’une certaine attention
récemment [Ci13]. Quelques modèles d’optimisation ont été produits pour estimer les gains po-
tentiels en énergie, mais ils se limitent bien souvent à des architectures de réseaux cellulaires
hétérogènes comme décrit dans la section suivante, et ne prennent pas en compte les enjeux de
connectivité des réseaux maillés. Pour modéliser ces questions, il faudrait prendre en compte
des délais d’allumage et d’extinction des nœuds dans les transitions entre les configurations des
séquences adaptées aux évolutions du trafic évoquées plus haut.
5.1.4 Des outils d’optimisation plus sophistiqués
L’évolution du trafic, qu’il s’agisse de trafic sporadique ou de variations journalières, suit
des échelles de temps plus grandes que la versatilité des liens. Dans ces deux cas pourtant, la
difficulté est de prendre en compte des dynamiques temporelles sur les données d’entrée des
problèmes. La question d’une certaine forme d’incertitude sur les paramètres d’un problème est
étudiée par la communauté de recherche opérationnelle depuis longtemps. En 1955, Dantzig a
posé les bases de l’optimisation dite « stochastique », c’est à dire en présence d’une perturbation
stochastique des paramètres [134]. Pour affronter des dynamiques qui ne sont pas nécessairement
stochastiques ou, du moins, dont on ne connait pas les distributions, l’optimisation dite « ro-
buste » a été définie en 1973 par Soyster [130]. Ces méthodologies sont prometteuses dans les cas
qui nous concernent. Elles sont cependant encore difficile à manier, en particulier l’optimisation
robuste [65], et les premières utilisations pour les réseaux apparaissent seulement [57, 55]. Il
reste à se les approprier et à comprendre comment les adapter au contexte de l’optimisation de
la capacité et de la consommation énergétique des réseaux.
Une dernière limite des modèles présentés est qu’ils ne calculent, en fait, qu’une relaxation
linéaire du problème de partage des ressources. Dès le Chapitre 3, le temps a été modélisé par la
pondération des ensembles indépendants. Les ressources temporelles étant des slots, cette pon-
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dération est, au départ, entière mais a été relâchée. Une première méthode pour retrouver une
solution entière consiste à arrondir les poids. Différentes manières d’arrondir existent, avec des
performances variables, mais toutes ont l’inconvénient de ne pas garantir l’obtention d’une solu-
tion optimale. Pour cela, il faudrait mettre en place des techniques de recherche opérationnelle
comme le Branch&Bound (ou ses variantes, Branch&Cut, Branch&Price).
5.2 Mono-saut ou multi-sauts ?
Pendant longtemps, il y a eu une dichotomie entre réseaux opérés, plutôt cellulaires et ré-
seaux spontanés, notamment multi-sauts. Les réseaux cellulaires, principalement sous le contrôle
d’opérateurs de télécommunication, sont standardisés par l’organisme 3GPP et sont structurés,
historiquement, de manière hiérarchiques. Les réseaux multi-sautss spontanés plutôt issus de
la communauté des réseaux de données sont standardisés par l’IEEE et ont pour principe, au
contraire, une gestion décentralisés. La communauté académiques porte un fort intérêt aux
réseaux multi-sautss depuis de nombreuses années alors que les applications ont tardé à se
concrétiser. Une partie des recherches sur les réseaux ad-hoc n’est jamais sortie des applications
militaires et de sécurité civile qui les avaient initialement motivées. Les applications aux réseaux
véhiculaires commencent à se concrétiser, mais cela reste balbutiant.
Une autre part s’est concentrée sur les réseaux de capteurs. On parle plus généralement
d’applications M2M pour Machine-to-Machine. Des réseaux multi-sauts interconnectant des cap-
teurs industriels et domotiques existent désormais. Pour autant, à part quelques déploiements
de tests, les derniers appels d’offres portant sur le déploiement de réseaux de capteurs de télé-
métrie à l’échelle d’une ville ont été gagnés par des architectures cellulaires adaptées. Certaines
entreprises, même portées par des anciens académiques spécialisés dans les réseaux multi-sauts,
abandonnent ce paradigme et déploient des capteurs connectés à un saut d’un relais. C’est
notamment le cas des déploiements d’HiKoB 1 et de Worldsensing 2. Les arguments contre les
architectures multi-sauts sont, souvent, autour de la fiabilité et du fonctionnement autonome,
rendant un contrôle total sur le réseau impossible. Par ailleurs, le déploiement de la 4G laisse
penser que des ressources de la 2G et la 3G pourraient servir au trafic M2M. Alors, les réseaux
multi-sauts doivent-ils être cantonnés à des marchés de niche ?
Les communications multi-sauts semblent pourtant permettre une meilleure utilisation de la
bande passante et une consommation d’énergie moins importante quand le réseau s’étend. S’il
est fortement improbable qu’un réseau radio multi-sauts interconnecte seul un grand territoire,
ces deux ressources sont rares et valent d’être préservées. Réduire l’écart entre les architectures
cellulaires opérées et les réseaux multi-sauts spontanés pourrait permettre d’allier l’efficacité des
premiers à la sobriété des seconds. Les réseaux maillés multi-sauts, comme ceux qui forment le
cas d’étude des travaux de cette habilitation, sont dans cet entre-deux puisqu’ils interconnectent
parfois des cellules. Mais, et c’est la vision que je défend avec UrbaNet, l’architecture qui a
vocation à se développer est celle des « réseaux capillaires ».
Les réseaux capillaires utilisent des communications multi-sauts pour remplacer, ou étendre,
le lien filaire ou radio mono-saut (cellulaire ou hotspot) entre les terminaux et l’infrastructure et
couvrir l’espace urbain. Ils forment une nouvelle classe dans la hiérarchie des réseaux, comme le
sont les LAN dans les bâtiments, les MAN pour l’interconnection des sites urbains, les WAN à
plus grande échelle, etc. Cette classe ne se restreint pas à une technologie, éphémère par nature,
1. HiKoB est une start-up initiée notamment par deux anciens chercheurs du laboratoire CITI, Guillaume
Chélius et Antoine Fraboulet.
2. Mischa Dohler, actuellement professeur à Kings College London était CTO de Worldsensing. Dans ses
keynotes, il conseille aux académiques d’abandonner les réseaux de capteurs multi-sauts : « M2M in Smart Grid
& Smart Cities : Technologies, Standards, and Applications », European Wireless 2013 http://bit.ly/U6vxO5
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mais regroupe toutes les utilisations possible : capteurs, diffusion de contenus à des véhicules
intelligents, internet des objets pour la « maison intelligente », extension maillée du réseau
cellulaire, etc. Il y a déjà certains équipements qui, selon les interfaces activées et les usages qui
en sont faits, peuvent être terminaux d’un réseau d’accès, passerelle d’un réseau capillaire, ou
simple nœud capillaire.
Les prémices de ces architectures hybrides sont présentes dans les architectures cellulaires
hétérogènes. Une macro-cellule se voit renforcée ou étendue par des relais. On peut concevoir ces
relais comme des micro-cellules, mais on peut aussi bien les voir comme un chemin à deux sauts
entre les terminaux et la macro-cellule. Dès lors, le problème de l’attachement – un terminal
doit-il envoyer son trafic via un relai ou directement à la macro-cellule – est une problématique
de routage. Et la répartition de ressources entre la macro-cellule, les relais, et les terminaux se
traite très bien avec les outils développés au chapitre précédent [Ci12]. L’extension de cette ar-
chitecture aux réseaux capillaires est une tentative de réponse aux problématiques de saturation
des infrastructures cellulaires en zone dense. La coopération entre terminaux pourrait permettre
de transmettre le trafic par des routes alternatives au lien cellulaire. Une partie pourrait être
agrégée entre les terminaux pour décroitre le volume transmis sur le dernier lien. Une autre par-
tie pourrait être redirigée vers d’autres passerelles comme des points d’accès wifi. Ces techniques
de « soulagement » de l’infrastructure sont en particulier regardées lorsque les terminaux sont
des véhicules [58] mais pourraient avoir du sens entre smartphones.
5.3 Réseaux radio urbains
Il y a dix ans, la densification urbaine pointait déjà l’importance d’infrastructures de collecte
des réseaux d’accès utilisant des communications radio. L’argument principal était l’équipement
des zones en développement, mais aujourd’hui ce mouvement de densification s’est accéléré. De-
puis 2009, plus de la moitié de la population mondiale vit en zone urbaine. Cette proportion
devrait passer à 60% d’ici à 2030 et dépasse déjà 75% dans les pays développés [71]. Paral-
lèlement, l’environnement des citoyens se numérise progressivement par l’instrumentation de
l’espace physique, la dématérialisation des services ou les nouvelles relations sociales. On assiste
de fait à l’émergence d’un continuum entre espaces physique et numérique 3.
La mutation à venir, c’est « l’homme connecté à la société numérique », qui est le titre du
nouveau projet de recherche du laboratoire CITI. L’objet connecté est un sujet de recherche de-
puis longtemps, et il faut maintenant tenir compte de son usage et ses interactions avec l’Homme.
Les communications entre ces objets et leurs utilisateurs n’ont de sens que parce qu’elles trans-
portent des données et des services. La gouvernance de ces données, l’organisation des services
qui en sont dérivés, notamment le compromis entre respect de la vie privée et personnalisation
des services, conditionnent l’acceptation des technologies en jeu par les citoyens et l’usage qui en
est fait. En particulier, les réseaux et les services, ne peuvent plus être étudiés seulement comme
des objets technologiques, mais aussi comme des rouages de l’organisation de la société, donc
des villes.
En particulier, les projets de « Ville Intelligente » fleurissent de toute part. Le moins que
l’on puisse dire, c’est que la définition d’une ville intelligente est assez floue voire mouvante.
Cependant une constante est qu’elle se fonde sur une « ville numérique », c’est à dire sur des
mesures et interactions fines et massives avec l’environnement, les services et les citoyens. Cela
3. L’expression « continuum entre espaces physique et numérique » est à attribuer à Fabrice Valois, lors d’une
conférence intitulée « L’homme numérique au coeur de la société numérique », que nous avons co-organisée dans
le cadre de l’exposition universelle « Shanghai Expo 2010 »
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implique la double nécessité d’un déploiement massif d’objets communicants fixes (capteurs, ac-
tionneurs . . .) et d’une densification de terminaux mobiles (smartphones, véhicules intelligents,
. . .). On constate déjà une très forte croissance de la demande en trafic de données en mobilité,
majoritairement due aux applications et qui n’est pas prête de s’arrêter [61].
La multiplication de ces réseaux radio, notamment en milieu urbain, et leur importance dans
notre quotidien a pour conséquence le développement d’exigences sociétales importantes. La
question de l’acceptabilité sociale de l’intrusion technologique est bien illustrée par le rapport
complexe de la population aux implantations d’antennes relais au regard, à la fois, de la demande
croissante de qualité de service et notamment de débit offert, et des enjeux de santé publique
et des considérations environnementales. De même, l’émergence des applications « M2M », no-
tamment de télémétrie et de mesures environnementales, créent des besoins en réseaux radio.
Cela est d’autant plus vrai que l’enjeu de la capacité ne sera pas résolu sans une densification
des infrastructures réseaux, notamment cellulaire, et que, se mélangent dans la société une forte
défiance face à l’impact des ondes électromagnétique en termes de santé publique et une crispa-
tion sur les questions énergétiques.
Il faut pour cela prendre en compte l’impact de l’environnement urbain sur les réseaux, no-
tamment les contraintes, usages et objectifs spécifiques à la ville. Ceux-ci correspondent parfois à
des verrous scientifiques de notre domaine, mais ils sont plus souvent issus des recherches d’autres
disciplines. En particulier, comprendre les questions urbanistiques, d’usage et d’acceptabilité des
technologies, caractériser les topologies urbaines et le trafic généré par les applications dédiées
aux villes intelligentes et intégrer les problématiques d’efficacité énergétiques est essentiel au
réalisme des scénarios étudiés. Bien sûr, il n’y a pas de ville sans habitant. Ce dernier est un
sujet central des problématiques de la ville numérique, qu’il s’agisse de mesurer l’usage fait des
infrastructures urbaines, la collecte de données générées par les terminaux, ou la délivrance de
services centrés sur l’utilisateur.
L’introduction des technologies de communication dans la gestion d’infrastructures urbaines
et d’espaces collectifs de plus en plus multi-modaux, nécessite une adaptation rapide aux diffé-
rents usages au cours de la journée et donc la conception de réseaux et de protocoles flexibles.
Par ailleurs, la ville intelligente ne peut pas se réduire à une automatisation déshumanisée de
la ville. Les applications fondées sur l’interaction avec les utilisateurs foisonnent, des réseaux
sociaux aux systèmes de guidages corrigés en temps réel. De même, si les capteurs dédiés et
déployés par des opérateurs sont toujours nécessaires à certaines applications, de nombreuses
mesures peuvent être réalisées en s’appuyant sur la disponibilité de terminaux mobiles – plus de
80% de la population possédant un téléphone et les véhicules étant de plus en plus connectés.
Face à ces nouveaux usages, le modèle classique client-serveur, ou terminal-cloud, et l’infrastruc-
ture cellulaire ne passent pas à l’échelle en terme de densité d’utilisateurs [64]. Il s’agit donc de
fournir des infrastructures et des protocoles de collecte, d’agrégation et de diffusion d’informa-
tion dont la pertinence géographique et temporelle est fonction de l’activité des utilisateurs.
Les technologies réseaux et les problématiques rencontrées par les réseaux capillaires sont en
partie étudiées dans la littérature. Cependant, les caractéristiques des réseaux (régularité, homo-
généité, dynamiques, . . .), les contextes considérés (médium, déploiement, . . .) et les méthodes
appliquées (analyses asymptotiques, méthodes stochastiques, . . .) traditionnellement sont trop
génériques, et les plateformes d’expérimentation ne suffisent pas. De ce fait, les solutions propo-
sées ne sont pas nécessairement efficaces face aux enjeux réels des réseaux capillaires urbains.
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Pour résumer très rapidement les objectifs de l’équipe UrbaNet, il s’agit de contribuer à
l’étude des réseaux capillaires dans trois directions :
– caractériser les réseaux urbains et leurs usages ;
– développer et évaluer des protocoles adaptés ;
– optimiser le déploiement et l’exploitation des infrastructures.
Ma contribution personnelle dans cette équipe concerne principalement l’étude des architec-
tures de réseau capillaires, avec la thèse de Trista Lin et l’implication dans l’Inria Project Lab
SmartCities et l’EquipEx SenseCity, et l’optimisation des réseaux cellulaires hétérogènes, avec la
thèse de Soukaina Cherkaoui. Je la construirai en m’appuyant sur les évolutions des techniques
de modélisation et d’optimisation décrites précédemment, mais aussi sur une méthodologie plus
classique en réseau combinant simulations et expérimentations. Les résultats d’optimisation ont
vocation à permettre une meilleure compréhension du fonctionnement des réseaux capillaires et
guider le développement de protocoles adaptés aux exigences de l’environnement urbain. Par
ailleurs, le LabEx « Intelligences des Mondes Urbains » est le cadre adéquat pour développer
des interactions transdisciplinaires avec des urbanistes, sociologues, économistes, etc. C’est une
opportunité rare de s’enrichir de leur compréhension de la ville et la société numérique et de leurs
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