The paper is concerned with fully nonlinear second order Hamilton{Jacobi{Bellman{ Isaacs equations of elliptic type in separable Hilbert spaces which have unbounded rst and second order terms. The viscosity solution approach is adapted to the equations under consideration and the existence and uniqueness of viscosity solutions is proved. A stochastic optimal control problem driven by a parabolic stochastic PDE with control of Dirichlet type on the boundary is considered. It is proved that the value function of this problem is the unique viscosity solution of the associated Hamilton{Jacobi{Bellman equation.
Introduction
In this paper we study second order in nite dimensional Hamilton{Jacobi{Bellman{Isaacs equations v(x)+ < Ax; Dv(x) > +H(x; Dv(x); D 2 v(x)) = 0; x 2 X; (1.1) and their relationship with stochastic optimal control problems. Above, X is a real, separable X is a closed linear operator that generates an analytic C 0 {semigroup e ?tA on X. Moreover, we assume that A is positive, self{adjoint, has compact resolvent R( ; A), and that H : X 1 ! l R, where X 1 X X (X) ( denotes the space of all bounded, self-adjoint linear operators from X to itself). X 1 will be speci ed later. We call such equations \unbounded".
Equations of this type arise in stochastic optimal control problems driven by parabolic stochastic PDE, for instance when the control is given at the boundary with Dirichlet or Neumann type conditions (see x5.4) and the stochastic term is given by the so-called \white noise".
This has been one of the main motivations of our study. Our approach is very exible since the model control problem we study in section 5 includes both distributed and boundary controls and applies also to cases with purely distributed controls (in nite or nite dimensional). In this paper we de ne a suitable notion of solution of (1.1), prove existence and uniqueness of solutions, and show that if (1.1) comes from a stochastic optimal control problem the value function is its unique solution. These results are general and apply also to equations with no \sup" structure, in particular to Isaacs' equations. Therefore, instead of studying a boundary control problem in x5 we could study a di erential game problem.
To have an idea of what we have in mind let us look at the following stochastic optimal control problem (P 0 ) that we will study in details in x5. 4 v(x) = inf J(x; 1 ; 2 ); where the in mum is taken over all admissible controls ( 1 ; 2 ) considered above. We expect that the function v is a solution (in a suitable sense) of (1.1), where the Hamiltonian H depends on the data of the problem (see x5.3). We only point out here that the presence of the boundary control term in the state equation (1.2) causes that H(x; Dv(x); D 2 v(x)) is only de ned if Dv(x) 2 D(A ), where A is the Laplace operator with Dirichlet boundary conditions and 2 ( 3 2 ( 1 4 ; 1). This \bad behavior" appears as a result of \transforming" the boundary control into a distributed one, as it is explained e.g. in A. Bensoussan, G. Da Prato, M.C. Delfour and S.K. Mitter 3] and P. Cannarsa and M.E. Tessitore 10] .
To deal with the di culties posed by this problem we introduce a change of variables which is similar to the one used by P. Cannarsa and M.E. Tessitore in 10] to study a rst order Hamilton-Jacobi equation associated with a boundary control problem with Dirichlet boundary conditions. Given a solution x( ) of the state equation (1.2) we set y( ) = A ? 2 x( ) for a chosen 2 (0; 1) and we study a new control problem (P 1 ) with cost J(A 2 y; ) and state y( ). We then obtain a di erent Hamilton{Jacobi{Bellman equation, u(y)+ < Ay; Du(y) > +H A 2 y; A ? 2 Du(y); A ? 2 D 2 u(y)A ? 2 = 0 (1.3) which can also be obtained directly from (1.1) by making the change of variable y = A ? 2 x and setting u(y) = v(A 2 y). This equation contains less unbounded terms and is easier to handle in spite of the additional di culty created by the presence of the unbounded term A 2 y. For (1. 3) we are able to prove existence and uniqueness of viscosity solutions. Then, since (1.1) and (1.3) are related by the change of variable u(y) = v(A 2 y), we de ne a viscosity solution of (1.1) as a function v such that u( ) def = v(A 2 ) is a viscosity solution of (1.3). The function v is uniquely determined once u has been characterized on D(A 2 ). This is the idea behind the de nition of viscosity solution we employ and we will make it rigorous in x3. The de nition is meaningful since in the case when equation (1.1) comes from a stochastic control problem, v and u can be respectively characterized as the value functions of problems (P 0 ) and (P 1 ).
The techniques of this paper could also be employed to study evolution equations of parabolic type and stochastic boundary control problems with nite horizon (see P. Cannarsa and M.E. Tessitore 9] for an analog in the rst order case). Moreover some of the assumptions made throughout the paper can be relaxed but we do not attempt to do it here.
We nally observe that the problems of optimality conditions and synthesis of optimal controls for stochastic control problems in in nite dimensions when the value function is not regular are open. Even in the case of nite dimensional stochastic control problems very few results are available (see 37]). These questions will be studied in the future. We brie y discuss what is known in x5.5.
There is an increasing interest and a growing literature on Hamilton{Jacobi equations in in nite dimensions. These equations were rst studied by V. Barbu 
Notation and Preliminaries
Troughout this paper X will denote a real separable Hilbert space endowed with the inner product < ; > and the norm j j. We denote by L(X) the Banach space of the continuous linear operators T : X ! X with the operator norm k k, and we set (X) = fT 2 L(X); T self-adjoint g :
Moreover we denote by L 2 (X) the set of all Hilbert-Schmidt operators T : X ! X. We say that a function : 0; +1) ! 0; +1) is a modulus if is continuous, nondecreasing, subadditive and (0) = 0. Subadditivity in particular implies that, for all " > 0 there exists C " > 0 such that (r) " + C " r for every r 0.
Moreover a function : 0; +1) 0; +1) ! 0; +1) is a local modulus if is continuous, nondecreasing in both variables, subadditive in the rst variable, and (0; r) = 0 for every r 0.
For any ' 2 UC(X) we denote by ' a continuity modulus of ' i.e. a modulus such that j'(x)?'(y)j ' (jx?yj) for every x; y 2 X. We recall that, if ' 2 UC(X; Y ), then its modulus of continuity always exists and so there exist positive constants C 0 ; C 1 such that j'(x)j Y C 0 + C 1 jxj;
for every x 2 X: We now brie y recall some properties of the stochastic convolution. Let ( ; F; F t ; P) be a complete probability space with a normal ltration fF t : t 0g and let W be a cylindrical Wiener process with respect to F t (see 17] Ch. 4 for the de nition and property of a cylindrical Wiener process W).
Given T 2 (0; +1] let us denote by M 0 (0; T; X) the space of all X-valued processes measurable on (0; T) and adapted to the ltration F t and by M 2 (0; T; X) the space of the X-valued processes x such that x 2 M 0 (0; T; X) and
The result below can be found in 17, Theorem Let X 1 X 2 ::: be nite dimensional subspaces of X generated by eigenvectors of A such that S 1 N=1 X N = X. Given N 2 l N, denote by P N the orthogonal projection onto X N , let Q N = I ?P N , and X ? N = Q N X. We then have an orthogonal decomposition X = X N X ? N and we will denote by x N an element of X N and by x ? N an element of X ? N . For x 2 X we will write x = (P N x; Q N x). For > 0 we denote by X ? the completion of X in the norm jxj ? = jA ? 2 xj.
We make the following assumptions about G. jG(x; p; S)j C 1 + (1 + jA 2 xj)jA 2 pj + (1 + jA 2 xj 2 )kSk + jG(x; 0; 0)j:
Some of the above conditions can be weakened, however we want to keep the technicalities down. We refer the reader to 43] for techniques leading to possible generalizations.
The de nition of viscosity solution is motivated by 10].
De nition 3.5 We say that a function ' belongs to the spaceC 2 ? (X) (resp.C 2 + (X)) if (i) ' 2 C 2 (X) and is weakly sequentially lower (resp. upper) semicontinuous on X.
De nition 3.6 Given > 0 and w; ' : X ! l R we say that a point y 0 2 X belongs to the set M + (w; ') if y 0 is a point of a local maximum for the function w ? ' ? 2 j j 2 :
Similarly, we say that y 0 belongs to M ? (w; ') if y 0 is a point of a local minimum for the function w ? ' + 2 j j 2 :
De nition 3.7 We say that a function w : X ! l R is a viscosity subsolution of (3:1) if w is weakly sequentially upper semicontinuous on X, and for every ' 2C 2 ? (X) and > 0,
(ii) for all y 2 M + (w; '); w(y) + hA We say that w is a viscosity solution of (3:1) if it is both a viscosity subsolution and a supersolution. for all x; y 2 X and some modulus m, where is the constant in (A3). jG(x; 0; 0)j = K < 1 (3.8) then there exists a unique viscosity solution u 2 BUC(X ? ) of (3.1). it is not di cult to check that N attains a strict global maximum over X N X N at ( x N ; y N ) = (P N x; P N y). By a nite dimensional result (see 12]) for every n 2 l N there exist points x n N ; y n N 2 X N such that x n N ! x N ; y n N ! y Nũ1 (x n N ) !ũ 1 ( x N );ṽ 1 (y n N ) !ṽ 1 ( y N ); as n ! 1 (3.12) and there exist functions ' n ; n 2 C 2 (X N ) such thatũ 1 ?' n , and ?ṽ 1 + n have unique, strict, global maxima at x n N , and y n N respectively, and D' n (x n N ) ! 1 " P N A ? P N ( x N ? y N ); D n (y n N ) ! 1 " P N A ? P N ( x N ? y N ); (3.14) where Z N ; Y N satisfy (3:4). Consider nally the map n N : X X ! l R de ned as n N (x; y) = u 1 (x) ? v 1 (y) ? ' n (P N x) + n (P N y): (3.15) This map has the variables split and, by the de nition of u 1 and v 1 , attains its global maximum (which we can assume to be strict) at some point (x n ;ŷ n ). This point depends also on N but we will drop this dependence since N is now xed. Setting now
we easily see that ' N;n 2C 2 ? (X) and we have from (3.15) that u(x) ? ' N;n (x) ? 2 jxj 2 has a maximum atx n . Therefore, by the de nition of viscosity subsolution,x n 2 D(A We would like now to pass to the limit as n ! 1 in the above inequality keeping "; ; N xed. To do this we have to justify a lot of convergencies. We start by observing that, settinĝ
x n = (P Nx n ; Q Nx n );ŷ n = (P Nŷ n ; Q Nŷ n ); for every x ? N ; y ? N 2 X ? N ; we havẽ u 1 (P Nx n ) ?ṽ 1 (P Nŷ n ) ? ' n (P Nx n ) + n (P Nŷ n ) u 1 (P Nx n ; Q Nx n ) ? v 1 (P Nŷ n ; Q Nŷ n ) ? ' n (P Nx n ) + n (P Nŷ n ) u 1 (x n N ; x ? N ) ? v 1 (y n N ; y ?
Therefore taking suprema over x ? N and y ? N in the above inequality we obtaiñ u 1 (P Nx n ) ?ṽ 1 (P Nŷ n ) ? ' n (P Nx n ) + n (P Nx n ) u 1 (P Nx n ; Q Nx n ) ? v 1 (P Nŷ n ; Q Nŷ n ) ? ' n (P Nx n ) + n (P Nŷ n ) ũ 1 (x n N ) ?ṽ 1 (y n N ) ? ' n (x n N ) + n (y n N ):
This implies that P Nx n = x n N ; P Nŷ n = y n N ; u 1 (x n ) =ũ 1 (x n N ); v 1 (ŷ n ) =ṽ 1 (y n N ); which, together with (3.12) and (3.11), yields u 1 (x n ) ?! u 1 ( x) v 1 (ŷ n ) ?! u 1 ( y) (3.17) as n ! +1. Finally, since u 1 (x n ) =ũ 1 (P Nx n ); v 1 (ŷ n ) =ṽ 1 (P Nŷ n ) and u 1 ( x) =ũ 1 (P N x); v 1 ( y) =ṽ 1 (P N y) formula (3.17) , together with the weak upper semicontinuity of u 1 and the weak lower semicontinuity of v 1 , impliesx n ?! x;ŷ n ?! y (3.18) as n ! +1. Therefore, using (3.18), (3.17) , (3.6), (A0), and (3.3) it follows from (3.16) that jA 1 2x n j are bounded independently of n which implies, thanks to (3.18) that x 2 D(A Hence we obtain the required modulus of continuity. Remark 3.9 If instead of (A2) we assume that there exist < 1 Remark 4.2 The last hypothesis could also be written more explicitely by translating Hypothesis 3.3. We used the above formulation for brevity and also because it can be easily checked by the change of variable. In particular this ensures also that (2.1) holds as well as the continuity of trajectories of the solution.
Change of variables and main estimates
As we said in the introduction, we transform (5:1) Proof. We proceed as above and the result follows.
Properties of the value function
We now consider the stochastic optimal control problem of minimizing the functional J(x 0 ; ) = IE The connection between the control problem introduced above and stochastic boundary control problems is discussed in x5.4. The goal of this section is to prove that v is the unique viscosity solution of (5.12). In fact we will prove more. We will prove that u is the unique viscosity solution of (5.16) and that it satis es the dynamic programming principle in X. To obtain the latter for v we only need that the dynamic programming principle for u is satis ed on D(A 2 ). Therefore in fact we prove that the transformed problem itself has a control interpretation and we think that this fact may be of independent interest. ) :
We will prove this theorem by the approximation argument used in the proof of existence of Theorem 3.8. We need a preliminary lemma. Equation (5.19 ) is the one used in the proof of Theorem 3.8 and it is easy to see that it is the equation in X N corresponding to the control problem with evolution given by (5.17) . Therefore, by the nite dimensional theory (see 24, 35, 38] for results and techniques that adapt to our situation to obtain the dynamic programming principle and Theorem 3. We conclude by letting N ! +1 since " was arbitrary.
Examples of stochastic boundary control problems
We now present examples of problems where the operator A is the Laplacian with Dirichlet boundary conditions, reminding that our results hold true also for the case of Laplacian with Neumann boundary conditions (which is in some sense easier to treat since it gives rise to a lower exponent in the Bellman equation). For further examples we refer to the book of I. Lasiecka and R. Triggiani 36] . This book deals with deterministic boundary control problems. However it can be checked that our results apply to suitable stochastic perturbations of examples belonging to the \ rst abstract class" treated in the book.
We refer the reader to the papers of G. Tessitore 49 ] for deterministic boundary control problems. However, to the best of our knowledge, the results presented in our paper are the rst of this kind in the literature. Ae k = ? k e k ; BB e k = k e k ; k 2 l N; where f k g is a sequence of positive numbers increasing to +1 while f k g is a bounded sequence of nonnegative real numbers. 
Concluding remarks
Second order Hamilton-Jacobi equations with second order terms being trace class have been studied in various papers (see e.g. 2], 15], 28]). In some cases (e.g. when the second order term is linear and hypoelliptic) it is possible to prove existence and uniqueness of di erentiable solutions, while in the general fully nonlinear case a theory of viscosity solutions is available (see 31, 39, 43] ).
When the second order terms are not trace class there are no results about existence and uniqueness of viscosity solutions. However in the papers 4], 7], 25] and 26] for the evolution case and 27] for the stationary case, it is proved that in some special cases these equations can be solved by using regularizing properties of transition semigroups associated with suitable Markov processes: in this way existence and uniqueness of di erentiable solutions is proved and the theory nds applications to stochastic control problems allowing to prove existence of feedback controls. The stationary case is also treated in 11] where existence and uniqueness of a certain kind of weak solution is proved using variational methods in Gauss-Sobolev spaces. The assumptions in 11] are di erent from ours. The question arises naturally if it is possible to extend the theory of viscosity solutions to include the equations studied in 11, 27] , and if the viscosity solution coincides with solutions proposed there. An answer to this question, though incomplete, is given by the Theorem 5.14 below. The types of equations studied in 27] and here overlap, but neither of them contains the other. The main advantage of our approach is that it allows to handle fully nonlinear equations. However we pay the price of rather strong assumptions on the operator A.
To be more precise we recall that in 27] the equation It is proved in 27] Theorem 5.7 that the solution v can be used to construct optimal an control in feedback form given by (s) = DH 0 (Dv(y (t))); where y ( ) solves a closed loop equation. To our knowledge this is the only non-trace class in nite dimensional case when the solution is regular enough to allow construction of an optimal control. Moreover there are no general results available about optimality conditions (see 37] for the nite dimensional case). It is an open problem if such results can be proved in cases of boundary control or stronger nonlinearities in the Bellman equation, i.e. the cases tractable only by viscosity solutions introduced here. We plan to come back to these questions in the future.
