Abstract. We present a semi-analytic model for the Lyman-α forest that is inspired by the Halo Model. This model is built on the absorption line decomposition of the forest. Flux correlations are decomposed into those within each absorption line (the 1-absorber term) and those between separate lines (the 2-absorber term), treating the lines as biased tracers of the underlying matter fluctuations. While the nonlinear exponential mapping between optical depth and flux requires an infinite series of moments to calculate any statistic, we show that this series can be re-summed (truncating at the desired order in the linear matter overdensity). We focus on the z = 2 − 3 line-of-sight power spectrum. Our model finds that 1-absorber term dominates the power on all scales, with most of its contribution coming from H i columns of 10 14 − 10 15 cm −2 , while the smaller 2-absorber contribution comes from lower columns that trace overdensities of a few. The prominence of the 1-absorber correlations indicates that the line-of-sight power spectrum is shaped principally by the lines' number densities and their absorption profiles, with correlations between lines contributing to a lesser extent. We present intuitive formulae for the effective optical depth as well as the large-scale limits of 1-absorber and 2-absorber terms, which simplify to integrals over the H i column density distribution with different equivalent-width weightings. With minimalist models for the bias of absorption systems and their peculiar velocity broadening, our model predicts values for the density bias and velocity gradient bias that are consistent with those found in simulations.
Introduction
The Lyα forest is one of the primary tools for understanding the intergalactic medium as well as the Universe's initial conditions and expansion history. It has been used to constrain cosmological parameters , the temperature and photoionization rate of the intergalactic gas [1, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] , and dark matter models [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] . However, the Lyα forest is sufficiently nonlinear that perturbative methods cannot describe many of the spatial scales used for these constraints. Cosmologists' understanding of how the Lyα forest traces the large-scale density and velocity fields (as well as how it is shaped by both cosmological and astrophysical parameters) derives primarily from running suites of cosmological hydrodynamic simulations [e.g. 6, 49] .
In the pursuit of a new tool for understanding the Lyα forest, this paper develops a semi-analytic model that is inspired by the Halo Model. Of all analytic large-scale structure models, the Halo Model has met the most success at bridging linear and nonlinear scales for many tracers of the large-scale cosmic matter field [50] [51] [52] . The key insight of the Halo Model is that small-scale correlations are dominated by the clustering within individual halos (the one-halo term) and large-scale correlations by the clustering of distinct halos (the two-halo term). The former correlations are Poissonian and can be related to the tracers' profiles within halos, whereas the simplest implementations of the latter halo-halo correlations use linearorder cosmological perturbation theory. Intuitive formulae for the clustering of cosmological objects result from the sum of these correlations. While there are issues with the description of mildly nonlinear scales and with the level of shot noise [e.g. [53] [54] [55] [56] , the Halo Model has provided a platform for understanding nonlinear structure formation, the clustering of galaxies of different types, and the anisotropies in various radiation backgrounds [for a review see 52] .
While our model is inspired by the Halo Model, in contrast to the Halo Model, most of the gas in the Lyα forest is not bound to dark matter halos. Rather the forest primarily traces the voids, sheets and filaments smoothed on the gas' Jeans scale [for recent reviews see 57, 58] . Numerical simulations of the forest show that these voids, sheets, and filaments manifest as Lyα absorption lines with various neutral hydrogen columns [59, 60] . Indeed, many studies of the Lyα forest have developed an understanding for the properties of these absorption lines -their linewidths, columns, and frequencies [22, 23, 32, 35, 37, 61, 62] . (There is also a theoretically-motivated relation that relates their column and density [63] , which we use to model the clustering of lines.) The halo-like model developed here uses the absorption lines as the stochastic element rather than halos, breaking Lyα forest statistics into correlations within individual absorption lines and between lines. Much like in the Halo Model, intuitive expressions lead to a result that is a function of these properties and the linear matter density. Similar difficulties arise as in the Halo Model in this model's treatment of mildly nonlinear scales.
The 'Absorber Model' presented here is not the first semi-analytic model for the Lyα forest. Before the revolution in our understanding of the forest that occurred with the first hydrodynamic cosmological simulations [59, 60] , Rees [64] developed a halo-like model in which the absorption is from bound gas within halos; this paper updates this approach to the modern picture in which the Lyα forest predominantly traces more diffuse structures. Models based on linear perturbation theory have also been developed, but generally fail to explain the properties of the Lyα forest [65] . Models that map the linear-theory density field into a nonlinear one via a lognormal transformation have been more successful [65] and to date are the most used semi-analytic model, often to generate mock forest spectra [20, 66] . However, as lognormal models rely on an ad hoc transformation, they provide less intuition into how different components of the forest contribute than in the model presented here. This paper is organized as follows. Section 2 presents the model, Section 3 describes how we implement the model (the linewidths, column density distributions, and bias parameters) as well as the simulations we use for comparison, and Section 4 analyzes the different effects that shape the power spectrum in the simulations and especially in the model. We discuss key takeaways in Section 5. Throughout we assume a ΛCDM cosmology with Ω m = 0.308, Ω Λ = 0.692, h = 0.678, n s = 0.961 and σ 8 = 0.829.
Absorber model
Our approach follows that taken for the Halo Model, except for two important distinctions. First, instead of modeling the Lyα forest as being composed of dark matter halos, we model it as being composed of discrete absorption lines each with some optical depth profile. The standard halo model calculation translates over naturally when considering correlations in the optical depth field. Second, the observable in the forest is not the optical depth τ , but the normalized flux, exp[−τ ]. Even calculating the mean of exp[−τ ] requires computing an infinite series of moments in τ , in contrast to the quadratic order that many Halo Model calculations require. We do this computation here, showing fortunately that this series can be re-summed into a compact form. A final remark before we introduce the model, and in analogy to the Halo Model (where the profile of the chosen tracer within a dark matter halo is usually characterized by just the halo's mass), we assume that an absorber's optical depth profile depends on the H i column density of lines, N HI . For simplicity, we will use the symbol N to denote the hydrogen column density through this section. As the Halo Model can be extended to account for other variables such as the distribution of halo concentrations, our model can be easily extended to include other properties that shape the absorber optical depth profile.
To begin, we can write the optical depth at position x along a sightline as a sum over the optical depth profile from all absorbers
where p i is the probability for an absorber with neutral hydrogen column density N i to be at position x i . The sum goes over all possible positions and column densities, where we have discretized both quantities into bins with width ∆N and ∆x that are chosen to be sufficiently small so that each p i is either zero or one. (We use one index to enumerate all possibilities in both quantities to simplify notation.) Finally,
is the optical depth profile of an absorber, where σ 0 is the velocity-integrated cross section (we use velocity units for x) 1 , and W (x|N ) is a line-profile function with unit norm. For example, for thermal Doppler broadening plus natural broadening, W (x|N ) is given by a Voigt profile. We can rewrite Eq. 2.1 for the optical depth as
where we have introduced two Dirac δ-functions (δ D ) and have simplified notation to
To evaluate the moments of the flux field, F = exp [−τ ], we make use of the cumulant theorem, which for the first moment, the mean normalized flux, yields:
where
Thus, the moments of field F can be expressed as an infinite sum over the cumulants (and moments) of the optical depth field τ . In itself this would not necessarily be an advantage, unless the series converges and can be re-summed, as we show is the case.
1 The cross section is a constant for a given absorber, defined in terms of universal constants as σ0 =
λLyαfLyα, where α f s is the fine structure constant, h is Planck constant, me is electron mass and c is the speed of light. The only thing that changes between one absorber and the other is the transmission properties, e.g. for Lyman-α transmission we have λLyα as the wavelength of the Lyman-α transmission and fLyα is the oscillator strength of the transmission. Definition of σ0 as above assumes that position x is given in velocity units. If x were instead in distance units, the definition of σ0 acquires additional factor of (1 + z)/H(z).
We initially aim to compute the first and second moments of the optical depth. This computation requires noting that
where f (N ) is the H i column density distribution, and that 6) where the absorber correlation function is ξ ij (x) ≡ ξ(x|N i , N j ). We take moments of Eq. 2.3, using → dN dx ∆N ∆x to eliminate sums, yielding
where we have abbreviated
We have also introduced the notation of integrals over column densities and spatial coordinates as
. . dx n , a notation we continue below. We can do the same exercise for the third moment of the optical depth. Using that
where ζ ijk is the absorber three-point function, a bit of algebra yields
The above moment calculations allow us to motivate how the series can be re-summed, although see Appendix A for a proof that the resummation is exact at all orders in τ (as well as how to extend this calculation to higher order in the density). Expressing the cumulants in terms of our expressions for the moments, inserting the cumulants into Eq. 2.4, and collecting terms yields
The parentheses in the first and second lines have forms that suggest they can be re-summed into exponential functions of τ i . Apart from the expansion in τ i , another expansion is in δ L , the linear theory matter overdensity. For ensuing calculations we cutoff at the lowest nontrivial order in δ L (i.e. quadratic order), as in simple halo models. In this case, only the two point correlation ξ 12 is nonzero, which we rewrite as ξ L 12 to indicate that it is a biased tracer of the linear matter field, and Eq. 2.9 becomes
Defining the effective optical depth τ eff = − ln F , our expression for the mean flux can be simplified to
where K i (x) ≡ 1 − e −τa(x|N i ) . Eq. 2.11 is one of the primary expressions used in this study. The second clustering term, τ C eff , is smaller by roughly the factor ∼ τ P eff ξ(σ) relative to the first (Poissionian) term, τ P eff , and ξ(σ) denotes the N -averaged correlation function at the characteristic linewidth. Using the simulation described in the next section, we find that the first term is larger by two orders of magnitude at the redshifts we consider (z = 2.2 and z = 3, where τ eff ≈ 0.16 and z = 0.35 respectively).
A similar calculation provides the two point correlation function. Starting from the flux correlation function,
The two-point correlation of the flux field, F (y)F (z) , is the same as the mean of the flux, F (y) , with the replacement τ 1 (y) → τ 1 (y) + τ 1 (z) (c.f. eq. 2.10). Thus,
The statistic that is most commonly measured from the Lyα forest is the correlation function of the flux overdensity, ξ F (y − z), defined as 14) where δ F (x) = F (x)/ F − 1. Simplifying Eq. 2.13 and decomposing it into an 1-absorber term and a 2-absorber term, using the notation
As discussed in more detail shortly, the 1-absorber component will have a white power spectrum on large scales, with a cutoff around the characteristic line width [see also 67, 68] . Eq. 2.17 expressed the 2-absorber component into three different terms in the integrand. It turns out the largest term is the last one (∝ K 1 K 2 ). This term convolves the line profiles K, with the correlation function ξ, mirroring its 2-halo term analog in the halo-model. The non-convolution (first and second) terms in ξ 2a τ are suppressed with respect to this term by a factor of ∼ K (or ∼ K 2 ) in the integrals, and on large scales contribute 20% and 10% of the 1D flux power, respectively. Apart from their amplitude being suppressed, their contribution also peaks on line-width scales. Additionally, due to their differing signs, these two terms largely cancel on all scales, making their total large-scale contribution ∼ 10%. We keep all terms in our numerical calculations.
The previous formulation of the Absorber Model uses the line-of-sight profile of absorbers and, hence, applies to line-of-sight correlations in the forest. Extending it to include transverse correlations on the ∼ 0.1 Mpc size of absorbers would require modeling the transverse profile of τ . However, for widefield 3D Lyα surveys that are useful for large-scale structure measurements, the transverse separation of sightlines is large enough that modeling the transverse extent of individual absorbers is not relevant. Instead, 3D surveys are sensitive to correlations between distinct absorbers and, hence, measure our 2-absorber correlation function evaluated at some 3D separation (such that the bias coefficients we derive in 1D apply in 3D). The next section computes these biases.
Limits of the Absorber Model expressions
This section gives intuitive limits of the expressions we just derived. It helps to define the equivalent width of an absorption line with column N ,
The equivalent width is the effective size of an absorber. Again ignoring the subdominant clustering term in Eq. 2.11 so τ eff = τ P eff , the effective optical depth can be written as
Additionally, in the large-scale (k → 0) limit, the 1-absorber term can be thought of as the second moment of the equivalent width: 20) where P 1a τ is the Fourier transform of the 1-absorber correlation function ξ 1a τ (Eq. 2.16). (See [69] for a study of absorption correlations in this Poissonian limit.) Similarly, the large-scale limit of the 2-absorber power spectrum is
where P 1D L is the 1D power spectrum of δ L (but we could also have written 3D powers in above equation as the difference is just a projection integral), we have used our result that the term with integrand over 2K 1 (x 1 )K 2 (x 2 ) dominates Eq. 2.17, and we have also taken the
, where b(N ) is the bias of a line. The latter linear-bias expansion for ξ L 12 ignores redshift-space distortions, which we will incorporate soon. It follows (up to choice of sign) that the linear bias of the two absorber term, defined by the relation
A possible objection is that we took the limits of the terms in the exponential and so really the above should be the optical depth bias, remembering that ξ F = exp[ξ 1a τ +ξ 2a τ ]−1. Because ξ 1a τ equals zero outside the linewidth, on large-scales the interaction terms between the 1-absorber and 2-absorber contribute a shot noise, such that the flux density bias is the same as the optical depth density bias. Appendix A derives Eqn 2.22 using a different approach that more formally shows that the flux density bias is the same as the optical depth bias and also shows that the minus sign is correct. The flux density bias is identical to Eq. 2.19 for τ eff aside from the additional weighting by absorber bias, b(N ). Since b(N ) is likely a weak function of N (Appendix C), this suggests that similar column density systems dominate both the 2-absorber clustering signal and the Lyα absorption. The large-scale Lyα forest fluctuations are not sourced only be density inhomogeneities but also redshift-space distortions owing to peculiar velocities. For discrete tracers of column N 1 , the large-scale overdensity is also perturbed by the gradient of the velocity field, such that on linear scales δ( [70] . Generalizing our large-scale expansion of the flux field to
we can obtain b F,η from Eq. 2.17 using similar logic to how b F,δ was derived, which yields 24) again using that the optical depth bias and flux bias are equal. This second expression identifies with our limit for the Lyα forest effective optical depth (c.f. Eq. 2.19) and is in accord at the ≈ 10% level with the velocity gradient bias found in both observations [13, 20] and simulations [71] . This result is not original, as [71] reasoned that b F,η = −τ eff if only line clustering is included. There is an additional term in the velocity gradient bias that our derivation ignored, and that was also reasoned to exist in [71] , which owes to the widths of lines depending on η L (as our calculation only includes its effect on the clustering of absorbers). The full expression is then 25) where η LS is the large-scale contribution to the velocity gradient. See Appendix A for the full derivation. The value of ∂EW/∂η LS depends on the model for the linewidth. We use a simple extension of our linewidth model in Appendix A in which absorbers have size the Jeans length, λ J , and the velocity across the absorber is λ J H(z)(1 − η LS ). This model yields the ≈ 10 − 20% correction (with 10% at z = 2.2 and 20% at z = 3) needed to bring our model into accordance with the simulations and observations [71] . Seljak [72] derived the expression for velocity bias b F,η = F ln F / F . We find that at z = 2.2 the b F,η of [72] is 50% smaller than ours. The difference between this bias and ours stems from different assumptions about the response of the small scales to η L . The result of [72] assumes simply that the optical depth is affected by peculiar velocities via the mapping τ → τ (1 + η L ), whereas our approach implicitly assumed the response of η L affects only large scales and not the small scales that are shaped by Poisson statistics (which enter via the 1-absorber term). 2 Our more sophisticated expression for the bias (Eq. 2.25) improves upon our simplest model, including how η L shapes the absorber linewidth. [73] found that the Seljak formula is surprisingly accurate in the absence of thermal broadening (which breaks the mapping τ → τ (1 + η L )), likely because this mapping is a reasonable approximation at densities relevant for the forest. However, they found this expression undershoots by 30% when thermal broadening is included. Our biases account self consistently for thermal broadening. (We note that similar assumptions do not appear in the density bias derivation, as there the density bias is treated more generally -assuming that the flux is a biased tracer of the matter.)
Implementation of model
The Absorber Model is characterized by an absorber column density distribution function f (N HI ), a bias of the absorbers b(N HI ), and an optical depth profile W (x|N HI ). We use numerical simulations and simple analytic models to characterize all three functions. Numerical simulations are also essential for testing the Absorber Model. This section describes 1) the numerical simulations we use and 2) how we model the absorber bias and optical depth profile.
Numerical simulations and mocks
We create mock spectra based on high-resolution simulations. The mocks are constructed using the z = 2.2 and z = 3.0 snapshots of the reference model from the Sherwood simulations suite [49] . This simulation was run with 2 × 2048 3 gas plus dark matter particles in a 40h −1 Mpc box. The details of the cosmological parameters and thermal history can be found in [49] . For each simulation snapshot, the optical depth is calculated along 5000, 40h −1 Mpc sightlines through the box. The optical depth is further re-scaled, in post-processing, to match the measured value of the mean flux from [74] .
To decompose the simulated spectra into absorption lines, we have developed a tool that decomposes the spectrum into lines with Gaussian optical depth profiles, much like VPFIT [75] . The algorithm starts with the lines with the highest optical depths, fits and subtracts those, proceeds to the remaining highest optical depth peaks, and so on. To avoid overfitting, the algorithm fits to a maximum of 80 lines in each 40h −1 Mpc skewer, and lines with N HI ≤ 10 11 cm −2 are discarded from the catalogue. We find that the mean flux and power spectrum of this algorithm's reconstructed flux field is essentially identical to the mean flux and power spectrum of the simulation Lyα forest sightlines, indicating that the algorithm's decomposition captures most of the absorption. This is also shown in Fig. 1 , where all the lines fitted to a single skewer are plotted (coloured curves). Black dashed line shows the result of the original simulation Lyman-α forest sightlines. In the figure, twelve typical absorption systems were emphasized, corresponding to a range of column densities, N HI = 10 12 − 10 15 cm −2 . Sometimes the method over-fits smaller systems in the simulation skewers but it is a minor issue. The spatial positions, column densities, and line widths from these fits are used for f (N HI ) and to test our W (x|N HI ) model. They are also used to construct simplified mocks in addition to the full simulations. In particular, in addition to the simulation Lyα forest sightlines, this study uses two simplified mock catalogues: mocks: These spectra use the line catalogue from fitting the simulation to reconstruct spectra, but substitutes the Absorber Model linewidth, W (x|N HI ) (and discussed shortly) for the simulated linewidth. This simplification is helpful for testing our model. random mocks: Same as mocks except the positions of all lines have been randomly scrambled. This eliminates the correlations between separate absorbers, making the 2-absorber term zero.
The differences between the full simulations (denoted sims in plots) and these simplified mocks are instructive for understanding what drives correlations. At our fiducial redshift of z = 2.2, the full simulation spectra have τ eff = 0.160 and the mocks spectra (which use our line model) have τ eff = 0.169. As alluded to earlier, we find that randomizing the positions of absorbers in the simulations results in sub-percent differences in τ eff (at z = 2.2). Additionally, Fig. 2 shows the changes in the power spectrum of the normalized Comparison of the 1D flux power spectrum between spectra that are constructed from the simulation with different approximations. The green solid curve shows the power spectrum of the simulation spectra, and the black solid curve shows the power spectrum of the mocks spectra. The mocks used the fitted positions and columns in the simulations but substitute our simple linewidth model. The orange solid curve shows the power spectrum of the random mocks, which are the same as the mocks except that the positions of the absorption features have been randomly scrambled to eliminate correlations. See Section 3.1 for additional description. The blue dotted curve is the model 1-absorber contribution. Up to sample variance in the simulation, this analytic 1-absorber calculation should be identical to the random mocks prediction.
flux overdensity between the full simulation (sims) and the same, but substituting our linewidth model (mocks). Most of the differences in the power spectrum between the sims and mocks lies in the thermal cut-off at high wavenumbers. We believe this occurs because the sims capture the scatter in line widths at fixed N HI , while the mocks assume a one-to-one correspondence between the two given approximately by the mean relation. However, the large-scale behavior of the power spectrum is only altered at the few percent level between sims and mocks, suggesting that the line width model is less important there. The yellow solid curve in Fig. 2 is the flux power spectrum obtained from the random mocks. The random mocks power spectrum is more discrepant with the sims and mocks power spectra. This indicates that the correlations between distinct absorbers have some effect on shaping the Lyα forest power spectrum. We note that, up to sample variance, the random mocks power spectrum should be identical to the 1-absorber term in our model. This result is confirmed in Fig. 2 by comparing the yellow solid random mocks curve with the blue dotted 1-absorber curve (which is calculated from solving our Eq. 2.16 and the same line width model).
Absorber properties in models
The simulation's line catalogue plus simple analytic models are used to construct the inputs for the Absorber Model. Here we describe each input: column density distribution: The column density distribution function, f (N HI ), is tabulated from our simulation's absorber catalogue. Note that the simulations largely miss N HI 10 17 cm −2 because they do not have self-shielding; this does not affect our comparison between the simulations and the Absorber Model, but does result in the calculations in this paper missing the not-insignificant contamination from high-N HI absorbers [76] [77] [78] [79] [80] .
line profile: We assume that W (x|N HI ) is Gaussian with standard deviation σ a (N HI ). To model σ a , we use a model based on that presented in [81] . This model uses the correspondence between the column density N HI , gas over-density ∆ b , and gas temperature T found in simulations [82, 83] and that applies to the extent that the size of absorbers is set by the Jeans length [63] and that the temperature follows a T − ∆ relation [84, 85] . Additionally, this model makes the ansatz that the velocity broadening is set by applying Hubble's law across the Jeans length extent of the absorbers. This velocity broadening plus thermal Doppler broadening are added in quadrature to set the linewidth. (The velocity broadening is really determined by the nonlinear velocity field; however, at the low densities where Hubble broadening likely dominates over thermal Doppler, this Hubble-broadening approximation is more relevant.) This model captures the mean of the distribution of linewidths in simulations [81] . The model ignores the wide dispersion in linewidths at fixed column, although this dispersion appears to primarily affect the 1D power spectrum near the thermal cutoff (compare sims and mocks curves in Fig. 2 ; the mocks uses this line model). See Appendix B for more details on this line model. Finally, we assume that
, with T 0 = 12, 300 K and γ = 1.59 to match our simulations at z = 2.2.
linear bias : Our model for the absorber bias is based on a one-to-one matching of a Lagrangian region with linear overdensity δ L with a Lagrangian region that results in a column of N HI and Jeans-length physical size λ J (N HI ), with this matching ordered in increasing δ L and N HI . However, in reality not all gas is accounted for in our fits to the column density distribution. Systems that contribute weak absorption are missed because of incompleteness of the line fitting as well as because the absorptionline description breaks down for extremely diffuse gas. Systems in dense regions are missed, for one, because ∆ b ∼ 100 gas tends to shock heat at virialization and, hence, not host significant neutral hydrogen. Because the missing gas tends to be at the lowest and highest densities that have the large absolute bias factors, we find that accounting for these missing contributions is important in order for the Absorber Model to match the large-scale power spectrum.
Therefore, we define parameters < and > that account for the breakdown of this one-to-one mapping at low and high columns (see Appendix C for more details). We find that setting < = 10 −2 eliminates the divergence to large negative biases that appears for much smaller < , and that the results are stationary when changing < by a factor of several around this value. Thus, in our bias models we fix < = 10 −2 and we adjust > . The fraction of highly biased material that is not accounted for by our column density distribution is given by > /(1.5
Simulations show that 20% of the gas in the Universe shock heats to T > 10 5 K [86] , collisionally ionizing much of the neutral hydrogen, and relatedly, at z = 2.2, 20% of the gas is in > 10 10 M dark matter halos that are able to pull in gas and form galaxies. Thus, our rough expectation is that 20% of dense gas is likely "missing" in our column density distribution, meaning > /(1.5 + > ) ∼ 0.2 or equivalently > ∼ 0.5. We find in Section 4.2 that > = 0.5 − 1 is needed to match the large-scale power in the simulations, with the exact value depending on the absorber exclusion model. In this paper we also assume that the linear gas density is a windowed version of the linear total matter density due to pressure smoothing, such that P b = P L e −k 2 /k 2 F where P b and P L are the linear gas power spectrum and linear total matter power spectrum, respectively, and k F = 2π/λ F is the filtering scale which we take to be k [87, 88] ; see the appendices for details). However, the Absorber Model flux power spectrum is insensitive to this k F -windowing because the small-scale power is dominated by the 1-absorber term at the redshifts we have analyzed.
These choices complete the inputs needed to compute correlations in our model using Eqs. 2.15-2. 17 . In what follows, we calculate the power spectrum in the model and compare with the power spectrum from the simulation mocks.
The Lyα forest power spectrum
Now that we have all the ingredients needed to compute the correlations in our model, we focus on the line of sight (or 1D) flux power spectrum. Fig. 3 show the different components that contribute to the absorber power spectrum. Respectively, the 1-absorber, 2-absorber, and full power spectrum were calculated by taking the Fourier transform of Eq. 2.16, Eq. 2.17 and Eq. 2.15, with the models for f (N HI ), W (x|N HI ), and b(N HI ) specified in the previous section. The overall shape of the Absorber Model power spectrum agrees to ∼ 20% with the mock spectra, with the best agreement on the small scales that are determined by the 1-absorber term and the worst at intermediate scales. Since we are comparing to the mocks, and not the original simulations, the only two effects that can change the behavior of the flux power at those scales is non-linear clustering and the related positional 'exclusion' of absorption lines (discussed shortly).
Interestingly, the 1-absorber term is at least three times larger than the 2-absorber term, with the difference increasing with wavenumber. On scales much larger than the linewidth, the 1-absorber power spectrum is white. This has a couple interesting implications. First, mode counting arguments for the constraining power of the Lyα forest have missed this source of noise, and previous attempts to use the 1D power to measure the bias of the transmitted flux have overestimated the bias because of the 1-absorber term [6, 79] .
Let us understand the large-scale limit of the power spectrum. At large-scales . The red solid line shows the large-scale limit of the Absorber Model using Eq. 4.2, the red dashed line shows the same but without redshift-space distortions, and the dot dashed curve shows this calculation keeping the scale dependence of N −1 p .
where P 1a F (k) is the power spectrum of ξ 1a F = exp[ξ 1a τ ] (Eq. 2.16), which asymptotes to a constant at low k, and P 2a τ is the Fourier transform of ξ 1a τ (Eq. 2.17). The last term in Eq. 4.1 is just a few percent of the total power at all wavenumbers, and, if it is dropped, we can rewrite Eq. 4.1 as
where µ = k/q is the angle between the line of sight and the Fourier vector q, and the linear bias factors for the density (b F,δ ) and velocity gradient (b F,η ) are given by the relations in Sec. 2.1. The k-independent Poissonian term, N
, is dominated by the Poisson 1-absorber term. 3 In the τ eff 1 limit, the shot-noise term is related to the effective optical depth through Eq. 2.20. The solid red line in Fig. 3 is the evaluation of Eq. 4.2 for our model, where all the non-convolution terms of 2-absorber power (which have a white power as k → 0) were kept in N −1 P . If we keep the scale dependence of N −1 P , the result (the dot-dashed red curve) deviates significantly from the red solid line only at k 0.01 s km −1 and is only 12% larger at k = 0.02 s km −1 than the full model flux power (full blue line in Fig. 3 ). The approximation of Eq. 4.2 but with b F,η = 0 is shown as dashed red line in Fig. 3 , showing that redshift-space distortions shape the power at the 20% level (contributing at O(0.4) level to the 2-absorber term in the Reference Model). 
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Absorber exclusion
Absorbers' positions can be anti-correlated on small scales owing to absorbers having to occupy different real space positions -absorber exclusion. We show that absorber exclusion is likely the reason why our Reference Model, which does not include exclusion, overpredicts the 1D power spectrum at intermediate wavenumbers.
We illustrate exclusion with a simple model in which we remap the absorber correlation function in the 2-absorber term (Eq. 2.17) to
where ξ L is the usual linear matter correlation function. While we have not included redshiftspace distortions in the above, really for x ≥ R we include these terms but set them to zero at x < R (so that our exclusion happens in redshift space). Figure 4 shows the effect of exclusion on the 1D power spectrum. The different curves vary R by up to a few times the Jeans length at z = 2.2 (λ J ∼ 0.05 cMpc/h; Eq. B.8). The Jeans length is the characteristic size of absorbers. (Analogously, to explain the sub-Poissonian shot noise found in halo clustering, halo exclusion is found to become important below a few times the virial radius [55] .) The R = 0 cMpc/h model is our Reference Model, which does not include exclusion. While R = 0.3 cMpc/h works well on large scales, matching the mocks on small scales requires a smaller value of R (see Fig. 4 ), a trend likely reflecting the simplicity of the exclusion model used. Additionally, the absorber exclusion suppresses the large-scale power in the model by reducing the shot noise. The actual effect is coming from a modified 1D matter power spectrum. For a simple model of line exclusion considered in this paper, an analytic relation can be obtained such that
where P 12 (k) is the Fourier transform of ξ L 12 and W R (k) = sin(kR)/(kR) is a 1D Fourier transform of a top-hat function and R is the exclusion scale. In the large-scale limit, k → 0, the correction due to absorber exclusion in the flux power spectrum can be written as
and λ = 0.09 in our model. The convolution term from exclusion in Eq. 4.4 adds less than 4% of the total value of λ. However, the overall effect of exclusion is quite large: in Eq. 4.5, λ R is 75% of P 2a F (R = 0) for R = 0.3 cMpc/h. 4 Fig. 4 , however, does not show the large-scale suppression of power from exclusion. Since this effect is perfectly degenerate with the choice of large-scale absorber bias, b F,δ , and we take that effect out of the calculation by changing the biasing scheme. To match the largescale limit, the adjusted bias values for R = 0.1, 0.2 and 0.3 cMpc/h are b F,δ = −0.09, −0.1 and −0.11 respectively. This should be compared to the value of bias in the Reference Model, b F,δ = −0.08.
Absorber bias
In our simple model of absorber bias we can vary two parameters, ε > and ε < , to match the large-scale bias in the mocks spectra (see Appendix C). Of these, ε > is the most important, 4 The effect of the line exclusion can also be observed in the effective optical depth, through the contribution of the clustering term τ C eff . The result to which we have already alluded to before, is that at lower redshifts when the total effective optical depth is small enough, this contribution is less than a percent. However, evaluating τ C eff with the full linear matter correlation function (without line exclusion), results in large changes in the optical depth, even at low redshifts. Even as in the flux power spectrum, in Fig. 4 , the preferred values of R to match the effective optical depth of the model with the mocks, are of the order of R = 0.2−0.3 cMpc/h, which is a few times the typical scale of the absorbers.
representing the amount of highly biased material that does not contribute to the forest absorption (because of, e.g., shock heating). In our Reference model, these parameters were chosen to be (ε < , ε > ) = (0.01, 0.9) such that the large-scale 1D flux power spectrum of the model agrees with the results from the simulation mocks at z = 2.2. Here we investigate the impact of varying ε > . We show ε > = {0.9, 0.7, 1.3} in Fig. 5 , which respectively result in b F,δ = −{0.080, 0.105, 0.063}. Thus, varying ε > over this range results in a small change in b F,δ and, as a result, small changes in the large-scale power. The model with ε > = 0.9 is most consistent with the mocks power. This is consistent with the ε > = 0.5 − 1 we motivated in Section 3.2 (from considering gas 'lost' to shock heating and galaxy formation), and we note that the models with exclusion that match the bias require ε > = 0.71, 0.57, and 0.46 for R = 0.1, 0.2 and 0.3 cMpc/h respectively. Thus while a certain degree of tuning was performed on the bias to match the large scale limit of the mocks power, the chosen parameter values lie well within the reasonable assumption of the simple bias model used. We suspect improved models for the absorber bias and absorber exclusion can be developed, models for which less tuning is required.
Since we find a best fit flux bias of b F,δ = −0.08, this translates into the effective bias of the absorption lines, −b F,δ /τ eff (c.f. Eq. Figure 5 : The effect of varying the parameters of our bias model on the 1D flux power spectrum. Different colored curves have varied our simple bias model's two free parameters, (ε > , ε < ), with solid indicating the total power and the dot-dashed indicating the 2-absorber contribution. The full black curve corresponds to the results of the simulation mocks.
Redshift evolution
The amplitude of the 1D Lyα forest power spectrum increases significantly with redshift, and constraints on cosmological parameters derive a lot of their sensitivity from having measurements at multiple redshifts. Thus, it is interesting to consider our model at a higher redshift to determine whether it captures the expected trends. We again compare the Absorber Model with the mocks spectra (which share the same linewidth model), but these spectra are now constructed using the z = 3.0 simulation output. We also use the same bias parameters (ε > , ε < ) as the z = 2.2 Reference Model. Fig. 6 compares the flux power spectra of the Absorber Model and mocks for both z = 2.2 (lower curves) and z = 3.0 (upper curves). By and large, the z = 3.0 curves all are shifted up by a comparable factor in amplitude compared to the z = 2.2. Thus, our previous conclusions apply: The 1-absorber term is similarly dominant. The effect of clustering is similar, albeit somewhat larger at z = 3.0. The ratios of the total power, 1-absorber power, and 2-absorber power at k = 10 −3 s km −1 , are 1 : 0.66 : 0.32 at z = 2.2 and 1 : 0.57 : 0.40 at z = 3. (The convolution term in Eq. 4.1 is 1% and 2% of the large-scale power at z = 2.2 and 3.0, respectively.) The Absorber Model is slightly more discrepant with the mocks at z = 3.0, overpredicting the large-scales power by ≈ 15%. While our bias model was tuned to match large-scale properties at z = 2.2, we have not tuned parameters for z = 3.0. Indeed, we find that decreasing the value of b F,δ in the model by 30% matches the large-scale power in the mocks at z = 3.0.
Both observations [10, 11] and simulations [6, 71] suggest redshift evolution to be powerlaw with redshift, with the power-law index of slightly less than 3 (b F,δ ∝ (1 + z) 2.9 ). The results of the Absorber Model suggest a redshift evolution closer to a power-law index of 2 (b F,δ ∝ (1 + z) 2 ), with the caveat that this scaling is likely affected by the thermal history. Using the 30% lower value of b F,δ suggested by the large-scale limit of the z = 3.0 mocks power would further increase the discrepancy with the observed power-law index. Increasing the amount of absorber exclusion with redshift could help reconcile this discrepancy. (Fixing the large-scale power results in ≈ 30% larger b F,δ to compensate for exclusion with R = 0.2 cMpc/h. The green solid curve in Fig. 6 shows our R = 0.2 cMpc/h toy exclusion model but with the same b F,δ .) Larger model biases could also be created by decreasing ε > , which is theoretically motivated as only half the gas has shocked heated or collapsed into galaxy-sized halos at z = 3 compared to z = 2.2 ( [86] ; suggesting a similar reduction in ε > ). Thus, the discrepancy at large scales at z = 3.0 falls within the plausible range of input parameters to the Absorber Model.
Column densities
The Absorber Model describes the Lyman-α forest by discretizing it into systems of different columns. This discretization allows us to understand which systems are most important in shaping the correlations. Fig. 7 shows the predictions of the Absorber Model when making different cuts on column density. The Reference Model (the blue curve) uses the range between 11 ≤ log 10 (N HI ) ≤ 17, using cm −2 units. When excluding the low column densities from the calculation with log 10 (N HI ) < 13 (solid red curve), the flux power spectrum is reduced by 13% on large scales. However, the small-scale power is nearly unchanged. Excluding low columns also has little effect on 1-absorber term, whereas the 2-absorber term is reduced by a factor of several when excluding the columns below log 10 (N HI ) = 13 (red lines). Excluding the high column densities with log 10 (N HI ) > 15 also mostly affects large scales. However, for this case, the 1-absorber term is most changed, being reduced by 17%. where X = {τ eff , P 1a F , P 2a F , . . . }. Thus, ∂X/∂ log 10 (N HI ) gives the contribution to X per log 10 (N HI ). Fig. 8 shows ∂X/∂ log 10 (N HI ) over the column density range probed by the simulations. The flux power spectrum components depend also on the wavenumber. Our calculations take k = 10 −3 s km −1 , or ≈ 0.1h Mpc −1 , at z = 2.2, but the X(N HI ) do not change significantly if k is increased/decreased by a factor of ten. Additionally, the top axis in Fig. 8 relates the column to the gas density in units of the mean, using the relation from [63] that our model adopts.
The effective optical depth distribution, ∂τ eff /∂ log 10 (N HI ), and the 2-absorber term, ∂P 2a F /∂ log 10 (N HI ), peak at slightly lower columns of 10 13.6 cm −2 than the 1-absorber term, ∂P 1a F /∂ log 10 (N HI ), which peaks at 10 14.2 cm −2 . These trends are consistent with the previously noted trends in the 1D power spectrum between different column density cuts (Fig. 7) . (We also find that redshift-space distortions act to shift the peak of ∂P 2a F /∂ log 10 (N HI ) to- wards lower columns.) In terms of densities, at z = 2.2 τ eff comes from a the wide range of densities, ∆ b = 0.3 − 30, with a peak at ∆ b ≈ 4. The range of densities affecting the 2-absorber signal is shifted to somewhat higher densities, with a peak at ∆ b ≈ 5, and the distribution is somewhat less broad (∆ b = 0.7 − 10). Finally, the 1-absorber term peaks at ∆ b ≈ 10, and most of its contribution comes from between overdensities of several and halo-like overdensities.
The contribution for the 1-absorber term is skewed in the direction of higher column densities. However, some of this skewness owes to unrealistically high gas temperatures in the model from extrapolating a temperature density relation to densities beyond where it applies (see top temperature axis in Fig. 8 ), leading to unrealistically large linewidths. The translucent lines in Fig. 8 show how the tail of the 1-absorber contribution is diminished when the gas temperature is limited to be below 10 5 K, a limit that physically comes about from collisional cooling [85, 89] . 5 While other terms change negligibly, the Poisson term now falls much faster towards zero contribution at higher columns. Nevertheless, the 1-absorber term is 
The differential of quantity X with respect to column density, ∂X/∂ log 10 (N HI ), for X = τ eff (red solid curve), X = P 1a F (green dot-dashed curve), X = P 2a F (blue dashed curve), and X = P 2a F without redshift-space distortions (dotted magenta). The vertical markers (with the same colour scheme) at the bottom of the plot indicate the maximum of the different distributions. These contributions to the power spectrum were computed at the pivot scale of ∼ 0.1h Mpc −1 . The top axii show the gas density contrast ∆ b (above) and gas temperature T g (below) for our z = 2.2 model. The corresponding translucent curves are if we instead take an upper limit on the temperature of 10 5 K, which mimics a more realistic thermal model. sensitive to temperatures of the gas at column densities of around 10 14 −10 15 cm −2 , even if we cap the temperature to mimic more realistic thermal physics. Moreover, with the inclusion of column densities that are in the self-shielded regime (LLSs and DLAs), the 1-absorber term's distribution likely develops a second peak at high columns (when f (N HI ) flattens out, and EW (N HI ) starts increasing with ∼ √ N HI owing to damping wing absorption). For z = 3.0, the same column density corresponds to a lower overdensity than at z = 2.2. Interestingly, we find that ∂τ eff /∂ log 10 (N HI ) and ∂P 2a F /∂ log 10 (N HI ) peak at similar gas overdensities at z = 2.2 and z = 3.0, meaning that these are shaped by similar gas densities but by higher column densities with increasing redshift. Whereas, we find that ∂P 1a F /∂ log 10 (N HI ) peaks at similar column densities at both redshifts, meaning that this term is shaped by lower gas overdensities at higher redshifts.
Conclusion
This paper presented a semi-analytic 'Absorber Model' for the Lyα forest that is inspired by the Halo Model. This model is built on the absorption line decomposition of the Lyα optical depth field, a decomposition that has been used since the dawn of high-resolution Lyα forest observations. This decomposition allows one to break up correlations into those within each absorption system ('the 1-absorber term') and those between systems ('the 2-absorber term'), treating these systems as biased tracers of the underlying matter fluctuations. While the nonlinear exponential mapping between optical depth and flux requires an infinite series of moments to calculate any statistic, we show that this series can be re-summed (capturing the Poissonian 1-absorber term at all orders and truncating the 2-absorber at the desired order in δ L ).
We have focused on using this model to understand Lyα forest two-point correlations, where we found:
• The modeled line-of-sight flux power spectrum (also known as the 1D power spectrum) agrees well with that in simulations. For this comparison, we matched the column density distribution and linewidths in the model and the simulation mocks. The primary additional ingredient that the model requires is the linear bias as a function of N HI , and we showed that a minimalist model predicts biases consistent with the simulations. In addition, we showed that a simple linewidth model based on the model in [81] reproduced many aspects of the 1D power spectrum. Absorber exclusion on the scale of the IGM Jeans length is needed to suppress the model's power by 30% at intermediate wavenumbers to match the simulations.
• The 1-absorber contribution to the 1D power spectrum is a factor of few times larger than the 2-absorber contribution (at least for the redshift range considered here of z = 2 − 3). The largeness of the 1-absorber term indicates that the 1D power at all wavenumbers is primarily shaped by the number of absorbers as a function of column.
To the extent that the sensitivity to cosmological parameters enters via the 2-absorber term, the 1-absorber term -which is a single number on scales much larger than the linewidths -acts as a source of effective noise. The dominance of Poisson fluctuations also helps explain why [82, 90] found that large-scale temperature and intensity fluctuations have little effect on the 1D power spectrum.
• We derived intuitive formulae for the effective optical depth and the k → 0 limits of the 1-and 2-absorber terms, showing that they can be expressed simply as different equivalent-width weightings of the column density distribution (with an additional bias factor in the 2-absorber term's weighting). At z = 2.2, we found that the 2-absorber term is dominated by systems with N HI ∼ 10 13 − 10 15 cm −2 , while the 1-absorber term derives from those with N HI ∼ 10 14 − 10 15 cm −2 . Moreover, irrespective of redshift, the 1-absorber contribution traces these same column densities, whereas the 2-absorber contribution traces the same gas overdensities, peaking at overdensities of ∼ 5 and spanning ∼ 0.7 − 10.
• This is the first model that successfully predicts the Lyα forest linear biases in both density and velocity. An objection to this claim might be that we have just redefined the uncertainty into b(N HI ), but a counterargument is that N HI tightly correlates with density [63, 82, 83] and so a simple biasing model is possible. Our simplest model for the linear velocity gradient bias, b F,η , finds that it should equal τ eff . Our full model finds that peculiar velocity broadening contributes an additional 10-20% correction that brings b F,η into agreement with simulations.
The Absorber Model has several deficiencies. A major one is the unnatural splitting of correlations into those within systems and between systems, a problem that any halo-like model encounters. Absorber exclusion is one manifestation of this unnaturalness, which acts to suppress the 1-absorber term on large-scales, but really appears in our 2-absorber term. Another example is the pressure smoothing of the gas, which both changes the profile of absorbers (affecting mainly the 1-absorber term) and also likely alters the absorber spacing (affecting the 2-absorber). Our calculations mostly punted on modeling these 'filtering' effects. Perhaps the most significant deficiency is that, in contrast to the Halo Model, which is built upon the solid foundation of excursion set theory [91] and the attractor NFW halo profile [92] , the Absorber Model requires the column density distribution (we took fits to it from simulations) as well as models for the linewidth distribution and the line density bias. The column density distribution itself is ambiguously defined, as at some level the forest cannot be decomposed into discrete systems. This drawback should be especially prescient at z > 4, where much of the forest is saturated, and we expect the Absorber Model will not be as successful. On the positive side, the densities and linewidths as a function of column have been studied and there is some analytic understanding of both. Our line model was able to build off this understanding to develop simple models for, e.g., the bias of lines.
There are many possible extensions to this model, including
• Computing the model predictions at higher order in δ L than second order, which in detail would require pursing a bias expansion for the absorbers [e.g. 93] or using some other model for the absorbers' nonlinear clustering. (When the 2-absorber term is exponentiated, our formulae for moments of the flux field contain terms at every order in δ L , but they are only complete at second order.) At second order in δ L , our model does not appear to capture the nonlinear scaling of the 3D flux power spectrum found in [6, 71] . The 1-absorber term will likely be subdominant in the 3D power spectrum as it scales as k 3 , and so the nonlinear scaling found in [6, 71] likely owes to aspects of the nonlinear absorber clustering that are currently not included in our model.
• Understanding how the shapes of correlations in the Lyα forest depend on the underlying cosmology. To the extent that the 2-absorber term dominates cosmological parameter constraints, the calculations presented here provide some understanding. However, the small-scale width of absorption features should bear some cosmological dependence (that may be distinct from thermal effects), and the column density distribution also should depend on the cosmology. These dependencies were not captured in our simplified calculations.
• Including the damping wings of high-column density systems (Lyman-limit and damped Lyα systems). This addition is a matter of simply including natural broadening in our linewidth model. Several studies have shown that the effect of the wings on the power spectrum can be significant [76] [77] [78] [79] [80] . This model could potentially provide a physicallymotivated parametrization for their effect.
• Including metal absorption that contaminates the Lyα forest. This could again be incorporated by altering the linewidth model to include absorption by various metal ions given some mapping between N HI and the ions' optical depth profile. A sophisticated model could assume some metallicity distribution as a function of column (as this has been constrained observationally [94] [95] [96] ) and use photoionization modeling to include all potentially contaminating absorption lines. Such a model for metal contamination could aid in understanding the imprints of metal contamination on the forest and how this contamination could bias parameter inferences. Similar calculations could be used to study the cross-correlation between the Lyman-α forests and the absorption in other lines (such as the Lyβ or C IV forests).
State-of-the-art Lyman-α forest studies rely heavily on cosmological hydrodynamic simulations. The Absorber Model is a complementary semi-analytic approach that makes some analytic Lyα forest investigations possible. Additionally, a Monte-Carlo realization of this model could provide a more physical mock Lyα absorption catalogue than the popular method that uses lognormal transformations.
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A Absorber model through Poisson distribution
Before we chose our discretization such that p i is either zero or one in a cell. Of course, to the extent that absorbers are uncorrelated (which is what the Absorber Model assumes on small scales), p i is Poissonian, as the absorbers are discrete. Using that they are Poissonian allows us to re-sum all Poissonian terms in the τ expansion expansion, as opposed to our approach in the main text of keeping track of terms to third order in τ and then motivating the resummation. Keeping the notation adopted in Section 2, we can rewrite the optical depth from Eq. 2.1 such that each τ i = τ a (x − x i |N i ) in the sum over a grid of ∆N and ∆x is multiplied by the occupation number of elements (n i ), corresponding to (N i , x i ) within that volume
The random variable n i is Poisson distributed with average
where δ a is the overdensity of absorbers. [For linear configuration-space biasing, δ a (
.] Because δ a is not Poissonian, this means that even though we have assumed n i is Poissonian in each cell, the spatial distribution of absorbers is not owing to δ a . We note that we are making the same assumptions as in the main text, which follows the more standard approach. With this, we can write the flux of one absorber at position x as
To compute the mean of the flux requires averaging over the number the Poisson distribution of the number densities as well as over δ a :
The average over the Poisson distribution can be done analytically and yields
Using the expression for the average number density (Eq. A.2), and again changing the
where we have replaced index i with 1 to match the notation in the main text (e.g. Eq. 2.10). Just as in Sec. 2, using the cumulant theorem we compute the δ-average, which gives to quadratic order in δ L :
where as in the main text
. With the replacement τ 1 (x) → τ 1 (y) + τ 1 (z), the above expression then becomes F (y)F (z) , just as in Sec. 2.
Because this approach yields an expression for the flux given the large-scale density, δ a (the term in the expectation value of Eq. A.6), it nicely allows one to compute the flux biases of the density (b F,δ ) and of the velocity gradient (b F,η ). The density bias of the flux is defined as 8) where the (constant) linear bias, which we denote as b F,δ in the main text, is obtained by taking the k → 0 limit. Using the above notation, b F,δ (k) can be written as
where for simplicity we have ignored redshift-space distortions in our expression as they do not alter b F,δ (k).
To simplify further, we drop terms of O(δ 2 L ) as these will yield zero in the desired k → 0 limit (with a caveat discussed below) and consider a finite interval L so we can write δ L (x) = ∞ n=−∞ δ L (k)e ikx ∆k/2π where ∆k = 2π/L and k = n∆k for integer n. Then, rewriting the previous equation yields
where K 1 (k) is the Fourier transform of the kernel K 1 (x). Note that all spatial integrals are over range −L/2 to L/2. Going from the first line to the second has the derivative hit the mode with k = k. (Additionally, we note that our previous dropping of the O(δ 2 L ) terms, results in δ L only being in the exponent after the derivative. This simplification is not necessarily justified, but in our case is because we find the clustering component to τ eff [the term we are dropping] is negligible. See the discussion following Eq. 2.11.) Going from the second to the third recognizes that the ... δ can be brought in to average over a quantity that is equal to F . The third to final line notices that the x 1 integral over K is a Fourier transform and that the integrand does not depend on x. Eq. A.10 is identical to Eq. 2.22, where we had extracted b F,δ from the convolution terms in the flux correlation function.
Following nearly identical steps as above, and noting that on large-scales 6 the velocity gradient bias can be shown to be
The flux bias of the velocity gradient is, to linear order, of the same absolute value as the effective optical depth (τ eff ). However, the above biases assumed that the line profiles, that enter in K, do not depend on δ L or η L . The linewidths likely depend on η L , which Sec. 2.1 motivated is necessary to explain b F,η in both the simulations and observations. This extension yields Eq. 2.25 in the main text for b F,η , the k → 0 limit of b F,η (k), noting that K 1 (k = 0) = EW. Appendix B.1 calculates this for a simple extension of our line model (finding results that agree well with simulations and observations).
B Linewidth model
One of the inputs of the framework presented in Sec. 2 is the dependence of the absorption linewidths on the column density. This paper adopts a simple model, based on [97] . See [97] for plots demonstrating the success of this model. The model proposes that the column density of a given absorption system (N HI ) is proportional to the neutral hydrogen number density at that location (n HI ), times the characteristic length scale, associated with the size of the absorbers. Taking the length scale to be the Jeans scale (λ J ), which is supported by both simple arguments [63] and complex cosmological simulations [82, 83] ,
where f N is an order unity fudge factor in the relation. In this paper, we choose f N to be a constant with value of 0.3 as motivated in [97] . The number density of neutral hydrogen (n HI ) is related to the number density of hydrogen nuclei (n H ) through the usual photoionization equilibrium relation
where the photo-ionization rate (Γ HI,γ ) is considered to be spatially uniform and the recombination rate (α HI,γ ) is approximated as α HI,γ = α 0 T −0. 76 4 , with α 0 = 4.3 × 10 −13 cm 3 s −1 and T 4 = T /10 4 K. The electron number density for optically thin gas can be related to the hydrogen number density as n e = n H (1 − Y /2)/(1 − Y ), where Y = 0.24 is the helium (He) mass fraction and we have assumed that the helium is doubly ionized (as is applicable at z 3). Furthermore, the hydrogen number density is related to the total mass density as
where m H is the mass of the hydrogen atom, and f g = Ω b /Ω m is the gas fraction. Finally, using the standard power-law parameterization of temperature and density,
a one-to-one correspondence between the column density and the (non-linear) over-density can be obtained by combining the above equations. We use this relation in what follows to calculate λ J (as well as the bias of lines in Appendix C). With these basics out of the way, we can now write expressions for the σ of our model's Gaussian-in-optical-depth absorption lines:
Some of the broadening owes to from thermal Doppler broadening. In this case, the width of the lines can be described as
where k B is the Boltzmann constant and σ D has units of velocity. Following [97] , in addition to Doppler broadening we also include the physical velocity broadening, making the ansatz that this broadening is dominated by the Hubble flow rather than the peculiar velocity (which is more apt at low densities). Thus, we write
where H(z) is the Hubble function. 7 The relation for the Jeans length used in the paper is
where G is the gravitational constant, c s is the sound speed, and µ = 0.59 is the mean molecular weight for ionized primordial gas.
Combining the results we can write the total linewidth of the absorbers as
where Ω m (z) is the coeval matter energy density. Even though the model is simplistic in that it does not capture the scatter found in hydrodynamical simulations or the contribution to broadening from peculiar velocities, the main text presents results in a way that tries to be as model independent as possible (see Section 3.1).
B.1 Velocity gradient bias in this linewidth model
We would like to estimate the amount b F,η is affected by the broadening of lines in response to a large-scale velocity gradient. Using the Hubble broadening model just described, we can add the inhomogeneity to Eq. B.7, saying that the Gaussian profiles have an additional physical velocity broadening component such that 8
(B.11)
The full expression for the linewidth from velocity effects, σ H , should have the nonlinear η rather than its linear theory limit η L , as we have written, where η ≡ −∂v p /∂x/(aH). We make the ansatz here that we can replace η with η L . We can now evaluate d log EW/dη L in our full expression for the velocity gradient bias (Eq. 2.25), finding 12) where α (η) = 1/[1+9µ∆ b (N )Ω m (z)/(2 √ 5πf N ) 2 ] and ∆ b (N ) is the nonlinear density contrast (its dependence on the column density is given by the model described in Appendix B). 7 Unlike in [97] , we have here included the same factor fN that should characterize the distribution nature of the typical size of the absorbers around the Jeans length value, although this change has a minimal impact on our results. In this simple extension of the linewidth model, the additional ∂ln EW/∂ ln σ term leads to small deviations from unity of the b τ,η = −b F,η /ln F . At z = 2.2, the value of b τ,η is 0.89 in our model, and at z = 3.0 this becomes 0.82. Both of these points agree well with the predictions of the simulations [71] .
C Simple bias model
Our simple bias model assumes that there is a one-to-one relation between N HI , ∆ b and δ L smoothed on the filtering scale where the density variance is σ 2 f . We will also assume that the mass of the systems is the Jeans mass for ∆ b , which is supported by cosmological simulations [63, 82, 83] .
For this setup, we relate the number of systems that reside at a given column to the number of systems that stem from a given linear density
We can also write an expression for the 3D density of absorbers that start from linear density in the range dδ L and that fragment into objects of size of the Jeans mass, M J (∆ b ):
where σ f is the characteristic variance in δ L for a region of size that maps into an absorbers, taken to be the filtering length (proportional to the Jeans length at the mean density [87] ), 9 and finally
where we have taken the Jeans length squared, λ 2 J , to be the characteristic cross section of the system, noting M J =ρ(1 + ∆ b )λ 3 J . Since this is a crude model, we drop the typical factors of 4π/3 and π in the relations. Given an empirical f (N HI ), the previous allows us to relate N HI to δ L :
In the case of ε < = ε > = 0, Eq. C.4 is just integrating M J
Solving this case generates a one-to-one and onto mapping between N HI and δ L .
However, as discussed in the Section 3.2, line fitting misses some of the least-and mostdense gas. Our model captures the missing diffuse missing component with ε < , as ε < identifies N HI = 0 with the δ L that is larger than all but ≈ ε < /M of the possible δ L . While we expect ε < 0.1, we show below that the precise value of ε < is not crucial (as anything finite and 9 There is some inconsistency inherent in this model as we require a single scale to measure σ f but allow MJ to be a function of density. This inconsistency is lessened by σ f being a weak function of scale.
small yields roughly the same result). Even more important, not all the gas in the Universe is visible in the forest. Tens of percent are shock heated at the redshifts of interest, primarily within galactic dark matter halos. Eq. C.5 identifies N HI = ∞ (in actuality, N HI = 10 17 cm −2 is the maximum in our calculations) with the δ L that is only smaller than ε > /M of all other δ L . Thus, if a quarter of gas is shock heated and not visible at z = 2.2 (as simulations find), and this shock heated gas is identified with the largest δ L , we expect ε > ∼ 0.5. This estimate uses that M(0, 0) = 1.44 at z = 2.2 (M(0, 0) = 1.36 at z = 3.0) in our calculations. This estimate for ε > is roughly consistent with what we find is needed to match the large-scale bias of the mocks, especially when accounting for line exclusion. Including (ε < , ε > ) in this bias model is important; otherwise our lowest and highest columns have divergent negative and positive biases, respectively.
This mapping between N HI and δ L is the most important part of the bias model as the Lagrangian bias follows:
where δ L,lw is the long wavelength fluctuation with variance σ 2 lw . The final equality uses that
. (C.7)
We can now express the bias in terms of N HI using Eq. C.4 for δ L (N HI ). We fix the value of the filtering scale to k −1 F = 41 ckpc/h (taking it to be 2.2 times the Jeans wavenumber, c.f. Eq. B.8, at ∆ b = 1 and z = 2.2 as motivated by [87] ) such that the standard deviation in a region of size the filtering scale is σ f = 1.68. Figure 9 shows the effect of varying the parameters (ε < , ε > ) on b(N HI ). Observations suggest that for DLAs, i.e. N HI > 10 20.3 cm −2 , b(N HI ) ≈ 2 [98, 99] , so the bias values should be below this threshold at the lower N HI we consider. 10 The exact values of the (ε < , ε > ) parameters for the Reference Model were fixed such that the low-k power spectrum agrees with that of the mocks. The values required for (ε < , ε > ) in the Reference Model as well as the other cases shown in Figure 9 are consistent with the range we physically motivate, except ε > = 0.1 which is outside this range. Especially if we exclude this ε > = 0.1 curve, the range of bias values of the different models is relatively small. It would be interesting to compare the bias values in this model to full numerical simulations Figure 9 : Column density dependence of our simple bias model at z = 2.2 for different values of (ε < , ε > ). The black lines show the Reference Model of (ε < , ε > ) = (0.01, 0.9) and σ f = 1.68. The array of solid colored lines vary ε < from the refernece; the array of dashed colored lines vary ε > .
