ABSTRACT. We continue our study of the extensions of generalized probability measures. First, we describe some extensions of generalized random events (represented by classes of functions with values in [0,1]) to which generalized probability measures can be extended. Second, we study products of domains of probability and describe states on such products. Third, we show that the events in IF-probability, introduced by B. Riečan, form a suitable category isomorphic to a subcategory of the category of fuzzy random events. Consequently, IF-probability can be interpreted within fuzzy probability theory. We put forward some problems related to the extensions of probability domains and hint some applications.
Introduction
Following J. N o vá k [22] - [24] , using some recent results on generalized random events and states [2] , [3] , [20] , [21] , [30] and basic categorical methods [1] , [15] , in [19] we have studied the process of extending generalized probability measures.
In the second section, we present more results related to the extension process. The last two sections are devoted to the ralationships between IF-probability, introduced by B. R i eč a n in [31] , and fuzzy probability [8] , [18] , [34] .
Relevant notions concerning generalized random events and generalized probability measures (states) are recalled in the text. Further, if A is a σ-field of sets, then M(A) denotes the class of all A-measurable functions whose values are in [0, 1] . As usually, ∃ ! means "there exists a unique". D-posets have been introduced in [20] in order to model events in quantum probability. They generalize Boolean algebras, MV-algebras and other probability domains, and provide a category in which observables and states become morphisms [2] , [11] . Recall that a D-poset is a partially ordered set with the greatest element 1 X , the least element 0 X , and a partial binary operation called difference, such that a b is defined iff b ≤ a, and the following axioms are assumed: [16] , [17] , i.e., systems X ⊆ I X carrying the coordinatewise partial order, coordinatewise convergence of sequences, containing the top and bottom elements of I X , and closed with respect to the partial operation difference defined coordinatewise. We always assume that X is reduced, i.e., for x, y ∈ X, x = y, there exists u ∈ X such that u(x) = u(y). Denote ID the category having (reduced) D-posets of fuzzy sets as objects and having sequentially continuous D-homomorphisms (preserving constants, order, and the difference) as morphisms. Objects of ID are subobjects of the powers I X .
Extensions
Extensions of D-posets of fuzzy sets have been studied in [9] , [11] - [13] , [19] , [26] . Essentially, there are two types of extensions. First, we can add functions, and then, we speak of an ID-extension (cf. [19] ). Second, we can extend the domain of functions and such extensions have stochastic applications, e.g., when studying the duality between generalized random variables and observables [5] , [7] , [8] , [10] , [14] - [16] , [26] .
Let X ⊆ I X be a D-poset of fuzzy sets. Denote S(X ) the set of all sequentially continuous D-homomorphisms of X into I; the elements of S(X ) are called states. In what follows, each x ∈ X will be considered as the evaluation state on X : x(u) = u(x), u ∈ X . If X = S(X ), then X is said to be sober (cf. [26] ). Let Y be a set of states such that X ⊆ Y ⊆ S(X ). (ii) ev Y is an isomorphism.
REAL FUNCTIONS AND EXTENSION OF GENERALIZED PROBABILITY MEASURES II
Ò Ø ÓÒ 2.2º Let X ⊆ I X be a D-poset of fuzzy sets and let Y be a set of states such that X ⊆ Y ⊆ S(X ). Then, X Y is said to be a domain extension of X . If Y = S(X ), then X Y is said to be the sobrification of X .
In accordance with [26] , for X ⊆ I X and Y = S(X ), the sobrification X Y of X will be denoted by X * . Denote SID the (full) subcategory of ID consisting of sober D-posets of fuzzy sets. 
Ä ÑÑ 2.3º
( 
Hence g = h * and (i) follows.
(ii) Follows from (i).
Ì ÓÖ Ñ 2.4º
The subcategory SID of ID is epireflective in ID.
P r o o f. The assertion follows from the pre previous lemma.
Note that the sobrification sending a D-poset of fuzzy sets X to X * yields a functor (epireflector) sending a morphism h :
Example 2.5. For X = {0, 1}, let X ⊆ I X be the σ-field of all subsets of X. The set S(X ) of all states of X is the same as the set of all probability measures on the σ-field in question [26] . Each s ∈ S(X ) can be visualized as an element a s of the closed unit interval [0, 1] , where the number a s is equal to the corresponding probability of the singleton {0} and (1 − a s ) is equal to the corresponding probability of the singleton {1}; we identify s and the corresponding number a s and, consequently, we identify S(X ) and Now, we turn to ID-extensions. Even though the embedding of a field of sets A into the generated σ-field σ(A) is well-known, there are still some unanswered related questions. We present some motivating examples and, in order to describe additional properties of extensions, we introduce some new notions.
Let X ⊆ I X be a D-poset of fuzzy sets and let Y ⊆ I X be an ID-extension of X . Recall (cf. [19] ) that if each state on X can be extended to a state on Y,
Let X ⊆ I X be a D-poset of fuzzy sets and let Y ⊆ I X be an ID-extension of X . Let t be a state on Y and let t X be the restriction of t to X . Since t X ∈ S(X ), the restriction yields a restriction map r of S(Y) into S(X ) sending t to r(t) = t X . 
P r o o f. The proof is straightforward and is left out. 
. On the other hand, the restriction map r of S M(B) into S(X * ) is far from being one-to-one. Hence, M(B) fails to be a state extension of X * . Let X be a set, let A be a field of subsets of X, let σ(A) be the generated σ-field, and let M A be the σ-field of all absolutely A-measurable subsets of X (M ⊆ X belongs to M A if and only if it is p-measurable for all p ∈ P(A), see [19] ). Both σ(A) and M A can be considered as ID-extensions of A. A natural question arises what can be said about such extensions.
REAL FUNCTIONS AND EXTENSION OF GENERALIZED PROBABILITY MEASURES II
Example 2.9. Let A be a field of subsets of X, let σ(A) be the generated σ-field, and let P(X) be the σ-field of all subsets of X. For a system B of subsets of X, define cl(B) ⊆ P(X) as the set of all sequential limits of sequences of sets in B and, inductively, for each ordinal number α ≤ ω 1 define cl
for an isolated ordinal number, cl α (B) = cl β<α cl β (B) for a limit ordinal number; it is known (cf. [25] ) that each cl α is a closure operator (need not be idempotent), cl ω 1 is a topological closure operator (topology), each cl α (A) is a field of subsets of X, and cl
Example 2.10. Let A be a field of subsets of X and let M A be the σ-field of all absolutely A-measurable subsets of X. In [19, Example 4 .3], we have erroneously claimed that "M A is the largest σ-field of subsets of X in which A is P(A)-embedded". For sure, M A is the largest σ-field of subsets of X to which each probability measure on A has a measurable extension. Hence, P(A)-embeddedness has to be replaced by a more restrictive assumption. Since, in generalized probability theory, bold algebras provide a natural model of generalized random events, we will study ID-extensions which are bold algebras.
ÈÖÓ Ð Ñ 1º Let
Recall [3] that a bold algebra is a system X ⊆ [0, 1] X containing the constant functions 0 X , 1 X and closed with respect to the usual ( Lukasiewicz) operations:
Bold algebras are MV-algebras representable as [0, 1]-valued functions, MV-algebras generalize Boolean algebras and bold algebras generalize in a natural way fields of sets (viewed as indicator functions). More information concerning MV-algebras and probability on MV-algebras can be found in [29] . If a bold algebra X ⊆ [0, 1] X is sequentially closed in [0, 1] X (with respect to the coordinatewise sequential convergence), then X is a Lukasiewicz tribe (X is closed not only with respect to finite, but also with respect to countable Lukasiewicz sums, cf. [6, Corollary 2.8]). It is known (cf. [3] X is a lattice where, for u, v ∈ X , we have
X which is a lattice (with respect to the coordinatewise order) can be reorganized into a bold algebra (the Lukasiewicz operations can be redefined via the difference and order, cf. [16] , [28] ). Finally, each bold algebra can be considered as an object of ID. The corresponding subcategory is denoted by BID and CGBID denotes the subcategory of generated Lukasiewicz tribes.
Let X ⊆ I X be a D-poset of fuzzy sets. Clearly, the intersection of all bold algebras Y ⊆ I X such that Y is an ID-extension of X is the smallest ID-extension of X which is a bold algebra; denote it by b(X ). Below we also give an inductive construction of b(X ).
For u, v ∈ I X , define pointwise binary operations u ∨ p v and u ∧ p v as follows:
X contains the constant functions 0 X , 1 X and it is closed with respect to u ∨ p v, u ∧ p v and the partial difference. Indeed, if u, v ∈ b(X ), then there exists a natural number n such that P r o o f. Let s be a state on X . Since X is sober, there exists a unique x ∈ X such that s is the evaluation state s x . Then the xth projection pr x of I X to the xth factor I x restricted to X is equal to s and the restriction pr x b(X ) is a state on b(X ) which extends s.
Products
The random events in IF-probability [31] are pairs (u, v) of fuzzy random events, i.e., elements of probability domains of the form M(A) × M(A) such that u ≤ v, and some relevant constructions in the IF-probability can be carried out (cf. [31] , [32] ) as the corresponding constructions in fuzzy probability theory ( 
via M(A) × M(A)).
This section is devoted to products of D-posets of fuzzy sets and some of the results will be used in the next section.
Let X ⊆ I X and Y ⊆ I Y be D-posets of fuzzy sets. Recall that (see [26] , [27] ), along with the two natural projections, the product X × Y consists of all pairs (u, v), u ∈ X, v ∈ Y, where the ID-structure (partial order, difference, and convergence) is defined coordinatewise; observe that if Z is the disjoint union of X and Y (their coproduct in the category of sets and maps) then each (u, v) can be visualized as a function w on Z, where u and v are "disjoinly glued" to form w. Let T be a (nonempty) set and let {X t ; t ∈ T } be an indexed family of D-posets of fuzzy sets. As before, their product t∈T X t , along with the indexed family {pr t ; t ∈ T } of natural projections pr s : t∈T X t −→ X s , s ∈ T, consists of the indexed family {u t ; u t ∈ X t , t ∈ T }, equipped with the coordinatewise ID-structure.
Further, if X t , t ∈ T, are bold algebras, then the Lukasiewicz operations ⊕, , (·) c on their product are defined pointwise and t∈T X t becomes the product bold algebra.
Let n > 1 be a natural number. Denote BID n the category of products bold algebras of the form n i=1 X i as objects and n-tuples of sequentially continuous D-homomorphisms as morphisms, i.e., if h i : , g 2 , . . . , g n ) is defined coordinatewise, i.e., if the compositions
Recall that a generated Lukasiewicz tribe is a bold algebra M(A) of all measurable [0,1]-valued functions with respect to a σ-algebra A of subsets. Denote CGBID n the (full) subcategory of BID n the object of which are the products of generated Lukasiewicz tribes of the form
Let n > 1 be a natural number, let X i , i = 1, 2, . . . , n, be D-posets of fuzzy sets, and let X = n i=1 X i be their product. Recall that a sequentially continuous D-homomorphism on X into I is said to be a state. In this section, we generalize some results on states on products in [33] .
Let n > 1 be a natural number, let X i , i = 1, 2, . . . , n, be D-posets of fuzzy sets, and let X = 
The proof of the next lemma is straightforward and is omitted.
Ä ÑÑ 3.1º The map h is a sequentially continuous D-homomorphism of X into M(A).
Ò Ø ÓÒ {1, 2, . . . , n}. Clearly, for each i ∈ {1, 2, . . . , n},   h i (u) = h(0 1 , . . . , 0 i−1 , u, 0 i+1 , . . . , 0 n 
It is easy to see that
and the assertion follows. An analogous argument shows
Observe that Theorem 3.4 generalizes Theorem 3.5 in [33] . Indeed, if A is the trivial σ-field of subsets of a singleton, then M(A) = I, the homomorphism h into M(A) becomes a state, and the strong dependence of h amounts to the dependence of h.
In [13] , it is proved that CGBID is an epireflective subcategory of BID. This is a positive solution to Problem 2 posed in [19] . Let X ⊆ I X be a bold algebra. Then, M(A σ(X ) ) is its epireflection. In connection with products of probability domains, it is natural to ask whether the epireflection is productive. In general topology, the question whether an epireflector like theČech-Stone compactification, the Hewitt realcompactification, etc. is productive, is rather hard. For sequential envelopes, it is proved [4] that the corresponding epireflector is productive. We have proved that the reflector sending X to M(A σ(X ) ) is productive, too. 
Applications

IF-probability
This subsection is devoted to relationships between IF-probability [31] - [33] and fuzzy probability [15] - [18] , [28] .
Let X be a set. Recall that an IF-subset of X is a pair A = (μ A , ν A ), where μ A , ν A are fuzzy subsets of X (called the membership and nonmembership functions of A, respectively) and μ A + ν A ≤ 1 X , where 1 X denotes the constant function with value 1. Clearly, for ν A = 1 X − μ A , (μ A , ν A ) can be considered as a fuzzy subset of X (ν A = 1 X − μ A is a redundant information). Generalized random events in IF-probability are certain systems of IF-subsets.
Let A be a σ-field of subsets of a set X. Let F be the set of all measurable IF--subsets of X, i.e., pairs (μ A , ν A ) where μ A , ν A ∈ M(A), μ A +ν A ≤ 1 X ; we will call them IF-events. Let A = (μ A , ν A ) and B = (μ B , ν B ) be IF-events. B. R i eč a n (cf. [31] ) defined two operations and a partial order on IF-events as follows:
Observe that IF-events are closed with respect to ⊕ and , but not with respect to the operation ¬ defined by ¬(μ A , ν A ) = (1 X − μ A , 1 X − ν A ). In [31] , R i eč a n defined states and observables for IF-events and succeeded in proving limit theorems for IF-probability (avoiding complement).
Denote
Then, A M(A) × M(A)
is closed with respect to the binary Lukasiewicz operations, but it is not closed with respect to the complement ¬. Define a map h of F, the set of all measurable IF-subsets of X,
. Then (cf. [31] , [32] ), h is a bijection preserving the order and operations ⊕, in F and the usual order and the binary
Lukasiewicz operations in A M(A) × M(A) . Accordingly, IF-events F can be viewed as the corresponding part A M(A) × M(A) of the fuzzy probability domain M(A)×M(A). In fact, A M(A)×M(A) forms a "complement dense" part of M(A)×M(A). Lemma 4.1 in [33] states that if B is a bold algebra such that A M(A) ×M(A) ⊆ B ⊆ M(A) ×M(A), then B = M(A) ×M(A).
As proved by R i eč a n in [31] , the system F of IF-events can be extended to an MV-algebra M in such a way that each state on F is the restriction of a uniquely determined state on M. Moreover, R i eč a n proved a representation theorem for states on M (and hence on F ). The embedding of
is equivalent to the embedding of F into M, but the representation theorem for states on M(A) × M(A) is less technical and much more intuitive [32] . Let X ⊆ [0, 1] X be a bold algebra and let M(A σ(X ) ) be the corresponding generated Lukasiewicz tribe. Motivated by classical probability theory, we describe the transition from fuzzy events (u, v) ∈ X × X to fuzzy events in
Observe that the transition from fields of sets to the generated σ-fields enables us to exploit many powerful tools of mathematical analysis in probability theory.
Let
is closed with respect to the Lukasiewicz operations ⊕, . Now, let us turn to the transition from A(X × X ) to X × X , resp. from
The next lemma can be proved analogously as in [33, Lemma 4.1].
Ä ÑÑ 4.1º Let B be a bold algebra such that
Having in mind the relationships between IF probability and fuzzy probability, consider the following question. Are there two isomorphic categories such that the objects of the first are of the form A(X × X ) and the objects of the second are of the form X × X , where X is a bold algebra?
Let The preceding arguments lead to the following category AIF: (i) the objects are systems A(X × X ), where X is a bold algebra, equipped with the natural partial order inherited from X × X and two Lukasiewicz operations ⊕, , inherited from X × X ;
(ii) the morphisms are of the form h A , where h is a sequentially continuous D-homomorphism of the bold algebra X into the bold algebra Y.
Denote BID 2 the following subcategory of BID 2 :
(i) the objects are bold algebras of the form X × X ;
(ii) the morphisms are of the form h, where h is a sequentially continuous D-homomorphism of a bold algebra X into a bold algebra Y.
Ì ÓÖ Ñ 4.3º The categories AIF and BID 2 are isomorphic.
P r o o f. It follows from the previous two lemmas that there is a one-to-one correspondence between the objects of AIF and BID 2 and the morphisms of AIF and BID 2 , respectively, assigning X × X to A(X × X ) and h to h A , respectively. Clearly, this yields an isomorphism functor.
ÓÒ ÐÙ× ÓÒº Let X ⊆ I
X be a bold algebra and let X × X be its power. Then (cf. Theorem 3.4), states on X × X are exactly convex combinations of states on X . In view of Theorem 4.3, IF-probability can be interpreted within fuzzy probability theory.
Fuzzy probability
Fuzzy probability theory [34] , [18] generalizes the classical one. More information can be found in [8] , [17] and references therein.
The results of Section 3 and Section 4.1 indicate that it might be interesting to develop generalized probability theories based on the categories BID 2 and BID 2 . In the first case, the resulting generalization could provide a technical support to IF-probability. In the second case, the resulting generalization could lead to a ramification of fuzzy probability.
