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We construct small-amplitude steady periodic water waves with
constant vorticity. Among these are certain waves with the proper-
ty that in a frame moving with the wave there is a ‘critical layer’
with closed streamlines in the ﬂuid. These waves, which do not
exist in the irrotational setting, are studied in detail. In particular
we give a full description of the particle paths.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
As a result of dispersion, wind-generated gravity waves at sea have a tendency of separating
themselves into swell: approximately two-dimensional wave-trains moving at constant speed with-
out change of shape. The study of two-dimensional periodic gravity water waves has a long history,
and the mathematical theory is well established, especially in the setting of irrotational (potential)
ﬂows [24,34,43]. While the assumption of potential ﬂow is well justiﬁed in the case of waves trav-
elling into still water, there are situations in which it is not, such as waves travelling into a running
stream.
The ﬁeld of travelling water waves with vorticity has been an active research area in the last few
years, with several existence results for small- and large-amplitude waves [11,26,27,30,32,38,45], as
well as results on uniqueness and symmetry [6–8,17–20,31,35], variational formulations [10,12] and
numerical investigations [36].
Recently, the motion underneath the surface—in irrotational as well as rotational waves—has at-
tracted a lot of attention. In the ﬁrst approximation of irrotational waves the particle paths are closed
ellipses [33,37]. This result is obtained by linearising twice: ﬁrst in the equations of motion, and then
in the system of ordinary differential equations describing the particle trajectories. As was noted on
physical grounds already by Stokes [41], the orbits actually fail to be ellipses via a small forward drift
(now known as the Stokes drift). Lately there have been several investigations which have proved the
Stokes drift mathematically. The ﬁrst such paper was [13], in which only the equations of motion
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followed by the paper [4] which justiﬁed the Stokes drift for the fully nonlinear equations (see also
[9] for solitary waves and [28] for deep-water waves).
There have also been some studies of particle paths for rotational waves [21,22]. The main mo-
tivation for this paper is the recent investigation by Ehrnström and Villari [22], where linear water
waves with constant vorticity were studied in detail. They proved that in the linear theory there exist
waves where u − c changes sign in the ﬂuid, and showed that in a frame moving with the wave the
ﬂuid contains a cat’s-eye vortex. They also proved that the particle paths in such waves deviate quali-
tatively from the known picture in irrotational Stokes’ waves. A natural task is therefore to prove that
such waves also exist in the fully nonlinear theory. The recent rigorous existence results for travelling
water waves with vorticity have exclusively been based on the assumption that u < c throughout the
ﬂuid (assuming that the wave travels in the direction of the positive x-axis). While this assumption is
partly based on experimental evidence [37], it has also been necessary for pure mathematical reasons.
Since the water wave problem is a free boundary problem, a transformation which ﬁxes the domain
is necessary. In all of the studies [11,26,27,30,32,45] a partial hodograph transformation introduced
in [16] was used, which required that u − c had constant sign. In order to circumvent this constraint,
we use another classical transformation (cf. (2.4)), which has been useful in studies of irrotational
three-dimensional waves (see e.g. [25]).
Within ﬂuid dynamics the problem of critical layers has a long history (see e.g. [1,15,33,39,40,42]
and references therein). In many of these studies an approach using a thin viscous layer is used. Also
the vorticity distribution is usually taken to be discontinuous. Our theory on the other hand is purely
inviscid and the vorticity is everywhere constant. Moreover, although we make use of the linearised
problem, we produce exact steady solutions of the Euler equations, rather than doing asymptotic
expansions.
Although we focus on waves with constant vorticity in this paper, it seems likely that the same
method could be applied also for other vorticity distributions. The aim of the paper is not to make as
general a statement as possible, but rather to point out an interesting difference between rotational
and irrotational water waves. It is quite possible that in the case of more general vorticity distributions
there are even more exotic waves with several critical layers. We note here that a similar study for
solitary waves would require a different vorticity distribution, since in the case of constant vorticity
the dispersion relation rules out the existence of small-amplitude solitary waves with critical layers
(see e.g. the discussion in [44]). In this context we would also like to draw attention to the paper [33]
where a KdV theory for unsteady solitary waves with a critical layer was developed and studied. The
theory allows for a 2-soliton solution with a cat’s-eye.
Apart from investigating critical layers for other vorticity distributions, another interesting research
direction would be to extend the theory in this paper to large-amplitude waves. Moreover, although
much is now known about the ﬂuid motion in waves with non-positive vorticity (for waves travelling
to the right), both with and without a critical layer [21,22], the picture in the case of positive vorticity
is not so clear. There are some results for linear waves in [22], but there is certainly more work to be
done.
The paper is organised as follows. In Section 2 we present a mathematical formulation of the
water wave problem. Section 3 contains an existence result for small-amplitude solutions, based on
bifurcation theory. The last two sections are devoted to waves with critical layers. In Section 4 we
study the streamlines, thus obtaining a good understanding of the ﬂuid in the moving frame. The
results are summarised in Figs. 1 and 2. In the last section, we give a full description of the particle
motion in the physical frame. We show that the predictions from the linear theory in [22] are true,
and we also draw some additional conclusions. The main result is illustrated in Fig. 4.
2. Preliminaries
Let us brieﬂy recall the governing equations for 2π/k-periodic, two-dimensional water waves with
constant vorticity [34]. The ﬂuid domain Ω = {(x, y) ∈ R2: −π/k < x < π/k, 0 < y < d + η(t, x)}
is bounded from below by a ﬂat rigid bottom B = {(x, y) ∈ R2: y = 0} and above by a free surface
S = {(x, y) ∈ R2: y = d + η(t, x)}, which we assume to be the graph of a function. The letter d here
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solutions which are perturbations of shear ﬂows with a ﬂat surface. The number d is the depth of
these reference ﬂows, and the small-amplitude waves will have an average depth close to d. The
wave is described by η and a velocity ﬁeld (u, v) deﬁned in Ω which, assuming that the ﬂuid is
inviscid and homogeneous, satisﬁes Euler’s equations
{
ut + uux + vuy = −Px,
vt + uvx + vv y = −P y − g,
and the equation of mass conservation ux + v y = 0. Here g > 0 is the constant gravitational accel-
eration and P is the pressure. Ignoring capillary effects, the dynamic boundary condition takes the
form P = Patm on S , where Patm is the constant atmospheric pressure. In addition, the kinematic
boundary conditions are v = 0 on B and v = ηt + uηx on S . The vorticity of the ﬂow is deﬁned by
ω := vx − uy . Irrotational waves correspond to ω ≡ 0. Here we treat waves with constant ω. We non-
dimensionalise the water wave problem by using the depth d as length scale, and d/
√
gd as time
scale. The non-dimensional vorticity is then ω′ = ω√d/g , and the non-dimensional gravity is 1.
Travelling (or steady) waves are a special kind of solutions in which the only (x, t)-dependence
is through the combination x − ct , where c = 0 is the non-dimensional wave speed. In dimensional
variables the wave speed is recovered by multiplication with the factor
√
gd. In order to study such
waves it is natural to introduce a frame moving at speed c, thus eliminating the time t . After intro-
ducing the stream function, deﬁned here by ψx = −v , ψy = u − c and ψ = 0 on B , we can write the
equations of motion in the moving frame in the form (see [11])
ψ = −ω in Ω,
ψ = 0 on B,
ψ =m0 on S,
1
2
|∇ψ |2 + η = Q on S. (2.1)
Here
m0 =
1+η(x)∫
0
(
u(x, y) − c)dy
is the relative mass ﬂux, which is independent of x, and Q is a constant related to the energy.
Note that in the moving frame the wave speed c does not appear in the problem (2.1). In other
words, given a solution (η,ψ) of (2.1), we obtain a solution of the original water wave problem for
any c. In order to later study the particle trajectories, we have to make a choice of wave speed. In this
paper we follow [22] and make a choice corresponding to a Stokes’ condition on the bottom, namely
π/k∫
−π/k
u(x,0)dx = 0.
This means that, given a solution ψ of (2.1), c is deﬁned by
c = − k
2π
π/k∫
−π/k
ψy(x,0)dx. (2.2)
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ﬁeld is horizontal but depth-dependent. The laminar ﬂows are trivial solutions of problem (2.1) in the
sense that η = 0 and ψ is independent of x. Mathematically, they are given by the formula
ψλ(y) = −ωy
2
2
− λy, (2.3)
where λ ∈ R is an arbitrary constant. For each λ, the numbers Q = Q (λ) and m0 =m0(λ) are deter-
mined so that ψλ solves (2.1), that is,
Q (λ) = 1
2
(ω + λ)2
and
m0(λ) = −ω
2
− λ.
The corresponding velocity ﬁeld is given by (u, v) = (−ωy − λ,0).
Note that problem (2.1) is a free boundary problem in the sense that η is a priori unknown. In
order to ﬁnd a secure functional analytic setting in which to study the problem we use the change of
variables
(x, y) →
(
x,
y
1+ η(x)
)
, (2.4)
which maps Ω to the rectangle Ωˆ = {(x, s): x ∈ (−π/k,π/k), s ∈ (0,1)}. In the coordinates (x, s) the
problem takes the form
(
ψˆx − sηxψˆs
1+ η
)
x
− sηx
1+ η
(
ψˆx − sηxψˆs
1+ η
)
s
+ ψˆss
(1+ η)2 = −ω in Ωˆ,
ψˆ = 0 on s = 0,
ψˆ =m0 on s = 1,
1
2
(
ψˆx − sηxψˆs
1+ η
)2
+ ψˆ
2
s
2(1+ η)2 + η = Q on s = 1. (2.5)
Observe that the trivial solutions of (2.5) are also given by the formula (2.3).
3. Local bifurcation
Theorem 3.1. For any k > 0, ω there exist two curves, C± , of small-amplitude nontrivial solutions of (2.5)
with minimal period 2π/k, bifurcating from the trivial solution (2.3), with
λ± = −ω + ω tanhk
2k
±
√
ω2 tanh2 k
4k2
+ tanhk
k
. (3.1)
The solutions η and ψˆ are even in x and belong to C3+αper (R) and C3+αper (Ωˆ), respectively. The surface has one
crest (maximum) and one trough (minimum) per period, and is strictly monotone between crest and trough.
Remark 3.2. From Theorem 3.1 we also obtain an existence result for the original problem (2.1) by
reversing the change of variables (2.4).
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relation then shows how the (linear) wave speed depends on the wave number k. Since tanhk/k ∈
(0,1), we have the bounds
−ω < λ+ < −ω/2+
√
ω2/4+ 1
and
−ω/2−
√
ω2/4+ 1< λ− < −ω.
In particular, we note that ψλ±,y(1) = −(ω + λ±) = 0, meaning that bifurcation cannot occur when
there is stagnation on the surface.
Our main tool for showing the existence of nontrivial waves is the following theorem, originally
due to Crandall and Rabinowitz [14] (see [3] for a proof in the analytic setting).
Theorem 3.3. Let X and Y be Banach spaces, and F : X × R → Y an analytic map with F(0, λ) = 0 for all
λ ∈ R. Suppose that for some λ∗ ∈ R there exists a w∗ = 0 ∈ X, such that
kerFw
(
0, λ∗
)= span{w∗}, (3.2)
rangeFw
(
0, λ∗
)
has codimension one in Y , (3.3)
Fλw
(
0, λ∗
)
w∗ /∈ rangeFw
(
0, λ∗
)
. (3.4)
Then there exists a local bifurcation curve {(w(τ ), λ(τ )): |τ | < ε}, with ε suﬃciently small, such that
(w(0), λ(0)) = (0, λ∗) and
{
(w, λ) ∈ U : w = 0, F(w, λ) = 0}= {(w(τ ), λ(τ )) ∈ U : 0< |τ | < ε}
for some neighbourhood U of (0, λ∗) ∈ X × R. The functions w(τ ) and λ(τ ) are analytic and
w ′(0) = w∗.
In order to apply Theorem 3.3 we need a functional analytic setup, which we now describe. For an
arbitrary α ∈ (0,1), we deﬁne the function space
X = X1 × X2,
where
X1 =
{
η ∈ C3+αper (R): η is even
}
,
and
X2 =
{
φˆ ∈ C3+αper (Ωˆ): φ is even in x and φˆ(x,1) = φˆ(x,0) = 0
}
.
Furthermore, we deﬁne the space
Y = Y1 × Y2,
where
Y1 =
{
η ∈ C2+αper (R): η is even
}
,
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Y2 =
{
φˆ ∈ C1+αper (Ωˆ): φˆ is even in x
}
.
Recall that we are looking for solutions in the form of perturbations of trivial ﬂows ψˆ = ψλ + φˆ.
Writing w = (η, φˆ) for w ∈ X1 × X2, we deﬁne the operator F : X × R → Y by
F(w, λ) = (F1(w, λ), F2(w, λ)),
where
F1(w, λ) = 1
2
[(
φˆx − sηx(ψλ,s + φˆs)
1+ η
)2
+ (ψλ,s + φˆs)
2
(1+ η)2
]
s=1
+ η − Q (λ),
and
F2(w, λ) =
(
φˆx − sηx(ψλ,s + φˆs)
1+ η
)
x
− sηx
1+ η
(
φˆx − sηx(ψλ,s + φˆs)
1+ η
)
s
+ ψλ,ss + φˆss
(1+ η)2 +ω.
Thus, F(w, λ) = 0 if and only if (η,ψλ + φˆ) is a solution of (2.5). Clearly F is analytic in the open
subset η > −1 of X × R.
We obtain the linearised water wave problem by taking the Fréchet derivative of F
F1,w(0, λ)w = ψλ,s(1)φˆs − ψ2λ,s(1)η + η
= −(ω + λ)φˆs − (ω + λ)2η + η,
and
F2,w(0, λ)w = φˆ − sψλ,sηxx − 2ψλ,ssη
= φˆ + s(ωs + λ)ηxx + 2ωη,
where w = (η, φˆ).
Lemma 3.4. Given k there exist exactly two numbers, λ± , given by (3.1), such that the kernel of Fw(0, λ±) is
nontrivial and spanned by an element of minimal period 2π/k, w∗ = (η∗, φˆ∗), where
η∗(x) = 1
ω + λ cos(kx)
and
φˆ∗(x, s) =
(
sinh(ks)
sinh(k)
− (ωs + λ)s
ω + λ
)
cos(kx).
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Fw(0, λ)w = ( f , g),
where ( f , g) ∈ Y . We can solve this equation by ﬁrst treating η as known and solving the elliptic
boundary value problem
φˆ = −s(ωs + λ)ηxx − 2ωη + g in Ωˆ,
φˆ = 0 on y = 0 and on y = 1. (3.5)
Standard elliptic existence and regularity theory proves that for each g ∈ Y2, there is a unique solution
φˆ ∈ X2. In order to ﬁnd η we then solve the boundary condition
−(ω + λ)φˆs − (ω + λ)2η + η = f (3.6)
on s = 1, where φˆs is seen as a function of η. Note that (η, φˆ) ∈ X and ( f , g) ∈ Y can be expanded in
(uniformly convergent) cosine series
η(x) =
∞∑
n=0
ηn cos(nkx), φˆ(x, s) =
∞∑
n=0
φˆn(s) cos(nkx)
and
f (x) =
∞∑
n=0
fn cos(nkx), g(x, s) =
∞∑
n=0
gn(s) cos(nkx).
The Fourier coeﬃcients φˆn of the solution φˆ of (3.5) can be expressed as
φˆn(s) =
1∫
0
G(s, r,nk)
(
gn(r) − 2ωηn + (nk)2(ωr + λ)rηn
)
dr,
where
G(s, r,nk) = − 1
nk sinh(nk)
{
sinh(nks) sinh(nk(1− r)) for s r,
sinh(nk(1− s)) sinh(nkr) for r  s,
is Green’s function for the operator d2/ds2 − (nk)2 on the interval [0,1] with Dirichlet boundary
conditions. Thus,
φˆ′n(1) =
ηn
sinh(nk)
1∫
0
(−2ω + (nk)2(ωs + λ)s) sinh(nks)ds
+ 1
sinh(nk)
1∫
0
sinh(nks)gn(s)ds
= ηn coth(nk)
(
nk(ω + λ) − (2ω + λ) tanh(nk))
+ 1
sinh(nk)
1∫
sinh(nks)gn(s)ds.0
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ηnnk coth(nk)D(nk,ω,λ) = (ω + λ)
1∫
0
sinh(nks)
sinh(nk)
gn(s)ds + fn, (3.7)
where
D(k,ω,λ) = −(ω + λ)2 + (ω(ω + λ) + 1) tanhk
k
.
Taking fn = gn = 0 for all n, shows that D(kn,ω,λ) has to vanish for the kernel to be non-empty.
The equation D(kn,ω,λ) = 0 has the solutions
λ = −ω + ω tanh(nk)
2nk
±
√
ω2 tanh2(nk)
4(nk)2
+ tanh(nk)
nk
.
Noting that
x → ωx
2
±
√
ω2x2
4
+ x
is strictly increasing and positive (respectively, decreasing and negative) for x ∈ (0,1), and that
y → tanh y/y ∈ (0,1) is strictly decreasing, we see that for each λ there is at most one solution n.
Specialising to n = 1 yields that solutions of minimal period 2π/k exist if and only if D(k,ω,λ) = 0,
or equivalently if (3.1) holds. A straightforward calculation shows that if D(k,ω,λ) = 0, then any
element of the kernel of Fw(0, λ) is a multiple of (η∗, φˆ∗). 
Lemma 3.5. Given λ and k as in (3.1) the range of Fw(0, λ) has codimension one in Y and consists of pairs
( f , g) ∈ Y such that
(ω + λ)
1∫
0
g1(s)
sinh(ks)
sinh(k)
ds + f1 = 0, (3.8)
where g1 and f1 are the Fourier coeﬃcients corresponding to the harmonic cos(kx).
Proof. When λ and k satisfy (3.1), D(k,ω,λ) is zero in (3.7). Hence, (3.7) holds if and only if (3.8) is
satisﬁed. 
With the characterisation of the range at hand, we can now prove the last condition of Theo-
rem 3.3.
Lemma 3.6. For λ = λ± given by (3.1) condition (3.4) holds.
Proof. We have
F1,λw(0, λ)w∗ = −φˆ∗s
∣∣
s=1 − 2(ω + λ)η∗
= k coth(k)
(
−1+ ω tanh(k)
k(ω + λ) −
tanh(k)
k
)
cos(kx)
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F2,λw(0, λ)w∗ = sη∗xx = −
sk2
ω + λ cos(kx).
With
f ∗1 = k coth(k)
(
−1+ ω tanh(k)
k(ω + λ) −
tanh(k)
k
)
and
g∗1 = −
sk2
ω + λ ,
we obtain
(ω + λ)
1∫
0
g∗1(s)
sinh(ks)
sinh(k)
ds + f ∗1 =
k coth(k)
ω + λ
(
ω tanh(k)
k
− 2(ω + λ)
)
= ±2k coth(k)
ω + λ
√
ω2 tanh2 k
4k2
+ tanhk
k
= 0 (3.9)
by (3.1). 
Proof of Theorem 3.1. The proof follows by applying Theorem 3.3 to F . Condition (3.2) follows
from Lemma 3.4 and (3.3) follows from Lemma 3.5. The transversality condition (3.4) was proved
in Lemma 3.6. Finally, noting that η = τη∗ + O (τ 2) in X1 and ψˆ = ψλ + τ φˆ∗ + O (τ 2) in X2, we
obtain that the minimal period is 2π/k and that ηx = 0 on (0,π/k) (see the proof of Lemma 4.2 for
details). 
Remark 3.7. It is possible to choose any n = 0 in Lemma 3.4 and apply Theorem 3.3, yielding solu-
tions of minimal period 2π/(kn). However, close to the curve of trivial solutions this is equivalent to
replacing k by kn and does not give any new solutions. In principle the above calculations go through
also for the case n = 0. Theorem 3.3 does not yield any nontrivial solutions, however. Instead, this
is a case of ‘criticality,’ meaning that the quantities m0 and Q do not determine the trivial solutions
(speciﬁed by λ and the normalised depth) uniquely at this point (see [2] and references therein).
Close to this point one can ﬁnd small-amplitude solitary waves and periodic waves with very long
wavelengths (cf. [27,32]).
Remark 3.8. Instead of constraining m0 and Q as we have done, one could, for example, impose a zero
average constraint on η and replace the condition ψˆ = 0 on s = 1 by ψˆx = 0. With this constraint, the
average depth would really be d instead of approximately d. Since it leads to some extra technicalities,
we do not pursue this path here, but we would like to make the reader aware of this possibility.
4. Streamlines in waves with a critical layer
Our next aim is to qualitatively describe the streamlines {ψ = const.} in the case where there is a
critical layer of closed streamlines in the ﬂuid. Since we are studying perturbations of trivial solutions,
a critical layer exists whenever ψλ,y = −ωy − λ changes sign between y = 0 and y = 1. Thus, we
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level, where ψy vanishes, and the solid dots are stagnation points. Notice also the two streamlines connecting the stagnation
points at 0 and 2π/k.
Fig. 2. This ﬁgure illustrates the streamlines in the moving frame in the case ω < 0 and λ− = 0.
assume that ψλ,y(y) = −ωy − λ = 0 for some critical level y = y0 ∈ [0,1]. When ω < 0 we have
to require that 0  λ  −ω, giving y0 = λ/|ω|, while if ω > 0 we have y0 = |λ|/ω for −ω  λ  0.
These two cases are totally symmetric, since to any water wave (η,ψ) with constant vorticity ω there
corresponds one with constant vorticity −ω, namely (η,−ψ). Hence, we might as well assume that
ω < 0 and that λ 0. Recalling that bifurcation can only occur when λ = −ω, we assume from now
on that 0 λ < −ω. This means in particular that we should choose λ = λ− , since λ− < −ω < λ+ .
Theorem 4.1. Suppose that ω < 0, that k is such that λ− > 0 and that τ > 0 is suﬃciently small. Then,
within one period, the streamlines are qualitatively described by Fig. 1. In particular, there is critical layer
of height O (τ 1/2) with closed streamlines. The critical layer is separated from the rest of the ﬂuid by two
streamlines connecting consecutive stagnation points. If λ− = 0, then the streamlines are as in Fig. 2.
Before proving the theorem we need two lemmas.
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B0 and S0 be the subsets of B and S, respectively, where 0< x< π/k. Then for τ > 0 suﬃciently small along
the bifurcation curve, the solution (η,ψ) satisﬁes
(i) ηx > 0 for x ∈ (0,π/k),
(ii) ψy > 0 on S and ψy < 0 on B,
(iii) ψyy > 0 in Ω ,
(iv) ψx < 0 in Ω0 ,
(v) ψxy < 0 in Ω0 ∪ B0 ∪ S0 .
If λ− = 0 then (i) and (iii)–(v) still hold. Instead of (ii), we have
(ii′) There exists a curve {(x, ζ(x)): x ∈ [x0,π/k]}, where x0 = π/(2k) + O (τ ), such that ψy > 0 above the
curve and ψy < 0 below it. The function ζ is increasing with ζ(x0) = 0. Moreover, as a function of τ , ζ(x)
is of order O (τ ) uniformly in x.
Proof. Letting
η∗(x) = (λ− +ω)−1 cos(kx) = −a cos(kx),
where a = −(λ− + ω)−1 > 0, as in Lemma 3.4, we have η(x) = τη∗(x) + O (τ 2) in X1. Differentiation
with respect to x yields
ηx(x) = τka sin(kx) + O
(
τ 2
)
. (4.1)
Moreover,
ηxx(0) = τk2a + O
(
τ 2
)
> 0 (4.2)
and
ηxx(π/k) = −τk2a + O
(
τ 2
)
< 0, (4.3)
when τ > 0 is small. Together, Eqs. (4.1)–(4.3) prove (i).
Working in the (x, s)-variables, we have ψˆ(x, s) = ψλ(s) + τ φˆ∗(x, s) + O (τ 2) in X2. Thus,
ψˆss = −ω + O (τ ) > 0 for τ suﬃciently small. This yields that ψyy(x, y) = (1 + η(x))−2ψˆss(x, (1 +
η(x))−1 y) > 0. Moreover, ψˆs(x, s) = −ωs−λ+ O (τ ) satisﬁes ψˆs(x,0) = −λ+ O (τ ) < 0 and ψˆs(x,1) =
−ω − λ + O (τ ) > 0, for τ small. Consequently, ψy is positive on the bottom and negative on the
surface, and strictly decreasing as a function of y. This proves (ii) and (iii).
Since, ψx = −ψyηx on S , we immediately obtain that ψx < 0 on S0. On the other hand ψx = 0
in Ω0 and ψx = 0 on the other parts of the boundary of Ω0 by (2.1) and evenness and periodicity
of ψ . An application of the maximum principle [23] thus shows that ψx < 0 in Ω0, conﬁrming (iv).
We now prove (v). We have that
ψxy = − ηx
(1+ η)2 ψˆs +
1
(1+ η)2 ψˆxs −
sηx
1+ η ψˆss
= τ (−η∗xψλ,s + φˆ∗xs − sη∗xψλ,ss)+ O (τ 2)
= −τk2 cosh(ks) sin(kx) + O (τ 2),sinh(k)
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ψxxy = −k3τ cosh(ks)
sinh(k)
cos(kx) + O (τ 2).
Combining these two expressions we ﬁnd that ψxy < 0 in Ω0 ∪ B0 ∪ S0 as claimed.
Finally, we prove (ii′). From (iii) it follows that the function y → ψy(x, y) is strictly increasing. It
follows that the zero level set of ψy is a graph of a function ζ . By (v), ψy(x,0) is strictly decreasing
on the interval [0,π/k]. Using the relation
ψy(x, y) = −ωy + τk cosh(ky)
sinh(k)
cos(kx) + O (τ 2) (4.4)
in C2+α(Ωˆ), we see that ψy(x,0) has a unique zero x0 ∈ [0,π/k]. The implicit function theo-
rem shows that x0 = π/(2k) + O (τ ). It also shows that ζ is C1 and that ζ ′(x) = −ψxy(x, ζ(x))/
ψyy(x, ζ(x)) > 0. The fact that ζ(x) is O (τ ) follows from (4.4). 
Lemma 4.3. Forω < 0 and k such that λ− > 0, and τ > 0 suﬃciently small, there exists a curve (x,ρ(x)), 0
x  π/k, in Ω0 such that ψy(x,ρ(x)) = 0 and ρ ′(x) > 0 for x ∈ (0,π/k). Moreover, each streamline {ψ =
const.} is strictly increasing in x ∈ [0,π/k] whenever y > ρ(x), and strictly decreasing whenever y < ρ(x).
Proof. By Lemma 4.2(ii)–(iii) there exists for each x ∈ R a point (x, y) ∈ Ω with ψy(x, y) = 0. The
implicit function theorem now shows that these points together form a curve, (x,ρ(x)), and by
Lemma 4.2
ρ ′(x) = −ψxy
(
x,ρ(x)
)
/ψyy
(
x,ρ(x)
)
> 0,
when x ∈ (0,π/k).
By the implicit function theorem, the solution of ψ = const. is locally given by a curve (x, σ (x))
with
σ ′(x) = −ψx
(
x, σ (x)
)
/ψy
(
x, σ (x)
)
,
so that the sign is determined by ψy(x, σ (x)). This is in turn determined by whether σ(x) > ρ(x) or
σ(x) < ρ(x). 
Proof of Theorem 4.1. The proof follows from Lemmas 4.2 and 4.3. As for the height of the critical
layer, note that the separating streamlines are solutions of the equation
ψ(x, y) = ψ(0, y0), (4.5)
where ψy(0, y0) = 0. An argument similar to the proof of Lemma 4.2(ii′) shows that ρ in Lemma 4.3
is equal to y0+O (τ ). Expanding (4.5) around y = ρ(x) shows that y−ρ(x) = O (τ 1/2) for any solution
of (4.5). This concludes the proof. 
5. Particle trajectories
We now proceed to study the particle trajectories. Roughly speaking we will show that in a layer
near the bottom the particles trace out almost closed ellipses with a small forward drift (in the same
direction as the surface wave). Above this layer the particle motion is always in the forward direction.
We also show that there are certain particles with a degenerate behaviour. The exact statements can
be found in Theorem 5.1 and an illustration is provided in Fig. 4.
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X˙ = u(X − ct, Y ),
Y˙ = v(X − ct, Y ). (5.1)
Here, v(x, y) = −ψx(x, y) and u(x, y) = ψy(x, y)+ c. The right-hand side of (5.1) is periodic in t with
period T = 2π/(kc). Letting x = X − ct and Y = y, we obtain the autonomous system
x˙ = ψy(x, y),
y˙ = −ψx(x, y). (5.2)
This is a Hamiltonian system with Hamiltonian ψ(x, y), meaning that the trajectories of (5.2) lie on
the streamlines. The particle paths are obtained from the solutions (x(t), y(t)) of (5.2) by the relation
(
X(t), Y (t)
)= (x(t) + ct, y(t)).
For each value of τ along the bifurcation curve, we obtain a speed c(τ ) from (2.2), and since
ψλ,y(0) = −λ, this means that c(0) = λ± , where λ± is the value of λ at the bifurcation point. Arguing
as in (4.4) we see that ψy − ψλ,y has mean O (τ 2) on the bottom, so that c(τ ) = λ(τ ) + O (τ 2).
Here we are interested in the case where there is a critical layer in the ﬂuid. As in the previous
section we assume that ω < 0, and to avoid the case c = 0, we assume that k is such that λ− ∈
(0,−ω).
Theorem 5.1. Let ω < 0 and k > 0 be such that λ− > 0, where λ− is given by (3.1). Let τ > 0 be suﬃciently
small and consider a solution along the bifurcation curve emanating from λ = λ− and with wave speed deﬁned
by (2.2). Then all particles have a forward drift. Let X(0) be ﬁxed. The trajectories starting at (X(0), Y (0)) at
time t = 0 have the following properties.
(i) There exists a number 0 < Y1 = O (τ ), depending on X(0), such that for Y (0) ∈ (0, Y1), the particle
trajectories resemble almost closed ellipses, with a small forward drift.
(ii) When Y (0)  Y1 , the particles are only moving forward, that is, X˙(t)  0 for all t, with equality if and
only if Y (t) = Y1 . In particular, when Y (0) = Y1 the trajectory has a cusp at each minima.
(iii) If X(0) = nπ/k for some n ∈ Z, then there exists a number Y2 ∈ (Y1,1), depending on the parity of n,
such that if Y (0) = Y2 , then Y (t) = Y2 and X˙(t) > 0 for all t, that is, the particle moves forward in a
straight line. When Y (0) > Y2 the particle initially moves downwards if n is odd and upwards if n is even.
When Y (0) < Y2 the opposite holds.
(iv) If X(0) = 2nπ/k for n ∈ Z there exist numbers Y3 and Y4 with Y1 < Y3 < Y2 and Y2 < Y4 , such that if
Y (0) = Y3 or if Y (0) = Y4 then Y˙ (t) changes sign exactly once for t ∈ R.
In order to prove this theorem we need the following lemma, the proof of which is analogous to
the proof of Lemma 4.2(ii′). Note that u(x,0) changes sign from positive to negative as x varies from 0
to π/k by Lemma 4.2 and the deﬁnition of the wave speed.
Lemma 5.2. Let ω, k and τ be as in Theorem 5.1. The zero level set of u(x, y) in 0< x< 2π/k is the graph of
a function ζ(x), where x ∈ [x0,2π/k − x0], with x0 ∈ (0,π/k). The function ζ is symmetric around π/k with
ζ(x0) = ζ(2π/k − x0) = 0. Furthermore, it is strictly increasing for x ∈ [x0,π/k]. As a function of τ , ζ is of
order O (τ ) (uniformly in x) and x0 = π/(2k) + O (τ ).
Since the function ζ is of order O (τ ), we assume from now on that the curve (x, ζ(x)) is below
the cat’s-eye vortex (see Fig. 3).
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Fig. 4. This ﬁgure illustrates the particle trajectories starting at X(0) = π/k for ω < 0 and λ− > 0. The orbits near y = 0 exhibit
classical Stokes drift, while the forward drift elsewhere is of a different nature.
Proof of Theorem 5.1. By periodicity it suﬃces to study the case 0  X0 < 2π/k. Note that any
streamline (x(t), y(t)) in this domain eventually crosses the line x = π/k, except for the point
(0, Y2(0)) where ∇ψ = 0. By translating the solution in t and in X , we can assume that X(0) = π/k
or that X(0) = 0 and Y (0) = Y2(0). Since the latter case is analogous to the point (π/k, Y2(π/k)),
we assume from now on that X(0) = π/k. We ﬁrst consider the trajectories below the vortex in the
(x, y)-variables. In this region the streamlines are graphs (x, σ (x)) and x˙(t) < 0 for all t . Moreover,
the trajectories all cross the line x = −π/k after some time T0 given by
T0 =
π/k∫
−π/k
dx
−x˙ =
π/k∫
−π/k
dx
c − u(x, σ (x)) .
2482 E. Wahlén / J. Differential Equations 246 (2009) 2468–2483Note that if the particle trajectory is closed, then Y (T∗) = Y (0) for some T∗ . This means that x(T∗) =
x(0)−2πn/k for some n ∈ Z. Hence, 0 = X(T∗)− X(0) = cT∗ −2πn/k. By periodicity T∗ = T0n, so that
T0 = 2π/(kc) = T . The same argument also shows that there is a forward drift if and only if T0 > T .
By Lemma 4.2(iii) the function y → u(x, y) is increasing. Hence,
π/k∫
−π/k
(
c − u(x, σ (x)))dx
π/k∫
−π/k
(
c − u(x,0))dx = 2πc
k
.
Since u(x, σ (x)) is not constant, the Cauchy–Schwarz inequality yields that
(
2π
k
)2
<
π/k∫
−π/k
dx
c − u(x, σ (x))
π/k∫
−π/k
(
c − u(x, σ (x)))dx 2πc
k
T0,
so that indeed T0 > T . The point Y1 is the intersection of the curve {u(x, y) = 0} with the line
x = π/k. By Lemma 5.2 it is of order O (τ ). For Y (0) < Y1, the trajectory (x(t), y(t)) will intersect
the curve in exactly one point when 0< x<π/k. This proves that the trajectories close to the bottom
form almost closed ellipses with a small forward drift, completing the proof of (i).
For Y (0) = Y1, then initially Y˙ (0) = 0 and X˙(0) = 0. Moreover, differentiating (5.1) we see that
X¨(0) = −cux
(
X(0), Y (0)
)= −cψyx(π/k, Y (0))= 0.
Similarly, Y¨ (0) = cψxx(π/k, Y (0)) > 0, which follows from Hopf’s boundary point lemma and
Lemma 4.2. Differentiating (5.1) once more, we ﬁnd that
X (3)(0) = ψyxx
(
π/k, Y (0)
)
c2 + ψyy
(
π/k, Y (0)
)
Y¨ (0) > 0.
Thus, a Taylor expansion shows that Y˙ (t)/ X˙(t) → +∞ when t → 0+ . By periodicity, this is repeated
exactly whenever Y (t) = Y (0) and x(t) = nπ/k, n ∈ Z.
We also ﬁnd that when Y (0)  Y1, then the corresponding streamline never enters the region
where u < 0 and if Y (0) > Y1 it never intersects the curves {u = 0}. This completes the proof of (ii).
Deﬁne Y2 by ψy(π/k, Y2) = 0. Then, (x(t), y(t)) = (π/k, Y2) for all t , if y(0) = Y2. If Y (0) > Y2,
then x(t) > π/k for small t > 0, yielding v(x(t), y(t)) < 0. On the other hand, if Y (0) < Y2, then
x(t) < π/k for small t > 0, so that v > 0. This proves (iii).
Finally, the points Y3 and Y4 are on the two streamlines connecting the stagnation points at x = 0
and x = 2π/k in the moving frame (see Fig. 1). Note that it takes inﬁnite time to travel between the
stagnation points along one of these streamlines, and that the sign of v(x, y) changes only at x = π/k.
This concludes the proof of (iv). 
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