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transport model
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We modify the path integral representation of exciton transport in open quantum systems such
that an exact description of the quantum fluctuations around the classical evolution of the system is
possible. As a consequence, the time evolution of the system observables is obtained by calculating
the average of a stochastic difference equation which is weighted with a product of pseudo-probability
density functions. From the exact equation of motion one can clearly identify the terms that are
also present if we apply the truncated Wigner approximation. This description of the problem is
used as a basis for the derivation of a new approximation, whose validity goes beyond the truncated
Wigner approximation. To demonstrate this we apply the formalism to a donor-acceptor transport
model.
PACS numbers: 05.60.Gg,03.65.Yz,02.70.Ss
I. INTRODUCTION
The exciton transport in large networks that are cou-
pled to some environment is still a topic that attracts
attention because of the experimental results from the
last decade. Ultrafast non-linear spectroscopy used to
probe the energy transfer in FMO complexes has revealed
strong vibrational coherences of multiple pigments, that
persist at much larger times scales than initially expected
[1–3]. This has opened a discussion on the question
whether or not these coherences have a significant im-
pact on the efficiency of transport processes.
To study theoretically possible quantum effects that
are responsible for efficient transport properties of a given
network, one has to pay special attention to the way how
the effect of the environment on the system is modeled.
The chosen description has to be simple enough to lead
to an efficient and fast scheme for the simulation of dif-
ferent realizations of the network and it has to be able
to take into account the most important effects of the
environment on the system. For example, one can con-
struct a time local equation for the system density ma-
trix where the effects of the environment, like dephas-
ing, are described by Lindblad operators. To take into
account the non-Markovian effects arising from the in-
teraction between the system and the environment we
have to model the latter as an infinitely large set of har-
monic oscillators, that are linearly coupled to the sys-
tem. These new degrees of freedom can be integrated
out exactly from the problem, which makes the effec-
tive action of the system non-quadratic in the system
fields and also time non-local. This description of the
problem requires the use of advanced numerical meth-
ods like the Hierarchical equations of motion (HEOM)
technique [4–9], the quasi-adiabatic propagator path in-
tegral method [10–12], the multilayer multiconfiguration
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time-dependent Hartree approach [13], the density ma-
trix renormalization group method [14] and other meth-
ods [15–17], which in most cases are numerically expen-
sive.
We are interested in approximate methods, where one
can find a good compromise between the accuracy of the
results and the applied numerical effort. One of the meth-
ods, whose complexity scales linearly with the size of the
network and thus can be preferred for the case of working
with large networks, is the truncated Wigner approxima-
tion (TWA). In this approximation one neglects some of
the non-quadratic terms in the effective action. This ap-
proximation is often applied to describe the dynamics of
ultracold atomic gases [18–25] and to explain some ex-
perimental results [26]. Its validity for closed systems at
short time scales was studied in [27]. Its ability to re-
produce the non-Gaussian statistics of the single mode
anharmonic oscillator was shown in [28], and its applica-
bility to the calculation of multitime correlation functions
was studied in [29]. Relying on these results the applica-
tion of the approach to open quantum systems was also
made in [30], assuming that the effect of the environ-
ment, expressed mainly in the form of additional noise,
will wash out all quantum scattering processes which oc-
cur at long times.
In the following, a different two-step approximation
that extends beyond the TWA, will be derived for the
special case of working with a Frenkel exciton Hamilto-
nian. In the first step, similarly to the TWA, some of
the variables in the corresponding path integral repre-
sentation of the problem will be analytically integrated
out, the integration of the remaining set of variables in
the path integral will be equivalent to solving an equa-
tion of motion of these variables. We will do the ana-
lytic integration without neglecting any terms from the
action, but the price that we have to pay is the intro-
duction of a set of pseudo-probability density functions
in the path integral representation of the problem. From
the obtained equations of motion we can clearly identify
the contributions, that were also present in the TWA as
2well as the new terms. Since this representation of the
problem is numerically expensive, in the second step we
adopt a numerically applicable approximation that ex-
tends beyond the TWA for the case of preparing the sys-
tem initially in the single exciton manifold. We will refer
to it as the corrected truncated Wigner approximation
(CTWA). The ability of both approximations to repro-
duce the exact system dynamics will be studied and we
will see that both approximations reproduce exactly the
short time behavior of the system. In the limit of weak
couplings the CTWA can also extend this range to longer
time scales.
The paper is structured as follows. In Sec. II A we in-
troduce the system of interest and its path integral rep-
resentation, in Sec. II B the Wigner formalism is briefly
described, in Sec. II C a mapping procedure is presented,
which makes the action local in time at the cost of in-
troducing integrals over new variables. This step is nec-
essary if we want to integrate out exactly the fields of
the path integral representation of the system. In Sec.
II D the TWA is briefly explained and the corresponding
stochastic equation for the semi-classical description of
our problem is derived. It will be used later for compar-
ison with the equation obtained from CTWA. An exact
stochastic equation, which takes all terms into account,
that have been neglected in the TWA is derived in Sec.
III and a numerically applicable approximation of this
equation is derived in Sec. IV. The accuracy of the new
approximation is tested in Sec. V for a donor-acceptor
transport model. The paper concludes with a summary
in Sec. VI.
II. THEORY
A. Model system
We consider a system (S) composed of N sites, each of
them being linearly coupled to a bath (B) of harmonic
oscillators. The corresponding Hamiltonian is given by:
Hˆ = HˆS + HˆB,SB, (1)
HˆS =
N∑
n,n′=1
hnn′ aˆ
†
naˆn′ , (2)
HˆB,SB =
N∑
n=1
∑
k
[
ωnk bˆ
†
nkbˆnk + λnk
(
bˆ†nk + bˆnk
)
aˆ†naˆn
]
,
(3)
where aˆ†n, bˆ
†
nk create an excitation at the n-th site of en-
ergy hnn or in the k-th bath mode of energy ωnk that
is coupled to the n-th site. The initial state of the total
system is of the form:
ρˆtot = ρˆS ⊗ ρˆeqB , (4)
ρˆeqB =
N∏
n=1
∏
k
exp[−βωnk bˆ†nk bˆnk]/N, (5)
where ρˆS and ρˆ
eq
B are the density matrix of the system and
the equilibrium density matrix of the bath, β = 1/(kBT ),
T is the temperature and N is a normalization constant.
We assume that the initial state of the system ρˆS lies
in the single exciton subspace. Since the Hamiltonian
(1) conserves the total number of excitations it reduces
to the Frenkel exciton Hamiltonian [31]. Since we work
in the single exciton subspace we have the freedom to
choose the operators aˆ†j, aˆj to be bosonic or fermionic.
In the following we assume that they are bosonic.
We are interested in the path integral representation of
the Keldysh partition function of the problem [32]. After
analytically integrating out the bath degrees of freedom
the expression has the following form:
Z =
∫
D[a]eiSS
N∏
n=1
eiS
n
B,SB , (6)
where iSS origins from the system Hamiltonian HˆS and
iSnB,SB describes the effect of the n-th bath on the sys-
tem. They are given by [4–7, 33, 34]:
iSS =
N∑
n,n′=1
i
∫ t
0
dτa∗Tn (τ)(iδnn′∂τ − hnn′)σzan′(τ),
(7)
an(t) =[a
f
n(t), a
b
n(t)]
T , (8)
iSnB,SB = −
1
pi
∫ t
0
dτ
∫ τ
0
dτ ′n×n (τ)n
×
n (τ
′)Fn(τ − τ ′)
+
i
pi
∫ t
0
dτ
∫ τ
0
dτ ′n×n (τ)n
o
n(τ
′)Dn(τ − τ ′),
(9)
n×n =a
f∗
n a
f
n − ab∗n abn, (10)
non =a
f∗
n a
f
n + a
b∗
n a
b
n, (11)
where afn/a
b
n are the fields lying on the forward/backward
part of the Keldysh contour and σz is the Pauli z matrix.
The noise (F) and dissipation (D) kernels are given by:
Fn(t) =
∫
dωJn(ω) coth(ω/(2T )) cos(ωt), (12)
Dn(t) =
∫
dωJn(ω) sin(ωt), (13)
Jn(ω) =
∑
k
piλ2nkδ(ω − ωnk), (14)
where Jn(ω) is the spectral density.
B. Wigner formalism
We can express the expectation value of some system
operator Oˆ in the following path integral form:
trS
[
Oˆρˆ(t)
]
=
∫
D[ψ,η]OW(ψ∗t ,ψt)eiSρW(ψ∗0 ,ψ0),
(15)
3D[ψ,η] =
∏
τ
N∏
n=1
dℜψn,τdℑψn,τdℜηn,τdℑηn,τ
pi2
, (16)
where ψn/ηn are the quantum/classical fields which are
obtained from the variable transformation
af/bn = ψn ±
1
2
ηn (17)
and S = SS +
∑
n SnB,SB. The iSnB,SB term is defined in
(9) where n×n = ψ
∗
nηn + η
∗
nψn, n
o
n = 2|ψn|2 + 12 |ηn|2 and
iSS is given by:
iSS = i
∫
dτ [ηT (τ)(−i∂τ − h∗)ψ∗(τ)
+ η∗T (τ)(i∂τ − h)ψ(τ)], (18)
f(t) = [f1(t) . . . fN (t)]
T , f ∈ {ψ, η}, (19)
where the elements hnn′ of the matrix h are given in (2).
Eq. (18) can be obtained from iSS , defined in (7), by
applying the variable transformation given in (17) and
then using the identity
∫ t
0
dτψ∗T (τ)∂τη(τ) =
−
∫ t
0
dτηT (τ)∂τψ
∗(τ) +ψ∗T (τ)η(τ)
∣∣∣t
0
, (20)
and neglecting the boundary terms. The Wigner distri-
bution function ρW and Weyl symbol of the operatorOW
are defined as follows:
ρW(ψ
∗,ψ) =
N∏
n=1
∫
dℜηndℑηn
2pi2
(21)
× e− 14 |ηn|2−|ψn|2+ 12 (ψ∗nηn−η∗nψn)〈ψ + 1
2
η|ρˆS |ψ − 1
2
η〉,
OW(ψ,ψ∗) =
N∏
n=1
∫
dℜηndℑηn
2pi
(22)
× e− 12 |ηn|2〈ψ − 1
2
η|Oˆ|ψ + 1
2
η〉,
where the operator Oˆ is in its normal ordered form
and |ψ ± 12η〉 is a coherent state with the property
aˆn|ψ ± 12η〉 = (ψn ± 12ηn)|ψ ± 12η〉 and 〈ψ|ψ′〉 =
exp[
∑N
n=1 ψ
∗
nψ
′
n]. The same expression can be obtained
if we represent the operator Oˆ in terms of symmetrized
polynomials of aˆ†n and of aˆn and then carry out the
replacement (aˆ†n, aˆn) → (ψ∗n, ψn). The Wigner trans-
form ρW of the density matrix is, in general, a pseudo-
probability density function, i.e. it is normalized to one
but it can take negative values. For the practical cal-
culation of the path integral one can replace it with the
following expression:
ρW(ψ
∗,ψ) = N(ρW)Sign(ρW ,ψ
∗,ψ)
× ρabsW (ψ∗,ψ), (23)
ρabsW (ψ
∗,ψ) = |ρW(ψ∗,ψ)|/N(ρW), (24)
N(ρW) =
N∏
n=1
∫
dℜψndℑψn|ρW(ψ∗,ψ)|, (25)
Sign(ρW ,ψ
∗,ψ) =
{
1 if ρW(ψ
∗,ψ) ≥ 0
−1 if ρW(ψ∗,ψ) < 0 . (26)
In this case ρabsW is a real probability density function.
The derivation of Eqs. (15), (16), (18), (21) and (22) is
shown in [27].
If we neglect the contribution iSB,SB from the envi-
ronment we can integrate out the η-variables by the use
of the equation
∫ ∞
−∞
dϕ
pi
ei2ϕf = δ(f), f ∈ R (27)
for ϕ ∈ {ℜη,ℑη}. If we keep the ψn,0 variables fixed,
the set of Dirac-delta function will define a unique path
for the time evolution of the ψn,τ (τ > 0) variables. The
path is described by the following equation:
dψ(t) = −ihψ(t)dt. (28)
A single contribution to the observable tr[Oˆρˆ(t)] is given
by:
OW(ψ∗(t),ψ(t))N(ρW )Sign(ρW ,ψ∗0 ,ψ0). (29)
To calculate the expectation value of tr[Oˆρˆ(t)] we have
to sample ψn,0 from ρ
abs
W and calculate the mean value of
(29). To take into account the effect of the environment,
i.e. of iSB,SB, we have to apply to it additional transfor-
mations which will be explained in the next subsection.
C. New mapping of the time non-local parts of the
action to time local expressions
We will map the time non-local part of the action to
a time local expression at the cost of introducing inte-
grals over an additional set of variables which is a special
realization of the idea proposed in [35]. To apply this
mapping we assume that the noise (F) and dissipation
kernel (D) of the action can always be represented as a
sum of exponentially decaying functions:
1
pi
D(t) =
∑
l∈L
αDl e
λlt, (30)
1
pi
F(t) =
∑
l∈L
αFl e
λlt +
∑
l∈L˜
αFl e
λlt ℜ[λl] < 0, (31)
where all αDl , α
F
l constants are non-zero. It is important
that the set of exponentially decaying functions in D is
entirely included in the corresponding set of exponen-
tially decaying functions in F . This condition is auto-
matically fulfilled if we assume that the spectral density
4is of the form J(ω) = Θ(ω)J ′(ω) with J ′(ω) an odd func-
tion and with simple poles which do not lie on the real
axis. Then by use of the residual theorem one can show
that the set of poles in the upper half plane of J ′(ω) is
equal to {−iλl}l∈L and the set of poles of coth(ω/(2T ))
is equal to {−iλl}l∈L˜.
The mapping of iSnB,SB given in (9) to a time-local
action iSn,TLB,SB is defined as follows (we will denote the
time arguments of the variables as subscripts):
exp
[
iSnB,SB
]
=
∫
D[xn]D[φn]D[ϕn]×
× exp [iSn,TLB,SB]ρnΦ(φn0 ), (32)
iSn,TLB,SB =
∑
τ
i2ϕnTτ
(− φnτ+∆t + φnτ + ∆tAnφnτ+
+∆tvnnon,τ+
√
∆tBnxnτ
)
+ i
∑
τ
∆tn×n,τε
nTφnτ , (33)
∫
D[ϕn] =
∏
τ
Mn∏
m=1
∞∫
−∞
dϕnm,τ
pi
, (34)
∫
D[φn] =
∏
τ
Mn∏
m=1
∞∫
−∞
dφnm,τ , (35)
∫
D[xn] =
∏
τ
Mn∏
m=1
∞∫
−∞
dxnm,τfX(x
n
m,τ ), (36)
fX(x) =
1√
2pi
e−
1
2
x2 , (37)
Bn = diag[bn1 , . . . , b
n
Mn ], b
n
1 , . . . b
n
Mn ∈ R≥0
An ∈RMn×Mn , ϕnτ ,φnτ ,vn,xn, εn ∈ RMn ,
The integer Mn is equal or larger than the number of
elements in L∪ L˜ and the An-matrix is chosen such that
the set of its eigenvalues coincides with {λl}l∈L∪L˜ (some
eigenvalues may appear more than once). The initial
distribution function of the φ-fields is given by:
ρnΦ(φ
n) =
exp[− 12φnT (Σn)−1φn]√
(2pi)Mndet(Σn)
, (38)
Σn =
∫ ∞
0
dτ exp[Anτ ]BnBnT exp[AnT τ ]. (39)
The covariance matrix Σn is well defined since all eigen-
values of A have a negative real part. The exact values
of vn, εn, Bn, An are determined after integrating out
the xn, φn, ϕn variables in (32) and comparing the re-
sult with (9). Since the number of free variables is larger
than the number of equations that have to be fulfilled,
we have some freedom in the choice of vn, εn, Bn, An.
All details about the proof of (32), (33) are given in the
Appendix A, where we have assumed that the algebraric
multiplicity of every eigenvalue of the An matrix is equal
to one. In this case the values of vn, εn, Bn, An are
chosen such that the equation
εnT eA
ntvn =
1
pi
Dn(t) (40)
is fulfilled. In addition, the constants have to be chosen
such that the part of the expression
m(t, t′)
t>t′
=
t′∫
0
dτεnT eA
n(t−τ)BnBnT eA
nT (t′−τ)εn, (41)
that depends on the difference (t−t′) is equal to 1piFn(t−
t′). In the following we will also add the constraint, that
vnm = 0 if b
n
m = 0, which is not a necessary condition for
(32) to hold, but it will be needed to show (54) and (55).
The ansatz that we have used in (32), (33) origins from
the idea that different Hamiltonian operators of the en-
vironment can produce the same effective action iSB,SB
after integrating out the environmental degrees of free-
dom. One of the best known examples is the replacement
of the Hamiltonian of each of the N environments in (3)
with the Hamiltonian of a single harmonic oscillator (nu-
clear mode) that is coupled to one of the sites of the
system and also to a Markovian bath, which is also com-
posed of non-interacting harmonic oscillators [36]. If we
integrate out the bath degrees of freedom from the path
integral expression of the problem but keep the nuclear
modes, then the contribution of the environment plus the
nuclear mode will have the same form as the right-hand
side of (32). The φ (ϕ) variables will correspond to the
real or imaginary part of the classical (quantum) vari-
ables of the nuclear mode. Similarly to the η variables in
(18), the ϕ variables can be integrated out analytically
by the use of (27) and the set of Dirac-delta functions
will define a path for the time evolution of φnt . The x-
variables will be integrated by the use of Monte-Carlo
methods, which effectively will make the equations for
the φ-variables stochastic. The noise in these equations
origins from the Markovianity of the bath to which the
nuclear mode was coupled. Since the dimension of the
new ϕnt , φ
n
t , x
n
t in (33) can be larger than two we can
just assume that each site of the system is coupled to
more than one nuclear modes, where the nuclear modes
can be coupled to the same or to different Markovian
environments.
Finally, we have to mention that ρnΦ(φ) can be inter-
preted as the probability density function, where all nu-
clear modes are in equilibrium with the rest of the en-
vironment for the case that they are not coupled to the
system. To demonstrate this we can decouple the nuclear
modes from the system in the interval [−tR, 0] (−tR < 0)
by setting εn = vn = 0 in (33) and let them evolve un-
til they reach a steady state at t = 0. The equation of
motion for the φnm,τ variables which is derived after in-
tegrating out the ϕnm,τ variables by using (27), is given
by:
φnt+∆t = φ
n
t + ∆tA
nφnt +
√
∆tBxnt . (42)
5The solution of this equation at t = 0 is given by:
φn0 = e
AntRφn−tR +
∑
0≥τ≥−tR
e−A
nτB
√
∆txnτ
→
∑
0≥τ
e−A
nτB
√
∆txnτ , (43)
where in the second line we have taken the limit −tR →
−∞. In the first (second) line the sums over τ is from−tR
(−∞) to 0 by taking steps of length ∆t. By interpreting
every xnm,t as a realization of a normally distributed ran-
dom variable Xnm,t ∼ N (0, 1) it follows that the steady
state solution is also a random variable with zero mean
and variance equal to
〈φn0φn∗T0 〉 =
∑
0≥τ
e−A
nτBnBnT e−A
nT τ
∆t, (44)
where we have used that 〈Xnt XnTt′ 〉 = δt,t′1. The last
expression is equal to the definition of the covariance ma-
trix of the multivariate probability density function ρnΦ in
(38), which proves our statement.
D. Truncated Wigner approximation
We will conclude this section by giving the equations of
motion for the ψn,τ , φ
n
m,τ -variables, which are obtained
by applying the TWA. For the current problem this ap-
proximation is equivalent to neglecting the 12 |ηn|2-terms
in non, defined in (11), which appear in every Sn,TLB,SB con-
tribution to the action. We can integrate out the ηn,
ϕnm,τ terms by the use of (27). If we keep the variables
xnm,τ , φ
n
m,0, ψn,0 fixed, the set of Dirac-delta functions
defines a unique path for the time evolution of the ψn,τ
and φnm,τ variables, which is given by:
ψt+∆t = ψt − ih˜(t)ψt∆t, (45)
φnt+∆t = φ
n
t +A
nφnt ∆t+ 2|ψn,t|2vn∆t
+Bnxnt
√
∆t, (46)
h˜(t) = h− diag[ε1Tφ1t , . . .εNTφNt ]. (47)
This is the Euler-Maruyama discretization of the follow-
ing set of stochastic equations:
dψ(t) = −ih˜(t)ψ(t)dt, (48)
dφn(t) = Anφn(t)dt+ vn2|ψn(t)|2dt
+BndW n(t), (49)
W n(t) = [Wn1 (t), . . .W
n
Mn(t)]
T , (50)
where the set {Wnm(t)} (n ∈ {1 . . .N}, m ∈ {1 . . .Mn})
is a set of independent Wiener processes, which have the
property dWnm(t)dW
n′
m′ (t) = dtδnn′δmm′ . To calculate
the expectation value of tr[Oˆρˆ(t)] we have to sample the
variables xnm,τ from a normal distribution N (0, 1) and
the variables φnm,0, ψn,0 from ρ
n
Φ, ρ
abs
W , defined in (38),
(24), and calculate the mean value of (29).
III. STOCHASTIC EQUATION WITH ALL
QUANTUM CORRECTIONS
In this section we will analytically integrate all ϕ- and
η-variables from (15) without neglecting any terms in
the action. The idea is to make all terms in iSnB,SB (n ∈
{1 . . .N}) to be linear in (ϕ,ℜη,ℑη) and also completely
imaginary, which will allow us to integrate them out via
(27). To do this we will introduce first a set of probability
density functions fR|X(r|x), fΘ(θ):
fΘ(θ) =
{
1/(2pi) if θ ∈ [0, 2pi]
0 if θ /∈ [0, 2pi] , (51)
fR|X(r|x) =
{ ∫∞
0
dρρre−
1
2
(ρ4+2ρ2x)J0(ρr) if r ≥ 0
0 if r < 0
,
(52)
J0(x) =
∫ 2pi
0
dε
2pi
exp[−ix sin(ε)], (53)
where J0(x) is the Bessel function of first kind. They are
defined such that the following equation is true for every
n ∈ {1, . . .N}:
∫
D[xn]D[φn]D[ϕn] exp
[
iSn,TLB,SB
]
=
∫
D[xn]D[φn]D[ϕn]D[θn]D[rn] exp
[
iS˜n,TLB,SB
]
, (54)
iS˜n,TLB,SB =
∑
τ
i2ϕnTτ
(− φnτ+∆t + φnτ + ∆tAnφnτ + ∆tvn2|ψn,τ |2 +√∆tB˜nxnτ )+∑
τ
i∆tn×n,τε
nTφnτ
+
∑
τ
i2ℜ
(
η∗n,τ
Mn∑
m=1
bnm>0
( |vnm|
2bnm
)1/2
∆χnm,τ
)
. (55)
The sum in the second line of (55) is taken only over those
m ∈ {1, . . .Mn}, where bnm > 0. The new differentials
and variables are defined as follows:
D[θn] =
∏
τ
Mn∏
m=1
dθnm,τfΘ(θ
n
m,τ ), (56)
6D[rn] =
∏
τ
Mn∏
m=1
drnm,τfR|X(r
n
m,τ |xnm,τ ), (57)
∆χnm,t = (∆t)
1/4rnm,te
iθnm,t/2, (58)
B˜n = diag[−Sign(vn1 )bn1 , . . . ,−Sign(vnMn)bnMn ]. (59)
The proof of (54) is given in the Appendix B. Here we
will only point out that the right-hand side of (54) dif-
fers from the TWA, applied to the left-hand side of the
same equation, only by the ∆χ-term in iS˜n,TLB,SB. If we
neglect the ∆χ term in the second line of (55), then we
can integrate out the θnm,t, r
n
m,t variables in the path in-
tegral on the right-hand side of (54) since nothing will
depend on them. In addition, via the transformation
xnm,τ → −Sign(vnm)xnm,τ at the right-hand side of (54),
the D[xn] term does not change, but the
√
∆tB˜nxnτ term
in (55) transforms to
√
∆tBnxnτ which proves our state-
ment.
We have to remind, that fR|X is a pseudo-probability
density function, as shown in Fig. 1, and it can be re-
placed by the following expression:
fR|X(r|x) = N(fR|X , x)Sign(fR|X , r, x)
× fabsR|X(r|x), (60)
fabsR|X(r|x) = |fR|X(r|x)|/N(fR|X , x), (61)
N(fR|X , x) =
∫
dr|fR|X(r|x)|, (62)
Sign(fR|X , r, x) =
{
1 if fR|X(r|x) ≥ 0
−1 if fR|X(r|x) < 0 . (63)
With the formula (27) we can integrate out all ϕnm,τ ,
ℜηn,τ , ℑηn,τ variables from the path integral represen-
tation of the expectation value of the operator Oˆ. If we
keep the variables xnm,τ , r
n
m,τ , θ
n
m,τ , φ
n
m,0, ψn,0 fixed, the
set of Dirac-delta functions defines the following equation
for the time evolution of ψτ , φ
n
τ :
ψt+∆t = ψt − ih˜(t)ψt∆t+
N∑
n=1
Mn∑
m=1
κnm∆χnm,t, (64)
φnt+∆t = φ
n
t +A
nφnt ∆t+ 2|ψn,t|2vn∆t
+ B˜nxnt
√
∆t, (65)
κnm =
[
0 . . .
( |vnm|
2bnm
)1/2
. . . 0
]T
∈ RN , (66)
where only the n-th element of the κnm vector is non-
zero. The last sum in (64) is taken only over those (n,m),
where bnm > 0. The equations (45), (46), obtained from
the TWA, differ from (64), (65) only by the Bn matrix,
which is replaced by B˜n and by the absence of the term
proportional to ∆χ. To calculate the expectation value of
the operator Oˆ we sample the variables xnm,τ , θ
n
m,τ , r
n
m,τ ,
φnm,0, ψn,0 from the probability density functions fX , fΘ,
fabsR|X , ρ
n
Φ, ρ
abs
W given in (52), (51), (61), (38), (24) and
0 2 4 6 8
-0.8
-0.4
0.0
0.4
0.8
1.2
-3 -2 -1 0 1 2 3
-25
-20
-15
-10
-5
0
f R
|X
(r|
x)
r
 x=-1
 x=0
 x=1
 x=2
<r
>(
x)
x
FIG. 1. (Color online) Pseudo-probability density function
fR|X(r|x) for x=-1 (black solid), x=0 (red dashed), x=-1 (blue
dotted) and x=2 (magenta dash dotted). Inset: first moment
of the probability density function.
calculate the mean value of:
OW (ψ∗0 ,ψ0)N(ρW)Sign(ρW ,ψ∗,ψ)× (67)
×
∏
τ
N∏
n=1
Mn∏
m=1
N(fR|X , x
n
m,τ )Sign(fR|X , r
n
m,τ , x
n
m,τ ).
Since all normalisation constants N(fR|X , x
n
m,τ ) are al-
ways larger than one, it follows that their product will
grow exponentially in time. This growth has to be com-
pensated by the exponential decay of OW and/or by the
alternating sign of the product of all sign-functions of
every sampling of the random variables. In both cases
this will require an exponential growth of the number of
trajectories to obtain a good approximation of the ex-
pectation value. An additional problem comes from the
∆χ-term in (64), because it is proportional to (∆t)1/4 and
this requires the use of very small time steps to obtain an
accurate trajectory. Although being practically inappli-
cable, this new representation of the problem is a good
starting point for the derivation of corrections that go
beyond the truncated Wigner approximation.
IV. CORRECTIONS OF THE TWA
To obtain an approximation that can be applied to
the calculation of practical problems, we have to find a
way to eliminate the pseudo-probability density function
fR|X from the path integral representation of tr[Oˆρˆ(t)].
To do this we take into account the fact, that we are only
interested in the time evolution of the different elements
of the density matrix. Since the system lies in the single
exciton subspace, the density matrix and its elements are
given by:
ρˆS =
∑
nn′
ρnn′ aˆ
†
n|0〉〈0|aˆn′ , (68)
ρnn′ = trS [aˆ
†
n′ aˆnρˆS(t)]. (69)
7The Weyl symbol of the aˆ†n′ aˆn operator is equal to:
OW(t) = ψn(t)ψ∗n′(t)− δnn′/2. (70)
An equation of motion for ψn(t)ψ
∗
n′(t) can be obtained if
we take the equation for ψ from (64) and derive from it
the equation for ψ∗T . Then we take the product of both
equations such that on the left-hand side of the equation
we obtain the matrix ψψ∗T . In the new equation we
replace all polynomials in ∆χ with their average over θ
and r. Up to the fourth moment the only non-vanishing
expectation values are
∫
drdθfR|X (r|x)fΘ(θ)∆χ∆χ∗ =
√
∆tx, (71)
∫
drdθfR|X (r|x)fΘ(θ)(∆χ∆χ∗)2 = 2∆t(x2 − 1). (72)
The last result can be explained by the properties of the
fΘ-function and the phase exp[iθ
n
m,τ ], which leaves only
those expectation values to be non-zero, where every ∆χ
is multiplied with its complex conjugate. In this case the
expression does not depend on the θ-variable. After tak-
ing the average over all rnm,τ , θ
n
m,τ variables, the equation
of motion for the matrix ψψ∗T has the following form:
ψt+∆tψ
∗T
t+∆t = (1− i∆th˜(t))ψtψ∗Tt (1 + i∆th˜(t))
+
N∑
n=1
Mn∑
m=1
κnmκnm∗Txnm,t
√
∆t. (73)
If we take the limit ∆t → 0 and neglect the terms pro-
portional to ∆ts (s > 1), the equation is equal to the
Euler-Maruyama discretization of the following stochas-
tic equation:
d(ψψ∗T )(t) = [−ih˜(t), (ψψ∗T )(t)]dt
+
N∑
n=1
Mn∑
m=1
κnmκnm∗TdWnm(t), (74)
dφn(t) = Anφn(t)dt+ vn2(ψψ∗T )nn(t)dt
+ B˜ndW n(t), (75)
where W n(t) is defined in (50). A single realization of
the observable is obtained by sampling φnm,0, ψn,0 from
ρnΦ, ρ
abs
W and calculating the mean value of (29). An alter-
native way to derive (74) and the possibility to calculate
multitime correlation functions within this approxima-
tion is given in the Appendix D.
If we neglect the second line of (74), we obtain again
the TWA, since (ψψ∗T )(t) has a solution of the form
(ψψ∗T )(t) =
(
Te−i
∫
t
0
h˜(τ)dτ
)
(ψψ∗T )(0)
(
T †ei
∫
t
0
h˜(τ)dτ
)
,
(76)
which factorizes into a product of the solutions for ψ and
ψ∗ from (48).
If we use the solution of (75), which is equal to (A3)
after replacing no(τ) with 2(ψψ∗T )nn(τ), in the defini-
tion of h˜(t) = h−diag[ε1Tφ1(t), . . . εNTφN (t)], then (74)
transforms into a differential equation with a memory
kernel. This memory kernel plays a crucial role for the
effect of the new ∆χ-dependent term on the evolution of
the system. If the memory term is absent, then the noise
generated from the ∆χ-terms will not have any effect on
the ψψ∗T matrix on average.
In the end we mention that (74) preserves the trace
of the ψψ∗T -matrix on average (and also the trace of
ρ = 〈ψψ†〉 − 1/2). Since κnmκnm† is a diagonal matrix
one can show by induction that
tr
[(
ψψ∗T
)
(t)
]
= tr
[
ψ0ψ
∗T
0
]
+
+
N∑
n=1
Mn∑
m=1
( |vnm|
2bnm
)2∑
τ
√
∆txnm,τ , (77)
which is zero on average.
V. EXAMPLES
We consider the example of having a system of N = 2
sites, each of them being linearly coupled to an indepen-
dent bath of harmonic oscillators. The corresponding
spectral densities will be the same and are given by:
J(ω) = J ′(ω)Θ(ω), (78)
J ′(ω) =
2a1ω
3 + 2
[
a1(γ
2 ∓ Ω2) + 2a2γΩ
]
ω
[γ2 ± Ω2 − ω2]2 + 4γ2ω2 , (79)
where Θ is the Heaviside step function. Since J ′(ω) is
odd, we can use the residual theorem to calculate the
noise and dissipation kernels of the action iSnB,SB (n =
1, 2):
1
pi
D(t) = [a1C(Ωt) + a2S(Ωt)]e−γt, (80)
1
pi
F(t) = 2T (a1fS + a2fA)C(Ωt)e−γt
+ 2T (a2fS ∓ a1fA)S(Ωt)e−γt
+
∞∑
l=1
2T iJ ′(iνl)e
−νlt, (81)
(C, S) =
{
(cos, sin)
(cosh, sinh)
, (82)
fS = γ
[
1
γ2 ± Ω2 +
∞∑
l=1
2
γ2 ± Ω2 − ν2l
[γ2 ± Ω2 − ν2l ]2 ± 4ν2l Ω2
]
,
(83)
fA = Ω
[
1
γ2 ± Ω2 +
∞∑
l=1
2
γ2 ± Ω2 + ν2l
[γ2 ± Ω2 − ν2l ]2 ± 4ν2l Ω2
]
,
(84)
νl = 2pilT, Ω, γ, a1, a2 ∈ R, γ,Ω > 0.
8The (C(Ωt), S(Ωt)) functions are replaced with their up-
per/lower definition, when we use the upper/lower sign
of ±,∓ in the definition of J ′(ω). If we use the lower def-
inition of (C(t), S(t)), we have the additional constraint,
that γ > Ω. Depending on the situation we will use the
a′1, a
′
2 instead of a1, a2. Both pairs of variables are given
by:
a1 =
γ2 ± Ω2
γ
a′1, a2 =
γ2 ± Ω2
Ω
a′2 (85)
and are related to the reorganization energy as follows:
∑
k
λ2nk
ωnk
= a′1 + a
′
2, n ∈ {1, . . .N}. (86)
For simplicity we approximate coth( ω2T ) ≈ 2Tω and ne-
glect all sums over the l-index in (81), (83), (84), which
is justified at high temperatures. In this case both func-
tions F and D can be decomposed as a sum of two ex-
ponentially decaying functions with the exponents
λ1,2 =
{ −γ ± iΩ for (C, S) = (cos, sin)
−γ ± Ω for (C, S) = (cosh, sinh) . (87)
The time non-local part of the action iSnB,SB, generated
from every one of the reservoirs, can be mapped to a time
local action in the same way as described in II C. Ad-
ditional information about the choice of An, εn,vn, Bn
used in (32),(33) can be found in the Appendix C.
We will assume that both spectral densities are equal
and we will consider the two cases, where a′1 = 0 or
Ω = 0. Both spectral densities now have the following
form:
J ′(ω) =


a′2
4(γ2 ± Ω2)γω
(γ2 ± Ω2 − ω2)2 + 4γ2ω2 a
′
1 = 0
a′1
2γω
γ2 + ω2
Ω = 0
. (88)
All parameters of the system will be given in units of
the difference between the energy levels of the donor and
the acceptor ∆ = h11 − h22. The coupling between both
sites is set to h12/∆ = 0.4 and the temperature of the
reservoirs is set to T/∆ = 2, unless it is not mentioned
explicitly. We assume, that the excitation is initially
localized at the first site, which produces the following
Wigner distribution function:
ρW(ψ
∗,ψ) =
N∏
n=1
ρnW(ψ
∗
n, ψn), (89)
ρnW(ψ
∗
n, ψn) =
{
2
pi e
−2|ψn|
2
(4ψ∗nψn − 1) if n = 1
2
pi e
−2|ψn|
2
if n 6= 1 . (90)
The pseudo probability density function ρ1W can be rep-
resented as a product of ρ1,absW , Sign(ρ
1
W , ψ
∗
1 , ψ1), N(ρ
1
W)
in the same way as explained in Sec. II B.
Information about the quality of the proposed approxi-
mation can be obtained from Fig. 2,3 where we have com-
pared our results with those from the TWA and with the
results obtained by the use of the HEOM method which
will be referred to as the exact results. In all figures we
plot the population P1 of the first site. To understand
why our approximation works better in some regimes,
we will look at the elements of diag[ε1Tφ1(t), ε2Tφ2(t)],
that are contained in h˜(t), defined in (47). We can re-
place φn(t) with the solution of (75), which is obtained
from (A3) after replacing no(τ) with 2|ψ(τ)|2. It follows
that the diagonal matrix plays a role of a memory term,
whose elements are given by (n-index is omitted):
ǫTφ(t) = εT
[
eAtφ(0) +
∫ t
0
eA(t−τ)v2|ψ(τ)|2dτ
+
∫ t
0
eA(t−τ)BdW (τ)
]
(91)
= εT eAtφ(0) + 2a′
∫ t
0
g(t− τ)|ψ(τ)|2dτ
+
√
a′
∫ t
0
g(t− τ)µdW1(τ), (92)
where a′, µ and g(t) are given by
a′ =
{
a′2 a
′
1 = 0
a′1 Ω = 0
, (93)
µ =
{ √
8Tγ/(γ2 ± Ω2) a′1 = 0√
4Tγ/γ2 Ω = 0
, (94)
g(t) =
{
e−γtS(Ωt)(γ2 ± Ω2)/Ω a′1 = 0
e−γtγ Ω = 0
. (95)
The second term of (92) is obtained by making use of
the fact that the vectors v, ε are defined such that (40) is
fulfilled. The equivalence D(t)/pi = a′g(t) can be seen by
a direct substitution of (85), (80) into (91). The proof
of εT eAtBdW (t) = (a′)1/2g(t)µdW1(t) is given in the
Appendix C.
We are mainly interested in the contributions to (92)
containing g(t) since they are responsible for the impact
of the κκ∗T -dependent terms on the time evolution of
the system. From the property
∫∞
0
g(τ)dτ = 1 it follows,
that for the two different spectral densities given in (88),
the strength of the memory kernel g(t) is the same but
the way how the previous values of ψ(t), W (t) are taken
into account is different.
The common feature of all cases, where the approxi-
mation is accurate at large time scales, is that the weight
of the g(t) function is uniformly distributed over large
time scales and it does not change sign. The measure,
that defines if a time interval is sufficiently large, is de-
termined by the time scale τS = 1/hmax, where hmax
is the maximum absolute value of the matrix represen-
tation of the commutator H×S : X 7→ [h,X ]. For our
system Hamiltonian it follows that τS = 1/∆.
If we consider the case, where Ω = 0 for the spectral
densities of both environments, then the condition, that
g(t) is uniformly distributed over a large time interval is
equivalent to τS ≪ 1/γ ⇔ ∆ ≫ γ. This can be seen
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FIG. 2. (Color online) Population P1 of the first site for
Ω = a′2 = 0. Exact solution (black dashed), TWA (red thick)
and CTWA (blue thin). Inset: long time behavior of the same
observable.
in Fig. 2, where an increase of γ/∆ from 0.1 to 1 de-
creases the quality of the approximation at large time
scales (t∆ = 100).
If we consider the case a′1 = 0 and (C, S) = (cos, sin)
for the spectral functions of both environments, then the
condition for g(t) is equivalent to hmax > γ > Ω, where
the second inequality comes from the restriction that g(t)
does not have to change sign over the τS-timescale. The
change of the quality of the approximation by changing
γ,Ω of both spectral densities can be seen in Fig.3. In
the first (second) column of the figure we see how an
increase of γ (Ω) leads to a decrease of the quality of the
approximation because the condition hmax > γ (γ > Ω)
is violated.
The common feature of all figures is that our approx-
imation reproduces more accurate results at large time
scales than the TWA does, as long as the condition for
the form of the memory kernel g(t) is fulfilled and the sys-
tem bath coupling a′ is sufficiently small. At larger cou-
plings as well as for parameters of the environment that
violate the condition for the memory kernel the quality of
the approximation decreases as it is shown in the second
column of Fig. 2. Similarly to the TWA, the time range
of validity of our approximation increases by an increase
of the temperature.
To test the new approximation at low temperatures we
have considered again the case a′1 = 0, (C, S) = (cos, sin).
The time evolution of the population of the donor site is
plotted in Fig. 4 for the same six cases as those con-
sidered in Fig. 3 but with temperature decreased from
T/∆ = 2 to T/∆ = 0.2. We see that the CTWA still
behaves better than the TWA but, as expected, both ap-
proximations fail to describe the short time behavior of
the system accurately. The main reason is that the rel-
ative weight between the temperature dependent noise
kernel F(t) of the action that can always be taken exactly
0.50
0.75
1.00
P 1
/ =0.5
0.50
0.75
1.00
P 1
/ =1
0 5 10 15 20
0.50
0.75
1.00
P 1
t
/ =4
45 50 55
0.3
0.4
0.5
t
45 50 55
0.3
0.4
0.5
t
45 50 55
0.3
0.4
0.5
t
/ =0.1
50 55 60
0.30
0.35
0.40
t
/ =0.5
50 55 60
0.30
0.35
0.40
t
0 5 10 15 20
t
/ =2
50 55 60
0.30
0.35
0.40
t
FIG. 3. (Color online) Population P1 of the first site for
a′2/∆ = 0.1, a
′
1/∆ = 0. Left column: Ω/∆ = 0.1. Right
column: γ/∆ = 1. Exact solution (black dashed), TWA (red
thick) and CTWA (blue thin). Inset: long time behaviour of
the same observable.
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FIG. 4. (Color online) Population P1 of the first site for
a′2/∆ = 0.1, a
′
1/∆ = 0. Left column: Ω/∆ = 0.1. Right
column: γ/∆ = 1. Exact solution (black dashed), TWA (red
thick) and CTWA (blue thin). The temperature is decreased
from T/∆ = 2 (Fig. 3) to T/∆ = 0.2.
into account by the use of stochastic methods, and the
temperature independent dissipation kernel D(t) whose
effects are always approximated in the TWA and CTWA,
decrease. In this case the noise produced by F(t) is not
strong enough to overcompensate the effects from the
dissipation kernel after applying the CTWA.
VI. SUMMARY
In this paper we have derived an alternative method to
describe the exciton transport in open quantum systems.
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Instead of trying to derive an exact equation of motion
for the reduced density matrix of the system, ρˆS , we have
used the fact that ρˆS lies completely in the single exciton
subspace which allowed us to represent the time evolu-
tion of every non-zero element of ρˆS as the expectation
value of a system operator, as shown in (68),(69). This
difference led also to a change of the requirements for the
form of the effective action of the system that is obtained
after applying some stochastic unraveling approach to it.
Instead of having to derive a time-local action at the
cost of introducing integrals over new variables that can
later be interpreted as Gaussian random variables, and
trying to obtain a time-local stochastic equation of mo-
tion for ρˆS [35, 37–39], we have derived an action that
is completely real and linear in the quantum fields at
the cost of introducing integrals over new variables that
are weighted with pseudo-probability density functions.
Even though in this case one can derive an exact equa-
tion of motion for the classical variables this method is
numerically expensive. The rapid increase of the num-
ber of trajectories that are needed for the calculation of
some observable origins from the new pseudo-probability
density functions, which can modify the weight and the
total sign of every contribution to the observable.
To overcome this problem we have derived an approx-
imation of the equation of motion of the classical vari-
ables, where only some moments of the new variables
weighted with the corresponding pseudo-probability den-
sity functions appear. We have shown that the quality
of the approximation in the weak coupling limit depends
on the form of the dissipation kernel of the Feynman-
Vernon influence functional describing the effect of the
environment on the system. If this kernel dissipates
slowly in time without changing its sign, the corrections
to the TWA give exact results even at large time scales
(t/τS ≫ 1). This makes our approach applicable in sit-
uations, where the slow decay of the dissipation kernels
does not allow the application of the Markovian approx-
imations to the environment.
The method still remains simple enough to apply it to
large systems. For a system composed of N sites, where
each of them is linearly coupled to a separate environ-
ment, we can describe the time evolution of the system
density matrix by a time local equation of an N ×N ma-
trix and N time local equations of vectors, where every
vector describes the effect of one of the environments on
the system. The dimension of each of those vectors is
equal to the number of exponentially decaying functions,
whose linear combination can describe the noise and dis-
sipation kernel part of the Feynman-Vernon functional
of the corresponding environment. In the limit of large
networks the complexity of the approach depends mainly
on the complexity of the time local equation of motion of
the N ×N matrix. It follows that the numerical effort to
calculate a single trajectory of the observable is numeri-
cally as expensive as the calculation of some Markovian
master equation in Lindblad form of the same system.
So the increase of the numerical effort in comparison to
the master equation depends on the number of trajecto-
ries of the observable which is needed to obtain a good
approximation of its mean value. This number is of the
order of 104−105 and is required to sample correctly the
initial state of the system which is described by a pseudo-
probability density function. This is the price that we
have to pay to take into account the non-Markovian ef-
fects of the environment on the system.
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Appendix A: Proof of the mapping of the action to a
time local expression
We have to show that
exp
[∑
τ
∆t in×τ
∑
τ ′<τ
∆t
( ∑
l∈L∪L˜
αFl e
λl(τ−τ
′)in×τ ′ +
∑
l∈L
αDl e
λl(τ−τ
′)noτ ′
)]
=
∫
D[x]D[φ]D[ϕ] exp
[∑
τ
i2ϕTτ
(
− φτ+∆t + φτ + ∆tAφτ + ∆tvnoτ +
√
∆tBxτ
)
+
∑
τ
∆tin×τ ε
Tφτ
]
ρΦ(φ0), (A1)
where ρ and Σ are defined in (38), (39) and the number
of elements in L ∪ L˜ is M. To do this we integrate out
all ϕ-fields by the use of (27). The equation of motion
for the φ-fields, defined by the set of δ-functions, and its
solution are given by:
dφ(t) =
(
Aφ(t) + vno(t)
)
dt+BdW (t), (A2)
φ(t) = eAtφ(0) +
∫ t
0
eA(t−τ)vno(τ)dτ
+
∫ t
0
eA(t−τ)BdW (τ). (A3)
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We replace φτ in the last term of the second line of (A1)
with the solution in (A3). In the next step we integrate
out the xm,τ variables, which requires the replacement∫
dW (τ) =
∑
τ
√
∆txτ . This gives the following identity∫
D[x]×
× exp
[
i
∫ t
0
dτ
∫ τ
0
dτ˜n×(τ)εT eA(τ−τ˜)BdW (τ˜ )
]
= exp
[
− 1
2
∑
m,τ˜
(√
∆t
t∫
τ˜
dτn×(τ)εT eA(τ−τ˜)B
)2
m
]
= exp
[ t∫
0
dτin×(τ)
τ∫
0
dτ ′in×(τ ′)m(τ, τ ′)
]
. (A4)
where m ∈ {1, . . .M} and the function m(t, t′) is defined
as:
m(t, t′)
t>t′
=
t′∫
0
dτεT eA(t−τ)BBT eA
T (t′−τ)ε. (A5)
The second line of (A1) transforms to:
∫ M∏
m=1
dφm,0 exp
[
i
∫ t
0
dτn×(τ)εT eAτφ0
]
ρ(φ0)
× exp
[ ∫ t
0
dτin×(τ)
∫ τ
0
dτ ′εT eA(τ−τ
′)vno(τ ′)
]
× exp
[ ∫ t
0
dτin×(τ)
∫ τ
0
dτ ′m(τ, τ ′)in×(τ ′)
]
(A6)
In the next step we have to decompose m(t, t′) into
a part that does and a part that does not depend on
(t − t′), where the first part has to be identified with
the noise kernel of the action. To do this we choose the
matrix A such that the set of its eigenvalues coincides
with {λl}l∈L∪L˜. We assume, that each of the eigenvalues
of A has an algebraric and geometric multiplicity of one.
It follows, that there exists an invertible matrix S and a
diagonal matrix D (S,D ∈ RM×M) such that S−1DS =
A. By the use of the definitions
ε˜ = (S−1)Tε, (A7)
F = SBBTST , (A8)
D˜(f(λ)) = diag[f(λ1), . . . , f(λM)], (A9)
F˜kl(t) = −Fkl
eλkt
λk + λl
, k, l ∈ {1 . . .M} (A10)
we can show, that
∫ t′
0
dτ
[
D˜(eλ(t−τ))FD˜(eλ(t
′−τ))
]
kl
= −Fkl e
λk(t−t
′)
λk + λl
+ Fkl
eλkt+λlt
′
λk + λl
= −Fkl e
λk(t−t
′)
λk + λl
− Fkleλkt+λlt′
∫ ∞
0
dτe(λk+λl)τ
= F˜kl(t− t′)−
∫ ∞
0
dτ
[
D˜(eλ(t+τ))FD˜(eλ(t
′+τ))
]
kl
.
(A11)
This allows us to decompose m(t, t′) as a sum of the
following functions:
m(t, t′) = ε˜T F˜ (t, t′)ε˜
−
∫ ∞
0
dτεT eA(t+τ)BBT eA
T (t′+τ)ε
= ε˜T F˜ (t, t′)ε˜− εT eAtΣeAT t′ε. (A12)
After integrating out the φ0-fields, the first line of (A6)
modifies to
exp
[
−
∫ t
0
dτ
∫ τ
0
dτ ′n×(τ)n×(τ ′)εT eAτΣeA
T τ ′ε
]
,
(A13)
which cancels with the second term of (A12). It follows,
that (A6) transforms to
exp
[ ∫ t
0
dτin×(τ)
∫ τ
0
dτ ′ε˜F˜ (τ − τ ′)ε˜in×(τ ′)
]
× exp
[ ∫ t
0
dτin×(τ)
∫ τ
0
dτ ′εT eA(τ−τ
′)vno(τ ′)
]
. (A14)
A direct comparison of the last equation with (A1)
and use of the fact, that the eigenvalues of A are
non-degenerate leads to the following equation for
v, ε, b1, . . . bM:
αDl = ε˜l(Sv)l, (A15)
αFl =
∑
k
ε˜l
Flk
−(λl + λk)
ε˜k l ∈ {1 . . .M}. (A16)
Appendix B: Proof of the linearization of the action
in the quantum variables
To show that (54) is fulfilled, we have to integrate out
the xnm,τ variables in the right-hand side of the equation.
If we isolate only the x-terms and the terms that are
non-linear in η from this expression, we will obtain the
following identity for every n ∈ {1, . . .N}:
∫
D[xn] exp
[∑
τ
i2ϕnTτ (∆tv
n |ηn,τ |2
2
+
√
∆tBnxnτ )
]
=
∏
τ
Mn∏
m=1
exp
[
− 1
2
∆t4(bnm)
2(ϕnm,τ )
2
+ i∆tvnm|ηn,τ |2ϕnm,τ
]
. (B1)
We will present a set of transformations, that have to be
applied to every (n,m, τ) contribution to the last expres-
sion. For better legibility we will omit these indices. We
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introduce the initially unknown function f(x, y, z), which
has to fulfill the following equation:
exp[−1
2
αϕ2 ± iβϕℜη2 ± iβϕℑη2] =∫
dxdydzf(x, y, z) exp[iϕx+ iℜηy + iℑηz], (B2)
α = ∆t4b2, β = ∆t|v|,
where the integrals over x, y, z are from −∞ to ∞. The
function f(x, y, z) can be obtained by an inverse Fourier
transformation:
f(x, y, z) =
∫
dϕdℜηdℑη
(2pi)3
exp[−iϕx− iℜηy − iℑηz]
× exp[−1
2
αϕ2 ± iβϕℜη2 ± iβϕℑη2]. (B3)
We have to point out that α and β are positive con-
stants, which is a necessary condition to perform the
following transformations. We can integrate out ϕ
and then apply the following variable transformations:
(ℜη,ℑη) → (ℜηβ−1/2α1/4,ℑηβ−1/2α1/4), (ℜη,ℑη) →
(ρ cos(ε), ρ sin(ε)) with ρ = |η|. By the use of the re-
lation y cos(ε) + z sin(ε) =
√
y2 + z2 sin(ε + δ), where
δ = arcsin(y/
√
y2 + z2), we can integrate out the ε vari-
able. The function f(x, y, z) is then equal to:
f(x, y, z) =
exp[− 12 x
2
α ]√
2piα
∞∫
0
dρρJ0
(
ρ
√
y2 + z2
)
× 1
2piβα−1/2
exp
[
− 1
2
(
ρ4 ∓ 2ρ x
α1/2
)]
. (B4)
We insert the result back in (B2) and apply the
following variable transformations: (x, y, z) →
(xα1/2, yβ1/2α−1/4, zβ1/2α−1/4) and (y, z) →
(r cos(θ), r sin(θ)). The right-hand side of (B2) is
then equal to:
∫
dxdθdrfX (x)fΘ(θ)fR|X(r|x)
× exp
[
∓ iϕxα1/2 + i2ℜ(η∗ r
2
eiθβ1/2α−1/4
)]
, (B5)
which completes the proof of (54). By comparing the
left side of (B2) and (B5) we see, that a change of the
sign of the iϕxα1/2 expression does not turn (B5) into it
its complex conjugate as it is the case for the left side of
(B2). This is related to the fact, that only specific combi-
nations of random variables have a nonzero expectation
value.
Appendix C: Details of the application of the
mapping procedure
To apply the mapping described in II C, where the
noise and dissipation kernels of iSnB,SB are given by
(80),(81) and the sum over l in (81),(83),(84) is neglected,
we use the matrix (n-superscript will be omitted)
A =
[
0 (γ2 ± Ω2)1/2
−(γ2 ± Ω2)1/2 −2γ
]
, (C1)
which has the same eigenvalues λ1,2 as in (87). The equa-
tions for the coefficients of the vectors v, ε ∈ R2 and for
the diagonal elements of the matrix B = diag[b1, b2] that
were derived in Appendix A, are equivalent to the follow-
ing set of equations:
(ε1v1 − ε2v2)γ + (ε1v2 − ε2v1)(γ2 ± Ω2)1/2 = a2Ω, (C2)
ε1v1 + ε2v2 = a1, (C3)
(b2ε2)
2 + (b1ε1)
2 = 4T [γ(a1fS + a2fA)− Ω(a2fS ∓ a1fA)]
= 4Ta1, (C4)
(ε1b2)
2(γ2 ± Ω2) + [2γ(ε1b1)− (ε2b1)(γ2 ± Ω2)1/2]2 = 4T [γ(a1fS + a2fA) + Ω(a2fS ∓ a1fA)](γ2 ± Ω2)
= 4T [(γ2 ± Ω2)a1 + 2γΩa2]. (C5)
The first two equations can be derived from (40) by
using
eAt =
e−γt
Ω
[
γS(Ωt)σz +ΩC(Ωt)1+ i
√
γ2 ± Ω2S(Ωt)σy
]
.
The last two equations origin from the constraint that
the part of m(t, t′) in (41) depending on the difference of
the two arguments, is equal to F(t− t′) which is given in
(81). In the second line of (C4), (C5) we have used the
assumption that we work at high temperatures and we
have neglected all sums over l in (81), (83), (84).
For the case a′a = 0 = a1 we can solve the four equa-
tions in the high temperature limit by setting ε1 = b2 =
v2 = 0 and for the case Ω = 0 we can set b2 = v2 =
0. A direct calculation shows that εT eAtBdW (t) =
(a′)1/2g(t)µdW1(t) where a
′, g(t), µ are defined in (93),
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(94), (95).
The initial distribution of the φnm,0-variables, described
by ρnΦ(φ
n
0 ), is given in (38) where the covariance matrix
Σn, defined in (39), takes the following form (n-index is
omitted):
Σ =


b21 + b
2
2
4γ +
b21γ
γ2 ± Ω2 −
b21
2
√
γ2 ± Ω2
− b
2
1
2
√
γ2 ± Ω2
b21 + b
2
2
4γ

 . (C6)
Appendix D: Alternative derivation of the CTWA
and calculation of multitime correlation functions
For the following discussion it will be useful to include
the terms
∫
dτ
(− η∗T (τ)ν(τ) + ηT (τ)ν∗(τ)), (D1)
ν(t) = [ν1(t), . . . νN (t)]
T
in iS+∑n iSnB,SB which will modify Eq. (64) by adding−νt∆t on its right side. We can use the formal solution
of this equation
ψ(t) = ψTWA(t) +ψQC(t) +ψν(t), (D2)
ψTWA(t) = Tˆ exp
[
− i
∫ t
0
h˜(s)ds
]
ψ(0),
ψQC(t) =
N∑
n=1
Mn∑
m=1
Tˆ
∫ t
0
exp
[
− i
∫ t
τ
h˜(s)ds
]
×
× κnmdχnm(τ),
ψν(t) = −Tˆ
∫ t
0
exp
[
− i
∫ t
τ
h˜(s)ds
]
ν(τ)dτ,
∫ t
t′
f(τ)dχnm(τ) = lim
∆t→0
∑
t′≤τ≤t
f(τ)∆χnm,τ
and construct ψ(t)ψ∗T (t) for the case ν(t) = ν∗T (t) =
0. We can take the average over all rnm,τ , θ
n
m,τ vari-
ables ( denoted by 〈. . .〉r,θ) and neglect the mixed terms
ψTWA(t)ψ
∗T
QC(t), ψQC(t)ψ
∗T
TWA(t). Then we can apply
the following self-consistent approximation:
〈ψ(t)ψ∗T (t)〉r,θ = Tˆ exp
[
− i
∫ t
0
h˜(s)ds
]
ψ(0)ψ∗T (0)Tˆ † exp
[
i
∫ t
0
h˜(s)ds
]
+
∑
n,n′
∑
m,m′
∫ t
0
∫ t
0
Tˆ exp
[
− i
∫ t
τ
h˜(s)ds
]
κnmκn
′m′∗T Tˆ † exp
[
i
∫ t
τ ′
h˜(s)ds
]
〈dχnm(τ)dχn
′
m′ (τ
′)〉r,θ
= Tˆ exp
[
− i
∫ t
0
h˜(s)ds
]
ψ(0)ψ∗T (0)Tˆ † exp
[
i
∫ t
0
h˜(s)ds
]
+
N∑
n=1
Mn∑
m
∫ t
0
Tˆ exp
[
− i
∫ t
τ
h˜(s)ds
]
κnmκn
′m′∗T Tˆ † exp
[
i
∫ t
τ
h˜(s)ds
]
dWnm(τ), (D3)
where we have used (71) to show the relation
〈dχnm(τ)dχ∗n
′
m′ (τ
′)〉r,θδnn′δmm′δ(τ − τ ′)dWnm(τ).
The h˜ matrix is defined in the same way as in (47)
with the difference that the φ terms are obtained from
(49) by replacing |ψn,t|2 term with the nn-component of
〈ψ(τ)ψ∗T (τ)〉r,θ from (D3). The differential of (D3) is
then equal to (74).
In the end we will briefly discuss the possibility to
to use this approach to calculate multitime correlation
functions. As example we will calculate the nonlinear
response function (t3 > t2 > t1)
tr
[
aˆ×n3(t3)aˆ
†×
n2 (t2)aˆ
†×
n1 (t1)aˆ
×
n0(t0)ρˆtot
]
=∫
D[ψ,η]ψ∗n3,t3η
∗
n2,t2η
∗
n1,t1η
∗
n0,t0e
iSρW(ψ
∗
0 ,ψ
∗
0), (D4)
where aˆ×nj (t)• = [aˆnj (t), •] and aˆ∗nj (t) is an operator in
the Heisenberg picture. To calculate (D4) we can use
the idea proposed in [40]. We include again (D1) in the
definition of the action and choose the ν(t), ν∗(t) to be
equal to
ν(t) =
2∑
j=0
δ(t− tj)(∆t)yνnj ,
ν∗(t) =
2∑
j=0
δ(t− tj)(∆t)yν∗nj , y ∈ R+
and η∗n2,t2η
∗
n1,t1η
∗
n0,t0 is replaced with
F (ν∗n2 , ν
∗
n2)F (ν
∗
n1 , ν
∗
n1)F
∗(ν∗n0 , ν
∗
n0)(∆t)
−3y,
where F is defined such that:
0 =
∫
F (ν∗, ν)dν∗dν =
∫
F (ν∗, ν)ν∗dν∗dν, (D5)
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1 =
∫
F (ν∗, ν)νdν∗dν. (D6)
The F -function can again be represented as a product
of a real probability density function, a normalization
factor and a Sign-function, and the integration over the
ν∗nj , ν
∗
nj -variables can be carried in exactly the same way
as the integration over over ψ0, ψ
∗
0 . A direct expan-
sion of eiS in powers of νj , ν
∗
j shows that in the limit
∆t → 0 the new and the old expression are equal. Our
task now is to calculate the average of ψt over all r
n
m,τ ,
θnm,τ variables. To do this we can use the formal solution
(D2) for ψ and neglect 〈ψQC(t)〉r,θ since 〈dχnm,τ 〉r,θ = 0.
The |ψn(τ)|2 term that appears in the diagonal elements
of the h˜(t)-matrix can be replaced with the nn-term if
〈ψ(τ)ψ∗T (τ)〉r,θ defined in (D3). If we calculate the dif-
ferential of this approximation we will obtain the follow-
ing equation (the 〈. . .〉r,θ brackets are neglected):
ψt+∆t = ψt − ih˜(t)ψt∆t−
2∑
j=0
δt,tj (∆t)
yνnj . (D7)
The only difference between the last equation and the
corresponding TWA lies in the definition of the memory
term in the diagonal elements of h˜(t).
[1] T. Brixner, J. Stenger, H. M. Vaswani, M. Cho, R. E.
Blankenship, and G. R. Fleming, Nature 434, 625–628
(2005).
[2] G. S. Engel, T. R. Calhoun, E. L. Read, T.-K. Ahn,
T. Mancˇal, Y.-C. Cheng, R. E. Blankenship, and G. R.
Fleming, Nature 446, 782–786 (2007).
[3] Y. Fujihashi, G. R. Fleming, and A. Ishizaki, J. Chem.
Phys. 142, 212403 (2015).
[4] Y. Tanimura and R. Kubo, J. Phys. Soc. Jpn. 58,
101–114 (1989).
[5] Y. Tanimura, Phys. Rev. A 41, 6676 (1990).
[6] A. Ishizaki and Y. Tanimura, J. Phys. Soc. Jpn. 74,
3131–3134 (2005).
[7] Y. Tanimura, J. Phys. Soc. Jpn. 75, 082001 (2006).
[8] L. Zhu, H. Liu, and Q. Shi, New J. Phys. 15, 095020
(2013).
[9] J. M. Moix and J. Cao, J. Chem. Phys. 139, 134106
(2013).
[10] N. Makri and D. E. Makarov, J. Chem. Phys. 102,
4600–4610 (1995).
[11] N. Makri and D. E. Makarov, J. Chem. Phys. 102,
4611–4618 (1995).
[12] M. Thorwart, P. Reimann, and P. Ha¨nggi, Phys. Rev. E
62, 5808 (2000).
[13] H. Wang, D. E. Skinner, and M. Thoss, J. Chem. Phys.
125, 174502 (2006).
[14] A. W. Chin, n. Rivas, S. F. Huelga, and M. B. Plenio,
J. Math. Phys. 51, 092109 (2010).
[15] L. Mu¨hlbacher and U. Kleinekatho¨fer, J. Phys. Chem. B
116, 3900–3906 (2012).
[16] D. Segal, A. J. Millis, and D. R. Reichman,
Phys. Rev. B 82, 205323 (2010).
[17] S. Weiss, J. Eckel, M. Thorwart, and R. Egger,
Phys. Rev. B 77, 195316 (2008).
[18] A. Polkovnikov, Phys. Rev. A 68, 033609 (2003).
[19] L. Isella and J. Ruostekoski, Phys. Rev. A 72, 011601
(2005).
[20] L. Isella and J. Ruostekoski, Phys. Rev. A 74, 063625
(2006).
[21] R. G. Scott, D. A. W. Hutchinson, and C. W. Gardiner,
Phys. Rev. A 74, 053605 (2006).
[22] A. D. Martin and J. Ruostekoski, Phys. Rev. Lett. 104,
194102 (2010).
[23] A. A. Norrie, R. J. Ballagh, C. W. Gardiner, and A. S.
Bradley, Phys. Rev. A 73, 043618 (2006).
[24] A. Polkovnikov and D.-W. Wang, Phys. Rev. Lett. 93,
070401 (2004).
[25] R. Barnett, A. Polkovnikov, and M. Vengalattore, Phys.
Rev. A 84, 023606 (2011).
[26] C. Gross, J. Esteve, M. K. Oberthaler, A. D. Martin,
and J. Ruostekoski, Phys. Rev. A 84, 011609 (2011).
[27] A. Polkovnikov, Phys. Rev. A 68, 053604 (2003).
[28] J. F. Corney and M. K. Olsen, Phys. Rev. A 91, 023824
(2015).
[29] B. Berg, L. I. Plimak, A. Polkovnikov, M. K. Olsen,
M. Fleischhauer, and W. P. Schleich, Phys. Rev. A 80,
033624 (2009).
[30] A. Ivanov, G. Kordas, A. Komnik, and S. Wimberger,
Eur. Phys. J. B 86, 1–7 (2013).
[31] M. Yang and G. R. Fleming, Chem. Phys. 282, 163–180
(2002).
[32] A. Kamenev, Field theory of non-equilibrium systems
(Cambridge University Press, 2011).
[33] A. Ishizaki and G. R. Fleming, J. Chem. Phys. 130,
234111 (2009).
[34] Y. Tanimura, J. Chem. Phys. 137, 22A550 (2012).
[35] J. T. Stockburger and H. Grabert, Phys. Rev. Lett. 88,
170407 (2002).
[36] A. Garg, J. N. Onuchic, and V. Ambegaokar, J. Chem.
Phys. 83, 4491–4503 (1985).
[37] H. Imai, Y. Ohtsuki, and H. Kono, Chem. Phys. 446,
134–141 (2015).
[38] J. T. Stockburger and C. H. Mak, J. Chem. Phys. 110,
4983–4985 (1999).
[39] J. T. Stockburger and H. Grabert, Chem. Phys. 268,
249–256 (2001).
[40] A. Polkovnikov, Annals of Physics 325, 1790–1852
(2010).
