We give potential theoretic estimates for the probability that a set A contains a double point of planar Brownian motion run for unit time. Unlike the probability for A to intersect the range of a Markov Process, this cannot be estimated by a capacity of the set A. Instead, we introduce the notion of a capacity with respect to two gauge functions simultaneously. We also give a polar decomposition of A into a set that never intersects the set of Brownian double points and a set for which intersection with the set of Brownian double points is the same as intersection with the Brownian path.
Introduction
Let A be a compact subset of the unit disk in the plane. For fifty years, it has been known that A intersects the path of a Brownian motion with positive probability if and only if A has positive Newtonian capacity. In fact the Newtonian (logarithmic) capacity gies an estimate, up to a constant factor, the probability that A is hit by a Brownian motion started, say, from the point (2, 0) and run for a fixed time. The estimate is of course stronger than the dichotomous result, and moreover it turns out to be important when examining properties of intersections with random sets; see for example the simple Cantor-type random fractal shown in Peres (1996) to be "intersection-equivalent" to the Brownian motion; see also the remark after Theorem 2.4.
Similar results are known for much more general Markov processes. Let G(x, y) denote the Greens function for a transient Markov process, started from a fixed point 0. The capacity with respect to a kernel K of a set A is defined to be the reciprocal of the infimum of energies E K (µ) := K(x, y) dµ dµ as µ ranges over probability measures supported on A. In a wide variety of cases it is known that the range of the process intersects A with positive probability if and only if A has positive capacity with respect to the Greens kernel. The same is true of any of a number of related kernels, and choosing the Martin kernel (see, e.g., Benjamini, Pemantle and Peres 1995) leads to the estimate: 1 2 Cap K (A) ≤ P( the process intersects A) ≤ Cap K (A) .
Let {B t : t ≥ 0} be a planar Brownian motion started from the point (2, 0) and stopped at the time τ that it hits the disk {|x| = 3}. Let D be the set of double points of this path, that is, the set {x : B r = B s = x for some 0 < r < s < τ }. This set is not the range of any Markov process, but we may ask about the probability for the random set D to intersect a fixed set A. A closely related random set to D is the intersection of two independent Brownian motions, which we denote her by I. Fitzsimmons and Salisbury (1989) showed that this may be estimated up to a constant factor by Cap K (A) where K(x, y) = (log |x − y|) 2 . In general, they show that taking intersections of random sets multiplies the kernels in the capacity tests; see also Salisbury (1996) and Peres (1996) . The set D may be written as a countable union of the sets of ǫ-separated double points (we use a time separation of ǫ 2 so that ǫ may be thought of as a small spatial unit):
D ǫ := {x : B r = B s = x for some 0 < r < r + ǫ 2 ≤ s < τ } .
It is not hard to see that each random set D ǫ behaves similarly to the set I, but with an increasingly poor constant. In other words,
but the constant C ǫ goes to infinity as ǫ goes to zero. Since the property of having zero capacity is closed under countable unions, we again have the dichotomous criterion P(D ∩ A = ∅) = 0 ⇔ Cap K (A) = 0 (1.1)
for K(x, y) = (log |x − y|) 2 . No estimate follows, however.
An example helps to explain this shortcoming. Fix an α ∈ (1/2, 1) and let A n be nested subsets of the line segment [−1/2, 1/2] × {0} such that A n is made of 2 n intervals of length 2 −2 αn , with each of the 2 n intervals of A n containing exactly two intervals of A n+1 situated at the opposite ends of the interval of A n . The intersection, denoted A, is Cantor set for which, if K(x, y) = log + |x − y| and L(x, y) = log 2 |x − y|, then
For each set A n , a Brownian motion that hits the set will immediately after have a double point in the set. Thus
where p n decreases as n → ∞ to a positive number, estimated by Cap K (A). On the other hand, since Cap L (A) = 0, we know that D is almost surely disjoint from A.
From this we see that the probability of A intersecting D is not continuous as A decreases to a given compact set, and therefore that this probability can not be uniformly estimated by any Cap K , since Cap K is a Choquet capacity, and must be continuous with respect to this kind of limit. On the other hand, since the probability that A n intersects D ǫ is estimated by the Choquet capacity Cap L (A n ) which goes to zero, we see that these estimates are indeed getting worse and worse as n → ∞ for fixed ǫ, and are only good when ǫ → 0 as some function of n.
We remark that such behavior is possible only because D is not a closed set. Indeed, if X is a random closed set and {Y n } are closed sets decreasing to Y , then the events {X ∩ Y n = ∅} decrease to the event {X ∩ Y = ∅}, whence
The goal of this note is to provide a useful estimate for P(D ∩ A = ∅). We have just seen that it cannot be of the form Cap K for some kernel, K. Instead, we must introduce the notion of a capacity with respect to two different kernels, which we denote Cap f →g . We go about this two different ways. The first approach is to show that Cap f →g gives estimates on probabilities of intersection with D ǫ which are uniform in ǫ and thus allow passage to the limit. This relies on the result of Fitszimmonsand Salisbury (or Peres), so is less self-contained, but yields as a by-product the estimates for ǫ > 0 which may be considered interesting in themselves. The second is a softer and more elementary argument, which produces a sort of polar decomposition of the set A but is less useful for computing. Section 2 states our results, Section 3 contains proofs of the estimates, and Section 4 contains the proof of the decomposition result.
Results
Without losing any real generality, we will consider kernels K(x, y) = f (|x − y|) that depend only on |x − y|. Let f and g be functions from R + to R + going to infinity at zero, with f ≤ g. Let (f g) ǫ denote the function agreeing with f on [ǫ, ∞) and with g on (0, ǫ). Define
The limit exists since (f g) ǫ decreases as ǫ → 0 which implies that Cap (f g)ǫ increases as ǫ → 0. A preliminary result of interest is that this is equivalent to another definition of Cap f →g which we think of as " Cap f measured only at places where Cap g is positive".
Proof: If Cap g (A) = 0 then both sides are infinite, so assume that Cap g (A) > 0. For each ǫ, let µ ǫ be a probabiility measure on A that minimizes
and since each µ ǫ has finite g-energy, we see that the LHS of (2.1) is greater than or equal to the infimum on the RHS of (2.1).
On the other hand, if µ is any measure of finite g-energy, then by choice of µ ǫ , we know that
As ǫ → 0, dominated convergence shows that the RHS of this converges to E f (µ), which establishes the reverse inequality in (2.1).
Remark: The infimum in (2.1) need not be achieved. For example, if A is a small disk, f (x) = | log x|, and g(x) = x −α for any α ∈ [1, 2), then the infimum of logarithmic energies of probability measures on A is equal to the log-energy of normalized 1-dimensional Lebesgue measure on the boundary of the disk, and is strictly less than the logarithmic energy of any measure of finite g-energy.
To state the estimates for the probability of intersecting the random set D ǫ , first let Cap ǫ denote Cap hǫ , where h ǫ agrees with f on [ǫ, ∞) and with g · f (ǫ) g(ǫ) on (0, ǫ). Informally, h ǫ uses f down to ǫ, and then uses the ratios prescribed by g but starting from where f left off. We record the easy fact that we may use h ǫ in place of (f g) ǫ when defining Cap f →g .
Cap ǫ (A) .
Proof: Since h ǫ ≤ (f g) ǫ , we need only show that lim inf Cap ǫ (A) is no greater than Cap f →g (A). By the previous theorem, it suffices to show that E hǫ (µ) ≥ Cap f →g (A) −1 for any µ of finite g-energy, and this follows immediately from the previous theorem and the fact that h ǫ ≥ f .
The reason to use Cap ǫ in place of Cap (f g)ǫ when defining Cap f →g is that Cap ǫ gives the estimate on the probability of an intersection with D ǫ .
Theorem 2.3 (estimates for intersecting
2 There are constants c and C such that for any ǫ > 0 and any closed subset A of disk {x : |x| ≤ 1/4},
Since Cap ǫ ↑ Cap f →g and D = D ǫ , our first main result follows as an immediate corollary. 
Remark: Suppose the set A is a bi-Hölder image of some set S for which the intersection probabilities with D are known. Since the logarithm of the distance between two points in a small disk changes by a bounded factor under such a map, the Newtonian and log 2 capacities change only by a bounded factor, so the probability of A intersecting D is estimated by the probability of S intersecting D. This is more than can be concluded from the dichotomy (1.1).
The characterization of Cap f →g in Proposition 2.1 suggests an explanation for the two-gauge capacity result. The probability of intersection with D is estimated by Cap log "at places of finite log 2 -energy", so perhaps the operative mechanism is that one must eliminate certain "thin" places that can never contain Brownian double points, leaving a "core set", such that if and when Brownian motion hits the core set, immediately there will be a Brownian double point in the core set. This turns out to be true.
Theorem 2.5 (polar decomposition) Any compact subset A of the plane not containing (2, 0) may be written as a union
and (2), on the event that the hitting time τ 2 on A 2 is finite, then for any ǫ > 0, with probability 1, Brownian motion stopped at time τ 2 + ǫ has a double point in A 2 .
It follows from this that
which is estimated up to a constant factor by Cap log (A 2 ), and in fact is equal to the Martin capacity of A 2 . Thus this decomposition is in some ways stronger that Theorem 2.4; it is in principle less useful for computation because A 2 must first be computed, though in practice usually A 2 = A or is empty. We remark that Cap log (A 2 ) is a different estimate from Cap log→log 2 (A), if harmonic measure on A 2 has infinite log 2 -energy.
Proof of estimates for intersecting D
Fix ǫ ∈ (0, 1/2) and any δ < ǫ/2. Let x and y be points in the quarter unit disk with |x − y| > 3δ and denote by D x and D y the balls of radius δ centered at x and y respectively. The key estimates for applying potential theoretic methods are the first and second moment estimates, as given in the following lemma. The notation ≍ denotes equivalence up to a constant multiple.
Letting P ξ denote probabilities with respect to Brownian motion started at the point ξ / ∈ D x , we have in general
The probabilities for double points simultaneously occurring in two balls are given as follows. When |x − y| ≥ ǫ,
When |x − y| < ǫ,
Proof: Let τ be the hitting time on D x . For H(D x ) to occur, it is necessary that τ < ∞ and that the Brownian motion hit D x after time τ + ǫ 2 . Denoting this event by G, use the Markov property at times τ and τ + ǫ 2 , averaging over the position at time τ + ǫ 2 , to see that
On the other hand, conditioning on the positions at time τ, τ + ǫ 2 , and the next time D x is hit, it is easy to bound P(H(D x ) | G) away from zero, since this is the probability that a Brownian path and a Brownian Bridge, each started on the boundary of a ball of radius δ and run for time greater than δ 2 intersect inside the ball. This establishes (3.1). When starting at a point ξ near x instead of at the point (2, 0), the probability of the event {τ < ∞} is log |ξ − x|/ log δ rather than 1/| log δ|, which gives the estimate in (3.2).
To establish the other two estimates, we consider possible sequences of visits, two to each ball, with the correct time separations. Let H 1 (x, y) denote the event that there exist times 0 < r < r + ǫ 2 ≤ s < t < t + ǫ 2 ≤ u such that B r ∈ D x , B s ∈ D x , B t ∈ D y and B u ∈ D y . Let H 2 (x, y) denote the event that that there exist times 0 < r < s < t < u such that r + ǫ
follows from the same considerations: that
) is bounded away from zero, that the same holds when x and y are switched, that P(H j (x, y)) ≍ P(H j (y, x)), and that
The Markov property gives a direct estimate of P (H 1 (x, y) ). The probability of hitting D x is ≍ 1/| log δ|. Given that B r ∈ D x , the probability that B s ∈ D x for some s ≥ r+ǫ 2 is ≍ | log ǫ|/| log δ|. Given that, the probability of subsequently hitting D y is ≍ | log |x − y||/| log δ|, and given such a hit at time t, the probability of B u ∈ D y for some u ≥ t + ǫ 2 is ≍ | log ǫ|/| log δ|. Multiplying these together produces the estimate:
For a lower bound on P(H 2 (x, y)), we may require that t ≥ s + ǫ 2 /2. Calling this event H ′ 2 , we again multiply four successive factors 1 | log δ| , log |x − y| log δ , log ǫ log δ and log |x − y| log δ , to get
Since H 2 (x, y) \ H ′ 2 entails both s ≥ r + ǫ 2 /2 and u ≥ t + ǫ 2 /2, it is contained in the event defined analogously to H 1 but with ǫ 2 replaced by ǫ 2 /2. We see therefore that
The assumption in estimate (3.3) is that |x − y| ≥ ǫ, while estimate (3.4) assumes |x − y| < ǫ. These assumptions correspond respectively to (3.6) or (3.7) being the dominant contribution to the RHS of (3.5), which, along with (3.8), completes the proof of the lemma.
Proof of the first inequality of Theorem 2.3
The first inequality follows from Lemma 3.1 by standard methods. We give the details, since it is a little unusual to discretize space in only part of the argument (composing the set A of lattice squares, but not discretizing the double point process itself). For the remainder of the argument, ǫ and A are fixed.
Let µ be any probability measure on A; we need to show that P(H(A)) ≥ c E hǫ (µ) −1 . The closed set A may be written as a decreasing intersection over finer and finer grids of finite unions of lattice squares. According to (1.2), we may therefore assume that A is a finite union of lattice squares of width δ < ǫ. Index the rows and columns of the grid, and let B denote the subcollection of squares where both coordinates are even. Let B ′ denote the collection of inscribed disks of B. Then some translation, B ′′ of B ′ has µ-measure at least 1/8 (since space may be covered by 8 translates of the set of disks centered at points with both coordinates even). Define a random variable
By the first estimate in Lemma 3.1, the expectation of each (log 2 δ/(− log ǫ))1 H(S)
The second moment of X is computed as
By estimates (3.3) and (3.4) of Lemma 3.1, when S = T ,
is bounded between constant multiples of h ǫ (|x − y|), where x and y are the centers of S and T . Since S and T are separated by δ, this is bounded between c 3 h(|x − y|) and c 4 h(|x − y|) for any x ∈ S and y ∈ T . Thus, letting U denote the union of B ′′ , the sum of the off-diagonal terms of (3.9) is estimated by
The diagonal terms sum to exactly EX, so we see that
The second moment inequality P(X > 0) ≥ (EX) 2 /EX 2 now implies that
Since X > 0 implies the existence of an ǫ-separated double point in A, we have proved the first inequality with c = c . Let P be the probability that T has a common intersection with two independent copies of the range of the process and let µ be the sub-probability law of any random point contained in this intersection. Then there is a constant c depending only on the process such that
Remark: The result is proved in the paper with G in place of M and c depending on T , so that one deduces only that P and Cap M 2 vanish together. Nevertheless, in the same vein as Benjamini, Pemantle and Peres (1995), replacing G by M in the proof in Fitzsimmons and Salisbury (1989) shows that the Martin kernel gives an actual estimate. Here, we use only the following two corollaries, the first of which is an immediate consequence of the lemma.
Corollary 3.3 If T is a closed subest of the unit disk in R
2 then the probability that I intersects T is estimated by Cap log 2 (T ) and by the log 2 -energy of any choice function on I ∩ T .
Corollary 3.4
Consider Brownian motions started from ρ with |ρ| = 2ǫ, the first killed on exiting the disk of radius 4ǫ and the second killed upon exiting the disk of radius 3. Let T be contained in the disk of radius ǫ. Let p be the probability that the two independent copies of the range of the first process intersect in T and let p ′ be the corresponding probability for the second process. Then
Proof: The Greens function for Brownian motion in D R satisfies G R (0, y) = log(R/|y|). Applying a bi-Lipshitz map, it follows that for R ≥ 4r, x, y ∈ D r and |ρ| = 2r, the Martin kernel M R in D R for Brownian motion started from ρ is estimated by
Considering separately the cases d − b < c − a and d − b > c − a, we see that in fact that this is a sharp estimate:
Applying this with R = 4r, R ′ = 3, a = log |x − y|, b = log(2r), c = log R and d = log(R ′ ), we have
It follows that
The first assertion of the corollary follows from this, and the second from the first and conditioning both Brownian motions to hit D 2ǫ .
The proof of the second inequality in Theorem 2.3 begins with another application of the Fitzsimmons-Salisbury idea that any measure will have the right energy -we are lucky that there is one simple enough to be analyzed. Let τ = τ ǫ = inf{t : B t ∈ A and B s = B t for some s ≤ t − ǫ 2 } be the first time that a point of A is hit by the Brownian motion and has previously been hit at a time at least ǫ 2 in the past. Let X be the law of this point, and let ν be its law. Thus ν is a subprobability measure with mass P(D ǫ ∩ A = ∅). To show that ν/||ν|| witnesses the second inequality of the theorem, we need to show that E hǫ (ν) = O(||ν||). To do this, it suffices to show separately that each of two pieces is bounded by a constant multiple of ||ν||:
(3.14)
To bound the first piece, since h ǫ (x, y) = log |x − y| when |x − y| ≥ ǫ, it suffices to bound the logarithmic potential E| log |X − y|| of ν from above by a constant.
Fix any point y. The probability that D ǫ intersects the δ-ball D y is at least equal to the probability that it does so after time τ has been reached 5 . Thus by the Markov property and (3.2),
On the other hand, by (3.1),
It follows that E| log |X − y|| 1 |X−y|≥ǫ ≤ c −1 , which is the desired bound on the first piece.
The second piece turns out to be provably bounded no matter which choice function is used to generate ν. To see this, break the plane into a grid of squares of side ǫ. If S is a grid square, let ν S denote the restriction of ν to S. Due to the factor 1 |x−y|≤ǫ , the only contribution to (3.15) is when x and y are in the same grid square or neighboring squares. By the Cauchy-Schwarz inequality, the total contribution from pairs (x, y) in neighboring squares is at most a constant multiple of the contribution due to pairs in the same square. Thus is suffices to show that
(3.16) Applying Lemma 3.2 with T = S ∩ A and µ = ν S /||ν S ||, we see that
where P is the probability of I intersecting S ∩ A. On the other hand, we will see below that
Thus we have
Summing gives (3.16) and completes the proof of the second inequality modulo (3.17).
To prove (3.17), recall that D r denotes the centered ball of radius r. We assume without loss of generality that S is a subset of D ǫ . Let p be the probability that ω so the desired (3.17) follows immediately once we establish
We prove this in two pieces. First, we let σ 1 < τ 1 < σ 2 < τ 2 · · · be the alternating sequence of hitting times on ∂D 2ǫ and ∂D 4ǫ :
We call the path segments {B s : σ j ≤ s ≤ τ j } sojourns. The conditional probability of {τ < σ n+1 }, given F τn , is estimated by 1/ log(1/ǫ). By the Markov property, the number of sojourns is therefore geometrically distributed with mean ≍ log(1/ǫ). For distinct sojourns, the Harnack principle again implies that the probability of the two sojourns intersecting in S ∩A is at most a constant multiple of p. The expected number of pairs of sojourns is estimated by log 2 ǫ. Thus we have a contribution of O(p · log 2 (1/ǫ) to the RHS of (3.18). To finish, we need to estimate the probability of an ǫ-separated intersection in S ∩ A within a single sojourn and see that it is no more than a constant multiple of p| log ǫ|; in fact it will be as easy to show it is no more thanm a constant multiple of p.
To see this, for 1 ≤ i ≤ j − 2, let G ij denote the event
Let H ij be the intersection of G ij with the event E i−1 that the Brownian motion does not leave D 4ǫ before time (i − 1)ǫ 2 /2. Then
There is a constant γ > 0 for which P(E j ) ≤ exp(−jγ). We will therefore be done once we show that
This is more or less obvious from the Markov property. Condition on
. Let L 1 denote the conditional law of the path from time iǫ 2 /2 to time (i + 1)ǫ 2 /2. Let L 2 denote the conditional law of the path from time jǫ 2 /2 to time (j + 1)ǫ 2 /2, having further conditioned on F (j−1)ǫ 2 /2 . As long as the location at time (j − 1)ǫ 2 /2 is still inside D 2ǫ , both L 1 and L 2 are within bounded Radon-Nikodym factors of the law L 3 of a Brownian motion started on ∂D 2ǫ sampled from time ǫ 2 /2 to time ǫ 2 . By definition,
On the other hand, letting L ω denote the law of the random law L 2 given F (i+1)ǫ 2 /2 and given that the path from time iǫ 2 /2 to (i + 1)ǫ 2 /2 is ω, we iterate conditional expectations to get
establishing (3.18) and finishing the proof of Theorem 2.3.
Proof of Theorem 2.5
There are two obvious choices for the set A 2 . The first is the set P of points x such that Brownian motion started at x and run for any positive time almost surely has a double point in A. Call such a point an immediate point. The second choice would be the set R of regular points of A with respect to the potential of the least-energy measure for the kernel K(x, y) = log 2 |x − y|. [A regular point x for the potential K(x, y) dν(y) of a measure ν is one where the potential reaches its maximum value.] If P = R, then Theorem 2.5 has a very short proof:
Let A 2 = P = R. It is well known (see Proposition 4.3 below) that the non-regular points A 1 := A \ R must have zero K-capacity, and thus, using the intersection criterion from Peres (1996) , cannot intersect D. This is property (1) required by the theorem. But property (2) in the Theorem is satisfied by definition of P, noting that by what we just proved, having a double point in A is the same as having a double point in A 2 .
Embarrassingly, we do not know whether R = P. We can, however, establish something close, namely Lemma 4.1, which will be enough to prove the theorem. The apparent obstacle to proving the equality of P and R is their different nature: P is defined probabilistically and the definition is inherently local, while R is defined analytically and its definition is at first glance non-local. Accordingly, we define an analytic version of P and a localized version of R as follows.
Fix the closed set A and let ξ be a point of A. Let f be any decreasing function from R + to R + going to infinity at 0, and let K = K ξ denote the f -Martin kernel at ξ:
We say that A has nonvanishing local Martin capacity (NLMC) at ξ if and only if lim ǫ→0
Cap K (A ∩ {y : |y − ξ| < ǫ}) > 0.
Let P ′ denote the set of points with NLMC. The relation to P will be clarified shortly.
Call a point ξ ∈ A strongly regular if and only if the f -capacity of A ∩ {y : |y − ξ| < ǫ} is nonzero for every ǫ, and ξ is a regular point for the potential of the least-energy measure on each such set. Let R ′ denote the set of strongly regular points.
Lemma 4.1 (strongly regular implies NLMC for any gauge) For any A and f as above, the inclusion R ′ ⊆ P ′ holds.
Proof: Fix ξ ∈ R ′ . Given any ball D containing ξ, let ν D denote the measure minimizing the f -energy and let Φ D denote its potential:
By assumption, Φ D (ξ) is equal to the maximum value of Φ D . It is well known that the maximum value is attained on a set of full measure; standard references such as Carleson (1967) state unnecessary assumptions on f , so we include the proof (Proposition 4.3 below). It follows that
Define a new measure ρ D , which is a probability measure, by
The potential of this new measure with respect to the Martin kernel K ξ at a point x is computed to be 1
Since ξ is regular for Φ D , this is at most 1. Since the Martin potential is bounded by 1, the Martin energy of the probability measure E K (ν D ) is also at most 1, and we see that each ball D has Martin capacity at least 1. 
Then ξ is an immediate point.
Remark: We first remark that if Ξ is the range of a transient Markov process with Greens function G and K is the Martin kernel for the process started at ξ, then the implication holds in both directions: the set A has nonvanishing local K-capacity near ξ if and only if the process started from ξ almost surely intersects A in any positive time interval. This follows from the methods of Benjamini, Pemantle and Peres (1995).
The set of double points is not the range of a Markov process, which makes proving a reverse implication tricky, but the direction in the lemma may still be obtained by applying the method of second moments.
Proof: Begin by observing it is enough to show
For, under the hypothesis of NLMC, this implies that the events H(A ∩ {y : |y − ξ| < ǫ}) have probabilities bounded away from zero. By Fatou's Lemma, the lim inf of the events then has positive probability, that is, with nonzero probability D intersects A in a set with ξ as a limit point. Since P ξ (|B t − ξ| < r for some t > s) → 0 as ǫ → 0 for any fixed s, it follows that Brownian motion run from ξ for an arbitarily short time has a double point in A with probability bounded away from zero. By Blumenthal's zero-one law, this probability must be 1, so ξ is an immediate point.
We will prove something slightly stronger than (4.1), replacing D in (4.1) by a subset akin to D ǫ but where the value of ǫ depends on the distance to the point ξ:
D * = {x : B s = B t for some s, t < τ with |x − ξ| 2 ≤ t − s ≤ |x − ξ|} .
(Recall we stop at the time τ that the Brownian motion exits a disk of radius 3.) Let H * (S) denote the event that D * has non-empty intersection with S, and let S x denote the disk of radius δ|x − ξ| centered at x. The relevant two-point correlation estimate we will prove is, for |x − ξ| ≤ |y − ξ|,
Assuming this, the proof is finished in the same manner as the proof of the lower bound in Theorem 2.3, as follows.
Let µ be any probability measure on A. Fix 1/4 > δ > 0, which will later be sent to zero. According to (1.2), we may assume A to be a finite disjoint union of squares of a lattice which has been subdivided so that squares at distance r from ξ have sides between δr and 3δr; the Whitney decomosition of the complement of ξ forms such a subdivision. This contains the union of disks {S x : x ∈ B} and, as before, we may choose B so no two disks are closer to each other than the radius of the smaller disk, while the union of the disks still has measure at least cµ(A). Define
Then EX ≥ c and by (4.2),
Here, instead of counting each pair twice, we have summmed over (x, y) for which |x − ξ| ≤ |y − ξ| and then doubled. As in (3.10), for x ′ ∈ S x and y ′ ∈ S y , we have M (x ′ , y ′ ) ≍ M (x, y), so we may apply the second moment method to obtain
This is uniform in δ, so sending δ to zero proves (4.1). It remains to prove (4.2).
Given x and y and δ ≤ 1/4, observe that when |x − ξ| < |y − ξ| 2 , then P ξ makes H * (S x ) and H * (S y ) independent up to a constant factor which is independent of δ. To see this, compute the probabilities of hitting in various orders to find that the dominant term comes from hitting S x twice before the Brownian motion reaches a disk of radius |y−ξ|/2; after this, the conditional probability of H * (S y ) is only a constant multiple of the unconditional probability. Independence up to a constant factor means a two-point correlation function bounded by a constant, whence (4.2) is satisfied.
When log |x − ξ| and log |y − ξ| are comparable, we may again compute the two-point correlation function as in the proof of Theorem 2.3. Recall from (3.2) of Lemma 3.1 that using P ξ instead of P boosts the individual probabilities of H(D x ) by a factor of | log |x − ξ||. The same holds for H * (S x ). Thus P ξ (H * (S x )) ≍ log 2 |x − ξ| log 2 (δ|x − ξ|) .
The probability of H * (S x ) ∩ H * (S y ) is again computed by summing the probabilities of various scenarios, the likeliest of which (up to a constant factor) is a hit on S x , then on S y , then a time separation of at least |x − ξ| 2 , then another hit on S x and then on S y . Multiplying this out gives log |x − ξ| log(δ|x − ξ|) · log |x − y| log(δ|y − ξ|) · log |x − ξ| log(δ|x − ξ|) · log |x − y| log(δ|y − ξ|) which results in the estimate (4.2).
For completeness' sake, as mentioned above, we repeat here the standard argument to show that the complement of the strongly regular points is a set of zero capacity. Proof: Assume to the contrary that A \ R has positive capacity. Let ν be a minimizing probability measure on A for E f . Then for some δ, the set {y ∈ A : Φ ν (y) < (1 − δ)E(ν)} has positive capacity, where Φ ν (y) := f (x, y)dν(x) is the f -potential of ν at y. Fix such a δ and let µ be a probability measure supported on this set with E f (µ) < ∞. For ǫ ∈ (0, 1), consider the measure ρ ǫ := (1 − ǫ)ν + ǫµ. Its energy is given by (1 − ǫ) 2 E(ν) + ǫ 2 E(µ) + 2ǫ(1 − ǫ) f (x, y) dµ(x)dν(y) .
The double integral is equal to Φ ν (x) dµ(x) and since this is at most (1 − δ)E(ν) on the support of µ, the energy of ρ ǫ is bounded above by
Write this as E(ν)(1 − 2ǫδ + ǫ 2 Q) where Q = E(mu)/E(ν) + 2δ − 1 < ∞ and take the derivative at ǫ = 0 to see that E(ρ ǫ ) < E(ν) for small positive ǫ. This contradicts the minimality of E(ν) and proves the proposition.
Finally, we complete the proof of the decomposition as follows. Let A 2 be the set of strongly regular points of A. By Lemma 4.1, A has NLMC at each point of A 2 , and by Lemma 4.2 all such points are immediate, whence property (2) in the statement of Theorem 2.5 is satisfied. On the other hand, we have just seen that A 1 := A \ A 2 has zero capacity in the gauge log 2 |x − y|. By Peres (1996) , this is necessary and sufficient for almost sure avoidance of the set of Brownian double points, which is property (1).
