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One of the unique features of graphene is that the Fermi wavelength of its charge carriers can be
tuned electrostatically over a wide range. This allows in principle to tune the transparency of a pn-
junction electrostatically, as this depends on the ratio between the physical extension of the junction
and the electron wavelength, i.e. on the effective width of the junction itself. However, this simple
idea — which would allow to switch smoothly between a Veselago lens and a Klein-collimator — has
proved to be difficult to demonstrate experimentally because of the limited amount of independently-
tunable parameters available in most setups. In this work, we present transport measurements in a
quasi-ballistic Aharonov-Bohm graphene ring with gate tunable pn-junctions in one arm, and show
that the interference patterns provide unambiguous information on the Klein tunneling efficiency
and on the junctions effective width. We find a phase coherence length on the order of 1.5µm
and a gate-controlled transparency ranging from 35–100%. Our results are in excellent agreement
with a parameter-free semiclassical description.
Graphene represents an attractive platform to study
coherent electron optics in two dimensions [1]. The
Dirac-fermion nature of its charge carriers allows to tune
the electron wavelength over a wide range, and enables
negative refraction at an interface between a hole and
an electron doped region, forming a pn-junction [2–4].
This phenomenon, along with a low-temperature mean
free-path of more than 25 µm [5] and a phase coher-
ence length of several micrometers, makes graphene an
ideal material for quantum electron optic devices, such as
Fabry-Pe´rot interferometers [6, 7], ballistic switches [8–
10] as well as Klein tunneling transistors [11] and tunable
wave guides [12, 13]. All these devices are based on pn-
junctions and their operation depends crucially on the
the effective width dpn = wpn/λF of the junction itself,
which measures the extent wpn of the pn-junction with
respect to the Fermi length λF. At sharp pn-interfaces
(dpn . 1), Klein-like tunneling [14, 15] leads to a refo-
cusing of the divergent electron beams similar to a Vese-
lago lens [2, 16–18], and results in a high overall trans-
parency. For wide pn-junctions (dpn > 1), only electrons
with near-perpendicular incidence are allowed to pass,
thus forming a so-called Klein collimator [19]. The lat-
ter is important for ballistic switches and electron wave
guides [8, 9, 11–13], but exhibits limited average trans-
mission through the junction. As the Fermi wavelength
λF ∝ |n|−1/2 can be controlled by tuning the carrier den-
sity n, the effective width dpn can be in principle tuned
in-situ by electrostatic gates. However, the experimen-
tal demonstration of a tunable effective pn-junction has
proved difficult to realize because of severe limitations
on the number of independently tunable parameters pro-
vided by most detection schemes. Furthermore, it is typ-
ically difficult to distinguish effects originating from tun-
able pn-junctions from other mesoscopic effects, such as
boundary or edge scattering, and contact resistances.
Here, we overcome these limitations by employing an
Aharonov-Bohm interferometer in a ballistic graphene
ring as a probe for transmission (see Fig. 1a). Using the
amplitude of the interference oscillations to extract the
transmission coefficient [20], we are able to demonstrate
the tunability of the effective width of the pn-junction,
realizing both large and small values of dpn. In particu-
lar, we show that for a small effective pn-junction width
a fully symmetric response is obtained for pn- and n′n-
junctions, indicating a loss-less tuning of the optical re-
fractive index. Our result not only provides the long
missing experimental evidence for the large tunability of
the effective width of pn-junctions, but open the door to
the realization of more complex coherent electron optic
devices based on graphene with pn-junctions. We thus
present the realization of a crucial building block for fu-
ture applications of Dirac fermion optic devices.
The Aharonov-Bohm (AB) effect [21] is sensitive to
the transmission properties of the coherently propagat-
ing partial electron waves, and it is therefore suitable for
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FIG. 1. Device schematic and tunable transport (a) Schematic illustration of the graphene-based ring device highlighting the
electron/hole trajectories along the upper and lower arm of the ring. (b) Scanning force microscope image of the investigated
device before placing the top-most hBN layer and the top gate electrode (more details in Supp. Material). The location of
the top gate is highlighted by the shaded area. (c) Illustration of the electrostatic tunability of the ring device allowing to
implement a npn-junction (two pn-junctions in series) in the lower ring arm. (d) Schematics exhibiting the energy scales and
the geometric width wpn of a pn-junction. (e) Color plot of the four terminal conductance G4T as function of Vbg and Vtg.
The dashed lines and labels highlight the different configurations with and without pn-junctions in the lower arm of the ring.
(f) Four terminal conductance along Vtg = 0.25× Vbg + 0.625 V.
probing the transmission properties of a pn-junction in-
serted into the ring [20]. Up to now, however, AB-rings
in graphene were either in the diffusive regime [22–25]
or did not have the necessary geometry to exploit bal-
listic and phase coherent transport through tunable pn-
junctions [26]. Our device is based on graphene grown by
chemical vapor deposition (CVD), which is encapsulated
in hexagonal boron nitride (hBN) by dry van der Waals
assembly [27]. The hBN/graphene/hBN heterostructure
is structured by dry etching into a ring shaped device
(Fig. 1b) with a design similar to previous works on III-
V semiconductors [28]. The design is optimized such that
electron trajectories with many different angles may enter
the ring (see Fig. 1a,b). The leads have a width of 1 µm,
the ring has a mean radius of r = 500 nm, and the ring
arms have a width of 200 nm. After placing metal con-
tacts for four-terminal measurements, an additional hBN
crystal, and a structured metallic top gate are placed on
top, where the gate electrode covers only the lower ring
arm (see shaded area in Fig. 1b and Supp. Material).
The global back gate and the local top gate allow sepa-
rate control over the carrier densities in the two ring arms
as illustrated in Fig. 1c. Most importantly, the indepen-
dent control of the back gate voltage Vbg and the top gate
voltage Vtg enables the formation of two pn-junctions in
series along the lower ring arm. As the carrier densi-
ties in the lead region (n ≈ αbgVbg) and in the lower ring
arm (nlo ≈ n+αtgVtg) are tuned independently, both the
Fermi energy EF ≈ n~vF
√
pi/|n| and the barrier height
U0 ≈ EF + nlo~vF
√
pi/|nlo| (in the lower arm) are con-
trolled separately (see Fig. 1c,d). Here, vF ≈ 106 m/s is
the Fermi velocity and αbg ≈ 6.4 × 1010 cm−2V−1 and
αtg ≈ 2.6 × 1011 cm−2V−1 are the capacitive back and
top gate lever arms, respectively (for more details see
Supp. Material). As the total thickness of the hBN crys-
tals separating the top gate from the graphene is around
60 nm, we estimate the geometric pn-junction width to
be also around wpn ≈ 60 nm [4].
Figure 1e shows a color plot of the four-terminal con-
ductance G4T as function of Vbg and Vtg at a base tem-
perature of T = 36 mK. The regions of suppressed con-
ductance (dark color) are along two straight lines, which
correspond to (i) EF ≈ 0, where the carrier density in
the leads and the upper ring arm are tuned near charge
neutrality (gray dashed line), or (ii) EF ≈ U0, where
the carrier density in the lower ring arm is tuned near
the charge neutrality point (white dashed line). Thus,
the two dashed lines separate regions with and without
pn-junctions at the entrance and exit area of the lower
ring arm (see labels in Fig. 1e). When tuning Vbg and Vtg
such that the carrier density in the entire device is rather
homogeneous, we observe the graphene characteristic
piece-wise linear conductance response (Fig. 1f). The
observed superimposed fluctuations are due to phase-
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FIG. 2. Aharonov-Bohm oscillations. (a) Four-terminal mag-
netoconductance measured in the n-n’-n regime at Vbg = 10 V
and Vtg = 4.5 V. The dashed line (plotted offset) shows the
smoothed data that is used for the background subtraction.
(b) Background subtracted conductance of data shown in
panel (a). The dashed line depicts the RMS value of ∆G
that is used to measure the amplitude of the AB oscillations.
The vertical lines indicate the AB periodicity ∆B. (c) Cor-
responding Fourier transform, where the arrows mark the ob-
served fundamental mode of the AB oscillations and their
expected higher harmonics (h/(me); see labels). The inset
shows the scaled amplitude (circles) of the FFT peaks as func-
tion of l = mpir (m = 1, 2, ...). From the exponential decay
∝ exp(−l/lφ), we estimate lφ ≈ 1.5µm (dashed line). The
squares represent another data set at different gate voltages.
coherent mesoscopic transport and are fully reproducible
(see also Ref. [26]). The phase-coherent character of
these fluctuations becomes even more apparent, when
looking at the magnetic field dependency for fixed gate
voltages as shown in Fig. 2a. Besides weak localization
(conductance dip at B = 0 T) and universal conduc-
tance fluctuations the data also contain periodic oscilla-
tions which arise from the AB effect. The latter becomes
more visible when subtracting the averaged conduction-
background (see red trace in Fig. 2a and Supp. Mate-
rial) resulting in ∆G, which clearly shows AB oscilla-
tions (Fig. 2b). The largest period of the AB oscillations
is about ∆B ≈ 5.8 mT, in good agreement with our ring
geometry (∆B = h/(pier2) ≈ 5.3 mT). In Fig. 2c we show
the Fourier spectrum of ∆G obtained by fast Fourier
transformation (FFT). These data exhibit the presence of
several characteristic frequencies. While the lowest ∆B
frequency matches well the fundamental mode of the AB
oscillations, the observed higher frequencies agree with
the geometrically allowed higher-order contributions (see
arrows in Fig. 2c). From the peaks in the FFT spec-
trum we estimate the phase coherence length lφ by an-
alyzing the ratio of the AB amplitudes of the different
modes, resulting in lφ ≈ 1.5 µm for the data presented in
Fig. 2c (see inset). Repeating this type of measurements
for different EF, we observe AB oscillations similar to
the ones shown in Fig. 2b for all tested gate-voltage con-
figurations. From systematic bias voltage and tempera-
ture dependent measurements of the AB oscillations, in
particular of the root mean square (RMS) of the AB os-
cillations, ∆GABrms (see e.g. dashed line in Fig. 2b), we
conclude that our device operates in the quasi-ballistic
regime. Thus, the mean free path lm is on the order
of the ring circumference (lm ∼ pir), which is in agree-
ment with earlier work on similar devices [26]. Using
a semiclassical framework to describe transport through
quasi-ballistic graphene rings, we find that ∆GABrms is ap-
proximately given by (see Supp. Materials)
∆GABrms =
√
2pie2
~
D(EF)2 |tup| |tlo|, (1)
where D(EF) is the density of states in the leads and |tup|
and |tlo| are the absolute values of the tunneling ampli-
tudes of the upper (up) and lower (lo) ring arm averaged
over all modes. Because of the geometry of the device,
|tup| depends only on the value of the Fermi energy EF,
while |tlo| depends on both EF and the barrier height
U0. By investigating ∆G
AB
rms, we can thus study |tlo| as
function of the barrier height U0 while keeping all other
parameters fixed. As these measurements are repeated
for different EF, we are able to study the transparency
of the pn-junction over a wide range of parameters.
To investigate the transmission through the ring as
function of U0 and EF, we plot the amplitude of the AB
oscillations ∆GABrms as a function of ∆Vtg = Vtg − V 0tg for
several values of Vbg, as shown in Figs. 3a-d. Here, V
0
tg
denotes the charge neutrality point at fixed Vbg. Chang-
ing Vbg modifies λF and therefore the effective width dpn
of the pn-junctions. As can be observed in Figs. 3a-d, this
has a large impact on the slope of ∆GABrms as function of
∆Vtg. In Figs. 3a-b, ∆G
AB
rms is largest for the largest pos-
itive values of ∆Vtg, when the lower arm is in the nn
′n-
regime. The amplitude decreases when ∆Vtg is reduced,
it reaches a minimum for ∆Vtg = 0 (EF ≈ U0), and it
increases again for ∆Vtg < 0, when the lower arm forms a
npn-junction. This behavior is due to fact that reducing
|∆Vtg| decreases the number of open modes in the lower
ring-arm, lowering |tlo|. What is remarkable is that, while
in Fig. 3a the slope of the data points is much smaller
for ∆Vtg < 0 than for ∆Vtg > 0, the situation is fairly
symmetric in Fig. 3b. The difference between the config-
urations of Fig. 3a and Fig. 3b is that in the second case
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FIG. 4. Tunability of the effective width of the pn-junction.
The normalized difference Anpn (−Apnp) of the slopes ann′n
and anpn (app′p and apnp) as function of ∆Vbg = Vbg − V 0bg,
where V 0bg denots the charge neutrality point in back gate
voltage. The shaded area highlights the regime with dpn < 1,
corresponding to λF > wpn. The dashed line results from the
parameterless semiclassical model [Eq. (3)].
Vbg is close to charge neutrality point, implying that the
effective width of the junctions is small, dpn . 1. Such
sharp junctions are almost transparent for the charge car-
riers (Klein tunneling), so that the behavior is symmetric
(for small |∆Vtg| values) in the nn′n and npn sides. Vice
versa, in the configuration of Fig. 3a Vbg is away from
charge neutrality point, so that the effective width of the
junctions is large dpn > 1 and, for ∆Vtg < 0, reflection
at the two pn-interfaces reduces the overall transmission
probability through the lower ring-arm. The situation is
similar for what concerns the amplitude of the AB oscilla-
tion when the lower ring-arm is in the pp′p or in the pnp
regime, see Figs. 3c-d. Also in this case the asymmetry of
∆GABrms around ∆Vtg = 0 increases for Vbg values further
away from the charge neutrality point because of the re-
duced transmission of wider pn-junctions. For example,
when comparing the values at the same absolute carrier
density (see e.g. labels h1 and h2 in Fig. 3d) we extract
a 35% reduced transparency for the pnp-junctions.
In order to better understand this behavior, we use a
semiclassical model to calculate the tunneling amplitude
through the lower ring-arm (see Supp. Materials). Ap-
proximating the potential of the pn-junctions by a linear
potential [29, 30] (see dotted line in Fig. 1d) and assum-
ing that modes with different transverse momentum do
not interfere with each other we obtain (see Supp. Ma-
terials)
|tlo| =
√
U0
8pidpnEF
Erf
√2pi2dpn
U0EF
(U0 − EF)
 , (2)
valid for U0 ≤ 2EF, where Erf(x) = (2/
√
pi)
∫ x
0
e−t
2
dt
denotes the error function. We observe that increas-
ing U0 not only increases the number of open modes in
the lower ring arm, but also the transmission probability
through the available open modes (second and first factor
in Eq. (2), respectively). As a combination of these two
mechanisms, the npn-junction becomes highly transpar-
ent for Vbg near charge neutrality. Using the Eqs. (1) and
(2), we can calculate the slope of ∆GABrms as function of
∆Vtg in the various regimes npn, nn
′n, pnp and pp′p for
5each value of EF. Focusing on the normalized difference
of the slopes ann′n and anpn, we obtain
Anpn =
|ann′n| − |anpn|
|ann′n|+ |anpn|
=
1− f(dpn)
1 + f(dpn)
, (3)
where f(dpn) =
√
3/(4pi dpn) Erf
(
pi
√
dpn/3
)
(see Supp.
Material). For the pnp-regime, it is Apnp = Anpn. Im-
portantly, this result depends only on dpn = kFwpn/2pi
and does not contain any free parameter, since the ge-
ometric width of the pn-junction wpn = 60 nm is fixed.
Comparing this analytic result with the slopes extracted
from the experimental data of Fig. 3 and Supp. Fig. S12,
we find an excellent agreement between theory and ex-
periments, see Fig. 4. This indicates that: (a) our model
captures the essential physics of the system, (b) that the
regime λF > wpn can be well achieved in our device,
and, (c) that we can tune the pn-junction from efficient
Klein-tunneling (high transmission) to low transmission
in a controlled manner.
This result is an explicit confirmation of the long-
predicted tunability of pn-junctions in graphene devices
and shows that, by combining clever device-design and
high-quality graphene/hBN heterostructures, it is pos-
sible to realize mesoscopic devices that go well be-
yond what can be achieved with conventional two-
dimensional electron gases. For example, this together
with highly transparent superconducting contacts [31]
and soft-etching (as demonstrated for ballistic anti-dot
lattices [32]) opens the door to highly tunable Andreev
billiards and many other exotic coherent electron optics
devices.
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1 Supplementary details on experiment
Sample fabrication
The heterostructure was made from CVD grown graphene and mechanically exfoliated hBN by
van der Waals assembly and was placed on a highly doped Si substrate with a 285 nm dry ther-
mally grown SiO2 top layer. The structure was patterned and contacted using standard electron
beam lithography, reactive ion etching with a SF6/Ar plasma and electron beam evaporation.
An Al hard mask was used for etching. Contacts were made of Cr/Au (5 nm/95 nm). The struc-
tured and contacted device was covered with an additional hBN flake as gate dielectric and
subsequently a partial top gate was built with similar processes as for the contacts, but with
Cr/Au (5 nm/145 nm). Before measurements the device was heat annealed in Ar/H2 atmosphere
at 300◦C for several hours.
Device characterization
Fig. S1 displays optical and scanning force microscopy (SFM) images of different stages in the
device fabrication. The patterned and contacted hBN/graphene/hBN heterostructure is shown
in Fig. S1(a). From this SFM image the dimensions of the ring were extracted (r = 500 nm,
w = 200 nm). Fig. S1(b) depicts the device after the transfer of the top gate hBN flake and
top gate metallization. The top gate hBN flake adapted to the structure only to some extent
and is partially suspended between metal contacts and etched heterostructure. The top gate
followed the uneven surface, but the metal thickness was chosen sufficiently large to over-
come the appearing height differences (top-gate metal Cr 5 nm/Au 145 nm ). At the top of
the metal finger a spike appears, most likely an artifact of the lift-off process in the frame of
top-gate metallization, but it had no effect on the top-gate functionality. An optical image of
the final device is displayed in Fig. S1(c). All measurements were performed in wet dilu-
tion refrigerator with perpendicular magnetic field and at a base temperature of 36 mK, unless
2
stated otherwise. We used low-frequency AC lock-in techniques for simultaneous two and
four-terminal measurements with a constant AC bias of VAC = 200µV at 83.22 Hz. Bias de-
pendency is investigated by different bias voltages Vb = VAC + VDC, where a constant AC bias
VAC = 100 µV is overlayed with a variable DC bias VDC. The background subtraction of mag-
netoconductance is performed by applying a Savitky-Golay filter with a span of approximately
three periods of h/e oscillations (15 mT). The periodicity of AB oscillations is determined by
sample geometry ∆Bj(r) = h/(mepi r2) with m = 1, 2, ..., where m is the mode number.
With our ring geometry r = 500 nm and w = 200 nm we calculate for the fundamental mode
∆B1(r − w/2) = 3.7 mT, ∆B1(r) = 5.3 mT and ∆B1(r + w/2) = 8.2 mT and the first har-
monic ∆B2(r − w/2) = 1.8 mT, ∆B2(r) = 2.6 mT and ∆B2(r + w/2) = 4.1 mT. All other
higher harmonics can be calculated in a similar manner. This periodicity in magnetic field trans-
lates into a expected frequency range of (121 − 273) 1/T for h/e, (243 − 550) 1/T for h/(2e)
and (364− 913) 1/T for h/(3e) in the Fourier spectrum.
20µm
(c)
100 nm0
(a)
2µm
1000 200 nm
(b)
2µm
Figure S1: (a) SFM image of patterned and contacted device without top-gate hBN. (b) SFM
image of the device after additional hBN flake transfer and top-gate metallization. (c) Optical
picture of the final device studied in this work (marked by black box).
Fig. S2 shows the four-terminal conductance G4T and resistance R4T as function of back-
gate voltage Vbg with a fixed relationship to top-gate voltage Vtg = (Vbg−V 0bg)/β. The position of
3
the charge neutrality point (CNP), V 0bg = −2.5 V, and the slope β = 4 are extracted by adjusting
both parameters until the most linear G4T and the sharpest peak of R4T are found. Thus, the
contributions from the two ring arms are aligned at best and only a single Dirac peak is visible
in the gate characteristics. The slope β = 4 is in good agreement with the distance ratio between
the back-gate to the graphene (≈ 285 nm) and the top-gate to the graphene (≈ 60 nm). From the
color plot ofG4T as function of Vbg and Vtg (see main text Fig. 1e) we extract a lever arm ratio of
αtg/αbg ≈ 4.4, which is in good accordance with the determined slope. With this relationship
nearly equal charge carrier densities are achieved in both ring arms.
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Figure S2: G4T and R4T versus Vbg for fixed relation to top-gate voltage Vtg = (Vbg + 2.5V )/4
providing similar charge carrier densities in both ring arms.
The same relationship of Vbg and Vtg is used to study the magneto-conductance of the de-
vice by quantum Hall measurements. We observe a graphene-typical Landau fan with integer
Hall plateaus and an absent zero Landau level. At small, positive Vbg a bending of the Lan-
dau levels occurs, which coincides with a non-linearity in the gate characteristics (compare
Fig. S2). This effect could arise from an inhomogeneous doping profile or localized state at
the edge of the etched structure in combination with the complex electrostatic tuning of the
device, but it is not fully understood. Following Ref. [1] we extract a back-gate lever arm
αbg ≈ 6.4× 1010 cm−2V−1 over an average of filling factors ν = −10,−6 and −2, which is in
4
good agreement with a parallel plate capacitor model (α ≈ 7.1× 1010 cm−2V−1, hBNr = 4).
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Figure S3: Four-terminal conductance as function of back-gate voltage Vbg and magnetic field
B. The top-gate voltage is swept following Vtg = (Vbg +2.5V )/4. Black solid lines mark slopes
for the extraction of the lever arm αbg.
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Background subtraction and Fourier transform
The data processing is crucial in order to separate AB oscillations from other effects of transport
in mesoscopic systems, e.g. weak localization, universal conductance fluctuations (UCFs) and
size effects. The magneto-conductance background beside UCFs changes rather slowly com-
pared with the periodicity of the AB oscillations. Therefore these effects are easily filtered out
by averaging the raw data. The periodicity of UCFs in a quasi-diffusive system can be estimated
by ∆BUCF ≈ h/(ew lφ) [2], where w is the width of the ring and lφ the phase-coherence length.
Assuming lφ = 1.5µm this estimate gives ∆BUCF = 13.8 mT or a frequency of 72 T−1, respec-
tively. This frequency is clearly distinguishable from the expected AB oscillations and can be
separated with an adequate filter method. For the background subtraction the signal 〈G4T〉∆B,
filtered over the span ∆B, is subtracted from the four-terminal conductance G4T leading to the
background subtracted conductance ∆G = G4T−〈G4T〉∆B. For finding the optimal method we
5
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Figure S4: (a)-(d) Fourier transform before and after background subtraction for different aver-
age ranges. Each plot displays the Fourier spectrum of the original signal (raw data) and after
background subtraction by moving average (box), robust local regression using a 2nd degree
polynomial (rloess) and a Savitky-Golay filter (sgolay). Curves are offset.
test three different filter alternatives: a moving average (box), a filter based on a local regres-
sion using a 2nd degree polynomial (rloess) and a Savitzky-Golay filter (sgolay). In Fig. S4 we
compare the Fourier transform of the raw data with the Fourier transforms of ∆G determined
by the different filters for various ∆B. Even in the raw data we find the frequency components
of the AB oscillations and the first harmonic, but overlapped with an exponentially decaying
frequency background. The box filter and the sgolay filter give good results. They are compara-
ble, if a much smaller span is used for the box filter, e.g. ∆B = 5 mT (box) and ∆B = 15 mT
(sgolay). The rloess filter only partially recovers the features of the raw signal for any span and
is not considered for further analysis. In Figs. S5 and S6 we compare ∆G and its Fourier trans-
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Figure S5: Background subtracted conductance ∆G for Savitky-Golay filter (a)-(c) and moving
average (box) (d)-(f) for various selected spans ∆B. ∆GABrms indicates the amplitude of the AB
oscillations determined by the root mean square value of ∆G.
form from box and sgolay filters for selected ∆B. The differences in ∆G are very small and
hard to identify. The amplitude of the oscillation ∆GABrms is slightly higher for the box filter, but
the traces from the sgolay filter are suggestive of being smoother. This impression consolidates
when comparing the Fourier spectra (see Fig. S6). The box filter yields a smaller Fourier signal
around the cut-off frequency, which is given by the filter span, and the peak of the h/e is broad-
ened in contrast to sgolay filter. Also with the sgolay filter a larger span can be used, which
is sufficiently larger than the expected AB oscillations. By choosing a much larger span, the
risk of unintentional insertion of frequency components in the signal by background subtraction
at frequencies close to the expected AB oscillations is minimized. In conclusion, the box and
the sgolay filter give similar results for background subtraction, but the sgolay filter provides a
better and steeper filter dynamics at larger filter spans. Therefore we choose the sgolay filter
with ∆B = 15 mT as filter method for background subtraction.
7
box 7.5mT
sgolay 20mT
box 10mT
sgolay 30mT
box 5mT
sgolay 15mT
F
F
T
 a
m
p
li
tu
d
e
 (
a
.u
.)
0 200 400
1/B (1/T)
0 200 400
1/B (1/T)
0 200 400
1/B (1/T)
(a) (c)(b)
F
F
T
 a
m
p
li
tu
d
e
 (
a
.u
.)
F
F
T
 a
m
p
li
tu
d
e
 (
a
.u
.)
Figure S6: Comparison between Fourier transforms from moving average (box) and Savitky-
Golay filter (sgolay) for background subtraction for selected spans. Vertical dashed lines repre-
sent the filter span converted into cut-off frequency.
Additional data on Aharonov-Bohm oscillations
In the low magnetic field regime, we observe AB oscillations at all gate voltage settings in-
dependent of being in an unipolar or bipolar doping regime. In Figs. S7 and S8 we present
additional data sets for the observation of AB conductance oscillations. Similar to Fig. 2 in
the main text, the raw data of the four-terminal conductance G4T, the background subtracted
conductance ∆G and the Fourier transform of ∆G are displayed for two different gate con-
figurations. Close to the CNP in the p-p’-p regime (see Fig. S7(a-c)) we find AB oscillations
of the fundamental mode and the first harmonic and extract a lφ ≈ 1.5µm. For high charge
carrier density in the p-p’-p regime (Fig. S7(d-f)) we observe an Fourier spectrum with higher
harmonics up to h/(3e) and extract a lφ ≈ 1.5µm. In general we notice that for higher back-
gate voltages and for similar charge carrier densities (and types) in both ring arms the higher
harmonics are best visible in the Fourier spectra. With a homogeneous carrier density inside
the ring, no pn-junctions or interface are formed, where backscattering could occur. Also, with
increasing Vbg the mean free path increases making scattering more unlikely. Therefore, this
regime is ideal for the observation of AB oscillations and their higher harmonics. Fig. S8 shows
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Figure S7: AB oscillations for different gate configurations: (a)-(c) p-p’-p regime close to
CNP and (d)-(f) high gate voltages in p-p’-p regime. (a) and (d) G4T as function of B-field.
Dashed lines represent the smoothed data used for background subtraction (plotted offset). (b)
and (e) ∆G extracted from the data presented in panel (a) and (d), respectively. . (c) and (f)
Corresponding Fourier transform with indicated frequency ranges of AB modes. Arrows mark
observed fundamental modes and their expected higher harmonics. Red solid line represents a
exponential fit to maxima of the peaks (blue circles) for the estimation of lφ.
.
very similar data as shown in Fig. 2 of the main manuscript and in Fig. S7 but in the n-p-n
regime.
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Temperature and bias dependent measurements
Fig. S9(a) shows AB oscillations measured at different temperatures T . The amplitude de-
creases with temperature, while the periodicity is preserved. The Fourier transform of this data
10
is displayed in Fig. S9(b), where the h/(2e) component is visible up to T = 750 mK and the h/e
component is present even at T = 4.2 K. Besides the decrease of amplitude slightly-different
peak structures are observed with changing temperature. For a quantitative comparison, we cal-
culate the integral of the h/e and h/(2e) peaks over ranges as indicated in Fig. S9(b) (see verti-
cal dashed lines). The data is well described by an exponential decay (see insert of Fig. S9(b)).
Decoherence of AB oscillations is studied further by DC bias voltage VDC dependent measure-
ments, presented in a waterfall plot of the Fourier transform of ∆G as a function of inverse
magnetic field (1/B), as shown in Fig. S9(c). The amplitudes of the h/e and the h/(2e) mode
decrease with increasing VDC and are nearly vanished at VDC = 10 mV and 2 mV, respectively.
This decrease is quantified in Fig. S9(d), where the integral of the FFT amplitude over the two
regimes (see vertical dashed lines in Fig. S9(b)) is plotted as function of VDC in a double loga-
rithmic plot exhibiting a 1/
√
VDC dependency. Please note that a very similar behaviour is also
found when plotting directly ∆GABrms as function of VDC (see Fig. S10(a)). The corresponding
data of ∆G versus B-field for different VDC are shown in Fig. S10(b).
Two mechanisms lead to phase decoherence at sufficient low temperatures: (i) Energy
smearing ∆E of the quantum state eigenenergies and (ii) changes of the phase coherence length
lφ affecting the amplitude of AB oscillations:
∆GABrms ∝
√
(Ec/∆E) exp (−l/lφ(T )), (1)
where Ec is the Thouless energy given by Ec = h¯/τ with τ the typical traversal time [3, 4].
Finite temperature T or applied DC bias voltage VDC lead to an energy smearing of ∆E =
kBT = eVDC. If ∆E is larger thanEc, ∆E/Ec uncorrelated energy levels contribute to transport
averaging out electron interference effects proportionally to
√
(Ec/∆E) [3]. We estimate Ec,
assuming a diffusive [4] or ballistic system [5] with l = pir, of 56 µeV (diffusive) and 480 µeV
(ballistic), respectively. From the bias dependent measurements we extract a critical bias voltage
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of Vc ≈ 300 µV (see arrow in Fig. S10(a)). This value is between the two cases and we conclude
that our device is a quasi-ballistic mesoscopic system, where the electron mean free path lm is
between the sample dimensions (w < lm < l).
At low temperatures lφ is mainly influenced by electron-electron interaction [6] and in two
dimensional systems the phase-breaking time τφ is found to be τφ ∝ T [7]. Below Ec we
observe an exponential decay ∝ exp(−T ), which again points towards a ballistic (lφ ∝ 1/T )
rather than a diffusive (lφ ∝ 1/
√
T ) system similar to experiments in GaAs/(Al,Ga)As het-
erostructures [6]. Please note that a critical bias voltage of Vc ≈ 300 µV corresponds to a
critical temperature of Tc ≈ 3.5 K and that most of our measurements have been performed
well below Tc.
More details and additional data
For the analysis of the amplitude of the AB oscillations as function of DC bias voltage we
used in total three different methods. First we simply take the RMS value of the background
subtracted conductance ∆G given by ∆GABrms, as it was used by many other groups before [3, 4].
The second approach (FFT integral) is based on the integration of the Fourier spectrum of ∆G
with respect to different frequency ranges of the various AB modes. Thus, the amplitudes of
the h/e, h/2e and h/3e mode are extracted individually and only contributions in the specific
frequency ranges are taken into account. For the third method (reverse Fourier (RF) RMS)
only the frequency components of the h/e, h/(2e) and h/(3e) mode are taken from the Fourier
transform of ∆G and individually re-transformed by reverse Fourier transformation. From the
reverse Fourier transformed conductance the RMS value, ∆GRF,mrms , is determined as a measure
of the amplitude of the different modes m. This procedure combines the simplicity of RMS
value with frequency selectivity of the Fourier transformation. Although the three methods
are based on quite different means, the obtained results are found to be very similar. The
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independence of the observed behavior from the specific method proves the functionality of the
(simple) amplitude analysis. Since the results are very similar, we choose the FFT integral of
the AB mode ranges in the Fourier spectrum as used measure for further AB amplitude and
decoherence investigations in temperature and bias dependent measurements. Nevertheless, we
show all three different methods for measuring decoherence as function of DC bias voltage
and additional data for higher charge carrier densities in Figs. S10 to S12. While the FFT
integral analysis is shown in Fig. S9(d), Fig. S10(a) depicts ∆GABrms and Fig. S10(c) ∆G
RF,m
rms as
function of DC bias voltage at Vbg = −6 V and Vtg = −2.5 V. Each data set is fitted with a
power law ∝ V −γmDC , where m = 1, 2, 3 the first, second and third mode of AB oscillations.
For ∆GABrms only a single fit is made (see Fig. S10(a)). These results validate our findings above
and also show a critical DC bias voltage of around Vc ≈ 300µV with a V −1/2DC decay of the
AB amplitude afterwards. More data of very similar analysis are shown in Figs. S11 and S12.
Figs. S11(a) and S12(b) show the waterfall plots of Fourier transforms as function of DC bias
voltage and the three amplitude analyses at Vbg = −10 V and Vtg = −4 V and at Vbg = −20 V
and Vtg = −7 V, respectively. Here, we observe a shift of Vc to higher bias voltages as the
charge carrier density increases. Also a decrease of the AB amplitude occurs below Vc, but
much weaker than V −1/2DC . The shift of Vc could arise from an enhanced mean free path lm with
increasing Vbg. Hence, the diffusive constant D = vF lm/2 increases and therefore also Ec and
Vc. The decoherence mechanism below Vc is not fully understood. Without energy smearing
of quantum state eigenenergy, changes in lφ can influence the AB amplitude. As lφ is limited
mainly by electron-electron interaction at low temperatures [6], it may be affected by DC bias
voltage, but further investigation is required for a better understanding.
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Additional data on the interplay of AB oscillations and Klein tunneling
In Fig. S13 we present all other data sets of AB amplitude versus ∆Vtg for different Vbg in order
to investigate Klein tunneling by AB oscillations. Each panel displays the AB amplitude by the
RMS value of ∆G, ∆GABrms , as function of Vtg for a specific Vbg. Together with the data shown in
the main text Vbg ranges from −30 V to 30 V. The linear fits for the extraction of the amplitude
asymmetry are included in the amplitude profiles . As described in main text we observe an
asymmetry around the top-gate CNP. In vicinity of the back-gate CNP of the device the profiles
are almost symmetric (see e.g. Vbg = −3 V). The asymmetry switches at the back-gate CNP
and increases towards high back-gate voltages.
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2 Supplementary details on theory
Theoretical model for the oscillatory conductance
In this theoretical analysis, we model our device as a scattering region between two leads. To
lowest order in the tunneling amplitude t(E), the current through our device in the presence of
a constant bias voltage Vb is given by [8, 9]:
I(Vb) =
pie
h¯
∫
D(E)D(E − eVb) [f(E − eVb)− f(E)] |t(E)|2 dE, (2)
where D(E) is the density of states in the lead and f(E) is the Fermi-Dirac distribution. In this
model, we assume that the leads are identical and host a continuum of states, meaning that we
do not take size quantization into account. Throughout this section, we consider positive Fermi
energies EF, i.e. the we consider incoming electrons. Because of electron-hole symmetry, the
corresponding results for holes can easily be derived.
In the limit of zero bias Vb → 0, we can perform a Taylor expansion of D(E − eVb) and
f(E − eVb) in Vb. Using that ∂f/∂E = −δ(E − EF) at zero temperature, we obtain
G(EF) =
I(Vb)
Vb
=
pie2
h¯
D(EF)2|t(EF)|2, (3)
with D(EF) = 2|EF|/(pih¯2v2F) for graphene [8].
The tunneling amplitude t(EF) represents the total tunneling through the device, which is
the sum of the tunneling amplitude tup(EF) through the upper ring arm and tlo(EF) through the
lower arm. Hence,
|t(EF)|2 = |tup(EF)|2 + |tlo(EF)|2 + 2 Re [t∗lo(EF)tup(EF)] . (4)
The first two terms in this expression do not contribute to the oscillations, and should be roughly
independent of the magnetic field B, as we discuss shortly. The last term describes interference
between electrons going through the different ring arms and therefore describes the Aharonov-
Bohm oscillations.
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Let us now take a closer look at the interference. When a given state enters the device,
it splits up between the upper and lower arm, recombines and leaves the device. In a first
approximation, we may assume that modes with different values of the transversal momentum
py do not interfere with each other. This approximation is justified when we consider the deep
semiclassical limit and when we assume that py is conserved, since in that case we are dealing
with fast-oscillating exponents which interfere destructively for modes with different py.
Because of our previous assumption, we can perform the averaging over the magnetic field
before the averaging over the transversal momentum py. Let us therefore set tup = |tup|eiφup and
tlo = |tlo|eiφlo . Then the part of the transmission coefficient that describes the Aharonov-Bohm
oscillations becomes
2Re [t∗lotup] = 2|tup||tlo| cos(φup − φlo). (5)
In a first approximation, we assume that the absolute values of the tunneling coefficients do not
depend on the magnetic field. This seems a reasonable assumption when the magnetic field is
weak, and mainly serves as a probe. In that case, the magnetic field only influences the phases
picked up by the charge carriers, and oscillations occur because of the cosine factor. Taking its
root mean square, we simply obtain a factor of 1/
√
2. Hence, the root mean square value of the
oscillatory part of the conductance is given by
∆GABrms =
pie2
h¯
√
2 D(EF)2|tup||tlo|. (6)
One can include the magnetic field in the tunneling amplitudes using the results from Ref. [10].
Because we assume that modes with different py do not interfere with each other, the tun-
neling amplitudes tup and tlo are averages over all transversal momenta. Approximating the
distribution of the transversal momenta by a continuous distribution function f(py), we obtain
|tup(lo)(EF)| =
∫
f(py)|tup(lo)(EF, py)| dpy∫
f(py) dpy
. (7)
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The initial distribution f(py) can usually be well approximated by a uniform distribution, see
Refs. [11–15]. Since the upper arm of the device is not gated, we set |tup(EF, py)| = 1, which
directly gives |tup(EF)| = 1, regardless of the distribution f(py).
In the lower arm of the device, a potential is induced by the top gate. Since the junction
width is much smaller than the ring circumference (wpn  pir), we can model the np- and
nn′-junctions that arise by a one-dimensional potential U(x), which implies that py is conserved
across the junction. The charge carriers therefore obey the classical dispersion relation [16,
17] (U(x) − EF)2 = p2x(x) + p2y, which shows that a classically forbidden region appears for
−vF|py| < U(x)− EF < vF|py|.
When the maximum U0 of the potential U(x) satisfies U0 < EF, we have two nn′-junctions
in the lower ring arm. However, by virtue of the dispersion relation, we only find classically
allowed electron states between these two junctions for incoming states that have a transversal
momentum which satisfies vF|py| ≤ EF − U0. Thus, more states become available inside the
lower ring arm when we decrease the potential U0, as the inequality is satisfied for more values
of py, which leads to an increase in the tunneling amplitude (7). When there are classically
allowed electron states in the lower ring arm, we set the tunneling amplitude tnn′(EF, py) to
unity. When these states are absent, we set the tunneling amplitude to zero. Although, in the
latter case, charge carriers can theoretically tunnel through the region between the two junctions,
the corresponding amplitude is exponentially small [16] and can be neglected. Likewise, we
neglect the exponentially small reflection for the nn′-junction [16].
Similar considerations hold for the case U0 > EF, which leads to an np- and a pn-junction
in the lower ring arm. There are classically allowed hole states in the lower ring arm when the
transversal momentum of the incoming electron state satisfies vF |py| ≤ U0−EF. This inequality
is satisfied for more values of py when U0 increases, similar to the previous case. However, this
time the tunneling amplitude tnp(EF, py) is smaller than one, as the electrons have to tunnel
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through a classically forbidden region [16, 17]. By virtue of equation (6), this implies that the
slope of ∆GABrms is smaller for U0 > EF than for U0 < EF. These considerations qualitatively
explain the shape of the curves in Figs. 3a-d of the main text and Fig. S13.
Derivation of the tunneling amplitude
In order to obtain a more quantitative comparison between theory and experiment, we compute
the tunneling amplitude |tlo| explicitly. We focus on the case of an npn-junction, noting that
similar considerations hold for the nn′n-junction.
We first note that we can neglect multiple reflections within the junction, since the mean free
path lm of the charge carriers is on the order of lm ∼ pir, Within a semiclassical framework [16],
we can then model the tunneling amplitude as
tlo(EF, U0, py) = tnp(EF, U0, py)e
iS/h¯tpn(EF, U0, py), (8)
where we have explicitly indicated the dependence on the potential height U0 in the notation.
The quantity S is the classical action of the particle along its path in the lower ring arm, which
is affected by the magnetic field and plays an important role in the oscillations. However, since
only the absolute value |tlo(EF, U0, py)| enters in equation (7), we do not have to compute this
action explicitly.
Note that we have assumed in equation (8) that the transversal momentum py remains the
same in the region between the two junctions. Since the magnetic length is about 115 nm for
a magnetic field of 50 mT, this is a rather crude assumption. We nevertheless resort to it, as
computing the variation of py requires very large additional efforts. Furthermore, we neglect
edge scattering, which is strongly suppressed for sliding electrons with zigzag edges [18]. Note
that generic edges behave fairly similar to zigzag edges [19] and in particular do not lead to
valley mixing.
18
We can obtain an analytic expression for |tlo(EF, U0, py)| by considering a linear potential
U(x), i.e., U(x) = U0 x/wpn for 0 < x < wpn and U(x) is constant outside of this regime. The
tunneling amplitude tnp(EF, U0, py) is then given by [17, 20]
tnp(EF, U0, py) = exp
(
−pi
2
wnp
h¯vFU0
v2Fp
2
y
)
= exp
(
−pi
2dnp
U0EF
v2Fp
2
y
)
, (9)
where we have introduced the dimensionless effective junction width dnp = wnpEF/(2pih¯vF).
The same expression holds for tpn when we consider a linear pn-junction. Using equations (7),
(8) and (9) and assuming that wnp = wpn (dnp = dpn), we then obtain
|tlo(EF, U0)| = vF
2EF
∫ (U0−EF)/vF
−(U0−EF)/vF
exp
(
−2pi
2dpn
U0EF
v2F p
2
y
)
dpy
=
√
U0
2pi2dpnEF
∫ √ 2pi2dpn
U0EF
(U0−EF)
0
e−y
2
dy. (10)
Note that we integrate from −(U0 − EF)/vF to (U0 − EF)/vF, since the tunneling amplitude
is zero for values of |py| outside of this regime as we do not have an npn-junction. Using the
definition of the so-called error function, Erf(x) = 2√
pi
∫ x
0
exp(−y2)dy, we can rewrite this
expression as
|tlo(EF, U0)| =
√
U0
8pidpnEF
Erf
(√
2pi2dpn
U0EF
(U0 − EF)
)
. (11)
Note that this expression is only valid for EF ≤ U0 ≤ 2EF, as no new states in the lower ring
arm become available beyond U0 = 2EF.
Expression (11) shows that |tlo| increases by two mechanisms when we increase the poten-
tial U0. First of all, the error function increases. From a physical point of view, this corresponds
to new modes that become available within the lower ring arm. Second, the prefactor increases,
which corresponds to increased transmission through the available modes. We can now identify
two regimes in our model. For small U0, we can expand the error function to first order in its
argument to obtain |tlo(EF, U0)| = (U0−EF)/EF. Hence, the combination of both mechanisms
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leads to a linear increase of the tunneling amplitude |tlo|. At large values of U0, the error func-
tion has saturated and the second mechanism dominates: the tunneling amplitude increases like
a square root.
Since Erf(
√
2) ≈ 0.95, we may estimate that the transition between these two regimes lies
close to
U0 = EF
(
1 +
1 +
√
1 + (2pi)2dpn
2pi2dpn
)
. (12)
Crucially, this factor strongly depends on the effective junction width dpn. At small dpn, we
mainly observe the first regime where |tlo| increases linearly. This leads to a symmetric situation
where the npn- and nn′n-junctions display similar behavior, see Fig. S14(b). On the other hand,
for large dpn we mainly observe the second regime, which leads to a much slower increase in
|tlo|, see Fig. S14(a).
In order to obtain results for more realistic potentials U(x), we can use the semiclassical
approximation for the tunneling amplitude. Within this scheme, tnp(EF, U0, py) is given by [10,
16, 17, 20]
tnp(EF, U0, py) = e
−dnpKnp , with dnpKnp =
1
h¯vF
∫ x+
x−
√
v2Fp
2
y − (U(x)− EF)2 dx, (13)
where Knp is the classical action in the classically forbidden region and x± are the classical
turning points, which satisfy U0(x±) = EF ± vF|py|. Note that this approximation correctly
reproduces the exact result (9) for a linear potential. As shown in Figs. S14(c) and S14(d), the
smooth potential increase
U(x) =
U0
2
(
1 + tanh
(
2x
wpn
− 1
))
, (14)
which has the same slope at x = wpn/2 as the linear potential, leads to qualitatively similar
results for the averaged tunneling amplitude |tlo(EF, U0)|.
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Derivation of the normalized difference of the slopes
To compare our theoretical predictions with the experimental observations, we extract the slopes
of ∆GABrms. Within our theoretical model, this slope is directly proportional to the slope of |tlo|,
see equation (6). However, our theoretical model predicts that large increases in the transmis-
sion only occur for 0 < U0 < 2EF. Figs. S14(c) and S14(d) show that this leads to a fitting
regime ∆Vtg that strongly depends on Vbg, i.e. on EF, in contrast to the experimental obser-
vations shown in Fig. S13. This difference is due to the many simplifications that we have
made throughout the model. However, we may assume that these simplifications affect the
transmission on both sides of the charge neutrality point in a similar way, which means that the
prediction for their ratio is much more accurate. Rather than comparing the individual slopes
with the experimental data, we therefore focus on the normalized difference Anpn of the slopes.
Our next step is to carefully think about an appropriate interval ∆Vtg that we can use to
determine the slopes, as we cannot use the experimental interval. As we discussed in the
previous section, our model exhibits two regimes. The transition point between these two
regimes is roughly given by equation (12) and crucially depends on dpn. Since large increases
in the transmission occur for U0 between 0 and 2EF, we parametrize our fitting interval as
(1−α)EF ≤ U0 ≤ EF for the nn′n regime and EF ≤ U0 ≤ (1 +α)EF for the npn regime. If we
choose α too small, we overestimate the influence of the first regime. On the other hand, if we
choose it too large, the influence of the second regime is overestimated. We therefore believe
that α should ideally lie somewhere around 0.5. After choosing α, we convert these energy
intervals into intervals for the top gate voltage ∆Vtg.
We can obtain an analytic result for the normalized difference of the slopes Anpn by approx-
imating the slopes by the difference quotient, that is, by setting
anpn =
|tlo(EF, (1 + α)EF)| − |tlo(EF, EF)|
∆Vtg((1 + α)EF)−∆Vtg(EF) . (15)
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Equation (11) shows that the transmission vanishes at the charge neutrality point, i.e. |tlo(EF, EF)| =
0. Since we also have ∆Vtg(EF) = 0, we arrive at
Anpn =
|ann’n| − |anpn|
|ann’n|+ |anpn| =
1− χ
1 + χ
, χ =
|tlo(EF, (1 + α)EF)|
∆Vtg((1 + α)EF)
∆Vtg((1− α)EF)
|tlo(EF, (1− α)EF)| . (16)
Combining equation (11) with the observations that ∆Vtg((1 + α)EF) = ∆Vtg((1− α)EF) and
that |tlo(EF, (1− α)EF)| = α, we finally obtain
Anpn =
1− 1
2α
√
1+α
2pidpn
Erf
(
piα
√
2dpn
1+α
)
1 + 1
2α
√
1+α
2pidpn
Erf
(
piα
√
2dpn
1+α
) ,
Apnp =
|app’p| − |apnp|
|app’p|+ |apnp| = Anpn (17)
Setting α = 1/2 in this formula, we arrive at equation (3) of the main text. In Fig. S15(a),
we plot our result (17) for three different values of α. Importantly, all three curves predict a
similar dependence of Anpn on ∆Vbg. However, the attained values depend on the value of α.
When α = 0.25, we attach greater importance to the first one of the regimes discussed in the
previous subsection, leading to relatively small values of Anpn. On the other hand, we attach
greater importance to the second regime when α = 0.75, leading to much larger values of Anpn.
From a theoretical point of view, setting α = 0.5 seems to be a good compromise.
We can compare our formula (17) with the result obtained by determining the slopes of the
transmission (11). When we use the fitting intervals discussed above with α = 0.4, we observe
that the result nicely coincides with our formula (17) with α = 0.5, as shown in Fig. S15.
We performed the curve fitting for the graphs of tlo versus ∆Vtg, as shown in Figs. S14(c)
and S14(d), in order to be consistent with the procedure for the experimental data. However,
performing the fitting for the graphs of tlo versus U0 does not substantially change the result.
In Fig. S15(b), we compare the normalized difference of the slopes extracted for a linear
potential and for the smooth potential (14). We observe that a smooth potential leads to exactly
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the same shape of the curve, although slightly higher values of Anpn are attained. We also
show what happens when we use a uniform angular distribution in equation (7), instead of a
distribution that is uniform in the transversal momentum py. Although the transmission curves
are significantly altered, as shown in Figs. S14(e) and S14(f), the normalized difference of the
slopes remains the same. Hence, we believe that the distribution function f(py) has only a
minor influence on Anpn (and Apnp).
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Figure S9: Temperature and bias voltage dependency of AB oscillations. (a) background sub-
tracted conductance as a function of magnetic field for various temperatures T at Vbg = −6 V
and Vtg = −1 V with constant offset for clarity. (b) Fourier transforms of selected traces from
panel (a). Insert shows the integral for h/e and h/(2e) modes over frequency ranges as marked
in the plot. Dashed lines represent exponential fits to the data. (c) Fourier transform of ∆G as
a function of magnetic field and DC bias voltage at Vbg = −6 V and Vtg = −2.5 V. (d) AB
amplitude plotted as a function of DC bias voltage of data shown in panel (c). The solid lines
represent a fit ∝ V −γm and the black dashed line is a guide to the eye (∝ 1/√VDC).
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Figure S10: Additional analysis of DC bias dependency of AB amplitude at Vbg = −6 V and
Vtg = −2.5 V: (a) RMS of background subtracted conductance, ∆GABrms as function of DC bias.
(b) corresponding ∆G as function of B-fields for different VDC (for range see x-axis in panel
(a)).(c) RMS of the conductance from the reverse Fourier transform for different modes ∆GRF,mrms .
Solid lines represent power law fits ∝ V −γmDC to the individual data sets. Black dashed line
indicate a guide to the eye for a V −1/2DC power law.
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Figure S11: Additional data on DC bias dependency at Vbg = −10 V and Vtg = −4 V: (a)
Fourier transform as function of DC bias voltage. (b) RMS of background subtracted conduc-
tance, ∆GABrms as function of DC bias. (c) Integral of Fourier spectrum over the ranges of AB
h/e, h/(2e) and h/(3e) modes. (d) RMS of the conductance from the reverse Fourier transform
for different modes, ∆GRF,mrms . Solid lines represent power law fits∝ V −γmDC to the individual data
sets. Dashed lines indicate a guide to the eye for a V −1/2DC power law dependence.
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Figure S12: Additional data on DC bias dependency at Vbg = −20 V and Vtg = −7 V: (a)
Fourier transform as function of DC bias voltage. (b) RMS of background subtracted conduc-
tance, ∆GABrms as function of DC bias. (c) Integral of Fourier spectrum over the ranges of AB
h/e, h/(2e) and h/(3e) modes. (d) RMS of the conductance from the reverse Fourier transform
for different modes, ∆GRF,mrms . Solid lines represent power law fits∝ V −γmDC to the individual data
sets. Dashed lines indicate a guide to the eye for a V −1/2DC power law dependence.
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Figure S13: Summary of additional plots of AB amplitudes as function of ∆Vtg = Vtg − V 0tg for
various back gate voltages (see labels).
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Figure S14: Theoretical prediction for the tunneling amplitude |tlo(EF, U0)| through the lower
ring arm. (a), (b) Comparison between a linear potential and the smooth potential (14), for
two different Fermi energies. (c), (d) Determination of the slope for the back gate voltages
corresponding to the Fermi energies in panels (a) and (b). (e), (f) Effect of the distribution
f(py) for a linear potential. We consider a distribution uniform in emission angles φ and a
distribution uniform in transversal momenta py.
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Figure S15: (a) Normalized difference of the slopes obtained from formula (17) for different
values of α (dotted, dashed and dashed-dotted lines). We also show the result obtained by
determining the slopes of |tlo| for a linear potential using α = 0.4 (solid line). (b) Normalized
difference of the slopes obtained by determining the slopes. We compare the linear potential
(solid line) with the smooth potential (14) (dotted line). We also consider a linear potential with
a uniform distribution of the emission angles φ (dashed line).
31
