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Uvod
Teorija slucˇajnih matrica je moderna grana matematike koja se aktivno razvija. Pocˇetak
teorije nalazimo u radovima sˇkotskog matematicˇara Johna Wisharta [10], koji ju je primje-
njivao u statistici. Jacˇi razvoj pocˇinje zahvaljujuc´i madarskom fizicˇaru Eugeneu Wigneru,
koji je primjenu pronasˇao u nuklearnoj fizici. Jedan od prvih i najjednostavnijih rezultata
Wignerovog rada [9], Wignerov teorem za slucˇaje matrice, glavna je tema ovog diplomskog
rada.
Prvo poglavlje rada zapocˇinje kratkim pregledom osnovnih definicija i rezultata koji
c´e se koristiti u glavnom dijelu rada. Prvo se daje kratak uvod u Catalanove brojeve te
nekoliko ekvivalentnih formula za njih. Dokazi navedenih formula preuzeti su iz [8]. Zatim
se definira polukruzˇna razdioba (poznata i kao Wignerova polukruzˇna razdioba). U radu
c´e se koristiti iskljucˇivo standardna (tj. normalizirana) polukruzˇna razdioba. Takoder c´emo
uvesti i pojam Diracove slucˇajne mjere, koja c´e se koristiti kasnije u radu. Osim toga,
dajemo iskaz i dokaz Weierstrassovog teorema aproksimacije. Izneseni dokaz je varijanta
dokaza iz [4]. Na kraju poglavlja dajemo iskaz i dokaz Hoffman-Wielandtovog teorema,
slicˇno kao u [1].
Glavni dio rada cˇini drugo poglavlje i ono pocˇinje definicijom slucˇajne matrice, tocˇnije
definicijom Wignerove slucˇajne matrice i njenim osnovnim svojstvima. U teoriji slucˇajnih
matrica posebno se razmatraju svojstvene vrijednosti takvih matrica. Wignerov teorem
za slucˇajne matrice upravo opisuje jedno svojstvo tih svojstvenih vrijednosti. U ovom
radu dokaz teorema odvija se u nekoliko koraka te c´e se uglavnom koristiti kombinatorne
tehnike. Glavna literatura koja se koristi za dokaz teorema su disertacija [3] i knjiga [1].
Ovakav dokaz teorema veoma je slicˇan originalnom Wignerovom dokazu, koji se mozˇe
pronac´i u [9]. Za alternativne dokaze upuc´ujemo cˇitatelja na preostale dokaze u [3] i [1],
kao i [6]. Nakon toga smanjujemo pretpostavke Wignerovog teorema, ali i jacˇamo tvrdnju
teorema. Na kraju dajemo i jednu jednostavnu posljedicu Wignerovog teorema za slucˇajne
matrice, koja govori o broju svojstvenih vrijednosti koje upadaju u dani interval realnih
brojeva.
U posljednjem poglavlju dan je kratak racˇunalni program koji simulira gore navedenu
posljedicu Wignerovog teorema. Kao rezultat programa dane su slike s histogramima
svojstvenih vrijednosti jedne realizacije Wignerovih slucˇajnih matrica zajedno s grafom
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funkcije gustoc´e polukruzˇne razdiobe. One prikazuju distribucije svojstvenih vrijednosti
Wignerovih slucˇajnih matrica redova 100, 250, 500, 750, 1000, 2500, 5000, 7500, 10000.
Poglavlje 1
Preliminarni rezultati
1.1 Catalanovi brojevi
Catalanovi brojevi tvore niz prirodnih brojeva koji se javljaju u mnogim kombinatornim
problemima. Niz Catalanovih brojeva definiramo tako da za svaki n ∈ N0 stavimo:
Cn B
(2n)!
n!(n + 1)!
=
1
n + 1
(
2n
n
)
.
Lema 1.1.1. Niz brojeva (Bi)∞i=0 zadan rekurzivnom relacijom:
B0 B 1, Bk B
k∑
m=1
Bm−1Bk−m za k ≥ 1
je niz Catalanovih brojeva.
Dokaz. Neka je dana cjelobrojna mrezˇa velicˇine n × n. Promotrimo najkrac´e puteve na
takvoj mrezˇi od donjeg lijevog kuta u gornji desni kut, tj. puteve koji se krec´u samo gore
i desno, takve da nikada ne prelaze iznad dijagonale u mrezˇi. Primijetimo da takvi putevi
uvijek kao prvi korak imaju desno, a posljednji gore. Takve dopustive puteve mozˇemo
prebrojiti na dva nacˇina.
Neka je Bn broj dopustivih puteva u cjelobrojnoj mrezˇi velicˇine n × n. Neka je dan do-
pustivi put za koji je j ∈ {1, 2, ..., n} visina prvog dodira puta s dijagonalom nakon pocˇetka
puta. Primijetimo kako se put do tada sastoji od j koraka desno i j koraka gore, dakle do
gornjeg desnog kuta preostalo je n− j koraka desno i n− j koraka gore. Sada mozˇemo cje-
lobrojnu mrezˇu podijeliti na dva dijela – cjelobrojne mrezˇe velicˇine j× j i (n− j)× (n− j).
3
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Gore spomenuti dopustivi put podijelimo na dva puta obzirom na prvi dodir s dijagona-
lom, takvi novi putevi su dopustivi u novim mrezˇama. U cjelobrojnoj mrezˇi velicˇine j × j
put dira dijagonalu samo u prvoj i posljednjoj tocˇki puta, tu mrezˇu mozˇemo smanjiti za
tocˇke na dijagonali i tako dobijemo mrezˇu velicˇine ( j − 1) × ( j − 1) na kojoj je novi put
dopustiv. Takvih novih dopustivih puteva na cjelobrojnoj mrezˇi velicˇine j − 1 × j − 1 ima
B j−1, a na cjelobrojnoj mrezˇi velicˇine n − j × n − j ih ima Bn− j. Jasno je da za cjelobrojnu
mrezˇu velicˇine 0 (dakle mrezˇa koja se sastoji od samo jedne tocˇke) imamo samo jedan put
izmedu krajnjih tocˇaka i taj je dopustiv. Time smo pokazali da broj dopustivih puteva u
cjelobrojnoj mrezˇi velicˇine n × n zadovoljava rekurziju iz iskaza leme.
S druge strane, broj dopustivih puteva mozˇemo prebrojati i tako da prebrojimo sve naj-
krac´e puteve na mrezˇi i od tog broja oduzmemo broj nedopustivih najkrac´ih puteva, tj.
broj najkrac´ih puteva koji prelaze dijagonalu na mrezˇi. Jasno je da svaki najkrac´i put u
cjelobrojnoj mrezˇi velicˇine n × n ima n koraka gore i n koraka desno. Dakle, broj svih
najkrac´ih puteva je
(
2n
n
)
. Prebrojimo sada najkrac´e puteve koji prelaze dijagonalu. Promo-
trimo prvu tocˇku koja se nalazi na nedozvoljenom putu(putu koji sjecˇe dijagonalu) s krive
strane dijagonale. Nakon te tocˇke preslikavamo put tako da svaki pomak desno zamijenimo
pomakom prema gore i obrnuto. Buduc´i da smo dosˇli jedno polje iznad dijagonale, dosad
smo ucˇinili k pomaka prema desno i k+1 prema gore. Preostalo nam je n−k pomaka desno
i n − k − 1 pomaka gore da bismo dosˇli do krajnje tocˇke. Reflektiranjem puta zamjenjuju
se brojevi preostalih pomaka pa c´e takav modificirani put imati k + (n − k − 1) = n − 1
pomaka desno i (k +1)+ (n−k) = n+1 prema gore, dakle doc´i c´emo do tocˇke (n−1, n+1).
Svaki nedozvoljeni put mozˇemo tako modificirati na jedinstven nacˇin. Uocˇimo i da svaki
najkrac´i put u cjelobrojnoj mrezˇi od pocˇetne tocˇke do (n − 1, n + 1) mozˇemo preslikati
u tocˇno jedan nedozvoljen put od pocˇetne tocˇke do krajnje tocˇke, reflektirajuc´i ga na isti
nacˇin cˇim prijede originalnu dijagonalu. Time smo uspostavili bijekciju izmedu skupa svih
najkrac´ih putova koji sijeku dijagonalu skupa svih najkrac´ih puteva u cjelobrojnoj mrezˇi
do tocˇke (n − 1, n + 1), kojih ima
(
2n
n+1
)
. Dakle, broj dopustivih puteva je:(
2n
n
)
−
(
2n
n + 1
)
=
1
n + 1
(
2n
n
)
.

Lema 1.1.2. Za svaki k ∈ N vrijedi Ck ≤ 4k.
Dokaz. Relacija vrijedi za slucˇaj k = 1:
Ck = 1 ≤ 4 = 4k.
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Pretpostavimo da relacija vrijedi za neki k ∈ N. Racˇunamo:
Ck+1 =
(2k + 2)!
(k + 1)!(k + 2)!
=
(2k + 2)(2k + 1)
(k + 1)(k + 2)
(2k)!
k!(k + 1)!
= 4
2k + 2
2k + 2
2k + 1
2k + 4
Ck.
Zbog pretpostavke da relacija vrijedi za Ck te zbog 2k+12k+4 < 1 slijedi:
Ck+1 ≤ 4 · 4k = 4k+1.

1.2 Polukruzˇna razdioba
Definicija 1.2.1. Neka je X neprekidna slucˇajna varijabla na vjerojatnosnom prostoru
(Ω,F ,P). Kazˇemo da slucˇajna varijabla X ima polukruzˇnu razdiobu ako joj je funkcija
gustoc´e fX : R→ R dana s
fX(x) B

1
2pi
√
4 − x2 za |x| ≤ 2,
0 za |x| > 2.
Propozicija 1.2.2. Neka je X neprekidna slucˇajna varijabla s polukruzˇnom razdiobom.
Tada vrijedi:
E[Xk] =
C k2 za k paran,0 za k neparan.
gdje je Ck k-ti Catalanov broj.
Dokaz. Primijetimo da je funkcija gustoc´e od X parna funkcija. Dakle, podintegralna funk-
cija u donjoj formuli za neparne k je neparna funkcija, tj. integral na simetricˇnom intervalu
[−2, 2] je jednak 0. Dakle, E[Xk] = 0.
Neka je sada k paran, tj. k = 2l za neki l ∈ N. Supstitucijom x = 2 sin t racˇunamo:
E[X2l] =
∫ ∞
−∞
x2l fX(x)dx
=
∫ 2
−2
1
2pi
x2l
√
4 − x2dx
=
2 · 22l
pi
∫ pi
2
− pi2
sin2l t cos2 tdt.
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Definiramo:
I2l B
∫ pi
2
− pi2
sin2l t cos2 tdt
Parcijalnom integracijom dobijemo sljedec´e:
I2l =
∫ pi
2
− pi2
sin2l t cos2 tdt
=
u = sin2l t cos tdv = cos tdt
= sin2l+1 t cos t| pi2− pi2 − 2l
∫ pi
2
− pi2
sin2l t cos2 tdt +
∫ pi
2
− pi2
sin2l+2 tdt
= 0 − 2lI2l +
∫ pi
2
− pi2
sin2l+2 tdt,
tj. dobili smo izraz: ∫ pi
2
− pi2
sin2l+2 tdt = (2l + 1)I2l. (1.1)
Primjenom osnovnog trigonometrijskog identiteta sin2 t + cos2 t = 1 dobijemo∫ pi
2
− pi2
sin2l+2 tdt =
∫ pi
2
− pi2
sin2l tdt − I2l.
Sada kombiniranjem s (1.1)
I2l =
1
2l + 2
∫ pi
2
− pi2
sin2l tdt. (1.2)
Uzastopnom primjenom formula (1.1) i (1.2), dobijemo:
I2l =
2l − 1
2l + 2
2l − 3
2l
2l − 5
2l − 2 · · ·
3
6
1
4
I0.
Nadalje, iz poznatog tablicˇnog integrala:
I0 =
∫ pi
2
− pi2
cos2 tdt =
pi
2
te prosˇirivanjem svakog razlomka iz prethodnog izraza redom s 2l, 2l − 2, ... imamo:
I2l =
(2l)!
4l(l + 1)!l!
pi
2
,
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iz cˇega konacˇno dobijemo:
E[X2l] =
2 · 22l
pi
∫ pi
2
− pi2
sin2l t cos2 tdt
=
2 · 22l
pi
(2l)!
4l(l + 1)!l!
pi
2
=
(2l)!
(l + 1)!l!
= Cl.

1.3 Slucˇajne mjere
U ovom odjeljku pretpostavljamo da je (Ω,F ,P) vjerojatnosni prostor.
Definicija 1.3.1. Na izmjerivom prostoru (R,B(R)) i za danu tocˇku x ∈ R definiramo mjeru
δx : B(R)→ R pomoc´u relacije
δx(E) B
0 za x < E,1 za x ∈ E,
za svaki E ∈ B(R). Ovako definiranu mjeru zovemo Diracova mjera koncentrirana u tocˇki
x.
Kako integriramo u odnosu na Diracovu mjeru δx? Neka je f : R → R proizvoljna
neprekidna ogranicˇena funkcija. Tada vrijedi:∫
R
f dδx = f (x).
Definicija 1.3.2. Neka je X : Ω → R slucˇajna varijabla. Funkciju δX koja svakom ele-
mentarnom dogadaju ω ∈ Ω pridruzˇuje Diracovu mjeru δX(ω) zovemo slucˇajna Diracova
mjera.
Sˇto je sada integral u odnosu na δX? Svakomω ∈ Ω pridruzˇujemo realni broj
∫
R
f dδX(ω).
Dakle,
∫
R
f dδX je realna funkcija definirana na Ω.
Lema 1.3.3. Neka je f : R→ R neprekidna ogranicˇena funkcija. Tada je ∫
R
f dδX slucˇajna
varijabla na vjerojatnosnom prostoru (Ω,F ,P).
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Dokaz. Neka je B proizvoljan Borelov skup. Raspisujemo:( ∫
R
f dδX
)−1
(B) =
{
ω ∈ Ω :
∫
R
f dδX(ω) ∈ B
}
= {ω ∈ Ω : f (X(ω)) ∈ B}
= ( f ◦ X)−1(B).
Kako je f neprekidna, ona je i izmjeriva, pa je i f ◦ X izmjeriva. Drugim rijecˇima,
(
∫
R
f dδX)−1(B) ∈ F . 
Primijetimo da smo u gornjem dokazu takoder pokazali∫
R
f dδX = f (X).
U ovom c´e se radu promatrati konacˇne linearne kombinacije slucˇajnih Diracovih mjera,
koje c´emo nazivati slucˇajne mjere. Izostavljamo opc´enitu definiciju slucˇajne mjere, koju
se mozˇe pronac´i u literaturi, jer c´e nam biti dovoljan prethodno spomenuti posebni slucˇaj.
1.4 Weierstrassov teorem aproksimacije
Teorem 1.4.1. Neka je f : R→ R ogranicˇena neprekidna funkcija, neka su a, b ∈ R, a < b
i neka je  > 0. Tada postoji polinom P na [a, b] takav da vrijedi:∣∣∣ f (x) − P(x)∣∣∣ < 
za svaki x ∈ [a, b].
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti 0 < a < b < 1. Naime, svaki
segment [a, b] mozˇemo linearnom transformacijom svesti na segment sadrzˇan u [0, 1]. U
tom slucˇaju, funkcija f c´e i nakon te linearne transformacije ostati ogranicˇena i neprekidna,
a polinom P c´e i dalje ostati polinom istog reda.
Definirajmo novu funkciju f˜ : R→ R na sljedec´i nacˇin:
f˜ (x) B

0 za x ≤ 0,
x
a
f (a) za x ∈ (0, a),
f (x) za x ∈ [a, b],
1 − x
1 − b f (b) za x ∈ (b, 1),
0 za x ≥ 1.
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Posˇto za svaki x ∈ [a, b] vrijedi f˜ (x) = f (x), slijedi da je dovoljno pokazati∣∣∣ f˜ (x) − P(x)∣∣∣ < 
za svaki x ∈ [a, b]. Takoder, ovako definirana funkcija f˜ je ogranicˇena i neprekidna na
cijelom R.
Uvedimo sljedec´u oznaku:
Jn B
∫ 1
−1
(1 − u2)ndu.
Definirajmo sljedec´i polinom P(x) stupnja 2n:
Pn(x) B
1
Jn
∫ 1
0
f˜ (t)
(
1 − (t − x)2
)n
dt.
Neka je x ∈ [0, 1], iz cˇega slijedi [0, 1] ⊆ [−1 + x, 1 + x]. Definirali smo da za svaki
x ∈ [−1 + x, 1 + x] \ [0, 1] vrijedi f˜ (x) = 0, iz cˇega dobijemo:
Pn(x) =
1
Jn
∫ 1
0
f˜ (t)
(
1 − (t − x)2
)n
dt
=
1
Jn
∫ 1+x
−1+x
f˜ (t)
(
1 − (t − x)2
)n
dt.
Supstitucijom u = t − x dobijemo:
Pn(x) =
1
Jn
∫ 1
−1
f˜ (u + x)(1 − u2)ndu. (1.3)
Iz 1Jn
∫ 1
−1(1 − u2)ndu = 1, mnozˇenjem obje strane s f˜ (x), imamo:
f˜ (x) =
1
Jn
∫ 1
−1
f˜ (x)(1 − u2)ndu. (1.4)
Sada iz (1.3) i (1.4) dobivamo:
∣∣∣ f˜ (x) − Pn(x)∣∣∣ = 1Jn
∫ 1
−1
∣∣∣ f˜ (u + x) − f˜ (x)∣∣∣(1 − u2)ndu. (1.5)
Kako je f˜ neprekidna na R, slijedi da postoji δ > 0 takav da je∣∣∣ f˜ (u + x) − f˜ (x)∣∣∣ < 
2
(1.6)
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za |u| < δ. S druge strane, kako je f˜ ogranicˇena, slijedi da postoji M = sup
x∈R
∣∣∣ f˜ (x)∣∣∣, odakle
imamo: ∣∣∣ f˜ (u + x) − f˜ (x)∣∣∣ ≤ 2M
za svaki u. Posebno, za |u| ≥ δ imamo 1 ≤ u2
δ2
, iz cˇega dobijemo:∣∣∣ f˜ (u + x) − f˜ (x)∣∣∣ ≤ 2M u2
δ2
(1.7)
za |u| ≥ δ. Dakle, iz (1.6) i (1.7) slijedi:∣∣∣ f˜ (u + x) − f˜ (x)∣∣∣ < 
2
+ 2M
u2
δ2
za svaki u. Uvrstimo u (1.5) i dobijemo:∣∣∣ f˜ (x) − Pn(x)∣∣∣ < 1Jn
∫ 1
−1

2
(1 − u2)ndu + 1
Jn
∫ 1
−1
2Mu2
δ2
(1 − u2)ndu
=

2
+
2M
Jnδ2
∫ 1
−1
u2(1 − u2)ndu. (1.8)
Racˇunamo:
J˜n B
∫ 1
−1
t2(1 − t2)ndt
= parcijalna integracija u = t, dv = t(1 − t)ndt
= − t(1 − t
2)n+1
2(n + 1)
∣∣∣∣1−1 +
∫ 1
−1
(1 − t2)n+1
2(n + 1)
= 0 +
1
2(n + 1)
Jn+1
<
1
2(n + 1)
Jn,
gdje posljednja nejednakost vrijedi jer 1 − u2 < 1 za u ∈ [−1, 1], tj. Jn+1 < Jn za svaki
n ∈ N. Prebacimo li Jn na lijevu stranu, dobijemo:
J˜n
Jn
<
1
2(n + 1)
.
Uvrsˇtavanjem u (1.8) imamo:∣∣∣ f˜ (x) − Pn(x)∣∣∣ ≤ 2 + 2Mδ2 J˜nJn
<

2
+
2M
δ2
1
2(n + 1)
.
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Kako drugi sumand 2M
δ2
1
2(n+1)
n→∞−−−→ 0, postoji n0 takav da za svaki n ≥ n0 vrijedi:∣∣∣ f˜ (x) − Pn(x)∣∣∣ < 2 + 2 = .
Kako smo pretpostavili da je x ∈ [0, 1], zbog [a, b] ⊆ [0, 1] slijedi tvrdnja teorema. 
1.5 Hoffman-Wielandtov teorem
Definicija 1.5.1. Neka je MN(R) prostor kvadratnih realnih matrica reda N. Funkciju
‖·‖F : MN(R)→ R definiranu s:
‖A‖F B
√
tr(AAτ)
zovemo Frobeniusova norma za kvadratne realne matrice. Pritom, Aτ oznacˇava matricu
dobivenu transponiranjem matrice A.
Teorem 1.5.2. Neka su A, B realne simetricˇne matrice reda N, sa svojstvenim vrijednos-
tima λA1 ≤ λA2 ≤ · · · ≤ λAN i λB1 ≤ λB2 ≤ · · · ≤ λBN . Tada vrijedi:
N∑
i=1
∣∣∣∣λAi − λBi ∣∣∣∣2 ≤ ‖A − B‖2F .
Dokaz. Iz linearne algebre znamo da se svaka simetricˇna matrica mozˇe dijagonalizirati,
drugim rijecˇima, postoje ortogonalne (pa posebno i regularne) matrice XA i XB te dijago-
nalne matrice DA i DB takve da vrijedi A = X−1A DAXA te B = X
−1
B DBXB. Takoder, matrica
DA, odnosno matrica DB, na dijagonali imaju svojstvene vrijednosti matrice A, odnosno
matrice B. Odavde slijedi:
tr(A2) = tr(X−1A D
2
AXA)
= tr(D2AXAX
−1
A )
= tr(D2A)
=
N∑
i=1
(λAi )
2.
Analogno, imamo:
tr(B2) = tr(X−1B D
2
BXB)
= tr(D2BXBX
−1
B )
= tr(D2B)
=
N∑
i=1
(λBi )
2.
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Prisjetimo se da su matrice XA i XB ortogonalne. Nadalje, produkt ortogonalnih matrica
je opet ortogonalna matrica. Neka je U = XAX−1B = [ui j]. Sada imamo:
tr(AB) = tr(X−1A DAXAX
−1
B DBXB)
= tr(DAXAX−1B DBXBX
−1
A )
= tr(DAUDBU−1)
=
N∑
i, j=1
λAi λ
B
j u
2
i j,
pritom smo koristili ortogonalnost u obliku U−1 = Uτ, tj. [ui j]−1 = [u ji]. Kako je matrica
U ortogonalna, tj. UτU = UUτ = I, vrijede i sljedec´e relacije:∑
j
u2i j = 1∑
i
u2i j = 1.
Dalje, imamo sljedec´e:
tr(AB) ≤ sup
vi j≥0∑
j vi j=1∑
i vi j=1
N∑
i, j=1
λAi λ
B
j vi j,
pri cˇemu smo oznacˇili vi j = u2i j. Sumu s desne strane mozˇemo interpretirati kao linearni
funkcional dvostruko stohasticˇke matrice V = [vi j]. Iz Birkoff-von Neumannovog teorema
za dvostruko stohasticˇke matrice (vidjeti [2]), slijedi da postoje k ∈ N, α1, . . . , αk ∈ [0, 1]
i matrice permutacija P1, . . . , Pk takve da je V = α1P1 + α2P2 + · · · + αkPk. Sada, zbog
uredenosti svojstvenih vrijednosti λA1 ≤ λA2 ≤ · · · ≤ λAN i λB1 ≤ λB2 ≤ · · · ≤ λBN , slijedi da se
supremum u gornjoj nejednakosti poprima za V = I, tj. vrijedi:
tr(AB) ≤
N∑
i=1
λAi λ
B
i .
Konacˇno imamo:
tr(A − B)2 = tr(A2 − AB − BA + B2)
= tr(A2) + tr(B2) − 2tr(AB)
≥
N∑
i=1
(λAi )
2 +
N∑
i=1
(λBi )
2 − 2
N∑
i=1
λAi λ
B
i
=
N∑
i=1
(
λAi − λBi
)2
.
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
Primijetimo kako smo zapravo dokazali:√
N∑
i=1
(
λAi − λBi
)2 ≤ ‖A − B‖F .
Specijalno, za svaki i = 1, . . . ,N vrijedi:∣∣∣∣λAi − λBi ∣∣∣∣ ≤ ‖A − B‖F .
Sada vidimo da je preslikavanje A 7→ λi(A) koje svakoj realnoj simetricˇnoj matrici A
pridruzˇuje i-tu svojstvenu vrijednost λi(A) Lipschitzova funkcija, pa je stoga i neprekidna.
Poglavlje 2
Wignerov teorem za slucˇajne matrice
2.1 Wignerove matrice
Definicija 2.1.1. Neka su {Zi, j}1≤i< j i {Yi}1≤i dvije medusobno nezavisne familije nezavisnih,
jednako distribuiranih slucˇajnih varijabli na vjerojatnosnom prostoru (Ω,F ,P) takve da
vrijedi
E[Z1,2] = E[Y1] = 0
E[Z21,2] = 1
te neka za svaki k ∈ N vrijedi
rk = max
(
E|Z1,2|k,E|Y1|k) < ∞.
Neka je XN N-dimenzionalna simetricˇna matrica s vrijednostima
XN( j, i) = XN(i, j) B

Zi, j√
N
, za i < j,
Yi√
N
, za i = j.
Ovakvu matricu zovemo Wignerova matrica. Ukoliko su Zi, j i Yi normalne slucˇajne varija-
ble, tada za XN kazˇemo da je Gaussovska Wignerova matrica.
Vidimo da su Wignerove slucˇajne matrice XN : Ω → MN(R) funkcije definirane na
Ω koje svakom elementarnom dogadaju ω ∈ Ω pridruzˇuju realnu, simetricˇnu matricu. Za
svaki ω ∈ Ω neka su λ1ω ≤ · · · ≤ λNω (realne) svojstvene vrijednosti matrice XN(ω), islistane
onoliko puta kolika im je kratnost.
14
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Lema 2.1.2. Neka je XN Wignerova matrica. Tada su funkcije λ1, . . . , λN : Ω → R defini-
rane s λi(ω) B λiω za svaki ω ∈ Ω i za svaki i = 1, . . . ,N slucˇajne varijable na Ω. Ovako
definirane slucˇajne varijable zovemo svojstvene vrijednosti Wignerove matrice.
Dokaz. Iz cˇinjenice da su svojstvene vrijednosti simetricˇne realne matrice neprekidne funk-
cije njezinih elemenata, kao sˇto je pokazano u poglavlju 1.5, slijedi da su λi : Ω → R
Borel-izmjerive funkcije, tj. slucˇajne varijable na Ω. 
2.2 Wignerov teorem
U narednim odjeljcima pretpostavljamo da je (Ω,F ,P) vjerojatnosni prostor te XN Wigne-
rova slucˇajna matrica na tom vjerojatnosnom prostoru.
Nadalje, neka je LN slucˇajna mjera na Ω definirana s:
LN B
1
N
N∑
i=1
δλi ,
gdje su λ1, ..., λN svojstvene vrijednosti slucˇajne matrice XN .
Iz leme 1.3.3 slijedi da je integral u odnosu na LN slucˇajna varijabla; to je naprosto line-
arna kombinacija slucˇajnih varijabli dobivenih kao integrali obzirom na slucˇajne Diracove
mjere. Preciznije, za proizvoljnu neprekidnu, ogranicˇenu funkciju f je
∫
R
f dLN slucˇajna
varijabla. Sˇtovisˇe, za nju vrijedi: ∫
R
f dLN =
1
N
N∑
i=1
f (λi).
Sljedec´i teorem je centralni dio ovog rada. Radi se o jednom klasicˇnom rezultatu iz
podrucˇja teorije slucˇajnih matrica. Ime je dobio po madarskom fizicˇaru i matematicˇaru
Eugeneu Wigneru, jednom od zacˇetnika teorije slucˇajnih matrica. Wigner je, kao i brojni
fizicˇari iz njegovog vremena poput Alberta Einsteina i Richarda Feynmana, radio na pro-
jektu Manhattan (razvoj atomske bombe). On je pomoc´u teorije slucˇajnih matrica razvijao
modele jezgara tesˇkih atoma.
Dalje c´emo s Cb(R) oznacˇavati prostor ogranicˇenih neprekidnih funcija s R u R.
Teorem 2.2.1. (Wignerov teorem za slucˇajne matrice) Neka je (XN) niz Wignerovih slucˇajnih
matrica i (LN) niz pripadnih slucˇajnih mjera definiranih s LN B 1N
∑N
i=1 δλi . Tada (LN) ko-
nvergira slabo po vjerojatnosti prema polukruzˇnoj razdiobi. Drugim rijecˇima:
(∀ f ∈ Cb(R))(∀ > 0) lim
N→∞P
(∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣ > ) = 0,
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gdje je σ polukruzˇna razdioba, kao vjerojatnosna mjera na (R,B(R)), cˇija je funkcija
gustoc´e dana u 1.2.1.
Dokaz teorema provest c´e se kombinatornim tehnikama, u nekoliko koraka. Sam Wig-
ner je dokazao teorem na slicˇan nacˇin u radu [9], a mi c´emo dokaz prilagoditi prema [1] i
[3]. Nesˇto manje elementarne (ali krac´e) dokaze cˇitatelj mozˇe nac´i u knjizi [6].
2.3 Dokaz Wignerovog teorema
U prvom dijelu dokaza, uspostavit c´emo vezu izmedu integrala potencija (tj. polinoma) u
odnosu na LN i integrala u odnosu na σ.
Propozicija 2.3.1. Za svaki k ∈ N vrijedi:
lim
N→∞E
[ ∫
R
xkdLN(x)
]
=
∫
R
xkdσ(x).
Dokaz. Primijetimo prvo da iz propozicije 1.2.2 slijedi:∫
R
xkdσ(x) =
0 za k neparan,C k
2
za k paran.
S druge strane, imamo: ∫
R
xkdLN(x) =
1
N
N∑
i=1
(λi)k.
Takoder, iz linearne algebre se u teoriju slucˇajnih matrica prenosi da je trag simetricˇne
matrice jednak zbroju njenih svojstvenih vrijednosti. Osim toga, znamo da za svaku si-
metricˇnu matricu S postoji njoj slicˇna matrica koja je dijagonalna, tj. postoje regularna
matrica X i dijagonalna matrica A takve da vrijedi S = X−1AX. Nadalje, matrica A na
dijagonali ima svojstvene vrijednosti matrice S . Sada vidimo da se potenciranjem matrice
S k = X−1AkX njen trag dobije kao suma potencija njenih svojstvenih vrijednosti:
tr(S k) = tr(X−1AkX)
= tr(AkXX−1)
= tr(Ak).
Dakle, vrijedi sljedec´a relacija:∫
R
xkdLN(x) =
1
N
trXkN ,
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iz koje slijedi:
E
[ ∫
R
xkdLN(x)
]
=
1
N
E[trXkN]
=
1
N
N∑
i1,...,ik=1
E[XN(i1, i2)XN(i2, i3) · · · XN(ik−1, ik)XN(ik, i1)], (2.1)
gdje XkN(i, j) oznacˇava (i, j)-ti element matrice X
k
N .
Primijetimo da c´e sumandi E[XN(i1, i2) · · · XN(ik, i1)] biti jednaki 0, osim ukoliko se
svaki od parova indeksa pojavljuje barem dva puta. Naime, pretpostavili smo da su ele-
menti matrice XN nezavisne slucˇajne varijable s ocˇekivanjem 0. Dakle, ako se neka slucˇajna
varijabla XN(i, j), za neke i, j ∈ {1, ...,N}, u sumandu pojavljuje samo jedanput, ukupno
ocˇekivanje sumanda bit c´e jednako 0.
Dalje razmatramo samo sumande koji su razlicˇiti od 0. Vidimo da svaki takav sumand
ima najvisˇe k2 razlicˇitih parova indeksa. Zbog simetricˇnosti matrice XN , smatramo da su
parovi indeksa (i, j) i ( j, i) jednaki jer nam daju iste elemente matrice XN . U slucˇaju kada
je k neparan, imamo najvisˇe k−12 razlicˇitih parova indeksa.
Promotrimo nizove indeksa i = i1i2 · · · iki1 duljine k + 1 za i j ∈ {1, ..., n}. Postoji
bijektivna korespondencija izmedu ovakvih nizova indeksa i sumanada u gornjem izrazu
(2.1). Ovakve nizove mozˇemo shvatiti i kao zatvorene puteve na skupu vrhova {i1, ..., ik},
gdje bridove predstavljaju parovi indeksa i ji j+1.
U slucˇaju da je k paran za k2 razlicˇitih bridova imamo najvisˇe
k
2 + 1 razlicˇitih vrhova
i1, ..., ik, odnosno u slucˇaju kada je k neparan za k−12 razlicˇitih bridova imamo najvisˇe
k−1
2 +1
razlicˇitih vrhova. Ako za neki niz imamo manje bridova nego je najvisˇe moguc´e, imamo
i manje razlicˇitih vrhova nego je to najvisˇe moguc´e. Definiramo tezˇinu t niza i kao broj
razlicˇitih vrhova i1, ..., ik. Za dva niza i i i′ kazˇemo da su ekvivalentni ako postoji bijekcija
na skupu {1, 2, ...,N} takva da svaki i j preslikava u i′j, te takvi nizovi imaju jednake tezˇine.
Pokazˇimo sada da sumandi u (2.1), za koje pripadni nizovi imaju tezˇine t < k2 + 1,
tezˇe prema 0 kada N → ∞. Neka je i = i1i2 · · · ıki1 niz indeksa tezˇine t < k2 + 1. On
ima N(N − 1) · · · (N − t + 1) ≤ N t ekvivalentnih nizova. Nizovi ove klase ekvivalencije c´e
u (2.1) sudjelovati s O( 1N 1√Nk ), zbog Ho¨lderove nejednakosti i pretpostavke da su svi k-ti
momenti elemenata matrice XN konacˇni. Dakle, svi sumandi za koje su pripadni nizovi
tezˇine t < k2 + 1 ukupno sudjeluju u izrazu (2.1) s O(N t−
k
2−1)→ 0 za N → ∞.
Dosad je pokazano da c´e u izrazu (2.1), kada pustimo limes N → ∞, ostati samo
sumandi za koje pripadni niz indeksa ima tezˇinu t = k2 + 1. Sˇtovisˇe, pokazano je da c´e, u
slucˇaju da je k neparan, sumandi tezˇiti u 0 kada N → ∞. Time je zapravo dokazano:
lim
N→∞E
[ ∫
R
xkdLN
]
= 0
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za sve neparne k ∈ N.
Za parne k ∈ N kada pustimo N → ∞, ostat c´e nam samo sumandi za koje pripadni
niz indeksa i = i1i2 · · · iki1 ima k2 razlicˇitih bridova i k2 + 1 razlicˇitih vrhova. Takve nizove
mozˇemo promatrati i kao zatvorene puteve na stablu s vrhovima iz {i1, ..., ik}. Preciznije,
ti putevi prolaze svakim bridom tocˇno dvaput, po jednom u svakom smjeru. Napomenimo
odmah da zbog uvjeta da imamo k2 razlicˇitih bridova i
k
2+1 razlicˇitih vrhova te da niz pocˇinje
i zavrsˇava u istom vrhu slijedi da nemamo petlji, tj. u izrazu (2.1) nemamo dijagonalnih
elemenata. Slijedi da je svaki preostali sumand:
1
N
E[XN(i1, i2) · · · XN(ik, i1)] = 1N
1√
Nk
= N
−k
2 −1.
Dakle, preostalo nam je prebrojati te puteve i = i1i2 · · · iki1 s tezˇinom k2 +1 i s k2 razlicˇitih
bridova. Za takve puteve definiramo nizove l = l1l2 · · · lk na sljedec´i nacˇin:
l j B

1 j = 1
l j−1 + 1 j , 1 i brid i ji j+1 se pojavljuje prvi puta
l j−1 − 1 j , 1 i brid i ji j+1 se pojavljuje drugi puta
Kao i ranije, bridove smatramo jednakima i u slucˇaju da su vrhovi suprotnog rasporeda.
Npr., za niz i = 132524231 pripadni niz l bio bi 12323210. Primijetimo da takvi nizovi,
osim sˇto pocˇinju s 1, uvijek zavrsˇavaju s 0.
Za puteve kao gore kazˇemo da su ekvivalentni ukoliko imaju jednake nizove l. Svaka
klasa ekvivalencije takvih puteva ima N(N − 1) · · · (N − t + 1) elemenata sˇto je asimptotski
jednako broju N t = N
k
2 +1 kada N → ∞. Pritom kazˇemo da su (AN) i (BN) asimptotski
jednaki ako vrijedi lim
N→∞
AN
BN
= 1. Iz toga proizlazi:
lim
N→∞E
[ ∫
R
xkdLN(x)
]
= broj razlicˇitih nizova l duljine k.
Neka Bk predstavlja broj gore opisanih nizova duljine 2k i neka je l jedan takav niz.
Neka je j prvo mjesto u tom nizu u kojem se pojavljuje 0. Naravno, 0 se mozˇe pojavljivati
samo na parnim indeksima, tj. 2, 4, 6, ..., 2k − 2, 2k, tako da j mozˇemo zamijeniti s 2m
gdje m poprima vrijednosti iz {1, 2, ..., k}. Pomoc´u te 0 mozˇemo dobiti 2 podniza: l1l2 · · · l j
duljine 2m i l j+1l j+2 · · · l2k duljine 2k − 2m. Prvi podniz ima 0 samo na posljednjem mjestu,
tako da tom prvom podnizu mozˇemo ukloniti prvi i posljednji element (koji su sigurno 1 i
0) te ostale elemente podniza smanjimo za −1. Tako smo dobili novi podniz duljine 2m−2 i
postoji bijektivna korespondencija izmedu takvih nizova duljine 2m−2 i podnizova duljine
2m dobivenih na gornji nacˇin. Slijedi da Bk zadovoljava rekurziju Bk =
∑k
m=1 Bm−1Bk−m.
Konacˇno, preostaje iskoristiti lemu 1.1.1 kako bismo zakljucˇili Bk = Ck.

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Sljedec´a propozicija je druga i posljednja pomoc´na tvrdnja u dokazu Wignerovog te-
orema 2.2.1.
Propozicija 2.3.2. Za svaki k ∈ N i za svaki  > 0 vrijedi:
lim
N→∞P
(∣∣∣∣ ∫
R
xkdLN(x) − E
[ ∫
R
xkdLN(x)
]∣∣∣∣ > ) = 0.
Dokaz. Iz Cˇebisˇevljeve nejednakosti proizlazi:
0 ≤ P
(∣∣∣∣ ∫
R
xkdLN(x) − E
[ ∫
R
xkdLN(x)
]∣∣∣∣ > )
≤
Var
( ∫
R
xkdLN(x)
)
2
=
1
2
(
E
[( ∫
R
xkdLN(x)
)2] − (E[ ∫
R
xkdLN(x)
])2)
,
tako da je po teoremu o sendvicˇu dovoljno pokazati:
lim
N→∞
(
E
[( ∫
R
xkdLN(x)
)2] − (E[ ∫
R
xkdLN(x)
])2)
= 0.
U prethodnoj smo propoziciji pokazali:∫
R
xkdLN(x) =
1
N
trXkN ,
iz cˇega dobijemo:
E
[( ∫
R
xkdLN(x)
)2]
=
1
N2
E
[
(trXkN)
2
]
=
1
N2
E
[( N∑
i1,...,ik=1
XN(i1, i2)XN(i2, i3) · · · XN(ik−1, ik)XN(ik, i1)
)2]
=
1
N2
E
[ N∑
i1,...,ik=1
i′1,...,i
′
k=1
XN(i1, i2) · · · XN(ik, i1)XN(i′1, i′2) · · · XN(i′k, i′1)
]
=
1
N2
N∑
i1,...,ik=1
i′1,...,i
′
k=1
E
[
XN(i1, i2) · · · XN(ik, i1)XN(i′1, i′2) · · · XN(i′k, i′1)
]
,
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a tako dobijemo i:(
E
[ ∫
R
xkdLN(x)
])2
=
1
N2
(
E
[
trXkN
])2
=
1
N2
( N∑
i1,...,ik=1
E
[
XN(i1, i2)XN(i2, i3) · · · XN(ik−1, ik)XN(ik, i1)
])2
=
1
N2
N∑
i1,...,ik=1
i′1,...,i
′
k=1
E
[
XN(i1, i2) · · · XN(ik, i1)
]
E
[
XN(i′1, i
′
2) · · · XN(i′k, i′1)
]
.
Uvedimo nove oznake radi kompaktnijeg zapisa:
i = (i1, i2, ..., ik),
i′ = (i′1, i
′
2, ..., i
′
k),
XN(i) = XN(i1, i2) · · · XN(ik, i1),
XN(i′) = XN(i′1, i
′
2) · · · XN(i′k, i′1).
Dakle, od sada nadalje razmatramo izraz:
1
N2
∑
i,i′
(
E
[
XN(i)XN(i′)
]
− E
[
XN(i)
]
E
[
XN(i′)
])
. (2.2)
Slicˇno kao u prethodnoj propoziciji, gledamo nizove indeksa i = (i1, i2, ..., ik), i′ =
(i′1, i
′
2, ..., i
′
k) i interpretiramo ih kao grafove sa skupom vrhova V ∪ V ′ = {i1, i2, ..., ik} ∪{i′1, i′2, ..., i′k} i skupom bridova E∪E′ = {i1i2, ..., iki1}∪{i′1i′2, ..., i′ki′1}. Za razliku od prethodne
propozicije, u ovom slucˇaju nasˇ graf nije nuzˇno povezan. Definiramo tezˇinu para nizova
indeksa s t(i, i′) = |V∪V ′|. Osim toga, za dva para nizova indeksa (i, i′) i ( j, j′) kazˇemo da su
ekvivalentni ako postoji bijekcija na skupu indeksa {1, 2, ...,N} takva da svaki odgovarajuc´i
indeks nizova i i i′ preslikava u odgovarajuc´i indeks nizova j i j′. Ekvivalentni parovi imaju
jednake tezˇine i daju nam jednake sumande u izrazu (2.2).
U kojem slucˇaju c´e nam sumandi u izrazu (2.2) biti jednaki 0? Zbog pretpostavke o
nezavisnosti slucˇajnih varijabli slucˇajne matrice XN te pretpostavke da su ocˇekivanja tih
slucˇajnih varijabli 0, slijedi da c´e sumandi biti jednaki 0 ukoliko se neki brid za par nizova
indeksa (i, i′) u sumandu pojavljuje samo jednom. Takoder, sumand c´e biti jednak 0 ukoliko
za par nizova indeksa (i, i′) skupovi bridova E i E′ nemaju zajednicˇkih bridova — tada zbog
nezavisnosti slijedi E
[
XN(i)XN(i′)
]
= E
[
XN(i)
]
E
[
XN(i′)
]
.
Sada promatramo samo sumande razlicˇite od 0. Neka je (i, i′) par nizova indeksa za
koje je tezˇina t ≤ k + 1. Postoji N(N − 1) · · · (N − t − 1) ≤ Nk+1 takvih ekvivalentnih
parova. Nadalje, zbog pretpostavke da slucˇajne varijable koje su elementi slucˇajne matrice
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XN imaju konacˇne momente, svaki takav par indeksa u izrazu (2.2) sudjeluje s O( 1Nk+2 ).
Dakle, svi sumandi zajedno svake klase ekvivalencije s tezˇinama t ≤ k + 1 c´e konvergirati
prema 0 kada N → ∞.
Sada gledamo sumande za koje pripadni par nizova indeksa ima tezˇinu t ≥ k + 2. Kao
i ranije, svaka klasa ekvivalencije parova nizova indeksa tezˇine t ima O(N t) elemenata. Iz
toga proizlazi da c´e sumandi izraza (2.2) pridonositi ukupnoj sumi s barem O(1). Zbog
toga, kako bi cijeli izraz (2.2) konvergirao u 0 za N → ∞, moramo pokazati da su svi
sumandi s tezˇinama t ≥ k + 2 jednaki 0.
Ranije smo vec´ spomenuli kako je nuzˇan uvjet da sumand bude razlicˇit od 0 da skupovi
bridova E i E′ imaju barem jedan zajednicˇki brid, tj. graf mora biti povezan. Takoder, svaki
par indeksa se u izrazu (2.2) mora pojaviti barem dvaput (pri cˇemu parove indeksa i ji j+1 i
i j+1i j smatramo jednakima jer nam daju jednake elemente matrice XN zbog simetricˇnosti).
Iz toga slijedi da za sumand razlicˇit od 0 nuzˇno vrijedi da predstavlja povezan graf s najvisˇe
k bridova. Medutim, takav graf ima najvisˇe k+1 razlicˇitih vrhova, dakle sumandi s tezˇinama
t ≥ k + 2 su jednaki 0. 
U dokazu propozicije, usput smo pokazali i sljedec´u lemu.
Lema 2.3.3. Za svaki k ∈ N postoji C ≥ 0 (ne ovisi o N) takav da vrijedi:∣∣∣∣∣∣E[(
∫
R
xkdLN(x)
)2] − (E[ ∫
R
xkdLN(x)
])2∣∣∣∣∣∣ ≤ CN2 (2.3)
za dovoljno velike N.
Slijedi dokaz Wignerovog teorema 2.2.1 korisˇtenjem propozicija 2.3.1 i 2.3.2.
Dokaz. Iz Markovljeve nejednakosti dobijemo za svaki  > 0 vrijedi:
0 ≤ P
( ∫
R
|xk|1|x|>5dLN(x) > 
)
≤ 1

E
[ ∫
R
|xk|1|x|>5dLN(x)
]
≤ 1

E
[ ∫
R
x2k
5k
1|x|>5dLN(x)
]
≤ 1
5k
E
[ ∫
R
x2kdLN(x)
]
N→∞−−−−→
2.3.1
∫
R
x2kdσ(x)
5k
=
Ck
5k
≤ 4
k
5k
,
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gdje smo u posljednjoj nejednakosti iskoristili cˇinjenicu da je Ck ≤ 4k za svaki k ∈ N, a Ck
je, kao i dosad, k-ti Catalanov broj.
Kako P
( ∫
R
|xk|1|x|>5dLN(x) > 
)
raste zajedno s k, a 4
k
5k pada prema 0 kada k → ∞,
nuzˇno slijedi:
lim
N→∞P
( ∫
R
|xk|1|x|>5dLN(x) > 
)
= lim
N→∞
1

E
[ ∫
R
|xk|1|x|>5dLN(x)
]
= 0 (2.4)
za svaki k ∈ N.
Neka su sada f ∈ Cb(R) i  > 0. Iz Weierstrassovog teorema aproksimacije dobijemo
egzistenciju polinoma Q(x) =
∑L
i=0 cix
i za koji vrijedi:
|Q(x) − f (x)| ≤ 
6
, za svaki x ∈ [−5, 5]. (2.5)
Raspisujemo:
0 ≤
∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣
≤
∣∣∣∣ ∫
R
f dLN −
∫
R
f1[−5,5]dLN
∣∣∣∣ + ∣∣∣∣ ∫
R
f1[−5,5]dLN −
∫
R
Q1[−5,5]dLN
∣∣∣∣
+
∣∣∣∣ ∫
R
Q1[−5,5]dLN −
∫
R
QdLN
∣∣∣∣ + ∣∣∣∣ ∫
R
QdLN − E
[ ∫
R
QdLN
]∣∣∣∣
+
∣∣∣∣E[ ∫
R
QdLN
]
−
∫
R
Qdσ
∣∣∣∣ + ∣∣∣∣ ∫
R
Qdσ −
∫
R
f dσ
∣∣∣∣.
Definirajmo sljedec´e izraze:
p1 B P
(∣∣∣∣ ∫
R
f dLN −
∫
R
f1[−5,5]dLN
∣∣∣∣ > 6),
p2 B P
(∣∣∣∣ ∫
R
f1[−5,5]dLN −
∫
R
Q1[−5,5]dLN
∣∣∣∣ > 6),
p3 B P
(∣∣∣∣ ∫
R
Q1[−5,5]dLN −
∫
R
QdLN
∣∣∣∣ > 6),
p4 B P
(∣∣∣∣ ∫
R
QdLN − E
[ ∫
R
QdLN
]∣∣∣∣ > 6),
p5 B P
(∣∣∣∣E[ ∫
R
QdLN
]
−
∫
R
Qdσ
∣∣∣∣ > 6),
p6 B P
(∣∣∣∣ ∫
R
Qdσ −
∫
R
f dσ
∣∣∣∣ > 6).
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Pomoc´u gore definiranih izraza i raspisa dobili smo:
P
(∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣ > ) ≤ 6∑
j=1
p j.
Pogledajmo sˇto c´e se dogoditi sa svakim od p j kada pustimo N → ∞.
p1 = P
(∣∣∣∣ ∫
R
f1[−5,5]cdLN
∣∣∣∣ > 6)
≤ P
( ∫
R
| f |1[−5,5]cdLN > 6
)
Iz Markovljeve nejednakosti dobivamo dalje:
≤ 6

E
[ ∫
R
| f |1[−5,5]cdLN
]
te koristec´i pretpostavku da je f ∈ CB(R), tj. da postoji M ∈ R takav da je M = sup | f (x)|
konacˇan:
≤ 6M

E
[ ∫
R
1[−5,5]cdLN
]
≤ 6M

E
[ ∫
R
|xk|1[−5,5]cdLN(x)
]
N→∞−−−−→
(2.4)
0
za svaki k ∈ N.
Za p2 raspisujemo:
p2 = P
(∣∣∣∣ ∫
R
(Q − f )1[−5,5]dLN
∣∣∣∣ > 6)
≤ P
( ∫
R
|Q − f |1[−5,5]dLN > 6
)
,
a iskoristimo li (2.5) dobijemo:
≤ P
( ∫
R

6
1[−5,5]dLN >

6
)
= P
(
LN([−5, 5]) > 1
)
= P(∅)
= 0,
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gdje smo u predzadnjoj jednakosti iskoristili cˇinjenicu da za svaki ω ∈ Ω mjera LN(ω)
poprima vrijednosti u [0, 1].
Pogledajmo sˇto dobijemo za p3:
p3 = P
(∣∣∣∣ ∫
R
Q1[−5,5]cdLN
∣∣∣∣ > 6)
≤ P
( ∫
R
∣∣∣∣Q1[−5,5]cdLN ∣∣∣∣ > 6),
a iskoristimo li Markovljevu nejednakost dobili smo:
≤ 6

E
[ ∫
R
|Q|1[−5,5]cdLN
]
≤ 6

L∑
i=0
|ci|E
[ ∫
R
|xi|1[−5,5]cdLN
]
N→∞−−−−→
(2.4)
0,
gdje smo u posljednjoj nejednakosti iskoristili (2.5).
Promotrimo sada p4:
p4 = P
(∣∣∣∣ ∫
R
QdLN − E
[ ∫
R
QdLN
]∣∣∣∣ > 6)
≤
L∑
i=0
P
(
|ci|
∣∣∣∣ ∫
R
xidLN − E
[ ∫
R
xidLN
]∣∣∣∣ > 6)
=
L∑
i=0
P
(∣∣∣∣ ∫
R
xidLN − E
[ ∫
R
xidLN
]∣∣∣∣ > 6|ci|)
N→∞−−−−→
2.3.2
0.
Nadalje, za p5 imamo:
p5 ≤
L∑
i=0
P
(
|ci|
∣∣∣∣E[ ∫
R
xidLN
]
−
∫
R
xidσ
∣∣∣∣ > 6)
≤
L∑
i=0
P
(∣∣∣∣E[ ∫
R
xidLN
]
−
∫
R
xidσ
∣∣∣∣ > 6|ci|)
N→∞−−−−→
2.3.1
L∑
i=0
P(∅)
= 0.
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Konacˇno za p6 vrijedi sljedec´e:
p6 = P
(∣∣∣∣ ∫
R
Qdσ −
∫
R
f dσ
∣∣∣∣ > 6)
≤ P
( ∫
R
|Q − f |1[−5,5]dσ > 6
)
= P(∅)
= 0,
gdje smo iskoristili relaciju:∫
R
|Q − f |1[−5,5]dσ =
∫
R
|Q − f |dσ.
Naime, polukruzˇna razdioba σ je koncentrirana na segmentu [−2, 2] pa pogotovo pri-
druzˇuje mjeru 0 komplementu segmenta [−5, 5]. 
Primijetimo da smo dokazali i visˇe, da tvrdnja teorema ne vrijedi samo za f ∈ Cb(R),
vec´ i ako je funkcija f polinom.
2.4 Wignerov teorem za slucˇajne matrice uz slabije
pretpostavke
Definicija 2.4.1. Neka je Cb(R) skup svih neprekidnih ogranicˇenih funkcija f : R → R.
Definirajmo sljedec´i skup funkcija:
Lip(R) B
{
f ∈ Cb(R) : sup
x∈R
| f (x)| ≤ 1, sup
x,y
| f (x) − f (y)|
|x − y| ≤ 1
}
.
Takve funkcije zovemo Lipschitzove ogranicˇene funkcije.
Napomena 2.4.2. Slaba konvergencija ekvivalentna je konvergenciji u odnosu na Lipsc-
hitzove ogranicˇene funkcije. Za dokaz ove tvrdnje cˇitatelja upuc´ujemo na [1].
Teorem 2.4.3. Neka su XN Wignerove slucˇajne matrice definirane kao u definiciji 2.1.1, ali
umjesto pretpostavke da za svaki k ∈ N vrijedi rk B max(E|Z1,2|k,E|Y1|k) < ∞, pretpostav-
ljamo samo da je r2 < ∞. Tada tvrdnja teorema 2.2.1 i dalje vrijedi.
Dokaz. Neka je C ≥ 0. Za svaki N ∈ N definiramo nove simetricˇne slucˇajne matrice XˆN sa
sljedec´om relacijom:
XˆN(i, j) B XN(i, j)1√N|XN (i, j)|≤C − E
[
XN(i, j)1√N |XN (i, j)|≤C
]
.
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Nadalje, neka su λˆN1 , λˆ
N
2 , . . . , λˆ
N
N (slucˇajne) svojstvene vrijednosti slucˇajne matrice XˆN . Iz
njih definiramo slucˇajnu mjeru LˆN B 1N
∑N
i=1 δλˆNi .
Iz Hoffman-Wielandtovog teorema iz odjeljka 1.5 imamo:
1
N
N∑
i=1
∣∣∣∣λNi − λˆNi ∣∣∣∣2 ≤ 1N tr(XN − XˆN)2.
Neka su i, j ∈ 1, 2, . . . ,N; raspisˇimo sljedec´i izraz:
XN(i, j) − XˆN(i, j) = 1√
N
(√
NXN(i, j) −
√
NXˆN(i, j)
)
=
1√
N
(√
NXN(i, j) − E[
√
NXN(i, j)] −
√
NXˆN(i, j)
)
=
1√
N
(√
NXN(i, j)1√N|XN (i, j)|≥C − E[
√
NXN(i, j)1√N |XN (i, j)|≥C]
)
,
gdje smo u drugoj jednakosti iskoristili pretpostavku da za sve i, j ∈ 1, 2, . . . ,N vrijedi
E[
√
NXN(i, j)] = 0, a u posljednjoj jednakosti smo iskoristili definiciju slucˇajne matrice
XˆN i linearnost ocˇekivanja. Odavde dalje dobivamo:
WN B
1
N
tr(XN − XˆN)2
=
1
N2
tr(
√
NXN −
√
NXˆN)2
=
1
N2
N∑
i, j=1
(√
NXN(i, j)1√N|XN (i, j)|≥C − E[
√
NXN(i, j)1√N|XN (i, j)|≥C]
)2
.
Kako smo pretpostavili da r2 < ∞, slijedi da niz brojeva(
E
[
(
√
NXN(i, j))21√N|XN (i, j)|≥C
])
N∈N
konvergira prema 0 kada C → ∞ i to za svake i, j ∈ 1, 2, . . . ,N. Dakle, za svaki  > 0
mozˇemo pronac´i C dovoljno velik da za svaki N ∈ N vrijedi:
P
(
|WN | > 
)
< .
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S druge strane, na dogadaju {|WN | ≤ } te za f ∈ Lip(R) imamo:∣∣∣∣∣∣
∫
R
f dLN −
∫
R
f dLˆN
∣∣∣∣∣∣ = 1N
∣∣∣∣∣∣ N∑
i=1
(
f (λNi ) − f (λˆNi )
)∣∣∣∣∣∣
≤ 1
N
N∑
i=1
∣∣∣∣ f (λNi ) − f (λˆNi )∣∣∣∣
≤ 1
N
N∑
i=1
∣∣∣∣λNi − λˆNi ∣∣∣∣
≤
√
1
N
N∑
i=1
∣∣∣∣λNi − λˆNi ∣∣∣∣2
≤
√
1
N
tr
(
XN − XˆN
)2
≤ √WN
≤ √.
Primijetimo kako na niz slucˇajnih matrica XˆN mozˇemo primijeniti originalan Wignerov
teorem 2.2.1. Zajedno s napomenom 2.4.2, slijedi tvrdnja teorema. 
2.5 Wignerov teorem za slucˇajne matrice –
konvergencija gotovo sigurno
U ovom odjeljku dajemo josˇ jacˇu tvrdnju Wignerovog teorema. Naime, teorem 2.2.1 govori
kako niz slucˇajnih mjera LN konvergira slabo po vjerojatnosti prema polukruzˇnoj razdiobi.
Medutim, vrijedi i jacˇa tvrdnja – niz slucˇajnih mjera konvergira slabo gotovo sigurno prema
polukruzˇnoj razdiobi.
Prije nego krenemo na dokaz gore navedene tvrdnje, prisjetimo se jednog klasicˇnog
rezultata opc´e teorije vjerojatnosti.
Lema 2.5.1 (Borel–Cantellijeva lema). Neka je E1, E2, . . . niz dogadaja u vjerojatnosnom
prostoru (Ω,F ,P). Ako je suma vjerojatnosti tih dogadaja konacˇna, tj. ako vrijedi:
∞∑
n=1
P(En) < ∞,
tada vrijedi:
P
(
lim sup
n→∞
En
)
= 0.
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Dokaz. Za dokaz leme upuc´ujemo cˇitatelja na [5]. 
Korolar 2.5.2. Niz slucˇajnih mjera LN konvergira slabo gotovo sigurno prema polukruzˇnoj
razdiobi σ.
Dokaz. Pokazˇimo najprije da se tvrdnja propozicije 2.3.2 mozˇe prosˇiriti na konvergenciju
gotovo sigurno, tj. da za svaki k ∈ N vrijedi:
P
(
lim
N→∞
∣∣∣∣ ∫
R
xkdLN(x) − E[ ∫
R
xkdLN(x)
]∣∣∣∣ = 0) = 1,
tj. za svaki  > 0 vrijedi:
P
(
lim sup
N→∞
∣∣∣∣ ∫
R
xkdLN(x) − E[ ∫
R
xkdLN(x)
]∣∣∣∣ < ) = 1, (2.6)
Radi kompaktnijeg zapisa uvedimo sljedec´u oznaku:
XkN B
∫
R
xkdLN(x).
Raspisˇimo sljedec´i izraz:
∞∑
N=1
P
(∣∣∣XkN − E[XkN]∣∣∣ ≥ ) ≤ 12
∞∑
N=1
E
[(
XkN − E[XkN]
)2]
=
1
2
∞∑
N=1
(
E
[
(XkN)
2] − (E[XkN])2)
≤ C1 + 1
2
∞∑
N=1
C
N2
= C1 +
1
2
Cpi2
6
< ∞,
gdje smo u prvoj nejednakosti koristili Markovljevu nejednakost, u drugoj nejednakosti
smo iskoristili lemu 2.3.3, gdje je C1 > 0 dovoljno velika konstanta, posˇto lema 2.3.3
vrijedi tek za dovoljno velike N.
Sada iz Borel–Cantellijeve leme 2.5.1 slijedi:
P
(
lim sup
N→∞
∣∣∣XkN − E[XkN]∣∣∣ ≥ ) = 0,
sˇto je ekvivalentno s (2.6).
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Zˇelimo dokazati da za svaku f ∈ Cb(R) vrijedi:
P
(
lim
N→∞
∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣ = 0) = 1,
tj. za svaki  > 0 vrijedi:
P
(
lim sup
N→∞
∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣ < ) = 1, (2.7)
Uvedimo sljedec´e oznake:
XN B
∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣,
X1N B
∣∣∣∣ ∫
R
f dLN −
∫
R
f1[−N,N]dLN
∣∣∣∣ = ∣∣∣∣ ∫
R
f1[−N,N]cdLN
∣∣∣∣,
X2N B
∣∣∣∣ ∫
R
f1[−N,N]dLN −
∫
R
QN1[−N,N]dLN
∣∣∣∣ = ∣∣∣∣ ∫
R
( f − QN)1[−N,N]dLN
∣∣∣∣,
X3N B
∣∣∣∣ ∫
R
QN1[−N,N]dLN −
∫
R
QNdLN
∣∣∣∣ = ∣∣∣∣ ∫
R
QN1[−N,N]cdLN
∣∣∣∣,
X4N B
∣∣∣∣ ∫
R
QNdLN − E
[ ∫
R
QNdLN
]∣∣∣∣,
X5N B
∣∣∣∣E[ ∫
R
QNdLN
]
−
∫
R
QNdσ
∣∣∣∣,
X6N B
∣∣∣∣ ∫
R
QNdσ −
∫
R
f dσ
∣∣∣∣ = ∣∣∣∣ ∫
R
(QN − f )dσ
∣∣∣∣ = ∣∣∣∣ ∫
R
(QN − f )1[−2,2]dσ
∣∣∣∣,
gdje je QN polinom iz Weierstrassovog teorema aproksimacije za funkciju f i segment
[−N,N]. Za svaki N ∈ N vrijedi:
XN ≤ X1N + X2N + X3N + X4N + X5N + X6N . (2.8)
Za nizove slucˇajnih varijabli (X1N)N∈N i (X
3
N)N∈N jasno vidimo kako gotovo sigurno ko-
nvergiraju prema degeneriranoj slucˇajnoj varijabli 0. Nadalje, zbog nacˇina na koji smo
odabrali polinom QN , niz slucˇajnih varijabli (X2N)N∈N takoder konvergira gotovo sigurno
prema 0. Slicˇno zakljucˇujemo i za niz brojeva (X6N)N∈N, tj. za svaki N ≥ 2 i za svaki
 > 0 vrijedi X6N ≤
∣∣∣∣ ∫R(QN − f )1[−N,N]dσ∣∣∣∣ < . Iz (2.6) slijedi kako za svaki  > 0 vrijedi
P
(
lim sup
N→∞
X4N ≥ 
)
= 0. Konacˇno, iz propozicije 2.3.1 imamo lim
N→∞ X
5
N = 0.
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Iz (2.8) sada imamo za svaki  > 0:
P
(
lim sup
N→∞
∣∣∣∣ ∫
R
f dLN −
∫
R
f dσ
∣∣∣∣ ≥ )
= P
(
lim sup
N→∞
XN ≥ 
)
≤ P
(
lim sup
N→∞
( 6∑
i=1
XiN
)
≥ 
)
≤ P
( 6∑
i=1
lim sup
N→∞
XiN ≥ 
)
≤
6∑
i=1
P
(
lim sup
N→∞
XiN ≥

6
)
= 0,
odakle slijedi (2.7). 
2.6 Jedna posljedica Wignerovog teorema
Za kraj ovog poglavlja pokazˇimo jednu jednostavnu posljedicu Wignerovog teorema. Pri-
sjetimo se prvo definicije slucˇajne mjere LN: za svaki ω ∈ Ω definirano je LN(ω) : B(R)→
[0, 1]. Neka su a, b ∈ R, a < b. Sada je:
LN(ω)((a, b]) =
∫
R
1(a,b]dLN(ω)
=
1
N
N∑
i=1
1(a,b]dδλNi (ω)
=
1
N
card
{
i ∈ {1, ...,N} : λNi (ω) ∈ (a, b]
}
,
iz cˇega dalje slijedi:
LN((a, b]) =
1
N
card
{
i ∈ {1, ...,N} : λNi ∈ (a, b]
}
,
tj. LN((a, b]) je slucˇajna varijabla cˇije vrijednosti su udio λNi koje upadaju u interval (a, b].
Korolar 2.6.1. Za svake a, b ∈ R takve da je a < b i za svaki  > 0 vrijedi:
lim
N→∞P
({
ω ∈ Ω :
∣∣∣∣LN(ω)((a, b]) − σ((a, b])∣∣∣∣ > }) = 0.
POGLAVLJE 2. WIGNEROV TEOREM ZA SLUCˇAJNE MATRICE 31
Dokaz. Neka su a, b ∈ R, a < b, neka je  > 0 te neka su f , g ∈ Cb(R) takve da je:
0 ≤ g ≤ 1(a,b] ≤ h ≤ 1 (2.9)
i takve da vrijedi:
0 ≤
∫
R
hdσ −
∫
R
gdσ ≤ 
3
. (2.10)
Iz (2.9) dobijemo dvije relacije:∫
R
gdLN ≤
∫
R
1(a,b]dLN = LN((a, b]) ≤
∫
R
hdLN
i ∫
R
gdσ ≤ σ((a, b]) ≤
∫
R
hdσ.
Sada imamo:
DN B
∣∣∣∣LN((a, b]) − σ((a, b])∣∣∣∣
≤ max
{∣∣∣ ∫
R
gdLN − σ((a, b])
∣∣∣∣, ∣∣∣∣ ∫
R
hdLN − σ((a, b])
∣∣∣}
≤
∣∣∣∣ ∫
R
gdLN − σ((a, b])
∣∣∣∣ + ∣∣∣∣ ∫
R
hdLN − σ((a, b])
∣∣∣∣
≤
∣∣∣∣ ∫
R
gdLN −
∫
R
gdσ
∣∣∣∣ + ∣∣∣∣ ∫
R
gdσ − σ((a, b])
∣∣∣∣+
+
∣∣∣∣ ∫
R
hdLN −
∫
R
hdσ
∣∣∣∣ + ∣∣∣∣ ∫
R
hdσ − σ((a, b])
∣∣∣∣.
Kako je: ∣∣∣∣ ∫
R
gdσ − σ((a, b])
∣∣∣∣ = σ((a, b]) − ∫
R
gdσ
i ∣∣∣∣ ∫
R
hdσ − σ((a, b])
∣∣∣∣ = ∫
R
hdσ − σ((a, b]),
slijedi
DN ≤
∣∣∣∣ ∫
R
gdLN −
∫
R
gdσ
∣∣∣∣ + ∣∣∣∣ ∫
R
hdLN −
∫
R
hdσ
∣∣∣∣ + ( ∫
R
hdσ −
∫
R
gdσ
)
.
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Dakle, dobili smo:
0 ≤ P(DN > )
≤ P
(∣∣∣∣ ∫
R
gdLN −
∫
R
gdσ
∣∣∣∣ > 3)
+ P
(∣∣∣∣ ∫
R
hdLN −
∫
R
hdσ
∣∣∣∣ > 3)
+ P
( ∫
R
hdσ −
∫
R
gdσ >

3
)
N→∞−−−−→ 0.
Naime, po Wignerovom teoremu prva dva pribrojnika konvergiraju u 0, dok je trec´i upravo
jednak 0. Time je zavrsˇen dokaz korolara. 
Lijepa interpretacija korolara 2.6.1 je da se svojstvene vrijednosti Wignerove slucˇajne
matrice rasporeduju upravo prema polukruzˇnoj razdiobi σ. To c´emo simulirati i ilustrirati
u iduc´em poglavlju.
Poglavlje 3
Simulacija distribucije svojstvenih
vrijednosti Wignerove slucˇajne matrice
Posljednji korolar prethodnog poglavlja daje nam teorijsku podlogu za kratku racˇunalnu si-
mulaciju Wignerovih slucˇajnih matrica i njihovih svojstvenih vrijednosti. Jednom izracˇunate
svojstvene vrijednosti prikazat c´emo u histogramu kako bismo dobili ideju o distribuciji tih
svojstvenih vrijednosti.
Sljedec´i kod napisan je u programskom jeziku R1, open source okruzˇenju za racˇunarsku
statistiku.
g e n e r a t e r a n d o m m a t r i x <− f u n c t i o n ( d imens ion ) {
r a n d o m m a t r i x = m a t r i x ( rnorm ( d imens ion ∗ dimens ion ,
mean = 0 ,
sd = 1 / s q r t ( d imens ion ) ) ,
d imens ion )
r a n d o m m a t r i x [ lower . t r i ( r a n d o m m a t r i x ) ] =
t ( r a n d o m m a t r i x ) [ lower . t r i ( r a n d o m m a t r i x ) ]
r e t u r n ( r a n d o m m a t r i x )
}
w i g n e r s e m i c i r c l e x = seq ( from = −2 , t o = 2 , by = 0 . 1 )
w i g n e r s e m i c i r c l e y = ( 1 / ( 2 ∗ p i ) ) ∗
s q r t (4− w i g n e r s e m i c i r c l e x ∗ w i g n e r s e m i c i r c l e x )
w i g n e r s e m i c i r c l e y = c ( r e p ( 0 , 1 0 ) ,
w i g n e r s e m i c i r c l e y ,
r e p ( 0 , 1 0 ) )
1The R Project for Statistical Computing [7]
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m a t r i x 1 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 )
m a t r i x 2 5 0 = g e n e r a t e r a n d o m m a t r i x ( 2 5 0 )
m a t r i x 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 5 0 0 )
m a t r i x 7 5 0 = g e n e r a t e r a n d o m m a t r i x ( 7 5 0 )
m a t r i x 1 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 0 )
m a t r i x 2 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 2 5 0 0 )
m a t r i x 5 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 5 0 0 0 )
m a t r i x 7 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 7 5 0 0 )
m a t r i x 1 0 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 0 0 )
e i g e n v a l u e s 1 0 0 = e i g e n ( m a t r i x 1 0 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 2 5 0 = e i g e n ( m a t r i x 2 5 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 5 0 0 = e i g e n ( m a t r i x 5 0 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 7 5 0 = e i g e n ( m a t r i x 7 5 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 1 0 0 0 = e i g e n ( m a t r i x 10 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 2 5 0 0 = e i g e n ( m a t r i x 25 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 5 0 0 0 = e i g e n ( m a t r i x 50 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 7 5 0 0 = e i g e n ( m a t r i x 75 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 1 0 0 0 0 = e i g e n ( ma t r ix 10000 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
h i s t ( e i g e n v a l u e s 1 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 2 5 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
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l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 7 5 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 1 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 2 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 5 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 7 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h = h i s t ( e i g e n v a l u e s 1 0 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
Analizirajmo pojedine dijelove koda:
g e n e r a t e r a n d o m m a t r i x <− f u n c t i o n ( d imens ion ) {
r a n d o m m a t r i x = m a t r i x ( rnorm ( d imens ion ∗ dimens ion ,
mean = 0 ,
sd = 1 / s q r t ( d imens ion ) ) ,
d imens ion )
r a n d o m m a t r i x [ lower . t r i ( r a n d o m m a t r i x ) ] =
t ( r a n d o m m a t r i x ) [ lower . t r i ( r a n d o m m a t r i x ) ]
r e t u r n ( r a n d o m m a t r i x )
}
U ovoj metodi generiramo realnu simetricˇnu matricu dane dimenzije. Prvo generiramo
slucˇajne brojeve iz normalne distribucije, a zatim popunimo matricu s njima. Na kraju, u
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donji trokut matrice prekopiramo brojeve iz gornjeg trokuta, kako bi konacˇna matrica bila
simetricˇna.
w i g n e r s e m i c i r c l e x = seq ( from = −2 , t o = 2 , by = 0 . 1 )
w i g n e r s e m i c i r c l e y = ( 1 / ( 2 ∗ p i ) ) ∗
s q r t (4− w i g n e r s e m i c i r c l e x ∗ w i g n e r s e m i c i r c l e x )
w i g n e r s e m i c i r c l e y = c ( r e p ( 0 , 1 0 ) ,
w i g n e r s e m i c i r c l e y ,
r e p ( 0 , 1 0 ) )
Ovim naredbama smo izracˇunali koordinate grafa funkcije gustoc´e polukruzˇne razdi-
obe. Taj graf c´emo kasnije dodati u histograme svojstvenih vrijednosti generiranih matrica
kako bismo usporedili distribuciju tih svojstvenih vrijednosti s polukruzˇnom razdiobom.
m a t r i x 1 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 )
m a t r i x 2 5 0 = g e n e r a t e r a n d o m m a t r i x ( 2 5 0 )
m a t r i x 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 5 0 0 )
m a t r i x 7 5 0 = g e n e r a t e r a n d o m m a t r i x ( 7 5 0 )
m a t r i x 1 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 0 )
m a t r i x 2 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 2 5 0 0 )
m a t r i x 5 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 5 0 0 0 )
m a t r i x 7 5 0 0 = g e n e r a t e r a n d o m m a t r i x ( 7 5 0 0 )
m a t r i x 1 0 0 0 0 = g e n e r a t e r a n d o m m a t r i x ( 1 0 0 0 0 )
Ovdje su generirane matrice pomoc´u metode s pocˇetka. Generirane matrice su dimen-
zija 100 × 100, 250 × 250, 500 × 500, 750 × 750, 1000 × 1000, 2500 × 2500, 5000 × 5000,
7500 × 7500, 10000 × 10000.
e i g e n v a l u e s 1 0 0 = e i g e n ( m a t r i x 1 0 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 2 5 0 = e i g e n ( m a t r i x 2 5 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 5 0 0 = e i g e n ( m a t r i x 5 0 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 7 5 0 = e i g e n ( m a t r i x 7 5 0 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 1 0 0 0 = e i g e n ( m a t r i x 10 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 2 5 0 0 = e i g e n ( m a t r i x 25 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 5 0 0 0 = e i g e n ( m a t r i x 50 00 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 7 5 0 0 = e i g e n ( m a t r i x 75 00 , symmet r i c = TRUE,
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on ly . v a l u e s = TRUE) $ v a l u e s
e i g e n v a l u e s 1 0 0 0 0 = e i g e n ( ma t r ix 10000 , symmet r i c = TRUE,
on ly . v a l u e s = TRUE) $ v a l u e s
Svojstvene vrijednosti generiranih matrica racˇunamo metodom eigen, koja u nasˇem
slucˇaju prima nekoliko dodatnih parametara. symmetric = TRUE govori metodi kako
je matrica simetricˇna, sˇto omoguc´uje metodi korisˇtenje brzˇeg i efikasnijeg algoritma za
nalazˇenje svojstvenih vrijednosti matrica. only.values = TRUE govori metodi kako je do-
voljno da nam izracˇuna svojstvene vrijednosti matrice, bez racˇunanja svojstvenih vektora,
sˇto takoder znacˇajno ubrzava izvodenje programa.
h i s t ( e i g e n v a l u e s 1 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 2 5 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 7 5 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 1 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 2 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 5 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 7 5 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
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w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
h i s t ( e i g e n v a l u e s 1 0 0 0 0 , f r e q = FALSE , x l im = c ( −3 , 3 ) )
l i n e s ( seq ( from = −3 , t o = 3 , by = 0 . 1 ) ,
w i g n e r s e m i c i r c l e y , c o l =” g r e e n ” , lwd = 4)
Ovim naredbama dobivamo histograme izracˇunatih svojstvenih vrijednosti, zajedno s
grafom funkcije gustoc´e polukruzˇne razdiobe.
Na slikama koje slijede vidimo rezultate programa (razlikuju se sa svakim izvodenjem
zbog slucˇajnog odabira elemenata matrica). Primijetimo kako s rastom dimenzije dobi-
jemo finije histograme, koji sve visˇe poprimaju oblik grafa funckije gustoc´e polukruzˇne
razdiobe. Osim toga, vidimo i kako je moguc´e da neke svojstvene vrijednosti poprime vri-
jednost izvan intervala [−2, 2], ali s rastom dimenzije udio takvih svojstvenih vrijednosti
pada prema 0.
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Sazˇetak
Slucˇajne matrice su koncept iz teorije vjerojatnosti, koji je motiviran numericˇkom linear-
nom algebrom, teorijskom fizikom, teorijom brojeva, matematicˇkom statistikom i josˇ mno-
gim drugim granama matematike i fizike. U ovom radu obraduju se tzv. realne Wignerove
slucˇajne matrice, koje su simetricˇne matrice s medusobno nezavisnim jednako distribuira-
nim elementima na dijagonali i u gornjem trokutu. Ako su λ1 ≤ λ2 ≤ · · · ≤ λN svojstvene
vrijednosti takve matrice, promatraju se slucˇajne vjerojatnosne mjere 1N
∑N
i=1 δλi . Jedan od
najklasicˇnijih rezultata o slucˇajnim matricama je Wignerov teorem, koji govori da niz tak-
vih mjera konvergira slabo po vjerojatnosti kada N → ∞ prema polukruzˇnoj razdiobi, tj.
distribuciji s gustoc´om σ(x) = 12pi
√
4 − x2 za −2 ≤ x ≤ 2. Glavni cilj ovog rada je dati
elementarni dokaz tog vazˇnog teorema.
Summary
Random matrix is a term from probability theory, inspired by numerical linear algrebra,
theoretical physics, number theory, mathematical statistics, and many other fields of mat-
hematics and physics. In this thesis we consider the so-called Wigner random matri-
ces, which are symmetric matrices with independent identically distributed diagonal ele-
ments and independent identically distributed upper triangular elements. Assuming that
λ1 ≤ λ2 ≤ · · · ≤ λN are eigenvalues of such random matrix, we consider a probability me-
asure 1N
∑N
i=1 δλi . Wigner’s semicircle law states that this probability measure converges we-
akly in probability, as N → ∞, to the semicircle distribution with densityσ(x) = 12pi
√
4 − x2
for −2 ≤ x ≤ 2. The main topic of this thesis is an elementary proof of this important the-
orem.
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