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Abstract
On-road, a vehicle experiences unsteady ﬂow conditions due to turbulence in the
natural wind, moving through the unsteady wakes of other road vehicles and travel-
ling through the stationary wakes generated by roadside obstacles. There is increasing
concern about potential differences between steady ﬂow conditions that are typically
used for development and the transient conditions that occur on-road.
This work considers whether steady techniques are able to predict the unsteady
results measured on-road, the impact of this unsteadiness on the noise perceived in
the cabin and whether minor changes made to the geometry of the vehicle could af-
fect this. Both external aerodynamic and acoustic measurements were taken using a
full-size vehicle combined with measurements of the noise inside the cabin. Data col-
lection took place on-road under a range of wind conditions to accurately measure the
response of the vehicle to oncoming ﬂow unsteadiness, with steady-state measure-
ments taking place in full-scale aeroacoustic wind tunnels.
Overall it was demonstrated that, using a variety of temporal and spectral ap-
proaches, steady techniques were able to predict unsteady on-road results well enough
to assess cabin noise by correctly taking into account the varying on-road ﬂow condi-
tions. Aerodynamic admittance values remained less than unity in the sideglass region
of the vehicle, with the exception of the the region nearest the A-pillar. The reducing
unsteady energy at frequencies greater than 10 Hz, combined with the corresponding
roll-off in admittance, implies that unsteady frequencies below 10 Hz affect the vehicle
most, where the response remains quasi-steady.
Quasi-steady cabin noise simulations allowed a subjective assessment of the pre-
dicted unsteady cabin noise, where the impact of cabin noise modulations were quan-
tiﬁed and found to be important to perception. Minor geometry changes affected the
sensitivity of cabin noise to changes in yaw angle, altering modulation and therefore
having an important impact on the unsteady wind noise perceived on-road.
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CHAPTER 1
Introduction and Aims
1.1 Motivation
The relative contribution of the engine, powertrain, wheels and wind in producing the
overall noise heard inside the passenger compartment of a car varies at different vehi-
cle speeds. At higher speeds aerodynamic noise tends to dominate. This is especially
the case in the luxury vehicle sector, where other sound sources tend to be located
away from the passengers and relatively well insulated, as noted by Helfer and Busch
(1992). The generation of wind noise in areas near to the vehicle occupants can lead
to wind noise being a prominent source of noise. The reduction of this interior cabin
noise is desirable, since a decrease in this increases both the level of passenger comfort
inside the vehicle and the perception of the vehicle’s quality. The importance of this
is highlighted in the J. D. Power customer satisfaction rankings, where in both 2005
and 2008 wind noise was the most frequently reported customer complaint through-
out the automotive industry, from Tews (2008). Wind noise can also be signiﬁcant in
road safety, since high levels of noise can lead to driver fatigue and a reduction in
concentration.
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There are increasing amounts of research comparing aerodynamic and aeroacous-
tic data measured both in the wind tunnel and on-road. The motivation being that the
conditions experienced in a wind tunnel have very low turbulence levels and these
tend not to be experienced on the road. There is concern that data obtained in these
steady ﬂow environments do not capture the vehicle’s response to unsteady ﬂuctua-
tions in the inherently turbulent external surroundings.
Figure 1.1 highlights the main topics relevant to this research. This includes: the
ﬁelds of road vehicle aerodynamics, typically assessed in the steady environment of
the wind tunnel; how the vehicle responds to unsteady conditions, both those occur-
ring on-road and simulated; and how these conditions affect the aerodynamic noise
of the vehicle and what impact this has on the vehicle occupants.
This introductory chapter focusses on these three key areas, before concluding with
a summary of how the work presented in this thesis combines and expands these top-
ics.
Road vehicle
aerodynamics
Aeroacoustics and
psychoacoustics
Transient
conditions
THIS RESEARCH
Figure 1.1: Focus of this research
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1.2 Vehicle Aerodynamics
1.2.1 Time-Averaged Flow Field Around a Typical Vehicle
The shape of a passenger car is driven primarily by a combination of styling, ergonomics
and safety, with aerodynamics only part of the overall form considerations. The com-
bination of each of these requirements results in a vehicle being a bluff body rather
than a streamlined body, with a low aspect ratio dictating that the ﬂow structures
formed around the vehicle are strongly three-dimensional. The interaction of these
complex ﬂows from different parts of the vehicle dictate that the aerodynamics of the
entire vehicle must be studied, with two-dimensional approximations generally inap-
propriate.
The ﬂow over the vehicle is dominated by the trailing vortex structures generated
by the slanted A and C-pillars, at the front and rear of the vehicle respectively. Fig-
ure 1.2 shows these structures as formed by a generically shaped vehicle.
C-pillar vortex
A-pillar vortex
A-pillar
C-pillar
Figure 1.2: A and C-pillar vortices, modiﬁed from Hucho (1998)
These separated ﬂow structures are prone to unsteadiness and can lead to low-
frequency unsteady behaviour, affecting the response of the vehicle. This can have
3
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implications for vehicle handling and stability, and as is the focus of this thesis, the
generation and modulation of wind noise particularly in the A-pillar region. Fig-
ure 1.3 shows a highly simpliﬁed representation of the typical ﬂow structures around
the windscreen region.
Figure 1.3: Simpliﬁed ﬂow around the windscreen, modiﬁed from Hucho (1998)
The separated ﬂow region at the base of the windscreen, in the area commonly
known as the cowl, can impact the windscreen and lead to unsteady loading that can
affect wind noise. The windscreen wipers are also in this region and ﬂuctuations in this
separation can interact with the wipers causing ﬂutter. Depending on the cowl geom-
etry, the wipers may be ‘aerodynamically hidden,’ out of the ﬂow and enclosed within
the cowl below the bonnet line or positioned above the bonnet and visible both in the
literal sense and to the oncoming ﬂow. If this is the case, ﬂow structures generated by
the wipers themselves can not only impact on the windscreen, but also interact with
the A-pillar vortex and mirror wake, leading to increased ﬂuctuations and unsteadi-
ness. The size of the separation from the top of the windscreen is dependent on the
angle of the windscreen. This in turn is driven not only by styling, but by passenger
impact safety where a shallower angle is preferred, as well as aerodynamics, where
a shallower angle can reduce drag and frontal lift, Hucho (1998). This region tends
4
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to be less important from a wind noise perspective in the case of a metal roof where
attenuating headlining materials can reduce the impact of such separations, but can
be more signiﬁcant with glass panoramic roofs and sunroofs.
The separated ﬂow structures at the rear of the vehicle have a greater impact on
drag and fuel economy, and less of an impact on wind noise than those structures
at the front of a vehicle, since these are generally further away from a passenger’s
ear. Also as suggested by Cooper (2002), the vehicle handling can be sensitive to the
ﬂow at the rear of the vehicle. In the studies of vehicle aerodynamics, it is common
to divide the various rear-end shapes of a vehicle into three categories: the square-
back, the fast-back and the notch-back. These three shapes are shown in Figure 1.4
with their corresponding separated ﬂow structures, as modiﬁed from Hucho (1998)
and originally developed from work by Ahmed and Baumert (1979).
Figure 1.4: The main ﬂow separations around the three types of car back, modiﬁed
from Hucho (1998)
There are two main types of ﬂow separation and these can be both present in the
wakes behind a vehicle. The ﬁrst form occurs parallel to a line of separation, with
the resulting free vortices forming being generally weak and dissipating through the
turbulent mixing action of the free shear layer. The nature of this separation can gen-
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erally be considered to be quasi-two dimensional. Examples of this include the cowl
and roof separations as shown in Figure 1.3 and the large-scale separation that occurs
at the rear of a square-back vehicle and shown on the leftmost image of Figure 1.4.
The separation here forms at the rear edge of the roof and creates a recirculating wake
of dead water behind the vehicle. The second type of separation is where the oncom-
ing ﬂow interacts with an angled edge and rolls up, forming a conical vortex. Such a
mechanism is exploited to create lift in delta-winged aircraft. It is these separations
that form the vortex structures around the A-pillars, but also from the angled C-pillars
in fast-back and notch-back vehicles.
The sloping rear screen of a fast-back vehicle, as shown in the central image of
Figure 1.4 leads to a very different ﬂow structure than that of the square-back vehicle.
Two large vortices form from the C-pillars, with the resulting low pressure region in
the vortex cores leading to an increased drag penalty over that of the square-back,
contrary to the name of the fast-back. The low pressure over the rear also leads to rear
lift. At the base of the rear screen, quasi two-dimensional separation occurs, similar in
nature to the separations at the top of a rear screen on a square-back. As observed by
Ahmed et al. (1984), with increasing rear screen angle from the horizontal, there is an
initial drag reduction as the base area of the vehicle and thus the size of the separated
wake is reduced. A drag minimum is reached at a critical angle of approximately
15º. As the angle of the rear screen continues to become steeper, the strength of the
trailing vortices increase and with it the negative pressure level, similar to behaviour
observed of a delta wing at incidence. Beyond a critical angle of approximately 30º
these vortices collapse and the behaviour reverts to that of a square back, with the
quasi two-dimensional separation returning to the top of the rear screen.
The behaviour of a notchback vehicle is similar to that of the fast-back in that there
are the same two observable types of ﬂow separations, as shown in the rightmost im-
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age of Figure 1.4. These ﬂow structures are typically more complex, with increased
interaction between the separated ﬂow structures and body geometry than that of the
fast-back. Owing to the different aspect ratio of the inclined rear screen, the strength of
the vortices is generally weaker. Observations by Nouzawa et al. (1992) have shown
that the critical angle in a notch-back vehicle is driven not by the angle of the rear
screen alone, but by the angle made between the top of the rear screen and the edge of
the boot. With the aim of reducing drag by achieving a 15º effective backlight angle,
this has resulted in raising the height of the book deck. This has led to the ‘boxy’ tradi-
tional notch-back design evolving into a design more similar to the fast-back, blurring
the distinctions between the two styles.
1.2.2 Unsteady Flow Structures Around a Vehicle
Unsteadiness in a ﬂow ﬁeld can lead to noise generation, however this unsteadiness is
not solely due to that encountered on-road. Self-excited unsteadiness, such as Kármán
vortex shedding, is unsteadiness that is generated through ﬂow–structure interactions
and this can be important in terms of noise generation and vehicle dynamics. In some
cases, such as described by Blevins (1990), the unsteadiness encountered on-road can
in fact reduce the levels of self-excited unsteadiness by breaking up coherent unsteady
structures. This section focusses on the larger-scale unsteady ﬂow structures associ-
ated more with vehicle dynamics and handling, whereas unsteady structures focussed
more on noise generation are discussed in Section 1.3.4.
Sims-Williams (2001); Sims-Williams et al. (2001) investigated unsteady ﬂow struc-
tures in the wake of real and idealised hatchbacks. It was found that there were strong
similarities between these geometries, indicating that smaller changes in geometry
may have little effect in changing the unsteadiness present in the wakes of vehicles.
The investigation was extended to incorporate CFD, from Sims-Williams and Duncan
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(2002). Further investigations presented by Sims-Williams et al. (2006) focussed on the
formation regions of the trailing C-pillar vortices of a vehicle using an idealised model
in a water tow-tank. In a related study, Howell and Baden Fuller (2010) investigated
the relationship between lift and lateral aerodynamic characteristics and found that
lower lift tended to lead to a lower yawing moment, affecting crosswind stability. The
ﬂow structures causing this were not fully investigated, but were linked to the C-pillar
trailing vortices.
Another ﬂow phenomenon that can be present at the rear of notchback vehicles
is bistable asymmetric ﬂow structures, even though the geometry of a vehicle is it-
self symmetric. Gaylard et al. (2007) investigated this periodic ﬂow asymmetry and
reviewed the ﬁndings of other authors, including Sims-Williams and Hetherington
(2006) and whilst the complex wake structure was assessed, no explanation was de-
termined as to why the wake structure could be strongly asymmetric. It was suggested
that small perturbations were sufﬁcient to cause degeneration of the unstable regions
of the symmetric ﬂow structure, as identiﬁed by Gilhome et al. (2001). Further evi-
dence to suggest this is found in the work of Schröck et al. (2009b), who found that
by increasing the level of turbulence in a model tunnel, the wake of an idealised body
became more symmetric than under smooth ﬂow conditions. Work by Sims-Williams
et al. (2011) continued by investigating the link between notchback geometry and un-
steady wake structures and determined a relationship between notch angle and rear
ﬂow structures. Unsteady CFD calculations allowed both symmetric and asymmetric
structures to be resolved, with the asymmetric structures lost in steady-state calcu-
lations. Another form of bistable unsteadiness was observed by Janssen and Hucho
(1975) where the rear ﬂow structures of a vehicle ﬂipped between those of a square-
back and a fast-back within a critical backlight angle range and separation could occur
at either the top of bottom of the rear windshield.
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1.2.3 Wind Tunnel Testing
1.2.3.1 Flow Conditons
The study of road vehicle aerodynamics has a history beginning at the start of the
twentieth century, shortly after the controlled, heavier-than-air ﬂight pioneers had
begun their investigations in ernest. However, it was not until after the Second World
War that the technique of testing vehicles in the controlled environment of a wind tun-
nel developed. These facilities, originally designed for the aerospace industry, condi-
tioned the ﬂow so that turbulence levels were very low and the ﬂow was homogenous.
As new tunnels were built, these too followed the same principles of low turbulence.
The recommendations by SAE J2071 (1994), that open-throat wind tunnels should have
turbulence intensities no greater than 0.5%, stand as testament to this.
There are a number of reasons why low turbulence wind tunnels have continued to
be used as a tool to design road vehicles that are used in higher turbulence conditions.
Firstly, by having wind tunnels around the world based on similar principles, results
obtained in different wind tunnels should be broadly comparable. It is much easier
to have a consistency in smoothness of ﬂow rather than drawing comparisons with
the added complications of turbulence generation. However in reality, owing to the
wide array of different tunnel designs and sizes, results obtained in different tunnels
are not as comparable as one may assume. Secondly, and perhaps more relevantly, is
that work to fully describe the turbulent conditions experienced by a vehicle on the
road has only recently started to move to the fore. With the emergence of this new
work tunnels have begun to start to incorporate these ﬁndings into technologies that
attempt to simulate on-road unsteadiness, thus making the conditions in the wind tun-
nel more closely resemble those on road. This has culminated in a number of solutions
to simulate this unsteadiness, which are discussed further in Section 1.4.1.
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1.2.3.2 Wind Tunnel Conﬁgurations
There are principally two wind tunnel conﬁgurations. A closed-return tunnel, also
commonly known as a Prandtl or Göttingen type tunnel, named after the pioneer
and location of its original development, drives the air round in a closed circuit. The
open-return tunnel, also known as an Eiffel tunnel after its pioneer, who was one of
Prandtl’s contemporaries, takes air from the surroundings which passes through the
test section before being expelled. There are advantages and disadvantages to both
systems. A Göttingen tunnel’s main beneﬁt is its lower power requirements than an
open-return tunnel, which brings in savings in terms of smaller fans, motors and elec-
tricity. Disadvantages include the larger costs associated with a larger facility incor-
porating a return leg in addition to the larger amount of space taken up by such a
facility. Owing to the recirculation of the air in the tunnel, the temperature in the tun-
nel can rise signiﬁcantly during a long testing session and this can affect clay models
and also aeroacoustic measurements, for example by affecting the compliance of the
door seals. Therefore, some tunnels incorporate a heat exchanger to control the tunnel
conditions, for instance Walter et al. (2002). The advantages of an open-return tunnel
are the converse of the closed tunnel’s disadvantages. An open-return tunnel can take
up less area than a close-return tunnel, and therefore can be more suited to an location
where space is limited, such as Pininfarina, as noted by Hucho (1998). To maximise
the space efﬁciency of a closed-return tunnel, BMW’s current state-of-the-art facility
in Munich comprises two closed-return tunnels, with a smaller tunnel conﬁgured in
a vertical loop, surrounded by another closed-return tunnel in the horizontal plane,
as described by Duell et al. (2010). Two examples of wind tunnel conﬁgurations are
shown in Figure 1.5, with Figure 1.5(a) showing an closed-return conﬁguration whilst
Figure 1.5(b) shows an open-return conﬁguration.
Tunnel test section conﬁgurations also come in a variety of different designs. Per-
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Open-section
Closed-return
(a) Open-section, closed-return
Closed-section Open-return
(b) Closed-section, open-return
Figure 1.5: Examples of tunnel conﬁgurations
haps confusingly the two main conﬁgurations are also known as closed and open.
An open-jet wind tunnel used in automotive testing is not fully open and is best de-
scribed as three-quarters open, since the ﬂoor representing the road closes the lower
surface of the jet. In an open test section, the vehicle under test is immersed in the ﬂow
from the wind tunnel nozzle, in that the ﬂow is allowed to diverge around the vehi-
cle. In reality, the streamlines diverge more than in the free air, as shown by Mercker
and Wiedemann (1996), and therefore the local velocity in the vicinity of the vehicle
is slower than on-road. By contrast, the presence of a vehicle in a closed test section
causes the ﬂow in the vicinity of the vehicle to speed up, owing to the reduction in
ﬂow area and the principles of continuity. This reduction in ﬂow area is described
by a blockage ratio 𝜙 and is the fraction of nozzle area 𝐴𝑁 taken up by the frontal
area of the vehicle 𝐴
f
, such that 𝜙 = 𝐴f
𝐴
N
. As described by Hucho (1998), in addition
to the carry-over of low turbulence tunnels from the aeronautics industry, so was the
requirement for a blockage ratio of 𝜙 = 0.05 in the ﬁrst automotive tunnels. With
frontal areas of vehicles approximately two square metres, this leads to nozzle areas
of𝐴
N
≈ 40 m􏷡 . Later research showed that a larger ratio was acceptable, with𝜙 = 0.10
reasonable with suitable blockage correction, although up to 𝜙 ≈ 0.20 is not uncom-
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mon in smaller wind tunnels. Corrections can be made for these blockage effects,
with an extensive summary of the various wind tunnel interference effects given by
Wickern (2007). In addition, Gleason (2007) assessed blockage effects in closed wall
wind tunnels and found that blockage ratios greater than 5% lead to distortions in ﬂow
ﬁeld which are not readily corrected. Furthermore, Zimmer et al. (2001b) assessed A-
pillar ﬂow structures in a high blockage closed-jet wind tunnel and found results to
be satisfactory, so long as the local velocity in the region of interest is matched to a
comparative condition. However, it is likely that this may not be the case for regions
further downstream which may be more affected by upstream changes. An example
of an open-section wind tunnel is shown in Figure 1.5(a), with Figure 1.5(b) showing
a closed-section conﬁguration.
Open-jet wind tunnels are common for automotive testing for a number of rea-
sons. The primary advantage of an open-jet wind tunnel is that, dependent on the
arrangement of the tunnel, the static pressure in the jet should remain constant and
atmospheric along its length, more accurately replicating on-road conditions. How-
ever, one of the largest drawbacks is the limited useable length, since the width of the
core of the jet decreases rapidly. The jet can also exhibit some unstable modes which
can lead to wind tunnel pulsations. Conversely, the closed-section wind tunnel has a
much longer useable length, although suffers from pressure gradient disadvantages.
A more hybrid approach is the design of a slotted-wall wind tunnel, which attempts
to combine the advantages of the open and closed-jet tunnels by keeping the pressure
in the test section constant whilst constraining the ﬂow and thus increasing the length
of the jet. However, an additional advantage of the open-jet tunnel is the ease of po-
sitioning of out-of-ﬂow measurement apparatus, which can be more difﬁcult with a
slotted or closed-jet wind tunnel.
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1.2.3.3 Coordinate System
The coordinate system used throughout this thesis is shown in Figures 1.7 and 1.6. As
far as practicable, conventions in coordinate system deﬁnition and terminology have
been followed from SAE J 1594:2010 (2010).
In this thesis, the resultant vector of the ﬂow approaching the vehicle is deﬁned
with the symbol 𝒖 or sometimes for increased clarity 𝒖
Res
or 𝒖
Probe
. This is a vector
combination of two other ﬂow vectors: the ﬂow velocity induced by the motion of the
vehicle, deﬁned as 𝒖
Veh
, and the wind velocity as deﬁned with the symbol 𝒖
Wind
. The
velocity 𝒖
Wind
is not solely comprised of the instantaneous prevailing wind conditions
at that particular moment in time and space, but also encapsulates the instantaneous
inﬂuence of other factors, such as the passage through the wakes of stationary roadside
objects and the wakes of other vehicles on the road. A more complete commentary of
these inﬂuences is discussed in Section 1.4.1. Figure 1.6 shows the alignment of 𝒖 in
the absolute reference frame. This frame is aligned with North
􏾧𝑵 and East 􏾦𝑬, which
are deﬁned via the measured instantaneous heading of the vehicle 𝛽. The alignment
of the wind vector 𝒖
Wind
to this coordinate system is given by the wind heading 𝛾.
These vectors are also shown relative to the vehicle reference frame, with the direction
𝜙 describing the direction of the wind vector relative to the vehicle such that 𝜙 = 0º is
a pure head wind and 𝜙 = 180º is a pure tail wind.
Figure 1.7 shows the components of the oncoming resultant ﬂow vector 𝒖 relative
to the vehicle reference frame. The unit vectors 𝒊, 𝒋 and 𝒌 are aligned with the principle
axes of the vehicle, and the corresponding quantities 𝑢𝑥, 𝑢𝑦 and 𝑢𝑧 are the components
of 𝒖 aligned with these axes. The vehicle, and therefore the coordinate system, travels
at 𝑢
Veh
and is by deﬁnition aligned with 𝒊, such that 𝒖
Veh
≡ −𝑢
Veh
𝒊. Angles 𝜓 and 𝛼
describe yaw and pitch respectively of 𝒖 relative to the vehicle reference frame.
13
1. INTRODUCTION AND AIMS
ౘڳ
౗ڪ
स
۔
ा
ढ
۔9HK
۔:LQG
۔:LQG ۔9HKण
Figure 1.6: Wind and resultant ﬂow vectors relative to absolute and vehicle reference
frames
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Figure 1.7: Components of the resultant ﬂow vector relative to vehicle reference frame
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1.2.3.4 Capturing the Time-Averaged Environment
The wind tunnel and on-road testing environments are different, not just from a per-
spective of unsteadiness, but from what can be controlled. On-road, testing tends to
take place at constant vehicle velocity, since this is the most readily controlled parame-
ter. One exception to this is coast-down testing, where the drag of a vehicle is inferred
from its deceleration. Unfortunately, the resultant velocity of the onset ﬂow cannot
be held constant on-road due to the unpredictable nature of the wind environment.
Conversely, in the wind tunnel, resultant velocity along with yaw angle are the two
key degrees-of-freedom that are controlled during a test. These differences can have
implications when comparing results from the two environments in terms of the range
of wind conditions a vehicle experiences.
As stated by Cooper (1991), wind tunnel tests tend to be divided into two cate-
gories: measurements at constant test speed and variable yaw angle; and measure-
ments made at a ﬁxed yaw angle and variable test speed. The latter is used to exam-
ine Reynolds’ number behaviour, whereas the former used to assess how a vehicle
responds to various vehicle speeds and mean wind velocities (both speeds and direc-
tions). A particular mean onset ﬂow speed and yaw angle as set in a wind tunnel can
be generated by a range of different combinations of vehicle speeds and wind veloci-
ties. Figure 1.8 shows an example of the various vector combinations of these driving
conditions, each resulting the same onset ﬂow speed and yaw angle.
Figure 1.8(a) shows the reference condition, with the vehicle yawed at angle 𝜓 as it
would be in a wind tunnel, being subjected to a resultant ﬂow speed of 𝑢 (also known
as 𝑢
Res
). On-road, this condition can be created by a pure crosswind of strength 𝑢
Wind
acting in a perpendicular direction to a vehicle travelling at speed 𝑢
Veh
, as shown by
Figure 1.8(b). This condition corresponds to the minimum wind speed required to pro-
duce a particular yaw angle onto the vehicle. The same resultant ﬂow conditions can
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Figure 1.8: The possible ﬂow regimes for a given ﬂow speed and yaw
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also be created with a wind acting with a component in both a headwind or tailwind
direction, as shown by Figures 1.8(c) and 1.8(d) respectively. Each of these different
resultant conditions is a combination of the various parameters of wind speed 𝑢
Wind
,
wind direction relative to the vehicle 𝜙 and vehicle speed 𝑢
Veh
. The relationship of
these parameters is given by the cosine rule, described by Equation 1.1.
𝑢􏷡
Wind
= 𝑢􏷡
Res
+ 𝑢􏷡
Veh
− 2𝑢
Res
𝑢
Veh
cos 𝜓 (1.1)
A graphical representation of the various wind and vehicle speeds that can com-
bine to give a particular resultant mean ﬂow speed and yaw angle is given by Fig-
ure 1.9. This shows three speciﬁc onset ﬂow conditions of a resultant mean ﬂow speed
of 𝑢 = 130 km h−􏷠 and yaw angles of 𝜓 = 0º, 10º and 20º, describing the range of con-
ditions that can be simulated during a typical set of wind tunnel tests.
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Figure 1.9: The range of vehicle and wind speeds simulated by a wind tunnel test at
130 km h
−􏷠
at various yaw angles
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The minima of each of the family of curves is the minimum wind speed required to
create a speciﬁc yaw angle for a given vehicle velocity. For a wind tunnel test condition
comprising a yaw angle of 20º and a resultant velocity of 130 km h
−􏷠
, the minimum
wind speed to create these driving conditions is approximately 45 km h
−􏷠
, or a Force
6 wind. This same condition may also be generated for a wind of strength 60 km h
−􏷠
(a
Force 8 gale) and a vehicle speed of either 80 or 160 km h
−􏷠
, depending on the direction
of the wind.
Figure 1.10 plots similar curves for resultant ﬂow velocities of 100, 130 and 160 km h
−􏷠
,
each with the region between 0–20º yaw shaded. This shows the range of conditions
possible to be simulated for a for sweep of up to 20º for a given tunnel speed. There-
fore, the combination of the three shaded areas highlight the total range of driving
conditions that can be simulated during the course of a typical wind tunnel test cam-
paign.
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Figure 1.10: The range of vehicle and wind speeds captured by an example wind tun-
nel testing strategy
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The lower-right quadrant of the graph has been highlighted, bounded by vehicle
speeds greater than 100 km h
−􏷠
and wind speeds below 60 km h
−􏷠
. This region serves
as a rudimentary and approximate region where wind noise issues would typically
affect a vehicle. Wind noise starts to dominate at highway speeds which are typically
above 100 km h
−􏷠
. A 60 km h
−􏷠
wind is equivalent to strong gales of Force 8. Although
wind-engineering 50-year-maximum maps of wind speeds over the UK and Europe,
such as those published by Miller (2003) show speeds up to 80 km h
−􏷠
, it can be imag-
ined that at these speeds the driver is more concerned with the handling of the vehicle
rather than aeroacoustic effects.
For this range of typical wind tunnel test conditions, coverage of this area is reason-
ably complete. Therefore this indicates that whilst it would be unfeasible to simulate
every condition that may be experienced on road, a typical wind tunnel test campaign
can adequately cover the majority of mean driving conditions most commonly expe-
rienced by a driver.
1.2.4 Key Remarks on Vehicle Aerodynamics
• Wind noise in the cabin is dominated by separated ﬂow structures on the vehi-
cle sideglass region, primarily due to the A-pillar vortex and wake of the door
mirror.
• Low turbulence wind tunnels are a commonly used tool to assess vehicle aero-
dynamics and aeroacoustics. These conditions can be very different to those
typically experienced on-road.
• The wind environment experienced by a vehicle travelling on-road is a result of
the vector combination of the oncoming ﬂow velocity, induced by the motion of
the vehicle, and the velocity of the external wind.
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1.3 Aeroacoustics
1.3.1 Background
Aeroacoustics is the study of acoustics that are generated either by the interaction of
ﬂuids with solid boundaries or through the turbulent nature of the ﬂow itself. The
study of ‘sound generated aerodynamically’ (which later become known as aeroacous-
tics) was pioneered by Sir James Lighthill in his ﬁrst paper published in 1952. From
his obituary by Pedley (2001), before Lighthill there was no real understanding of how
sound was generated by jet engines, which became an increasing problem during the
1950s as jet-propelled aircraft developed rapidly.
Lighthill’s theory was relatively simple, but had extensive consequences. Suppose
that the sound originates from a bounded region of disturbed air, such as the turbulent
exhaust of a jet engine. If the region surrounding the source is still, then the sound will
propagate according to the classical wave equation. Thus the disturbed region can be
thought of as a source of the sound. This led Lighthill to rearrange the Navier-Stokes
equations of ﬂuid motion in the form of the inhomogeneous wave equation:
𝜕􏷡𝜌
𝜕𝑡􏷡
− 𝑎􏷡∇􏷡𝜌 =
𝜕􏷡𝑇𝑖𝑗
𝜕𝑥𝑖𝜕𝑥𝑗
(1.2)
with the linear wave operator on the left-hand side and a derivative of what became
known as the Lighthill turbulence stress tensor, 𝑇 on the right, deﬁned as:
𝑇𝑖𝑗 = 𝜌𝑣𝑖𝑣𝑗 + 𝑝𝑖𝑗 − 𝑎
􏷡𝜌𝛿𝑖𝑗 (1.3)
where 𝛿𝑖𝑗 is the Kronecker delta. This acoustic analogy led to the result that with only
a small understanding of the nature of the turbulence, a lot could be deduced about
the intensity of the radiated sound. One of the consequences of this work predicted
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that for a subsonic jet engine, the sound intensity scaled with the eighth power of
jet speed, identifying the importance of reducing jet speed to aero-engine designers.
In the second paper of Lighthill (1954) on the subject, a more detailed analysis was
given to subsonic jet turbulence, including the prediction of the frequency spectrum
of the radiated sound. Lighthill’s analogy is revisited in Section 1.3.6 during a discus-
sion of computational aeroacoustics. The various mechanisms for aeroacoustic noise
generation are discussed in Section 1.3.3, after the following section describing the
measurement of sound.
1.3.2 Acoustic Measurement
1.3.2.1 Sound Pressure and Sound Pressure Level
Sound pressure is the local pressure deviation from the ambient pressure due to acous-
tic wave propagation. The SI unit of sound pressure is the pascal (Pa). Owing to the
wide range of hearing sensitivity spanning a number of orders of magnitude, from
approximately 2×10−􏷤 Pa (threshold of hearing) to up to 2×10􏷡 Pa (threshold of pain),
the logarithmic sound pressure level (SPL), 𝐿, is commonly used. This is expressed as
a ratio of the RMS pressure 𝑃
RMS
to the reference pressure of 𝑃
Ref
= 2 × 10−􏷤 Pa and
measured in dB
SPL
, with the deﬁnition given by:
𝐿 = 10 log
⎛
⎜
⎜
⎝
𝑃􏷡
RMS
𝑃􏷡
Ref
⎞
⎟
⎟
⎠
= 20 log
⎛
⎜
⎝
𝑃
RMS
𝑃
Ref
⎞
⎟
⎠
(1.4)
When combining the contributions of multiple sound sources, it should be noted that
since SPL is measured logarithmically, the levels of individual sources do not combine
linearly. For broadband incoherent sources (such as the noise heard inside a vehicle’s
cabin) the sound pressures (not sound pressure levels) sum in a linear fashion. For
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tonal sounds, phase information is important since it can lead to cancellation, but for
broadband noise phase information can be ignored.
By rearranging the deﬁnition of SPL for an individual sound contribution, the
sound pressure as a function of sound pressure level can be determined by:
𝐿𝑖 = 10 log
⎛
⎜
⎝
𝑃𝑖
𝑃
Ref
⎞
⎟
⎠
􏷡
∴
⎛
⎜
⎝
𝑃𝑖
𝑃
Ref
⎞
⎟
⎠
􏷡
= 10􏿵
𝐿𝑖
􏷪􏷩
􏿸
(1.5)
By summing all of the sound pressures of each of the contributing sound sources and
substituting in the deﬁnition of SPL from Equation 1.5, the following summative rule
can be shown:
𝐿􏸼 = 10 log
⎛
⎜
⎜
⎝
𝑃􏷡􏷠 + 𝑃
􏷡
􏷡 +⋯ + 𝑃
􏷡
𝑛
𝑃􏷡
Ref
⎞
⎟
⎟
⎠
= 10 log 􏿶10
􏿵 𝐿􏷪
􏷪􏷩
􏿸 + 10􏿵
𝐿􏷫
􏷪􏷩
􏿸 +⋯ + 10􏿵
𝐿𝑛
􏷪􏷩
􏿸
􏿹
= 10 log
𝑛
􏾝
𝑖=􏷠
10􏿵
𝐿𝑖
􏷪􏷩
􏿸
(1.6)
For instance, when combining two sound sources with sound pressure levels of 79.5 dB
and 70 dB, the total SPL would be 80 dB. The addition of a further source with a sound
pressure level of 70 dB would only raise the total SPL to 80.4 dB.
1.3.2.2 Spectral Content of Sounds
Characterising a particular sound by its overall sound pressure alone can hide much of
the nature of the sound. The ability to look at the spectral content of a sound provides
a greater insight into not only how the sound may be heard, but also some information
as to the nature of the sound sources.
By taking a Fast Fourier Transform (FFT) of the sampled sound data, the spectral
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content can be revealed. The resulting narrowband spectrum has a frequency resolu-
tion of:
Δ𝑓 =
𝑓
s
𝑁
s
(1.7)
with 𝑓
s
the sampling frequency of the signal and 𝑁
s
the number of samples used in
the FFT window.
Whilst the narrowband spectrum provides the most detailed spectral record of a
particular sound, for many applications, dividing the spectrum into a series of coarser
octave bands (and fractions thereof) can often be more convenient. One octave is a
doubling of frequency, for instance a frequency of 2 Hz is one octave higher than 1 Hz,
with 4 Hz an octave beyond. One of the more usual methods in presenting cabin noise
spectral data is through the use of third-octave bands. The centre-frequency of each
of these bands increases by one-third of an octave, so that three third-octave bands
span an entire octave of frequency. The centre frequency for each third-octave band 𝑘
is commonly deﬁned relative to the centre frequency of 1000 Hz as is given by:
𝑓
c
(𝑘) = 2𝑘/􏷢 ⋅ 1000 Hz (1.8)
These frequencies are rounded to the nearest preferred frequency, thus for the band
where 𝑘 = 4, the centre frequency is rounded to 250 Hz from 252 Hz.
Figure 1.11 compares the overall SPL, narrowband and third octave spectra for the
same sound. To extract the third-octave spectrum from the narrowband spectrum, the
spectral content falling within each third-octave frequency band is combined, using
the same method as described by Equation 1.6. The same process is used when de-
termining the overall SPL, where the overall spectral content over the entire recorded
frequency range is combined. This has the implication that spectra with a coarser
frequency resolution appears to have a larger SPL than data of a ﬁner frequency reso-
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lution. Therefore care must be taken when comparing data of differing spectral resolu-
tion. An advantage of third-octave spectra is that the frequency bands are commonly
deﬁned, allowing a consistent comparison between different data without the need to
specify a narrowband frequency resolution.
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Figure 1.11: Comparison of overall level, third-octave and narrowband spectra
For tonal sounds, the narrowband spectra can be more appropriate. The relatively
coarse frequency bands of a third-octave spectrum can spread the tonal ‘spikes’ present
in a narrowband spectrum over the width of a third-octave band, leading to a reduc-
tion in deﬁnition of the particular frequency of the tone. In some cases, this can lead to
tonal spikes becoming lost in the overall spectrum. In the case of a narrowband spec-
trum, these can be clearer and provide more detail as to the level and tonal frequency
of these sounds.
Another advantage of a third-octave spectrum is that above 300 Hz, third-octave
bands approximate critical bands, measured in bark. These are a psychoacoustic phe-
nomenon (the topic of psychoacoustics is discussed further in Section 1.3.7) related to
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spectral masking. Masking occurs when two sounds of a similar frequency are played
simultaneously, leading to the human perception that only a single sound is present.
This is thought to be due to the limitation of the cochlea in resolving the frequency of
a sound. Further analysis of this phenomenon is given by Fastl and Zwicker (2007).
A critical band can be thought of as the greatest extent that two frequencies can be
separated before they become noticeable as two separate sounds. This provides some
justiﬁcation in combining the spectral content into a particular third-octave frequency
band.
1.3.3 Aeroacoustic Mechanisms
There are three principle mechanisms for aeroacoustic noise generation as described
by Norton (1989), Hucho (1998) and others. Each of these can be approximated by way
of an idealised model. The ﬁrst mechanism originates from unsteady volumetric ﬂow,
such as that emanating from a leak into the cabin of a vehicle, or from the exhaust of a
piston engine. This is idealised by a monopole source, which is a ﬂuctuating pressure
source. The second mechanism arises from the interaction of unsteady pressures upon
a rigid surface. Von Kármán vortex shedding is an example of this type of acoustic
source, where the vortex-induced pressure ﬂuctuations form a dipole sound source on
the body surface. This can be modelled using a dipole sound source comprising two
adjacent monopole sources oscillating out of phase. The ﬁnal mechanism is caused by
unsteady internal stresses in a ﬂuid and is modelled by the quadrupole source, which
is a combination of two dipole sources. A diagram of each of these sources is shown
in Figure 1.12.
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(a) Monopole (b) Dipole (c) Quadrupole
Figure 1.12: Aeroacoustic noise sources
Each of these sound sources scales differently with ﬂow speed 𝑢 and Mach number
𝑀, leading to the relationships:
𝐼
m
∼
𝜌
𝑎
𝑢􏷣 = 𝜌𝑢􏷢𝑀 (1.9)
𝐼
d
∼
𝜌
𝑎􏷢
𝑢􏷥 = 𝜌𝑢􏷢𝑀􏷢 (1.10)
𝐼
q
∼
𝜌
𝑎􏷤
𝑢􏷧 = 𝜌𝑢􏷢𝑀􏷤 (1.11)
showing the relationship between ﬂow speed, Mach number and sound intensity 𝐼 for
each source respectively, after Helfer (1998a,b). 𝜌 represents air density and 𝑎 repre-
sents the effective speed of sound.
At the relatively low speeds that a vehicle travels on road, where 𝑀 ≪ 1, the
monopole sound source dominates, followed by the dipole source. Typically, quadrupole
sources are neglected in the study of vehicle aeroacoustics, whereas in the absence of
leak noise, dipole sources tend to dominate the overall cabin noise of a road vehicle. It
is also shown that the sound intensity of such a monopole is proportional to the ﬂow
velocity raised to the fourth power, whilst the dipole sound source is proportional to
the ﬂow velocity raised to the sixth power. As the most signiﬁcant aerodynamic noise
mechanisms in vehicles are either monopoles or dipoles, experimental observation
tends to ﬁnd that the intensity of this aerodynamic noise increases with ﬂow speed
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raised to between the fourth and sixth power, as noted by Helfer (2005).
The ﬂow speed scaling laws of various sound sources were also investigated by
Wickern and Brenberger (2009b). By assessing the sensitivity of both exterior and in-
terior noise to ﬂow speed, a valuable insight can be gained into the physics of the
sound sources. It was found that whilst the overall broadband noise of a vehicle typ-
ically scales with 𝑢􏷥, in smaller details these scaling laws can vary and can combine
to form a sensitivity made up of a combination of different powers. Therefore, since
wind noise is particularly sensitive to wind speed, care must be taken to either keep
wind speed constant during wind tunnel tests or recorded when testing on-road. This
also implies that local velocity effects due to the body shape of a vehicle can also be
extremely signiﬁcant in the generation of aerodynamic noise.
According to George (1990), the relationship between local ﬂow speed 𝑢, free-
stream ﬂow speed 𝑢∞ and surface pressure coefﬁcient 𝑐𝑃 is:
⎛
⎜
⎝
𝑢
𝑢∞
⎞
⎟
⎠
􏷥
= 􏿴1 − 𝑐𝑃􏿷
􏷢
(1.12)
This relationship is shown with the ﬂow speed ratio raised to the sixth power, as would
be the case when relating this ratio to a change in SPL for a pure dipole source. The
relationship between 𝑐𝑃 and SPL increase then simply follows as:
ΔSPL = 10 log
⎛
⎜
⎝
𝑢
𝑢∞
⎞
⎟
⎠
􏷥
= 10 log 􏿴1 − 𝑐𝑃􏿷
􏷢
(1.13)
highlighting the impact of a change of local ﬂow speed on a dipole wind noise source.
Therefore, for a position where the ﬂow speed is increased such that 𝑐𝑃 = −1, the
wind noise generated in this position will tend to be 9 dB louder than that which has a
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𝑐𝑃 = 0. In the A-pillar region it is not uncommon to have 𝑐𝑃 = −2, which is equivalent
to an approximate 14 dB increase in SPL, from Helfer (2000a). This serves to highlight
the signiﬁcance of the location of external features such as door mirrors on the level of
aerodynamic noise of a vehicle.
1.3.4 Typical Vehicle Wind Noise Sources
1.3.4.1 General Observations
Early work by Stapleford and Carr (1971) separated aerodynamic noise into three prin-
ciple classiﬁcations: broadband wind rush noise, caused through the passage of air-
ﬂow around the vehicle; tonal noise, caused by sharp edges and gaps in the bodywork;
and resonances caused through open windows and sunroofs, often called buffeting.
Other early work by Thomson (1964) noted that the aerodynamic shape of a vehi-
cle was insigniﬁcant in the overall wind noise, whereas small air leaks in critical areas
such as the A-pillar region are the principle cause of objectionable wind noise. It was
also stated that wind noise could be eliminated through good sealing about the doors
and windows. These conclusions certainly belong to a previous era of aeroacoustic
research, although they do emphasise some important points that are still valid to-
day. Firstly, that monopole sound sources caused through aspiration noise can dom-
inate the overall cabin noise if door and window sealing is not optimised. Secondly,
since vehicles in the 1960s spent less time cruising at modern-day highway speeds,
this highlights that wind noise only tends to dominate the overall cabin noise when
the vehicle is travelling sufﬁciently fast. Finally, owing to the years leading up to the
present, manufacturers have signiﬁcantly reﬁned and reduced noise from the engine
and powertrain, so that today wind noise is much more signiﬁcant than in the past.
This continues today, since through the increasingly widespread development of elec-
tric and hybrid technologies, for example the Chevrolet Volt, from Tortosa and Karbon
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(2011), wind noise is set to become more signiﬁcant still in the overall noise heard by
the occupant of a vehicle cabin.
Since ﬂow behaviour and noise generation are inextricably linked, investigations
into the ﬂow around areas of a vehicle which are relevant in the production of noise are
important in this research. Stapleford and Carr (1971) and Stapleford (1972) concluded
that aeroacoustic noise is highly dependent on separated ﬂow structures, particularly
those of the A-pillar vortex. Since both the shape of the body and external features
affect separation, a development of this conclusion results in a direct link between
vehicle shape and wind noise. The work of Ullrich (2008) and shown by Blumrich
(2008) assessed the comparative inﬂuence of both the body shape and external fea-
tures on the overall aerodynamic noise of a vehicle. It was found that the aerodynamic
noise contribution due to the inﬂuence of the body affected frequencies generally be-
low 500 Hz, whilst sealing and external components affected frequencies greater than
500 Hz. Figure 1.13 is adapted from Blumrich (2006), showing examples of the three
different sound sources in the sideglass region of a vehicle, which is dominated by
ﬂow structures around the A-pillar and door mirrors.
Monopole sources
(unsteady volumetric flow)
Quadrupole sources
(unsteady shear stresses)
Dipole sources
(solid wall interactions)
Figure 1.13: Sound sources in the sideglass region, modiﬁed from Blumrich (2006)
Helfer (1999) gives a good summary of the range of aerodynamic sound sources
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typically present on a road vehicle. In the following sections, these are discussed with
examples from the investigations of other authors.
1.3.4.2 A-Pillar
One area of importance in generating wind noise is the A-pillar region, which is posi-
tioned forward of the front doors of the vehicle. This region is an area of ﬂow separa-
tion and is near to the ears of the driver and passengers. The A-pillar vortex dominates
the ﬂow around the A-pillar and sideglass and this is shown in Figure 1.14, adapted
from that of Howell et al. (2006).
Figure 1.14: Typical vortex structure around A-pillar, from Howell et al. (2006)
The importance of this region at higher road speeds (> 100 km h
−􏷠
) in noise gen-
eration was highlighted by George (1990). Haruna et al. (1990) looked in more detail
into the sound generated by the A-pillar vortex and concluded that the separated re-
gion of the ﬂow produced a much higher sound pressure level than the reattached
ﬂow region. A summary of work that assessed the strength of the A-pillar vortices as
a vehicle was yawed was published by Watkins (1999). This stated that the vortex on
the leeward side of the vehicle is larger and therefore tends to produce a greater noise.
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It was also noted that of all the A-pillar studies completed at the time of writing, all
had been carried out in smooth-ﬂow wind tunnels.
Newnham et al. (2008, 2006) investigated the leading edge radius of the A-pillar
under various simulated turbulence conditions and found that with a small increase
in free-stream turbulence, the critical Reynolds’ number for ﬂow transition reduced
whilst drag increased signiﬁcantly. This investigation was extended to visualise ﬂow
using PIV and found that increased turbulence intensity alters the nature of the ﬂow
separation. Further work by Howell et al. (2009) and Baden Fuller (2009) found that
oncoming unsteadiness reduced the vortex suction, but increased the RMS pressure
ﬂuctuations, although not the peak pressures. Mean pressures are related to door loads
and can change the sealing properties of the door, leading to increased leak noise. Fluc-
tuating pressures are related to dipole-sourced wind noise. Vino et al. (2003) found
that, during an investigation into the behaviour of the A and C-pillars, increased tur-
bulence reduced the size of A-pillar vortex, but increased the size of the C-pillar vortex.
This corroborates the previously noted ﬁndings of Newnham et al. and the observed
drag increase.
Alam et al. (1998) also investigated the ﬂow structure around the A-pillar and
found that whilst changes occurred at yaw, between 60 and 120 kph there were only
slight changes in structure. Further work as described by Alam et al. (2001) involving
idealised models found that changes in the A-pillar radius can signiﬁcantly reduce
ﬂuctuating pressures. However these shapes were extremely rounded to the extent
that they were no longer representative of typical vehicle A-pillar geometries. It was
also noted that yaw can change the size of the leeward separated region by an order
of magnitude, indicating that the A-pillar region tends to be dominated by separated
ﬂow structures. The work was further extended by Alam et al. (2003) to investigate the
effect of rounding the A-pillar of a production vehicle and was also found to reduce
pressure ﬂuctuations.
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A number of numerical studies have been completed investigating noise gener-
ation of the A-pillar region. Gaylard (2006) investigated the solution accuracy of a
Lattice Boltzmann solver. It was found that this method tended to over-predict the
size of the A-pillar vortex, whilst a RANS solver tended to under-predict. The cause
of over-prediction was suggested to lie in the limitation of the turbulence model. It was
also found that a higher level of local resolution than previously thought was required
to model this behaviour, leading to higher levels of computational expense. Li et al.
(2003) assessed various methods of predicting noise from the A-pillar, ﬁnding that re-
ducing the size of the A-pillar vortex, noise generation was reduced. Matsushima and
Kohri (2005) and Li et al. (2006) also undertook studies focussing on the accuracy of
numerical noise solvers, focussing on the A-pillar of both commercial and passenger
vehicles respectively. Further work on a simpliﬁed body of this region was under-
taken by Murad et al. (2004), assessing various RANS turbulence models and found
that the 𝑘−𝜔 turbulence model gave best correlation with available experimental data.
However, it must be noted that all of these studies, whilst either modelling or simulat-
ing small-scale turbulence directly, did not consider the effect of the larger time scale
transient conditions experienced on-road.
1.3.4.3 Door Mirrors
Door mirrors tend to be located in a region of high speed turbulent ﬂow and therefore
have a high potential for noise generation. The wake of the mirror is also relatively
large and can impinge on the sideglass if the mirror is located nearby. The impinge-
ment can be reduced if the mirror is located a greater distance form the car body. An
increase in the gap between the mirror body and door can also reduce any increase in
ﬂow speed between the mirror body and the vehicle, thus reducing noise.
Tonal mirror noise can be caused either by coherent shedding structures as a result
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of the ﬂow interacting with the external shape of the mirror, or through ﬂuid resonance
in the cavity of the mirror body. Research into the former was carried out by Louns-
berry et al. (2007) to investigate the cause of tonal mirror whistle. It was found that
tripping the boundary layer to turbulence reduced the whistle signiﬁcantly. Bumps
and grooves are occasionally placed on mirror bodies and stems, such as those shown
by Blumrich (2006) and Helfer (2005), to break up coherent tonal shedding structures.
Milbank (2004) conducted a thorough investigation into cavity noise, particularly fo-
cussing on door mirrors. In determining an empirical relationship to predict cavity
resonance, it was observed that the natural cavity resonances of the mirror could cou-
ple with the oscillations present in a wind tunnel, from sources such as the fan and
instabilities in the jet, leading to a discrepancy in mirror performance between the
wind tunnel and on-road. The importance of assessing a mirror in the context of the
overall vehicle ﬂow structures was also noted, since ﬂow structures originating from
other parts of the vehicle can lead to coupling with the natural cavity resonances.
(a) (b)
Figure 1.15: Examples of bumps and grooves on production vehicle mirrors, from
Helfer (2005)
In a study by Watkins (2004) investigating the causes of mirror vibration, it was
found that lower frequency vibrations were dominated by inputs from the road, rather
than aerodynamic causes. Aerodynamics had greater inﬂuence in the larger leeward
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separated ﬂow region present whilst the vehicle was at yaw. This work was continued
by Alam et al. (2007) and Jaitlee et al. (2007) who found that by using a shrouding
frame around the mirror glass, thus reducing the effect of the mirror wake on the glass,
vibration could be reduced.
A number of authors have investigated mirror designs in isolation, or in semi-
isolation where only a part of the vehicle body is used. For instance, Howell et al.
(2006) used a front vehicle quarter cut from a full size aero-buck in a model tunnel.
This allowed a more rapid development of mirror geometry without using a full scale
tunnel. However, it was noted that it was important for the vehicle geometry to be
sufﬁciently large so that the ﬂow around the mirror is sufﬁciently representative. It
should also be noted that whilst such a technique allows mirror optimisation, it does
not allow the effect of mirror changes on other parts of the vehicle geometry to be
captured. Another isolated mirror study carried out by Khalighi et al. (2008) and Chen
et al. (2009) compared the wakes of two mirror designs, one from an SUV and another
from a saloon. The wakes were investigated using surface microphones positioned
on a plate downstream of the mirror. It was found that the main differences between
the mirrors occurred below 1 kHz, with the more rounded SUV mirror being 10-15 dB
louder than the sharper-edges saloon mirror at these frequencies.
1.3.4.4 Windscreen Wipers
Windscreen wipers are another example of how relatively small changes in geometry
can have a large effect on noise generation. George (1990) noted that with the wind-
screen wipers of a vehicle removed, external pressure ﬂuctuations can be reduced by
up to 6 dB, whilst the removal of door mirrors can reduce these local ﬂuctuating pres-
sures by up to 20 dB. Whilst it is more challenging to remove the door mirrors owing
to legislation, it is possible to design the vehicle so that the wipers are hidden behind
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the bonnet whilst in a lowered position in an aerodynamically hidden conﬁguration. A
study by Zaccariotto et al. (1997) found that raising the height of the rear of the bonnet
by 10 mm could reduce noise generation by approximately 5 dB.
1.3.4.5 Cavity Noise
There are two main sources of cavity noise on a vehicle: noise generated by large cav-
ities such as an open sunroof or windows; and also cavity noise from smaller cavities
such as gaps in body panels. Resonances caused by open windows and sunroofs, is
also known as booming, wind throb or, more recently, buffeting, from An et al. (2004).
There have been a great number of studies involving the sunroof in particular, espe-
cially CFD studies using an open sunroof and the effect of a deﬂector as a test case.
The deﬂector acts to reduce vortex impingement on the rear of the opening of the
sunroof. Blumrich (2008) amongst others also noted that a notched sunroof deﬂector
further reduces low frequency buffeting by breaking up these coherent vortex struc-
tures, although this has high frequency implications. CFD studies include those of
Ukita et al. (1997) who predicted the reduction of vorticity using a deﬂector; Müller
and Seydell (2002) who used an early example of a Lattice-Boltzmann-based solver;
An and Singh (2006, 2007), who found that through the use of either a partially closed
sunroof or a dividing bar buffeting was reduced; and Crouse et al. (2009), who further
assed the use of LBM-based solvers in the simulation of Helmholtz resonator-driven
conditions. Similar CFD studies have been carried out focussing on physically similar
rear window buffeting, for instance another study by An et al. (2005) where buffeting
reduction methods were investigated, including dividing bars and C-post venting. In
an experimental investigation, Slaboch et al. (2009) compared PIV results from a real
vehicle with idealised experimental models and found a good correlation, indicating
that control strategies can be tested in isolation.
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In each of these studies, larger-scale transient conditions were not simulated and
these conclusions may not necessarily be representative of typical on-road conditions.
However an experimental rear side window buffeting study by Maffei et al. (2009)
used the Pininfarina turbulence generation system to simulate transient conditions on
the ﬂow structures. PIV was used in the investigation and found that the buffeting
ﬂuctuation reduced at increased turbulence, with the ﬂow structures becoming more
complex. This again is likely to be due to break-up of the larger scale coherent struc-
tures by the oncoming ﬂow unsteadiness.
As introduced previously, gaps in body panels are also a cause of cavity noise.
One reason why body gaps are taped over during aeroacoustic wind tunnel testing is
to avoid any gap noise, since body panel gap variation between vehicles can otherwise
colour acoustic results. Wickern and Brenberger (2009a) investigated the mechanisms
behind this gap noise. This behaviour was related to that of a Helmholtz resonator,
with pressure ﬂuctuations from the turbulent boundary layer found to be large enough
to excite the ﬂuid within the cavity leading to noise generation.
1.3.4.6 Other Noise Sources
A range of other aerodynamic noise sources are also present on a vehicle. Some sources,
such as the wheel arches are particularly relevant to the external noise radiated from
the vehicle, although tend to have a reduced impact on the vehicle occupants. Another
source that is relatively simple to mitigate is radio aerial noise, which can be reduced
by increasing the angle of the arial, from Helfer (1999), wrapping the cylindrical pro-
ﬁle with a helical strake, from Blevins (1990) or even removing the necessity for the
device entirely.
As the noise levels of major sources are reduced, the level of the more minor noise
sources become prominent. One example of this is noise transmission thourgh the
36
1.3 Aeroacoustics
ﬂoor of the vehicle. Components mounted under the vehicle can lead to complex ﬂow
structures, potentially exciting resonant modes of the ﬂoorpan of the vehicle. A study
by Ih et al. (2005) assessed noise generation using an acoustic holography technique
and found that small holes in side members could also have a signiﬁcant impact on
noise generation.
Roof bars are commonly known as a noise source on a vehicle, as well as creat-
ing additional levels of parasitic drag. Karbon and Dietschi (2005) investigated roof
bar noise using CFD. A RANS-based CFD code was used, coupled with an acous-
tic analogy, which found that relative levels of noise generation were predicted with
sufﬁcient accuracy. The hoods of convertible vehicles also create levels of discomfort
and noise for passengers. Relatively recent advances in transient coupled CFD–FEA
codes allow these ﬂow–structure interactions to be modelled. A study by Juvé (2009)
investigated the effect of ballooning and wind noise, and found indications of strong
transient effects.
Whilst not related to wind noise, tyre noise is also an additional cause of passenger
discomfort from within the cabin. A numbers of studies have been undertaken to
measure tyre noise by removing its contribution to the overall cabin noise, so that
aerodynamic noise can be more clearly assessed. Kim et al. (2007, 1997) investigated
tyre induced in-cabin noise and proposed a method to separate this noise from other
sources by exciting the wheel and tyre when attached to the vehicle to determine the
transfer function from wheel to cabin. Fieles-Kahl and Riegel (2010) and Riegel and
Wiedemann (2008) also used a method of assessing tyre noise, again with a view to
remove this contribution from overall cabin noise. An on-road trailer was used to
measure tyre noise directly in the absence of other noise sources. This was used in
conjunction with an acoustic transfer function measurement between the tyres and
cabin, allowing the road noise contribution to the overall cabin noise to be isolated. In
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principle the method is similar to that of Mayer and Wiedemann (2003, 2007) where
a trailer was used to assess rolling resistance and windage drag of a wheel to remove
these factors from the overall drag of a vehicle.
1.3.5 Wind Noise Measurement
1.3.5.1 Aeroacoustic Wind Tunnels
Aeroacoustic wind tunnels differ from conventional wind tunnels in that they are op-
timised for acoustic measurements. Key features of aeroacoustic wind tunnels include
low levels of background noise and an acoustically treated anechoic test section. Au-
tomotive aeroacoustic testing is almost always carried out at full-scale, owing to the
challenges in achieving equivalence in both Reynolds’ number (to capture the correct
ﬂow regime) and ﬂow speed (to capture the correct aeroacoustic scaling).
As described in Section 1.2.3, a number of different wind tunnel conﬁgurations are
used when assessing the aerodynamics of vehicles. Of these, the open-jet wind tunnel
is particularly suited to aeroacoustic studies, since the walls of the plenum can be easily
acoustically treated. In addition, the space outside of the jet allows a range of far-ﬁeld
measuring apparatus to be located, such as acoustic mirrors and microphone arrays.
However, a disadvantage of an open-jet wind tunnel is that the shear layer at the edge
of the ﬂuid jet can lead to aeroacoustic noise, as well as scattering and distortion of the
sound ﬁeld. However these quadrupole sound sources, as previously discussed, tend
not to be signiﬁcant at low Mach numbers. Closed-section wind tunnels are limited
in that measurements can only be taken using microphone arrays embedded ﬂush in
the test section walls. Slotted-section tunnels are also less commonly used, since the
presence of the slots can lead to noise generation, although this can be avoided with
careful design.
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Examples of aeroacoustic wind tunnels include:
Audi, Wickern and Lindener (2000); BMW, von Heesen et al. (1996); Chrysler,
Walter et al. (2003); DNW, Mercker and Pengel (1994); Ford (Europe),
Volkert and Kohl (1987); Ford (US), Walter et al. (2002); GIE S2A, Waudby-
Smith et al. (2004); Hyundai, Kim et al. (2001); IVK/FKFS, Potthof et al.
(1994), Künstner et al. (1995); Pininfarina, Cogotti (2006)
Wall treatment is used to achieve two objectives. The ﬁrst is to provide an ane-
choic environment within the test section, to create a close-to free-ﬁeld environment
by reducing the reverberation and reﬂection of sound waves from the noise sources
of the vehicle. This is important in terms of sound source localisation. Secondly, wall
treatment in the duct is used to prevent the propagation of noise from the fan into
the test section. A number of different absorption methods are used for the different
frequencies of noise: porous material to absorb higher frequencies; and membrane or
panel absorbers, acting like tuned Helmholtz resonators, to absorb lower frequencies,
from Helfer and Wiedemann (2006).
The fan and motor may be considered to be the main acoustic sources in a wind
tunnel. The fan requirements for an aeroacoustic tunnel differ from those of a conven-
tional wind tunnel in that fan efﬁciency is not the primary consideration. Care must
be taken to minimise blade passing noise, noise emanating from the leading edges of
the blades as well as general turbulence and boundary layer noise.
Low-frequency pulsations can also be an issue in an aeroacoustic wind tunnel and
a range of studies have been carried out to minimise these effects. In a study by Arnette
et al. (1999), it was found that whilst the underlying physics of these pulsations is not
fully understood, the pulsations originate as coherent vortex structures generated at
the nozzle, which then travel through the test section at a fraction of the jet speed,
before impinging on the collector. These can then couple with other acoustic modes
39
1. INTRODUCTION AND AIMS
in either a section or all of the tunnel. There are two main methods of controlling
this behaviour. Firstly, Seiferth Wings, from Seiferth (1947), which are tabs or teeth on
the edges of the nozzle, can be used to break up the shear layer vortices. However,
these are generally unsuitable for aeroacoustic tunnels since they can generate higher
frequency noise of their own. Loudspeakers mounted adjacent to the nozzle exit have
proved to be a suitable alternative active method, from von Heesen and Höpfer (2004).
Passively, low-frequency buffeting can also be suppressed using a tuned Helmholtz
resonator, which was demonstrated to reduce buffeting by 10 dB, from Beland (2007).
The work of Beland also investigated the use of an aerofoil shaped collector to reduce
the effect of vortex impingement. This also had the advantage of being able to be
adjusted to improve the static pressure gradient of the wind tunnel, reducing the effect
of horizontal buoyancy on drag measurements.
It should be noted that since sound levels are measured logarithmically, there is
almost no beneﬁt in attenuating minor components of noise without focussing on the
attenuation of the major noise sources. As a rule-of-thumb, background noise levels
in an aeroacoustic wind tunnel should be around 10 dB below the noise levels of inter-
est, from Helfer and Wiedemann (2006). This follows from Section 1.3.2.1 previously,
where it was shown that when combining two sound sources, the contribution of a
source 10 dB lower than another to the total only adds 0.4 dB to the SPL of the greater
source.
1.3.5.2 In-Cabin Noise
The most popular method for measuring in-cabin noise is through the use of a binaural
acoustic head. This is a mannequin of a head and torso, with microphones positioned
in the ears. The use of binaural recording systems developed from the work of Ge-
nuit (1984) at the Rheinisch-Westfälische Technische Hochschule, Aachen, Germany.
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Hence this measurement apparatus is also known as an Aachen head. The aim of this
technique is to record the in-cabin noise as would be heard by a passenger, account-
ing for the transfer function between sound in the free-ﬁeld, to that measured by a
passenger at the eardrum.
This is a common technique used routinely by manufacturers to characterise the
noise inside the vehicle’s cabin during development work in an aeroacoustic wind
tunnel. The technique is so widespread that it is impossible to list all instances here,
although examples of usage include studies by Watkins et al. (2001) and Cogotti (2004),
as shown in Figure 1.16. Since this technique is not limited to use solely in the wind
tunnel, a number of authors including Peric et al. (1997), Lindener et al. (2007) and
Nor et al. (2008) have used an acoustic head to measure cabin noise on-road.
(a) Watkins et al. (2001) (b) Cogotti (2004)
Figure 1.16: Cabin measurement using binaural acoustic heads
Another technique used for example by Cogotti (2006), employed a spherical array
of surface microphones mounted in the centre of a vehicle to create a spatial distribu-
tion of the various acoustic sources inside the passenger compartment. This technique
is fundamentally an application of beamforming, discussed in the following section.
A spherical microphone array was also used by Li et al. (2006), who used a binaural
head, spherical microphone array and surface microphones to assess the accuracy of
numerical techniques.
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1.3.5.3 External Noise
As an alternative to measuring the noise inside the cabin, the external sound ﬁeld
generated by the form of the vehicle can be investigated. These methods are partic-
ularly advantageous in sound source localisation investigations, where the origin of
a particular problematic form noise may be unclear. For vehicle development pro-
grammes where clay models, aerobucks or other early-stage physical test properties
may be available for wind tunnel investigation, external noise measurement has the
advantage over in-cabin measurement since it can be undertaken at an earlier stage in
the vehicle development cycle, where only the external surface geometry of a vehicle
may be deﬁned.
Conventional microphones are generally unsuitable for aeroacoustic measurements
owing to the interference of the ﬂow on the measurement membrane, leading to pseudo-
noise generation. Also, there is a risk of parasitic aeroacoustic noise from the interac-
tion between the ﬂow and the geometry of the microphones, preampliﬁers and asso-
ciated supporting structures, leading to interference with the noise measurement of
interest. Therefore specialist aeroacoustic measurement devices tend to be used, after
Helfer (2005).
Acoustic Mirror
Acoustic mirrors have been used for sound source localisation for a number of years,
with perhaps the ﬁrst use of such technology being used for enemy aircraft detection
during wartime. Helfer (2009) provides a review of this history and the underlying
principles of their operation. In an automotive application, an acoustic mirror con-
sists of either a parabolic or elliptical mirror body with a microphone positioned at its
focus. This is then traversed alongside a vehicle to determine the noise generated by
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a particular point of vehicle geometry. Figure 1.17 shows an acoustic mirror used in
an aeroacoustic wind tunnel as taken from Helfer (2005).
28  
Fig. 6.4.11. Hohlspiegelmikrofon in der Messstrecke eines aeroakustischen Windkanals [12] 
Figure 1.17: Acoustic  mirror as used in an aeroacoustic  wind tunnel, from Helfer
(2005)
Owing to the size of such a device, their use is limited to open jet wind tunnels,
where the mirror can be positioned out of the ﬂow. Both parabolic or elliptical mirrors
can be used. Parabolic mirrors are commonly used in the communications ﬁeld and
are more widely available, with elliptic mirrors generally having to be custom made
for a particular application. Elliptic mirrors have two foci, where one focus is the point
of measurement and the other the location of the microphone. Parabolic mirrors accept
plane waves that are focussed at the position of the microphone, although their poorer
spacial resolution can be mitigated in part by an ellipsoid-based microphone position.
More recent advances in acoustic mirrors have included the use of cameras and lasers
for increased positioning precision.
Advantages of using an acoustic mirror include their relatively simple operation,
which can allow for identiﬁcation of the main exterior sound sources of a vehicle with-
out extensive data processing. However, owing to the speed of the traverse mecha-
nism, a full characterisation of the external aeroacoustic sound ﬁeld of a vehicle can
take a considerable time.
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Intensity Probes
Acoustic intensimetry uses multiple microphones to determine the spatial distribution
of noise sources. A sound intensity probe allows direct measurement of the sound
intensity at a point of interest. Sound intensity is a measure of the directional sound
ﬂux at a particular point and is deﬁned in Equation 1.14, from Helfer (2000b).
𝐼 =
1
𝑇
􏾙
𝑇
􏷟
𝑝(𝑡) ⋅ 𝑎(𝑡) d𝑡 (1.14)
Therefore, to determine the sound intensity, both sound pressure and sound ve-
locity must be determined. A common method to measure the sound velocity 𝑎, is by
a two microphone technique, where two microphones are separated by a distance Δ𝑥,
which also determines the frequency range of the probe. Therefore to capture a wide
frequency range, a number of different microphone spacings must be used. Sound
velocity can then be determined using Equation 1.15.
𝑎(𝑡) = −
1
𝜌
􏾙
𝑝𝐵(𝑡) − 𝑝𝐴(𝑡)
Δ𝑥
d𝑡 (1.15)
The directional sensitivity of a sound intensity probe is limited in certain directions
and therefore is most suited to determining the sound intensity close to the source of
interest. Care must be taken in locating a probe such that it does not generate any
noise of its own; Helfer (2000b) and Cogotti (1997) developed intensity probes suitable
for use in an aeroacoustic wind tunnel. Both of these probes are protected from ﬂow-
excitation using a microphone wind shield. However, as found by Cogotti (1997), these
are most effective when in line with the ﬂow; this direction may not be known a priori.
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A example of an intensity probe suited for aeroacoustic measurement as described by
Helfer (2000b) is shown in Figure 1.18
 11
vehicle, in whose door an exterior loudspeaker had been integrated. If the sound deflection 
caused by the airflow is rectified by a longitudinal position correction of the entire probe as 
well as by a displacement in length of the two microphones corresponding to the deflection 
angle1, measurement errors remain below approx. 0.5 dB. 
 
 
Fig. 13: Sound intensity probe with microphones with nose cones in parallel set-up 
above the exterior mirror of a passenger vehicle [8] 
 
Fig. 14: Sound intensity level along the side of a passenger vehicle with an exterior 
loudspeaker integrated into the door which reflects towards the outside; 
loudspeaker output: tone at 5 kHz; distance from vehicle surface: 300 mm [8] 
                                                 
1
 As sound is deflected by the airflow, the probe must be positioned further downstream compared to a 
measurement without flow. Moreover, the microphone which is more distant to the loudspeaker must be 
displaced a small distance further back compared to the other microphone according to the sound deflection 
angle, in order to adapt the measuring direction of the probe. 
Figure 1.18: Aeroacoustic sound intensity probe, from Helfer (2000b)
As with an acoustic mirror, intensity probes only measure at a speciﬁc point in
space. Therefore, to capture the characteristic sound ﬁeld around a vehicle, the probe
must be traversed. The use of two microphones only allows the sound intensity vector
to be resolved in two-dimensions. An additional orthogonal measurement is required
to resolve in three-dimensions, however since intensity measurements are best suited
close to the geometry of the vehicle, this can lead to limitations in accessing certain
regions of the vehicle with the probe.
Acoustic Holography
Acoustic holography is an arr y-based measurement technique using ulti l  micro-
phones. A number of different solutions exist to process the microphone data, but are
based on cross-spectra in either the frequency or wave-number domain. The underly-
ing principle is to take the sound ﬁeld measured in one plane and transform it spatially
to an alternative plane, determining parameters such as sound pressure and intensity
on the plane of interest. Previously, the spacing of the microphones was restricted to
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either being in an evenly spaced traversing line, or alternatively in a perpendicular
grid. However, developments in signal processing have relaxed this restriction, from
Deblauwe et al. (2007). Unlike other array-based measurement systems, the main ad-
vantage of acoustic holography is that there is no link between the spatial resolution
of the measured sound ﬁeld and the frequency. Both of these parameters are gov-
erned by the inter-microphone spacing. Examples of traversing systems installed in
wind tunnels include those of Pininfarina, from Cogotti (1997), and FKFS, from Helfer
(2005).
Beamforming
Like acoustic intensimetry and holography, beamforming is a technique of sound
source localisation using multiple microphones. The underlying concept behind this
method is using a time-difference-of-arrival method to determine the position of a
sound source. The surface of the vehicle is scanned by virtually focussing the array on
different measurement points. Based on the distance between the measurement point
and an individual microphone, the sound wave propagation delay can be determined
and the recorded signal corrected. By summing the contributions of each microphone
with their respective time delays, noise sources located at that point will sum together
whereas uncorrelated noise sources will destructively combine. By completing this
process at various points in space, an overall proﬁle of various sound sources can be
determined. This has the advantage over a physically traversing array in that micro-
phone measurements are taken simultaneously, thereby avoiding the need to traverse
a probe, saving considerable data collection time depending on the size of the area of
interest. However, these advantages are offset by larger data storage requirements and
an increased time required to process the data; although these disadvantages become
more insigniﬁcant with advances in computing power.
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A number of beamforming solutions exist and include ﬁxed microphone arrays
such as the wall and ceiling-mounted arrays in the Pininfarina wind tunnel, and more
portable arrays. These are shown in Figure 1.19.
!"#$%&%''(#####################)*+,-./0#)#1 2%3456%7#1 +(8(89:3(8:#)**;<==<=>
06:845#9%3#?%@3#:''A8'(%8(a) Fixed arrays, from Cogotti (2005) (b) Portable array, from HEAD
Acoustics NVH Division (2010)
Figure 1.19: Examples of microphone arrays used in beamforming
As discussed by Deblauwe et al. (2007), the spatial resolution of the measured
sound ﬁeld is proportional to the ratio of the array size to distance between the mea-
surement point and the array. At a closer distance between the array and the vehicle,
the spatial resolution of the sound ﬁeld is improved. However, in a wind tunnel en-
vironment, this may not be practical and the array is frequently positioned out of the
airﬂow in an open-jet wind tunnel. This increased distance to the vehicle can be coun-
teracted through the use of a larger array, such as the two arrays in the PIninfarina
wind tunnel.
Beamforming is better suited to the measurement of higher frequency content noise,
with the highest measured frequency governed by the inter-microphone spacing. Holog-
raphy is better for lower frequency noise, however methods have been developed to
combine both techniques using a single array, from Deblauwe et al. (2007).
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Surface Microphones
Another method of directly measuring the sound ﬁeld is through the use of surface
microphones. These are thin devices which are ﬁxed directly to the surface of the
vehicle and record the sound source directly at that point. To gather a picture of the
entire ﬁeld, multiple microphones at different positions must be investigated. Surface
microphones have the advantage over other external noise measurement techniques
in that they can be used in the on-road environment. Surface microphones are useful
in assessing localised regions of a vehicle, such as in work by Zimmer et al. (2001a),
who used surface mounted microphones to assess noise generation in the A-pillar and
sideglass region. Studies by Khalighi et al. (2008) and Chen et al. (2009) investigated
different door mirror geometries in isolation, with surface microphones measuring the
effect that these had on surface noise in the sideglass region. Recently this technique
has started to become more widespread as work continues to assess the accuracy of
numerical noise predications against experimental data. Studies include those of Li
et al. (2003) and Lepley et al. (2010), where surface microphones were used to correlate
CFD data in a study which aimed to simulate the noise transmission path from the
external surfaces of the vehicle to the interior cabin noise.
1.3.6 Computational Aeroacoustics
Computational aeroacoustics (CAA) is based on CFD software, with the CFD provid-
ing information on the pressure ﬂuctuations present on solid boundaries and in ﬂuid
wakes. These ﬂuctuations are signiﬁcant sources of sound waves and as previously
discussed, surface pressure ﬂuctuations leading to dipole sound sources tend to dom-
inate over the quadrupole sources present in wakes.
In principle, sound sources and wave propagation can be directly calculated using
CFD, from a direct numerical simulation (DNS) of all scales; both turbulent and acous-
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tic. Thus the small turbulence length scales and the larger acoustic scales are solved
in parallel. Since the acoustic wavelengths are larger than the turbulence scales, it is
these scales and the resolved geometry that determine the required spatial resolution
Δ𝑥. However, owing to the fast propagation of acoustic waves, the time step Δ𝑡 has to
be very small to satisfy the Courant-Friedrichs-Lewy (CFL) condition, from Courant
et al. (1928).
Δ𝑡 ≤
Δ𝑥
2𝑎
(1.16)
Owing to the very large demands on computing resources as a result of this crite-
rion, currently the use of DNS to solve aeroacoustic cases is restricted to small-scale
academic investigations, from Blumrich (2006). Therefore, with the exception of DNS
in which both the turbulence and acoustic scales are resolved, the majority of CFD ap-
proaches rely on modelling the turbulence scales. These are combined with a method
to solve the acoustic ﬁeld.
One approach is to utilise hybrid methods, which separate the ﬂow and acous-
tic solutions, ﬁrst solving the ﬂow ﬁeld and using these terms to then solve the sound
ﬁeld. This allows a scale separation and consequently a reduction in computational ex-
pense. The link between the ﬂow and sound ﬁelds is through the use of acoustic analo-
gies, whereby the compressible forms of the Navier-Stokes equations are rearranged
into a form of the classical acoustic wave equation. The earliest and perhaps most cele-
brated of these analogies is the previously described method of Lighthill (1952, 1954),
used to calculate acoustic radiation from small regions of turbulent ﬂow within an
inﬁnite homogenous ﬂuid. The success of the acoustic analogy led to the work being
extended by Curle (1955), Ffowcs Williams and Hawkings (1969) and Ffowcs Williams
and Hall (1970) to include the effects of solid boundaries, which are especially relevant
in the ﬁeld of automotive aeroacoustics. More recently, Ask (2008) and Ask and David-
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son (2010) investigated Curle’s equation with respect to wind rush noise. It was found
that the analogy predicted the amplitude of the noise satisfactorily, although the di-
rectivity of the noise could be affected by distortions in ﬂow ﬁeld from dominant ﬂow
structures, such as A-pillar vortices. Assessments have also been made by a number
of other authors, including El Hachemi et al. (2002).
With the increases in available computing power, the focus is shifting towards a
more direct computational approach, where the near-ﬁeld sound sources are largely
resolved, whilst acoustic analogies are still employed to determine far-ﬁeld sound
propagation. Amongst others, both LES and LBM are widely used in such studies.
An early application of this work by Duncan et al. (2002) explored LBM to separate
different frequencies of ﬂuctuations on an idealised body, through the use of spectral
techniques to help identify noise-producing areas. More recent developments include
coupling with structural solvers to determine the impact of door-seal shape changes
on aeroacoustics, Blumrich (2009), and the structural transmission paths of external
sound sources to predict cabin noise, Lepley et al. (2010).
The research presented in this thesis concerns transient aeroacoustics. This is par-
ticularly challenging from a CFD computational expense perspective, since these sim-
ulations generally combine an acoustic need for a small time-step with longer simu-
lation times to not only simulate lower acoustic frequencies, but to capture the tran-
sient nature of the ﬂow. Therefore transient aeroacoustic simulations are not currently
widespread. This contrasts with transient force investigations, which, owing to their
more moderate computational requirements are becoming more common, including
those of Tsubokura et al. (2010), Gaylard et al. (2010) and Mankowski et al. (2011).
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1.3.7 Psychoacoustics
Psychoacoustics is the study of sound perception, linking acoustics with both the phys-
iological response of how the body receives a sound and the psychological response
of how the received sound is then perceived by the brain.
As introduced in Section 1.3.2, there are a number of methods available to quan-
tify the physical properties of a noise source. Psychoacoustics take this a step further,
by studying the perception of this noise by a passenger. The study of psychoacous-
tics is an attempt at quantifying one’s perception of noise and is of importance in the
automotive industry.
1.3.7.1 Loudness
Loudness is a psychoacoustic parameter describing how the ear perceives the strength
of a particular sound. Human hearing sensitivity varies with frequency owing to the
transfer function between acoustic waves in the ear to the cochlea. This frequency-
dependent sensitivity can be described through use of equal-loudness contours, which
are shown by Figure 1.20. These are lines plotting a contour of equal hearing sensation
in the frequency domain. Hearing sensitivity is reduced at low frequencies, whilst is
at its greatest between 3 and 4 kHz owing to resonances of the auditory canal. These
contours were originally deﬁned by work undertaken by Fletcher and Munson (1933)
and further revised by Robinson and Dadson (1956), forming the basis of the original
ISO226:1961 (1961) standard. This standard was later revised into its current form
of ISO226:2003 (2003) taking into account a larger set of respondent data, including
data from a range of different countries. The contours were generated with pure tones
using headphones and are therefore only valid for side presentation, which is not the
typical manner in which real-world sounds are presented to a listener. However, these
contours can be altered to be more applicable to a human listener through the head-
related transfer function.
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Figure 1.20: Equal loudness contours according to ISO226:2003
A number of contours are plotted, each intersecting 1 kHz at a different sound
pressure level. It is this level, measured in dB
SPL
, which acts as the reference for the
phon scale of loudness. This scale is one of the two methods for quantifying the curves.
An alternative measurement scale to characterise loudness is the sone scale, expressed
by the unit 𝑁 . This is a method to linearise the subjective perception of loudness of an
acoustic signal. One sone is deﬁned as corresponding to the equal loudness contour
that intersects the frequency of 1 kHz at 40 dB
SPL
. Sounds perceived twice as loud have
a loudness of two sones. The dashed line is the contour for the average threshold of
hearing, indicating that the 𝑃
Ref
= 2×10−􏷤 Pa reference for overall dB
SPL
measurements
is not the absolute threshold at all frequencies.
To determine the overall loudness of a particular sound, a number of methods
are available. These essentially take the measured sound and combine it with the ap-
propriate equal-loudness contour to determine an overall parameter of loudness. Of
these, the Zwicker model of loudness is the most commonly used, based on critical bands
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and incorporating the effects of masking and forms part of the ISO532:1975 (1975) stan-
dard. Interestingly the less commonly used Stevens method, based on octave bands,
is also included in the same standard. Moore and Glasberg (1996) have since reﬁned
these loudness models and this work forms part of the standard ANSI/ASA S3.4-2005
(2005).
1.3.7.2 A-Weighting
The loudness models discussed previously aim to quantify how the level of a sound is
perceived by a human. However, these methods require a number of calculation steps
and can be relatively complex, particularly the method proposed by Moore and Glas-
berg (1996). Prior to the development of these models, a number of electronic ﬁlters
were developed to approximate the equal-loudness contours of Fletcher and Munson.
These electronic ﬁlters were originally designed to be incorporated into sound level
meters, so as to provide an overall SPL more representative of how an average person
would perceive the level of the sound. Since the proﬁles of the equal-loudness con-
tours are not constant for different sound levels, a number of ﬁlters were designed.
Commonly used is the A-weighted ﬁlter, shown in Figure 1.21, which approxi-
mates the equal-loudness contour of 40 phon, or 1 sone. The data has been taken from
the deﬁning standard ANSI/ASA S1.42-2001 (2001). Owing to the limitations in the
design of the electronic ﬁlter at the time of development, the resonant peaks of the
equal-loudness contours are not captured. However, the main advantage of this ﬁlter
was its simplicity of use, in that a sound level meter can report a weighted overall SPL,
with no data processing required. This convenience led to the widespread adoption
of the A-weighted sound pressure level measurement, denoted by the unit dB(A).
With the development of modern electronics, the requirements to have a relatively
simple ﬁltering circuit have diminished. However, the popularity of the measurement
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Figure 1.21: Frequency response of the A-weighted ﬁlter
has continued. It also should be noted that the A-weighting ﬁlter was designed to ap-
proximate the 1 sone equal loudness contour. The typical loudness inside a vehicle in
a wind tunnel at moderate speed is an order of magnitude greater than this. There-
fore the A-weighted ﬁlter tends to over-estimate the attenuation of lower frequencies.
These limitations have been discussed by a number of authors, including Hellman and
Zwicker (1987). However, through the use of a combination of measures, for instance
comprising not only the overall A-weighted values but also the spectral content, use-
ful information about the nature of the sound can be gained using this convenient
measurement.
1.3.7.3 Articulation Index
To assess how much a particular noise affects the intelligibility of speech, the param-
eter of articulation index (AI) can be used. This is deﬁned in a number of different
ways, although each has the same aim in characterising a particular noise in a scale
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between 0–100%, with 100% as perfect speech intelligibility and 0% where speech is
completely masked by the noise.
The concept of articulation index was originally developed to characterise speech
intelligibility in the ﬁeld of communications by Fletcher and Steinberg (1929). Later,
Kryter (1962) described procedures for computing AI, which were formalised and
formed part of the ANSI/ASA S3.5-1969 standard. The procedure to calculate AI
according to the standard was quite involved and this led to an alternative, simpler
method being developed by Van Ligten (1982), cited by Onusic et al. (2000), oriented
towards the automotive industry.
This method takes the third-octave dB(A) spectrum of a noise and compares it
against a deﬁned spectral range of typical human speech. Each third-octave band is
then combined with a weighting factor, emphasising important frequencies and from
this, the articulation index is generated and measured as percentage articulation. Fig-
ure 1.22(a) shows the SPL range relevant to speech quality in addition to the weighting
factor that indicates that frequencies around 1–2 kHz are particularly signiﬁcant.
f [Hz]
S P
L
[ d
B (
A )
]
A I
W
e i g
h t
i n
g
F a
c t
o r
102 103 104
0
10
20
30
40
50
60
70
80
0
2
4
6
8
10
12
14
16
AI SPL Range
AI Weighting Factor
(a) SPL range and weighting factors
f [Hz]
S P
L
[ d
B (
A )
]
102 103 104
0
10
20
30
40
50
60
70
80
AI SPL Range
Example Data
AI = 100%
AI = 0%
(b) Example data
Figure 1.22: Articulation Index calculation graphs
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The method involves ﬁrst calculating the A-weighted third-octave spectrum of a
particular noise. For each frequency band, this SPL is compared against the AI SPL
range and given a value between 0 and 1. Levels above the maximum AI level for
that particular frequency band are ﬁxed at unity, whilst levels below the minimum are
ﬁxed at zero. Frequencies between the AI SPL range are linearly scaled between these
minimum and maximum values. This number is then multiplied by the weighting
factor to form the frequency-speciﬁc articulation index AI’(𝑘), deﬁned by:
AI’(𝑘) =
𝐿(𝑘) − 𝐿
AI, min
(𝑘)
30
⋅ 𝑊(𝑘) (1.17)
An example of this process is shown in Figure 1.22(b), where example data is plotted
against the AI SPL range. The 200 Hz component of the example noise exceeds the AI
range and this point is indicated by an unﬁlled point. This value is consequently ﬁxed
at the maximum level in the AI range and is shown by a ﬁlled point.
To form the overall AI for a particular noise, the speciﬁc AI components are summed
over the third-octave bands between 200 Hz and 6.3 kHz and subtracted from unity,
as shown by:
AI = 1 −
all 𝑘
􏾝AI’(𝑘) (1.18)
An articulation index close to zero implies very poor speech intelligibility and close
to unity implies very good speech intelligibility. The example data shown in Fig-
ure 1.22(b) has an AI of 64.5%, exhibiting moderately good speech intelligibility.
1.3.7.4 Other Metrics and Jury Testing
A wide range of other psychoacoustic parameters are available and many are sum-
marised by Fastl and Zwicker (2007). These include parameters to quantify the spec-
tral content of a noise such as sharpness, and those to characterise temporal ﬂuctua-
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tions such as roughness, ﬂuctuation strength and modulation degree. Sharpness is cal-
culated in a similar manner to loudness, although placing more emphasis on the higher
frequency content of the noise. As stated by Helfer and Busch (1992), the sharpness
of the vehicle cabin noise is dominated by wind noise, since wind noise sources dom-
inate the higher frequencies. Sharpness is not a standardised parameter and therefore
a number of calculation methods exist. The method proposed by Fastl and Zwicker
(2007) requires the calculation of speciﬁc loudness, which is the component of the over-
all loudness at each critical band. Speciﬁc loudness sums over the 24 critical bands to
equal the overall loudness, according to:
𝑁 =
􏷡􏷣
􏾝
𝑧=􏷟
𝑁 ′(𝑧) (1.19)
Sharpness is then calculated though the summation of the product of speciﬁc loudness
and a weighting function 𝑔(𝑧), over the 24 critical bands by:
𝑆 = 0.11
∑􏷡􏷣𝑧=􏷟𝑁
′(𝑧) ⋅ 𝑔(𝑧) ⋅ 𝑧
𝑁
(1.20)
It is this weighting function that emphasises the importance of the higher frequency
content to sharpness, with the function presented by Figure 1.23 as a function of critical
band number, 𝑧.
Above 14 bark, the weighting function begins to rise rapidly above unity, thereby
increasing the importance of higher frequencies in the calculation of sharpness. In
addition to the weighting function, frequency is also plotted against 𝑧 allowing a con-
version to be made between the critical band domain and the frequency domain. This
shows that frequencies above 2 kHz play an increasing role in the sharpness level of a
particular noise.
57
1. INTRODUCTION AND AIMS
Critical Band, z [Bark]
g (
z )
[ - ]
f [
H z
]
0 4 8 12 16 20 24
0
1
2
3
4
101
102
103
104
105
g(z) [-]
f [Hz]
Figure 1.23: Sharpness weighting function, 𝑔(𝑧), deﬁned by Fastl and Zwicker (2007)
Roughness and ﬂuctuation strength are related and are associated with the tem-
poral ﬂuctuation of a sound signal. Fluctuations at frequencies greater than 10 Hz
increase roughness, with those below increasing ﬂuctuation strength. According to
Fastl and Zwicker (2007), ﬂuctuation strength scales with modulation frequency as
follows:
𝐹 ∼
Δ𝐿
(𝑓
Mod
/4 Hz) + (4 Hz/𝑓
Mod
)
(1.21)
This relationship indicates the importance of the 4 Hz modulation frequency. This
is also shown by Terhardt (1998) in a plot of just-noticeable changes in modulation
degree at various modulation frequencies, presented by Figure 1.24. The degree of
modulation, 𝑚, describes the strength of modulation and is calculated as a ratio of
the ﬂuctuating component to the constant component of the modulation signal, in
the same manner as modulation depth is calculated for AM (amplitude modulated)
signals. A smaller noticeable change of𝑚 indicates a greater human sensitivity toward
this modulation frequency.
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Figure 1.24: Just-noticeable modulation degree, from Terhardt (1998)
The 4 Hz sensitivity to amplitude modulations by a person is thought to be linked
to the average speaking rate of four syllables per second, Fastl and Zwicker (2007). In
work discussed later, in Section 1.4.6, it is known that ﬂuctuations in the approaching
ﬂow can lead to noise modulation. Thus it follows that vehicle occupants may be
particularly sensitive to ﬂuctuations in the higher frequency component of cabin noise
due to unsteadiness in the oncoming ﬂow at around 4 Hz.
To ensure that a particular psychoacoustic parameter is appropriate to characterise
a particular noise, jury testing can be used to correlate the quantitative parameter
with the qualitative response of a listener. For instance, both Otto and Feng (1995)
and Hoshino and Kato (2002) assessed a number of parameters to determine which
best characterised the component of wind noise in the overall noise heard inside the
cabin. Jury testing was used, in which listeners heard a number of sound samples
and recorded a subjective opinion. This subjective data was then correlated against a
number of parameters. In both instances, loudness was found to be the dominating
parameter. However, the sound samples of wind noise were assessed on-road under
still conditions, overlooking the effects of unsteadiness in the oncoming wind leading
to sound modulation.
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In addition to assessing how well a single parameter can characterise a subjective
evaluation, jury testing can be used to create a composite index, comprising a range
of different parameters to capture important features of cabin noise. In this case, a
number of parameters are assessed against subjective responses, which are weighted
and combined to build up a composite metric. As noted by Gade (2007), many vehicle
manufacturers consider the nature of these composite metrics secrets and seldom pub-
lish their ﬁndings. However, a number of researchers have completed similar studies,
including work completed by Nor et al. (2008) who used combinations of a number
of parameters and a weighted average method to develop an overall perception in-
dex of road vehicle cabin noise. To determine the weightings, a number of perception
tests were completed by participants, where it was determined that these weightings
were dependent on the type of road surface. Bergeron et al. (2010) used sensory science
techniques to assess different features of vehicle cabin noise. This involved generating
composite metrics to most closely relate to certain commonly used words to describe
cabin noise. In particular, the 800-4000 Hz band described as hissing is particularly
relevant to wind noise.
A number of jury testing techniques are available to obtain subjective data from
listeners. One of these techniques is the paired comparison, whereby two short sound
samples are presented in quick succession. The listener then selects which sample of
each pair was either the more annoying, pleasant, or whichever feature of the sound
the tester is assessing. From this, each sound sample can then be ranked and correla-
tions between subjective and objective measures assessed.
An alternative method is to rank a number of sound samples. This can be either
relative to one another, such that a group of samples are ordered by a listeners opinion,
or alternatively arbitrary scores can be assigned, from which the samples can then be
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ordered. In comparing ranking to paired comparison methods, Kendall and Babing-
ton Smith (1940) states:
Such “inconsistent” preferences can never appear in ranking, for if 𝐴 is preferred
to 𝐵 and 𝐵 to 𝐶, then 𝐴 must automatically be shown as preferred to 𝐶. The use
of ranking thus destroys what may be valuable information about preferences
The number of inconsistent responses can be used to assess the reliability of a re-
spondent in assessing various sounds. Methods used to assess the number of incon-
sistent responses to that obtained by chance are discussed in detail by Moran (1947)
and Kendall (1955).
Whilst paired comparisons are considered to be the more rigorous form of jury
testing, the number of pairs that can be assessed in a given time is much less than the
number used for ranking, particularly for a large number of samples. For instance, for
a paired comparison where where all combinations of𝑁 sound samples are compared,
the total number of combinations is shown by:
𝑁𝐶􏷡 =
𝑁!
2! (𝑁 − 2)!
=
1
2
𝑁(𝑁 − 1) (1.22)
To obtain the total number of samples to be played, the number of comparisons is
multiplied by a factor of two, since a paired comparison comprises two sound sam-
ples, giving 𝑁(𝑁 − 1). This contrasts with ranking where the 𝑁 different samples are
played once, although this number may increase if opportunity is given to the listener
to replay the samples. Thus a paired comparison may take up to 𝑁−1 times as long to
complete than a ranking exercise, which can lead to impracticably long testing times,
or small amounts of data being assessed. Therefore, ranking tends to be a more com-
mon jury testing technique used to subjectively assess sounds in practise.
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1.3.8 Key Remarks on Aeroacoustics
• Aeroacoustics is the study of acoustics generated either by the interaction of
ﬂuids with solid boundaries or through the turbulent nature of the ﬂow itself.
• Noise measured in the cabin of a vehicle is sensitive to both ﬂow speed and
direction, with the level of noise typically increasing in proportion to velocity
raised between powers of four and six.
• Key areas of noise generation are the separated ﬂow structures in the A-pillar
region and in the wake of the door mirror.
• Aeroacoustic wind tunnels are commonly used to assess the noise generated
both internally and externally on a vehicle. The majority of aeroacoustic inves-
tigation takes place using binaural acoustic heads inside of the vehicle cabin,
measuring noise as would be heard by a vehicle occupant.
• Psychoacoustics is the study of sound perception linking acoustics with both
the physiological response of how the body receives a sound and the psycho-
logical response of how the received sound is then perceived by the brain. A
wide range of psychoacoustic parameters exist, each attempting to capture the
different ways in which a person responds to sounds.
1.4 The Unsteady Environment
1.4.1 Contributing Factors
Whilst the steady-ﬂow wind tunnel is the standard development environment for the
aeroacoustic aerodynamicist, there is increasing research comparing aerodynamic and
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aeroacoustic data measured in the automotive wind tunnel and on-road. The mo-
tivation being that the conditions experienced in a wind tunnel have very low tur-
bulence levels, which tend not to be experienced on the road. There is concern that
data obtained in these steady ﬂow environments do not capture the vehicle’s response
to unsteady ﬂuctuations in the inherently turbulent external surroundings. This was
summarised by a review by Watkins and Cooper (2007) who concluded that there is
evidence suggesting that this on-road unsteadiness can signiﬁcantly affect the aero-
dynamics of some road vehicles.
The unsteady environment experienced by a moving vehicle is different to that
observed from a single point in space, typically measured during studies of wind en-
gineering. These ﬁxed-location measurements only capture the conditions of a partic-
ular point in space and therefore can only hope to record a fraction of the unsteadiness
experienced by a vehicle as it traverses the on-road environment. For example, a ve-
hicle will experience ﬂuctuations as it traverses between these different wind environ-
ments, which will not be completely captured though the simple addition of the vehi-
cle’s velocity vector onto this data. Wind engineering measurements are also recorded
typically 10 m above the ground, well above the height of relevance for a car. Whilst
this data can be extrapolated down to heights more applicable to road vehicles using
an atmospheric boundary layer logarithmic relationship, described by Cooper and
Watkins (2007) amongst others, it was noted by Lawson (1980) that care should be ex-
ercised at the extremes of the ﬁtted range of the law. This is particularly applicable to
the typical height of a car on-road.
A number of reviews have taken place of the on-road environment including those
of Howell (2000), Cooper and Watkins (2007) and Sims-Williams (2011). The review of
the unsteady on-road environment by Sims-Williams (2011) succinctly highlights the
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contributions of various factors to the overall unsteadiness experienced by a vehicle
traversing the environment through the total differential:
D𝒖
D𝑡
=
∂𝒖
Veh
∂𝑡
+
∂𝒖
Wind
∂𝑡
+ 𝒖
Veh
∂𝒖
Wind
∂𝑥
(1.23)
The ﬁrst term ∂𝒖Veh
∂𝑡
This represents the ﬂuctuations in the oncoming ﬂow as seen by the vehicle, owing to
variations in the vehicle’s velocity. Typically, a vehicle travelling on-road will expe-
rience relatively slow changes in vehicle speed meaning that the contribution of this
term to the overall on-road unsteadiness will be relatively small. Therefore this term
can usually be ignored, particularly in the case of this work where on-road testing took
place at constant vehicle speed. Conversely, this term is much more signiﬁcant in the
case of a racing car on a track, where acceleration and deceleration can be much more
dominant, from Sims-Williams (2008).
The second term ∂𝒖Wind
∂𝑡
This is due to the ﬂuctuations in wind speed as measured from a single point in space.
This is the the term that was classically used in early studies of the unsteady wind envi-
ronment, where stationary data was taken from masts typically at 10 m in height. This
data was translated to a height more applicable to a road vehicle using an imperfect
assumed boundary layer model, such as that shown by Howell (2000) and Saunders
and Wordley (2006). The vehicle velocity was then superposed onto this vector.
The third term 𝒖
Veh
∂𝒖
Wind
∂𝑥
This is perhaps the most signiﬁcant term and can only be measured by a vehicle travers-
ing the on-road environment. This term takes the spatial variations in the wind veloc-
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ity and converts them into the temporal variation that the vehicle experiences as un-
steadiness as it travels at velocity 𝒖
Veh
. Taylor’s Hypothesis, for example as described
by ESDU 74030 (1976), states that environmental turbulence is essentially a series of
static perturbations convected with the mean wind velocity, so that a stationary ob-
server experiences these perturbations in time. Roadside furniture and other station-
ary objects, such as trees and bridges, will result in steady spatial variations. A moving
vehicle that traverses through these variations will perceive them as further unsteady
ﬂuctuations, the rate of which is affected by the vehicle’s speed. This cannot therefore
be derived from measurements taken at a ﬁxed location. In addition to the wakes of
stationary objects, traversing through the wakes of other road vehicles will also result
in unsteady ﬂuctuations. An investigation by Howell (2011) revealed that the decay
of a vehicle’s wake scales with 𝑥−􏷡/􏷢, indicating that on a relatively busy motorway, a
large proportion of driving time can be spent in various levels of other vehicle wakes.
1.4.2 Characterisation of the Unsteady Environment
As introduced, the unsteady environment experienced by a moving vehicle is pro-
duced by combination of different factors. These generate an ensemble of gusts of a
range of different sizes and ﬂuctuation intensities. A number of approaches are com-
monly used to characterise this environment and are outlined in the following sections.
1.4.2.1 Probability Density Functions
A probability density function (PDF) describes the relative likelihood that a particular
variable will take a given value. To represent the probability density function for a
given recorded variable 𝑋, the range of observed values is ﬁrst divided into a number
of equally-spaced bins, with the probability recorded for the data collected in a par-
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ticular bin 𝑛. The sum of the resulting probability distribution over the entire range is
equal to unity:
􏾝
all 𝑛
𝑃 (𝑋 = 𝑛) = 1 (1.24)
The probability distribution provides a convenient method for presenting the average
range of conditions experienced by a vehicle, with an indication of the standard de-
viation and mean of these conditions. This technique also allows the distribution of
the environment to be made. Probability distributions have been used by a number
of authors in presenting the on-road conditions experienced by a vehicle, for instance
Lawson et al. (2008) in presenting the range of oncoming ﬂow yaw angles, and Watkins
and Saunders (1998) in discussing the distribution of the components of the oncoming
ﬂow vector in different terrains.
1.4.2.2 Spectral Methods
One method of characterising the unsteady environment is through the use of an au-
tospectral density function (ASD), also commonly known as the power spectral density.
This is a frequency-dependent function, presenting the various spectral contributions
that make up the overall time record. This function is deﬁned by:
𝐺𝑥𝑥 􏿴𝑓􏿷 =
2
𝑇
􏿗𝑋 􏿴𝑓􏿷􏿗
􏷡
(1.25)
according to Bendat and Piersol (1993), where 𝑋 is the Fourier transform of the time
record of 𝑥, of overall length 𝑇 . One of the properties of the ASD is that the result of
integrating over the entire frequency range is equal to the variance of the measured
variable, as shown by:
􏾙
∞
􏷟
𝐺𝑥𝑥 􏿴𝑓􏿷 d𝑓 = 𝜎􏷡𝑥 (1.26)
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To build up an average spectrum of a series of different time records, a number of
autospectral density functions can be averaged so that any spurious noise be removed
from the overall spectrum. For the case of 𝑛𝑏 records of data, each of length 𝑇 , this
process is deﬁned by:
𝐺𝑥𝑥 􏿴𝑓􏿷 =
2
𝑛𝑏𝑇
𝑛𝑏
􏾝
𝑏=􏷠
􏿗𝑋𝑏 􏿴𝑓, 𝑇􏿷􏿗
􏷡
(1.27)
Each block of data may either be chosen to be a full time record, as recorded, or alter-
natively records may be split into a series of blocks and the resulting average spectrum
calculated. The latter process results in a larger number of blocks being used to cre-
ate an average, potentially reducing spurious noise, at the expense of lower-frequency
resolution. In addition to the ASD, the cross-spectral density (CSD) can be useful in
determining the relationship between two signals. It is commonly used as a precursor
to the calculation of transfer functions, such as those described in Section 1.4.5. Unlike
the ASD, the CSD is a complex function, with 𝑋∗ the complex conjugate of 𝑋. For the
case of 𝑛𝑏 records of data, each of length 𝑇 , the CSD is deﬁned by:
𝐺𝑥𝑦 􏿴𝑓􏿷 =
2
𝑛𝑏𝑇
𝑛𝑏
􏾝
𝑏=􏷠
𝑋∗𝑏 􏿴𝑓, 𝑇􏿷 𝑌𝑏 􏿴𝑓, 𝑇􏿷 (1.28)
1.4.2.3 Turbulence Intensity
The intensity of the turbulent velocity ﬂuctuations measured at a point can be de-
scribed using a standard deviation value. For a given analysis period of 𝑁 samples,
the mean value of the ﬂow velocity is subtracted from the instantaneous total ﬂow ve-
locity to determine the ﬂuctuating component. The RMS of the ﬂuctuations over this
sampling period is calculated, giving the standard deviation. This process is deﬁned
67
1. INTRODUCTION AND AIMS
for the 𝑥-component of the measured ﬂow velocity:
𝜎𝑥 =
􏽭
⃓
⃓
⃓
⎷
1
𝑁
𝑁
􏾝
𝑖=􏷠
(𝑢𝑥,𝑖 − 𝑢𝑥)
􏷡
(1.29)
Alternatively, a spectral approach can be adopted using the square-root of the vari-
ance, as shown by Equation 1.26.
Commonly, the standard deviations are normalised with respect to the mean re-
sultant ﬂow speed calculated over the same sampling period and reported as a per-
centage. These resulting component values of turbulence intensity are described by:
𝐼𝑥 =
𝜎𝑥
𝑢
𝐼𝑦 =
𝜎𝑦
𝑢
𝐼𝑧 =
𝜎𝑧
𝑢
(1.30)
with the overall bulk turbulence intensity given by the vector combination of these
values and given by:
𝐼 = 􏽯𝐼
􏷡
𝑥 + 𝐼
􏷡
𝑦 + 𝐼
􏷡
𝑧 (1.31)
Note that the deﬁnition of bulk turbulence intensity varies between authors, with the
RMS of the individual intensity components a commonly used alternative.
1.4.2.4 Turbulence Length Scale
The unsteady environment experienced by a moving vehicle is a combination of dif-
ferent factors that are described earlier in this section. These generate an ensemble of
gusts of a range of different sizes and ﬂuctuation intensities. One approach to char-
acterise this environment is through the use of a spectral distribution describing the
levels of energy at each ﬂuctuation frequency. An alternative approach is to collapse
this information into a single value providing a comparative measure of the average
size of a wind gust. This quantity is known as turbulence length scale, and can be used
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to characterise the average gust size in the full range of scales. This has the advantage
of being a convenient single-value comparative measure, although care must be taken
since much of the ﬂow information is lost in calculating this value.
There are different methods available to compute the length scale parameter, no-
tably the autocorrelation and von Kármán methods, described by ESDU 74030 (1976)
and von Kármán (1948) respectively. The autocorrelation method determines a char-
acteristic time scale of the turbulence by determining the time period it takes for the
measured velocity to become uncorrelated. This time scale is then converted into a
length scale through the use of Taylor’s Hypothesis. The von Kármán approach takes
a non-dimensional power spectra of the wind velocity components and ﬁts a spectra
deﬁned by von Kármán (1948) using a least-squares regression. The turbulent length
scale that results in the best ﬁt of this spectrum is given as the resulting characteristic
length scale. The basis of this method is the assumption that the oncoming turbulent
ﬂow ﬁeld ﬁts that of a von Kármán spectral distribution. Figure 1.25, reproduced from
Wordley (2009) shows the relationship between various von Kármán spectra and the
equivalent values of turbulence intensity and length scale.
Both methods can be used to characterise the average length scale of oncoming
ﬂow turbulence, with authors such as Schröck et al. (2009a) using the von Kármán
method and Lindener et al. (2007) using the autocorrelation method. Wordley (2009)
compared the two methods and found that the autocorrelation method tended to give
lengths of around twice those calculated using the von Kármán method. Therefore
comparisons between length scales determined by different authors should be treated
with care.
The autocorrelation method was used in this work and follows the method deﬁned
by ESDU 74030 (1976). This involves ﬁrst calculating the autocovariance function of
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Figure 1.25: Example power spectra with equivalent turbulence intensities and von
Kármán length scales, from Wordley (2009)
the three measured velocity components, according to:
𝐶𝑥𝑥(𝜏) = 𝑢𝑥(𝑡) ⋅ 𝑢𝑥(𝑡 + 𝜏) (1.32)
This describes the autocovariance function calculated for the 𝑥-component of velocity,
although the 𝑦 and 𝑧-components follow the same form. The autocovariance function
is then normalised by the respective variance at 𝜏 = 0 to form the autocorrelation
function, again shown for the 𝑥-component of velocity:
𝜌𝑥𝑥(𝜏) =
𝐶𝑥𝑥(𝜏)
𝜎𝑥(0)
􏷡 (1.33)
At small values of 𝜏, the autocorrelation function will be close to unity since the mea-
sured signals are well correlated, i.e. there is a strong causal relationship between the
signal at 𝑡 = 0 and 𝑡 = 𝜏. As 𝜏 becomes larger, this correlation will decrease since
the causal relationship between a gust at 𝑡 = 0 and 𝑡 = 𝜏 will tend to zero. At a
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value of zero, there is no correlation between the original signal and that at 𝑡 = 𝜏 later,
indicating that the original measured gust has passed downstream. To evaluate the
characteristic time scale for these turbulent ﬂuctuations, the appropriate autocorrela-
tion function is integrated up until the point where the correlation function reaches
zero, at 𝜏𝜌=􏷟, as shown by:
𝑇𝑥 = 􏾙
𝜏𝜌=􏷩
􏷟
𝜌𝑥𝑥(𝜏) d𝜏 (1.34)
Taylor’s Hypothesis can be used to determine the characteristic component turbulent
length scale, from the characteristic time scale, relating the temporal and spatial do-
mains. This states that, provided the bulk ﬂow speed 𝑢 is much greater than the tur-
bulent ﬂuctuations in the ﬂow, the turbulence ﬁeld can be considered to be frozen in
space and convected past a point with a speed 𝑢. Hence Taylor’s Hypothesis gives:
𝐿𝑥 = 𝑇𝑥𝑢 (1.35)
The Hypothesis was shown to be valid for scales of atmospheric turbulence generally
less than 250 m through substantial research by a number of authors, including Lappe
and Davidson (1963) and Powell and Elderkin (1974). However it is important to note
that these studies were focussed on atmospheric turbulence rather than the unsteady
ﬂow as experienced by a ground-based vehicle.
1.4.3 The Unsteady Environment as Experienced by a Vehicle
Early work using a vehicle to collect and assess the unsteady on-road environment in-
cluded that of Watkins (1990), also summarised by Watkins and Saunders (1995, 1998)
and Watkins et al. (1995). This work compared turbulence intensities collected from
a moving vehicle with a predictive model, taking data collected from a ﬁxed site and
translating it to what would be experienced by a moving vehicle. To collect the mov-
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ing vehicle data, a mast-mounted hot-wire anemometer was used, ﬁxed at a height
of 1.9 m above the vehicle, which travelled at 100 km h
−􏷠
(27.8 ms
−􏷠
). Two 40 km
stretches of road were chosen, described as open terrain with well scattered obstruc-
tions. Turbulence intensities were found to vary depending on the degree of roadside
aerodynamic obstructions and ranged from 𝐼𝑥 = 2.5% to 5% and 𝐼𝑦 = 2% to 10% in
the longitudinal and lateral directions respectively. The model showed that wind tun-
nel tests at higher yaw angles should be conducted at greater turbulence levels, since
under highway conditions, higher yaw angles can only be generated by inherently
turbulent larger crosswinds. This is particularly signiﬁcant from a wind noise per-
spective, since this condition combines not only yawed ﬂow, leading to an increase
in the level of wind noise through increased ﬂow separation, but also ﬂuctuations,
leading to wind noise modulation.
(a) On-road (b) Model-scale
Figure 1.26: Mast-mounted probe, from Watkins (1990)
Saunders and Mansour (2000) also investigated the unsteady environment as expe-
rienced by a moving vehicle. A four-hole pneumatic probe was used, mounted 0.73 m
in front of a vehicle, 0.5 m above the height of the ground. Testing took place on two
test tracks, in Australia and Dearborn, MI, in a range of different wind conditions. The
effect of following another vehicle was also investigated. It was found that on open
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roads in light winds, turbulence intensities ranged from 𝐼𝑥 = 2% to 3% and 𝐼𝑦 = 1%
to 2% in the longitudinal and lateral directions respectively. Autocorrelation length
scales ranged from between 2 and 17 m. Turbulence intensities measured behind an-
other vehicle were measured to range from 𝐼𝑥 = 10% to 25% and 𝐼𝑦 = 6% to 15%, with
a separation distance of between 15 m and 4 m respectively. It was also noted that
the presence of an upstream vehicle within approximately three vehicle lengths sub-
stantially increases the measured turbulence intensity, whilst signiﬁcantly reducing
the turbulence length scale. Finally, it was suggested that when investigating aeroa-
coustics in a wind tunnel, the presence of a vehicle upstream offers the opportunity
to measure wind noise in a turbulent airﬂow. Such passive methods of turbulence
generation in the wind tunnel environment are discussed in Section 1.4.7.1.
In addition to Watkins and Saunders and Mansour, a number of other authors
have measured the unsteady on-road environment when assessing vehicle dynamics
or aeroacoustics. These investigations are discussed in more detail in Section 1.4.6.
However, a signiﬁcant disadvantage of using these studies to characterise the un-
steady on-road environment is that the oncoming ﬂow tends to be measured in ways
that minimise their impact on cabin noise or the ﬂow around the vehicle. Therefore
they tend to be compromised in fully capturing the on-road environment. In addi-
tion, these studies have also tended to focus on a limited range of on-road conditions
and therefore do not form a complete set of data relating to the varied range of con-
ditions that can be experienced by a vehicle. Watkins and Cooper (2007) later states
that whilst this turbulence can signiﬁcantly affect vehicle aerodynamic response, not
enough information was known to fully characterise it.
This was answered through the work of Wordley (2009), which incorporates the
additional publications of Wordley and Saunders (2008) and Wordley and Saunders
(2009) and forms the current deﬁnitive work on the unsteady on-road environment
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as seen from the perspective of the vehicle. This research involved collecting on-road
data under a range of different trafﬁc conditions, environments and weather condi-
tions using a rake of four-hole pneumatic probes mounted in front of the vehicle as
shown by Figure 1.27. Since the purpose of the work was to solely collect oncoming
ﬂow data, a large mounting structure could be used. This was positioned 1 m from
the front of the vehicle to reduce the effect of the vehicle body on the probe measure-
ments, although even at this spacing, the decrease in measured free-stream velocity
was of the order of 10 %.
(a) Horizontal conﬁguration (b) Vertical conﬁguration
Figure 1.27: Front-mounted probe rake, from Wordley (2009)
Two probe rakes were used, to investigate both horizontal and vertical spatial tur-
bulence correlations. As the instrumented vehicle travelled along the road the probe
rake moved, particularly in the vertical (𝑧) direction. This relative motion was cap-
tured using accelerometers and the measured ﬂow velocities were corrected. On-road
data were collected under a range of conditions, with a summary of the turbulence
intensities and length scales measured in these environments shown in Figure 1.28.
Both von Kármán and autocorrelation length scales are presented.
These results highlight that different terrains and on-road conditions can consid-
erably change the unsteady conditions experienced by a vehicle on-road. These range
from low intensity, larger length scales experienced in smoother terrain, to the higher
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Figure 1.28: Turbulence conditions in different on-road environments, modiﬁed from
Wordley (2009)
intensity, short length scales experienced in closer proximity to the wakes of other
road vehicles. The measurements by Watkins (1990) took place in an environment
comparable with those of the roadside obstacle environment of Wordley and the inten-
sity measurements are consistent with this. Likewise, the intensity and autocorrelation
length scale measurements of Saunders and Mansour (2000) on a test track, both in iso-
lation and in the wake of another vehicle, are consistent with those of Wordley in both
a smooth and freeway environment respectively.
The measurements were also presented in the spectral form of an ASD. Figure
1.29 shows these results in the lateral (cross-ﬂow) direction, although the longitudinal
direction is similar. Here, the nomenclature used to describe the ASD is 𝑆, which is
equivalent to the form 𝐺𝑉𝑉 used throughout this thesis.
The wide band encapsulates the spectra for all of the measured on-road environ-
ments, highlighting the range of scales experienced on-road. The higher frequency
roll-off is synonymous with the spectra of the natural wind environment. The objec-
tive of the work was to capture the range of conditions as experienced by a vehicle
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Figure 1.29: On-road cross-ﬂow spectra, from Wordley (2009)
on-road and compare these conditions to those experienced in a full-scale automotive
wind tunnel. Targets were then proposed based on these ﬁndings for the modelling of
turbulence in automotive wind tunnels. Such simulation of unsteadiness is discussed
further in Section 1.4.7.1.
Wojciak et al. (2010) used a similar data collection approach, focussing on isolated
extreme crosswind events. Turbulence intensities were found to increase from 1–3% to
7% during the course of the gust event, with inferred gust length scales ranging from
2–200 m, with scales of 10–80 m of greatest importance.
1.4.4 Characterisation of the Vehicleʼs Response To Unsteadiness
When a vehicles drives through the unsteady on-road environment, it experiences a
spectrum of ﬂuctuations of different sizes and energies. How a vehicle responds to
these may be frequency dependent, such that the vehicle behaves differently when
subjected to either larger or smaller ﬂuctuations in the wind.
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1.4.4.1 Quasi-steady Limits
A vehicle can be said to have a quasi-steady response if the vehicle responds in the
manner it would under steady conditions. That is, the behaviour of vehicle, be it in
terms of ﬂow ﬁeld surface pressures or cabin noise, is independent of the rate of change
of the ﬂow ﬁeld. For instance, a vehicle subjected to yawed ﬂow that is changing
sufﬁciently slowly will experience the same side force as would be measured at the
same instantaneous yaw angle under steady conditions. As the yaw angle ﬂuctuates
with increasing frequency, the side force experienced at a particular instantaneous yaw
angle will deviate from the corresponding steady measurement. At this point, the
vehicle is no longer responding in a quasi-steady manner.
To characterise the interaction of transient ﬂuctuations with an object in a non-
dimensional form, the quantity reduced frequency is sometimes used. This is deﬁned
by
𝑘 =
2𝜋𝑓𝑑
𝑢
∼
time-scale of convection
time-scale of unsteadiness
=
2𝜋𝑑
𝜆
∼
length-scale of object
length-scale of unsteadiness
(1.36)
and is a function of the oncoming ﬂow speed 𝑢, the frequency of the oncoming un-
steady ﬂuctuations 𝑓 and a length 𝑑 characterising the size of the object under consid-
eration. This relationship can also be deﬁned using the wavelength of the unsteady
ﬂuctuation 𝜆. Note that a number of deﬁnitions of reduced frequency exist, including
that deﬁned by Equation 1.36 divided by both 2 (for instance Bearman and Mullarkey
(1994)) and 2𝜋; the latter more commonly known as the Strouhal number.
Reduced frequency is effectively a ratio of how long the unsteadiness lasts for to
the time taken for this unsteadiness to convect over the object under consideration.
It can also be thought of in terms of relative size, with ﬂuctuations much larger than
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the object taking a correspondingly longer convection time, leading to a quasi-steady
response. Conversely, smaller unsteady ﬂuctuations will lead to a non-quasi-steady
response. It is generally assumed, for instance by He (1996), that the ﬂow will be quasi-
steady at reduced frequencies less than 0.1 and will not be quasi-steady at reduced
frequencies greater than 1. These limits are shown overlaid onto the crosswind spectra
as presented by Wordley (2009). The equivalent length scale ratio has also been added.
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Figure 1.30: Expected bounds for vehicle quasi-steady response
The values of reduced frequency and length scale ratio are based on a vehicle trav-
elling at 100 km h
−􏷠
(consistent with Wordley) and a characteristic length based on the
square-root of a vehicle frontal area􏽮𝐴𝑓 = 1.5 m. Based on the reduced frequency lim-
its, the ﬂow around the vehicle will have sufﬁcient time to fully develop in response
to transients with wavelengths 60 times larger than the vehicle, whereas the ﬂow ﬁeld
will not develop sufﬁciently to transients 6 times smaller than the vehicle to match
that experienced under steady-state conditions.
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It should be emphasised that these quasi-steady bounds are guidelines. In partic-
ular, owing to the various sizes of geometry around a vehicle, the ﬂow around certain
components may be quasi-steady, whereas around others it may not be. For instance,
since the door mirrors are much smaller than the vehicle itself, the ﬂow around the
mirrors may be behaving in a quasi-steady manner, whereas the ﬂow around the en-
tire vehicle may not be. This therefore has implications for aerodynamics and aeroa-
coustics in that for a given level of unsteadiness, the aeroacoustic and aerodynamic
responses may differ in their behaviour to transient ﬂuctuations.
As the scales become smaller, the energy contained within these ﬂuctuations be-
comes correspondingly reduced and this is illustrated by the high-frequency roll-off in
the measured wind spectrum. These ﬂuctuations will have a decreasing signiﬁcance
on the response of the vehicle as the scales become smaller. For instance, it would be
imagined that transient unsteadiness of scales of the order of 1 cm would have little ef-
fect on the side forces of a vehicle, although it is likely that this small-scale turbulence
will have a greater effect on aeroacoustics than aerodynamics. In summary, behaviour
of the ﬂow can be crudely separated into the following regions:
Quasi-steady region: Long length scales; vehicle responds as predicted using steady
methods.
Non-quasi-steady region: Vehicle does not respond in manner predicted through steady
methods; energies large enough to lead to signiﬁcant vehicle response.
Small-scale turbulence region: Short length scales; energies sufﬁciently low to not
affect vehicle, or effects imperceptible.
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1.4.5 Quantifying the Response
The aerodynamic admittance is commonly used to quantify the aerodynamic response
of a vehicle to unsteadiness. This approach originated in the aeronautical ﬁeld by von
Kármán and Sears (1938) and was extended into the ﬁeld of wind engineering by Dav-
enport (1961), describing loads on a building due to turbulent wind. The admittance
is a frequency-dependent function that describes the behaviour of an output variable
to a given set of input conditions. Typically, output variables are aerodynamic coefﬁ-
cients, such as the side force or yaw moment coefﬁcients. An example is given by:
𝜒 􏿴𝑓􏿷
􏷡
=
𝐺𝑐𝑐 􏿴𝑓􏿷
􏿶
􏸃𝑐
􏸃𝜓􏿹
􏷡
𝐺𝜓𝜓 􏿴𝑓􏿷
(1.37)
where the input and output variables are 𝑐 and 𝜓 respectively, with corresponding
spectra 𝐺𝑐𝑐 and 𝐺𝜓𝜓.
The differential term is determined under steady-state conditions (𝑓 = 0) and thus
the admittance should tend to unity as 𝑓 → 0. However, as noted by Sims-Williams
(2011), the results presented by many authors fail to demonstrate this. An admittance
equal to unity is indicative of a quasi-steady response, where the ratio of output to
input signal magnitudes is equal to those obtained under steady conditions. An ad-
mittance greater than unity indicates that the response is greater than that predicted
by a quasi-steady approach, with admittances below unity indicative of a reduced re-
sponse. At higher frequencies, the admittance function generally falls to zero, since
for example these smaller ﬂuctuations become increasingly less effective in producing
a side force and yaw moment on the vehicle. An example of this was noted by Howell
(2002, 2004) who found, during a theoretical investigation of ride quality for an SUV,
that the unsteady wind input could cause a lateral force magniﬁcation on the vehicle at
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low frequencies (an admittance greater than unity) but this effect became insigniﬁcant
for frequencies greater than 2 Hz.
The aerodynamic admittance is closely related to the frequency response function,
also commonly known as a transfer function. This is a more general representation
of the relationship between the input and output of any linear system. The deﬁnition
of the transfer function 𝐻 􏿴𝑓􏿷, with equivalent inputs and outputs to the aerodynamic
admittance of Equation 1.37, is given by:
􏿗𝐻 􏿴𝑓􏿷􏿗
􏷡
=
𝐺𝑐𝑐 􏿴𝑓􏿷
𝐺𝜓𝜓 􏿴𝑓􏿷
(1.38)
The key difference between the aerodynamic admittance and the magnitude of the
transfer function is that the transfer function omits the zero-frequency ‘correction’
term. Thus depending on the sensitivity of the outputs of the system to the inputs un-
der steady state conditions, a quasi-steady response may not be indicated by a unity
transfer function.
Equation 1.38 does not illustrate the complete transfer function since it is not com-
plex and therefore describes only the information of the magnitude change with no
information given to changes in phase. This can only be determined through the use
of the cross-spectral density 𝐺𝑐𝜓 􏿴𝑓􏿷, which itself is a complex function. This form is
given by:
𝐻 􏿴𝑓􏿷 =
𝐺𝑐𝜓 􏿴𝑓􏿷
𝐺𝜓𝜓 􏿴𝑓􏿷
(1.39)
1.4.5.1 Techniques Assuming Quasi-Steady Behaviour
Quasi-steady techniques form the basis of the majority of aerodynamic and aeroacous-
tic testing taking place in wind tunnels. For instance it is common for a wind tunnel
test to take place at a series of yaw angles and ﬂow speeds, with the behaviour of the
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vehicle on-road inferred from these results. Indeed, it is the validity of this inference
that forms the basis of this thesis.
One quasi-steady approach that extends these discrete measurements into a form
more applicable to the conditions experienced on-road is through the calculation of
wind-averaged drag. This is a method of not only assessing the drag coefﬁcient of a
vehicle at zero yaw, but by assessing an averaged drag from the range of yaw angles
caused by the variation in the oncoming wind speed and direction. In the 1970s this
became a popular method, particularly in assessing the fuel economy of trucks. The
development of a wind-averaged drag coefﬁcient 𝑐𝐷,𝑤𝑎 is discussed by Howell (2000),
with the form given by Ortega and Salari (2004) based on the geometrical relationships
between the wind and vehicle velocity vectors as:
𝑐
D,WA
=
1
𝜋
􏾙
𝜋
􏷟
𝑐
D
(𝜓)
⎛
⎜
⎜
⎝
1 + 2
⎛
⎜
⎝
𝑢
Wind
𝑢
Veh
⎞
⎟
⎠
cos 𝜙 +
⎛
⎜
⎝
𝑢
Wind
𝑢
Veh
⎞
⎟
⎠
􏷡⎞
⎟
⎟
⎠
d𝜙 (1.40)
The variables are deﬁned as per Figure 1.6, with the wind-averaged drag a function
of 𝑐
D
(𝜓), the drag coefﬁcient at yaw angle 𝜓; vehicle speed 𝑢
Veh
; and the average wind
speed 𝑢
Wind
blowing from direction𝜙. This simpliﬁed deﬁnition assumes that the wind
can originate from any direction with equal probability and that the vehicle is symmet-
rical. How these quantities relate to the vehicle are shown in Figure 1.31, reproduced
from the earlier Figure 1.6. More involved deﬁnitions including the use of probability
distributions of yaw and wind speed are discussed by Cooper (1976), Ingram (1978)
and others. However, the precise deﬁnition of these distributions will vary between
different road environments and therefore the choice of probability distribution is not
trivial.
Ingram (1978) found that even a relatively simple form of wind-averaged drag was
a satisfactory improvement to simply assessing a zero-yaw drag value. Drag measure-
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Figure 1.31: Wind, vehicle and resultant ﬂow vectors relative to the vehicle
ments are primarily linked to fuel consumption and therefore CO􏷡 emissions. Fuel
consumption is averaged over a relatively long period of driving and therefore a sim-
pliﬁed wind-averaged model of the on-road wind conditions, based on a quasi-steady
assumption may to be sufﬁcient to capture the differences between wind tunnel data
and on road. Cabin noise in a vehicle and a passenger’s perception of it is affected more
by faster, transient events, and therefore a form of wind-averaged cabin noise may not
be sufﬁcient to fully capture a customer’s perception of noise inside the cabin.
An alternative technique was adopted by Howell (2002, 2004) who provided an es-
timate of unsteady lift and yaw loading to a vehicle. Steady-wind tunnel aerodynamic
coefﬁcients were obtained in the wind tunnel and combined with a von Kármán wind
spectrum to generate a theoretical response spectrum of a vehicle to these unsteady
loads.
An aeroacoustic method based on the quasi-steady assumption is a cabin noise
simulation technique developed by Krampol et al. (2009a,b). This technique involved
creating a database of vehicle cabin noise for a number of different classes of vehicle.
These were tested in an aeroacoustic wind tunnel at a range of different yaw angles
and ﬂow speeds, so that a database of noise samples was created. Using example ﬂow
data, these recorded samples were stitched together based on instantaneous resultant
velocity and yaw angle, with cross-fading used to blend the samples together. To val-
idate the procedure, the test vehicle was placed in the collector of the wind tunnel,
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with a vehicle placed in the nozzle to act as a turbulence generator. The oncoming
ﬂow ﬁeld was measured from the test vehicle and this provided the example ﬂow
data, from which the cabin noise could be synthesised. Cabin noise in the test vehi-
cle was also recorded, although not simultaneously with the ﬂow data. Jury testing
was used to assess the technique to determine the optimum stitching frequency and
probe measurement location. It was found that a probe mounted on the front bumper
combined with a sample frequency of 10 or 15 Hz provided the best results. It should
be noted that no data was collected on-road and whilst this technique is not limited
solely to wind tunnel studies, no comparison was made against the increased levels of
unsteadiness found in the on-road environment. The limitations of the quasi-steady
assumption forming the basis of this technique were also not assessed.
1.4.6 Assessing Vehicle Response Directly
Perhaps the most obvious approach to measure the response of a vehicle to the tran-
sient conditions on-road is to drive the vehicle in these conditions and measure the
response. Like any assessment made under operating conditions, the vehicle should
be measured under a sufﬁciently large range of wind conditions to capture the full
range of unsteadiness that a vehicle may experience. Also, measurements on-road
must take place at a late stage in the design process, when the vehicle is in an operable
state. Wind tunnel testing has the advantage that non-functional models can be used,
with measurements also generally being more controlled and repeatable. However,
these advantages can be outweighed with the challenges of being able to simulate the
full range of unsteady conditions that may be experienced on-road. On-road measure-
ments are the only method in which the vehicle can truly experience these real-world
conditions.
A number of studies have been completed comparing wind tunnel data with the
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on-road environment. These include studies completed by Lawson et al. (2003, 2007,
2008) who compared surface pressure distributions of a mid-sized hatchback and an
SUV in both the steady wind tunnel and on the road, focussing later on the A-pillar re-
gion. It was found that the wind tunnel matched the on-road time-averaged centreline
and sideglass pressure proﬁle reasonably well, but noted that the A-pillar ﬂow struc-
ture on-road was more complex. Later work focussing solely on the A-pillar region
found that whilst the oncoming ﬂow yaw angle was the dominating factor inﬂuencing
the sideglass pressure distribution, ﬂuctuations in the pressure proﬁle were larger than
due to the yaw angle changes alone. In a similar study, Gilhome and Saunders (2002)
and Saunders (2003) compared door pressures on-road and in the steady wind tunnel.
The door pressure and sideglass pressure tappings are shown in Figure 1.32. It was
found that the peak pressures on road were larger than that predicted by the wind
tunnel, however average door pressures measured in the wind tunnel were higher
than on-road. Flow structures around the A-pillar are important from a cabin noise
perspective, whereas door pressures are more relevant to driving dynamics and leak
noise.
 7
 
 
 
Figure 3 : Surface Pressure Tapping Locations 
 
Figure 1.32: Side door pressure tappings, from Gilhome and Saunders (2002)
A study by Mayer et al. (2007) assessed how the unsteady wind environment af-
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fected yawing moment on a full-size vehicle. Pressure tappings were installed over
the side of a vehicle to determine the yawing moment exerted on the vehicle by the
wind. A probe to measure the oncoming ﬂow was positioned on a frame ahead of
the vehicle, as shown in Figure 1.33. Testing took place on roads in the North of Ger-
many and also in the Pininfarina wind tunnel both with and without active turbulence
generation.
Figure 1.33: Probe mounted ahead of windscreen, from Mayer et al. (2007)
To compare the results obtained in both the wind tunnel and on-road, aerodynamic
admittance functions were determined. These were used to assess the effect of body
modiﬁcations on the stability of a vehicle under transient conditions. The measured
yaw moment admittance is shown by Figure 1.34. The data were originally presented
as a function of an alternative deﬁnition of reduced frequency, being a factor of 2𝜋
smaller. The results presented here have been adjusted so that the reduced frequency
is consistent with that deﬁned by Equation 1.36, with the characteristic length based
on the total length of the vehicle. Results were also compared to those obtained by
Cooper (1981), whose work is later described in Section 1.4.7.2.
The band of measured data was deﬁned as being one standard deviation either
side of the mean response. The data follows the results of Cooper (1981) reasonably
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Figure 1.34: Yaw moment admittance, modiﬁed from Mayer et al. (2007)
well, with the maximum admittance and therefore vehicle yaw response at reduced
frequencies between 1 and 2. It was noted that this tends to coincide with the eigen-
frequency (natural frequency) of a vehicle and suspension system. Deviations from
the results of Cooper occur at both extremes of the measured frequency range. The in-
crease in admittance at higher frequencies is unusual, although noted to be consistent
with Bearman and Mullarkey (1994), since it would be expected that the vehicle would
respond more weakly to the smaller-scale unsteadiness on-road. The admittance was
also shown to not equal unity at low frequencies.
A few aeroacoustic studies have taken place comparing wind tunnel data with the
on-road environment. An early study by Zimmer et al. (2001a) assessed the effects
of modiﬁcations to the A-pillar geometry of a vehicle on surface pressures and cabin
noise. It was noted that improvements made in the wind tunnel were not discernible
on-road, owing to engine and tyre noise effects. However, on-road testing took place
in still conditions, where trafﬁc and other vehicle wakes were avoided. More impor-
tantly, on-road testing took place at 100 kph and at these speeds it is unlikely that
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wind noise would be sufﬁciently dominant. Watkins et al. (2001) also compared on-
road aeroacoustic data with that of the wind tunnel, using a roof-mounted probe and
an acoustic head, as shown by Figure 1.35. It was noted that the time-averaged data
compared between the two environments was similar and that temporal-based ap-
proaches, such as a modulation analysis were more appropriate to differentiate the
effects of the onset turbulence from that of the steady ﬂow.
Figure 1.35: Roof-mounted probe, from Watkins et al. (2001)
An extensive study was carried out by Lindener et al. (2007), incorporating a wide
range of techniques, comparing why the noise heard in the traditional smooth ﬂow
wind tunnel was different to that heard on-road. Cabin noise measurements were
recorded in both the steady ﬂow conditions of the Audi AWT and the controlled un-
steady conditions of the Pininfarina AWT. These were compared against cabin noise
recorded on-road under a range of conditions. A psychoacoustic study was also car-
ried out to assess important features of the cabin noise. To measure the ﬂow around
the vehicle, both a front bumper-mounted probe, shown in Figure 1.36, and a second
probe mounted near the A-pillar were used. An acoustic head was placed in the cabin
to measure cabin noise.
It was found that using the turbulence generation system of the Pininfarina wind
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Figure 1.36: Front-mounted probe, from Lindener et al. (2007)
tunnel, conditions that simulated the important features of the vehicle’s cabin noise
could be generated. However, a comparison of time-averaged data showed little dif-
ference in cabin noise response between results in the Pininfarina tunnel with or with-
out active turbulence generation. This mirrors the ﬁndings of Lawson et al. (2008), in
that it is important to look beyond the time-averaged data in assessing the differences
in vehicle behaviour between steady and unsteady environments.
Using the well-known power relationship between ﬂow speed and sound pressure
level, for instance as shown by:
ΔdB
SPL
(𝑢) = 10 log
⎛
⎜
⎝
𝑢
𝑢
Ref
⎞
⎟
⎠
􏷤.􏷤
(1.41)
a prediction of the instantaneous cabin noise can be made. The power relationship
as used by Lindener et al. is presented in Equation 1.41, based on a power of 5.5.
Recall that a pure dipole sound source scales with ﬂow speed raised to the sixth power,
implying that the relationship chosen here implies dipole-dominated behaviour, with
a minor contribution from monopole sources.
By taking a reference speed 𝑢
Ref
and corresponding SPL, the increase in cabin noise
ΔdB
SPL
(𝑢) from this baseline level was then predicted. On-road, only the wind com-
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ponent of the overall cabin noise follows this power relationship. Sources such as the
powertrain and tyres do not follow this relationship and can dominate certain fre-
quency ranges of the cabin noise. Therefore, for this relationship to be useful using
on-road data, an octave band dominated by wind noise was chosen; in this instance
the 4 kHz octave band. The results of the ﬂow speed dependent prediction for this
octave band are shown by Figure 1.37.
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Figure 1.37: Wind noise prediction of 4 kHz octave band, modiﬁed from Lindener et al.
(2007)
Generally, the prediction correlates well with the cabin noise measured on-road,
with the major ﬂuctuations of the measured noise captured by the prediction. There
are notable deviations between the measured and predicted traces at 90 and 140 s,
which are due to sounds not correlated with the oncoming ﬂow speed. These may
include the noise of other road vehicles, impacts on the road surface or other noises in
the cabin. Alternatively, these deviations are likely to be caused by ﬂuctuations in the
oncoming ﬂow yaw angle. These ﬂuctuations would tend to increase the amount of
leeward ﬂow separation with a subsequent increase in cabin noise. These signiﬁcant
deviations are not captured by a predictive model only utilising the a speed depen-
dent power relationship. In addition, it is clear when comparing the traces that the
ﬂuctuations caused by the longer ﬂow speed transients are captured well by the pre-
diction, however it is difﬁcult to determine how successfully the faster transients are
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captured. Figure 1.38 shows the relationship between cabin noise modulation and
oncoming ﬂow turbulence.
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Figure 1.38: Cabin noise modulation and oncoming ﬂow turbulence, from Lindener
et al. (2007)
A total of ﬁve different road conditions are plotted, under different trafﬁc and
roadside obstacle (RSO) conditions. The correlation between cabin noise modulation
and longitudinal turbulence intensity is relatively good, with𝑅􏷡 = 0.71, indicating that
modulation in the cabin noise is closely related to turbulent ﬂuctuations in the onset
ﬂow, albeit for a speciﬁc range of noise and modulation frequencies. What is also
shown is that the 5AL mode of the Pininfarina turbulence generation system produces
similar modulation and turbulence intensity to that of on-road light trafﬁc, although
the modulation is not signiﬁcantly different to that experienced in the wind tunnel
under steady ﬂow conditions.
Coastdown testing is another method of directly assessing aerodynamic perfor-
mance by driving a vehicle on road. Typically this technique is used to assess the
drag coefﬁcient of a vehicle, particularly when assessing the overall resistance to be
used as an input for a dynamometer to assess fuel consumption. A vehicle is driven
to a certain speed and then allowed to decelerate naturally by placing the vehicle in
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a neutral gear. By accounting for mechanical losses, the time taken for the vehicle to
decelerate can be used to determine the aerodynamic forces acting on the vehicle and
hence the drag coefﬁcient. This has to be done in still air, or alternatively the wind
can be measured using an anemometer and corrected for. A typical set-up is shown
by Figure 1.39, with the anemometer positioned in front of the vehicle.
Figure 1.39: Example of an anemometer used in coastdown testing, from Walter et al.
(2001)
The primary use for coastdown testing is to the assess total resistance of a vehicle
for the determination of fuel economy when combined with dynamometer tests. This
technique is also occasionally used for larger vehicles that cannot ﬁt in a wind tunnel,
from Walter et al. (2001), and was also a common method used prior to ground simula-
tion becoming more widespread in wind tunnels, from Howell et al. (2002). In addition
to simply being used to assess the drag of a vehicle, investigations have been carried
out using coastdown techniques, such as those by Bratschitsch et al. (2004) and Bischof
et al. (2005), assessing aerodynamic changes to the ﬂoor of a vehicle. Work by Bischof
(2008) also used a coastdown method to assess the dynamic response of a vehicle to
on-road gusts. It was found that the longitudinal vehicle response to unsteadiness
reached a maximum at 1.25 Hz; equivalent to a reduced frequency of unity, based on
vehicle length, or wavelengths of unsteadiness approximately ﬁve times the length of
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the vehicle. This response was also noted to coincide with the natural frequency range
of the vehicle’s suspension system.
1.4.7 Assessing Vehicle Response Indirectly through Simulation
1.4.7.1 Simulation of Wind Vector Relative to Vehicle
To take advantage of the controlled and more repeatable conditions experienced in the
wind tunnel compared to on-road, an alternative approach is to simulate the effects
of the unsteady onset ﬂow through the use of turbulence generation systems. These
systems are generally placed upstream of the test section in a wind tunnel and can be
used to generate a particular range of scales through either passive or active means.
The work of Wordley (2009) concluded with recommendations for the scales which
such generation systems should aim to simulate. Using on-road data collected under
a range of conditions, autospectral density functions were ﬁtted to these measured
spectra. The chosen approach was to match the mid-to-high frequency range, whilst
accepting as a necessary compromise a lower level of energy in the low frequency
range than found on-road, owing to the difﬁculties in generating the larger length
scales in existing wind tunnels. The target spectra are shown in Figure 1.40.
The equivalent turbulence length scales and intensities are, for the longitudinal
and lateral direction, 1 m and 3 % respectively, with values of 0.5 m and 2 % for the
vertical direction.
Whilst it is these spectra that currently form the most complete set of targets for
turbulence generation systems, since they are based on averaged on-road data, they
dilute the potentially important impact of less common but more extreme conditions.
In addition, the work considered only what was measured on-road, but not whether
all frequencies are equally important in affecting the vehicle response.
The work concludes by stating that it is anticipated that a combination of passive
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Figure 1.40: Wind tunnel turbulence targets, from Wordley (2009)
and active means will be required to produce this range of scales, with passive ele-
ments contributing to an increase in the broadband content, with active elements used
to increase the energy of the low-to-mid frequency range.
Passive Methods
Passive systems involve using stationary obstructions placed in the ﬂow upstream of
the working section. These create turbulent wakes which are then carried downstream
toward the working section of the tunnel. The use of grids and bars to generate tur-
bulence has been used for many years in the ﬁeld of turbomachinary, examples of
which are summarised by Roach (1987) amongst others. Wind engineering studies
also commonly use blocks to simulate the turbulence generated by various terrains
and buildings.
Similar methods have been applied to automotive testing, including the work of
Watkins (1990), where ﬂat grids positioned normal to the ﬂow were used to gener-
ate turbulence, as shown by Figure 1.41. In later work, Watkins and Cooper (2007)
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noted that ﬂat grids generally offered an improvement over bars since they were less
Reynolds’ number sensitive. Nguyen et al. (1997) also used grids when assessing the
impact of turbulence on side forces generated on a vehicle. A narrowing of the spec-
trum with increased levels of turbulence was noted and it was proposed that the in-
creased levels of turbulence breaks down the number of well deﬁned ﬂow structures
acting at various frequencies, leaving for example dominating vortex shedding.
The disadvantage of passive approaches to turbulence generation is that the tur-
bulence length scales are short, generally of the order of the size of the object used to
generate the turbulence. For example, work by Howell et al. (2009) and Baden Fuller
(2009) used grids to generate turbulence during a vehicle A-pillar study. Using 25 mm
bars, length scales of up to 37 mm were generated. This therefore limits the size of
length scale that can be generated without blocking the nozzle of the tunnel. In addi-
tion, owing to their static nature, length scales and intensities are ﬁxed and cannot be
adjusted.
(a) (b)
Figure 1.41: Examples of passive grids, from Watkins (1990)
To generate a range of length scales using passive means, a number of authors have
used different solutions. Prior to the installation of active aerofoils in a model tunnel,
Schröck et al. (2009b) used a number of spires located in the wind tunnel’s nozzle,
as shown by Figure 1.42(b). These generated length scales of between 0.3–0.5 m for
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a 1/5 scale model. Another method, also used as a precursor to an active turbulence
generation system installation, is the tube cascade used at Pininfarina in the late 1980s;
described by Cogotti (1999) and shown by Figure 1.42(a). This involved placing an
ensemble of vortex generators of varying heights and widths in the nozzle to attempt
to match the boundary layer proﬁle of the natural wind.
(a) Vortex generators, from Cogotti (1999) (b) Spires, from Schröck et al. (2009b)
Figure 1.42: Examples of passive methods used to generate a range of scales
An alternative method of passive generation that has been used by a number of
authors, including Saunders and Mansour (2000), Watkins et al. (2001), Cogotti (2001,
2003b) and Krampol et al. (2009a), is placing another vehicle within the contraction of
the wind tunnel. Examples of this are shown in Figure 1.43.
(a) Watkins et al. (2001) (b) Krampol et al. (2009a)
Figure 1.43: Examples of the use of vehicles to generate turbulence
The turbulence generated by the vehicle is convected into the working section, in-
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teracting with the vehicle under test. Results suggest that turbulence intensities of the
order of 10% and length scales of the order of 1 m can be generated using this ap-
proach. Whilst this is an improvement on the use of grids, there are still a number of
outstanding issues. Firstly, different designs of vehicles produce different turbulent
wakes and therefore the choice of dummy vehicle is not straightforward. Secondly,
the wakes of other vehicles are not the only cause of turbulence experienced on the
road, as discussed in Section 1.4.1. The on-road length scales measured by Wordley
(2009) suggest that a vehicle traversing turbulence length scales of up to 10 m is not
uncommon, especially in more rural, smooth terrain, settings. Generating turbulence
length scales of this order of magnitude using passive means in a wind tunnel is not
possible, unless a reduced-scale model is tested in a full-scale tunnel, thereby increas-
ing the relative turbulence length scale, as shown by Watkins (1990).
Active Methods
The use of active means to generate turbulence is still an emerging ﬁeld, with little
consensus on the optimum method. This is likely to be a function of both the lack of
knowledge relating to the turbulence a vehicle will experience on-road, and therefore
what to model, in addition to the variety of methods that may be employed. Wordley
(2009) describes two unpublished works detailing the use of both a large pendulum
and ﬂapping aerofoils upstream of the contraction. These are two examples of differ-
ent methods to generate controlled levels of turbulence in a wind tunnel, as described
by Mankowski et al. (2011) as drag and lift devices respectively.
Drag devices are similar to passive turbulence generation systems in that they use
the wakes of bluff bodies to generate levels of turbulence. However, the turbulence
generated can be altered by modifying dynamically the shape of the body and hence
the wake. One particular system that has been installed and used in a number of
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different studies is the turbulence generation system (TGS) installed in the Pininfarina
wind tunnel. This system and facility are summarised by Cogotti (2008) with extensive
further details described by Cogotti (2002, 2003a,b,c, 2004); Cogotti et al. (2003).
The TGS uses of a number of curved, tapered vanes which can be ﬂapped in-phase,
out-of-phase and in a pseudo-random conﬁguration, to generate a variety of different
scales of unsteadiness. The TGS is shown in Figure 1.44. Whilst length scales gener-
ated by this method are generally still low when compared to what may be experi-
enced on road, the level of control the generation system gives allows a variation in
ﬂow not possible when using a passive generation method. For example, both down-
lifting and up-lifting vortex pairs can be generated, simulating the wake of different
types of vehicle. Transient overtaking conditions have also been demonstrated by Car-
lino and Cogotti (2006).
(a) (b)
Figure 1.44: The Turbulence Generation System of the Pininfarina wind tunnel
Carlino et al. (2007) investigated the effect of the transient ﬂow conditions as gen-
erated by the TGS on different conﬁgurations of full-scale SAE reference bodies. Scales
of unsteadiness between the order of 10 and in excess of 100 vehicle lengths (𝜆/𝑑) were
generated. For certain conﬁgurations of SAE reference body, the yaw moment mea-
sured was up to 40% greater than that predicted under steady conditions. Smaller
scales have also been assessed, including that of Maffei and Carlino (2008), who noted
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that largest deviation from steady state drag measurements occurred at unsteadiness
with wavelengths of less than 50% of a vehicle length (𝜆/𝑑 < 0.5).
The motion of the ﬂaps is sufﬁciently quiet to allow acoustic measurements to be
taken, with the generation system also used by Cogotti et al. (2005) in researching the
booming sensation heard by passengers when side windows and sunroofs are open.
It was found that unsteadiness had the effect of reducing tonal peaks whilst increasing
the overall level of broadband noise.
Lift devices use aerodynamic surfaces to direct the ﬂow, typically turning a com-
ponent of the ﬂow in the lateral, cross-ﬂow, direction. By varying the degree and fre-
quency of ﬂow turning, various levels of turbulence can be generated. An early exam-
ple of the use of aerofoils in turbulence generation is that of Bearman and Mullarkey
(1994), who positioned aerofoils either side of a model wind tunnel nozzle which could
oscillate at frequencies up to 15 Hz with a angle range of ±8°. This design inﬂuenced
the model-scale system described by Passmore et al. (2001), whose aerofoils could os-
cillate up to 18 Hz. This is shown in Figure 1.45(a) with a 1/6th scale vehicle model.
The system described by Flasch et al. (2003) takes a different approach, where a single
aerofoil was placed in the centre of the nozzle in a full-scale wind tunnel, allowing
oscillations of up to 3 Hz. This is shown by Figure 1.45(b).
(a) Passmore et al. (2001)
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(b) Flasch et al. (2003)
Figure 1.45: Examples of lift-based active turbulence generation systems
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Another use of aerofoils is described in research carried out by Schröck et al. (2011,
2009a), investigating the transient response of an idealised 20% model from the per-
spective of vehicle dynamics. The system, based on the work of Bearman and Mullarkey
and Passmore et al. with four aerofoils positioned in the nozzle of a model-scale wind
tunnel, is shown by Figure 1.46. The installation of this system followed the previ-
ously described work of the same author, Schröck et al. (2009b), using passive spires
to generate a range of scales of unsteadiness. This device allowed both a greater degree
of control and an increase in the range of longer-wavelength unsteadiness generated.
This resulted in average lateral autocorrelation length scales increasing from 0.38 m
to 0.8 m with the installation of the active generation system, over that of the passive
spires.
side force. Therefore, from this steady state comparison, it is likely that the notchback 
model is judged more sensitive to crosswind than the hatchback model. 
 
  
Figure 2: Side force and yaw moment coefficients of a steady state yaw sweep 
 
To generate large wind gusts in transverse (y) direction an active gust generator 
consisting of four airfoils is placed at the nozzle exit of the model scale wind tunnel. 
The system is shown in Figure 3. The design is based on previous systems by 
Bearman and Mullarkey [5] and Passmore et al [6], but is able to generate a turbulent 
flow with a wide band spectrum instead of oscillating at single frequencies only. Next 
to large gust amplitudes, the generation of wide band turbulence was a primary 
requirement of the design. This makes it possible to reproduce the spectral energy 
content of atmospheric wind and to compute the response of the vehicle model for all 
frequencies in the desired rang  t once. This pproach also eliminates the risk of 
not detecting a critical response of the model at frequencies not covered during a 
sweep with discrete frequencies.  
 
 
Figure 3: Active airfoil gust generator 
 
To characterize the incident flow, measurements were done with a fast-response 
Cobra Probe. The probe was positioned in the center of the empty test section at 
x = y = 0 mm, and z = 200 mm above the test section floor. In Figure 4 a short 
5 second time history of the flow angle ! is shown. The flow angles that can be 
generated with the current setup of the system fall between ±10°. To further describe 
dcS/d! [1/°]: 
notchback 0.0321 
hatchback 0.0464 
dcN/d! [1/°]: 
notchback 0.0151 
hatchback 0.0112 
Figure 1.46: Active aerofoil gust generator, from Schröck et al. (2009a)
The work primarily focussed on assessing the transient aerodynamic response of
various forms of the SAE reference body, with the work described by Schröck et al.
(2009a) comparing the response of the notchback and hatchback variants to unsteady
onset ﬂows. It was found that the admittance functions of the geometries did not
reach unity at low frequency. To investigate this, coherence functions were assessed
to determine the degree of causality between the upstream unsteadiness and the re-
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sponse of the vehicle. The notchback geometry exhibited high coherence throughout
the range of frequencies tested, contrasting with the hatchback geometry with low co-
herence values at lower frequencies. This indicated that an additional input was also
a factor in the overall vehicle response, rather than due to the upstream yaw ﬂuctua-
tions in the onset ﬂow alone. Separation edges at the rear of the vehicle, such those of
Figure 1.47(a), were found to improve the coherence. This indicated that self-excited
unsteadiness in the low frequency range was the cause of the reduction in coherence,
which the separation edges removed.
Later work described by Schröck et al. (2011) further investigated the effect of these
geometry modiﬁcations. In this work the notchback SAE reference geometry was
used, with both separation edges and a tail ﬁn investigated, similar to the full-size
study of Mayer et al. (2007). These modiﬁcations are shown in Figure 1.47.
(a) Separation edges (b) Tail ﬁn
Figure 1.47: Modiﬁcations made to an SAE reference body, from Schröck et al. (2011)
It was shown that these modiﬁcations had a relatively minor impact on steady-
state results, but had more signiﬁcant effects on transient behaviour, particularly in the
yaw moment response of the vehicle. The aerodynamic admittance functions for side
force and yaw moment are shown in Figures 1.48(a) and 1.48(b) respectively. These
were originally presented as a function of Strouhal number, based on vehicle wheel-
base, but are shown here as a function of reduced frequency. Note that 𝑘 = 2𝜋 St
according to the deﬁnition of reduced frequency used throughout this thesis.
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Figure 1.48: Aerodynamic admittance functions, modiﬁed from Schröck et al. (2011)
Figure 1.48(a) shows that the unsteady side force response was not affected by
the geometry modiﬁcations and in all cases showed a peak 20% increase in response
over quasi-steady theory for 𝑘 = 0.4, equivalent to approximately 16 vehicle wheel-
base lengths. Figure 1.48(b) indicates that both the baseline and modiﬁed vehicle ge-
ometries showed a maximum yaw moment response at 𝑘 = 0.7, equivalent to ap-
proximately 9 vehicle wheelbase lengths. The base geometry exhibited a 30% increase
in yaw moment compared to that recorded under steady conditions. Both geometry
modiﬁcations showed an above-unity response at this frequency, with the tail ﬁn in-
creasing and the separation edges reducing the response when compared to the base-
line notchback geometry. In all cases investigated, an admittance of unity was reached
at low frequencies. Overall, this work highlights how relatively minor geometry mod-
iﬁcations can have a signiﬁcant effect on how a vehicle responds to unsteadiness.
In addition to lift-based active turbulence generation systems based on typical
aerofoils, an example of a device that operates on the boundary between a drag and
lift device is described by Knebel et al. (2010). This consists of a number of small el-
ements, where the angle of attack can be changed. At smaller angles, the elements
act as lift devices, whilst at larger angles, the ﬂow becomes separated and acts as a
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drag device. This approach attempts to bridge the gap between simulating longer
and shorter length scales, although as stated by Mankowski et al. (2011), it is the inter-
mediate scales that still provide the greatest challenges.
When assessing the response of a vehicle to isolated crosswind gusts, the typi-
cal approach is to drive a vehicle past a cross-wind generator. Results related to this
method are discussed in Section 1.4.7.2. An alternative, model-scale approach is to
simulate the resultant gust as would be experienced by a vehicle in motion, but by
holding the vehicle stationary. In the work of Docton and Dominy (1994); Dominy
and Ryan (1999); Ryan and Dominy (1998), a traversing crosswind gust was generated
in a model-scale wind tunnel using a series of shutters that were operated in turn, di-
recting a crosswind over the model. As the model ﬁrst entered the crosswind, both
side force and yaw moment increased above that predicted under steady conditions
by between 10 and 20%. However, once the model has become immersed in the cross-
wind for greater than 7 vehicle lengths, the response was equivalent to that observed
under steady conditions. This suggests that results assuming quasi-steady behaviour
would under-predict the side force and yaw moment experienced by a vehicle under
crosswind conditions.
1.4.7.2 Simulation of Vehicle Movement Relative to Wind
An alternative to simulating unsteadiness by moving the wind relative to the vehicle,
is to move the vehicle relative to the wind. This has the advantage of being able to use a
conventional smooth-ﬂow wind tunnel, although introduces challenges regarding in-
strumentation and model motion. The maximum frequency at which a vehicle can be
excited at is limited by the inertia of the vehicle and supporting structures. Therefore
the technique is more suited to model-scale testing.
A range of techniques can be used to vibrate a model. Techniques and analyses
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common to structural engineering were assessed by Cooper and Larose (2002), who
discussed how these techniques may be useful in measuring unsteady aerodynamic
forces acting on vehicles. A common method to move a vehicle is to oscillate it about
the pivot of a turntable. Many tunnels have a turntable installed to yaw a vehicle and
therefore this can provide a convenient method of forced excitation. There are two
disadvantages to this approach. The ﬁrst being that most turntable actuators tend to
operate slowly and therefore cannot reach the higher frequencies that can be experi-
enced on-road. Secondly, as noted by both Széchényi (2000) and Watkins and Cooper
(2007), rotating a model does not capture the wind conditions as would be experi-
enced by a vehicle on-road traversing a gust. Watkins and Cooper (2007) suggested
that a combination of vehicle rotation and a turbulence generation system may pro-
vide more realistic conditions. The limitations were identiﬁed by Theissen et al. (2011)
and justiﬁed by the assumption that the fundamental unsteady aerodynamic phenom-
ena would be dominated by the changes in oncoming yaw angle, regardless whether
the vehicle was affected gradually or entirely. As stated by Sims-Williams (2011), this
technique can nevertheless be instructive in assessing important scales of unsteadi-
ness.
Investigations by Lock et al. (2002, 2003) rotated a full-size vehicle at rotational
speeds of 0.6 º/s. Unusually, drag values seemed to lag behind what was predicted
using a steady technique, leading to over and undershoots of drag by up to 10%. Yaw
and side force coefﬁcients were also larger than those recorded under steady condi-
tions. However, a study by Flasch et al. (2003) taking place at 1 º/s, showed the ex-
pected quasi-steady response.
Model-scale investigations by Passmore and Mansor (2006), Mansor and Passmore
(2008) and Baden Fuller and Passmore (2010) oscillated a model using springs, with
a diagram of this apparatus shown by Figure 1.49(a). Mansor and Passmore (2008)
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oscillated the model at frequencies ranging from a reduced frequency of the order of
0.02 to 0.2, based on vehicle length. It was found that yaw moment magniﬁcation of up
to 20% occurred throughout this frequency range, although limitations in generating
higher frequencies prevented a high-frequency roll-off to be detected, where the higher
frequency ﬂuctuations have less effect on vehicle forces. Strakes mounted at the rear of
the model in the work of Passmore and Mansor (2006), similar to those used by Schröck
et al. (2011) were also found to reduce the magniﬁcation in dynamic yaw sensitivity.
Chometon et al. (2005) and Guilmineau and Chometon (2008) carried out a com-
bined model-scale and CFD investigation with an idealised body using a faster turntable
system, which could oscillate up to between ±15º at 2 Hz. No spectral analyses were
completed, although hysteresis was noted in the pressure ﬁeld particularly at the rear
of the model. Investigations by Theissen et al. (2011); Wojciak et al. (2011) took place in
the current state-of-the-art BMW AeroLab facility. A 50% model was oscillated about
its rotational centre using actuators in a roof-mounted strut, shown by Figure 1.49(b).
Oscillation frequencies between 1–4 Hz and amplitudes up to ±5º were tested. It was
found that the surface pressures at the front of the vehicle remained quasi-steady,
whilst over and undershoot and phase lag were recorded with the rear pressures.
(a) Mansor and Passmore (2008)
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(b) Theissen et al. (2011)
Figure 1.49: Oscillating models
How a vehicle behaves under extreme crosswind conditions is important for both a
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handling and, in the case of high-sided vehicles, an overturning perspective. As stated
by Howell (2002), it is only rarely that wind strength is sufﬁcient to create a safety
problem for passenger cars, but on windy days driving can be a tiring experience.
A common method to test extreme crosswind events is through use of a crosswind
generator. These devices are summarised by both Széchényi (2000) and Hucho (1998),
usually consisting of a bank of large fans positioned outside, whereby the vehicle un-
der test is driven past experiencing a side gust. The system as described by Sedarous
et al. (2007) incorporates a modular design, so that the individual fan units can be
moved relative to one another. This allows testing of a vehicle in conditions where the
wind direction rapidly changes, by placing fans facing in opposite directions along the
test road. This system is shown in Figure 1.50.
Two forms of testing are used: open loop, where the driver applies no correction to
the steering of the vehicle; and closed loop, where the driver minimises the vehicle’s
deviation from a straight path. As noted by work by Wagner (2003), incorporating
Wagner et al. (2001); Wagner and Wiedemann (2002, 2003); Wiedemann and Wagner
(2002), how a driver responds to closed-loop testing to one-off events differs from how
a driver reacts under natural wind conditions. The focus of this work was to assess
how a driver responded to natural gusts and be able to assess a vehicle’s sensitivity
to these events from the perspective of the driver. To allow this, both steering column
movement and ﬂow conditions were recorded as a driver traversed the natural wind
environment. In addition, a virtual steering simulator was developed to assess how
a driver responds to deviations in the course of a vehicle. Using this data, a yaw rate
transfer function can be evaluated from the on-road data both with and without a
driver’s correction. The difference in amplitude between the peak frequencies was
deﬁned as the yaw deterioration factor and was used to assess different vehicles.
Model-scale testing allows the effect of larger, more extreme gusts on a vehicle to
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Figure 1.50: Crosswind generator, from Sedarous et al. (2007)
be investigated, as well as providing a method that can can take place at an earlier
stage of a vehicle’s development. Typically, a model is propelled at high speed along
a track past a crosswind generator. An early example of such a technique was an in-
vestigation by Cooper (1981) and further summarised by Cooper et al. (2002), during
the development of a high speed train in the UK. There was concern that the low mass,
tilting design may be more susceptible to overturning, particularly when on embank-
ments. A moving model technique was implemented where a 1/5th scale model train
was propelled along a track by a vehicle, to which the model was mounted to the side.
Aerodynamic admittances were calculated and these were previously shown in Fig-
ure 1.34 compared to the response of a full-scale vehicle on-road, showing a decrease
in admittance above reduced frequencies of unity. Studies focussed on road vehicles
include work by Macklin et al. (1997), where a generic squareback model was moved
by a catapult past a crosswind generator. Bars were used to increase the levels of tur-
bulence in the crosswind, although this had little affect on the vehicle’s response. This
investigation continued with work by Chadwick et al. (2000), who used even more
simpliﬁed models, including a ﬂat plate normal to the crosswind and a sharp-edged
box. Even though the geometries were extremely simpliﬁed, results showed that the
leeward region of the body was most affected by transient conditions. The yaw mo-
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ment coefﬁcient reached a maximum at both entry and exit from the crosswind, but
only reduced at exit if the edges of the box were smoothed.
A similar study taking place in a wind tunnel by Gillieron and Noger (2004) inves-
tigated the quasi-steady response of a vehicle to side forces whist overtaking during
crosswind conditions. Idealised models were used, with one model traversed past ei-
ther a single stationary model or a platoon of closely spaced models. Side forces were
found to increase with overtaking speed, with the response quasi-steady when over-
taking a closed spaced platoon at speeds less than ﬁve vehicle lengths per second. A
CFD study of a similar setup was also introduced by Riederer (2003).
1.4.8 Key Remarks on the Unsteady Environment
• The unsteady on-road ﬂow environment experienced by a vehicle comprises
unsteady ﬂow due to turbulence in the natural wind, unsteady wakes of other
vehicles and as a result of traversing through the stationary wakes of roadside
obstacles.
• This unsteady environment can be characterised using spectra or parameters
such as turbulence intensity and length scale to capture the typical sizes or level
of unsteadiness of turbulent gusts.
• Reduced frequency is a non-dimensional parameter that can be used to char-
acterise the interaction of transient ﬂuctuations with an object, for instance a
vehicle. It is generally assumed that the ﬂow will be quasi-steady (behave in
the same manner as if exposed to a sequence of steady conditions) at reduced
frequencies less than 0.1 and not quasi-steady at reduced frequencies greater
than 1.
• Aerodynamic admittance and transfer functions can be used to quantify the re-
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sponse of a vehicle to unsteadiness in the frequency domain. These are typi-
cally deﬁned as a ratio between output and input conditions, with an admit-
tance equal to unity indicative of a quasi-steady response, where the ratio of
output to input signal magnitudes is equal to those obtained under steady con-
ditions. At higher frequencies, the admittance function generally falls to zero,
since the aerodynamic inputs of these smaller ﬂuctuations become increasingly
less effective in producing a vehicle response.
• The response of a physical vehicle to unsteadiness can either be measured un-
der actual on-road conditions, or in the controlled, simulated environment of
the wind tunnel. Unsteadiness can be produced using both passive and active
generation systems, or the vehicle itself can be moved relative to a steady wind.
1.5 Summary and Objectives
1.5.1 Summary
A vehicle on the road encounters an unsteady ﬂow due to turbulence in the natural
wind, unsteady wakes of other vehicles and as a result of traversing through the sta-
tionary wakes of roadside obstacles. There is increasing concern about potential dif-
ferences between the steady ﬂow conditions used for development and the transient
conditions that occur on the road, with evidence to suggest that unsteadiness in the
onset ﬂow can cause the vehicle to behave in a manner distinct from the behaviour
predicted in the steady ﬂow environment of a wind tunnel.
In particular, unsteady effects occurring in the sideglass region of a vehicle are par-
ticularly relevant to wind noise. This is a region close to the driver and dominated by
separated ﬂow structures from the A-pillar and door mirrors, which are particularly
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sensitive to unsteadiness in the onset ﬂow. These regions are also areas where strong
aeroacoustic effects can exist, in a region close to the passengers of a vehicle. The re-
sulting aeroacoustic response to unsteadiness can lead to ﬂuctuations and modulation
at frequencies that a passenger is particularly sensitive towards.
Whilst a number of controlled techniques have been developed to simulate the
unsteady environment as seen by a vehicle, many are not suited for full-scale testing
(posing a challenge for aeroacoustic studies) or the transient conditions generated do
not capture the full range of conditions that would be experienced on-road. Only re-
cently has data been collected to comprehensively capture a wide range of on-road
wind conditions, which these techniques hope to simulate. With the simulation of
longer and shorter scales possible with active lift and passive devices respectively,
future techniques may yet still struggle with simulating the the more challenging, in-
termediate length scales seen on-road. In addition, the spatial and temporal scales
required for transient aeroacoustic simulations continue to be challenging from a CFD
computational expense perspective.
Measuring the response of a vehicle whilst driving on-road is therefore the only
way to truly capture the full range of unsteadiness that is experienced by a vehicle
during normal driving. However, this requires a fully-functioning vehicle, which may
not be available at the earlier stages of a vehicle development programme, and also
sufﬁcient time to capture a wide range of wind conditions and environments.
The steady aeroacoustic wind tunnel is therefore likely to continue to be commonly
used to assess the wind noise of a vehicle, along with increasing use of numerical
techniques. In the work of Peric et al. (1997), a question was asked whether there was
a way of using smooth ﬂow techniques to predict wind noise measurements obtained
in turbulent ﬂow. This thesis aims to investigate this question.
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1.5.2 Related Literature
This work incorporates the following conference and journal papers:
• Oettle, N. R., Sims-Williams, D. B., Dominy, R. G., and Freeman, C. M. (2013).
Evaluation of the aerodynamic and aeroacoustic response of a vehicle to tran-
sient ﬂow conditions. SAE Int. J. Passeng. Cars – Mech. Syst., 6(1):389–402
• Oettle, N., Mankowski, O., Sims-Williams, D., Dominy, R., Freeman, C. M., and
Gaylard, A. (2012). Assessment of a vehicle’s transient aerodynamic response.
SAE Technical Paper, SP-2333(2012-01-0449)
• Oettle, N. R., Sims-Williams, D. B., Dominy, R. G., Darlington, C. J. E., and Free-
man, C. M. (2011). The effects of unsteady on-road ﬂow conditions on cabin
noise: spectral and geometric dependence. SAE Int. J. Passeng. Cars – Mech. Syst.,
4(1):120–130
• Oettle, N. R., Sims-Williams, D. B., Dominy, R. G., Darlington, C. J. E., Freeman,
C. M., and Tindall, P. F. (2010). The effects of unsteady on-road ﬂow conditions
on cabin noise. SAE Technical Paper, SP-2269(2010-01-0289)
1.5.3 Objectives
To investigate how the unsteady on-road wind environment affects the noise inside a
vehicle’s cabin, this research seeks to answer the following key questions:
1. Can steady techniques predict unsteady on-road results?
2. What is the impact of on-road unsteadiness on perceived noise in the cabin?
3. Can minor geometry changes have an important impact on the transient nature
of the wind noise perceived on-road?
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In answering these questions, this study primarily focussed on the front green-
house region of a full-size vehicle, since this is a key area of aeroacoustic noise gener-
ation. Both external aerodynamic and acoustic measurements were taken combined
with acoustic measurements of the noise inside the cabin. Data collection took place
on road under a range of different wind conditions to accurately measure the response
of the vehicle to oncoming ﬂow unsteadiness, with steady-state measurements taking
place in full-scale aeroacoustic wind tunnels.
1.5.4 Thesis Outline
This thesis is structured into the the following chapters:
Chapter 1 – Introduction and Aims
This chapter, providing an overview of existing research and introducing the
work presented in this thesis.
Chapter 2 – Experimental Techniques
The various instrumentation, facilities and data handling processes are described,
measuring the oncoming ﬂow and the cabin noise, surface pressures and surface
noise response of the vehicle.
Chapter 3 – The Time-Averaged Vehicle Response
This chapter focusses on comparing the aeroacoustic and aerodynamic response
of the vehicle in the steady-state wind tunnel with the time-averaged results
obtained on-road. The effect of minor geometry modiﬁcations were assessed.
In addition, time-averaged results obtained in the unsteady conditions of the
Pininfarina wind tunnel are also compared with steady results obtained in the
same facility. A subjective cabin noise assessment is also made of on-road data,
investigating various psychoacoustic parameters.
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Chapter 4 – The Time-Resolved Vehicle Response
Using a variety of spectral techniques, this chapter assesses the transient aeroa-
coustic and aerodynamic response of the vehicle to unsteady ﬂuctuations in the
oncoming ﬂow. Subjective testing also took place, assessing how changes in
the steady-state response can affect perceived cabin noise of a vehicle under un-
steady conditions.
Chapter 5 – Conclusions
The thesis ﬁnishes with conclusions of the research and suggestions for further
work.
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CHAPTER 2
Experimental Techniques
2.1 Introduction
This chapter provides details of the instrumentation, apparatus and data handling
techniques used in this work. The methods used to capture the unsteady on-road
ﬂow environment are described along with the equipment used to measure the re-
sulting aerodynamic and aeroacoustic response of the vehicle. The on-road testing
locations are also detailed along with the speciﬁcations of the full-scale aeroacoustic
wind tunnels used to measure the response to both steady-state and generated turbu-
lent conditions.
2.2 Instrumentation
2.2.1 Flow Measurements
2.2.1.1 Choice of Probe Type and Location
To measure the ﬂow over the vehicle, both the type of probe and its position must be
ﬁrst determined. Key considerations include the ability to capture the oncoming ﬂow
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conditions with a sufﬁcient range of turbulence scales and in a manner that does not
affect the acoustic measurements made inside the cabin.
Probe types include pneumatic probes which directly measure oncoming ﬂow pres-
sure, many of which are summarised by Chue (1975). Depending on the type of probe,
various data can be gathered as to the nature of the oncoming ﬂow. One of the more
simple forms of probe is the Pitot-static probe, which using a direct measurement of
total and static pressure, dynamic pressure and therefore ﬂow speed can be deter-
mined. A well-designed Pitot-static probe gives errors of less than 1% in ﬂow speed
for oncoming ﬂow within a 15º acceptance cone of the probe axis, Massey and Ward-
Smith (2005). However, this probe does not give any information as to the direction
of the ﬂow. An alternative approach is to mount the probe on one end of a weather
vane, such that the probe is always turned towards the wind, as used by Kaltenhauser
(2003). The angle of the vane can then be recorded to determine the oncoming ﬂow
direction.
To resolve the complete oncoming ﬂow vector, a multiple-hole probe can be used.
For instance, a three-hole probe such as used by Lawson et al. (2003) Katoh et al. (2011)
can also resolve ﬂow speed and direction in a single plane, aligned with the three
holes at the tip of the probe. With the addition of either a fourth hole (for instance
Wordley (2009); and Hooper and Musgrove (1997)) or ﬁfth hole (for instance Mayer
et al. (2007)), determination of ﬂow direction in two planes is possible. This allows the
three orthogonal components of ﬂow velocity to be resolved.
Alternatively, hot-wire probes can be used. These have the advantage of having a
very high frequency response, up to hundreds of kilohertz. However, they are very
fragile and therefore can be problematic when used on-road where there is a strong
likelihood of particle and insect impacts damaging the ﬁne wires. These problems
were encountered by Peric et al. (1997). In addition, dust build up on the wires or
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ﬁlms as well as atmospheric temperature ﬂuctuations would require the probes to
be frequently recalibrated. Therefore these probes are more suited to the controlled
environment in the laboratory rather than the conditions on-road.
More recent advances in atmospheric laser Doppler velociometry (LDV) and light
detection and ranging (LIDAR) have allowed the possibility of the use of this tech-
nology to detect the ﬂow conditions some distance in front of the vehicle, without the
disadvantages of any supporting struts. Principally, the system involves two coher-
ent laser beams crossing in the region under investigation. This results in interference
fringes being formed and as particles in the air pass through these fringes they re-
ﬂect light. The Doppler frequency shift of this reﬂected light is used to determine
the ﬂow conditions. This contrasts with the laboratory use of LDV and particle im-
age velociometry (PIV), where these particles are speciﬁcally generated for detection.
The fundamental disadvantage with LDV and LIDAR systems are their limitations
of temporal and spacial resolution. To resolve small length scales (<0.1 m) at higher
ﬂuctuation frequencies, these systems are generally not suitable.
Since the aim of this work was to measure and correlate the oncoming ﬂow con-
ditions with the noise inside the cabin, any ﬂow measurement system should be de-
signed and positioned in such a way that any additional noise is minimised. Options
for probe mounting broadly fall into three categories, as shown by Figure 2.1.
(a) Probe in front (b) Pressure tappings (c) Probe on roof
Figure 2.1: Probe mounting options
Mounting the probe in front of the vehicle, some distance away from the vehicle’s
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body has been used in a number of studies. Such systems include the rake of four-hole
probes located in front of the vehicle by Wordley (2009) and a single probe mounted
above the front of the vehicle by Bischof (2008); Mayer et al. (2007). A number of
studies have taken place where anemometers were positioned ahead of the the front
bumper, in a conﬁguration commonly used during coast-down testing, such as those
by Howell et al. (2002) and others including Carlino et al. (2007); Lindener et al. (2007);
Saunders and Mansour (2000). Mounting the probe in this manner has the advantage
that the probe measurements can be less affected by the geometry of the vehicle. How-
ever, even for the probe rake 1 m in front of the vehicle, as used by Wordley (2009), the
decrease in measured ﬂow speed from free-stream conditions was 14%. Such systems
by deﬁnition require support structures which are usually large. The further these
probes are mounted away from the inﬂuence of the vehicle, the larger the support
structure. Also, with the probe at an increased distance from the vehicle, the mea-
sured ﬂow conditions may become further removed from those that are inﬂuencing
the response of the vehicle. Larger structures are likely to create additional noise and
alter the ﬂow over the vehicle, thus affecting both aeroacoustic and aerodynamic mea-
surements.
Using ﬂush-mounted pressure tappings on the front bumper of a vehicle as in Fig-
ure 2.1(b) was an approach used by Wagner (2003). This effectively uses the body
of the vehicle as a large multiple-hole pressure probe. This work focused on vehicle
dynamics and the effect of the unsteady on-road environment had on a vehicle’s han-
dling. During the study, vehicles of different geometries were assessed and since a
probe mounted near the vehicle can be affected by the shape of an particular vehicle,
an alternative ﬂow measurement solution was sought to allow consistent ﬂow mea-
surement as different vehicles were compared. Whist this approach has a number of
advantages, particularly including low noise generation, one fundamental disadvan-
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tage is the spacing of the tappings at the front of the vehicle. These tappings create a
probe the size of the vehicle. Flow structures and turbulence scales cannot be resolved
if they are smaller than the probe which measures them, and therefore this limits the
resolution of the ﬂow ﬁeld under consideration. This also limits the frequency re-
sponse of the system to very low frequencies, further discussed in Section 2.2.1.2.
A number of authors including Lindener et al. (2007) have mounted probes in lo-
cations where ﬂow structures are key in generating cabin noise, such as around the
A-pillar region. Whist this technique has the potential to capture important noise-
generating ﬂow conditions, the presence of a probe in this position is likely to affect
both the ﬂow structures themselves and consequently their noise generation. Noise
generation in particular is likely to be affected strongly, since minor changes in vehicle
geometry can have large effects on cabin noise, from George (1990).
A compromise is to mount a probe on the roof of the vehicle. This has the advan-
tage of measuring ﬂow in the vicinity of the vehicle, so that the characteristic oncom-
ing ﬂow ﬁeld can be assessed without being greatly inﬂuenced by localised vehicle
geometry effects. Any noise generated is also likely to be attenuated by the roof and
headlining such that the inﬂuence on the cabin noise measurements is minimised. This
approach is relatively common, having been used by Peric et al. (1997); Watkins et al.
(2001); Riegel et al. (2006) and Lawson et al. (2007) amongst others.
Since acoustic measurements were taken simultaneously to ﬂow measurements, it
was important that the acoustic effects of the probe and mounting were kept as low as
possible. A simple approach to mount the probe to the roof would be to use a vertical
tube to raise the probe above the roof of the vehicle. At 130 km/h, the Reynolds’
number based on a cylinder diameter of 10 mm is Re = 25 × 10􏷢. This results in
a Strouhal number of approximately 0.21. The vortex shedding frequency for ﬂow
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around the cylinder can then be calculated according to:
𝑓
v
=
St 𝑢
𝑑
(2.1)
From this, the shedding frequency of such an arrangement would be approximately
720 Hz. This is of the order of the note of F, one octave above middle C. Such a fre-
quency is well within the human hearing range and therefore should be avoided. An-
other disadvantage of a cylindrical support is that it will tonally shed irrespective of
oncoming ﬂow direction. Helical strakes can be used to break-up the coherent shed
vortices into a range of sizes, removing the tonality associated with similar-sized struc-
tures. However, reducing these separated structures as much as possible is the most
effective route to reduce noise.
The chosen design of probe mounting is presented in Figure 2.2(a), showing the
probe attached to the forward-swept support. By moving the probe further forward
than the base, any geometry effects of the mounting system on the probe were reduced.
The support was shaped with a NACA 0020 proﬁle to inhibit tonal vortex shedding.
By shaping the support in the proﬁle of an aerofoil, shedding can be prevented at low
angles of attack, since the ﬂow around the support is attached. At higher angles of at-
tack, under higher crosswind conditions, ﬂow separation may occur, potentially lead
to tonal shedding. During experimentation, it was found that the probe and mount-
ing did produce a tonal noise under certain conditions. This tended to occur at the
extremes of yaw, but this was only detected in the wind tunnel and not on-road. This
tonal noise is clearly identiﬁable in the wind tunnel measurements and therefore can
be accounted for.
Two rare-earth magnets were used to attach the base of the mounting to the roof of
the vehicle, shown on the left side of Figure 2.2(b) These could be raised to assist with
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(a) Probe mount (b) Probe mount base detail (covers
removed)
Figure 2.2: Probe mount
installation and removal, and lowered when the mounting was in position ready for
testing. To further reduce the noise generation of the probe mount, tape was afﬁxed
around the base to prevent any gaps and cavities from being formed. Also, the cable
exiting the rear of the probe mount was taped ﬁrmly to the rear of the vehicle to prevent
any noise. The box of pressure transducers were enclosed in the base of the probe
mount and are also shown in the right side of Figure 2.2(b).
2.2.1.2 Five-Hole Probes
A ﬁve-hole probe was chosen to measure the ﬂow over the vehicle. A typical ﬁve-hole
probe comprises ﬁve holes in a cruciform arrangement, shown in Figure 2.3. This also
describes the numbering convention used for each of the pressure channels.
A ﬁve-hole probe can used in two different ways. One method is to operate the
probe in a nulled mode, where the probe is rotated about its tip, until the pressures in
the opposing holes are equal (i.e. 𝑃􏷠 = 𝑃􏷡 and 𝑃􏷢 = 𝑃􏷣). At this point, the ﬂow is act-
ing in line with the probe. This method is suitable for time-averaged measurements
and can be used when traversing a ﬂow ﬁeld in a wind tunnel environment. For in-
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Figure 2.3: Typical ﬁve-hole probe head with numbering convention
stantaneous measurements on-road, the ﬂow environment is constantly changing and
therefore this method is unsuitable. The alternative is to ﬁx the probe and record the
pressures measured at each of the holes. After data have been collected, these pres-
sures are then interpreted from a previously obtained calibration surface to determine
details of the oncoming ﬂow vector.
Calibration was performed using a small calibration wind tunnel, where the probe
was rotated in pitch 𝛼 and yaw𝜓 about its tip in the core of the jet. The traversing of the
probe was controlled though computer-operated stepper motors. Total and dynamic
pressures at the location of the probe tip were indirectly determined by ﬁrst measuring
the pressure upstream of the nozzle contraction and the pressure at the exit of the noz-
zle. These pressures were mapped to the true total and dynamic pressures, measured
using a Pitot-static probe, through a nozzle calibration. This allowed the probe to be
calibrated without the presence of a Pitot-static probe, which would have restricted
the movement and thus the yaw and pitch range of the probe calibration. Using the
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method described by Dominy and Hodson (1993), non-dimensional pressure coefﬁ-
cients were determined for each increment of pitch and yaw. These discrete values
were stored in a table, with linear interpolation used between these values when the
calibration was applied. The coefﬁcients were deﬁned as:
𝑃
Avg
=
𝑃􏷠 + 𝑃􏷡 + 𝑃􏷢 + 𝑃􏷣
4
(2.2)
𝑐
Tot
=
𝑃􏷟 − 𝑃Tot
𝑃􏷟 − 𝑃Avg
(2.3)
𝑐
Dyn
=
𝑃􏷟 − 𝑃Avg
𝑃
Dyn
(2.4)
𝑐
Yaw
=
𝑃􏷠 − 𝑃􏷡
𝑃􏷟 − 𝑃Avg
(2.5)
𝑐
Pitch
=
𝑃􏷢 − 𝑃􏷣
𝑃􏷟 − 𝑃Avg
(2.6)
Two ﬁve-hole probes were used during the course of experimentation, denoted 5H50012
and 5H50015. These are shown in Figure 2.4. Speciﬁcations of these probes are shown
in Table 2.1.
(a) 5H50012 (left) and 5H50015 (right) (b) Detail of head designs
Figure 2.4: Five-hole probes used during experimentation
The head geometry for both probes was chosen to be a perpendicular pyramid,
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Property 5H50012 5H50015
Head width [mm] 6.35 3.00
Tube bore [mm] 0.91 0.91 (0.50 head holes)
Probe length [mm] 120 120
Head geometry Perpendicular pyramid Perpendicular pyramid
Construction RP RP head, SS shaft
Table 2.1: Probe speciﬁcations
since this was found to be less sensitive to deviations in the local Reynolds’ number at
the probe tip. This was based on the ﬁndings of Dominy and Hodson (1993), who in-
vestigated the effect of Reynolds’ number upon ﬁve-hole probe calibrations. Changes
in Reynolds’ number were found to develop two distinct effects. The ﬁrst effect results
in the complete separation of the ﬂow from the probe tip at high incidences, whilst the
second effect is a lower-incidence separation bubble that can form around the tip. This
bubble can extend further down the probe tip, encompassing the side holes and thus
reducing the pressure measured at these points. A reduction in the measured pressure
at these positions leads to a decrease in the dynamic pressure coefﬁcient, as deﬁned
by Equation 2.4 and therefore an error in the measured ﬂow conditions.
The Reynolds’ number based on a characteristic probe tip diameter of 5 mm and a
ﬂow speed of 36.1 ms
−􏷠
is of the order of 15×10􏷢. This is the within the identiﬁed range
of Reynolds’ number where these effects and can lead to probe measurement errors.
Errors up to less than 2º are possible, although at lower yaw angles (those below 15º)
these errors are much smaller, and comparable to an estimated probe mounting error
of 1º. The error in measured dynamic pressure was reported to be less than 3%. These
errors were considered to be acceptable for the purposes of this investigation but can
be minimised by reducing the range of Reynolds’ number deviation from that when
the probe was calibrated. Therefore the probes were calibrated at the nominal ﬂow
speed experienced on-road so as to maximise this Reynolds’ similarity.
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Probe 5H50012 was the original design of probe and was used during the ﬁrst
phase of testing. This was constructed entirely out of rapid-prototype resin using an
Objet Eden 500V 3D printer from FullCure720, an acrylic based polymer, see Objet
(2009). This has the advantage of being able to readily produce a speciﬁc head ge-
ometry to relatively ﬁne tolerances. Since spatial resolution was not important, the
probe tip could be made relatively large. This allowed for larger holes at the probe tip,
leading to a potentially greater frequency response. In addition, a larger tip was less
vulnerable to the relatively dirty conditions on-road. The outer surface was coated
with a layer of approximately 20 𝜇m of aluminium, evaporated onto the probe. This
was done with the aim of reducing the susceptibility of the material to absorb water
and creep. Whilst this was not considered impermeable to moisture, it was felt that
the combination of the coating and care in handling would prevent any signiﬁcant
geometry changes from taking place between calibrations.
Later in testing, an alternative probe design, 5H50015, was used. Instead of a full
resin construction, this design had a resin head and a stainless steel tubular body.
Thin-wall hypodermic tubing connected the probe head to the rear boss. This had the
advantage of improving the robustness of the probe and avoiding creep issues, whilst
retaining the advantages of a rapid-prototyped head. The size of the head and corre-
sponding holes of the probe were smaller than the previous probe design, although
this had little effect in the probe’s frequency response.
Calibration surfaces for both probes are shown in Figures 2.5 and 2.6. These sur-
faces describe how the four probe measurement coefﬁcients vary at the range of pitch
𝛼 and yaw 𝜓 angles that the probe was traversed during calibration.
Both probes were calibrated with a resolution of 2.5º in both pitch and yaw, with
Probe 5H50012 calibrated to a range of ±35º and Probe 5H50015 calibrated to a range
of ±45º. At increased values of pitch and yaw, the probe becomes less sensitive in
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Figure 2.5: Calibration surfaces for Probe 5H50012
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Figure 2.6: Calibration surfaces for Probe 5H50015
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resolving the oncoming ﬂow properties, as shown by the closer spacing of the calibra-
tion contours. Since the vehicle speed is fast compared to the wind speed, the range of
yaw angles experienced by the vehicle on-road was conﬁned to within an approximate
range of ±20º, where the calibration contours were well-resolved.
Both of the sets of contours are plotted on the same axis range for comparison.
Figures 2.5(a) and 2.6(a) plot the total pressure coefﬁcients for each probe respectively,
Figures 2.5(b) and 2.6(b) the dynamic pressure coefﬁcients, Figures 2.5(c) and 2.6(c)
the yaw coefﬁcient, and Figures 2.5(d) and 2.6(d) the pitch coefﬁcients.
More correctly, the probe does not measure pitch and yaw, but attitude (or elevation)
and azimuth in a spherical coordinate system with the probe tip at the origin. However,
since the probe is ﬁxed relative to the vehicle, the oncoming ﬂow vector is described
relative to the vehicle using terms borrowed from the aerospace industry.
The use of a steady-state calibration to measure unsteady ﬂow is only valid at fre-
quencies of unsteadiness that are considered to be quasi-steady. An assessment of
the quasi-steady limits for the probe was made using the same reduced frequency ap-
proach as introduced in Section 1.4.4.1. The deﬁnition of reduced frequency, based on
probe head diameter 𝐷 is given by:
𝑘 =
2𝜋𝑓𝐷
𝑢
(2.7)
Using the assumption of He (1996) that the ﬂow is quasi-steady at reduced frequencies
below 1 to 0.1, at a nominal ﬂow speed of 36.1 ms
−􏷠
and a maximum probe head size
of 6.35 mm, frequencies below 90 to 900 Hz would be assumed to be quasi-steady,
according to:
𝑓 <
𝑘𝑢
2𝜋𝐷
(2.8)
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The methods above describe the probe being calibrated in isolation. Alternatively, the
probe can be mounted on the vehicle which is then yawed in a wind tunnel to provide
calibration data. It was found that the ﬂow around the vehicle inﬂuenced the ﬂow
measured at the probe tip. This effect was relatively small but clearly measurable,
equating to an approximate increase of free-stream velocity by 14 %, when compared
to the nominal road speed measured by the GPS device. Coincidentally, this is the
same deviation from free-stream conditions as observed by Wordley (2009), albeit an
increase rather than a decrease. To obtain this result, the vehicle was driven at constant
speed in both directions on a straight single-carriageway road. The conditions were
approximately still with the road speed as reported from the vehicle’s cruise control
of 60 mph. A total of ten runs were completed, each logging data for a period of
approximately 16 seconds (8192 samples at a sample rate of 500 Hz). These results are
shown by Figure 2.7.
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Figure 2.7: Effect of vehicle on probe ﬂow measurement on-road
By correcting for this effect, and ensuring the dependence of the increase in ﬂow
velocity upon yaw was accounted for, the probe could measure free-stream conditions
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as opposed to the actual conditions at the probe tip. However, the investigation was fo-
cussed on seeking the differences in vehicle response between the steady-state condi-
tions of the wind tunnel and the transitory nature of the on-road environment. There-
fore it would not be appropriate to embed the steady-state aerodynamic response of
the probe within an on-vehicle probe calibration, since the steady-state response may
be different to the transitory response on-road. A probe calibration in isolation was
thus completed, as outlined above.
2.2.1.3 Sideglass Pressures
To measure characteristics of the static pressure proﬁle of the vehicle’s sideglass, a
number of ﬂush-mounted pressure tappings were positioned in three zones. These
zones are shown in Figure 2.8(a) and are areas approximately: under the inﬂuence of
the door mirror wake; within the A-pillar vortex separation; and in the vortex reattach-
ment region. These zones were based on the results of CFD simulations completed by
Freeman and Gaylard (2008) and are reproduced by Figure 2.8(b). This shows vor-
tex cores coloured by velocity magnitude, identifying the separated ﬂow structures
generated by the A-pillar and mirror wake.
A perspex sideglass was used which allowed pressure tappings to be drilled and
glued into position so that the surface geometry of the sideglass was as close as pos-
sible to the original glass sideglass. The perspex was shaped on a former so that the
curvature of the sideglass approximated that of the original. The window seals held
the sideglass in position ﬁrmly, although aluminium tape was used around the edge
to ﬁx the perspex in place with minimal geometry disruption.
Hypodermic tube of length 15 mm,external diameter 1.24 mm and internal diam-
eter 0.91 mm (18 gauge thinwall) were bonded in position so that the ends were ﬂush
with the outside surface of the sideglass. Internally, these were connected to individ-
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Figure 2.8: Location of pressure tappings on vehicle sideglass
ual pressure transducers by 1 m lengths of silicone Nalgene tubing, having a internal
diameter of 1 mm and an external diameter of 2 mm.
The measured surface pressures 𝑃
Tap
were reported as non-dimensional numbers
in the form of a pressure coefﬁcient. In this work, the pressure coefﬁcient was deﬁned
based on the static and dynamic pressures measured by the ﬁve-hole probe according
to:
𝑐
P
=
𝑃
Tap
− 𝑃
Probe Static
𝑃
Probe Dynamic
=
𝑃
Tap
− 𝑃
Probe Static
􏷠
􏷡
𝜌𝑢􏷡
(2.9)
Deﬁning the sideglass surface pressure coefﬁcient relative to the roof-mounted probe
pressures was the most consistent method of providing comparative data between the
on-road environment and the wind tunnel, since these pressures are known with cer-
tainty in both environments. Alternative deﬁnitions using either tunnel-reported ﬂow
speed or on-road vehicle velocity do not provide such consistency. This also results in
the sideglass surface pressure coefﬁcients being independent of oncoming ﬂow speed
ﬂuctuations measured at the probe tip, whilst remaining a function of the variation
in ﬂow structures around the sideglass region due to yaw variations in the oncoming
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ﬂow. For the chosen deﬁnition of pressure coefﬁcient to be valid, the ﬁve-hole probe
pressures and sideglass pressures were measured to the common reference, relative to
the boot of the vehicle.
2.2.1.4 Pressure Transducers
Both probe and sideglass pressures were measured using Sensortechnics HCLA12X5DB
transducers. These measured differential pressure with a range of ±12.5 mBar, ap-
proximately equivalent to 45 ms
−􏷠
dynamic pressure at sea-level deﬁned by the ISA.
The transducers were mounted in a dedicated enclosure in sets of ﬁve, with the refer-
ence pressure port common to all of the transducers. Transducers were periodically
calibrated using a manometer-oil based micromanometer, with all transducers being
calibrated simultaneously using the common reference pressure port. Manufacturer
reported yearly drift was 0.1% of full-scale span (FSS) and thermal effects of 1% of
FSS between -25 and 80 ºC. Datum voltages were measured periodically during the
course of a day to minimise these effects. Manufacturer reported response delay for
the transducers was 0.2 ms (5 kHz), from Sensortechnics (2007).
On-road, the transducers were powered using the vehicle’s 12 V supply. Since
this supply voltage can ﬂuctuate signiﬁcantly and the transducers’ output signal volt-
age is proportional to the input voltage, voltage regulation was required. A National
Semiconductor LP2950ACZ voltage regulator was used for each set of ﬁve transduc-
ers which had an input voltage range of between 5 and 30 V. This had a manufacturer
reported maximum output voltage error of 1.0% for 30 V input voltage ﬂuctuation,
from National Semiconductor (2010).
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2.2.1.5 Transducer and Probe Transfer Function Correction
Whilst the pressure transducers and data logging system can operate at frequencies
exceeding those required for this application, it is often the frequency response of
the pneumatic components which can limit the response of the system. The effects
of probe head size on the frequency response of a ﬁve-hole probe has already been
discussed in Section 2.2.1.2. Typically, external pressure tappings and probes are con-
nected to pressure transducers using tubing. Owing to compressibility effects of the
air, pressure ﬂuctuations in the measured ﬂow ﬁeld cause a mass ﬂow of the air inside
the tubing and probe. Viscosity and friction in the tubes acts against this movement
and dampens these ﬂuctuations, leading to attenuation of the signal measured by the
transducers. Since the mass of the air, combined with compressibility and viscous
effects create a harmonic system, resonances can also occur, driven by simple organ
pipe theory. To reduce these effects, tubing length can be minimised, or even removed
completely by embedding small transducers into probe tips or into the surfaces where
pressures are to be measured. However, these viscous effects can never be eliminated
due to the very nature of pressure waves leading to compression and therefore move-
ment of air, from Tijdeman (1975).
An alternative approach is to measure these distortion effects and correct for them.
The procedure used here is based on that of Irwin et al. (1979) and developed by
Hooper and Musgrove (1997), Sims-Williams and Dominy (1998) and Yang et al. (2006).
A diagram of the apparatus is shown in Figure 2.9. A loudspeaker was used to pres-
surise a small, sealed chamber, where a reference pressure transducer measured the
instantaneous applied pressure. Either the tip of a probe or a hypodermic pressure tap
was also connected to this chamber. The same tubing as used during experimentation
connected the probe or tapping to the required number of test pressure transducers. A
swept sine wave was used to operate the loudspeaker to apply the desired range of fre-
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quencies to the probe or tubing under test. Typically the sine wave was swept between
3 and 1000 Hz at a sweep rate of 1 Hz. Data were logged at 4000 Hz in 8192 sample
sets.
Sweep function
generator
Amplifier
Isolated
loudspeaker
Sealed
chamber
Probe (or tapping) and
tubing under test
Reference
transducer
Test
transducers
Signals to
data logger
Figure 2.9: Diagram of transducer and probe transfer function correction apparatus
Fast Fourier transforms (FFTs) were taken of both the reference and measured pres-
sure transducer signals, and a complex transfer function calculated using the deﬁni-
tion of Bendat and Piersol (1993) as described by:
𝐻(𝑓) =
𝐺𝑃
Ref
𝑃
Test
(𝑓)
𝐺𝑃
Ref
𝑃
Ref
(𝑓)
(2.10)
This deﬁnition is commonly known as the 𝐻􏷠 estimator in the ﬁeld of vibration anal-
ysis. To create a transfer function of high accuracy, 50 sets of samples were recorded
from which an average transfer function was then calculated. A Hanning window
was used to reduce leakage effects when calculating the Fourier transform of a ﬁnite
data set.
Figure 2.10 shows, for both amplitude and phase, the measured transfer functions
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for probes 5H50012 and 5H50015. Both probes were connected to a bank of transducers
with a length of 480 mm tubing, with both probes being an equal length of 120 mm,
leading to an effective tubing length of the system to be 𝐿 = 600 mm. Probe 5H50012
had larger holes at the probe tip, as detailed in Table 2.1, which is likely to explain
why the transfer function has slightly less attenuation than probe 5H50015. The phase
response was identical for both probes, indicating that the effective speed of sound in
both systems was equal, according to:
𝑎 =
360 ⋅ 𝐿𝑓
𝜃
(2.11)
where 𝑎 is the effective speed of sound, 𝐿 is the effective tubing length and 𝜃 is the
phase angle in degrees. The resonant frequencies of the system were estimated from:
𝑓 =
𝑎
4𝐿
,
3𝑎
4𝐿
,
5𝑎
4𝐿
… (2.12)
For the probe and tubing system, the ﬁrst resonant frequency was 77.5 Hz. The ﬁrst
peak can be identiﬁed in Figure 2.10 to be approximately 65 Hz, which was lower than
predicted due to viscous effects.
Figure 2.11 shows the measured transfer function for the pressure tapping and tub-
ing. The tubing for each of the tappings was 1800 mm in length, leading to a predicted
ﬁrst resonant peak of 32.5 Hz. Owing to the increased viscous attenuation from the
increased length of tubing, this resonant peak is not identiﬁable, indicating that the
pressure tapping system is critically damped.
2.2.2 Data Logging
Pressure transducer voltages were recorded using a 16-bit National Instruments NIDAQmx
USB-6218 data logger, with details proved by National Instruments (2009). This pro-
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Figure 2.10: Transfer function of probe and tubing system (central hole)
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Figure 2.11: Transfer function of sideglass pressure tapping and tubing system
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vided 32 analogue input channels, employed in a 16 channel differential conﬁguration.
The device also supported triggered input and digital IO capabilities. The maximum
sample rate was 250 kHz. Control of the data logger was through DAQmx C rou-
tines, integrated within the control software, detailed later in Section 2.2.4. The 16
analogue input channels allowed three sets of ﬁve pressure transducers to be logged
simultaneously, therefore allowing a ﬁve-hole probe and ten sideglass pressure tap-
pings. Additional inputs and outputs speciﬁc to on-road testing were also recorded.
These are described later in Section 2.2.2.2.
Logging took place at 500 Hz nominally for 16384 samples, leading to logging
times of 32.768 s. Occasionally, longer times were recorded, for instance in the Pin-
infarina wind tunnel with the TGS operational, although the sample rate remained at
500 Hz and the number of samples were always of the form 𝑁
s
= 2𝑛 where 𝑛 ∈ ℕ, to
ensure that all data could be used in calculating FFTs.
2.2.2.1 Filtering
To avoid any erroneous results as a result of aliasing, 250 Hz low-pass ﬁlters were
used between the pressure transducers and the data logger. These removed frequency
components above the Nyquist frequency
𝑓𝑠
􏷡
of the logging system. The ﬁlters were
of a second-order RLC type, trimmed so that they formed a matched set. In reality, a
portion of the signal above the Nyquist frequency will be sampled and therefore alias.
If this frequency 𝑓, where 𝑓 >
𝑓
s
􏷡
, is present, it will alias at frequency:
𝑓
Alias
=
𝑓
s
2
−
⎛
⎜
⎝
𝑓 −
𝑓
s
2
⎞
⎟
⎠
= 𝑓
s
− 𝑓 (2.13)
However, the energy of these aliased signals will be increasingly low when compared
to the level of the signal of interest and therefore have a minimal impact of the quality
of the signal.
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2.2.2.2 Speciﬁc On-Road Instrumentation
Testing on-road has a number of additional challenges when compared to testing in
the wind tunnel. Most signiﬁcant is that the vehicle is in motion and therefore all
logging equipment must be powered and controlled inside the vehicle. To assist with
this, a range of additional instrumentation speciﬁc to on-road testing was used.
The triggered input of the data logger was used so that logging could be controlled
without the need to directly control the data logging computer. This also allowed the
driver to choose to start data logging when trafﬁc conditions were favourable. To fur-
ther assist the driver in identifying the status of the data logging equipment, a bank
of eight LEDs were installed on the dashboard of the car in sight of the driver. These
were connected to the digital output ports of the data logger. Four of the indicators
were used to relay the status of the GPS signal in addition to the three levels of dat-
alogger status: logging program activated, waiting for trigger and logging. The re-
maining four indicators displayed, in binary format, the number of the run in each
logging batch. The data logging software was conﬁgured so that the program waited
for a trigger at the end of each run, until the speciﬁed number of runs in a batch were
completed. This allowed multiple runs to be recorded without having to return to the
controlling computer, reducing that number of stops the driver had to make in the
vehicle to check and restart the system.
Up to four channels were used to record data from event switches, located in the ve-
hicle’s cabin. Each switch was assigned to a particular on-road event including when
noticeable wind noise was heard and when a run was aborted due to changes in ve-
hicle speed or other factors. Recording these events assisted with identiﬁcation of
unsuitable runs from the large amount of on-road data collected. Each switch was a
momentary single-pole, double-throw (SPDT) type. This switched between the ﬁve
volt output from a voltage regulator located within the switch enclosure and the zero
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volt vehicle ground. Finally, a digital video camera was positioned on a tripod be-
tween the two front seats of the vehicle. This recorded all on-road testing data and the
data logger status indicators were within its ﬁeld of vision, allowing the run number
to be identiﬁed from the recorded video.
2.2.3 Acoustic Measurements
Acoustic measurements using both an acoustic head and surface microphones were
controlled by a HEAD Acoustics SQLab front-end, which acted as a data logger for
both the acoustic head in the cabin and the surface microphones on the sideglass. This
was controlled using a laptop running HEAD Acoustics ArtemiS X software. When
only an acoustic head was used, this was directly connected to the laptop via a USB
connection. In all cases, the acoustic data was recorded at 48 kHz.
2.2.3.1 Synchronisation
Since this work concerns the instantaneous correlation of ﬂow and noise events, as op-
posed to time-averaged data, it is important that both the ﬂow and noise data-logging
systems were synchronised. Therefore, a common trigger was used for both the ﬂow-
logging NIDAQmx system and the sound-logging SQLab system. Two systems were
used,: an audio trigger during the ﬁrst on-road measurement campaign, and a com-
bined electronic and audio trigger during the second campaign. The electronic trigger
switched between 0 V ground and 5 V through a 555 chip-based de-bounced circuit to
ensure that multiple triggers did not occur due to bouncing. Both ﬂow and noise sys-
tems were conﬁgured to start logging on the rising edge of the trigger signal. Both sys-
tems ceased logging after a speciﬁed number of samples (NIDAQmx) or time (SQLab)
and after a pause of a few seconds returned to a primed state, ready to accept a trigger
signal to record a further data set. This status was relayed to the cabin of the vehicle
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via the logging status indicators.
To mitigate against a loss of synchronisation, an audio trigger was also used. This
was also the sole synchronisation method at times when electronic synchronisation of
logging systems was not possible. For instance, during 2009 testing where the external
trigger-accepting SQLab was not used, and also at Pininfarina where the cabin noise
logging system was also not able to accept a triggered input. To synchronise the ﬂow
and noise logging systems, a 2 kHz tone was generated which was recorded by the
cabin noise logging system. This tone was also recorded by the camera. At the point
when logging commenced, the tone was silenced. This tone was clearly identiﬁed on
the noise data and the data synchronised accordingly. The response time between the
triggered signal and the 2 kHz tone being silenced was assessed and found to be of
the order of 0.02 s.
2.2.3.2 Cabin Noise
A HEAD Acoustics HMS III acoustic head was used to measure the vehicle cabin noise
on-road. This device contained two HDM I.0 digital artiﬁcial head microphones, each
with a frequency response of between 3 Hz and 20 kHz, with a transmission error of
±0.1 dB. The nominal dynamic range of the microphones was 118 dB, with selectable
calibration factors between 84 and 144 dB
SPL
in 10 dB
SPL
increments. The head was
powered using a rechargeable internal DC supply. Full details can be found in the
datasheet, published by HEAD Acoustics NVH Division (1998).
The head was positioned in the front passenger seat of the vehicle, as shown in
Figure 2.12. The position of the front seat was consistent for each vehicle and each set
of testing, with the seat positioned at middle of its travel in a fully upright position.
The vehicle ventilation system was also switched off with the vents closed. The head
was secured using the seat belt to prevent any self-induced noise caused by movement
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of the head. Equalisation was applied to the signals recorded by the head, taking
into consideration a diffuse-ﬁeld environment and whether the head was ﬁtted with
a torso, from HEAD Acoustics NVH Division (2006). In the Pininfarina aeroacoustic
wind tunnel, the same model of heads were used, with an additional head positioned
in the driver’s seat.
Figure 2.12: Acoustic head installed in front passenger seat
In the Ford aeroacoustic wind tunnel, Cortex Mk I heads were used, positioned in
both front seats of the vehicle. The same diffuse-ﬁeld equalisation was used. These
heads had a slightly different transfer function to the HEAD Acoustics heads, primar-
ily isolated above 10 kHz. However, the resulting impact on measured cabin noise
spectrum was small compared with the differences in spectrum between the two wind
tunnels and particularly between the wind tunnel and on-road.
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2.2.3.3 Surface Noise
To measure the combined hydrodynamic and acoustic pressure ﬂuctuations on the
surface of the vehicle, three B&K 4949 10 mm surface microphones were used. The
frequency response of each microphone was between 5 Hz and 20 kHz with a transmis-
sion accuracy of ±1 dB between 10 Hz and 10 kHz. The dynamic range was between 30
and 140 dB
SPL
. Each microphone had a external diameter of 10 mm and a thickness of
2.5 mm. Full details can be found in the datasheet, published by Brüel & Kjær (2006).
These were positioned on the passenger sideglass in positions corresponding to three
of the surface pressure tappings on the opposite (driver’s side) sideglass, as shown by
Figure 2.13.
18
17
20
Mirror
Vortex
Reattachment
Figure 2.13: Location of surface microphones on vehicle sideglass
Aluminium adhesive tape was used to attach the microphones using their mount-
ing pads to the surface of the sideglass, as shown in Figure 2.14(a). Cables entered
the vehicle through the lower door seal and connectors between the microphone wires
and extension cables were positioned behind the door handle to reduce any signiﬁcant
noise-inducing geometry modiﬁcations to the vehicle, as shown in Figure 2.14(b). The
microphone wires were taped to the sideglass downstream to also reduce measurement-
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induced noise.
(a) Detail of microphone attachment (b) Detail of taping routes
Figure 2.14: Images of surface microphone attachment to sideglass
2.2.4 Software Integration
The data logging system was controlled through a program written in the C program-
ming language. This was called LogVoltsGPS and was an extended form of the existing
LogVolts program available as part of the Durham Software for Windtunnels package.
The program used National Instruments NIDAQmx APIs to interface with the data-
logger and a virtual RS232 port to interface with a Bluetooth GPS receiver. A schematic
of the basic functions of the program are shown in Figure 2.15. The GPRMC line is a
standard GPS data line containing the basic location and speed data, including posi-
tion, speed, heading and time.
An abridged example of the data output from LogVoltsGPS, in Tecplot ASCII for-
mat, is shown in Figure 2.16.
This shows the raw data recorded, prior to any processing including the interpo-
lation of noise data onto the frequency of the ﬂow data. Raw variables included the
extracted data from the GPRMC line from the GPS device, converted into SI units.
These variables comprised: latitude, longitude, vehicle speed (𝑣), vehicle heading (𝛽),
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Figure 2.15: Schematic of LogVoltsGPS
Title = "LogVoltsGPS - A1(M) J61 s/bound"
Variables = "Time (s)", "Latitude (deg)", "Longitude (deg)", "GPSVelocity (m/s)", "GPSHeading (deg)", "GPSDate (DDMMYY)", "GPSTime (HHMMSS.SSS)", "5H0Volts", "5H1Volts", "5H2Volts", "5H3Volts", "5H4Volts", "DataStatus"
#PAtm(Pa) TAtm(K)= 101089.303200 290.160000
#Datums= 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 2.237122 2.241462 2.240666 2.238140 2.241259
Zone T = "Set 0", I=16384, J=1, K=1, F=POINT
    0.000000   54.717967   -1.520113   29.554902  159.369912 190609.000000 150000.000100    3.128403    1.925569    2.795599    2.471025    2.470038   0.000000
    0.002000   54.717718   -1.519947   29.554902  158.490000 190609.000000 150001.000000    3.117870    1.880800    2.824568    2.465100    2.461479   0.000000
    0.004000   54.717717   -1.519946   29.555583  158.487770 190609.000000 150001.003484    3.079355    1.843274    2.836747    2.478596    2.425269   0.000000
    0.006000   54.717717   -1.519945   29.556264  158.485540 190609.000000 150001.006969    3.065530    1.841298    2.856827    2.464771    2.422964   0.000000
    0.008000   54.717716   -1.519945   29.556945  158.483310 190609.000000 150001.010453    3.081659    1.842944    2.837735    2.493410    2.395971   0.000000
    0.010000   54.717715   -1.519944   29.557626  158.481080 190609.000000 150001.013937    3.119516    1.815622    2.864399    2.415064    2.494068   0.000000
    0.012000   54.717714   -1.519944   29.558307  158.478850 190609.000000 150001.017422    3.117870    1.809039    2.870982    2.421318    2.482546   0.000000
    0.014000   54.717713   -1.519943   29.558989  158.476620 190609.000000 150001.020906    3.078038    1.822864    2.855511    2.446666    2.447653   0.000000
    0.016000   54.717712   -1.519943   29.559670  158.474390 190609.000000 150001.024390    3.079355    1.792250    2.882833    2.458845    2.420002   0.000000
    0.018000   54.717711   -1.519942   29.560351  158.472160 190609.000000 150001.027875    3.088572    1.823523    2.856169    2.457199    2.433498   0.000000
    0.020000   54.717711   -1.519941   29.561032  158.469930 190609.000000 150001.031359    3.114578    1.869937    2.821276    2.439424    2.475304   0.000000
Figure 2.16: Example of data output from LogVoltsGPS
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date and absolute time. Voltages from each of the data logger channels were also
recorded, with the ﬁve pressure transducer channels for a ﬁve-hole probe also shown
in Figure 2.16. In addition, a Datastatus variable was also recorded, which was used
in error handling. Additional channels were included when surface pressures were
recorded.
2.2.5 Schematic of Overall Logging System
Figure 2.17 describes the layout of the instrumentation described in Section 2.2. Fig-
ure 2.17(a) shows the layout of the apparatus for the 2009 set of testing, including a
ﬁve-hole probe, event switches and the acoustic head directly connected to the control-
ling laptop. Figure 2.17(b) shows the layout for the 2010 set of testing, incorporating
additional pressure transducers for sideglass measurements and surface microphones
controlled though the dedicated audio datalogging front-end.
Head
GPS Laptop
Pressure
Transducers
5-H Probe
Visual Display TriggerDatalogger
Filters
Event
Switches
(a) Cabin noise (2009)
HA Front End
Head Sideglass Surface Mics
GPS Laptop
Pressure
Transducers
Pressure
Transducers
Sideglass Pressure Taps
Pressure
Transducers
5-H Probe
Visual Display
Trigger
Filters
Datalogger
(b) Sideglass and cabin noise (2010)
Figure 2.17: Schematic of overall logging system
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2.2.6 Terminology
When presenting data collected using the acoustic heads, the data recorded by each
ear channel is referred to by the channel name. The names of these channels are listed
in Table 2.2 and corresponding positions are shown in Figure 2.18. The acronym used
to differentiate each channel contains information on both the head position and ear
microphone used.
Channel Name Description
LHLE Left head, left ear
LHRE Left head, right ear
RHLE Right head, left ear
RHRE Right head, right ear
Table 2.2: Acoustic head channel names
LHLE
LHRE RHLE
RHRE
Figure 2.18: Acoustic head channel names and positions
The test vehicles were all right-hand drive and therefore only the left head was
used on-road, positioned on the front passenger seat. In the wind tunnels, both heads
were used, since there is no requirement for a driver to be seated in the vehicle.
146
2.3 Apparatus
Borrowing nautical terms, the side of the vehicle that turns to face the wind is
known as the windward side, with the side facing away from the wind is known as
the leeward side. The surface microphones were positioned on the left side of the
vehicle, whilst the pressure tappings were positioned on the right side. Therefore,
under negative yaw conditions, the surface microphones and head on the left side of
the vehicle will be in a leeward ﬂow condition, whereas the pressure tappings and
right head will be adjacent to a windward ﬂow condition. This information is shown
diagrammatically in Figure 2.19.
Leeward
M
P
M PSurface Microphones Pressure Tappings
Windward
M
P
Leeward
स  ʂ स  ʂNegative yaw Positive yaw
Figure 2.19: Vehicle at yaw with positions of external instrumentation
2.3 Apparatus
2.3.1 Vehicles
2.3.1.1 Speciﬁcation
A Jaguar XF was used throughout this research. This vehicle is typical of a European
three-box luxury saloon. The XF replaced the S-Type in Jaguar’s product range and
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has a drag coefﬁcient 𝑐
D
= 0.29 and a frontal area 𝐴
f
= 2.33 m􏷡 , from Gaylard (2008).
A publicity image of the 2010 XF is shown in Figure 2.20.
Figure 2.20: Jaguar XF © Jaguar Land Rover
2.3.1.2 Geometry Modiﬁcations
During the various phases of testing, different models of this vehicle were used. The
differences between these geometries are summarised in Table 2.3. On-road testing
with the Geometry 1 vehicle took place during the ﬁrst testing campaign using an XF
powered by a 2.7 litre V6 petrol engine. For the second on-road campaign, testing
took place using a 3.0 litre V6 diesel-powered vehicle. This was a Geometry 2 vehicle,
which was then modiﬁed for Geometry 3 testing.
Name Short Name Mirrors Bonnet Sideglass
Internal Investigation
Geometry 1 Geo1 Baseline Baseline Glass
Geometry 2 Geo2 Modiﬁed Baseline Glass
External Investigation
Geometry 1 (perspex sideglass) Geo1 SG Baseline Baseline Perspex
Geometry 2 (perspex sideglass) Geo2 SG Modiﬁed Baseline Perspex
Geometry 3 (perspex sideglass) Geo3 SG Modiﬁed Modiﬁed Perspex
Table 2.3: Summary of all vehicle geometries used
148
2.3 Apparatus
The vehicle geometries used can be broadly divided into two categories: those
used when investigating effects on the cabin noise of the vehicle; and those used when
investigating effects on the ﬂow structures and noise generation around the sideglass
of the vehicle. Geometry modiﬁcations were used to assess how minor geometry
changes were able to affect the sensitivity of the vehicle to changes to the oncoming
ﬂow, and hence whether the engineer has to ability to modify the unsteady response
of a vehicle.
For the cabin noise investigation, Geometry 1 vehicle testing took place in 2009,
prior to the availability of the Geometry 2 mirror modiﬁcation. This vehicle was an
unmodiﬁed production vehicle with standard mirrors, bonnet and glass sideglass. Ge-
ometry 2 vehicle testing took place the following year, in 2010, also using an unmod-
iﬁed production vehicle. The design of the mirrors were updated from those of the
Geometry 1 vehicle, with the differences shown in Figure 2.21.
The mirror cap and body were the same for both mirror designs, with the modiﬁ-
cation restricted to solely the stem and sail assembly. The sail is the triangular section
which mounts the mirror to the body of the vehicle. The modiﬁcation resulted in a re-
duction in the size of the mirror wake adjacent to the sideglass. Figure 2.21(b) shows
the side proﬁle of the mirror and how the stem was thinned and smoothed to reduce
the air disturbance in the mirror region. Figure 2.21(d) shows how the mirror was
moved downwards slightly, reducing the area of sideglass that the ﬂow around the
mirror can inﬂuence. Finally, Figure 2.21(f) show how the mirror was moved away
from door by approximately 15 mm, increasing the gap between the mirror housing
and the sideglass. A visual comparison between the two vehicle geometries used for
the cabin noise measurements is shown in Figure 2.22.
The sideglass investigation took place at the same time as the Geometry 2 cabin
noise investigation and used the same Geometry 2 vehicle. To measure the surface
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(a) Geometry 1, Side (b) Geometry 2, Side
(c) Geometry 1, Front (d) Geometry 2, Front
(e) Geometry 1, Top (f) Geometry 2, Top
Figure 2.21: Comparison of Geometry 1 and 2 door mirrors
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(a) Geometry 1 (b) Geometry 2
Figure 2.22: Vehicle geometries used for cabin noise measurements
(a) Geometry 2 (perspex sideglass) (b) Geometry 3 (perspex sideglass)
Figure 2.23: Vehicle geometries used for sideglass measurements
pressure ﬁeld of the sideglass, the standard glass sideglass was replaced by a perspex
sideglass, complete with drilled surface pressure tappings. Full details of the modiﬁed
sideglass are described in Section 2.2.1.3. The Geometry 3 vehicle was the same as the
Geometry 2 vehicle, with the addition of a bonnet kicker which increased the height
of the rear lip of the bonnet by approximately 15 mm. The effect of the kicker was to
reduce the amount of the wiper structure visible above the bonnet line and therefore
reduce the size the vortices shed from the edge of the wiper blades and arms, similar
to the work of Zaccariotto et al. (1997). The kicker was manufactured from a series of
pieces of rapid-prototype resin and ﬁxed in place using tape. The leading edge of the
kicker was blended to the existing bodywork using modelling clay. An overall image
is shown in Figure 2.24(a), with the detail of the blending shown in Figure 2.24(b). A
151
2. EXPERIMENTAL TECHNIQUES
visual comparison between the two vehicle geometries used for the cabin noise mea-
surements is shown in Figure 2.23.
(a) Overall (b) Detail of blending
Figure 2.24: Images of bonnet kicker and attachement to existing bonnet
2.3.2 On-Road Testing
Road testing took place on UK dual-carriageways, encompassing a range of different
wind conditions. The road surface included both hot-rolled and coarse chip asphalt,
as typically experienced by a vehicle. A variety of wind conditions were chosen in or-
der to capture the range of yaw angles that would be experienced on the road. These
included high-yaw conditions experienced during particularly windy days. Trafﬁc
conditions were varied during the course of experimentation, although data collec-
tion was usually performed in light trafﬁc as it was in these conditions that a constant
speed could be most frequently held. In addition to passing vehicles, a range of dif-
ferent roadside obstacles were passed during data collection including crash barriers,
trees, signs and bridges. Additional testing took place on both the test track at Jaguar
Land Rover’s Gaydon facility and on a straight section of single-carriageway road near
Durham. The vehicle geometry conﬁgurations tested during both of the on-road test-
ing campaigns are summarised by Table 2.4.
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Name Short Name On-road Campaign
Geometry 1 Geo1 1
Geometry 2 Geo2 2
Geometry 2 (perspex sideglass) Geo2 SG 2
Geometry 3 (perspex sideglass) Geo3 SG 2
Table 2.4: Summary of vehicle geometries tested on-road
During on-road testing, a large number of 33 second runs were collected using each
vehicle conﬁguration. Owing to the nature of on-road testing, a proportion of these
runs were rejected at times when a run was interrupted, particularly when a constant
speed could not be held for the duration of a run.
On-road testing took place on motorways in the North of England, typically in the
vicinity of Durham. This section of road was not only located near the University, but
also provided a range of different terrain and corresponding localised oncoming wind
conditions. Some sections of road contained a range of different roadside obstacles,
whereas other sections of road were more open and susceptible to strong crosswinds.
Images of these varied conditions are shown in Figure 2.25.
(a) Roadside obstacles (b) Open terrain (© 2012 Google)
Figure 2.25: Typical on-road conditions
Logging GPS data not only allowed the vehicle speed to be recorded, but also the
location of the vehicle and direction of travel. The location and direction of travel
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for each run and vehicle conﬁguration are presented by Figures 2.26 and 2.27, for the
vehicle geometries corresponding to the cabin noise and external investigations re-
spectively.
(a) Geometry 1 (Durham) (b) Geometry 1 (Leeds) (c) Geometry 2
Figure 2.26: Testing locations  for  Geometry  1  and 2  vehicles  (Map data  © Open-
StreetMap contributors, CC BY-SA)
2.3.3 Wind Tunnel Testing
Two full-size aeroacoustic wind tunnels were used during the course of this research:
The Ford of Europe tunnel in Merkenich, Cologne, Germany; and the Pininfarina tun-
nel in Turin, Italy. Descriptions of the facilities and vehicles tested during these two
testing campaigns are summarised in the following sections.
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(a) Geometry 2 (b) Geometry 3
Figure 2.27: Testing  locations  for  Geometry  2  and  3  vehicles  (perspex  sideglass)
(Map data © OpenStreetMap contributors, CC BY-SA)
2.3.3.1 Ford Wind Tunnel
The Ford tunnel was of a three-quarter open, closed-return Göttingen conﬁguration.
The tunnel was commissioned in 1984 and became acoustically treated in 1994. An
image of the vehicle in the tunnel test section is shown in Figure 2.28(a), whilst a di-
agram detailing the tunnel conﬁguration is shown in Figure 2.28(b), as taken from
Hennig et al. (2010).
Testing at the Ford wind tunnel took place at an earlier stage of the research, when
only vehicle Geometry 1 was available. This single geometry is summarised in Ta-
ble 2.5.
Name Short Name
Geometry 1 Geo1
Table 2.5: Summary of vehicle geometries tested in the Ford AWT
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(a) Vehicle under test (b) Diagram of tunnel layout, Hennig et al.
(2010)
Figure 2.28: Ford of Europe Wind Tunnel
2.3.3.2 Pininfarina Wind Tunnel
Like the Ford wind tunnel, the Pininfarina tunnel was also of a three-quarter open
type, but of a return not easily classiﬁed as either fully open or closed. The tunnel was
originally built as an open-return type, but with the enclosing building not being large
compared to the tunnel. Therefore the space between the tunnel and building acts as
a non-ducted return leg. Later, to increase both the tunnel speed and the aeroacoustic
performance, an additional thirteen fans were added on the return leg as described
by Cogotti (2006). Therefore the tunnel is best described as being of a hybrid or semi-
open type, since the return leg is not ducted as is the case in a true Göttingen tunnel.
A sectional view of the tunnel showing this conﬁguration is shown in Figure 2.29(b) as
taken from Cogotti (2003a), whilst an image of the vehicle in the test section is shown
in Figure 2.29(a).
Taking place at a later stage in the research, testing at the Pininfarina wind tunnel
involved both internal and external investigation conﬁgurations of vehicle Geome-
tries 1 and 2. These vehicle geometries are summarised in Table 2.6.
As described in Section 2.3.1.2, the difference between vehicle Geometries 1 and 2 is
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(a) Vehicle under test (b) Diagram of tunnel layout, Cogotti (2003a)
Figure 2.29: Pininfarina Wind Tunnel
Name Short Name
Geometry 1 Geo1
Geometry 2 Geo2
Geometry 1 (perspex sideglass) Geo1 SG
Geometry 2 (perspex sideglass) Geo2 SG
Table 2.6: Summary of vehicle geometries tested in the Pininfarina AWT
a design change to the mirror stem. To test both conﬁgurations of vehicle, a Geometry 2
vehicle was used, with the mirror assembly changed to that of a Geometry 1 vehicle.
These mirror assemblies are shown in Figure 2.30.
Aside from the differences in tunnel conﬁguration, the signiﬁcant difference be-
tween the tunnels is the turbulence generation facility (TGS) offered at Pininfarina.
This allows the generation of controlled levels of turbulence and is described in detail
in Section 1.4.7.1 of this thesis. An image of the TGS at the time of testing is shown in
Figure 2.31(a).
A total of ﬁve TGS modes were chosen and summarised in Figure 2.31(b). These
comprise two pseudo-random modes which were recommended by Pininfarina to
simulate the broad-band turbulence conditions experienced during highway driving
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(a) Geometry 1 mirror assembly in position (b) Geometry 2 mirror assembly in isolation
Figure 2.30: Images of the mirror conﬁgurations as tested at the Pininfarina AWT
(a) TGS upstream of the vehicle
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(b) Description of TGS modes used
Figure 2.31: TGS as used during testing
in both strong and moderate trafﬁc conditions. Three additional modes were also cho-
sen to simulate a dynamic gust through the opening of the TGS ﬂaps in turn. These
modes were also explored by Lindener et al. (2007), who found that the 5AL mode
more closely represented very light trafﬁc conditions with roadside obstacles when
testing on an Autobahn in the North of Germany.
2.3.3.3 Tunnel Comparison
A comparison of the two tunnel speciﬁcations is shown in Table 2.7. Data relating
to the Ford tunnel was published by Volkert and Kohl (1987), whilst the Pininfarina
tunnel data was published by Cogotti (2006).
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Property Ford Pininfarina
Maximum speed (with car) ms
−􏷠
52 70
Average turbulence intensity % < 0.5
a
0.26
b
Nozzle area m
􏷡
23.75 11.00
(Blockage ratio 𝜙) (-) (0.10) (0.21)
Nozzle width m 6.0 4.80
Nozzle height m 4.01 2.80
Nozzle contraction ratio - 4.0 : 1 6.5 : 1
Test section length m 10.3 8.0
Fan motor power MW 2 3.2
c
a
Data unavailable, measured value from vehicle roof
b
Up to 8% with TGS
c
Total for all fans, including main 2.1 MW fan and 13 additional fans
Table 2.7: Speciﬁcations of wind tunnels
Aerodynamic Performance
To compare the aerodynamic performance of both wind tunnels, the vehicle instru-
mented with the roof-mounted probe was positioned in the test section and yawed in
2.5º intervals between ±20º with the tunnel set to a constant speed of 130 km h
−􏷠
. The
probe reported ﬂow speed and yaw angle were recorded and compared against the
nominal values as set by the wind tunnel. Figure 2.32 shows this data for the Ford
tunnel. Both probe reported yaw 𝜓 and the resultant probe speed versus tunnel speed
ratio 𝑢
Res
/𝑢
AWT
are plotted against the wind tunnel turntable yaw 𝜓
AWT
. Error bars re-
late to a single standard deviation above and below the mean over the course of the
standard 33 s logging time.
Comparing the constant nominal tunnel speed with that measured by the probe
at zero yaw, there was a signiﬁcant increase in ﬂow speed of approximately 14% as
the ﬂow travelled over the vehicle to the probe. This increase in speed was due to
the ﬂow accelerating as it curves around the top of the windscreen. As the vehicle was
yawed, this increase in speed became larger, owing to the increased ﬂow curvature and
therefore acceleration as the ﬂow passed over the A-pillar region. This speed increase
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Figure 2.32: Ford AWT: Error of roof-mounted probe measurements (Geometry 1)
was consistent with the results obtained on-road, presented in Figure 2.7.
Comparing the turntable yaw angle with the yaw angle measured at the probe tip,
both an offset and a stretching of the turntable yaw were measured by the probe. The
yaw measured at the probe with the turntable at zero yaw is of the order of 2º. This
is likely to be due to a combination of probe and mounting misalignment on the roof
of the vehicle and to a lesser extent, misalignment of the vehicle on the turntable. The
latter effect was investigated by Walter et al. (2005) who found that vehicle alignment
uncertainty should be aligned to within ±0.15º using laser alignment sheets for the ve-
hicle yaw to be contained within its uncertainty band for vehicle force measurements.
As the vehicle was yawed, the probe-measured yaw increased relative to the ac-
tual vehicle yaw, indicating that there was increased acceleration in the lateral ﬂow
direction (𝑢𝑦) compared to the longitudinal direction (𝑢𝑥), deﬂecting the ﬂow. Taking
into account the offset, there was consistent stretching of the measured yaw angle in
both the positive and negative direction, indicating that the steady-state probe mea-
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surements did not appear to be affected by any asymmetry in either the door mirrors
or windscreen wipers.
Figure 2.33(a) shows the equivalent data collected at the Pininfarina wind tun-
nel using vehicle Geometry 1. Data for vehicle Geometry 2 is also reported in Fig-
ure 2.33(b). Again, error bars are based on a single standard deviation.
Both vehicle geometries showed similar behaviour compared to the data obtained
for the Geometry 1 vehicle in the Ford wind tunnel. The yaw angle offset was different
in the two wind tunnels owing to the variation in probe positioning and vehicle po-
sition on the turntable. However, the same yaw offset was recorded between the two
geometries of vehicle, reinforcing that the offset was due to a combination of probe
and vehicle positioning, rather than an asymmetric vehicle geometry effect.
The increase in velocity measured by the probe compared to the nominal tunnel
speed was less at Pininfarina than at the Ford tunnel. There was also increased uncer-
tainty in these measurements. Since the geometry of the vehicles in both tunnel tests
was nominally the same (with the exception of the small mirror-stem modiﬁcations
between Geometry 1 and 2), it is unlikely that the reduction in ﬂow speed increase
was due to the differences in the vehicles. More likely, this was due to a nozzle block-
age effect, where the presence of a body in a wind tunnel can affect the measured ﬂow
speed.
In a closed-wall wind tunnel, the presence of a body in the test section reduces
the area through which the air can pass and thus, through the principles of continuity,
the wind speed around the vehicle increases. However, in open-section tunnels, such
as those of Ford and Pininfarina, the opposite effect can occur. As the jet exits the
nozzle and passes around the body of the vehicle, a degree of jet over-expansion can
occur, leading to a larger effective area through which the air passes and thus leads
to a reduction in the ﬂow speed in the vicinity of the vehicle. Wind tunnel blockage
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(a) Vehicle Geometry 1
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(b) Vehicle Geometry 2
Figure 2.33: Pininfarina AWT: Error of roof-mounted probe measurements
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effects, of which nozzle blockage is only a single component, is a large topic in itself
and the various methods and effects are summarised by Wickern (2007).
Two methods are commonly used to measure the ﬂow speed in an open-section
wind tunnel: the plenum method and the nozzle method. The nozzle method involves
taking the pressure difference at two different cross sections of the nozzle. This pres-
sure difference is multiplied by a calibration factor determined in the empty tunnel to
obtain the dynamic pressure. Using this method, the volume ﬂux in the tunnel is kept
constant for all blockage conditions. This is the only method available for use in closed
section tunnels. The plenum method involves taking the pressure difference between
a position upstream of the nozzle and the plenum chamber (test section). This has the
effect of keeping the velocity of the jet boundary constant for all blockage conditions.
In an open-section tunnel at a low blockage condition, both methods deliver the same
results.
There is no consensus as to which method is most suitable for a particular open-
section tunnel. However, larger tunnels tend to use the plenum method, with smaller
tunnels using the nozzle method, from Hucho (1998). Both the Ford and Pininfarina
wind tunnels use the nozzle method to determine tunnel speed and this is stated in
the EADE wind tunnel correlation report by Hennig et al. (2010). From Table 2.7, the
blockage ratio of the vehicle in the Pininfarina wind tunnel is relatively high at 21%,
whilst the Ford wind tunnel is lower at 10%. Therefore, even though the pressure
difference through the nozzle will nominally give the same dynamic pressure for both
tunnels, the ﬂow speed in the vicinity of each vehicle was likely to be different, owing
to the difference in blockage ratio between the tunnels. With a higher blockage ratio,
the jet expansion will increase leading to a greater velocity reduction. It is this effect
which was likely to cause the reduced speed increase over the roof of the vehicle in
the Pininfarina wind tunnel.
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However, since the ﬂow speed over the vehicle was directly measured using the
roof-mounted probe, the indicated tunnel speed was not required in any further anal-
ysis contained within this thesis.
Acoustic Performance
As discussed in Section 1.3.5.1, it is important for the level of tunnel background noise
to be lower than that of the noise of the vehicle within the spectral region of interest.
Otherwise, the noise of the vehicle may be masked by the noise of the tunnel. In the
absence of comparable tunnel background noise data, a convenient method to com-
pare the acoustic performance of the tunnels is to test the same vehicle under the same
ﬂow conditions and measure the cabin noise. Figure 2.34 compares the third-octave
spectra of the cabin noise for the Geometry 1 vehicles measured in the Ford and Pin-
infarina wind tunnels. The tunnel speed was 130 km h
−􏷠
and turntable yaw was 0º.
Values reported were recorded from the front passenger, outer ear (LHLE) position.
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Figure 2.34: Comparison of third-octave tunnel spectra
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The overall spectra from both tunnels was relatively consistent, particularly above
200 Hz. The vehicle in the Pininfarina tunnel showed an increased level of the order
of 5 dB(A) at lower frequencies, which may be a feature of the tunnel background
noise. As shown by Cogotti (2006), the addition of the thirteen-fan drive system to
the Pininfarina wind tunnel, whilst increasing tunnel top speed and reducing overall
background noise, caused a slight increase at low frequencies.
The two vehicles geometries tested in each of the tunnels had nominally the same
external shape. However, it is likely that the sealing performance between the vehicles
may have been subtly different, which may have caused a difference in the cabin noise
spectra due to the noise generated by these leak paths. The vehicles were tested in an
‘on-road condition,’ where joints and sealing lines were not taped. Therefore this may
be a cause of the small spectral differences in level between the two tunnels at higher
frequencies. However, the cabin noise performance of the vehicle in both tunnels was
comparable, particularly in the higher frequency region most important to wind noise.
2.4 Data Handling
Prior to further analysis, the raw aerodynamic and acoustic data was processed us-
ing a series of software tools. For the aerodynamic data, the recorded voltage outputs
from the pressure transducers were read into a series of software routines written in
the C programming language. The procedures for both the ﬁve-hole probe and side-
glass data are described in the following sections, along with a section describing the
processing of the subjective jury testing data.
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2.4.1 Five-Hole Probe Data
ApplyCal Takes the output voltages recorded by the ﬁve probe pressure transducers
and applies the transducer calibration to convert to pressure.
TFCorrect Applies the inverse of the experimentally measured transfer function of
the probe and tubing system to the measured pressures.
Apply5HCal Converts the ﬁve probe pressure channels into the four non-dimensional
probe pressure coefﬁcients. Using the experimentally determined calibration
surfaces, these are converted into the dimensional ﬂow conditions, including
the three orthogonal velocity components.
CalcTurbRolling Takes the velocity components and determines the turbulence prop-
erties including autocorrelation length scale and intensity. A rolling average
approach was chosen, determining the properties from a window of data. The
window size chosen was 2048 samples, equal to 4.096 seconds at a sampling fre-
quency of 500 Hz. The reduced frequency for this time period is 𝑘 < 0.1 and
therefore both quasi-steady and unsteady ﬂuctuations can be captured.
2.4.2 Sideglass Pressure Data
ApplyCal Takes the output voltages recorded by the sideglass pressure transducers
and applies the transducer calibration to convert to pressure.
TFCorrect Applies the inverse of the experimentally measured transfer function of
the tubing system to the measured pressures.
CalcCp Converts the corrected sideglass pressure measurements to the non-dimensional
form of 𝑐𝑃, using the static and dynamic pressures as recorded by the roof-
mounted probe.
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2.4.3 Acoustic Data
The raw sound pressure data were processed using the HEAD Acoustics ArtemiS soft-
ware. This was used to determine both sound pressure level and various psychoacous-
tic parameters. Since sound pressure level is calculated using the RMS values of the
raw sound pressure, according to Equation 1.4, a ﬁnite window of data must be used
in its calculation. The size of this window was chosen to equal 2 ms (𝑓 = 500 Hz) such
that the time period of calculated SPL matched that of the logging frequency of the
ﬂow data. Loudness, articulation index and sharpness were calculated according to
methods outlined in Section 1.3.7, but are also summarised in Table 2.8.
Psychoacoustic Parameter Method
Loudness According to ISO532:1975 (1975), diffuse ﬁeld
Articulation Index According to Van Ligten (1982)
Sharpness According to Fastl and Zwicker (2007)
Table 2.8: Methods used in calculating various psychoacoustic parameters
2.4.4 Subjective Testing
The two jury testing methods of a paired comparison and ranking were used in this
research, each serving a different purpose. Both of these methods were introduced
in Section 1.3.7.4. The paired comparison was used after dividing up a continuous
cabin noise time-history into a series of blocks that were individually assessed. This
allowed both ﬂow and cabin noise events during the course of an on-road testing run
to be correlated with the subjective response of wind noise annoyance. Ranking was
later used to subjectively assess various cabin noise samples. The methods used are
outlined in the following sections.
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2.4.4.1 Paired Comparison
When two sound ﬁles are assessed in a simple paired comparison, one of the samples
will be perceived as being more annoying than the other and given a marker. After the
complete set of these pairs have been compared, the markers are then totalled for each
sample, providing a relative annoyance index. Typically, a paired comparison is used
to analyse a discrete set of sound samples, recorded in a range of different conditions.
In this case, the sound samples were taken from a continuous time history to assess
how the subjective response of wind noise annoyance changes with cabin noise over
the course of a recording.
The time history was selected from a series of on-road data using a Geometry 1
vehicle. This was chosen since it had few additional noise sources that may distract
a participant, such as changes in road surface or the sound of passing vehicles. In
addition, the wind conditions were relatively strong and modulating wind noise could
be heard clearly in the recorded data.
To create a paired comparison jury test of this form, the recorded audio ﬁle was
ﬁrst divided into a series of equal-duration blocks. This provided subjective data at the
mid-point of each block. For 𝑁 such blocks of duration 𝑡, it follows that the duration
of the sound ﬁle 𝑇
File
is:
𝑇
File
= 𝑁𝑡 (2.14)
For a given total sound ﬁle length, 𝑇
File
, the temporal resolution is dependant on the
length of 𝑡 chosen and the corresponding number of samples 𝑁 . To improve this reso-
lution, 𝑡 can be reduced, with a resulting increase in𝑁 . This increases the time taken to
run the experiment, since the number of comparisons is dependant on the number of
sound samples. As previously discussed, for a paired comparison where all combina-
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tions of these audio blocks are compared, the total number of combinations is shown
by:
𝑁𝐶􏷡 =
𝑁!
2! (𝑁 − 2)!
=
1
2
𝑁(𝑁 − 1) (2.15)
Therefore, if 𝑁 increases, the number of pairs will increase with the power 2. For a
modest increase in the resolution of the data, this can result in a much larger increase
in experimental time.
An alternative method is to repeat the paired comparison using an additional set
of 𝑁 blocks of audio, offset by 𝑡/2. This doubles the resolution of the responses, or
alternatively gives the same resolution for a smaller number of blocks. This method
is shown graphically in Figure 2.35. By deﬁning 𝑁
Set
= 𝑁/2, the resulting number of
combinations is shown by:
2𝑁set𝐶􏷡 = 𝑁set(𝑁set − 1) =
1
4
𝑁(𝑁 − 2) (2.16)
In comparing the two methods, it can be shown that in using the offset method, exper-
imental time can be at least halved. Therefore, it was this method that was adopted in
this study.
𝑇
ﬁle
𝑛 = 1 𝑛 = 2 𝑛 = … 𝑛 = 𝑁
Set 𝐴
𝑛 = 1 𝑛 = 2 𝑛 = … 𝑛 = 𝑁
Set 𝐵
𝑡/2 𝑡
Scale
Figure 2.35: Alternative offset method in dividing the sound ﬁle
To estimate the time taken for testing, it was assumed that an equal amount of
time was used for the silence between each pair of samples as the time taken to hear a
single sample. A shorter period of time was chosen between the samples in a pair than
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the length of time between pairs. In the longer period of time between sample pairs,
a sound ﬁle containing an introduction of a numerical value was included to help
participants identify the sample pairs. Each pair therefore had a duration of 𝑇
Pair
= 3𝑡,
depicted by Figure 2.36. For an investigation using the offset method, the total time
taken to evaluate is given by Equation 2.17.
𝑇
Test
=
1
4
𝑁(𝑁 − 2)𝑇
Pair
=
3
4
𝑁(𝑁 − 2)𝑡 (2.17)
…
𝑇
Pair
= 3𝑡
…
…
(Intro) Sample 𝑥 … Sample 𝑦
…
…
3𝑡/4 𝑡 𝑡/4 𝑡
…
Figure 2.36: Relative lengths of sound samples within a comparative pair
The combined ﬂow and audio data used in this investigation had a duration of
38 seconds. It was decided that a sample length, 𝑡, should be 4 seconds. This was a
compromise between the sample being long enough to capture ﬂuctuations and mod-
ulation in the noise, whilst being short enough for the participant to remember the
characteristics of the noise before hearing the second sample of the pair. This is also
sufﬁciently long for quasi-steady ﬂuctuations to be captured. From Equation 2.14,
38 seconds of audio data was analysed, split into 𝑁
Set
= 9 overlapping blocks, each of
𝑡 = 4 seconds. Therefore resulting time taken for a participant to be tested was 𝑇
Test
=
14 minutes, 24 seconds.
To determine the order in which the samples were played to a participant, a ran-
dom number table was used, from Rich (2001). The ascending combinations of set
𝐴 followed by set 𝐵 were assigned a random number. These random numbers were
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then arranged in ascending order, therefore randomising the order in which a sample
pair would be heard during the course of the experiment. As can be shown in Table
2.9, the ﬁrst sample is always a block taken at an earlier point in time from the audio
ﬁle. To give both earlier and later blocks an equal chance of being heard ﬁrst within a
comparative pair, in any pair assigned an odd random number, the order of samples
was reversed.
First Sample Second Sample Set RAND
1 2 A 10097
1 3 A 37542
1 4 A 08422
⋮ ⋮ ⋮ ⋮
First Sample Second Sample Set RAND
1 4 A 08422
2 1 A 10097
1 3 A 37542
⋮ ⋮ ⋮ ⋮
Table 2.9: Randomisation of sample pairs
Once the order of samples had been determined, the pairs were combined into a
continuous audio ﬁle separated by an audible numerical value. This was then played
to each participant in turn who recorded their responses as the test was in progress. A
pair of closed-back headphones were used to listen to the samples and care was taken
to ensure the output level was the same for each participant.
To asses the reliability of the responses given by each participant, an evaluation
of respondent consistency was made. During the course of a paired comparison in-
vestigation, a participant may contradict themselves. For example, sample 𝑎 could be
considered more annoying than sample 𝑏. Further into the test, sample 𝑏 could then
be considered more annoying than 𝑐. If later, 𝑐 is then thought to be more annoying
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than 𝑎, a circular triad is formed. Depending on the manner of the test, a degree of in-
consistency is to be expected. Since the various samples of in-cabin noise are generally
very similar, complete consistency was unlikely.
The degree of consistency of a particular participant was assessed according to:
𝜁 = 1 −
24𝑑
𝑁􏷢
set
− 𝑁
set
(2.18)
where 𝑑 is the number of circular triads and 𝜁 is the coefﬁcient of consistence. This
form of the equation applies only for odd values of 𝑁
Set
. Recall that 𝑁
Set
= 9 for this
study.
For this experiment, there are a possible
𝑁
Set𝐶􏷢 =􏷨 𝐶􏷢 = 84 combinations for each set 𝐴
and 𝐵. To calculate 𝑑, a program was written to evaluate each possible circular triad
and check for circularity. After the value of 𝜁 was found for each of the sets, the value
was then averaged for both sets to form an overall coefﬁcient. This value was between
0 and 1, where 1 represents complete consistency. A low value of 𝜁 is an indication of
either poor differentiation of the samples by the participant or the samples being too
difﬁcult to differentiate.
To collect, process and analyse the data, routines written in the C programming
language were used. These are described below:
CollectPairedCompResults Reads an address ﬁle, containing the order of sound sam-
ples that were played to each participant. The program then proceeded through
each pair in turn and asked the participant which sample they found the most
annoying. The response data was then combined with the address data and
written to an output response ﬁle.
CalcPairedComp Took response data from CollectPairedCompResults and with in-
formation of the duration of each sample, a time history of the participants rel-
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ative annoyance to each of the sounds was then created. The coefﬁcient of con-
sistence was also calculated.
2.4.4.2 Ranking
Ranking was completed later in the research, comparing various simulated cabin noise
samples. The testing approach adopted was one used by Jaguar Land Rover. This ap-
proach, whilst being less rigorous than a paired comparison approach, allows a greater
number of samples to be assessed, or alternatively a shorter test time allowing a greater
number of participants. Whilst the sounds samples were generated by the author, the
testing took place at Jaguar Land Rover in the controlled environment of an equalised
listening suite.
The test was controlled by a graphical interface comprising a slider bar and control
button to play each sound. The participant proceeded through the list of sounds, and
adjusted the corresponding slider bar to best characterise their response. The extremes
of the slider bar were least annoying and most annoying. The slider had a minimum score
of 0 (most annoying) and a maximum score of 100 (least annoying), with a resolution
of 1. The test allowed the respondents to listen to the sounds multiple times to ensure
that they were satisﬁed with their responses.
To process the data, each of the respondents scores were normalised such that the
lowest ranked score 𝑟
Min
was adjusted to equal 0, the highest score 𝑟
Max
adjusted to 100
and the other scores being linearly interpolated between these limits, according to:
?̂? =
⎛
⎜
⎝
100
𝑟
Max
− 𝑟
Min
⎞
⎟
⎠
􏿴𝑟 − 𝑟
Min
􏿷
(2.19)
where 𝑟 is the original score and ?̂? is the normalised score.
The scores of each of the respondents were then averaged for each sound sample
173
2. EXPERIMENTAL TECHNIQUES
to determine an overall score of ?̄?, with conﬁdence intervals used to characterise the
reliability of the average. To assess the quality of the responses of a particular partici-
pant, the coefﬁcient of determination 𝑅􏷡 was calculated between the participant’s data
and the overall averaged data.
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CHAPTER 3
The Time-Averaged Vehicle Response
3.1 Introduction
The conventional steady-ﬂow aeroacoustic wind tunnel is generally used during the
development of a vehicle. The vehicle is assessed at a range of discrete conditions
of both ﬂow speed and yaw angle, with the behaviour of the vehicle in the on-road
unsteady environment inferred from this steady-state response. This chapter aims to
compare the results obtained in these two quite different environments from a time-
averaged perspective. As throughout this thesis, the response of the vehicle is focussed
on the overall cabin noise and the external pressure ﬂuctuations in the sideglass region.
The range of ﬂow conditions experienced by the test vehicles on-road are initially
presented and compared with those generated by the Pininfarina Turbulence Genera-
tion Systems (TGS). Subjective results used to determine the key acoustic parameters
to capture the wind noise in the cabin are then presented. Three key measurements
of the vehicle response are assessed: the noise inside the cabin, as heard by a passen-
ger; the surface pressure distribution in the sideglass region, to determine key ﬂow
structures; and the surface noise on the sideglass, to measure the differences in noise
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generation made between modiﬁcations to the vehicle geometry. In each case, the
steady-state results obtained in the aeroacoustic wind tunnel are compared against the
time-averaged results obtained on-road using a range of averaging techniques, with
an assessment made of the accuracy of the wind tunnel in capturing the time-averaged
vehicle response. In addition, time-averaged results of the unsteady conditions pro-
duced by the Pininfarina TGS are compared with both results obtained in the same
facility under steady conditions and the on-road environment.
3.2 Data Averaging
Time-averaged data collected under steady conditions at the wind tunnel was taken at
discrete values of ﬂow speed and yaw angle and averaged over the logging time. This
contrasts with the on-road environment where the ﬂow conditions were ﬂuctuating
continuously.
By simply plotting the instantaneous values of yaw angle measured by the probe
against the corresponding level of noise inside the cabin, the relationship between
yaw angle and cabin noise may be seen. However, since there was a wide spread of
both ﬂow conditions and resulting cabin noise on-road, any relationships are likely
to be very difﬁcult to determine. Therefore, to provide time-averaged data of a form
which was comparable to that obtained in the wind tunnel, an averaging technique
was adopted that split the nominally continuous data (albeit sampled discretely) into
a series of discrete categorised bins. Each of the variables contained within this bin was
then averaged to provide characteristic data for that particular condition. Figure 3.1
shows the bin-averaging method graphically, using yaw angle as the conditional vari-
able.
In this example, the instantaneous value of oncoming ﬂow yaw angle is read for
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Yaw Var A Var B ...
... ... ... ...
... ... ... ...
Data File
Yaw Bin i
Var A
Average
Std Dev
Var B
Average
Std Dev
Yaw Bin i+1
Var A
Average
Std Dev
Var B
Average
Std Dev
Figure 3.1: Bin-averaging process
each data line to determine which bin that particular data line should be assigned to.
This process is continued for each subsequent measured yaw angle, with the corre-
sponding data lines being assigned to a bin for that particular yaw angle range. Once
this is complete, the data for each variable in each bin is then averaged to provide a
characteristic value for that particular yaw angle. This process is not restricted to a
single conditional variable, allowing multiple variables to be used to deﬁne the vari-
ous bins. A total of three different sets of bins were used in this research and these are
listed below:
All bins: To capture the behaviour of the vehicle over the complete range of ﬂow
speeds and yaw angles as experienced on-road, a total of 255 bins were cre-
ated. The yaw angle range captured by these bins extended between ±20º in
2.5º intervals; the same yaw interval as used by the wind tunnel turntable. The
ﬂow speed ranged between 28-56 ms
−􏷠
in 2 ms
−􏷠
intervals. It should be reem-
phasised that on-road the oncoming ﬂow velocity was not deliberately varied;
the bins captured the range of natural variation in the resultant velocity (made
up of a vector combination of the vehicle velocity and the natural wind veloc-
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ity). The mid-points of each of these bins are shown in Figure 3.2(a) with the
boundaries of each bin also shown.
Constant 𝜓: To simulate the conditions that would be experienced in a wind tunnel at
a straight-ahead position with a varying tunnel speed, a set of bins were created
at a ﬁxed yaw angle of 0º. For consistency with the other bin-averaged data, the
bin width of yaw remained at 2.5º, such that the bin width was 𝜓 = 0º ± 1.25º.
The ﬂow speed increments and range were also the same as with the All bins
set. These bins are shown graphically in Figure 3.2(b). Recall that the vehicle
on-road travelled at a constant speed 𝑢
Veh
= 36.1 ms−􏷠 , so that the ﬂow speed
variation is due to the external wind alone.
Constant 𝑢
Res
: Likewise, to simulate the conditions that would be experienced in a
wind tunnel at constant ﬂow speed as the vehicle was yawed, a set of bins were
created at a ﬁxed nominal ﬂow speed. This was set at the speed measured by
the probe at the nominal tunnel test speed. This took into account the increase
in free-stream ﬂow speed when measured by the probe. Again, for consistency
with the other bin-averaged data, the bin width of this ﬂow speed remained at
2 ms
−􏷠
, with the yaw angle increments and range the same as with the All bins
set. These bins are shown graphically in Figure 3.2(b).
It is important that the range of bins fully captures the range of ﬂow speeds and
yaw angles experienced on-road. Likewise, it is also important the the range of con-
ditions in the wind tunnel is also representative of those on-road, since ultimately the
bins are deﬁned based on the tunnel turntable yaw resolution. To assess this, the bin-
average technique was completed on the entire collection of on-road measured ﬂow
data, using the full extent of bins. Figure 3.3 shows the proportion of data collected by
each bin, with both the height and the colour shading describing the probability of a
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Figure 3.2: Sets of bins used to average the on-road data
line of data falling into a particular bin.
This shows that the majority of data falls in the centre of the yaw angle and ﬂow
speed range of the bins, with the outer extremes of these conditions containing a very
small amount of data. This indicates that the range of bins chosen is suitable for cap-
turing the full range of ﬂow conditions as experienced by the vehicle on-road.
3.3 Flow Conditions
3.3.1 On-Road
It is widely considered, for instance by Cooper and Watkins (2007), that the variation
in wind speed 𝑢
Wind
at a particular measurement point is normally distributed, follow-
ing a Gaussian distribution i.e. 𝑃(𝑈
Wind
) = 𝒩 . It may also be assumed that the wind
direction onto the vehicle 𝜙 is uniformly distributed, with an equal likelihood of arriv-
ing from any direction, such that 𝑃(Φ) = 𝒰 . Since the yaw angle of the oncoming ﬂow
onto the vehicle 𝜓 and the resultant ﬂow speed 𝑢 are a function of only wind speed
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Figure 3.3: Distribution of on-road data between each of the bins
and direction at constant vehicle speed (see Figure 1.31), it follows that the probability
of yaw angle and resultant ﬂow speed onto a vehicle will also be normally distributed,
according to:
𝑃(𝑈), 𝑃(Ψ) = 𝑃(𝑈
Wind
∩ Φ) = 𝒩 (3.1)
Figure 3.4 shows the probability distributions for both ﬂow speed 𝑢 and yaw angle 𝜓
as measured by the roof-mounted probe. The data comprises all of the the data col-
lected on-road, for all conﬁgurations of vehicle geometry. In addition to the measured
probability, a normal (Gaussian) distribution is also plotted, as deﬁned by:
𝑓(𝑥) =
1
√2𝜋𝜎􏷡
𝑒−
(𝑥−𝜇)􏷫
􏷫𝜎􏷫
(3.2)
To ﬁt the normal distribution to the data, the values of the mean 𝜇 and standard de-
viation 𝜎 of the on-road collected data were used. Figure 3.4(a) shows the measured
distribution of resultant ﬂow speed. This distribution closely follows a normal distri-
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bution, indicating that the resultant ﬂow speed data collected on-road is reasonably
representative of what would be expected under normal driving conditions, with no
bias towards particularly high or low wind conditions. These would lead to a skewed
distribution, weighted toward either high or low resultant ﬂow velocities.
Figure 3.4(b) shows the distribution of yaw angle, which does not show the same
normal distribution as either ﬂow speed, or as predicted. The bias towards zero yaw
angles was also present in the on-road data presented by Carlino et al. (2007). This im-
plies that the distribution of wind direction relative to the vehicle is not uniform. This
would suggest that there was a greater chance for the prevailing wind direction to be
aligned with the direction of travel of the vehicle rather than from any other direction.
This may either be due to macro-scale weather conditions at the time of measurement,
or more likely to be due to the channeling effect of the wind as it passes along the
road. Embankments either side of the road or lines of trees would all assist the wind
in following the direction of the road. Since these are the wind conditions as would
be experienced by a vehicle on-road, removal of these trends was not undertaken.
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Figure 3.4: Probability distributions of on-road ﬂow conditions
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Figure 3.5 shows the probability distributions of ﬂow speed and yaw angle as ex-
perienced by each vehicle conﬁguration. The distributions are relatively consistent
for each measurement campaign, with an approximately normal distribution of ﬂow
speed and a distribution of yaw angle more weighted towards zero. Two anomalies of
note include the bimodal distributions of ﬂow speed experienced by the Geometry 2
vehicle and the yaw angles experienced by the Geometry 3 SG vehicle. These indicate
the presence of a prevailing wind speed or direction over the course of testing. It is
also possible that the slight shifts in average yaw angle may be due to a probe offset.
Figure 3.6(a) shows the range of turbulence intensities 𝐼 and length scales 𝐿 as
experienced on-road. The length scales and intensities are similar in the longitudinal
and lateral directions, with mean values of approximately 7 m and 4 % respectively.
Vertical length scales remained constant under the range of on-road wind conditions.
These data are also presented superimposed onto Figure 3.6(b), which identiﬁes the
range of turbulence conditions as experienced in different on-road environments in
Australia by Wordley (2009). The data presented by this thesis appears to show the
greatest similarity to that collected under ‘roadside obstacle’ conditions. Note that the
freeway conditions as described by Wordley are quite different to those in the UK, with
fewer roadside obstacles in a ﬂatter terrain environment, generally leading to longer
turbulent length scales experienced by a vehicle.
Figure 3.7 shows these conditions as experienced by each vehicle conﬁguration.
Again, the conditions are relatively consistent for each vehicle geometry. The Geom-
etry 2 vehicle generally experienced lower turbulence intensities than the other vehi-
cles, whilst at the same time also experiencing a smaller range of yaw angles.
Watkins (1990) derived a mathematical model to predict the turbulence intensities
experienced by a moving vehicle, using ﬁxed-site wind data. This model predicted
that the turbulence intensity experienced by a vehicle would be greater at higher yaw
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Figure 3.5: Probability distributions for individual vehicle geometries
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Figure 3.6: Turbulence conditions measured on-road
angles, since these high yaw angles can only be generated through the action of inher-
ently turbulent crosswinds. To test this theory, the complete set of measured on-road
ﬂow data were processed using the constant speed bin-average technique to deter-
mine how the measured turbulence intensity relates to yaw angle. The resulting data
is shown in Figure 3.8.
This data shows a clear relationship between turbulence intensity and oncoming
yaw angle. Turbulence intensities increase by up to 50% at the extremes of measured
yaw angle, indicating that the crosswind component of the oncoming ﬂow vector pro-
vides a signiﬁcant amount of the turbulent ﬂuctuations experienced by a vehicle on-
road.
3.3.2 Pininfarina Turbulence Generation System
The range of yaw angles generated by the TGS in the Pininfarina wind tunnel were
also measured using the roof-mounted probe. As introduced in Section 2.3.3.2 a to-
tal of ﬁve TGS modes were used, comprising two pseudo-random modes and three
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Figure 3.7: On-road ﬂow turbulence conditions reported by each vehicle geometry
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Figure 3.8: Relationship between yaw and turbulence intensity
dynamic yaw modes. The pseudo-random modes 3BL and 5AL aimed to simulate
strong and moderate trafﬁc conditions respectively, whilst the dynamic yaw modes
4D1.0, 4D0.4 and 4D0.2 opened the ﬂaps in turn to continuously simulate gusts at 1,
0.4 and 0.2 seconds respectively. The probability distributions of yaw angle measured
by the vehicle for these modes are shown in Figure 3.9. Since the three dynamic modes
create the same yaw angle variation, with only the ﬂuctuation frequency differentiat-
ing the modes, these modes are combined in a single plot in Figure 3.9(a). A normal
distrubution is also plotted, deﬁned using the same mean and standard deviation as
the measured data.
The distribution of yaw angles as generated by the TGS is narrower than that ex-
perienced on road, with the TGS yaw angles predominantly conﬁned to a range of be-
tween ±5º. Conversely, the yaw angles experienced on-road were regularly observed
to exceed ±10º. However, the shape of the distributions match those observed on-road,
in that they show a stronger bias towards zero yaw than the normal distribution. The
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Figure 3.9: Probability distributions of yaw generated by the Pininfarina TGS
yaw angle range generated by the pseudo-random modes is also reduced when com-
pared to that generated by the dynamic modes. The generated turbulence conditions
of autocorrelation length scale and turbulence intensity are also plotted for the various
TGS modes, for each of the component directions, in addition to a comparison with
the zero-yaw, no TGS case. These results are shown in Figure 3.10, with the different
symbol shapes differentiating the components, whilst the shading styles differentiat-
ing the various TGS modes.
Both the turbulence length scales and intensities are generally much lower than
those experienced on-road. For all TGS modes, and also when the TGS is off, the
length scales are consistently of the order of 1 metre. The exception to this is the lat-
eral turbulence length scale being of the order of 4 metres. An explanation for this is
that this may be a function of the nozzle width of the tunnel, with the probe measuring
lateral jet instability. This is likely to be small, given the correspondingly small level
of turbulence intensity. The length scales measured for the dynamic TGS modes are,
whilst short, comparable to those measured by Lindener et al. (2007), as are the turbu-
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Figure 3.10: Turbulence conditions as generated by the Pininfarina TGS
lence intensities. However, for the pseudo-random modes, Lindener et al. measured
length scales of up to 4 metres for the 3BL mode and up to 6 metres for the 5AL mode,
compared to between 0.5 and 1.5 metres as shown by the ﬁgure.
These reduced values are likely to be due to the combination of turbulence gener-
ation and probe measurement location, with the turbulent ﬂuctuations as generated
by the vanes not fully reaching the height of the probe positioned on the roof. Lin-
dener et al. used a probe mounted on the front bumper of the vehicle and therefore
this may have captured the ﬂuctuations more directly, before they traversed over the
body of the vehicle to the roof. For consistency with on-road data, the same 4 second
rolling window was used to calculate the turbulence properties. This is likely to affect
the measurements, particularly for the 4D0.2 mode since the ﬂuctuation frequency is
5 seconds. However, the similar length scales were measured for all of the dynamic
modes, implying that this measurement is more likely to be affected by probe position
rather than through data processing.
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3.4 Cabin Noise
3.4.1 Subjective Cabin Noise Assessment
Subjective testing took place on a 38 s sample of on-road cabin noise data. The objective
of this test was to determine how the noise inside the vehicle cabin was perceived and
which acoustic measurement parameters were suited to capturing this psychoacoustic
response. A temporally-resolved paired comparison technique was used, as described
in Section 2.4.4.1, allowing subjective data to be collected with a resolution of 2 s.
A total of 11 respondents were asked to compare the series of sound samples and
determine whic they found the most annoying. Once every combination of pairs of
samples had been compared by an individual, a normalised subjective index was gen-
erated for each sample. This summed the number of times a respondent had ranked
that particular sample as more annoying and normalised this value such that it lay
between 0 and 100. An index of 100 symbolised that the sample had been ranked as
the most annoying in all comparisons, whilst 0 symbolised that the sample was never
ranked as the more annoying of a pair.
This procedure was completed for each respondent with the subjective time histo-
ries averaged and conﬁdence intervals calculated. This overall subjective response is
shown by Figure 3.11(a), with the error bars deﬁned by the 95% conﬁdence intervals.
Whilst the conﬁdence bands are relatively wide in places, the key features of the
trace include a low level of annoyance at the beginning of the trace, rising to a wide
peak at 12 s, before falling to a minimum at 20 s. The response then rises sharply after
this point, before remaining at a moderate level. Two response quality indicators were
used to assess each of the participants of the study. The coefﬁcient of determination
𝑅􏷡 was assessed in correlating an individuals response to that of the overall average
response, whilst the coefﬁcient of consistence 𝜁was also used to assess how consistent
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Figure 3.11: Generation of subjective index to cabin noise annoyance
the responses of an individual were in differentiating the various sound samples.
A high value of 𝜁 indicates that a respondent could clearly discern differences be-
tween each of the samples and rank the samples in a consistent manner. High values
of 𝑅􏷡 indicate that the responses of an individual to a particular sounds being annoy-
ing is consistent with the view held by the entire group. For instance, respondent 1
shows high levels of 𝜁 and 𝑅􏷡, indicating that they are good at differentiating between
the sounds and that their view on an annoying sound is consistent with the group.
Participant 2 shows consistency with the group, although a low consistency in differ-
entiating the sounds. Participant 11 shows the opposite, in being able to differentiate
the various sounds consistently, although has a generally different view on what they
considered to make a sound annoying.
When asking the respondents to compare sounds based on cabin noise annoyance,
it was up to the participants to determine which particular features of the noise they
considered to be annoying. Whilst the cabin noise time history was selected owing to
wind noise being clearly present, since the noise was collected on-road, a number of
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other noise events can also be heard. These sounds, in addition to wind noise, can be
seen to affect the subjective response of the participants.
Figure 3.12 plots the subjective index against a number of acoustic and psychoa-
coustic parameters. Whilst the more formalised correlation coefﬁcient 𝑅􏷡 may be use-
ful in assessing correlation between the subjective response and the various psychoa-
coustic parameters, comparing the traces in time domain can provide information as
to how the various metrics respond to different on-road events.
Figure 3.12(a) plots the subjective index against loudness 𝑁 , measured in sones,
and sound pressure level 𝐿, measured in dB(A). Firstly, this shows that there is a good
correlation between A-weighted SPL and loudness for noise heard inside the cabin.
These metrics also correlate well against the subjective index at the beginning of the
time history and also at the end. The sound of a vehicle overtaking the test vehicle
caused an increase in both loudness and the annoyance index. Later, the increase in
both loudness and annoyance index occurred during a signiﬁcant change in road sur-
face, where a smoother surface changed to a coarser one.
Figure 3.12(b) shows the relationship between the subjective index and measure-
ment parameters more focussed on the higher frequency content of the cabin noise. It
has previously been shown that sharpness 𝑆 and the 4 kHz third-octave band correlate
well with wind noise, as shown by Helfer and Busch (1992) and Lindener et al. (2007)
respectively. These parameters are shown against the subjective index and tend to cor-
relate well with the increase in annoyance recorded between 4 and 20 s. The peaks of
the higher-frequency content of the cabin noise occur after the peaks of loudness, and
the higher frequency maximum occurs at a time where wind noise gusts are clearly
heard. These gusts are likely to be caused by the turbulent wake of the passing vehi-
cle. Later in the time history, the 4 kHz band shows little response to changes in the
road surface, with sharpness showing some response, likely to be due to frequencies
associated with road noise below 4 kHz.
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Figure 3.12: Assessment of subjective index against psychoacoustic metrics
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In summary, a small-scale paired comparison was completed to assesses the sub-
jective response towards an example cabin noise time history, typical of that recorded
on-road. This has shown that the 4 kHz third-octave band is a useful parameter to
characterise a passenger’s response to wind noise gusts, whilst remaining relatively
independent of other typical on-road noise events such as changes in road surface.
Loudness can also be approximated through the use of A-weighted SPL, giving an
indication of the overall sound level in the cabin.
3.4.2 Steady Wind Tunnel
3.4.2.1 Relationship Between Cabin Noise and Flow Speed
Figure 3.13 shows the variation of cabin noise with tunnel speed, collected at the Pinin-
farina wind tunnel for the Geometry 1 vehicle, in an untaped conﬁguration as would
be on-road. The wind tunnel was nominally set at 100 km h
−􏷠
and increased up to
160 km h
−􏷠
in 10 km h
−􏷠
increments, with the vehicle in a zero-yaw (𝜓 = 0º) posi-
tion. Figure 3.13(a) shows the third-octave spectra variation with this increasing tun-
nel speed. The overall A-weighted sound pressure level at each tunnel speed was also
determined and shown plotted against the probe-measured resultant ﬂow speed (𝑢
Res
)
in Figure 3.13(b).
The overall shape of the third-octave spectra are similar for each tunnel speed, in-
dicating that an increase in ﬂow speed leads to a broadband level increase without a
change in pitch. Therefore ﬂuctuations in the oncoming ﬂow speed, such as those ex-
perienced on-road, lead to an amplitude modulation of the cabin noise. By investigat-
ing by how much the sound pressure level of the cabin noise varies with an increase in
ﬂow speed, information on the dominating source of the noise can be found. In Section
1.3.3, the three principle aeroacoustic noise generation mechanisms were introduced,
the level of each scaling with a different power relationship for ﬂow speed. By deter-
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Figure 3.13: Steady AWT cabin noise at various wind tunnel speeds (Geometry 1)
mining this power relationship, the key aeroacoustic noise generation mechanism can
be identiﬁed.
The logarithmic relationship between SPL and ﬂow speed is shown in Figure 3.13(b).
The probe resultant speed 𝑢
Res
is plotted on a logarithmic axis, linearising this relation-
ship. A regression line is shown plotted from this linearised data, with the coefﬁcient
of determination 𝑅􏷡 indicating strongly correlated data. Through the relationship:
ΔSPL = 10log
⎛
⎜
⎝
𝑢
Res, 2
𝑢
Res, 1
⎞
⎟
⎠
𝑛
(3.3)
the power relationship between SPL and ﬂow velocity can then be determined, giving
the power relationship:
SPL ∝ 𝑢􏷤.􏷤􏷟 (3.4)
Monopole sound sources are proportional to ﬂow speed raised to the fourth power,
whilst dipole sources are proportional to ﬂow speed raised to the sixth power. Monopole
sources tend to result from leaks, for example, those in the door seals, whereas dipole
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sources result from ﬂow interacting with solid boundaries. Noise generated from body
gaps can also generate noise which is proportional to ﬂow speed raised to the fourth
power, as described by Wickern and Brenberger (2009a). Near the A-pillar region, it
is expected that dipole sound sources dominate and this is shown by Equation 3.4.
Since the power relationship is less than six, this indicates that a minor component of
the cabin noise is due to monopole sources, such as leaks or gaps in the body panels.
Whilst there is no reason why this empirical power should be universal between dif-
ferent vehicles, this value is consistent with that determined by Lindener et al. (2007)
in an investigation using multiple premium vehicles. This implies that the value may
remain relatively constant between vehicles, particularly in the premium vehicle sec-
tor.
This power law relationship investigation can be extended to determine the domi-
nating noise sources for each third-octave frequency band. Similar investigations have
taken place by Wickern and Brenberger (2009b) and Peng (2007). The power parame-
ter in this work is termed the source index, which provides information as to the nature
of the aeroacoustic source. By undertaking a linear regression between the variables
10 log 𝑢
Res
and cabin SPL 𝐿, the source index 𝑛 is equal to the regression slope coefﬁ-
cient. This process is undertaken for each third-octave band, with the results shown
in Figure 3.14.
These results show that dipole sound sources dominate much of the frequency
range. There is greater inﬂuence from monopole sources between 50–100 Hz and at
frequencies greater than 5 kHz quadrupole sources dominate. Since pure dipoles have
a source index of exactly 6, the range of source indices present implies that each fre-
quency band is comprised of a range of different acoustic sources. Peng (2007) used
a similar approach to determine the nature of external sound sources on different re-
gions of a vehicle sideglass. The source behaviour determined in a regions close to the
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Figure 3.14: Nature of noise sources in AWT (Geometry 1)
A-pillar most closely resembles the results presented by Figure 3.14, indicating that
the noise measured inside the cabin is strongly inﬂuenced by ﬂow structures in this
region.
The relationship between cabin noise and ﬂow speed is revisited later in Section 3.4.3.1
where it is used to isolate the ﬂow-speed dependent wind noise from the ﬂow-speed
independent road and powertrain noise measured on-road in the vehicle cabin.
3.4.2.2 Relationship Between Cabin Noise and Vehicle Geometry
The vehicle was tested in the Pininfarina wind tunnel to assess the relationship be-
tween cabin noise and the modiﬁcations made to the mirror between vehicle Geome-
tries 1 and 2. To isolate the effect of this change from other noise sources, the same
baseline vehicle was used with only the mirror assembly changing between tests. This
reduced the impact of variations in cabin noise spectrum due to sealing and other dif-
ferences that are difﬁcult to control between vehicles.
Figure 3.15 plots cabin noise data for both outer ear positions: LHLE for the left
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(passenger) position and RHRE for the right (driver) position. Each pair of bars com-
pares the overall cabin noise for the Geometry 1 and Geometry 2 vehicle conﬁgura-
tions. The cabin noise attributes assessed comprise overall SPL, loudness and articu-
lation index.
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Figure 3.15: Steady AWT (Pininfarina) variation of cabin noise at 𝜓 = 0º between Ge-
ometry 1 and 2
The LHLE position in Figure 3.15(a) shows an improved cabin noise performance
for all attributes with the modiﬁcation made to the mirror stem design. Both the SPL
and loudness are reduced, with an increase in AI indicating reduced speech disrup-
tion. The Geometry 2 modiﬁcation reduced the level of asymmetry between the LHLE
and RHRE side of the vehicle, with the noise measured at both microphone positions
similar for the Geometry 2 case.
On the passenger (LHLE) side of the vehicle, the channel between the mirror body
and the side of the vehicle converges, leading to an increased ﬂow speed in the vicinity
of the sideglass. An increase in ﬂow speed tends to lead to a corresponding increase in
wind noise. The Geometry 2 modiﬁcation increases the distance between the mirror
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body and the vehicle compared to Geometry 1, reducing the effect of this convergence
on ﬂow speed.
The third-octave spectra of cabin noise for both vehicle geometries and microphone
positions are shown in Figure 3.16. The spectra for the LHLE and RHRE positions are
plotted in Figures 3.16(a) and 3.16(c). The difference between these spectra relative to
the Geometry 1 conﬁguration are plotted in Figures 3.16(b) and 3.16(d) for the LHLE
and RHRE channels respectively, such that negative (green) changes in SPL indicate
quieter performance in the Geometry 2 conﬁguration.
This again shows that the Geometry 2 modiﬁcation over Geometry 1 primarily
affects the LHLE side of the vehicle. This improvement is principally limited to fre-
quencies about 300 Hz. Higher frequencies, especially those above 1000 Hz, are par-
ticularly important from a wind noise perspective in real-world conditions. Masking
from other sources such as the tyres and engine is reduced in this frequency range,
so that wind noise is more clearly discernible from the other vehicle sound sources.
The geometry modiﬁcations are also shown to have little spectral effect on the RHRE
position, with relatively minor variations limited to the higher and lower extremes of
the frequency range.
3.4.2.3 Relationship Between Cabin Noise and Yaw Angle
By turning the vehicle in the wind tunnel, the steady-state cabin noise response to
yawed oncoming ﬂow conditions can be assessed. Figure 3.17 shows how the over-
all SPL varies as the vehicle is yawed. Both mirror geometries are compared in Fig-
ures 3.17(a) and 3.17(b) respectively, with the cabin noise recorded by each of the
acoustic head channels displayed. The vehicles were yawed using the wind tunnel
turntable between 𝜓
AWT
= ±20º in 2.5º increments, with the yaw values reported mea-
sured using the roof-mounted probe. Recall from Figures 2.18 and 2.19 that the left
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Figure 3.16: Steady AWT (Pininfarina) variation of third-octave cabin noise at 𝜓 = 0º
between Geometry 1 and 2
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side of the vehicle is in a leeward ﬂow condition at negative yaw, with the right side
in a leeward condition at positive yaw.
Leeward ﬂow condition for cabin noise — aide-memoire:
On the left of the 𝜓-axis, the left head is leeward, whereas on the right of the 𝜓-axis,
the right head is leeward.
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Figure 3.17: Steady AWT (Pininfarina) variation of overall SPL at yaw
At extremes of yaw angle, the overall level is greater owing to the noise generated
by the separated ﬂow structures, particularly those around the A-pillar. This is partic-
ularly the case for noise measured by the outer ears, which show an increase in SPL
over that of the inner ears. Under leeward conditions there is greater ﬂow separation,
leading to an increase in size of the A-pillar vortex, as noted by Watkins (1999). This
leads to a greater amount of aeroacoustic noise generation. This is identiﬁed by the
data, where the ear adjacent to the leeward condition measures a greater SPL than the
windward case. The inner ears show greater symmetry as they are positioned more
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towards the centre of the cabin and thus measure the leeward separated noise increase
from both sides of the vehicle.
As noted previously, the Geometry 1 vehicle has a higher cabin noise SPL than
the Geometry 2 vehicle and this is the case throughout the yaw range. Also previ-
ously shown is that the mirror on the left side of the vehicle, adjacent to the LHLE
channel, shows the greatest difference between Geometry 1 and Geometry 2. This dif-
ference is clearly shown in the LHLE channel between 𝜓 = ±10º of Figure 3.17, where
the Geometry 1 mirror shows a steeper decreasing trend of SPL with increasing yaw,
whereas the Geometry 2 mirror shows a relatively ﬂat response in SPL between this
yaw range. This yaw sensitivity of the Geometry 1 mirror is likely to be heard by the
vehicle occupants in the form of gustiness in windy conditions as the oncoming yaw
angle ﬂuctuates.
The change in the third-octave spectra at various turntable yaw angles from the
zero-yaw case are shown in Figures 3.18 – 3.21. Whilst data were collected at 2.5º
intervals, for clarity four key angles are displayed: 𝜓
AWT
=20º, 10º, -10º and -20º. To
allow the same ﬂow condition to be compared on each side of the vehicle, the data
relating to these four angles are ordered with the two windward graphs appearing at
the top, followed by the two leeward graphs at the bottom. Thus for the LHLE data,
the top ﬁgures show the positive yaw angle condition, whilst for the RHRE data, the
top ﬁgures show the negative yaw angle condition. Figures 3.18 and 3.19 show the
variation in cabin noise spectra at yaw for the LHLE and RHRE channels respectively.
In the maximum leeward yaw case, both the LHLE (Figure 3.18(d)) and RHRE (Fig-
ure 3.19(d)) channels measure the largest noise increase, owing to the larger separated
ﬂow structures from the A-pillar and mirror generating greater amounts of noise. This
primarily affects frequencies above 100 Hz. For the LHLE case, there is also an increase
in the lower frequency range. This is likely to be a more general effect not isolated to
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(c) 𝜓 = −10º (leeward condition)
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(d) 𝜓 = −20º (leeward condition)
Figure 3.18: Steady AWT (Pininfarina) variation of LHLE cabin noise spectra at yaw
(Geometry 1)
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(a) 𝜓 = −20º (windward condition)
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(b) 𝜓 = −10º (windward condition)
f [Hz]
R H
R E
S P
L
( 1
0 °
- 0
° )
[ d
B (
A )
]
101 102 103 104
-10
-8
-6
-4
-2
0
2
4
6
8
10
(c) 𝜓 = 10º (leeward condition)
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(d) 𝜓 = 20º (leeward condition)
Figure 3.19: Steady AWT (Pininfarina) variation of RHRE cabin noise spectra at yaw
(Geometry 1)
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(a) 𝜓 = 20º (windward condition)
f [Hz]
L H
L E
S P
L
( 1
0 °
- 0
° )
[ d
B (
A )
]
101 102 103 104
-10
-8
-6
-4
-2
0
2
4
6
8
10
(b) 𝜓 = 10º (windward condition)
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(c) 𝜓 = −10º (leeward condition)
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(d) 𝜓 = −20º (leeward condition)
Figure 3.20: Steady AWT (Pininfarina) variation of LHLE cabin noise spectra at yaw
(Geometry 2)
204
3.4 Cabin Noise
f [Hz]
R H
R E
S P
L
( - 2
0 °
- 0
° )
[ d
B (
A )
]
101 102 103 104
-10
-8
-6
-4
-2
0
2
4
6
8
10
(a) 𝜓 = −20º (windward condition)
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Figure 3.21: Steady AWT (Pininfarina) variation of RHRE cabin noise spectra at yaw
(Geometry 2)
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the sideglass, since it is also measured at the same yaw angle of 𝜓
AWT
= −20º by the
RHRE channel, as shown in Figure 3.19(a). The effect of the roof-mounted probe and
mounting can also be seen at 𝜓
AWT
= −10º for both channels, shown by Figure 3.18(c)
for the LHLE channel and Figure 3.19(b) for the RHRE channel. This produces a clear
tonal peak at 4 kHz, although this is not seen at 𝜓
AWT
= 10º.
The main difference in the Geometry 1 mirror between the left and right side of
the vehicle occurs at the 𝜓
AWT
= 10º windward condition. The mirror adjacent to
the RHRE channel, shown by Figure 3.19(b), remains at a fairly constant level from
zero-yaw, whereas the LHLE channel under the same ﬂow conditions, shown by Fig-
ure 3.18(b), becomes quieter. As discussed earlier, this sensitivity of the mirror on the
left side of the vehicle to yaw angle is likely to be perceived negatively by passengers.
Figures 3.20 and 3.21 show the same yaw sensitivity data for the LHLE and RHRE
channels respectively for the Geometry 2 mirror modiﬁcation.
Previously it was shown that at zero-yaw, the Geometry 2 mirror modiﬁcation only
signiﬁcantly affected the acoustic performance of the mirror on the left side of the ve-
hicle, adjacent to the LHLE acoustic head channel. At yaw, this behaviour is the same,
with only minor differences in spectra between the Geometry 1 and Geometry 2 mirror
designs for the RHRE channel, as shown in Figures 3.19 and 3.21 respectively. The Ge-
ometry 2 mirror makes the largest difference at𝜓
AWT
= 10º, as shown by Figure 3.20(b),
with the spectra behaving much more similarly to the mirror on the opposite side of
the vehicle, in that it is relatively insensitive to yaw angle changes. The overall affect of
the Geometry 2 modiﬁcation is that it reduces the yaw sensitivity to wind noise, mak-
ing the aeroacoustic performance of the vehicle more symmetric to oncoming ﬂow
yaw angle. This is summarised by Figures 3.22 and 3.23, which compare the different
mirror designs on the LHLE and RHRE channels respectively.
The Geometry 2 mirror results in a lower SPL at all yaw angles and (with some
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Figure 3.22: Steady AWT (Pininfarina) variation of LHLE cabin noise spectra at yaw
between Geometry 1 and 2
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Figure 3.23: Steady AWT (Pininfarina) variation of RHRE cabin noise spectra at yaw
between Geometry 1 and 2
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minor exceptions) throughout the frequency range when compared to the Geometry 1
mirror. This reduction in SPL has a greater effect on the left side of the vehicle, on the
passenger (LHLE) position, particularly under leeward wind conditions, as shown by
Figures 3.22(c) and 3.22(d). The geometry modiﬁcation has less of a signiﬁcant effect
under windward conditions and also on the driver (RHRE) position.
Overall, the Geometry 2 mirror modiﬁcation has the effect of reducing both cabin
noise and also the sensitivity of this noise to changes in oncoming ﬂow yaw angle.
For changes in yaw angle occurring at a ﬂuctuation frequency sufﬁciently slow so
that they can be considered quasi-steady, this will result in a reduction in cabin noise
modulation due to unsteadiness in the oncoming ﬂow direction.
3.4.3 On-Road
To measure the cabin noise response to the unsteady on-road ﬂow conditions, both
vehicle Geometries 1 and 2 were driven with an acoustic head positioned on the front
passenger seat. This was on the left side of the vehicle and therefore only the LHLE
and LHRE channels were recorded.
3.4.3.1 Relationship Between Cabin Noise and Flow Speed
To determine the relationship between cabin noise and ﬂow speed on-road, the on-
road data was processed using the bin-average technique. This isolated data points
with a nominal zero yaw (0º ±1.25º) and divided this data into a series of bins based
on resultant ﬂow speed 𝑢
Res
at intervals of 2 ms
−􏷠
. The result of this process used on
a Geometry 1 vehicle is shown in Figure 3.24, along with the results obtained in the
AWT with a similar Geometry 1 vehicle.
The regression line plotted through the on-road data shows a good correlation of
𝑅􏷡 = 0.98, indicating a strong relationship between SPL and ﬂow speed. However, the
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Figure 3.24: On-road and AWT overall SPL at various ﬂow speeds (Geometry 1)
power relationship is much lower at 2.26 compared to that determined in the AWT of
5.5.
The on-road SPL plotted is the overall noise heard inside the cabin, which is not
solely due to aeroacoustic sources as is the case with the AWT data, but also contains
noise from the powertrain and tyres on the road. These additional effects are depen-
dent on vehicle speed but independent of ﬂow speed. Therefore, for a vehicle travel-
ling at constant speed, these noise sources will be approximately constant. The addi-
tion of these constant components to the wind noise will have the effect of modifying
the power relationship between overall cabin noise and ﬂow speed, since the addition
of decibel scales in non-linear.
The presence of these other noise sources within the on-road cabin noise makes it
difﬁcult to meaningfully compare it to the noise measured in the wind tunnel. How-
ever, based on the assumption that the other noise sources are independent of ﬂow
speed, a technique was developed to estimate the level of these other sources of noise.
This allows the wind noise contribution to be isolated from these other sources, allow-
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ing the wind noise SPL measured on-road to be compared against the SPL of the wind
tunnel data.
A second assumption was also made; that the sensitivity of the wind noise SPL to
ﬂow speed remained the same on-road as it was in the wind tunnel. The combination
of this known power relationship together with the constant SPL contribution allows
the wind noise SPL to be estimated from the overall cabin noise. By adjusting the SPL
of the constant SPL contribution, the sensitivity of the wind noise contribution to ﬂow
speed can be set to equal 5.50, the same as determined in the wind tunnel. The SPL of
this constant contribution is the estimate of the level of other noise sources that make
up the overall cabin noise. The level of the wind noise SPL can then be compared
against the wind tunnel data.
Using the the summative relationship of SPL components, shown previously by
Equation 1.6, the relationship between overall cabin noise level 𝐿
Cabin
(𝑢) and the aeroa-
coustic 𝐿
Wind
(𝑢) and other source contributions 𝐿
Other
is:
𝐿
Cabin
(𝑢) = 10 log 􏿶10
􏿵 𝐿Wind(𝑢)
􏷪􏷩
􏿸 + 10􏿵
𝐿
Other
􏷪􏷩
􏿸
􏿹 (3.5)
This relationship can be rearranged such that the aeroacoustic SPL is shown as a func-
tion of the overall cabin noise and the other source contributions, as shown by:
𝐿
Wind
(𝑢) = 10 log 􏿶10
􏿵 𝐿Cabin(𝑢)
􏷪􏷩
􏿸 − 10􏿵
𝐿
Other
􏷪􏷩
􏿸
􏿹 (3.6)
As stated previously, the overall cabin noise and aeroacoustic sources are a function of
ﬂow speed 𝑢, whereas the other sources are assumed to remain constant. The increase
in aerodynamic noise as the ﬂow speed increases from 𝑢􏷠 to 𝑢􏷡 can be described as
Δ𝐿
Wind
(𝑢), which is the difference between 𝐿
Wind
(𝑢􏷡) and 𝐿Wind(𝑢􏷠). Equation 3.6 can be
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substituted into this to form the relationship:
Δ𝐿
Wind
(𝑢) = 10 log
⎛
⎜
⎜
⎝
10􏿵
𝐿
Cabin
(𝑢􏷫)
􏷪􏷩
􏿸 − 10􏿵
𝐿
Other
􏷪􏷩
􏿸
10􏿵
𝐿
Cabin
(𝑢􏷪)
􏷪􏷩
􏿸 − 10􏿵
𝐿
Other
􏷪􏷩
􏿸
⎞
⎟
⎟
⎠
(3.7)
There is also another solution to the aeroacoustic sound level increase, based on the
assumption that the sensitivity of the wind noise SPL to ﬂow speed remains the same
on-road as it was in the wind tunnel:
Δ𝐿
Wind
(𝑢) = 10 log
⎛
⎜
⎝
𝑢􏷡
𝑢􏷠
⎞
⎟
⎠
􏷤.􏷤􏷟
(3.8)
This relationship can then be substituted into Equation 3.7 to solve for 𝐿
Other
, using the
on-road measured total cabin noise 𝐿
Cabin
(𝑢) at two different ﬂow speeds 𝑢􏷠 and 𝑢􏷡.
Once 𝐿
Other
is known, the aeroacoustic contribution to the overall cabin noise 𝐿
Wind
(𝑢)
can be determined using the relationship in Equation 3.6.
The results of this process are shown in Figure 3.25, comparing the measured on-
road total cabin noise and AWT data to the calculated contributions using this method.
The contribution of the other noise sources was found to be 𝐿
Other
= 71.4 dB(A).
This resulted in an on-road wind noise contribution that matches the wind tunnel data
fairly well, with a slight under-estimate of the order of 1 dB(A). Therefore, through
the use of a simple power relationship with speed (likely to be reasonably constant for
many vehicles) and assuming that the other on-road noise sources are independent of
ﬂow speed, a good estimation of the wind noise component of the overall SPL heard
inside the cabin can be found.
This process has been demonstrated for the overall SPL, however is equally appli-
cable to individual third-octave frequency bands to build up an estimate of the spectral
contributions to the overall cabin noise measured on-road. Using the source indices
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Figure 3.25: Calculated on-road sound source contributions (Geometry 1)
calculated for each third-octave band, previously presented by Figure 3.14, the same
process was followed to determine the SPL of the constant noise sources for each cor-
responding band. The SPL of these other sources was then subtracted from the overall
cabin noise, determined at the same nominal ﬂow speed as measured in the wind tun-
nel, to determine the wind noise SPL at each frequency band. This was repeated for
all third-octave bands to build up an entire wind noise contribution spectrum. The
results of this process are shown in Figure 3.26, which also compares the calculated
contributions to the wind noise measured in the AWT.
When comparing the calculated contributions from both the wind noise and other
sources, the level of the wind noise dominates over the powertrain and road noise at
frequencies above 2 kHz, as indicated on the ﬁgure. This cross-over point is consistent
for both the calculated wind noise contribution and the wind noise as measured in
the AWT. Indeed, at the higher frequencies above 1 kHz, the on-road calculated wind
noise contribution closely follows that measured in the wind tunnel.
There is greater error between the measured and calculated wind noise contribu-
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Figure 3.26: Calculated third-octave on-road sound source contributions (Geometry 1)
tions below 1 kHz, particularly when the other noise sources dominate the overall
noise measured in the cabin. For instance at 800 Hz the road noise dominates, leading
to the wind noise component being heavily masked, such that it is difﬁcult to measure
any relationship between the cabin noise and oncoming ﬂow speed for this frequency
band.
To investigate the frequencies in which there is the greatest error in calculating
the wind noise contribution, the correlation between the level of each third-octave fre-
quency band and ﬂow speed was assessed using the coefﬁcient of determination 𝑅􏷡.
Frequency bands with a high value of 𝑅􏷡 indicate that there is a strong relationship
between ﬂow speed and SPL, leading to an accurate determination of the wind noise
contribution. Bands with a low value of 𝑅􏷡 indicate that there is a weak correlation
between ﬂow speed and SPL, implying that the cabin noise at this frequency is domi-
nated by sound sources that are not affected by wind noise, such as the powertrain and
tyres. The𝑅􏷡 values for each third-octave frequency band are presented by Figure 3.27.
The ﬁgure shows that for frequencies above 2 kHz there is a very good correlation
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of third-octave on-road sound source contributions (Geom-
etry 1)
between the overall on-road cabin noise and oncoming ﬂow speed. This frequency
range coincides with the range where the overall noise is dominated by wind noise,
shown in Figure 3.26 and results in the strong correlation. There is also strong corre-
lation between 200-300 Hz, which is another region where the wind noise dominates
also shown in Figure 3.26, particularly at 250 Hz.
At frequencies where the cabin noise is completely dominated by road noise, such
that there is no discernible relationship between ﬂow speed and noise, including where
the noise is constant for any ﬂow speed, the 𝑅􏷡 value will be very close to zero. This
is the case at 800 Hz. When the slope between the cabin noise and ﬂow speed re-
lationship is very low, there is a much greater error in determining the level of the
wind noise contribution responsible for the relationship between overall noise and
ﬂow speed. This leads to errors in the spectral prediction of the wind noise contribu-
tion, particularly noticeable at 400 and 800 Hz in Figure 3.26. At frequencies where
the relationship between ﬂow speed and cabin noise is more deﬁned, the technique is
much more successful.
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Since the technique provides insight into the levels of wind and other road noise
sources, it can also be used to determine at which ﬂow speed the wind noise sources
in a particular frequency band will start to dominate over the other noise sources. The
criteria used was the ﬂow speed required to increase the wind noise such that the
SPL of the wind noise contribution matched that of the constant contribution from
the other on-road sources. The speed required for each third-octave band is shown in
Figure 3.28.
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Figure 3.28: Flow speed when third-octave wind noise dominates other sound source
contributions (Geometry 1)
The nominal oncoming ﬂow speed measured by the probe for the vehicle travel-
ling at 130 km h
−􏷠
was approximately 40 ms
−􏷠
. This shows that at this vehicle speed,
the overall cabin noise is dominated by aeroacoustic sources through a large propor-
tion of the frequency range. At frequencies dominated by the road-noise sources, such
as those centred around 800 Hz, these other sources are so strong that they will always
dominate, since the ﬂow speed required for the wind noise to dominate is unrealisti-
cally high.
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Therefore, using the dipole dominated ﬂow speed relationships for cabin noise
determined in the wind tunnel, the relative contributions of both the wind noise and
other on-road sound sources to the overall noise measured on-road was determined.
This has shown that for this particular vehicle travelling at 130 km h
−􏷠
, the wind noise
dominates the cabin noise at frequencies above 2 kHz, with the road noise particularly
dominating at frequencies centred at 800 Hz.
3.4.3.2 Relationship Between Cabin Noise and Yaw Angle
As when assessing the relationship between cabin noise and ﬂow speed on-road, the
bin-average technique was used with the bins based on yaw angle at constant ﬂow
speed. The yaw angle bins ranged between ±20º and divided the data into 2.5º inter-
vals, the same resolution used when yawing the vehicle on the turntable in the AWT.
The ﬂow speed interval was set to equal the nominal ﬂow speed measured in the Pin-
infarina wind tunnel at zero yaw, with a range of ±1 ms
−􏷠
.
Figure 3.29 shows the results of this process for overall A-weighted SPL for both
Geometry 1 and Geometry 2 vehicles. Both acoustic head channels are displayed: the
LHLE channel adjacent to the passenger sideglass and the LHRE channel facing the
centre of the vehicle. Also displayed are the equivalent overall SPL data obtained in
the Pininfarina AWT. Note that the range of yaw angles reported for each of the vehicle
geometries differs, since the range of yaw angles experienced by each vehicle on-road
is a function of the conditions at the time of testing. In cases where insufﬁcient data
points existed to generate a reliable average, these points were excluded.
The overall SPL data collected in the AWT and on-road differ considerably and
this is the case for both vehicle geometries. In the AWT, the measured cabin noise
is solely due to aerodynamic sources, whereas on-road the cabin noise is comprised
not just of wind noise, but also sources such as the powertrain and tyres. As shown
previously by Figure 3.26, the road noise in particular dominates parts of the spectrum.
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Figure 3.29: On-road variation of overall SPL with yaw, compared with equivalent
AWT data
This will have a large effect in changing the overall SPL measured between the two
environments.
In addition to the differences in measured data between the AWT and on-road,
there are also signiﬁcant differences between the behaviour of the two vehicle geome-
tries, with vehicle Geometry 1, shown in Figure 3.29(a) seemingly behaving in the
opposite fashion to vehicle Geometry 2, shown in Figure 3.29(b). If these differences
were due to aeroacoustic sources this result would be very signiﬁcant, since the be-
haviour in the wind tunnel between the geometries is very similar. Since the sensi-
tivity of on-road cabin noise to changes in yaw angle is the same for both the outer
LHLE and inner LHRE channels, it is unlikely that the origin of the noise changes is
in the sideglass region, so is likely to be due to less directional sources, such as road
noise. To investigate this further, the overall SPL and 800 Hz third-octave band are
shown in Figure 3.30, for the LHLE channel for both vehicle geometries. This band
has previously been shown to be dominated by road noise sources.
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Figure 3.30: On-road variation of overall and 800 Hz third-octave band SPL with yaw
The 800 Hz third-octave band in both vehicle geometry cases follows the yaw be-
haviour of the overall SPL very closely. This indicates that the overall SPL is dom-
inated by road noise sources, such that apparent variations in road noise with yaw
dominate the overall yaw sensitivity. Since there is likely to be no relationship be-
tween the level of road noise and oncoming ﬂow yaw angle, the relationships shown
in Figure 3.30 are an artefact solely of the road surface and the oncoming ﬂow condi-
tions at the time of on-road data collection. This is the reason as to why there is no
consistent relationship between the two vehicle geometries.
Figure 3.31 compares the higher frequency cabin noise behaviour with yaw angle.
These frequencies were shown in Figure 3.27 to correlate well with variations in the
oncoming ﬂow, indicating that they are dominated by aeroacoustic sources.
The relationship between the 2, 4 and 8 kHz bands and yaw angle between the two
vehicle geometries is much more similar, in particular showing the expected increase
in level under leeward conditions, where the LHLE channel is adjacent to a region
of ﬂow separation. As is consistent with data from the AWT, the Geometry 2 vehicle
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Figure 3.31: On-road variation of 2, 4 and 8 kHz third-octave bands with yaw
modiﬁcation results in a reduction in the overall level compared to the Geometry 1
vehicle. Figure 3.32 presents the equivalent data as measured in the AWT for both
geometries and the same third-octave channels.
The sensitivity of the higher-frequency third-octave bands to oncoming ﬂow yaw
angle is similar between the AWT data and that obtained on-road, with both traces
showing approximately the same characteristics. The main exception to this is the
tonal 4 kHz probe mount noise, clearly detected in the AWT at both ±10º, whilst not
being so clear in the on-road data. This is likely to be due to increased levels of small-
scale, free-steam turbulence disrupting the tonal ﬂow structures shed from the mount.
The relative difference in level between the vehicle geometries in the two environ-
ments is also captured. On-road, the 2 kHz band is approximately 2–3 dB(A) greater
than that measured in the AWT, indicating that road noise sources have some effect
in this spectral band. Indeed, from Figure 3.26, at 2 kHz the estimated wind noise
and road noise contributions to the overall cabin noise are equal. The combination of
two equal-SPL sources will result in a 3 dB increase owing to logarithmic addition and
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Figure 3.32: AWT (Pininfarina) variation of 2, 4 and 8 kHz third-octave bands with
yaw
therefore it is likely that additional road noise sources are likely to be the cause of this
offset. For the 4 and 8 kHz bands where other on-road noise sources are low, this off-
set is much smaller with the AWT able to predict both the overall characteristics and
levels of the wind noise response of the cabin noise to yaw with accuracy.
3.4.4 Unsteady Wind Tunnel
The effect of increased levels of oncoming ﬂow unsteadiness on cabin noise was as-
sessed in the Pininfarina wind tunnel, using the TGS with the vehicle at zero yaw.
Figure 3.33 shows cabin noise data collected for both Geometry 1 and 2 vehicles for
each of the TGS modes used. In addition, these values are compared with the cabin
noise of the vehicle without the TGS in operation.
For both the LHLE and RHRE channels, adjacent to the passenger and driver’s
sideglass respectively, it is shown that by increasing the levels of unsteadiness in the
oncoming ﬂow, the cabin noise SPL is raised by approximately 1 dB(A), with little
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Figure 3.33: Variation in cabin noise between vehicle geometries at various TGS modes
differentiation between each of the TGS modes. It should be noted from Cogotti (2008)
that the operational noise of the TGS is well below the background noise of the wind
tunnel. As previously shown, the Geometry 2 modiﬁcation to the mirrors results in
a reduced cabin noise, and this is also the case when the TGS was in operation. The
mirror modiﬁcation reduces the cabin noise more signiﬁcantly on the passenger side
of the vehicle, again as previously shown. There is an equal cabin noise increase on
both sides of the vehicle when the TGS is in operation.
Figure 3.34 shows the equivalent data for the 4 kHz third-octave band, which is
dominated by wind noise sources on-road.
The 4 kHz third-octave band follows the same general behaviour of the overall
SPL, with the increased levels unsteadiness generated by the TGS producing increased
noise. However, for the 4 kHz band, this increase is less signiﬁcant, leading to an in-
crease of less than 0.5 dB(A) for the LHLE channel, with the RHRE channel recording a
slightly larger increase. This increase due to oncoming unsteadiness is fairly insignif-
icant compared to the large difference between the two vehicle geometries. Overall
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Figure 3.34: Variation in 4 kHz cabin noise between vehicle geometries at various TGS
modes
the different in cabin noise performance between the two mirror designs is the same
with or without the TGS under zero-yaw conditions.
3.5 Surface Pressures
As introduced in Section 2.2.1.3, a total of ten ﬂush-mounted pressure tappings were
installed on the driver’s sideglass, on the right side of the vehicle. Vehicle Geometries 1
SG and 2 SG were assessed in the Pininfarina AWT, whilst vehicle Geometries 2 SG
and 3 SG were assessed on-road. Since each of these vehicles had the instrumented
perspex sideglass in place, hence the SG sufﬁx, no cabin noise measurements were
recorded. The pressure tappings were spread over the sideglass, covering regions
nearest the mirror wake, the A-pillar vortex and the vortex reattachment region, as
shown previously by Figure 2.8(a)
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3.5.1 Relationship with Flow Speed
The measured surface pressures were reported as the non-dimensional coefﬁcient, 𝑐𝑃,
originally deﬁned by Equation 2.9 and repeated here for convenience:
𝑐𝑃 =
𝑃
Tap
− 𝑃
Probe Static
𝑃
Probe Dynamic
=
𝑃
Tap
− 𝑃
Probe Static
􏷠
􏷡
𝜌𝑢􏷡
(3.9)
Deﬁning 𝑐𝑃 using the oncoming ﬂow conditions measured by the probe allows con-
sistency when comparing the different environments of the AWT and on-road, rather
than using deﬁnitions based on nominal wind tunnel speed or vehicle speed. By nor-
malising the measured pressures using probe-reported dynamic pressure, the side-
glass surface pressure coefﬁcients should be independent of oncoming ﬂow speed
ﬂuctuations, whilst remaining a function of the variation in ﬂow structures around
the sideglass region due to yaw variations.
To assess the independence of 𝑐𝑃 to oncoming ﬂow speed, the same bin-averaged
technique was used as that used to assess the relationship between cabin noise and
oncoming ﬂow speed for on-road data. The same bin boundaries were used, each at
𝜓 = 0±1.25º and 𝑢 increasing in steps of 2 ms−􏷠 . The variation of the surface pressure
coefﬁcients with ﬂow speed are presented by Figure 3.35, divided into the three main
sideglass regions.
The 𝑐𝑃 values for the pressure tappings in the vortex reattachment and mirror
wake regions remain constant with an increase in ﬂow speed. The exception to this
is Tapping 2 which, like the tappings positioned in the the A-pillar vortex region,
have a slightly reduced value of 𝑐𝑃 at slower ﬂow speeds. This implies that at higher
Reynolds’ numbers, the proportional ﬂow speed increase in the vicinity of these tap-
pings is not as great than at lower Reynolds’ numbers. These four tappings are all
located close to the A-pillar vortex and this is likely to be the main cause of the non-
linear behaviour.
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Figure 3.35: On-road sideglass pressure characteristics (Geometry 2)
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3.5.2 Steady Wind Tunnel
The variations in the surface pressure proﬁle with yaw angle were assessed in the Pin-
infarina AWT for both vehicle Geometries 1 SG and 2 SG. Since the pressure tappings
were installed on the right sideglass, adjacent to the driver, positive oncoming yaw
angles result in a leeward ﬂow condition on the sideglass whereas negative yaw an-
gles are windward. The results obtained for a Geometry 1 SG vehicle are shown in
Figure 3.36, separated into the various sideglass ﬂow regions.
In the mirror wake region, shown by Figure 3.36(a), each of the tappings exhibit
relatively similar behaviour with changes in yaw angle, with a gradually decreasing
𝑐𝑃 with increasing yaw angle in the windward ﬂow condition (𝜓 < 0º). There is an
anomaly in this behaviour with Tapping 8, with an increase from this trend at approx-
imately -10º. Under positive yaw, leeward, conditions the 𝑐𝑃 traces tend to ﬂatten,
indicative of a region of ﬂow separation.
The A-pillar vortex region also shows a continuously decreasing 𝑐𝑃 at increasing
yaw angles, transcending both windward and leeward ﬂow conditions, shown by Fig-
ure 3.36(b). The non-linearity of this decrease is consistent with that of longitudinal
vortices, such as the non-linear vortex lift generated by delta wings.
The tappings further away from the mirror wake and A-pillar, as shown by Fig-
ure 3.36(d), behave in a largely similar manner to the tappings in the mirror wake re-
gion, however with a reduced sensitivity to changes in yaw. Again, there is a decrease
in 𝑐𝑃 with increasing yaw angle under windward conditions with a separation plateau
evident under windward conditions. In an exception to this, Tapping 26 continues to
decrease non-linearly at higher yaw angles, exhibiting behaviour similar to that of the
A-pillar vortex region, indicative of a change of size and positon of the A-pillar vortex.
Figure 3.37 shows similar data for the Geometry 2 SG vehicle modiﬁcation. To re-
cap, this modiﬁcation involved changing the mirror stem such that it was more aero-
dynamically proﬁled and the mirror was positioned further from the sideglass.
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Figure 3.36: Steady AWT sideglass pressure characteristics (Geometry 1 SG)
227
3. THE TIME-AVERAGED VEHICLE RESPONSE
ψProbe [°]
c p
[ - ]
-30 -20 -10 0 10 20 30-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
Tapping 02
Tapping 08
Tapping 09
Tapping 20
(a) Mirror wake region
ψProbe [°]
c p
[ - ]
-30 -20 -10 0 10 20 30-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
Tapping 10
Tapping 18
Tapping 27
(b) A-pillar vortex region
ψProbe [°]
c p
[ - ]
-30 -20 -10 0 10 20 30-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
Tapping 17
Tapping 26
Tapping 29
(c) Vortex reattachment region
27
26
29
18
17
20
2
8
9
10
Mirror wake Vortex Reattachment
(d) Tapping locations
Figure 3.37: Steady AWT sideglass pressure characteristics (Geometry 2 SG)
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The main differences between the two vehicle geometries are conﬁned to the mirror
wake region, perhaps unsurprisingly since the geometry modiﬁcation was limited to
this region. Other regions nearer the A-pillar and further downstream of the mirrors
are largely unaffected by the geometry modiﬁcation, such that the dominating A-pillar
geometry is unchanged.
For the mirror wake region in Figure 3.37(a), the ﬂow separation plateaux under
leeward, positive yaw conditions are much more clearly deﬁned than for the Geome-
try 1 vehicle. This transition from a decreasing 𝑐𝑃 to a constant value is clearly deﬁned
for Tappings 2, 9 and 20. This behaviour implies that the ﬂow structures in this region
remain constant when changes in yaw angle occur at higher positive yaw values. This
yaw insensitivity may result in a reduced ﬂuctuation in noise on the sideglass as the
oncoming yaw angle changes when compared to the Geometry 1 SG vehicle.
The most signiﬁcant difference in surface pressure between the two vehicle geome-
tries is at Tapping 8, which for the Geometry 2 SG vehicle closely follows the behaviour
of Tapping 9. The discontinuity at 𝜓 = −10º for the Geometry 1 SG vehicle is also not
present. This measurement position is closest to the mirror stem and therefore the
change in behaviour is likely to be driven by changes to this geometry.
3.5.3 On-Road
On-road, the sideglass instrumented vehicle Geometries 2 SG and 3 SG were assessed.
The bin-averaged technique was again adopted based on the same yaw intervals as
in the AWT. Whilst the 𝑐𝑃 values are relatively independent of ﬂow speed, as shown
by Figure 3.35, to minimise any ﬂow speed effects the bins were also deﬁned at con-
stant speed, as with the on-road cabin noise yaw assessment. Figure 3.38 shows the
variation in 𝑐𝑃 with oncoming ﬂow yaw angle for the Geometry 2 SG vehicle on-road.
In the mirror region, as shown in Figure 3.38(a), the behaviour of Tapping 2 on-
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Figure 3.38: On-road sideglass pressure characteristics (Geometry 2 SG)
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road is similar to that as measured in the AWT, but with an overall 𝑐𝑃 offset increase
of 0.2. Tapping 20 also has an offset, although this is smaller at approximately 0.1.
Tappings 8 and 9 show very similar behaviour to the wind tunnel, indicating that the
offsets are likely to be a real phenomenon as opposed to an systematic shift across all
of the measurements. The decrease in the Tapping 2 characteristic with increasing yaw
is more gradual than measured in the AWT, with the transition to the sharp separation
plateau not as clearly deﬁned. However, the 𝑐𝑃 reaches a constant value at a similar
yaw angle, indicating that the separation occurs under similar ﬂow conditions.
The on-road A-pillar vortex region characteristics show a strong correlation with
the AWT, with small differences occurring at the extremes of yaw angle, particularly
shown by Tapping 10. In the AWT this characteristic falls away more sharply with
increasing yaw angle above 10º, whereas on-road this decrease is more smooth. Like-
wise the on-road characteristics in the vortex reattachment region are smoother, par-
ticularly the steeper decrease in 𝑐𝑃 at higher yaw angles is not as clearly identiﬁed as
in the AWT. Tapping 29, exhibiting more ﬂat behaviour, is indistinguishable from the
data obtained in the AWT.
The bin-averaging process accepts on-road data with a yaw angle within a speci-
ﬁed range, with the bin width used throughout this thesis ofΔ𝜓 = 2.5º. This width was
chosen since it allowed consecutive bins resulting in an overall yaw resolution equal
to that measured in the AWT. Narrower bins would lead to fewer data being used in
the averaging process and thus increasing variation, whilst wider bins would reduce
the yaw resolution of the measured characteristics. In the AWT no bin-averaging pro-
cess is required and therefore the results presented are those obtained at discrete 2.5º
intervals. On-road, the data is continuous with the bin-averaging process averaging
2.5º windows of this data. This inevitably leads to a degree of ‘smoothing,’ resulting
in sharp changes of 𝑐𝑃 being less deﬁned on-road than in the AWT.
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Vehicle Geometry 3 SG was also assessed on-road, with this geometry nominally
the same as Geometry 2 SG with the rear edge of the bonnet raised by approximately
15 mm. Full details were given in Section 2.3.1.2. The aim of the modiﬁcation was to
reduce the amount of wiper structure visible above the bonnet line and reduce the size
of any trailing ﬂow structures that can impinge on the windscreen, resulting in noise.
This data is shown in Figure 3.39.
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Figure 3.39: On-road sideglass pressure characteristics (Geometry 3 SG)
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The variations in ﬂow structure between the Geometry 2 SG and Geometry 3 SG
vehicles are not identiﬁed by differences in the pressure coefﬁcient characteristics, with
the 𝑐𝑃 proﬁles for each tapping location indistinguishable between the two vehicle
geometries. Since the raised height of the bonnet affects the ﬂow structures from the
wipers, it is likely that the main differences are conﬁned to the windscreen area. From
the limited set of measurement positions on the sideglass, it would appear that any
differences do not interact strongly with either the A-pillar vortex or the mirror wake,
resulting in broadly similar sideglass characteristics between the geometries.
The similarity of the results also increases the level of conﬁdence in the repeatabil-
ity of the data collected on-road, with strong consistency of the data collected during
separate testing days and corresponding on-road conditions.
3.5.4 Unsteady Wind Tunnel
The effect on the sideglass surface pressure distribution of increased free-stream un-
steadiness was also investigated at zero-yaw in the Pininfarina AWT using the TGS.
Figure 3.40 shows the variation in 𝑐𝑃 for the Geometry 1 SG vehicle at each of the pres-
sure tappings under the inﬂuence of the pseudo-random 3BL TGS mode, the dynamic-
yaw 4D1.0 mode and with the TGS off. As previously, the pressure tappings are split
into three groups, under the inﬂuence of the mirror wake, the A-pillar vortex and the
vortex reattachment.
Both TGS modes result in similar effect on the sideglass 𝑐𝑃 with no signiﬁcant dif-
ference in behaviour between them. The pressure tappings that are most affected by
the increase in oncoming ﬂow turbulence are Tappings 2, 8, and 9 of the ‘mirror wake’
set and Tappings 10 and 18 of the ‘A-pillar vortex’ set. These tappings are all posi-
tioned near the front of the vehicle sideglass and are likely to more heavily inﬂuenced
by the large vortex shed from the A-pillar and any shed structures from the mirror.
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Figure 3.40: TGS sideglass pressure characteristics (Geometry 1 SG)
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Tappings further away in the reattachment region are comparatively not affected by
the increased levels of unsteadiness. In each of these cases, the generated unsteadi-
ness causes a decrease in the measured 𝑐𝑃. This indicates a possible decrease in the
strength of the A-pillar vortex, an effect observed by Vino et al. (2003) and Newnham
et al. (2006) during model-scale experiments. Figure 3.41 shows the equivalent data
for the Geometry 2 SG vehicle.
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Figure 3.41: TGS sideglass pressure characteristics (Geometry 2 SG)
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In the mirror wake region, the 𝑐𝑃 measured by Tappings 8 and 9 appear to be un-
affected by the use of the TGS, indicating that the Geometry 2 SG mirror modiﬁcation
reduces the sensitivity towards ﬂuctuations in the oncoming ﬂow over that of Geome-
try 1 SG. Tapping 2 shows the same decease in 𝑐𝑃 as observed with the Geometry 1 SG
vehicle. This tapping is positioned very close to the step of the mirror sail mounting
and therefore is likely to be dominated by localised ﬂow structures in this unchanged
region, rather than the changes made to the mirror stem. In the other sideglass re-
gions, the behaviour is unchanged from that of Geometry 1 SG, with ﬂows in this
region dominated by the unchanged geometry of the A-pillar.
3.6 Surface Noise
Three surface microphones were installed on the left, passenger sideglass of the ve-
hicle. These were positioned to capture the range of different ﬂows experienced by
the sideglass, whilst ensuring that the microphones were arranged such that they had
minimal inﬂuence over each other. As with the ﬂush-mounted pressure tappings, ve-
hicle Geometries 1 SG and 2 SG were assessed in the Pininfarina AWT, whilst vehicle
Geometries 2 SG and 3 SG were assessed on-road.
It is important to recall that the surface microphones were positioned on the left
side of the vehicle, opposite the pressure tappings. Therefore for a given non-zero
oncoming ﬂow yaw angle, the surface microphones are in a different ﬂow condition
to the tappings; either leeward or windward. A diagram of the relative positions of
the surface microphones and pressure tappings at yaw was presented by Figure 2.19.
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3.6.1 Steady Wind Tunnel
The variation in surface noise as both vehicle geometries were yawed in the Pininfarina
AWT is presented in Figure 3.42, along with a diagram recalling the numbering and
corresponding positions of the microphones.
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Figure 3.42: AWT (Pininfarina) sideglass surface noise characteristics
The SPL characteristics for both vehicle geometries include a number of discon-
tinuities, rather than exhibiting a continuous change in behaviour. Both Geometry 1
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SG and 2 SG show signiﬁcant discontinuities at 𝜓 = 10º for both Microphones 17
and 20, which are regions away from the inﬂuence of the A-pillar vortex. To explain
this behaviour under windward conditions, these microphones may be exposed to the
noisier shear layer of the mirror wake or alternatively to direct oncoming ﬂow, leading
to a step-change in SPL. However, no sudden change was detected when assessing the
equivalent surface pressure measurement locations in Figures 3.36 and 3.37.
Microphones 17 and 18 behaved in a very similar manner for both vehicle geome-
tries, with even the smaller features of the characteristics being replicated. The most
signiﬁcant differences are shown by Microphone 20 in the mirror wake region. Since
the differences in vehicle geometry were conﬁned to a change in mirror stem design,
this behaviour is perhaps expected. The general features of the characteristics are the
same, including the sharp reduction in SPL at approximately 𝜓 = 10º, although the
overall sound pressure levels for the Geometry 2 SG vehicle are reduced by approxi-
mately 3 dB(A) when compared to the Geometry 1 SG vehicle. There is also a differ-
ence in the SPL at 𝜓 = −10º, under leeward conditions. This reduction is also corrob-
orated by measurements of noise inside the cabin, as shown by Figure3.17.
3.6.2 On-Road
The same microphones were used on-road, capturing the differences in sideglass SPL
between the Geometry 2 SG and Geometry 3 SG vehicles. The Geometry 2 SG results
shown in Figure 3.43 allow a direct comparison to be made with the results obtained
in the wind tunnel.
Comparing the on-road results of Figure 3.43(a) with those of the AWT in Fig-
ure 3.42(b), it is clear that the results obtained on-road do not show that same discon-
tinuities that are present in the AWT. Overall, the general shapes of the characteristics
between the two environments are similar, however there are some signiﬁcant differ-
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Figure 3.43: On-road sideglass surface noise characteristics
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ences. Owing to the averaging process adopted for the on-road data, a degree of data
smoothing would be assumed to occur, however the observed differences are larger
than expected from this process.
In the mirror wake region, measured by Microphone 20, the steep increase in SPL
at higher positive values of yaw seen in the AWT is not present. However, the increase
in SPL at zero yaw in the AWT is present on-road, although at a much smaller level.
With the exception of these two features, the overall behaviour between the two envi-
ronments is relatively similar. In the A-pillar vortex region, the increase in SPL in the
AWT at zero yaw is present in the on-road measured data, although again at a lower
level. Aside from this feature, the overall levels measured in both of the environments
are generally alike, with a slight overall increase in level, likely to be caused by other
sound sources on-road.
The SPL characteristic in the reattachment region shows a greater sensitivity to
yaw in the AWT than on-road, although this discrepancy is not signiﬁcantly different,
with both SPL characteristics having a 10 dB(A) decrease in SPL between -10º and
10º. Again, the increased levels of other sound sources on-road may be the cause of
the reduced sensitivity to yaw angle. There is also evidence of the higher yaw angle
ﬂattening of the SPL characteristic on-road, although occurring at a higher yaw angle
than in the AWT. Overall, whilst the exact nature of the on-road SPL characteristics
was not fully captured by the AWT, the larger-scale behaviour was generally fairly
well represented.
Figure 3.43(b) shows the on-road surface SPL characteristics as measured on the
Geometry 3 SG vehicle. At positive, windward, yaw angles the Geometry 2 SG and
3 SG vehicles are largely indistinguishable, with the differences conﬁned to the larger
leeward yaw angles. Here, the Geometry 3 SG vehicle shows a reduction in surface
SPL measured by Microphones 18 and 20, although there is a slight increase in that
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measured by Microphone 17. These differences are not signiﬁcantly clear and may be
due to measurement variations, however the difference in the A-pillar vortex region
may equally be due to changes in the shed wiper structures due to the modiﬁcations
made to the rear edge of the bonnet.
Previously in Equation 1.12, it was shown that surface SPL and 𝑐𝑃 can be linked
using the dipole-source relationship:
ΔSPL = 10 log
⎛
⎜
⎝
𝑢
𝑢∞
⎞
⎟
⎠
􏷥
= 10 log 􏿴1 − 𝑐𝑃􏿷
􏷢
(3.10)
To test this relationship, the sideglass 𝑐𝑃 characteristics as measured on-road were com-
pared against the equivalent surface microphone measurements. The Geometry 2 ve-
hicle was chosen, with the 𝑐𝑃 characteristics shown in Figure 3.44(a), with the sideglass
noise data shown by Figure 3.43(a). Note that whilst the measurement positions were
nominally the same on the sideglass, the pressure tappings and surface microphones
were positioned on opposite sides of the vehicle. Therefore for a given non-zero yaw
angle, one side of the vehicle is in a leeward condition whilst the other will be in a
windward condition.
From Figure 3.44(a), Tapping 18 has a 𝑐𝑃 < 0 for much of the assessed yaw angle
range, speciﬁcally above -10º. At 𝜓 = −10º, 𝑐𝑃 = 0 and therefore the ﬂow speed in the
vicinity of the tapping is equal to free-stream. At increasing yaw angle, the ﬂow speed
increases such that 𝑐𝑃 = −0.48 at 𝜓 = 15º. Using the relationship in Equation 3.10, this
results in a predicted increase in SPL of 5.1 dB(A) from that measured at -10º. To com-
pare this to the sideglass noise measured by the surface microphones, Figure 3.43(a)
was used. Since the microphones were placed on the opposite sideglass, the difference
in SPL between -15º and 10º was assessed, and found to be 8.7 dB(A), approximately
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Figure 3.44: On-road  surface  pressure  characteristics  at  equivalent  surface  micro-
phone positions (Geometry 2 SG)
3 dB(A) greater than predicted.
The largest deviation between the predicted and measured SPL occurs between 10º
and 5º windward, where there is a discontinuity in the measured surface noise. Mov-
ing towards an increased leeward ﬂow condition, the deviation remains at 3 dB(A),
indicating that the gradient of the SPL characteristic in this region is well predicted
with a dipole-dominated relationship. In the windward condition, where the SPL
characteristic is steeper, this relationship does not hold, implying a different power
relationship due to alternative aeroacoustic sources. However, as shown by the rela-
tionship between the surface noise and oncoming ﬂow speed, determined using the
bin-averaging technique at zero yaw, the overall power relationship for Microphone 18
is 5.8, indicating that the dominating aeroacoustic sources are dipole-based.
By inferring the behaviour of the surface noise from that of the surface pressures,
it should be noted that the data used to measure these different parameters were col-
lected on opposite sides of the vehicle. For this technique to be truly valid, the geom-
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etry of the vehicle would have to be symmetrical. It has been previously shown that
this is not the case, owing to differences in the mirror angle and the position of the
windscreen wipers. This is therefore likely to lead to differences in the measurement
of both surface pressure and surface noise at comparable positions on opposite sides
of the vehicle, potentially leading to errors in this technique, such as the measured
3 dB(A) deviation.
3.6.3 Unsteady Wind Tunnel
As with the steady wind tunnel assessment, vehicle Geometries 1 SG and 2 SG were
evaluated in the Pininfarina wind tunnel using the TGS. Figure 3.45 shows the varia-
tion in sideglass surface noise for both vehicle geometries under the unsteady condi-
tions generated by the 3BL pseudo-random mode and the 4D1.0 dynamic yaw mode,
in addition to the TGS deactivated.
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Figure 3.45: On-road sideglass surface noise characteristics
The Geometry 1 SG vehicle in Figure 3.45(a) shows relatively consistent surface
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noise behaviour under both steady and unsteady conditions. The reattachment region
shows a small increase in SPL for both TGS modes, with the increased levels of free-
stream ﬂuctuation being translated into increased levels of ﬂuctuation in this region.
However, the Geometry 1 SG vehicle surface noise is generally not affected by the
levels of unsteadiness as generated by the Pininfarina TGS.
Figure 3.45(b) shows the behaviour for the Geometry 2 SG vehicle, which in the A-
pillar vortex and reattachment regions behaves in a similar manner to the Geometry 1
SG vehicle. Again, since the Geometry 2 SG modiﬁcations were limited to changes
made to the mirror stem, this consistency is expected. Under steady conditions, there
is a decrease in surface noise in the mirror wake region between the two geometries.
However, there is an even greater decrease between the geometries under unsteady
conditions. Even under the relatively low turbulence conditions as generated by the
TGS compared to the conditions experienced on-road, the surface noise in the mirror
region decreases. This was also observed to occur on road, although to a greater extent,
as shown by the difference in zero-yaw SPL between AWT data from Figure 3.42(b)
and on-road data from Figure 3.44(a).
This change in behaviour under unsteady conditions may be due to either in-
creased levels of turbulence breaking up coherent structures shed from the mirror,
although there is no evidence of any tonal noise indicative of such a condition. Alter-
natively, the unsteadiness may lead to a decrease in localised ﬂow speed around the
mirror stem and gap to the door, leading to a decrease in noise generation. The surface
pressures measured under same conditions on the opposite side of the vehicle show a
slight increase in 𝑐𝑃 under unsteady conditions, implying a reduction in localised ﬂow
velocity and therefore a reduction in surface noise.
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3.7 Summary
3.7.1 Cabin Noise
• As determined through a subjective listening study, the 4 kHz third-octave band
captured the wind noise component of the overall cabin noise, with other sound
sources having a negligible impact within this frequency range.
• The primary aeroacoustic sources affecting the noise inside the cabin were dipoles,
indicating that the ﬂuid interactions with the solid surfaces of the vehicle geom-
etry dominated over other sources such as leak noise or body-gap cavity reso-
nances.
• Using the frequency-dependent relationships between ﬂow speed and cabin
noise as determined in the wind tunnel, a technique was developed to deter-
mine the wind noise contribution to the overall cabin noise measured on-road.
At the highway speeds used in this investigation, this found that aeroacoustic
sources dominated the cabin noise spectra at frequencies above 2 kHz, whilst
road noise dominated at frequencies centred around 800 Hz.
• By adopting a bin-averaging technique, whereby the cabin noise response of
the vehicle is averaged based on the instantaneous on-road ﬂow conditions, a
representative comparison can be made between the cabin noise on-road and
that measured in the aeroacoustic wind tunnel.
• Since the overall A-weighted cabin noise sound pressure level is dominated by
tyre noise on-road, a comparison of the cabin noise between this and the aeroa-
coustic wind tunnel does not lead to a particularly useful comparison. How-
ever, by comparing third-octave bands dominated by wind noise, particularly
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the 4 kHz band, it was found that the time-averaged wind noise behaviour on-
road correlated well with that determined in the wind tunnel.
• Both on-road and in the aeroacoustic wind tunnel, a geometry modiﬁcation
made to the stem of a door mirror was found to improve the cabin noise perfor-
mance of the vehicle. This primarily affected higher frequencies under leeward
ﬂow conditions.
• The overall sound pressure level and the 4 kHz third-octave band component
of the cabin noise were increased slightly with the generation of additional un-
steadiness by the Pininfarina turbulence generation system. However, these in-
creases were generally low, with the steady wind tunnel able to determine the
same better-performing modiﬁcation made to the door mirror as the unsteady
wind tunnel.
3.7.2 Sideglass Surface Pressures
• The on-road time-averaged surface pressure proﬁle of the vehicle sideglass was
generally found to be similar to that obtained under the steady-state conditions
experienced in the wind tunnel.
• Surface noise data obtained in the aeroacoustic wind tunnel was less consistent
with the time-averaged data obtained on-road. Whilst the exact nature of the
on-road surface noise behaviour was not fully captured by the AWT, the larger-
scale behaviour was generally fairly well represented.
• Modiﬁcations made to the bonnet to reduce the size of any shed ﬂow structures
from the windscreen wipers had an unmeasurable effect on the surface pressure
proﬁle of the vehicle sideglass on-road. However, a small reduction in surface
noise was measured under more extreme leeward ﬂow conditions.
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CHAPTER 4
The Time-Resolved Vehicle Response
4.1 Introduction
This chapter explores both the aerodynamic and aeroacoustic response of the vehicle,
through measurements of both the surface pressures on the vehicle sideglass and the
internal vehicle cabin noise. The analysis of this chapter contrasts with that of the pre-
vious chapter in that the time-resolved response is explored, rather than comparing the
results in a steady or unsteady environment using statistically-stationary techniques.
Both spectral and temporal methods were used to compare the on-road measured re-
sponse with that predicted in the steady-ﬂow environment of the wind tunnel to deter-
mine whether the vehicle responded in a manner that could be predicted using steady
techniques. Again, the cabin noise and sideglass pressure ﬂuctuations are the areas of
the vehicle response that are focussed upon.
Common methods used to assess the transient response are described, followed by
the introduction of a new method to linearise the non-linear aspects of both the surface
pressure and cabin noise steady-state response. The surface pressure response in the
sideglass region is ﬁrst assessed, focussing on the different areas of the sideglass and
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the corresponding response. A new approach to separate the self-excited response of
the vehicle from that due to external unsteadiness is also presented, allowing the over-
all aerodynamic response of the vehicle to be isolated, free from self-excited effects.
Various spectral approaches were assessed whilst attempting to capture the cabin
noise response of the vehicle. A number of methods to simulate the quasi-steady pre-
dicted cabin noise using the steady-state response from the wind tunnel combined
with measurements of the unsteady on-road environment were developed. A subjec-
tive assessment of various features of the simulated cabin noise was also completed to
quantify how cabin occupants perceived ﬂuctuations in the cabin noise.
4.2 Assessment of the Transient Response
4.2.1 Typical Admittance and Transfer Function Approaches
As previously introduced in Section 1.4.5, the aerodynamic admittance 𝜒(𝑓) is a com-
mon method used to quantify the aerodynamic response of a vehicle to unsteadiness in
the oncoming ﬂow. This is usually deﬁned using aerodynamic coefﬁcients, but there is
no reason why it may not be deﬁned in terms of aeroacoustic admittance, for example
as:
𝜒 􏿴𝑓􏿷
􏷡
=
𝐺𝐿𝐿 􏿴𝑓􏿷
􏿶
􏸃𝐿
􏸃𝜓􏿹
􏷡
𝐺𝜓𝜓 􏿴𝑓􏿷
(4.1)
where 𝐺𝐿𝐿(𝑓) and 𝐺𝜓𝜓(𝑓) are the autospectral densities of the cabin noise SPL and on-
coming ﬂow yaw angle respectively, with
􏸃𝐿
􏸃𝜓
the steady-state sensitivity of SPL to
changes in yaw angle. The ratio of the two autospectral densities is also equal to the
magnitude of the transfer function squared, such that the admittance may be deﬁned
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in terms of the transfer function 𝐻(𝑓):
𝜒 􏿴𝑓􏿷 =
􏿗𝐻 􏿴𝑓􏿷􏿗
􏿶
􏸃𝐿
􏸃𝜓􏿹
(4.2)
As 𝑓 tends to zero it would be expected that the admittance would tend to unity, with
the transfer function tending to the steady-state sensitivity of changes in SPL to yaw
angle, as measured in the wind tunnel.
The transfer function can also be deﬁned as the ratio of the cross-spectral density
to the autospectral density and it is this deﬁnition that is shown in general terms by
Figure 4.1, where the oncoming ﬂow conditions are described by 𝐹(𝑡) and the vehicle
response by 𝑅(𝑡). This outlines the approach in determining the transient response
of the cabin noise of a vehicle to yaw ﬂuctuations in the oncoming ﬂow, based on
admittance.
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Figure 4.1: Method to determine the transient response of a vehicle via admittance
When considering an aerodynamic admittance, for instance based on a side force
or yaw moment coefﬁcient on a vehicle, the coefﬁcients tend to vary linearly with yaw
angle. Therefore, the rate of change (gradient) between the force coefﬁcients and yaw
remains independent of the particular instantaneous oncoming yaw angle, such that
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the correction term
􏸃𝐿
􏸃𝜓
of Equations 4.1 and 4.2 is constant.
However, when considering localised surface pressure changes, for example the
pressure at a particular point on the sideglass, the behaviour may not be linear. This
is particularly noticeable in the sideglass region adjacent to the A-pillar, as shown in
the previous chapter by Figures 3.36 and 3.37. This is also the case when considering
the response of cabin noise to yaw angle, where it is clear that owing to the greater
amount of ﬂow separation at the extremes of yaw angle, the cabin noise at both positive
and negative yaw angles is greater than at a zero yaw condition. This was shown in
the AWT by Figure 3.17, highlighting that the cabin noise is strongly non-linear with
yaw angle and therefore an equivalent aeroacoustic admittance approach would not
be appropriate. Indeed, when determining the aeroacoustic admittance on-road, the
correction term would vary depending on the range of yaw angles experienced.
Cabin noise is not only affected by variations in oncoming yaw angle, but also to
ﬂuctuations in ﬂow speed. Typically the relationship between oncoming ﬂow speed
and cabin noise scales with ﬂow speed raised to the power of the order of 6, as dis-
cussed in Section 3.4.2.1. Therefore, instead of a single input – single output system, a
multiple input – single output system must be considered, discussed in further detail
by Bendat and Piersol (1993). This does not preclude such a transfer function assess-
ment per se; it is the non-linear response of cabin noise to yaw angle which provides
the challenge, since it could be imagined that the logarithmic response of the cabin
noise to ﬂow speed could be successfully linearised.
Therefore an alternative spectral approach was sought to be able to assess the re-
sponse of the vehicle to ﬂuctuations in the oncoming ﬂow when the steady-state re-
sponse is non-linear.
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4.2.2 An Alternative Linearised Transfer Function Approach
To assess the nature of the vehicle aerodynamic and aeroacoustic response, a simula-
tion technique was implemented that used the vehicle response to steady ﬂow vari-
ations measured in the wind tunnel, combined with the transient ﬂow environment
measured by the probe on the vehicle roof on-road to predict the instantaneous re-
sponse. With this simulation it was then possible to compare the behaviour of the
vehicle on-road to that predicted by the wind tunnel. Therefore any non-linearities in
the wind tunnel steady-state characteristics are removed and converted into a contin-
uous predicted time-history of cabin noise or external pressure ﬂuctuations. Figure 4.2
outlines a generalised form of this process.
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Figure 4.2: Method to determine the transient response of a vehicle via an alternative
linearised approach
This results in a transfer function whereby a value of unity implies that the ve-
hicle response to oncoming ﬂow ﬂuctuations is equal to that predicted in the steady
environment of the AWT, id est the response is quasi-steady. A transfer function of
greater than unity implies that the vehicle responds to a greater extent to that pre-
dicted by the instantaneous oncoming ﬂow conditions alone, whilst a response of less
than unity implies a response less than predicted under steady conditions.
It has been shown, for instance in Figure 1.48 that for the aerodynamic response
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of a vehicle, a transfer function of unity would be expected at lower frequencies for
scales much greater than the vehicle, where the response can be considered to be quasi-
steady. At higher frequencies, the vehicle response is no longer quasi-steady, although
the higher-frequency, small-scale ﬂuctuations much smaller than the size of the vehicle
have a progressively decreasing impact of the vehicle response, leading to a transfer
function of less than unity. In the intermediate frequency range, scales of unsteadiness
may exist that are sufﬁciently large and of sufﬁcient energy to inﬂuence a vehicle, but
not so large that they can be considered to be quasi-steady. These effects can lead to
transfer function values of greater than unity and these are sometimes associated with
resonances of the vehicle suspension system in the case of vehicle forces.
The alternative linearised approach presented simpliﬁes the analysis of the sys-
tem, since multiple-input problems can be simpliﬁed to consider only a single input,
avoiding the need for a multiple input – single output analysis. For instance, it has
been shown that the noise inside the cabin of a vehicle is inﬂuenced by both the on-
coming ﬂow speed and yaw angle. Instead of assessing these as independent inputs
to the system, these inputs were linearised to produce a single input of the expected
cabin noise as determined under the steady conditions of the wind tunnel. This sin-
gle input was then assessed against the single output of the measured cabin noise to
determine the response of the system.
4.3 Surface Pressures
On-road testing invariably leads to increased levels of uncorrelated noise to both the
input and output signals and therefore it is expected that the coherence levels mea-
sured in this environment will be much lower than those of testing undertaken in the
more isolated environments of anechoic chambers (for acoustic transfer functions) or
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structurally isolated conditions (for modal testing).
It is for this reason that the surface pressure data is presented initially. The cabin
noise measurements recorded on-road contain acoustic content unrelated to ﬂuctua-
tions in the oncoming ﬂow, such as noise from the powertrain and tyres. This leads
to a reduction in the quality of the cabin noise transfer functions. The sideglass pres-
sure measurements contain much less uncorrelated content and therefore show much
clearer relationships. The cabin noise response of the vehicle is also dominated by
aerodynamic ﬂuctuations in the sideglass region and therefore presenting the surface
pressure data ﬁrst is a more natural chronology.
Vehicle Geometry 2 SG was used, since this vehicle was measured in both the
steady environment of the Pininfarina AWT and in the unsteady conditions on-road.
Once again, the pressure tappings were spread over the sideglass, covering regions
nearest the mirror wake, the A-pillar vortex and the vortex reattachment region, as
shown previously by Figure 2.8(a). This ﬁgure is reproduced when presenting the
following results.
The following sections outline the process of i): determining the quasi-steady pre-
dicted surface pressure response; ii): comparing this to the measured on-road response
in the time domain; and iii): using spectral techniques to formally assess the response
of the vehicle. Figure 4.2 is used as a basis, with each step of the overall process con-
sidered separately, deﬁned using the speciﬁc surface pressure terms.
4.3.1 Determination of the Quasi-Steady Response
4.3.1.1 Simulation Technique
To determine the quasi-steady predicted sideglass surface pressure response, a simula-
tion technique was implemented using the steady-state 𝑐
P
response to yaw angle mea-
sured in the wind tunnel, combined with the transient ﬂow characteristics measured
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by the probe on the vehicle roof on-road. Each yaw angle time history 𝜓(𝑡) was used
to simulate the steady-state response, as would be expected based on the behaviour of
the vehicle in the wind tunnel, by mapping each instantaneous yaw angle measure-
ment to a predicted 𝑐
P
using the steady-state AWT response 𝑐
P
(𝜓). This resulted in the
simulated quasi-steady surface pressure response 𝑐
P,QS
(𝑡), with this process outlined
by Figure 4.3.
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Figure 4.3: Determination of the simulated quasi-steady predicted surface pressure re-
sponse
The process was completed for each of the sets of data collected on-road using the
Geometry 2 SG vehicle. This generated a series of quasi-steady predicted sideglass
pressure time histories, for each of the pressure tap locations.
4.3.1.2 Temporal Comparison of On-Road and Simulated Data
To compare the on-road measured sideglass ﬂuctuations with the quasi-steady AWT
predicted ﬂuctuations, an example time history was chosen allowing a comparison to
be made in the time domain. This allows a primary comparison of the measured and
quasi-steady predicted data. If the surface pressure coefﬁcient experienced in transient
conditions for a particular instantaneous yaw angle matched that in the wind tunnel
then the response can be described as quasi-steady. This comparison is outlined in
Figure 4.4.
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Figure 4.4: Comparison of the simulated quasi-steady predicted surface pressure re-
sponse with that measured on-road
The quasi-steady simulated and on-road measured surface pressure time histories
are presented in Figures 4.5–4.7 for each of the sideglass regions. Figure 4.5 presents
the ﬁrst set of time histories for the four pressure tappings located in the mirror wake
region.
The ﬁrst observation is that the agreement is generally good, with the behaviour
at the lower-frequency scales that are visible in the presented time histories appearing
closely quasi-steady. It is, of course, difﬁcult to assess frequencies much higher than
1 Hz in this way and so further analysis is required to assess the vehicle response at
higher frequencies.
Pressure Tapping 9 in Figure 4.5(c) appears to show an excellent correlation be-
tween the measured on-road data and that predicted using the quasi-steady response
in the AWT. Tappings 8 and 20 in Figures 4.5(b) and 4.5(d) respectively also show
a good correlation, however with an offset between the two signals. Tapping 2 also
shows an offset between the signals, but also a signiﬁcant level of unsteadiness present
in the on-road measured signal not predicted by the instantaneous yaw measurements
and quasi-steady AWT response.
The offset between the two signals was previously identiﬁed by the steady-state
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Figure 4.5: Vehicle Geometry 2 (perspex sideglass): Mirror region
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and time-averaged measurements taken in the AWT and on-road respectively, shown
in the previous chapter in Figures 3.37 and 3.38. This is indicative of a difference in the
ﬂow structures between the two environments, for instance a change in the size and
strength of the A-pillar vortex or mirror wake. Variations in unsteadiness between
the on-road surface pressure measurements and those predicted by the quasi-steady
AWT response using the probe measured variations in yaw angle are indicative of a
non quasi-steady response.
Figures 4.6 and 4.7 show the equivalent pressure time histories for the A-pillar
vortex and vortex reattachment regions respectively.
The on-road pressure behaviour in these regions showed excellent temporal cor-
relation, with both the overall pressure levels and low-frequency unsteadiness being
captured well through the quasi-steady predicted data. Levels of unsteadiness were
greater in the sideglass regions adjacent to the A-pillar, becoming progressively lower
as this distance increases. The increased response to oncoming ﬂuctuations in yaw
angle was due to increased sensitivity in the ﬂow structures to changes in yaw angle,
as shown through the steady-state characteristics of Figure 3.37.
4.3.2 Assessment of the Frequency Response
4.3.2.1 Linearised Transfer Functions
Whilst the example time traces show a generally quasi-steady response for the majority
of pressure tappings, this was assessed formally through the use of transfer functions
and spectral analysis. This assessed the quasi-steady response at the full range of un-
steady ﬂuctuation frequencies as measured on-road. The transfer function is deﬁned
according to:
𝐻(𝑓) =
𝐺𝑐𝑃,QS 𝑐𝑃(𝑓)
𝐺𝑐𝑃,QS 𝑐𝑃,QS(𝑓)
=
CSD
ASD
(4.3)
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Figure 4.6: Vehicle Geometry 2 (perspex sideglass): Vortex region
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Figure 4.7: Vehicle Geometry 2 (perspex sideglass): Reattachment region
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and is the ratio of the cross-spectral density of the measured and quasi-steady pre-
dicted pressures𝐺𝑐𝑃,QS 𝑐𝑃(𝑓) against the auto-spectral density of the simulated pressures
𝐺𝑐𝑃,QS 𝑐𝑃,QS(𝑓).
A transfer function of unity indicates that the sideglass ﬂuctuations are as pre-
dicted in the wind tunnel. A shift in absolute 𝑐
P
values between those measured on-
road and those measured in the wind tunnel, such as that shown by Tapping 20 in
Figure 4.5(d). would be manifested as a non-zero transfer function at low frequency
(0 Hz), whilst not affecting the transfer function at higher frequencies.
To calculate the transfer functions of each of the sideglass pressure tappings, ﬁrst
the auto and cross spectral densities were determined. These are presented and com-
pared for each of the tappings according to Figure 4.8.
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Figure 4.8: Determination of the constituent spectra for the overall surface pressure
transfer function
These spectra were calculated from each 33 s time history, for the complete set of
on-road measured surface pressure and ﬂow data, with the average simulated to mea-
sured CSD denoted by 𝐺
SM
(𝑓) and the average simulated ASD denoted by 𝐺
SS
(𝑓). As
with the previous set of temporal comparisons, the spectral data are grouped together
according to the region on the sideglass to which they relate: Figure 4.9 compares the
spectra in the mirror wake region; Figure 4.10 compares the spectra in the region of
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the A-pillar; with Figure 4.11 comparing the spectra in the vortex reattachment region.
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Figure 4.9: Vehicle Geometry 2 (perspex sideglass): Mirror region
The progressive roll off of spectral energy as frequency increases can be clearly
seen. The two spectra can be seen to agree very closely over most of the range but at
higher frequencies, the spectra tend to deviate. The extent of this deviation and the
frequency where this starts to occur depends on the measurement point considered.
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Figure 4.10: Vehicle Geometry 2 (perspex sideglass): Vortex region
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Figure 4.11: Vehicle Geometry 2 (perspex sideglass): Reattachment region
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For instance, the regions downstream of the mirror tend to show a greater deviation,
in particular Tappings 2 and 29 (shown by Figures 4.9(a) and 4.11(c) respectively), with
points closest to the A-pillar showing the least deviation.
It is the CSD term (𝐺
SM
(𝑓)) that contains the greater energy at these higher frequen-
cies, indicating that the unsteadiness measured on the sideglass exceeds that predicted
based solely on unsteadiness in the natural wind environment. The logical explana-
tion is that there is energy contained within the sideglass ﬂuctuations that is due to
self-excited unsteadiness in the sideglass region, for instance due to the door mirror.
Self-excited unsteadiness is unsteadiness generated through the interactions be-
tween the oncoming ﬂow and solid structures. This can lead to coherent ﬂow struc-
tures that are shed downstream and, in the case of the sideglass, shedding from the
door mirrors can impact the glass and lead to greater levels of unsteadiness in this re-
gion than caused by the unsteady oncoming ﬂow alone. Other solid structures of the
vehicle can also lead to self-excited unsteadiness, ranging from small structures such
as aerials, see Blevins (1990), to the overall shape of the vehicle body, see Schröck et al.
(2011). Various sources of unsteadiness leading to noise generation were discussed in
Section 1.3.4, however in the sideglass region, the self-excited unsteadiness was dom-
inated by shed structures primarily from the door mirrors and A-pillar region.
The quasi-steady simulations are based solely upon the measurements of the on-
coming ﬂow. These ﬂow measurements are converted into equivalent sideglass pres-
sures using the yaw characteristics as measured under the steady conditions of the
wind tunnel. Whilst the self-excited behaviour is also present in the AWT, the averag-
ing process in collecting the steady-state characteristic data means that, by deﬁnition,
only the mean data is recorded, with the ﬂuctuating component averaged-out. There-
fore, this is the cause of the self-excited content being present in the on-road measured
pressure data, but not in the predicted quasi-steady data.
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Figure 4.12 shows the resulting transfer functions created using the averaged spec-
tral data. These are once again separated into the three different sideglass regions.
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Figure 4.12: On-road to AWT sideglass pressure transfer functions (Geometry 2 SG)
At the lowest frequency point, dictated by the length of the time record (𝑓 =
1/𝑇), there is generally a single non-unity point due to the steady-state difference in
𝑐
P
values between the on-road averaged measurements and those obtained in the wind
tunnel. The value varies; depending on the sign of the 𝑐
P
values and the amount of
offset, this steady-state transfer function value can either be less than or greater than
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unity. If the wind-tunnel-predicted average 𝑐
P
value is close to zero then this can lead
to a large steady-state value owing to this term being the denominator in the transfer
function deﬁnition. Therefore this single steady-state value has a greater sensitivity to
error and thus should be regarded with caution.
The key observation is that near-unity transfer function amplitudes are seen at
frequencies up to at least 2 Hz, or reduced frequencies (based on the square-root of
vehicle frontal area) of at least 𝑘 = 0.5. This indicates that the sideglass of the vehi-
cle exhibits a quasi-steady response over the frequency range where the majority of
on-road unsteadiness is experienced. This shows that the combination of steady-state
wind tunnel tests and knowledge of the unsteady wind environment, allows an accu-
rate prediction of the surface pressures and hence transient forces that can be expected.
In some cases, such as above 2–5 Hz for Tappings 8 and 9 in Figure 4.12(a), the
transfer function decreases below unity, indicating that ﬂuctuations measured by the
probe are not translated to changes in surface pressure at the sideglass. This is con-
sistent with the fact that the reduced frequency is greater than unity and thus a quasi-
steady response can no longer be expected.
Beyond 10–20 Hz the transfer functions increase rapidly above unity. While both
the measured and quasi-steady predicted pressure ﬂuctuations continue to decrease
with frequency, there is more ﬂuctuation measured on the side glass on-road than
predicted based on the yaw ﬂuctuations seen at the probe and this is attributed to self-
excited unsteadiness. Tapping 2 is closely positioned to the door mirror and stem as-
sembly, and is therefore correspondingly more affected by the self-excited ﬂow struc-
tures being shed from the mirror. This is shown by the rapid increase in transfer func-
tion at 2 Hz. The tappings closest to the A-pillar, shown by Figure 4.12(b), appear to
show the least self-excited effects owing to their location furthest away from the mirror
wake.
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4.3.2.2 Self-Excited Effects
In order to better understand the comparative impact of both the externally-imposed
unsteadiness and self-excited unsteadiness at the various ﬂuctuation frequencies, the
behaviour of the on-road measured and quasi-steady predicted records of surface pres-
sure were assessed in two separate frequency ranges. Using Parseval’s Theorem, as
outlined by Bendat and Piersol (1993), the area under the ASD is related to the vari-
ance of the data. Thus, through a summation within a speciﬁed frequency range, the
standard deviation of the data between these limits can be determined.
This technique was used to compare the magnitude of the measured and quasi-
steady predicted ﬂuctuations in two different frequency ranges. An ASD for both the
measured and predicted surface pressure signals was calculated for each time history.
From this, the standard deviations were determined between 0.1 Hz and 10 Hz, where
the behaviour was mostly quasi-steady, and in the range between 10 Hz and 250 Hz,
where self-excited effects dominated. The results of this process are presented by Fig-
ure 4.13, showing how Tapping 8 behaves for each of the frequency ranges.
The lower frequency range response is shown by Figure 4.13(a), with each point
corresponding to an individual on-road time history. A regression line was plotted
through the points, with a guide line showing a equal ratio of on-road measured to
quasi-steady predicted unsteadiness. The gradient of this line is similar to the ampli-
tude of the transfer function, with a gradient of unity indicative of an equal measured
and simulated response, and thus quasi-steady behaviour. As expected, the behaviour
of Tapping 8 between 0.1 Hz and 10 Hz is therefore quasi-steady.
Figure 4.13(b) presents the corresponding data for the frequency band from 10 Hz
to 250 Hz, where self-excited unsteadiness takes on increasing importance compared
with externally-imposed unsteadiness. What is shown here is that the actual amount
of sideglass unsteadiness has a baseline level, dictated by self-excited unsteadiness, in
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Figure 4.13: Fluctuation of 𝑐𝑃 measured on-road against AWT quasi-steady prediction
at low and high frequencies (Tapping 8, Geometry 2 SG)
addition to the the smaller dependence on external effects.
If the unsteady aerodynamic response is represented conventionally, using an ad-
mittance or transfer function, then this is equivalent to computing the slope for a fam-
ily of plots such as those of Figure 4.13 at reduced frequency intervals, but in each case
forcing an intercept through the origin and taking the slope to the centre of the cluster
of points. This is ﬁne for cases where almost all of the unsteadiness is caused by the ex-
ternal source, for instance Figure 4.13(a), but produces misleading results where there
is a combination of sources of unsteadiness. A better representation is achieved by
separately looking at the intercept and slope of a line through the points, as outlined.
The 𝑦-axis intercept of these lines represents the level of self-excited unsteadiness
while the slope of this line represents the response of the vehicle to the externally-
imposed unsteadiness. From Figure 4.13(b), the self-excited unsteadiness a little greater
than 1% of the dynamic pressure, with a slope of 0.3, indicating that at these higher fre-
quencies around 30% of the unsteadiness predicted by a quasi-steady approach due to
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externally-imposed ﬂuctuations actually gets translated through to sideglass pressure
ﬂuctuations.
4.3.2.3 Separation of External and Self-Excited Unsteadiness
This technique can be extended by determining the slope and intercept of a number
of frequency bands to build up a ‘true’ transfer function, unconfused by the presence
of self-excited unsteadiness. Figure 4.14 shows data from Tapping 8, but comparing
the ﬂuctuation response in narrower frequency bands. Four frequency bands were
chosen, equally logarithmically spaced between 0.1 Hz and 250 Hz.
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Figure 4.14: Fluctuation of 𝑐𝑃 measured on-road against AWT quasi-steady prediction
at narrower frequency range (Tapping 8, Geometry 2 SG)
At progressively higher ﬂuctuation frequencies the gradient of the points reduces,
indicating a reduction in transfer function amplitude. Simultaneously, there is an in-
crease in the value of the 𝑦-axis intercept, as the levels of self-excited unsteadiness
increase.
Through the calculation of the gradient and the intercept, two sensitivity coefﬁ-
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cients were generated, determined through linear regression. For the general case of
a random sample of observations, the population regression line can be estimated by:
􏾦𝑦 = 𝑏􏷟 + 𝑏􏷠𝑥 (4.4)
where 𝑥 is the value of the independent variable, 􏾦𝑦 is the predicted value of the depen-
dent variable and 𝑏􏷟 and 𝑏􏷠 are the regression constant and coefﬁcient respectively.
These were determined using the standard regression formulae given by:
𝑏􏷠 =
∑𝑛𝑖=􏷠(𝑥𝑖 − ?̄?)(𝑦𝑖 − ?̄?)
∑𝑛𝑖=􏷠(𝑥𝑖 − ?̄?)
􏷡 (4.5)
𝑏􏷟 = ?̄? − 𝑏􏷠?̄? (4.6)
where ?̄? and ?̄? are the mean values of 𝑥 and 𝑦 respectively. In this case, 𝑥 is equal to
the standard deviation of the quasi-steady predicted ﬂuctuations, with 𝑦 equal to the
standard deviation of the measured pressure ﬂuctuations on-road.
The slope of the line 𝑏􏷠 represents the sensitivity of the sideglass surface pressure
response to external unsteadiness and is related to the transfer function amplitude,
deﬁning the external contribution sensitivity coefﬁcient. The 𝑦-axis intercept 𝑏􏷟 was
used to generate a coefﬁcient representing the self-excited contribution of the overall
transfer function. This was non-dimensionalised using the unsteadiness measured in
the AWT under nominally steady oncoming ﬂow conditions:
Self-excited contribution coefﬁcient =
𝑏􏷟
𝜎
AWT
(4.7)
This describes the on-road self-excited unsteadiness as a proportion of the self-excited
unsteadiness generated in the AWT.
Both of these coefﬁcients are presented in Figures 4.15–4.17 along with the conven-
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tional transfer functions for each of the sideglass pressure tappings.
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Figure 4.15: Contributions of external and self-excited unsteadiness to overall side-
glass pressure transfer functions (Mirror wake region, Geometry 2 SG)
As a general observation for all of the tappings, up until approximately 1–10 Hz,
the results from the new method and the conventional transfer function tend to agree,
particularly shown by tappings in the A-pillar vortex region in Figure 4.16. Above
this frequency, particularly in regions nearest the mirror wake (Figure 4.15) the new
method reveals that progressively less of the energy contained within the external un-
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Figure 4.16: Contributions of external and self-excited unsteadiness to overall side-
glass pressure transfer functions (A-pillar vortex region, Geometry 2 SG)
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Figure 4.17: Contributions of external and self-excited unsteadiness to overall side-
glass pressure transfer functions (Vortex reattachment region, Geometry
2 SG)
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steadiness is transmitted to unsteadiness measured on the sideglass. The method also
allows extraction of the self-excited contribution to the unsteadiness. At the lowest
frequency band, the self-excited contribution is generally negligible and this increases
progressively showing that self-excited effects begin to dominate over externally im-
posed unsteadiness above about 10 Hz. Tapping 2 is the exception, shown by Fig-
ure 4.15(a), since it is dominated by the self-excited unsteadiness close to the door
mirror, making it difﬁcult to determine the relative contributions of the unsteadiness
due to external or self-excited effects at frequencies above 1 Hz.
The region nearest the A-pillar is perhaps the most interesting, presented in Fig-
ure 4.16. This shows quasi-steady behaviour up to between 1–2 Hz, with the trans-
fer function amplitude rising above unity to about 1.2 at frequencies close to 10 Hz.
Based on the square root of vehicle frontal area 􏽮𝐴𝑓 = 1.5 m, this equates to a reduced
frequency of approximately 𝑘 = 2.6. However, for the isolated region around the A-
pillar, a more representative characteristic length would be of the order of 0.1–0.2 m,
leading to reduced frequencies of 𝑘 = 0.2–0.4. The model-scale ﬁndings of Schröck
et al. (2011) also found similar behaviour when assessing the aerodynamic side force
response with generated upstream turbulence, as shown previously by Figure 1.48(a).
Passmore and Mansor (2006) also measured a 20% increase in yaw moment across the
measured frequency range in another model-scale investigation, whereby the model
was oscillated in steady upstream ﬂow conditions.
The tappings in the vortex reattachment area, shown by Figure 4.17, tend to ex-
hibit characteristics of the nearby, upstream, tappings in the other sideglass regions,
with Tapping 17 behaving in a similar manner to Tapping 9, and Tapping 29 similar
to Tapping 20. Tapping 26 is more unusual in that it does not show a high-frequency
roll-of, rather the transfer function amplitude gradually increases with frequency.
274
4.4 Cabin Noise
4.4 Cabin Noise
To assess the cabin noise response of the vehicle to unsteady on-road ﬂow condi-
tions, a similar approach to the sideglass surface pressure investigation was used. To
overcome the additional challenges of on-road cabin noise measurements containing
acoustic content unrelated to ﬂuctuations in the oncoming ﬂow, such as noise from
the powertrain and tyres, additional approaches were introduced to capture the cabin
noise response in the most representative manner to allow a complete comparison
between the two environments. Both vehicle Geometry 1 and Geometry 2 were as-
sessed, allowing the effect of geometry modiﬁcations on the cabin noise response to
also be investigated. This determined how a relatively minor change to a signiﬁ-
cant noise-producing component affects the transient behaviour. In addition, using
a quasi-steady cabin noise simulation technique, the impact of transient cabin noise
modulations on the wind noise perception by cabin occupants was also investigated.
4.4.1 Steady State Cabin Noise Characteristics
A similar technique was used to determine the quasi-steady predicted cabin noise
response as when calculating the quasi-steady sideglass pressure response. How-
ever, there are three key differences between the pressure and cabin noise predic-
tions. Firstly, the steady-state cabin noise response of the vehicle is a function of both
ﬂow speed and yaw angle. Conversely, the 𝑐
P
characteristics are functions of yaw an-
gle alone, since the 𝑐
P
deﬁnition accounts for the variations in dynamic pressure with
changes in ﬂow speed. Therefore steady-state characteristics dependent on both ﬂow
speed and yaw angle were used.
Secondly, the cabin noise response varies depending on the speciﬁc frequency of
the cabin noise considered. For instance, it is likely that the speciﬁc frequency of noise
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generated by the mirror stem will vary at yaw to a different extent to the noise gen-
erated by the windscreen wipers. This is because the ﬂow is likely to separate by dif-
fering amounts at yaw for each of the geometry components. It is important to clarify
here the difference between the ﬂuctuation frequencies related to the cabin noise mod-
ulations (between approximately 0.1–250 Hz) and the frequency bands of the cabin
noise itself (presented here above 800 Hz). In this work, the lower-frequency ﬂuctua-
tions of the higher-frequency noise-generating pressure ﬂuctuations were considered
and how they are affected by oncoming ﬂow unsteadiness. The behaviour of each
individual third-octave characteristic against that of the overall SPL characteristic is
discussed later on in this section, but to fully capture the individual response of the
various frequency bands, a number third-octave band characteristics were considered.
Finally, since the cabin noise is made up of various sources, including non-aeroacoustic
sources on-road, the assessment of the cabin noise response over the entire cabin noise
spectrum was not possible, since the quasi-steady predicted cabin noise was only able
to predict the steady-state response of the wind noise component of the overall cabin
noise. Therefore, cabin noise response of a range of frequency bands was explored, al-
though the main focus was of cabin noise frequencies strongly related to wind noise,
as identiﬁed previously in Figure 3.26.
Some example third-octave cabin noise characteristics as obtained in the Pinin-
farina AWT are presented in Figure 4.18. These show how the different cabin noise
frequency bands respond to variations in ﬂow speed and yaw.
These are a compound surface of the yaw and ﬂow speed cabin noise character-
istics determined in the AWT, similar to those shown in Figures 3.17(a) and 3.13(b)
respectively. In producing the surface, multiple yaw sweeps and a zero-yaw speed
sweep were combined to produce an overall surface.
In generating a cabin noise versus ﬂow speed characteristic in the AWT, the cabin
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Figure 4.18: Vehicle Geometry 1 AWT cabin noise third-octave characteristics
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noise was measured at a series of discrete ﬂow speeds at zero yaw. When interrogating
this characteristic, linear interpolation was used to determine the level of cabin noise
at a particular ﬂow speed. However, as demonstrated previously, the physical link
between the ﬂow speed and cabin noise is not linear but logarithmic. Figure 4.19 shows
the overall linearly interpolated cabin noise characteristic in addition to a comparison
of the linear approximation and true logarithmic behaviour of the measured overall
cabin noise at zero yaw.
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Figure 4.19: Vehicle Geometry 1 AWT cabin noise characteristic
To calculate the logarithmic relationship, the power law between adjacent mea-
sured points was determined. These were then averaged to capture the overall power
relationship relative to 𝑢
Ref
, the ﬂow speed measured at the probe with the tunnel run-
ning at a nominal velocity of 100 kph (27.78 ms
−􏷠
), described by:
𝐿(𝑢) = 𝐿(𝑢
Ref
) + 10 log
⎛
⎜
⎝
𝑢
𝑢
Ref
⎞
⎟
⎠
􏷤.􏷤􏷟
(4.8)
The percentage error, deﬁned as the percentage error relative to the logarithmic power
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law, between the linear approximation and the logarithmic relationship is also plotted
by Figure 4.19. This shows that the error is generally below 0.001% for the range of
ﬂow speeds tested. For comparison, 0.001% of 70 dB(A) is of the order of 0.001 dB(A),
well within the measurement error of the apparatus, therefore indicating that the linear
approximation of the ﬂow speed and cabin noise relationship is satisfactory.
4.4.2 Assessment of the Frequency Response
4.4.2.1 Linearised Transfer Functions
A similar approach to the surface pressure data was taken for the cabin noise data.
In generating the steady-state predicted cabin noise ﬂuctuations, the AWT-predicted
cabin noise characteristic for each individual third-octave band was used to determine
the cabin noise ﬂuctuation for that particular band for a given on-road measured on-
coming ﬂow ﬂuctuation. The result of this process is shown in Figure 4.20, where a
short example of an on-road time history is used to compare the measured cabin noise
and the quasi-steady predicted cabin noise for the 4 kHz third-octave frequency band
for the Geometry 1 vehicle.
For this data, it is shown that the predictive technique captures the overall shape
of the measured time-history well, predicting the overall level and size of the larger
ﬂuctuations with relative accuracy. This indicates that not only does the predictive
model work well, but also that the longer ﬂuctuations in the measured cabin noise
are indeed due to variations in the oncoming ﬂow as measured by the roof-mounted
probe. The most signiﬁcant difference between the two signals is the level of higher-
frequency content present in the measured on-road cabin noise, which is not present
in the quasi-steady prediction. This indicates that there is a level of high-frequency
ﬂuctuations heard inside the cabin not due to ﬂuctuations in the oncoming ﬂow.
To further investigate this, the transfer function approach was continued, with the
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Figure 4.20: Temporal comparison between cabin noise measured on-road and quasi-
steady predicted from steady wind tunnel (4000 Hz, Geometry 1)
appropriate spectral densities of the two signals determined using the complete set
of on-road measured time-histories for the Geometry 1 vehicle. Figure 4.21(a) shows
the cross-spectral density (CSD) of the measured and simulated traces 𝐺𝑆𝑀(𝑓) and the
autospectral density (ASD) of the simulated traces 𝐺𝑆𝑆(𝑓). Recall that these act as pre-
cursors to the overall transfer function, which is a quotient of the CSD and ASD, with
the transfer function for a selection of third-octave bands presented by Figure 4.21(b).
The third-octave bands chosen comprise two different sets of sources. The 800 Hz
band, as shown previously, is dominated by road noise emanating from the contact of
the tyres on the road surface. Therefore whilst this band does contain some aeroacous-
tic content, the ﬂuctuations of this frequency band are primarily due to changes in the
road surface, rather than ﬂuctuations in the oncoming ﬂow conditions. Conversely,
the 4, 6.3 and 8 kHz bands are dominated by wind noise sources.
For each of these wind-noise dominated bands, the magnitude of the transfer func-
tion up to approximately 5 Hz remains close to unity, indicating quasi-steady be-
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Figure 4.21: Transfer functions between quasi-steady predicted and on-road measured
cabin noise, based on steady AWT characteristics (Geometry 1)
haviour. Above this frequency, the transfer function magnitudes rises rapidly. This is
also shown speciﬁcally for the 4 kHz third-octave band spectra in Figure 4.21(a), where
the higher frequency deviation indicates that there was an increase high-frequency en-
ergy contained within the measured cabin noise signal.
The road-noise dominated 800 Hz band behaves differently to the wind noise dom-
inated bands at lower frequencies, in that the lowest frequency point is greater than
unity, indicating that the steady-state SPL is greater on-road than predicted in the
AWT. This has been shown previously to be the case when comparing the time-averaged
SPL between on-road and in the AWT in the previous chapter, speciﬁcally in Fig-
ure 3.26, where this difference is due to the road noise not present in the AWT. At
subsequently higher frequencies, the transfer function magnitude drops below unity,
indicating a reduced level of 800 Hz ﬂuctuations heard in the cabin than predicted
from the oncoming ﬂow unsteadiness. This is due to aeroacoustic ﬂuctuations being
masked by the dominant road noise as heard inside the cabin.
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As with the sideglass surface pressure ﬂuctuations, the cabin noise ﬂuctuations
heard inside the vehicle are not solely due to ﬂuctuations in the oncoming ﬂow. Self-
excited unsteadiness from the various vehicle geometry scales, ranging from the bluff
body of the vehicle itself to the smaller components such as the door mirrors and wind-
screen wipers lead to an ensemble of scales and ﬂuctuation frequencies. These self-
excited effects lead to ﬂuctuations of the various cabin noise frequency bands and are
ultimately the cause of having to record the cabin noise in the AWT for a period of
time before averaging to determine the SPL at a given vehicle condition. These ﬂuc-
tuations are removed during this averaging process and thus are not captured by the
AWT determined steady-state cabin noise characteristic.
A rudimentary assessment of the minimum frequency that would be affected by
these self-excited effects can be determined using the Strouhl number. By assuming
St = 0.21, the nominal ﬂow speed as 𝑢 = 36.1 ms−􏷠 and a maximum characteristic
length of the square-root of vehicle frontal area, where 𝐴𝑓 = 2.33 m􏷡 , leads to a mini-
mum self-excited ﬂuctuation frequency of approximately 5 Hz as shown by:
𝑓 =
St ⋅𝑢
􏽮𝐴𝑓
= 5 Hz (4.9)
This appears consistent with the rapid rise in transfer function magnitude as shown by
Figure 4.21(b). Therefore, the transfer functions contain both self-excited content and
the content relating to the response of the vehicle to unsteadiness in the onset ﬂow.
This makes it difﬁcult to assess solely the response to the unsteady oncoming ﬂow
conditions isolated from the self-excited unsteadiness of the vehicle. Thus to be able
to assess the response of the vehicle to unsteadiness in the oncoming ﬂow alone, an
alternative approach was required that allows for the self-excited effects to be captured
and removed from the overall transfer function.
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4.4.2.2 Broadband Modulation Approach
The previous linearised technique involves modulating the time-averaged cabin noise
according to the characteristics measured in the AWT and comparing this to the time-
varying cabin noise measured on-road. Thus the self-excited content is present in the
on-road data, whilst it is removed during the time-averaging operation in the AWT.
This is equivalent to taking a time history of a constant level, determined in the AWT
at a zero yaw, nominal ﬂow speed condition, and increasing or decreasing this level
based on the steady AWT characteristic of Figure 4.19(a). This process is shown by
Figure 4.22.
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Figure 4.22: Cabin noise simulation using time-averaged characteristic alone
If instead of using the time-averaged SPL determined in the AWT, the time-varying
SPL signal, as recorded in the AWT, was used and modulated according to the AWT
characteristic as before, this allows the self-excited frequency content to be captured
in addition to the response due to oncoming ﬂow unsteadiness. These self-excited
effects are then included in both the on-road measured and quasi-steady predicted
cabin noise signals, allowing these effects to be ‘cancelled out’ in calculating the trans-
fer function. This process is shown in Figure 4.23.
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Figure 4.23: Cabin noise simulation through modulation of the time-variant cabin
noise
The key difference between this technique and the previous using the time-averaged
characteristic alone, is that the characteristic is used to determine the increase in SPL
from the SPL measured in the nominal zero yaw, 36.1 ms
−􏷠
vehicle speed condition.
This signal is then used to modulate the overall level of the cabin noise recorded in
the AWT under these nominal conditions. This technique is analogous to amplitude
modulation in radio transmission.
The modulation was completed using a C-language routine which read in the nom-
inal AWT cabin noise as a Wave (*.wav) ﬁle and modulated the signal according to the
steady-state characteristic response to yaw and ﬂow speed as measured in the AWT.
Linear interpolation was used to upscale the sampling frequency of the measured ﬂow
data to match that of the audio data. A new Wave ﬁle was then produced and pro-
cessed in an identical manner to the on-road measured cabin noise ﬁles, allowing the
third-octave frequency bands of SPL to be extracted. A convenient by-product of this
approach is that an audio ﬁle of the simulated wind noise is produced, allowing sub-
jective listening studies to take place on various wind conditions and vehicle charac-
teristics. This was exploited later in Section 4.5.
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Figure 4.24 shows the results obtained using the broadband modulation approach,
using an example time history to compare the signals in the time domain. The same
four third-octave frequency bands are presented in Figures 4.24(a) – 4.24(d) for a Ge-
ometry 1 vehicle. For each graph, the on-road measured and quasi-steady wind tunnel
predicted cabin noise time histories for each third-octave frequency band are presented
and compared against the measured overall cabin noise SPL.
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Figure 4.24: Temporal comparison of broadband simulated and measured cabin noise
(Geometry 1)
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The example history was selected particularly due to the clearly identiﬁable change
in road surface occurring after approximately eleven seconds, where the vehicle tran-
sitions between a coarser road surface to a quieter, smoother surface. As previously
shown, the 800 Hz third-octave band is dominated by road noise and this is shown by
Figure 4.24(a). Comparing the overall SPL with the on-road measured 800 Hz band,
the road surface transition is clearly identiﬁable. Since the road noise is independent
of the oncoming ﬂow conditions (and indeed unrelated to the wind noise contribution
to the overall cabin noise), this transition is not captured by the simulated cabin noise.
From Figure 4.24(a), the predicted wind noise SPL is between 10–15 dB below the
measured cabin noise SPL for this frequency band. From Section 1.3.5.1, Helfer and
Wiedemann (2006) noted that as a rule-of-thumb, AWT background noise should be
around 10 dB below the wind noise levels of interest. This ensures that the tunnel
background noise is insigniﬁcant compared to the measured wind noise of the vehi-
cle. In the same vein, since the difference between the measured and predicted 800 Hz
third-octave cabin noise is of the same order of magnitude owing to the road noise
contribution in the measured cabin noise, it may be argued that the wind noise ﬂuctu-
ations in this band will be well masked and unlikely to be perceived by the occupants
of the vehicle.
For the wind noise dominated frequency bands, presented by Figures 4.24(b) –
4.24(d), the correlations between the measured and predicted signals is much stronger.
From a rudimentary temporal comparison of an example time history, it appears that
both the higher and lower frequency content is captured well by the AWT quasi-steady
predicted method.
The previous process took the AWT characteristics for each third-octave band and
predicted how each band would ﬂuctuate based on the oncoming ﬂow conditions.
This broadband technique uses the overall SPL characteristic and modulates the nom-
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inal cabin noise signal without differentiating between the various third-octave fre-
quency bands.
An advantage of the broadband approach is that it is relatively simple to imple-
ment, with all processing taking place in the time domain. Therefore the modulation of
the sound ﬁle can be completed instantaneously, with no delays in processing. Whilst
this is not necessarily an advantage speciﬁcally when assessing the response of the
vehicle in the context of this thesis, it would be an advantage when instantaneously
generating wind noise for use in, for example, a driving simulator. This would allow
the wind noise to be simulated based on the deterministic input of a driver based on
a vehicle speed or location (and hence wind condition) input.
However, the fundamental disadvantage of a broadband technique is that it as-
sumes a consistent response over the entire acoustic frequency range. To assess the
validity of this technique in capturing the behaviour of the key wind noise third-octave
frequency bands, the variation of these bands was compared against the overall SPL
as both the ﬂow speed and yaw angle was varied in the AWT. An equal SPL increase
of both a third-octave band and the overall SPL would imply that the broadband mod-
ulation technique models that particular band well. If the increase in SPL is different,
then this band will experience either an over or under ampliﬁcation with the broad-
band technique. The results of this process are presented, with Figure 4.25 showing
the relationship between a number of key third-octave bands and the overall SPL as
the ﬂow speed is increased in the Pininfarina AWT. The diagonal gridlines indicate an
equal overall SPL to third-octave ratio.
The same four key third-octave bands are shown as in Figure 4.21 when presenting
the transfer functions using the previous technique. For variations in ﬂow speed as
shown by Figure 4.25, the 800 Hz third-octave band shows an equal increase in SPL to
the overall level increase. However, as demonstrated previously, this frequency band
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Figure 4.25: Comparison between third-octave and overall SPL under changes to re-
sultant ﬂow speed in AWT (Geometry 1)
tends to be less signiﬁcant to an occupant’s perception of wind noise on-road as this
frequency band is dominated by road noise. The higher frequency third-octave bands
show an increased sensitivity to ﬂow speed, where the vehicle responds more greatly
to changes in ﬂow speed at these higher frequencies than the overall SPL. Therefore a
broadband modulation technique will tend to underestimate modulations of sounds
at these higher frequencies.
An alternative method to determine the behaviour of the third-octave bands against
that of the overall level is the comparison on the source index of particular frequency
bands, previously shown by Figure 3.14. Bands with a source index of greater than the
overall index of 5.5 will tend to show an under-prediction of their modulation, with
source indices of below 5.5 showing an over-prediction. However, since ﬂow speed
increases over a vehicle generally show a broadband increase in aeroacoustic noise,
the behaviour of the various third-octave bands is closely related to the overall SPL
increase.
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Figure 4.26 assesses this behaviour with changes in oncoming ﬂow yaw angle. Ow-
ing to the different ﬂow regimes occurring on a particular side of the vehicle at yaw,
the response to changes in yaw angle will be different under both positive and nega-
tive yaw angles.
At increasing negative yaw angle, shown by Figure 4.26(a), the response of the
vehicle is similar to changes in ﬂow speed, albeit with a smaller range of SPL. At neg-
ative yaw, the side of the vehicle adjacent to the LHLE acoustic head channel is in a
leeward condition. Each of the three high-frequency third-octave bands thus will be
slightly under-represented by the broadband modulation technique, with the 4 kHz
band being the most signiﬁcantly under-represented.
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Figure 4.26: Comparison between third-octave and overall SPL under changes to yaw
angle in AWT (Geometry 1)
Under positive, windward, conditions there is less of a deﬁned relationship be-
tween the third-octave bands and the overall SPL, indicting that there is less effect
in variations at positive yaw compared to under negative yaw conditions. However,
there is still a generally consistent relationship between overall SPL and the various
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third-octave bands presented. Both the 800 Hz and 8 kHz bands behave in a simi-
lar manner under negative yaw conditions, whereas the 6.3 kHz band will be slightly
over-represented by the broadband modulation technique, with SPL changes in the
overall level being greater than for the third-octave band.
The most signiﬁcant difference in behaviour occurring under positive yaw an-
gle conditions is with the 4 kHz third-octave band. As the vehicle is yawed within
this range, changes occurring in the overall SPL of the vehicle are not reproduced
by this band, which remains relatively constant. A broadband modulation approach
with therefore signiﬁcantly over-estimate the level of ﬂuctuations occurring in this
frequency band for this range of ﬂow conditions.
Whilst the focus has been on cases where it is imperfect, overall the broadband
modulation approach captures the behaviour of the third-octave frequency bands well.
There is a general trend towards under-estimation of the key wind noise dominated
third-octave frequency bands, and this is most likely to occur when the oncoming ﬂow
in dominated by changes in ﬂow speed or within the negative yaw angle range. For
ﬂuctuations in ﬂow in the positive yaw angle range, these bands are more likely to
over-predicted, particularly for the 4 kHz third-octave band.
However, to fully compare the cabin noise response of the vehicle to oncoming
ﬂow unsteadiness, the transfer function𝐻(𝑓)was calculated, allowing a comparison of
the magnitudes of the measured and quasi-steady predicted signal to be determined at
the range of ﬂuctuations frequencies, thereby assessing the validity of the quasi-steady
environment in capturing the response to oncoming ﬂow unsteadiness. Figure 4.27
shows the result of this process, with each of the four third-octave frequency bands
presented.
The transfer function resulting from the broadband modulation technique of Fig-
ure 4.27 appears to be quite different from that based on the instantaneous AWT char-
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Figure 4.27: Transfer functions between quasi-steady predicted and on-road measured
cabin noise, using broadband modulation simulation technique (Geome-
try 1)
acteristic method presented by Figure 4.21(b). To compare these transfer functions
more closely, and to explain the different features, the transfer functions are divided
into three key sections:
‘Steady-State’ Lowest Frequency Point: The ﬁrst, lowest frequency points on the trans-
fer functions of both the linearised and broadband techniques relates to the time-
averaged cabin noise ratio between the measured on-road data and the wind
tunnel data. Since the transfer function is a ratio of the on-road data divided by
the wind tunnel simulated data, the 800 Hz frequency band, dominated by road
noise, is signiﬁcantly greater than unity. The wind noise dominated higher-
frequency third-octave bands are much closer to unity, since the time-averaged
cabin noise content in these frequency bands is similar between the two envi-
ronments. Since the two simulation techniques do not generally affect the time-
averaged cabin noise, this ‘steady-state’ point is approximately the same for both
transfer functions of Figure 4.21(b) and Figure 4.27(a).
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Low-Frequency Content (𝑓 < 2 Hz): As previously shown by Figure 4.21(b), the trans-
fer function amplitude of the non-broadband modulated technique was very
close to unity up to approximately 2–5 Hz for the wind noise dominated high-
frequency content. However, for the broadband modulated technique, the trans-
fer function amplitude was up to 20% higher, indicating a greater amplitude of
cabin noise ﬂuctuations measured on-road than predicted using the broadband
simulation technique.
The same transfer functions are presented in Figure 4.27(b), with a dB scale rel-
ative to the steady-state SPL as measured in the AWT. This is perhaps a more
natural method of presenting ratios of SPL measured in dB. From this, it can
be seen that a 20% increase in transfer function magnitude relates to an ap-
proximate increase in SPL of 5 dB. The greater-than-unity transfer function is
expected from the broadband modulation technique itself. Figure 4.25 shows
that the higher frequency third-octave bands show an increased sensitivity to
changes in oncoming ﬂow speed since the noise within these higher third-octave
bands responds more strongly to changes in ﬂow veloicty, over that of the over-
all SPL. This resulted in the broadband modulation technique under-predicting
the simulated cabin noise. The transfer function method used to compare both
the measured and quasi-steady predicted cabin noise is the quotient of the mea-
sured over the predicted signals. Therefore, under-estimation of the predicted
cabin noise leads to an increase in the transfer function amplitude.
Since the resulting transfer function amplitude is correspondingly greater, this
effect is clearer with the higher frequency 6300 Hz and 8000 Hz bands, which
in turn showed greater sensitivity in Figure 4.25 than the 4000 Hz band. This
does not explain the low-frequency peak in the 4000 Hz transfer function, al-
though this is likely to be due to non-linear yaw angle effects affecting each
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third-octave frequency band differently when faced with a particular set of on-
coming on-road ﬂow conditions. This is shown by Figure 4.26(b), where the
behaviour of the 4000 Hz band under positive yaw angles is signiﬁcantly differ-
ent when under negative yaw angle conditions. The 800 Hz road noise band is
comparatively unchanged between simulation techniques.
Since the transfer function amplitudes are relatively constant in the low-frequency
range, it is likely that this recorded deviation from quasi-steady behaviour was
due to the broadband prediction technique rather than the response of the vehi-
cle, which is likely to remain quasi-steady for the wind noise dominated cabin
noise content.
High-Frequency Content (𝑓 > 2 Hz): As expected, the most signiﬁcant difference in
the transfer functions between the broadband modulation technique and the lin-
earised AWT characteristic method occurs for the higher modulation frequen-
cies (> 5 Hz). The previous self-excited effects were removed and the expected
progressively decreasing transfer function amplitude is present at ﬂuctuation
frequencies greater than 2–5 Hz. As stated previously, at these higher frequen-
cies the magnitude of the transfer functions gradually decreases as the smaller
ﬂuctuations of the oncoming ﬂow unsteadiness have a progressively reduced
impact on ﬂuctuations in noise as heard inside the cabin. By 250 Hz, the decrease
in transfer function amplitude had decreased by 10 dB, indicating ﬂuctuations
that would be barely perceived in the cabin.
4.4.2.3 Third-Octave Modulation Approach
A third-octave modulation approach was developed, building on both the linearised
transfer function and broadband modulation methods. To recall, the linearised ap-
proach allowed linear transfer function techniques to be used when assessing the in-
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herently non-linear response of the cabin noise to changes in yaw angle, with the
broadband modulation technique separating the response of the vehicle to external
unsteadiness from that of self-excited content. Whilst the broadband modulation tech-
nique was able to capture the key features of the vehicle response, including the trans-
fer function roll-off at frequencies greater than 2 Hz and the ﬂat response at frequencies
below this, transfer functions greater than unity were found to exist at low frequencies
as an artefact of the broadband technique.
With the third-octave modulation technique, instead of using the overall cabin
noise characteristic to generate the quasi-steady predicted cabin noise response, the
third-octave characteristics were used. This allowed the individual sensitivity of each
third-octave band to ﬂow speed and yaw to be captured with greater accuracy, thereby
removing the artiﬁcial increase in transfer function amplitude due to the broadband
quasi-steady simulation technique. This therefore has the potential for allowing a
clearer picture of the true vehicle response to unsteady external ﬂuctuations, without
being coloured by either self-excited effects or artefacts of the analysis process.
The third-octave modulation simulation process is outlined in Figure 4.28. Firstly,
the baseline cabin noise recorded in the AWT at zero yaw and at 36.1 ms
−􏷠
was ﬁltered
into separate third-octave bands using sixth-order ﬁlters as speciﬁed by the standard
ANSI/ASA S1.11-2004 (2004). These ﬁltered bands were then modulated based on the
on road conditions and the steady state dependence of that third octave band on yaw
and ﬂow speed as determined from the AWT, in exactly the same manner as with the
previous broadband modulation approach. Finally, each of the individual bands were
then recombined to produce the overall quasi-steady cabin noise simulation. This was
then processed in the same way as the on-road measured data, allowing the compar-
ative transfer functions to be generated.
Figure 4.29 shows the results obtained using the third-octave modulation approach
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Figure 4.28: Cabin noise  simulation through third-octave modulation of  the  time-
variant cabin noise
and comparing these against the measured on-road data. The same example time his-
tory was used as when comparing the results of the broadband modulation approach
in Figure 4.24. Here, the two wind-noise dominated bands centred about 6300 Hz and
8000 Hz are presented.
Overall, the third-octave modulation technique showed excellent correlation with
that of the measured cabin noise. Whilst there is a sight shift in the absolute levels be-
tween the simulated and measured signals for the 6300 Hz band in Figure 4.29(a), both
the higher and lower frequency content appears to be very well captured. In particular,
the 8000 Hz band simulation is practically indistinguishable from the measured signal
in the time domain. When comparing the results of the third-octave simulation with
the previous equivalent broadband comparison of Figures 4.24(c) and 4.24(d), it can be
seen that the measured amplitude ﬂuctuations are captured more accurately than in
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Figure 4.29: Temporal  comparison  of  third-octave  simulated  and  measured  cabin
noise (Geometry 1)
the third-octave simulation. This indicated that, in the time domain, the third-octave
technique more accurately captured the quasi-steady predicted cabin noise response
of the vehicle than that of the broadband approach.
For a more comprehensive analysis of the nature of the vehicle response, transfer
functions were once again used to compare the measured signals with those predicted
using the quasi-steady technique. As before, the transfer function was deﬁned as a ra-
tio comparing the measured to the quasi-steady predicted cabin noise signals. There-
fore, a transfer function amplitude of less than unity indicates a reduced response
measured on-road than predicted using the steady conditions of the AWT. An ampli-
tude of greater than unity indicates an increased response on-road, with amplitudes
of unity indicative of a quasi-steady response.
The resulting transfer functions generated using the third-octave modulation pro-
cess are shown by Figure 4.30, focussing on three key wind noise frequency bands as
previously presented. As with the broadband technique, the transfer function ampli-
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tudes are shown both linearly as well as logarithmically using the SPL measured in
the AWT as a reference.
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Figure 4.30: Transfer functions between quasi-steady predicted and on-road measured
cabin noise, using third-octave modulation simulation technique (Geom-
etry 1)
Since the third-octave modulation technique made no signiﬁcant modiﬁcations to
either the average on-road measured or the steady-state AWT overall SPL, the ini-
tial steady-state frequency point is relatively unchanged from the equivalent points
on both the linearised or broadband modulations approaches. The slight decrease in
transfer function amplitude at this point was due to an increase in average levels of
each of the third-octave bands by the simulation technique when compared to the
frequency-averaged broadband approach.
Up to 2 Hz, the transfer function amplitude for the 6300 Hz and 8000 Hz frequency
bands remains at a fairly constant level, 2 dB below the SPL as measured in the AWT,
providing strong evidence of the quasi-steady cabin noise response of the vehicle for
frequencies up to 2 Hz. The 2 dB level reduction suggests that the third-octave mod-
ulation approach tends to over-estimate the amplitude of the cabin noise ﬂuctuations,
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albeit to less of an extent than the broadband under-estimation, which resulted in
transfer function amplitude increases of the order of 5 dB. A slight overestimation
of the quasi-steady predicted ﬂuctuations may be expected, owing to the additional
on-road sound sources masking the full extent of the unsteadiness-driven ﬂuctuations.
With an increase in cabin noise frequency, aeroacoustic sources increasingly dominate
over the powertrain and road noise contributions, as shown by Figure 3.26. This may
therefore explain the increase in transfer function amplitude for the 8000 Hz frequency
band over the 6300 Hz band.
As with the previous broadband technique, the 4000 Hz band deviates in behaviour
to that of the 6300 Hz and 8000 Hz bands. Whilst the broadband and third-octave mod-
ulation techniques attempted to remove the self-excited content from the cabin noise
response, the techniques assumes an equal level of content on-road as in the wind
tunnel. The difference in noise generation between the two environments may stem
from a break up of any coherent, tonal vortex shedding from the probe on-road ow-
ing to the increased levels of free-stream turbulence. This increased response under
steady conditions would lead to reduced transfer function amplitudes and may be the
reason why the 4000 Hz band for both vehicles is lower than expected. Therefore it ap-
pears that the anomalous 4000 Hz behaviour was due to ﬂow measurement apparatus,
rather than due to the vehicle geometry itself.
The transfer function amplitudes shown in Figure 4.30 at the highest, 250 Hz, mod-
ulation frequency are identical to those calculated for the broadband modulation tech-
nique of Figure 4.27, implying that the reﬁned third-octave technique only affected the
lower frequency content, dominated by the large-scale unsteadiness on-road. At these
lower frequencies the range of yaw angle and ﬂow speed deviations experienced on-
road was greater, where there is greater differentiation between the behaviour of each
of the individual third-octave steady-state characteristics. Conversely, for the much
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smaller deviations from the mean ﬂow at higher frequencies, the overall SPL char-
acteristic captures the response well. At progressively higher frequencies the roll-off
appears less severe than for the case of the broadband technique, shown in Figure 4.27.
This is a function of the artiﬁcially increased transfer function amplitude of the broad-
band technique at the lower ﬂuctuation frequencies, as opposed to a change in the
behaviour of the higher frequency content.
To further investigate the transfer function amplitude at frequencies below 5 Hz,
the standard deviations of both the on-road measured and quasi-steady predicted
cabin noise samples for each time history were compared. The same two low-frequency
bands as previously investigated when assessing the surface pressure response in Sec-
tion 4.3.2.3 were assessed, spanning the quasi-steady response region. The two ﬂuc-
tuation frequency ranges are presented, with the frequency range between 0.1–0.7 Hz
shown by Figure 4.31(a) and the range between 0.7–5.0 Hz shown by Figure 4.31(b).
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Figure 4.31: Standard  deviation  of  quasi-steady  predicted  and  on-road  measured
cabin noise ﬂuctuations, using third-octave modulation simulation tech-
nique (Geometry 1)
As from the surface pressure investigation, the regression coefﬁcient (slope) through
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the points is analogous to the amplitude of the transfer function, with the regression
constant (𝑦-axis intercept) related to a baseline level of unsteadiness present on-road
but not in the averaged steady-state response. In the case of the surface pressure re-
sponse, the baseline unsteadiness was linked to self-excited unsteadiness. In the case
of cabin noise modulation techniques, the majority of any self-excited effects were ac-
counted for. Therefore it is more likely that any baseline level of unsteadiness was due
to cabin noise ﬂuctuations uncorrelated to the oncoming ﬂow and due to other acous-
tic ﬂuctuations, such as variations in powertrain noise and changes in road surface.
The response for both frequency bands was similar, with each of the third-octave
frequency bands showing a clear relationship between the predicted and measured
unsteady cabin noise ﬂuctuations. The regression lines plotted through the data points,
each of which represents an individual record, show gradients of less than unity, cor-
roborating with the equivalent below-unity transfer function amplitudes.
This suggests a reduced response on-road than predicted by quasi-steady theory.
However, based on the consistency of response up to 2–5 Hz, combined with the range
of additional uncorrelated inputs, such as other noise sources present on-road, it can
be assumed that the vehicle cabin noise response remained quasi-steady up to fre-
quencies between 2–5 Hz. At frequencies greater than this, the progressive decrease
in vehicle response indicated that the smaller-scale unsteady ﬂuctuations on-road have
a correspondingly reduced impact on noise measured inside the cabin.
With the majority of unsteady energy on-road occurring below the quasi-steady
boundary of 2–5 Hz, this allows the use of quasi-steady techniques to be used in the
development of a vehicle in practise. Therefore, this indicates that the behaviour of a
vehicle as assessed using steady-state techniques is likely to be sufﬁcient in determin-
ing the front sideglass-dominated cabin noise performance as measured on-road.
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4.5 A Subjective Assessment of Simulated Cabin Noise
A useful byproduct of the simulation techniques used to assess the cabin noise re-
sponse of a vehicle to unsteady ﬂow conditions is that it provided simulated cabin
noise that can be listened to and subjectively assessed. Simulated cabin noise pro-
duced using this technique provides an accurate representation of the aeroacoustic
content of a vehicle’s cabin noise on-road if the response of the vehicle is quasi-steady.
This technique was used to subjectively assess various features of aeroacoustic
cabin noise including changes to the sensitivity of cabin noise to yaw angle, the ef-
fect of overall shifts in sound pressure level and how changes in ﬂuctuation frequency
were perceived.
As demonstrated throughout this thesis, the sound pressure level of cabin noise
ﬂuctuates with changes in both oncoming ﬂow speed and yaw angle. This study fo-
cussed only on the sensitivity of the cabin noise to yaw angle variations, since changes
in vehicle geometry predominantly affect this response, whereas the ﬂow speed sen-
sitivity of a vehicle is primarily driven by the dipole-dominated aeroacoustic mecha-
nisms that do not change signiﬁcantly between vehicles with similar sealing.
The steady yaw sensitivity characteristics were chosen based on early, preliminary
work in the Ford wind tunnel using a Geometry 1 vehicle, showing a relatively coarse
yaw resolution. The characteristics were also based on the average dB cabin noise
response to yaw.
The on-road yaw ﬂuctuation data was an 8 second extract of data collected during
a period of strong winds. The yaw angle is predominantly negative and shows charac-
teristics of gusting, particularly between 4 and 6 seconds, and is shown in Figure 4.32.
Using the same broadband modulation technique as described in Section 4.4.2.2,
the yaw time history was combined with various cabin noise characteristics to generate
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Figure 4.32: Yaw time history 20090619bHist3,8-16s used in subjective assessment
a simulated cabin noise time history. A number of different characteristics were used
to subjectively assess the following effects:
1. The effect of yaw sensitivity, for instance when making a geometry change to a
vehicle.
2. The effect of an increase in sound pressure level, determining the relative im-
portance of yaw sensitivity to an overall level increase.
3. The effect of different modulation frequencies, as a result of different wind con-
ditions, on how a vehicle with a particular yaw sensitivity may be perceived.
4.5.1 Generation of Cabin Noise Simulations
The characteristics and methods used to generate the various example cabin noise
time histories are described in the following sections. Each sound is denoted by its
shortened ﬁle name.
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4.5.1.1 Effect of Yaw Sensitivity
YawSens0
This characteristic, shown by Figure 4.33(a), was based on the cabin noise SPL
characteristic as obtained in the Ford AWT using a Geometry 1 vehicle. This was sim-
pliﬁed to give a symmetric response to yaw, with linear interpolation used between
each of the discrete measured yaw angles. The same characteristic was used for both
the LHLE and LHRE channels, modulating the individual left and right binaural chan-
nels as as recorded in the AWT. Characteristics unique to each channel could obviously
be used and indeed were in the various simulation techniques of Section 4.4. The ide-
alised characteristic is presented with SPL values normalised relative to those at𝜓 = 0.
When combined with the example on-road yaw trace, this results in the normalised
SPL time history shown by Figure 4.33(b).
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Figure 4.33: YawSens0 characteristic and simulated time history
YawSens1
By modifying the YawSens0 characteristic so that there was a smaller increase in
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SPL over the range of yaw angles, a vehicle with a less sensitive response to yaw can
be imitated, as shown by Figure 4.34(a). As shown by the time history of normalised
SPL in Figure 4.34(b), this demonstrates similar modulation behaviour to YawSens0
but with a smaller amplitude range. The comparison of YawSens0 and YawSens1 al-
lows a systematic evaluation of the importance of the level of yaw sensitivity alone to
customer perception.
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Figure 4.34: YawSens1 characteristic and simulated time history
4.5.1.2 Effect of an Increase in Level
Two characteristics were included that have the same sensitivity to yaw as YawSens0
and YawSens1 respectively, but with an increased overall SPL. This allows a compari-
son to be made between the effects of increased modulation amplitude versus that of
an absolute SPL increase.
YawSens0Plus
YawSens0Plus has the same sensitivity as YawSens0 with an increased SPL. The
average SPL of YawSens0was added to the entire characteristic, resulting in a doubling
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of the average SPL, whilst keeping the standard deviation the same. The characteristic
is shown by Figure 4.35(a), with the resulting time history shown by Figure 4.35(b).
This graphically shows the shift in SPL, whilst keeping the level of modulation the
same as Figure 4.33(b).
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Figure 4.35: YawSens0Plus characteristic and simulated time history
YawSens1Plus
YawSens1Plus has the same overall SPL increase as YawSens0Plus, whilst keep-
ing the yaw sensitivity the same as that in YawSens1. Since this sensitivity is less than
YawSens0, this allows a comparison of customer perception between the effect of mod-
ulation and overall SPL. Both the characteristic and resulting time history are shown
by Figure 4.36.
4.5.1.3 Effect of Modulation Frequency
To assess the sensitivity of a customer to different modulation frequencies, two simu-
lated sounds were created both using the YawSens0 characteristic. A change in mod-
ulation frequency is equivalent to a vehicle experiencing different wind conditions
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Figure 4.36: YawSens1Plus characteristic and simulated time history
whilst traversing the on-road environment. The same time history was used as with
all previous characteristics, yet either stretched or compressed to vary the modulation
frequency.
YawSens0Stretched
For this simulation, instead of 20090619bHist3,8-16s being used to modulate the
YawSens0 characteristic, a 4 s section was used: 20090619bHist3,12-16s as shown by
Figure 4.37(a). This was stretched over an 8 s time period and resampled to match
the original time history. This had the effect of halving the rate of modulation of the
YawSens0 simulation. To ensure only the modulation frequency differed, the output
SPL, as shown in Figure 4.37(b) was adjusted to have the same absolute SPL and stan-
dard deviation as the YawSens0 simulation.
YawSens0Compressed
The YawSens0Compressed noise simulation used an extended time history to mod-
ulate the YawSens0 characteristic: 20090619bHist3,8-24s. This 16 s time history was
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Figure 4.37: YawSens0Stretched yaw angle and simulated time history
compressed to 8 s and resampled to mach the original 8 s time history and is shown by
Figure 4.38(a). As with YawSens0Stretched, the resulting time history was adjusted
to have the same absolute SPL and standard deviation as the YawSens0 simulation and
the resulting time history is shown by Figure 4.38(b).
4.5.1.4 Control Characteristics
Control characteristics were also assessed at three different sound pressure levels, with
no amplitude modulation applied. These were used to assess the relative importance
of SPL modulation compared with absolute, steady-state SPL.
AWT
This is the cabin noise as measured in the wind tunnel at zero yaw and is the same
sound sample as used in each of the simulations, prior to any modulation. For refer-
ence the characteristic and normalised SPL time history are shown by Figure 4.39.
AwtAve
To act as a comparison to the amplitude-modulated simulations AwtAve, like AWT,
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Figure 4.38: YawSens0Compressed yaw angle and simulated time history
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Figure 4.39: AWT characteristic and simulated time history
308
4.5 A Subjective Assessment of Simulated Cabin Noise
has a ﬂat SPL response at all yaw angles. To generate this characteristic, the average
normalised SPL from the YawSens0 time history was determined and used to scale the
ﬂat-response characteristic. This value is dependent on the choice of yaw angle time
history, since a time history collected during a calm day would have a lower overall
SPL response when modulated using the YawSens0 characteristic. This allowed a direct
comparison to be made between modulated and non-modulated cabin noise, with an
equal overall SPL.
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Figure 4.40: AWTAve characteristic and simulated time history
AwtMax
Like AwtAve, this characteristic is ﬂat but scaled to the maximum normalised SPL
experienced in the resulting time history generated using the YawSens0 characteristic.
For the particular yaw time history used, this was the maximum SPL of the YawSens0
characteristic. This allowed a comparison to be drawn between modulated and non-
modulated cabin noise at the maximum level experienced.
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Figure 4.41: AWTMax characteristic and simulated time history
4.5.2 Responses
Subjective testing took place using the ranking technique, as described in Section 2.4.4.2,
whereby each of the 9 sounds were given a score between 0 (most annoying) and 100
(least annoying). Once all of an individual’s responses were completed, their score
was then normalised such that the lowest ranked score was adjusted to 0, the highest
score adjusted to 100, with the other scores linearly interpolated in between.
A total of 33 respondents were asked to assess the sound samples. To assess the
quality of each of the participant’s responses, the coefﬁcient of determination 𝑅􏷡 was
calculated between their responses and the average responses of the cohort. These re-
sponse quality coefﬁcients for each of the respondents are presented by Figure 4.42(a)
in descending order.
A quality threshold was set such that respondents scoring 𝑅􏷡 < 0.9 were rejected
from the average. This threshold can be seen graphically in Figure 4.42(a), with the 8
rejected respondents shown to have scores dropping off signiﬁcantly from the scores
of the retained responses.
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(b) Normalised response data
Figure 4.42: Subjective response data of cabin noise simulations
Figure 4.42(b) shows the resulting averaged normalised respondent scores for each
of the sounds. The error bars are deﬁned by the 95% conﬁdence intervals. The follow-
ing section compares and assesses each of the responses.
4.5.3 Analysis
4.5.3.1 The Impact of Level and Yaw Sensitivity on Perceived Cabin Noise
The effect of yaw sensitivity on subjective cabin noise response was assessed by com-
paring the results obtained from the two differing yaw sensitivity characteristics and
the baseline AWT measurement, independent of yaw. The yaw sensitivity of a vehicle
can generally be altered by changing parts of a vehicle that tend to result in separated
ﬂow structures at yaw. This includes door mirrors, windscreen wipers or features
around the A-pillar. The results are compared in Figure 4.43(a).
The ﬁrst, and perhaps most obvious, observation is that an increase in the sensitiv-
ity of cabin noise to changes in yaw angle led to a decrease in a respondent’s subjective
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Figure 4.43: Effect of yaw sensitivity
score. Therefore, a vehicle with a greater sensitivity to yaw angle would have a likeli-
hood of reduced wind noise performance on-road. By also comparing the gradient of
the yaw characteristic between 5 and 20 degrees yaw, there appears to be a linear rela-
tionship between yaw sensitivity and subjective response. This is shown graphically
by Figure 4.43(b). The results imply that if two geometry modiﬁcations were assessed
on a vehicle that changed the yaw sensitivity by 10%, it is probable that the subjective
response would be affected by a similar amount.
Figure 4.44 adds the yaw sensitivity characteristics of YawSens0Plus and YawSens1Plus
to the comparison, in addition to the AWT measurement of AWTAve.
By comparing the difference between the characteristics YawSens0 and YawSens1,
and YawSens0Plus and YawSens1Plus, there is a relatively consistent shift in subjective
response of the order of ?̄? = 40, taking into account the uncertainty of the responses.
This implies that a change in yaw sensitivity has a similar impact on subjective cabin
noise response, regardless of the overall level of cabin noise, such that reducing the
yaw sensitivity of a louder vehicle would have a similar impact to that of a quieter
vehicle.
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Figure 4.44: Effect of an increase in level
This consistent shift can also be interpreted as a consistent degradation in response
between both YawSens0 and YawSens0Plus, and YawSens1 and YawSens1Plus of the or-
der of ?̄? = 20. This degradation was also mirrored when comparing the non-modulating
sounds of AWT and AWTAve, implying that the same level shift has a constant impact on
subjective response, irrespective of the yaw sensitivity of the characteristic.
Figure 4.45(a) explores all three yaw-insensitive AWT control characteristics, com-
paring them to the shifted yaw-sensitive characteristics of YawSens0 and YawSens0Plus.
This ﬁgure reiterates the consistent reduction in subjective response for a given in-
crease in SPL, regardless of the level of yaw sensitivity in the characteristic, with the
difference between the ﬁrst two pairs of results relatively constant. This also shows
that whilst the large increase in cabin noise SPL in AWTMax was perceived negatively,
the lower SPL characteristic of YawSens0Plus with yaw-sensitive modulations was
perceived in a similar, negative fashion.
Comparing the average SPL increase from the baseline cabin noise time history,
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Figure 4.45: Effect of an increase in SPL
as shown by Figure 4.45(b), the very strong linear relationship between SPL (𝐿) and
subjective response can be seen. The gradient of this relationship was used to gener-
ate a sensitivity coefﬁcient, assessing the degradation in subjective response with an
increase in SPL, from:
d?̄?
d𝐿
= −36 dB−􏷠 (4.10)
By also determining the gradient of the yaw sensitivity relationship of Figure 4.43(b),
the comparative sensitivity coefﬁcient assessing the change in subjective response to
a change in yaw sensitivity was be calculated as:
d?̄?
d􏿶
􏸃𝐿
􏸃𝜓􏿹
= −410 𝜓/dB (4.11)
These two coefﬁcients provide a comparison of the relative importance of the level of
cabin noise measured in a vehicle at zero-yaw with the sensitivity that the cabin noise
has towards changes in yaw angle. By determining the quotient of these quantities,
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this comparison can be expressed quantitatively, deﬁned as the ratio of level sensitivity
to yaw sensitivity:
d􏿶
􏸃𝐿
􏸃𝜓􏿹
d𝐿
=
−36 dB−􏷠
−410 𝜓/dB
= 0.09 𝜓−􏷠 (4.12)
This ratio suggests that a change in yaw sensitivity of a vehicle by 0.09 dB/º would
have the same perceived impact in the cabin as an increase of 1 dB in the overall level
of cabin noise. This does depend on the range of wind conditions experienced by a
particular vehicle, since under more still conditions, the impact of an increase in level
will have a greater impact over yaw sensitivity, if the oncoming yaw angle remains
steady. This therefore leads to the conclusion that knowledge of the range of wind
conditions experienced in the intended market for a particular vehicle may be useful
when assessing real-world wind noise performance.
Since both the overall level of cabin noise of a vehicle measured at zero yaw and the
sensitivity of the cabin noise to changes in yaw angle can be potentially modiﬁed with
changes to the vehicle geometry, this comparison provides guidance when assessing
these changes during the the wind noise development of a vehicle.
4.5.3.2 The Impact of Modulation on Perceived Cabin Noise
Figure 4.46(a) compares the baseline YawSens0 characteristic with the stretched and
compressed yaw angle time histories of YawSensStretched and YawSensCompressed,
also generated with the same yaw sensitive characteristic.
The results suggest that there is no signiﬁcant difference in subjective response
between either the reference YawSens time history or YawSensStretched. The com-
pressed cabin noise however appears to show a degradation in subjective response.
To compare the generated sounds further, modulation spectra were generated to
determine the nature of the modulations generated by the differing yaw angle time
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Figure 4.46: Effect of modulation
history ﬁles. Modulation of a sound signal was discussed in Section 1.3.7.4. The mod-
ulation spectrum is based on the Hilbert transform, which extracts the modulation en-
velope of the signal. Using an FFT, the frequency components of the envelope are then
calculated to determine the depth of modulation 𝑚 of the signal. This describes the ra-
tio of the ﬂuctuating component to the constant component of the modulation signal.
Figure 4.46(b) shows the resulting modulation spectra for each of the generated time
history ﬁles, presenting the depth of modulation 𝑚 against modulation frequency, 𝑓𝑀.
The peak modulation frequency for the baseline YawSens0 case is approximately
𝑓𝑀 = 1.5 Hz; the stretched case 𝑓𝑀 = 1 Hz; with the compressed case peaking at ap-
proximately 𝑓𝑀 = 3.5 Hz. Section 1.3.7.4 discussed the sensitivity that a human has
towards modulations at 4 Hz, where at both higher and lower frequencies this sen-
sitivity reduces. It is therefore likely that the yaw ﬂuctuations at frequencies close
to 4 Hz led to the degradation in subjective response for the YawSens0Compressed
sample. This also shows that even with a large increase in modulation depth for the
YawSens0Stretched sample, there appears to be little change in subjective response to
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the baseline case, likely to be due to the reduction in frequency of the oncoming ﬂow
ﬂuctuations.
The comparative effect of cabin noise ﬂuctuations to an increase in level was also
assessed, using the standard deviation of the cabin noise for each of the sound samples
as an indication of the level of ﬂuctuating content. This was compared to the overall
average SPL of the same sound samples, allowing the comparative effects of an in-
crease in overall SPL and the level of ﬂuctuating content to be assessed. Figure 4.47
presents the results of this comparison, plotting these values against the resulting sub-
jective index for a number of the samples.
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Figure 4.47: Comparative effect of overall SPL and SPL ﬂuctuation of selected sound
samples
The results of this clearly indicate a trade-off between an increase in level and
ﬂuctuating content, with higher levels of both being negatively perceived. These re-
sults also allow an approximate comparison of a listener’s sensitivity to both of these
changes. Figure 4.47 shows that an increase in 2.5 dB in overall SPL leads to a similar
reduction in response to a pure increase in ﬂuctuation of around 0.5 dB on the stan-
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dard deviation of the SPL. If a similar approach is followed as with Section 4.5.3.1, by
capturing the approximate gradients of these relationships, the sensitivity ratio can be
approximated as:
d𝜎𝐿
d𝐿
=
0.5 dB
2.5 dB
= 0.2 (4.13)
This suggests that an increase in cabin noise ﬂuctuations, increasing the standard de-
viation by 0.2 dB, would lead to a similar negative perception of cabin noise as that of
an increase of 1 dB in the overall level.
Overall, the sensitivity of human perception towards ﬂuctuations in cabin noise,
particularly centred around modulation frequencies of 4 Hz, can lead to signiﬁcantly
worse performing vehicles on-road than developed under steady conditions. There-
fore, knowledge of both the cabin noise sensitivity of the vehicle towards changes in
oncoming ﬂow, combined with information on the range of wind conditions that may
be experienced by a vehicle on-road is important to avoid wind noise issues when
developing a vehicle.
4.6 Summary
4.6.1 Surface Pressures
• Conventional admittance functions relating oncoming ﬂow yaw angle to side-
glass surface pressure response are generally not suitable due to the non-linear
steady state characteristics obtained in the wind tunnel. Therefore, a quasi-
steady technique combining steady state wind tunnel measurements with mea-
surements of the ﬂuctuating yaw angle and resultant velocity experienced by
a vehicle on-road was developed. This was demonstrated to predict sideglass
pressure transients with high ﬁdelity.
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• As indicated by linearised transfer functions using the quasi-steady predicted
signals, at highway speeds the vehicle sideglass surface pressure response gen-
erally remained quasi-steady up to at least 2 Hz (𝑘 > 0.5, based on the square-
root of frontal area).
• At frequencies above 10–20 Hz there is very little unsteady energy in the on-road
environment and self-excited unsteadiness, for instance due to the door mirror,
dominate the unsteadiness on the sideglass.
• A new method was introduced for separating the effects of externally imposed
unsteadiness and self-excited unsteadiness in order to obtain a ‘true’ transfer
or admittance function, unconfused by the presence of self-excited unsteadi-
ness. This method indicates that the aerodynamic admittance in the mirror wake
tends to drop below unity above a frequency of 2–10 Hz (0.5 < 𝑘 < 3) and has
dropped to less than 0.2 by 100 Hz (𝑘 = 30).
• In regions nearest the A-pillar and also at the downstream edge of the sideglass,
this high-frequency roll-off is less pronounced. In the region closet the A-pillar,
an aerodynamic admittance of 1.2 was found at frequencies nearest 10 Hz (𝑘 =
3), indicating a larger aerodynamic response in this region than predicted under
the steady conditions of the wind tunnel.
4.6.2 Cabin Noise
• Using the same linearised transfer function technique as for the surface pressure
investigation, the cabin noise response generally remained quasi-steady for the
wind noise dominated higher frequency bands up to ﬂuctuation frequencies of
2–5 Hz (0.5 < 𝑘 < 1.5). At higher ﬂuctuation frequencies, self-excited effects
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corrupted the transfer function and an alternative technique was developed to
remove this.
• Using broadband modulation of the nominal cabin noise recorded in the wind
tunnel, a technique was developed to better handle the modulation of wind
noise by self-excited unsteadiness. Subsequent transfer functions showed an
expected roll-off at higher frequencies, although transfer function amplitudes
at lower frequencies were generally inaccurately greater than unity as a result
of the prediction technique applying the same modulation to all third-octave
bands.
• A reﬁned third-octave modulation technique was also demonstrated to more
accurately capture the transfer function amplitude at lower frequencies with
greater accuracy. This predicted a quasi-steady response up to approximately
2 Hz (𝑘 = 0.5), with amplitudes 2 dB below that predicted using the wind tunnel.
This amplitude shift was likely to be a result of the additional cabin noise content
measured on-road uncorrelated to external unsteadiness. Although admittance
of greater than unity was found for surface noise measurements around the A-
pillar region, the admittance for cabin noise response did not exceed unity.
4.6.3 Subjective Response to Cabin Noise Modulations
• The relative impact of an increase in the level of cabin noise and the sensitivity
of the cabin noise to changes in yaw angle were assessed. It was found that a
change in yaw sensitivity of a vehicle by 0.09 dB/º would have the same per-
ceived impact in the cabin as an increase of 1 dB in the overall level of cabin
noise at zero yaw. The subjective comparison of these vehicle characteristics
can provide guidance when assessing the on-road wind noise performance of
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different vehicle modiﬁcations under steady conditions.
• The effect of cabin noise modulation was also assessed and it was found that
ﬂuctuations occurring at around modulation frequencies of 4 Hz were perceived
the most negatively. A relationship between subjective response and changes in
both cabin noise level and ﬂuctuation was determined, showing that cabin noise
ﬂuctuations with a standard deviation of 0.2 dB had a similar negative impact
as an increase of 1 dB in overall cabin noise level.
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CHAPTER 5
Conclusions and Further Work
5.1 Conclusions
Can steady techniques predict unsteady on-road results?
• Using the frequency-dependent relationships between ﬂow speed and cabin
noise as determined in the wind tunnel, a technique was developed to deter-
mine the wind noise contribution to the overall cabin noise measured on-road.
At the highway speeds used in this investigation, this demonstrated that aeroa-
coustic sources dominated the cabin noise spectra at frequencies above 2 kHz,
whilst road noise dominated at frequencies centred around 800 Hz.
• By adopting a bin-averaging technique, whereby the cabin noise response of
the vehicle was averaged based on the instantaneous on-road ﬂow conditions, a
representative comparison was made between the cabin noise on-road and that
measured in the aeroacoustic wind tunnel, when comparing third-octave bands
dominated by wind noise. A good comparison was also made using a similar
technique when assessing surface pressures and surface noise in the sideglass
region, where the aerodynamic and aeroacoustic behaviour dominate the noise
inside the cabin.
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• When assessing the aerodynamic response in the sideglass region, conventional
admittance functions relating oncoming ﬂow yaw angle to sideglass surface
pressure response are generally not suitable due to the non-linear steady state
characteristics obtained in the wind tunnel. Therefore, a quasi-steady technique
combining steady state wind tunnel measurements with measurements of the
ﬂuctuating yaw angle and resultant velocity experienced by a vehicle on-road
was developed. This was demonstrated to predict time-resolved sideglass pres-
sure transients with high ﬁdelity.
• As indicated by linearised transfer functions using the quasi-steady predicted
signals, at highway speeds the vehicle sideglass surface pressure response gen-
erally remained quasi-steady up to at least 2 Hz (𝑘 > 0.5, based on the square-
root of frontal area). At frequencies above 10–20 Hz there is very little unsteady
energy in the on-road environment and self-excited unsteadiness, for instance
due to the door mirror, dominate the unsteadiness on the sideglass.
• A new method was introduced for separating the effects of externally imposed
unsteadiness and self-excited unsteadiness in order to obtain a ‘true’ transfer
or admittance function, unconfused by the presence of self-excited unsteadi-
ness. This method indicates that the aerodynamic admittance in the mirror wake
tends to drop below unity above a frequency of 2–10 Hz (0.5 < 𝑘 < 3) and has
dropped to less than 0.2 by 100 Hz (𝑘 = 30). However, in the region closest to
the A-pillar, an aerodynamic admittance of 1.2 was found at frequencies near-
est 10 Hz (𝑘 = 3), indicating a larger aerodynamic response in this region than
predicted under the steady conditions of the wind tunnel.
• Using the same linearised transfer function technique as for the surface pressure
investigation, the cabin noise response generally remained quasi-steady for the
324
5.1 Conclusions
wind noise dominated higher frequency bands up to ﬂuctuation frequencies of
2–5 Hz (0.5 < 𝑘 < 1.5). At higher ﬂuctuation frequencies, self-excited effects
corrupted the transfer function and alternative techniques were developed to
remove this.
• Two cabin noise modulation techniques to simulate the cabin noise as would
be predicted under steady conditions were developed. The third-octave mod-
ulation technique was demonstrated to capture the transfer function amplitude
at lower frequencies with greatest accuracy. This predicted a quasi-steady re-
sponse up to approximately 2 Hz (𝑘 = 0.5), with amplitudes 2 dB below that
predicted using the wind tunnel. This amplitude shift was likely to be a result
of the additional cabin noise content measured on-road uncorrelated to external
unsteadiness. The increase in admittance around the A-pillar region of the ve-
hicle measured using surface pressure tappings was not found to result in a net
cabin noise response with an admittance greater than unity.
• Overall, this work demonstrates that steady techniques are able to predict un-
steady on-road results well enough to assess cabin noise. To achieve this, the
varying conditions measured on-road must be taken into account. The result-
ing quasi-steady cabin noise simulations are a convenient by-product, allowing
the predicted unsteady cabin noise to be subjectively assessed.
What is the impact of the on-road unsteadiness on perceived noise in the cabin?
• The relative impact of an increase in the level of cabin noise and the sensitivity
of the cabin noise to changes in yaw angle were assessed, and it was found that
a change in yaw sensitivity of a vehicle by 0.09 dB/º had the same perceived
impact as an increase of 1 dB in the overall level of cabin noise at zero yaw.
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• The effect of cabin noise modulation was also assessed, where it was found that
ﬂuctuations occurring at around modulation frequencies of 4 Hz were perceived
the most negatively. A relationship between subjective response and changes in
both cabin noise level and ﬂuctuation was determined, showing that cabin noise
ﬂuctuations with a standard deviation of 0.2 dB had a similar negative impact
as an increase of 1 dB in overall cabin noise level.
Can minor geometry changes have an important impact on the transient nature of
the wind noise perceived on-road?
• Both on-road and in the aeroacoustic wind tunnel, a geometry modiﬁcation
made to the stem of a door mirror was found to improve the cabin noise perfor-
mance of the vehicle. This primarily affected higher frequencies under leeward
ﬂow conditions and reduced the sensitivity of the cabin noise towards changes
in yaw angle.
• The overall sound pressure level and the 4 kHz third-octave band component
of the cabin noise were increased slightly with the generation of additional un-
steadiness by the Pininfarina turbulence generation system. However, these in-
creases were generally low, with the steady wind tunnel able to identify the
same better-performing modiﬁcation made to the door mirror as the unsteady
wind tunnel.
• Since minor geometry modiﬁcations made to the vehicle can change the sen-
sitivity of cabin noise to changes in yaw angle and because this yaw sensitiv-
ity impacts on the perception of wind noise ﬂuctuations under transient condi-
tions, minor geometry changes can therefore have an important impact on the
unsteady wind noise perceived on-road.
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5.2 Suggestions for Further Work
• The use of the simulation approaches described by this work allows the pre-
diction of the unsteady wind noise of a vehicle to be made through the com-
bination of steady-state cabin noise and on-road ﬂow condition measurements.
This therefore allows a prediction of how the wind noise of a vehicle may sound
when driven in a particular set of wind conditions, which it has not directly ex-
perienced. This also has the further beneﬁt of allowing non-drivable prototype
vehicles or steady-state cabin noise predictions from computational methods to
be assessed as they would be in the unsteady on-road environment.
• The main focus of this work has been on the sideglass of the vehicle with its
corresponding impact on the noise inside the cabin. Using similar approaches,
the impact of transient ﬂow conditions on other regions of the vehicle may be
explored to determine the extent of the quasi-steady vehicle aerodynamic re-
sponse. Another area of interest is the impact of transient ﬂow conditions on
vehicle handing. This is relatively sensitive to transient pressures at the front
and rear of the vehicle and it would therefore be appropriate to explore whether
the observations of quasi-steady response apply to those different regions of the
vehicle.
• Whilst the relative subjective impact of the overall level and sensitivity of cabin
noise to changes in yaw angle has been explored, these ﬁndings may be applied
in the development of metrics to assess and compare the subjective wind noise
performance of different vehicles, providing guidance in the generation of ve-
hicle performance targets.
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