We obtain several analogs of real polar decomposition for even dimensional matrices. In particular, we decompose a non-degenerate matrix as a product of a Hamiltonian and an anti-symplectic matrix and under additional requirements we decompose a matrix as a skew-Hamiltonian and a symplectic matrix. We apply our results to study bosonic Gaussian channels up to inhomogeneous symplectic transforms.
Introduction
It is well known that an arbitrary real matrix could be represented as a product of a real non-negative definite symmetric matrix and a real orthogonal matrix, i.e. in ordinary polar decomposition [1, Sec. IX, §14], [2, Sec. 7.3] . It was generalized in several ways both for real and complex, both for general and structured matrices with different conditions on factors [3] , [4, Secs. [5] , [6] . In this study we consider the analogs of real polar decomposition, in which symplectic or anti-symplectic matrices play the role analogous to the orthogonal one.
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In Sec. 2 we present our main results. In theorem 1 we prove that an arbitrary real evendimensional non-degenerate matrix could be represented as a product of a Hamiltonian and an anti-symplectic matrix. This result is mainly based on [7] . In theorem 2 we prove that under certain conditions a real even-dimensional non-degenerate matrix could be represented as a product of a skew-Hamiltonian and a symplectic matrix. This result is mainly based on computation of a primary square root [8, Ch. 6] , [9] . Several other symplectic analogs for real polar decomposition follow directly from these theorems and are formulated as corollaries 1-5. Our research was inspired by the study of the forms to which bosonic Gaussian channels [10, Sec. 12.4] could be reduced by inhomogeneous symplectic transforms. In Sec. 3 we present this application of our study in the form which needs the knowledge of linear algebra only rather than quantum information theory. The bosonic Gaussian channels play an important role in various quantum information topics [11] - [17] . They also naturally arise as exactly solvable models of quantum Markovain dynamics [18] - [24] . The main result could be found in theorem 3.
In Conclusions we summarize the results of this work and discuss the possible directions of the future study.
Symplectic analogs of polar decomposition
In our work we denote the set of 2n × 2n real matrices by R 2n×2n and take the matrix of the symplectic form as (we follow the agreement for signs and ordering from [13, Eq. (1) ], [25, App. 6] )
where I n is the n × n identity matrix. Let us note that J = −J −1 = −J T and det J = 1. We also need the following lemma.
, then the matrix
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Proof. Let us define the matrix Y by formula (1), then by lemma 1 it is skew-Hamiltonian and non-degenerate. From [7] their exists a Hamiltonian square root H, i.e. (JH) T = JH and
H is also non-degenerate; otherwise, det Y = (det H) 2 = 0 and the matrix Y would be degenerate. Thus, one could define the matrix T by the formula T = H −1 X. Let us prove that T is anti-symplectic by the direct computation
where H T = JHJ is taken into account, which is equivalent to the fact that H is skew-Hamiltonian.
Let us note that decomposition (2) is not unique as the Hamiltonian square root H of the skew-Hamiltonian matrix Y is not unique [7, Sec. 5] .
Corollary 1. Let X ∈ R 2n×2n and det X = 0, then there exists a real symmetric matrix R (R T = R) and a real symplectic matrix S (SJS T = J) such that
where
Proof. Let us decompose the matrix H from theorem 1 as H = RJ, then R is a symmetric matrix. Let us define the matrix
then ZJZ T = −J and, hence, Z is anti-symplectic. So the matrix S = ZT is a symplectic matrix as a product of two anti-symplectic ones. Let us also note that JZ = D and Z 2 = I 2n . Thus, we have the matrices R, D, S such that RDS = RJZ 2 T = HT = X and they have the desired properties.
Corollary 2. Let X ∈ R 2n×2n and det X = 0, then there exists
where the matrix D is defined by formula (3).
The proof consists in application of theorem 1 and corollary 1 to the matrix X T and taking into account that the transpose of Hamiltonian, anti-symplectic, symmetric and symplectic matrices are themselves Hamiltonian, anti-symplectic, symmetric and symplectic, respectively, and
For the formulation of the following theorem the definitions of the primary function and the principal primary square root of a matrix are needed, they could be found in Sec. 1.6 and Sec. 1.7
in [8] , respectively. Proof. By theorem 7 in [9] the matrix Y has a real primary square root
As M has no zero eigenvalues, then let us define S = M −1 X. By direct computation we verify that
By theorem 1.29 from [8, p. 41 ] the matrix M could be computed as the principal square root of Y .
It could also be regarded as a special case of general theorem 6.2 from [4] . A similar theorem could be found in [26, Theorem 7] but for the matrices over the field C; in such a case only absence of zero eigenvalues is needed as in our theorem 1. 
The proof is based on the fact that J by itself is a symplectic matrix and assuming A = −MJ, where M is defined by theorem 2. such that
where D is defined by formula (3).
The proof is analogous to the one of corollary 2 and is a direct result of application of theorem 2 and corollaries 3, 4 to the matrix X T .
Bosonic Gaussian quantum channels
In spite of the fact that a bosonic Gaussian channel is a certain map in infinite-dimensional Banach space it is fully characterized by the triple consisting of two real matrices and a vector in 2n dimensional real Euclidean space [10, Subsec. 12.4.1]. Thus, we give a pure linear algebraic definition for a Gaussian bosonic channel:
with an additional condition that the following complex matrix is non-negative definite
is called a bosonic Gaussian channel. 
Proposition 1. The bosonic Gaussian channels form a monoid with respect to the product defined
by the following formula
This means that if the triples at the left-hand side of (8) are bosonic Gaussian channels, then the right-hand side of it also is, and for (K 1 , l 1 , α 1 ) = (I 2n , 0, 0) the right-hand side of (8) equals
The triples of the form (S, l, 0), where SJS T = J, satisfy (7). They form the group of inhomogeneous (affine) symplectic transformations [27, Sec. 3.5] which, hence, is a submonoid of the monoid of bosonic Gaussian channels. The problem of simplifying a Gaussian channel by multiplying it from the left and from the right by inhomogeneous symplectic transformations naturally occurs in quantum information theory [12] , [13] , [28] , [10, Subsec. 12.6.1].
Here two strategies could be applied: one could simplify the matrix K as much as possible without simplifications for the matrix α or one could simplify the form of the matrix α and only then try to simplify the matrix K without change of the simplified form for the matrix α. The first strategy leads to the Wolf canonical form [13] , the latter one could be presented here. We are inspired by the fact that in Holevo canonical forms for one-mode channels [12] , [10, Subsec. 12.6.1],
i.e. for the case when n = 1, the matrix α is fully diagonalized.
where R is a real symmetric matrix (R = R T ), D is defined by formula (3) and Λ is a real diagonal matrix; (2) if the matrix −K T JKJ has no negative real eigenvalues, there exist two inhomogeneous
where A is a real skew-symmetric matrix (A T = −A) and Λ is a real diagonal matrix; 
where A is a real skew-symmetric matrix (A T = −A), D is defined by formula (3) and Λ is a real diagonal matrix.
Proof. First of all, let us note that by applying elements of the form (I 2n , h, 0) of the translation subgroup of the inhomogeneous symplectic group one obtains (
closing arbitrary h 1 and h 2 satisfying h 1 + l + h 2 = 0. So now one should simplify a channel of the form (K, 0, α) by symplectic transforms: (S 2 , 0, 0)(K, 0, α)(S 1 , 0, 0) = (S 1 KS 2 , 0, S T 2 αS 2 ). By multiplying (7) on both sides by a real vector v we obtain v T αv 0. As α is real and symmetric it means that it is non-negative definite. Thus, by the Williamson theorem one could take S 2 such that S T 2 αS 2 = Λ, where Λ is a diagonal matrix [10, Lemma 12.12] , [25, App. 6] , [29] . So one could simplify the form of the matrix X = KS 2 by choosing the matrix S 1 , which could be done with our results from the previous section.
Let us note that
Hence the eigenvalues of the matrix −X T JXJ are the same as the ones of −K T JKJ. Then form (9) is a direct con-sequence of (4), one could just take S 1 = S −1 , where S is from (4). Similarly, (10) and (11) are direct consequences of (5) and (6), respectively.
In the one-mode (n = 1) case one could obtain by direct computation that −K T JKJ = det(K)I 2 . For the non-degenerate case either det(K) > 0 or det(K) < 0. Hence, the matrix −K T JKJ has either both positive or both negative real eigenvalues. Thus, the conditions of either paragraph (2) or paragraph (3) of theorem 3 are satisfied. They correspond to the cases B)-C) and D) in Holevo's classification [12] , respectively.
An arbitrary real 2n × 2n-matrix is defined by 4n 2 real parameters, a symplectic matrix is defined by n(2n + 1) real parameters. It suggests that the matrix K could be transformed in the form parameterized by 4n 2 − n(2n + 1) = n(2n − 1) real numbers. A skew-symmetric real matrix has n(2n − 1) real parameters, while the symmetric one has n(2n + 1) real parameters. In this sense general form (9) is not optimal and should be further simplified to the forms like (10) and (11) if possible.
Moreover, as paragraphs (2) and (3) (2) and (3) rather than wider applicable paragraph (1). This could be the reason to prefer forms (10) and (11) to the Wolf canonical forms in numerical calculations, because the latter ones are based on the numerically-unstable Jordan decomposition [30, Sec. 7.8] as opposite to primary square root computation for which stable methods exist in both complex [8, Ch. 6] , [31] and real [9] arithmetic.
Conclusions
We have obtained several analogs of polar decomposition in theorems 1, 2 and corollaries 1-5. Then we have applied these results to transformation of the bosonic Gaussian channels by inhomogeneous symplectic transforms.
The Holevo classification separates the cases B) and C) reflecting the fact that for a given matrix K the presence of zero diagonal values of Λ could be prohibited by condition (7) . So it is interesting for further study to generalize this finer classification on the n-mode case.
Only for a specific sign of the real eigenvalues of the matrix −K T JKJ the Gaussain channels are reduced by theorem 3 to "optimal and compatible" (in the sense discussed at the end of Sec. 3)
forms (10)- (11) . So it is natural to ask if it is possible to obtain similar forms for arbitrary signs of the real eigenvalues.
Both in [13] and in our article the case of the degenerate matrix K was out of the range of the study. Thus, it is also a natural candidate for future development.
