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The investigation of random walks is central to a variety of stochastic processes in physics, chem-
istry, and biology. To describe a transport phenomenon, we study a variant of the one-dimensional
persistent random walk, which we call a zero-one-only process. It makes a step in the same direction
as the previous step with probability p, and stops to change the direction with 1− p. By using the
generating-function method, we calculate its characteristic quantities such as the statistical moments
and probability of the first return.
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I. INTRODUCTION
The simple random walker is one of the most impor-
tant conceptual tools in statistical physics. It lies behind
our understanding of diffusive motions in thermal equi-
librium, and almost every statistical estimate makes use
of its properties based on the central limit theorem [1, 2].
It is also useful in the biological context, because it ex-
plains many behavioral aspects of micro-organisms swim-
ming in a viscous liquid [3]. Recent experiments re-
port another biological application of random walks, per-
formed by repair proteins along one-dimensional DNA se-
quences [4, 5]. The experimental results show the follow-
ings: First, the net displacements are distributed sym-
metrically from the starting point. Second, the mean-
squared displacement is found to increase linearly with
time. These are exactly the characteristics of the simple
random walk. Such a diffusive process is found efficient
both in energy and time: The proteins slide along DNA
without requiring ATP because the process is driven by
thermal energy, and the group of repair proteins in a cell
would check the entire genome sequence within 3 min-
utes even if this one-dimensional diffusion was the only
scanning mechanism [4].
There are also interesting variations of the simple
random walk, one of which is the persistent random
walk [2, 6–8]. The persistent random walker has a ‘mem-
ory’ or ‘momentum’ in the sense that it takes a step in the
same direction as the previous one with probability, say,
α, and in the opposite direction with 1−α. Such dynam-
ics introduces correlation in the walker’s displacements.
However, when we talk about its ‘memory’, it should be
understood in a rather loose sense, because this model
can still be described by a second-order Markovian pro-
cess, which is essentially memoryless.
The precise way to introduce persistence depends on
the detailed mechanism that we are to describe. In this
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work, we consider a slightly different type of a persis-
tent random walker which has an external state as its
position together with an internal state that prescribes
its direction. The walker receives as an input a binary
string composed of 1 and 0. The former bit acts on the
external state, moving the walker by one discrete step in
the prescribed direction. The latter, on the other hand,
acts only on the internal state with flipping the direc-
tion. The point is that there occurs no displacement in
the latter situation, differing from the conventional per-
sistent random walk. Therefore, in terms of the displace-
ment, there are three possibilities, i.e., -1, 0, and +1, at
each time step. Such persistence as considered in this
work due to the separation of internal and external vari-
ables is actually possible in some transport phenomena,
for example, if the walker has a ratchet, which forces
the motion in a particular direction but is controllable
by inputs from outside. If the input string is random so
that it contains 1 with probability p and 0 with proba-
bility q ≡ 1 − p, our model can be analyzed by solving
a second-order Markovian process with the generation-
function method. In addition, it is also possible to obtain
the generating function for the returning probability in a
closed form at p = q = 12 .
This work is organized as follows: In the next sec-
tion, we present analytic results for the movement of this
random walker by using the generating-function method.
How it returns to the starting point will be discussed in
Sec. III. After comparing the analytic results with nu-
merical ones, we conclude this work.
II. MASTER EQUATION
Suppose that the walker wanders along the one-
dimensional line from −∞ to ∞. Its position is rep-
resented by an integer n. We assume that the walker
starts from the origin, i.e., n = 0, at time t = 0. Every
time step, the walker reads a bit from an input string
which we denote as {X(t)} with X(t) = 1 at probability
p and X(t) = 0 at probability q(= 1 − p) for t ≥ 1. The
2probability for the walker to occupy position n at time t
is denoted as P±(n, t), where the superscript means the
initial direction, + or −, of the walker. Our initial condi-
tion is such that the walker is located at the origin with
the positive direction, as expressed by P+(n, 0) = δn0
and P−(n, 0) = 0. At time t ≥ 1, we have
P+(n, t) = pP+(n− 1, t− 1) + qP−(n, t− 1), (1)
where the first term corresponds to the case with X(1) =
1, which is equivalent to shifting the walker by one lattice
spacing. The second term corresponds to the other case
with X(1) = 0, which amounts to reverting the direction.
By the same logic, we have another recursion relation:
P−(n, t) = pP−(n+ 1, t− 1) + qP+(n, t− 1). (2)
Let us define
Q±(x, t) ≡
∞∑
n=−∞
xnP±(n, t), (3)
with the initial condition reexpressed as Q+(x, 0) = 1
and Q−(x, 0) = 0. In terms of Eq. (3), we write Eqs. (1)
and (2) as[
Q+(x, t)
Q−(x, t)
]
=
[
px q
q px−1
] [
Q+(x, t− 1)
Q−(x, t− 1)
]
. (4)
The eigenvalues of the matrix are λ1 =
p(x+x−1)−
√
D
2 and
λ2 =
p(x+x−1)+
√
D
2 with D ≡ 4q2 + p2(x− x−1)2. A gen-
eral expression for Q+(t) is obtained by diagonalizing the
2× 2 matrix in Eq. (4). Considering the initial condition
at t = 0, we find that
Q+(x, t) = 2−1−t
{[
1− 2q + p(x− x
−1)√
D
]
λt1
+
[
1 +
2q + p(x− x−1)√
D
]
λt2
}
. (5)
The mean and variance of the position are obtained as
〈n〉 = p[1− (p− q)
t]
2q
(6)
and
σ2 =
p
{
4t− p [3− 4(p− q)t + (p− q)2t + 4t]}
4q2
. (7)
In the limit of t→∞, we can approximate 〈n〉 ≈ p2q and
σ2 ≈
(
p
q
)
t for 0 ≤ p < 1. If p = q = 12 , in particular, the
mean position is obtained as 〈n〉 = 12 , and the variance
is σ2 = t − 34 at arbitrary t. Figure 1 depicts numerical
results from our Monte Carlo calculation over 3 × 107
samples, compared with Eqs. (6) and (7), respectively.
The calculated mean and variance fully coincide with the
analytic predictions.
 0.4
 0.6
 0.8
 0  2  4  6  8  10
〈n〉
t
(a) p=0.50.6
 0
 5
 10
 15
 0  2  4  6  8  10
σ
2
t
(b)
p=0.5
0.6
FIG. 1. (a) Mean and (b) variance of the position of our
persistent random walker at two different values of p as time t
varies. The symbols are averages over 3×107 random samples,
while the dotted lines represent the analytic predictions in
Eqs. (6) and (7). Error bars are shown but not larger than
the symbol size.
III. RETURN PROBABILITY
Let us now consider the probability of return to the
origin at time t and denote it as ut. It is convenient
to define u0 ≡ 1. If t is odd, i.e., if t = 2m + 1 with
m = 0, 1, . . ., ut is then given as
ut = q
m∑
k=0
(
m
k
)(
m
k
)
p2m−2kq2k (8)
= qp2m2F1(−m,−m; 1; q2/p2),
where 2F1 is a hypergeometric function [9]. The reason
behind Eq. (8) is roughly explained as follows: The sum-
mand can be interpreted as pairing two strings of length
m, for each of which there are k bits of 1 and the other
(m− k) bits of 0. The probability q in front of the right-
hand side of Eq. (8) means that for every such pair, one
finds a proper place to insert 0 so as to bring the walker
back to the origin. If we define bt as the probability to
occupy n = −1 at time t, we can establish the following
relation:
ut+1 = pbt + qut, (9)
by conditioning the first bit, X(1). The probability bt
turns out to be closely related to the Narayana num-
ber [10]:
N(m, k) =
1
m
(
m
k
)(
m
k − 1
)
, (10)
3which describes the number of possibilities to have m
pairs of correctly matched parentheses with k distinct
nestings. If t = 2m+ 1, in particular, we find an explicit
expression for bt as
bt = p
m∑
k=1
(
m
k
)(
m
k − 1
)
p2m−2kq2k (11)
= mp2m−1q22F1(1−m,−m; 2; q2/p2).
Plugging Eqs. (8) and (11) into Eq. (9), we have an ex-
pression for ut when t is even, too.
Equation (8) simplifies for p = q = 12 due to the fol-
lowing identity in combinatorics:
m∑
k=0
(
m
k
)2
=
(
2m
m
)
. (12)
We restrict ourselves to this specific case of p = q = 12
henceforth. Then, the return probability ut found above
obeys the following recursion relation:
tut = ut−1 + (t− 2)ut−2. (13)
Note that u1 =
1
2 because one should get X(1) = 0 to
stay at the origin. Together with u0 ≡ 1, one can find ut
recursively by using Eq. (13). However, it is more useful
to introduce the generating function for ut as
U(x) ≡
∞∑
t=0
utx
t, (14)
and Eq. (13) then reduces to
d
dx
U(x) = U(x)− 1
2
+ x2
d
dx
U(x). (15)
This ordinary differential equation is solved to yield
U(x) =
1
2
(√
1 + x
1− x + 1
)
= 1+
x
2
+
x2
4
+
x3
4
+ . . . , (16)
from which one can extract ut at arbitrary t.
We may furthermore define ft as the probability of the
first return to the origin at time t with setting f0 ≡ 0. It
is a standard exercise [1] to decompose ut>0 into
ut = f0ut + f1ut−1 + . . .+ ftu0 =
t∑
τ=0
ut−τfτ , (17)
according to the first return time. Denoting the generat-
ing function for ft as
F (x) ≡
∞∑
t=0
ftx
t, (18)
we may rewrite Eq. (17) as
U(x) = 1 +
∞∑
t=0
t∑
τ=0
ut−τfτxt
= 1 +
∞∑
τ=0
fτx
τ
∞∑
t=τ
ut−τxt−τ (19)
= 1 + F (x)U(x).
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FIG. 2. Probability ut to return to the origin, and probability
ft for the first return at time t. We have fixed the parameter
p at 1
2
to compare the numerical results over 3 × 107 ran-
dom samples (symbols) with the analytic ones (dotted) from
Eqs. (16) and (20). Error bars are shown but smaller than
the symbol size.
We thus obtain
F (x) = 1− 1
U(x)
=
√
1 + x−√1− x√
1 + x+
√
1− x (20)
=
x
2
+
x3
8
+
x5
16
+
5x7
128
+
7x9
256
+ . . . ,
from which one can read off ft at any t. Note that F (x)
approaches one as x → 1, which means that this walk
is recurrent. Note also that Eq. (20) is an odd function,
because the first return after leaving the origin is impos-
sible when t is even. We have checked the expressions for
ut and ft with Monte Carlo calculation and drawn the
results in Fig. 2.
There is another useful expression for ft written as
ft =
[1− (−1)t]Γ ( t2)
4
√
pi Γ
(
t
2 +
3
2
) , (21)
whereby we can obtain an important quantity gt, defined
as the number of returns to the origin by time t. We
decompose gt according to the first return time τ : If the
first return time is τ , it means that there must be at least
2tfτ returns among the 2
t possible trajectories in total.
In addition, when those trajectories hit the origin at τ ,
the number of possibilities should be 2τfτ , each of which
may contain more returning events during the remaining
t − τ time steps. This can be expressed as 2τfτgt−τ by
the definition of gt. To sum up, ft and gt are related by
gt =
t∑
τ=1
(
fτ2
t + 2τfτgt−τ
)
. (22)
Let us consider the corresponding generating function:
G(x) ≡
∞∑
t=0
gtx
t =
∞∑
t=0
t∑
τ=1
(
fτ2
t + 2τfτgt−τ
)
xt (23)
=
∞∑
t=0
(2x)t
t∑
τ=1
fτ +
∞∑
t=0
t∑
τ=1
fτ (2x)
τ × gt−τxt−τ ,
4where the first term can be evaluated by using the gen-
eral expression in Eq. (21) and the second term can be
expressed by convolution as in Eq. (19). After some al-
gebra, we arrive at
G(x) =
1−√1− 4x2
2x(1− 2x) + F (2x)G(x), (24)
which yields
G(x) =
1−√1− 4x2
2x(1− 2x)[1− F (2x)] (25)
= x+ 3x2 + 8x3 + 19x4 + 44x5 + . . . .
For example, we find three returning events by time
t = 2, because a trajectory generated by 00 visits the
origin twice and another trajectory from 01 does it once,
while the other two are kept away from the origin. The
singular point of G(x) at x = 12 is of particular inter-
est, because gt
(
1
2
)t
corresponds to the average number
of returns among all paths by time t. Rewriting
G(x) = 2U ′(2x)− 1
2
(
1
1− 2x +
1√
1− 4x2
)
, (26)
where the prime denotes differentiation, we find that the
singularity is dominated by the first term on the right-
hand side. As a result, if t = 2m + 1 ≫ 1, the average
number of returns scales as
gt
2t
∼ m
22m
(
2m
m
)
∼ √m, (27)
which is similar to the case of the simple random walk [1].
IV. CONCLUSION
In summary, we have considered a variant of the persis-
tent random walk and calculated its statistical properties
by using the generating-function method. In the limit of
t → ∞, the distribution of the position approaches the
Gaussian function, and both the mean and variance are
scaled by the factor of pq . We have also obtained the
generating functions for return events at p = q = 12 in
closed forms. The resulting analytic predictions are fully
confirmed by numerical simulation.
Before concluding this work, let us briefly mention how
to deal with the periodic boundary condition. We may
assume that there are L sites, i.e., n = 1, 2, . . . , L, with
the periodic boundary condition such that P±(n+L, t) =
P±(n, t). The generating function method is made com-
patible with the boundary condition if we introduce
zk = e
2piik/L with k = 1, 2, . . . , L. Then, the following
expression
Q˜+(k, t) ≡
L∑
n=1
znkP
+(n, t) (28)
corresponds to the discrete Fourier transform of P+(n, t).
The inverse transform therefore gives us
P+(n, t) =
1
L
L∑
k=1
z−nk Q˜
+(k, t). (29)
We have already obtained the expression Q+(z, t) in
Eq. (5) so we need only to use zk instead of z and then
plug the resulting Q˜+(k, t) into Eq. (29). As t→∞, only
the lowest mode with k = L survives, which corresponds
to zk = 1. Since the conservation of total probability
automatically implies Q+(z = 1, t) = 1, we immediately
see from Eq. (29) that P+(n, t → ∞) = 1/L, that is, a
uniform distribution as indicated by our intuition.
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