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Abstract
Identification of small molecules remains a central question in analytical chemistry,
in particular for natural product research, metabolomics, environmental research, and
biomarker discovery. Mass spectrometry is the predominant technique for high-throughput
analysis of small molecules. But it reveals only information about the mass of molecules
and, by using tandem mass spectrometry, about the mass of molecular fragments.
Automated interpretation of mass spectra is often limited to searching in spectral libraries,
such that we can only dereplicate molecules for which we have already recorded reference
mass spectra.
In this thesis we present methods for answering two central questions: What is the
molecular formula of the measured ion and what is its molecular structure? SIRIUS is
a combinatorial optimization method for annotating a spectrum and identifying the ion’s
molecular formula by computing hypothetical fragmentation trees. We present a new
scoring for computing fragmentation trees, transforming the combinatorial optimization
into a maximum a posteriori estimator. This allows us to learn parameters and
hyperparameters of the scoring directly from data. We demonstrate that the statistical
model, which was fitted on a small dataset, generalises well across many different datasets
and mass spectrometry instruments.
In addition to tandem mass spectra, isotope pattern can be used for identifying the
molecular formula of the precursor ion. We present a novel scoring for comparing isotope
patterns based on maximum likelihood. We describe how to integrate the isotope pattern
analysis into the fragmentation tree optimisation problem to analyse data were fragment
peaks and isotope peaks occur within the same spectrum. We demonstrate that the new
scorings significantly improves on the task of molecular formula assignment. We evaluate
SIRIUS on several datasets and show that it outperforms all other methods for molecular
formula annotation by a large margin.
We also present CSI:FingerID, a method for predicting a molecular fingerprint from a
tandem mass spectrum using kernel support vector machines. The predicted fingerprint
can be searched in a structure database to identify the molecular structure. CSI:FingerID is
based on FingerID, that uses probability product kernels on mass spectra for this task. We
describe several novel kernels for comparing fragmentation trees instead of spectra. These
kernels are combined using multiple kernel learning. We present a new scoring based on
posterior probabilities and extend the method to use additional molecular fingerprints.
We demonstrate on several datasets that CSI:FingerID identifies more molecules than its
predecessor FingerID and outperforms all other methods for this task. We analyse how
each of the methodological improvements of CSI:FingerID contributes to its identification
performance and make suggestions for future improvements of the method.
Both methods, SIRIUS and CSI:FingerID, are available as commandline tool and as user
interface. The molecular fingerprint prediction is implemented as web service and receives
over one million requests per month.
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Zusammenfassung
Die Identifizierung kleiner Moleküle ist eine zentrale Fragestellung der analytischen
Chemie, insbesondere in der Naturwirkstoffforschung, der Metabolomik, der Ökologie und
Umweltforschung sowie in der Entwicklung neuer Diagnoseverfahren mittels Biomarker.
Massenspektrometrie ist die vorherrschende Technik für Hochdurchsatzanalysen kleiner
Moleküle. Aber sie liefert nur Informationen über die Masse der gemessenen Moleküle
und, mittels Tandem-Massenspektrometrie, über die Massen der gemessenen Fragmente.
Die automatisierte Auswertung von Massenspektren beschränkt sich oft auf die Suche in
Spektrendatenbanken, so dass nur Moleküle derepliziert werden können, die bereits in einer
solchen Datenbank gemessen wurden.
In dieser Dissertation präsentieren wir zwei Methoden zur Beantwortung zweier
zentraler Fragen: Was ist die Molekülformel eines gemessenen Ions? Und was ist seine
Molekülstruktur? SIRIUS ist eine Methode der kombinatorischen Optimierung für die
Annotation von Massenspektren und der Identifikation der Molekülformel. Dazu berechnet
sie hypothetische Fragmentierungsbäume. Wir stellen ein neues Scoring Modell für die
Berechnung von Fragmentierungsbäumen vor, welches die kombinatorische Optimierung als
einen Maximum-a-posteriori-Schätzer auffasst. Dieses Modell ermöglicht es uns, Parameter
und Hyperparameter des Scorings direkt aus den Daten abzuschätzen. Wir zeigen,
dass dieses statistische Modell, dessen (Hyper)Parameter auf einem kleinen Datensatz
geschätzt wurden, allgemeingültig für viele Datensätze und sogar für verschiedene
Massenspektrometriegeräte ist.
Neben Tandem-Massenspektren lassen sich auch Isotopenmuster zur Molekülformeli-
dentifizierung des Ions verwenden. Wir stellen ein neuartiges Scoring für den Vergleich
von Isotopenmustern vor, welches auf Maximum Likelihood basiert. Wir beschreiben,
wie die Isotopenmusteranalyse in das Optimierungsproblem für Fragmentierungsbäume
integriert werden kann, so dass sich auch Daten analysieren lassen, in denen Fragmente und
Isotopenmuster im selben Massenspektrum gemessen werden. Wir zeigen, dass das neue
Scoring die korrekte Zuweisung der Molekülformeln signifikant verbessert. Wir evaluieren
SIRIUS auf einer Vielzahl von Datensätzen und zeigen, dass die Methode deutlich besser
funktioniert als alle anderen Methoden für die Identifikation von Molekülformeln.
Wir stellen außerdem CSI:FingerID vor, eine Methode, die Kernel Support Vector
Maschinen zur Vorhersage von molekularen Fingerabdrücken aus Tandem-Massenspektren
nutzt. Vorhergesagte molekulare Fingerabdrücke können in Strukturdatenbanken gesucht
werden, um die genaue Molekülstruktur aufzuklären. CSI:FingerID basiert auf FingerID,
welches Wahrscheinlichkeitsprodukt-Kernels für diese Aufgabe benutzt. Wir beschreiben
etliche neue Kernels, zum Vergleich von Fragmentierungsbäumen anstelle von Massenspek-
tren. Diese Kernels werden mittels Multiple Kernel Learning zu einem Kernel kombiniert.
Wir stellen ein neues Scoring vor, welches auf A-posteriori-Wahrscheinlichkeiten basiert.
Außerdem erweitern wir die Methode, so dass sie zusätzliche molekulare Fingerabdrücke
verwendet. Wir zeigen auf verschiedenen Testdatensätzen, dass CSI:FingerID mehr
Molekülstrukturen identifizieren kann als der Vorgänger FingerID, und damit auch alle
anderen Methoden für diese Anwendung übertrifft. Wir werten aus, wie die verschiedenen
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methodischen Erweiterung zur Identifikationsrate von CSI:FingerID beitragen und machen
Vorschläge für künftige Verbesserungen der Methode.
Beide Methoden, SIRIUS und CSI:FingerID, sind als Kommandozeilenprogramm und
als Benutzeroberfläche verfügbar. Die Vorhersage molekularer Fingerabdrücke ist als
Webservice implementiert, der über eine Millionen Anfragen pro Monat erhält.
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1 Introduction
When the human genome project announced the successful sequencing of the human
genome in 2003, the expectations were high for this will lead to a revolution in life
science and help us understanding and treating various diseases. But what we learned from
genomics instead is that our genome is just a static view on a highly dynamic and complex
biological system. For example, humans can approximately build 1012 different antibodies,
many magnitudes more than the total number of genes in our genome, which is estimated
to be around 20 000 to 25 000. One reason for this diversity is gene regulation: there
are various mechanisms that regulate which genes should be expressed (e.g. transcription
factor or DNA methylation) and which modify the transcript, for example RNA splicing.
Transcriptomics tries to overcome this issue by directly measuring the RNA transcripts in
cells. This gives us an insight into the active state of a cell: which genes are expressed
and how the transcripts are modified. But regulation does not stop at RNA level: after
protein synthesis, proteins can form complex multimeres. For example, antibodies are
constructed from two different peptide chains and undergo additional post-translational
modifications like glycosylation. These modifications cannot be seen at the RNA level,
so we have to measure the cellular proteins. Mass spectrometry is the tool of choice for
proteomic experiments. Proteins are either interacting with other proteins, or catalysing
biochemical reactions. Metabolites are sources, intermediates, and products of such
biochemical reactions. Thus, they are the last step in the information flow from genotype
to phenotype. Analysing the metabolome gives a direct read-out of the cellular state. In
contrast to proteins, for most metabolites it is not possible to extract information about
the metabolites directly from the genome.
Because of their small size, metabolites can often pass barriers like the skin or even the
cell membrane. We receive metabolites from our environment, through cosmetic products,
pharmaceutics, food, and the microbiome in and on our body. These metabolites are
transformed into plenty of new metabolites: this happens in the liver, but also within our
cells and by the microbiome in our gut. It is estimated that humans are exposed to 2–3
million different chemicals during their life [93] and it is estimated that 80–85% of human
diseases are linked to hazardous molecules [213].
Environmental science screens for pesticides and other metabolites produced by humans
and released into the waste water. Such screenings are also performed in food safety to
detect hazardous and illegal substances like pesticides or veterinary drugs [67]. Targeted
approaches aim at identifying specific contaminants, but are ineffective when unknown
hazardous compounds or metabolised variants of known drugs are to be monitored. In
contrast, untargeted approaches that aim to identify all metabolites in a sample, aroused
increasing interest in the last years [88].
Untargeted screening is also used for biomarker discovery: many bacteria rely on small
secondary metabolites to exert and regulate their virulence [48]. Furthermore, many
metabolites are differentially exposed in cancer cells [201] or in patients with certain
diseases [1].
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Exposure of metabolites from the environment is not only connected to diseases. A
review by Aksenov et al. [2] gives some examples: the pink colour of flamingo feathers
stems from the metabolite canthaxantin, which they absorb through their diet of shrimps
and algae. Similarly, the highly toxic dart frog is not producing the poison itself,
but accumulates it by eating ants and other arthropods. Metabolites are used for
communication, defence, and adaption to environmental stress. Although metabolites
play such a crucial role, only a tiny fraction of metabolites are known and even less can be
annotated in mass spectrometry experiments today [44, 213].
In 2014, the world health organisation WHO warned about the begin of the “post-
antibiotic era” [242]: common bacterial infections, again, become a threat, because they
developed resistance against antibiotics. They identified two main problems that are
responsible for this crisis: the widespread misuse of antibiotics, in humans but also in
animal breeding, and the lack of any discovery of new antibiotic classes since 1970 [8, 221].
A promising approach is to search for new antibiotic classes and other natural products
in bacteria or other organisms living in ecological niches other than soil, like in marine
environments [8, 92]. While full structural elucidation of such natural products can
only be performed using nuclear magnetic resonance instruments, mass spectrometry can
help to screen samples for interesting molecules while filtering out molecules that are
structural similar to already known classes of natural products [160]. Besides antibiotics,
more than half of all small-molecule drugs are either natural products or natural product
analogues [186]. It is estimated that there are between 4 000 to 20 000 metabolites present
in each eukaryotic organism, with maybe hundred of millions of different metabolites in
total [2, 64]. Thus, nature provides an incredible large amount of possible drugs and
pharmaceutics from which only a tiny fraction is already discovered. Natural product
researchers screen samples from matter found in nature for bioactive metabolites and
potential drugs. Due to its high sensitivity and its high-throughput screening capability,
mass spectrometry is the predominant technique for such an untargeted analysis.
Although mass spectrometry is a quite old and established method, which was already
used to screen for human metabolic disorders such as phenylketonuria in the 1960s and
1970s, it was for a long time a niche field in the scientific community that could not keep
pace with the advances and increasing interests in other fields like DNA sequencing [2]. Gas
chromatography was for long the primary technique for analysing metabolites, but it can
only be applied on very small and volatile compounds. Liquid chromatography and soft
ionisation techniques developed in the 1980s made peptide sequencing possible. The field
of proteomics has advanced since then and many software solutions for peptide analysis
were developed. In metabolomics, however, most researchers are still doing quantitative
analysis and biomarker discovery, but without identifying the molecules they measure.
Computational metabolomics is still a young field. But this seems to change, with many
interesting new approaches being developed in the last years in the field of computational
metabolomics [19, 91]. One of these approaches is the computation of fragmentation trees,
developed by Florian Rasche and Sebastian Böcker [164]. Fragmentation trees model the
behaviour of a molecule in gas-phase chemistry in a strictly combinatorial way. They
annotate peaks in a spectrum by molecular formulas and make assumptions about the
fragmentation reactions that lead to these fragment ions.
3Contribution of this Work
I wrote my diploma thesis about speeding up the computation of fragmentation tree
alignments using algorithm engineering techniques like bottom-up dynamic programming.
When I started as PhD student, I continued working on tree alignments and, in parallel, on
improving the computation of the fragmentation trees itself. I wrote the software SIRIUS
for computing fragmentation trees newly from scratch, improving speed and memory usage.
Although I spent much time in programming SIRIUS, I want to focus this thesis not
on the technical aspects but on the methodological advances. Therefore, I will mention
now but not describe in detail some engineering tricks we developed to speed up SIRIUS:
We extended the round robin algorithm for decomposing masses such that it considers
mass errors within its computation and optimised its parameters; this leads to a four-fold
reduction in running time and reduces memory consumption by up to 94% [55]. We
developed new heuristics for computing fragmentation trees. Although this heuristics
sometimes cannot find the exact solution, using them to find lowerbounds speeds up
fragmentation tree computation by ten times [59]. I also implemented reduction techniques
developed by Tim White and Sebastian Böcker to further speed up fragmentation tree
computation [235].
With the availability of thousands of public reference mass spectra, Sebastian Böcker and
me reformulated the underlying optimisation problem for computing fragmentation trees
as maximum a posteriori probability estimate and learned the parameters of the scoring
from data. With this enhanced version of SIRIUS, I attended the “Critical Assessment
of Small Molecule Identification” (CASMI), a blind contest, in 2012 [56, 190] and
2013 [57]. Around this time we joined forces with the team of Juho Rousu who pioneered
the development of machine learning methods for mass spectrometry. They developed
FingerID, a machine learning method for searching mass spectra in molecular structure
databases [79]. Together, we developed kernel methods to integrate fragmentation trees
into their learning framework [196]. I then reimplemented the FingerID software in
Java, again with significant speedups, and developed additional kernels. We also added
new fingerprints and developed new scorings. The resulting method was then called
CSI:FingerID. We performed the, to the best of my knowledge, most comprehensive
evaluation of molecular structure identification methods from tandem mass spectrometry
with six different methods being evaluated on three different datasets [58]. I attended
again the CASMI contest in 2016 and 2017, this time with CSI:FingerID. In CASMI 2016,
CSI:FingerID was the second best method, just beaten by its input output kernel regression
(IOKR) variant, developed by Céline Brouard in Juho Rousu group which builds on top of
our kernel framework [191]. For CASMI 2017, I implemented a new functionality in SIRIUS
for integrating isotope peaks into the tandem mass spectra. With this enhancement,
CSI:FingerID could even beat IOKR and was the best method in all contest categories
which I attended.
Together with my co-workers, in particular Markus Fleischauer and Marvin Meusel, we
developed a user interface for SIRIUS and a server application that runs CSI:FingerID as
an online service. CSI:FingerID has been accessed over four million times with more than
200 000 requests on some days. SIRIUS and CSI:FingerID are now integrated into the
Global Natural Products Social Molecular Networking (GNPS) [227], as well as into the
mass spectrometry frameworks OpenMS [179] and MZmine [157].
4 1. Introduction
Finally, I worked on predicting compound categories from mass spectrometry data.
Although this project began some years ago, using the annotations from the Chemical
Entities of Biological Interest (ChEBI) database, training such predictors on large scale was
only possible with the release of ClassyFire, a web service for structure classification [51]
developed by Yannick Djoumbou in David Wishart’s lab. Sebastian Böcker and me
developed CANOPUS, a tool for predicting these compound categories from ClassyFire,
not from structures but directly from mass spectral data.
I also work together with Sebastian Böcker, Kerstin Scheubert, and the group of Rolf
Müller on dereplicating natural products using mass spectrometry.
Both topics, compound classification and natural product dereplication, are still work
in progress and, therefore, not covered in this thesis.
I presented SIRIUS at the annual conference of the American Society of Mass
Spectrometry (ASMS) 2013 in Minneapolis, at the International Conference on Intelligent
Systems for Molecular Biology (ISMB) 2013 in Berlin, and at the conference on Research
in Computational Molecular Biology (RECOMB) 2015 in Warsaw [54]. I presented
CSI:FingerID at the ASMS 2014 in Boston and at the Metabolomics 2016. In 2017, I
presented CANOPUS at the Metabolomics in Brisbane. In three of these conferences
(ASMS 2014, RECOMB 2015, Metabolomics 2017) I gave an oral presentation. I also
participate in the Dagstuhl seminars about computational metabolomics in 2015 [29]
and 2017 [3], the Shonan meeting about computational metabolomics in 2017, and
the workshop “Current challenges in Eco-metabolomics” at the Deutsches Zentrum für
integrative Biodiversitätsforschung (iDiv) in 2017 [154].
My work was founded by the Friedrich-Schiller-Universität Jena and the Deutsche
Forschungsgemeinschaft.
In the following, I want to present the two methods I developed and improved during the
last years: SIRIUS and CSI:FingerID. As mentioned, I do not want to write about technical
details of the implementation or about software engineering techniques. Chapter 2 will give
the reader some background about molecular biology and mass spectrometry. In Chapter 3
I will cover the informatics aspects: the background in graph theory, statistics, and machine
learning. In Chapter 4 I will give an overview of the methodological development in
computational mass spectrometry over the last years. In particular, I will introduce the two
methods SIRIUS and FingerID, which are the foundation of this thesis. Afterwards, I will
present the maximum a posteriori probability estimate method for SIRIUS in Chapter 6.
I will describe its scoring as well as how we estimate the parameters from data. Next, I
will evaluate the new scoring on several different datasets. In Chapter 7 I will describe
CSI:FingerID and several improvements we have developed: the new kernels, the new
fingerprints, and the maximum likelihood scoring. I will evaluate the quality of the kernels
and the multiple kernel learning, and then evaluate CSI:FingerID on different datasets
against six different state-of-the-art methods.
For the remainder of this thesis, I will use “we” as the first person pronoun, as it is
common in scientific literature.
2 Backgrounds in Biochemistry and Mass
Spectrometry
2.1 Organic Chemistry
The atom is the basic building block of matter. It consist of a nucleus of protons and
neutrons and is enclosed by a cloud of electrons. The number of protons determine the
element of an atom. For example, carbon has six protons in its nucleus; hydrogen has one.
Organic matter is composed mostly of the five elements carbon (C), hydrogen (H), nitrogen
(N), oxygen (O), phosphor (P), and sulphur (S). However, some biomolecules also contain
halogens like chlorine (Cl), bromine (Br), iodine (I), fluorine (F), or even metal ions. The
number of neutrons determine the isotope of an atom. The sum of protons and neutrons,
also called the atomic mass number, is written on the upper left of the element symbol.
Most carbon atoms contain six neutrons and, therefore, are written as 12C. Another
isotope of carbon with seven neutrons is 13C. The number of protons and neutrons (and,
to a lesser extend, the number of electrons) determine the mass of the atom, which is
denoted in unified atomic mass unit (u) or (historically) in Dalton (Da). 1 u (or 1Da) is
defined as 112 of the mass of a
12C atom and is approximately 1.660 539 04× 10−27 kg. The
atomic mass and the mass number differ for all atoms except for 12C. Hydrogen 1H, for
example, has a mass number of one, but an atomic mass of 1.007 825 032Da [226]. This
difference is called mass defect. It is caused by the binding energy in the nucleus and is the
reason why mass spectrometry is able to infer the atom composition of molecules from their
mass. Each element (and isotope) has an unique mass (and mass defect). Isotopes of the
same element usually have the same chemical properties, except for the mass. In nature,
we can observe different isotopes for most of the elements. Some isotopes are radioactive
and occur in extremely low frequency. An example is 14C. The distribution of isotopes
differs slightly between different locations on earth. Therefore, isotope ratios cannot be
listed as precisely as atomic or isotopic masses. For carbon there are two stable isotopes:
12C with a relative abundance of 98.93% and 13C with 1.07%. Throughout this thesis, we
will use the term monoisotopic mass for the mass of a molecule where each atom is the
stable (not radioactive) isotope with the lowest nominal mass. This follows the definition
by Böcker et al. [28] and Meusel et al. [133] but differs from that of IUPAC, which uses the
most abundant isotope instead of the lightest one. For computational mass spectrometry
and, in particular, the simulation and fitting of isotope patterns of small molecules, the
definition given here is more convenient. See Table 2.1 for the masses and abundances of
the common isotopes we can detect in organic molecules. In our work we will always use
masses from Wang et al. [226] and isotopic abundances from Guha et al. [74].
The number of electrons of an atom determines its charge: if the electron number equals
the proton number, it is electrical neutral, otherwise it is an ion. If an atom has more
electrons than protons, it is negatively charged and called an anion. If the number of
electrons is smaller than the number of protons, it is positively charged and called an
cation. Ions can be accelerated in electric fields. This is the basic functioning of mass
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Table 2.1: Table of the basic elements of organic matter (carbon, hydrogen, oxygen, nitrogen,
phosphor, and sulphur) as well as the halogens chlorine, bromine, fluorine, and iodine. The
table lists the elements and their natural abundant isotopes with mass, mass defect, and relative
abundance. Values are taken from [74, 226].
Element Symbol Isotope Mass (Da) Mass defect (Da) Abundance (%)
carbon C
12C 12 0 98.93
13C 13.00335484 0.00335484 1.07
hydrogen H
1H 1.007825032 0.007825032 99.9885
2H 2.014101778 0.014101778 0.0115
nitrogen N
14N 14.003074 0.003074 99.632
15N 15.0001089 0.0001089 0.368
oxygen O
16O 15.99491462 −0.00508538 99.757
17O 16.9991317 −0.00086830 0.038
18O 17.999161 −0.00083900 0.205
phosphor P 31P 30.97376163 −0.02623837 100
sulphur S
32S 31.972071 −0.02792900 94.93
33S 32.97145876 −0.02854124 0.76
34S 33.9678669 −0.03213310 4.29
36S 35.96708076 −0.03291924 0.02
bromine Br
79Br 78.9183371 −0.0816629 50.69
81Br 80.9162906 −0.0837094 49.31
chlorine Cl
35Cl 34.96885268 −0.03114732 75.78
37Cl 36.96590259 −0.03409741 24.22
fluorine F 19F 18.99840322 −0.00159678 100
iodine I 127I 126.904473 −0.095527 100
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spectrometry. There are several ways to transform a neutral molecule into an ion. In
general we can add (or remove) a proton or add (or remove) an electron. A hydrogen atom
consists of one proton and one electron. If we remove the electron, we get a positively
charged hydrogen which is also a proton. Therefore, protons are usually written as H+
while electrons are written as e– . Electrons are also the source of the strongest chemical
bonding between atoms: the covalent bonds and ionic bonds. Covalent bonds are formed
between pairs of electrons in the outer electron shell (called valence electrons) of two atoms.
If the electronegativity between two atoms is very different, covalent bonds become ionic
bonds. For example H2O is connected with covalent bonds, while NaCl is connected with
ionic bonds. The connection of multiple atoms via bonds is called a molecule. A molecule
consisting of atoms with different elements is also called a compound. However, in this thesis
we will use both terms synonymously. Covalent bonds can be distinguished between single
bonds (formed by one pair of electrons), double bonds (two pairs), and triple bonds (three
pairs). There is also the special case of aromatic bonds: These are ring structures of single
and double bonds where the bond type is dynamic: it is not possible to locate the single
and double bonds within the ring. Because covalent bonds are always formed by pairs of
electrons, the number of valence electrons in molecules is usually even. A molecule with an
odd number of valence electrons has an unpaired electron. This is chemical unstable. The
molecule will “try” to react with other molecules in its environment to become chemically
stable. We call these molecules radicals. In general, molecules are chemically stable if all
their valence electrons are paired in some covalent bond. This knowledge can be used to
estimate the number of double bonds, triple bonds, and rings in a molecule if its atomic
composition is known. This equation is called ring double bond equivalent (RDBE) and is
defined as
RDBEΣ = 1 +
1
2
∑
e∈Σ
(
#e · (valence(e)− 2)) (2.1)
RDBECHNOPS = 1 + 12
(
2#C−#H+#N+#P
)
(2.2)
for arbitrary chemical alphabets Σ (eq. (2.1)) and for the specific alphabet CHNOPS
(eq. (2.2)). Here #e denotes the number of atoms for element e. However, there exist
some exceptions to this rule [107]. Basically, these equations show that for each pair of
valence electron we can form a single bond to an atom. If we do not have enough atoms
to satisfy all valence pairs, we have to either form double bonds, triple bonds, or rings.
Elements with odd number of valence electrons are special, because their valence electrons
can only be paired if the number of such odd valence elements is even. This is also known
as nitrogen rule, as nitrogen is the most common element in organic molecules with odd
valence electrons. If a molecule violates this rule, the RDBE becomes a fractional number.
This is the case for all radicals. Also hydrogen is special, because it only has a single
valence electron. A molecule with five hydrogens and a single carbon is highly unlikely,
because carbon typically has a valence of four. The RDBE of such a molecule would be
negative. The rule that forbid such atomic compositions is part of the “Senior rules” [193].
For a given set of atoms we can use the RDBE to determine if a neutral molecule with
these atoms can exist: we check if the RDBE is positive and even.
We can write a molecule as molecular formula by writing down the elements and their
abundance in a molecule in alphabetical order (except carbon and hydrogen, which are
named first in carbon containing molecules). This is also called Hill notation. An example
is C6H12O6, the molecular formula of glucose. If the molecule is an ion, we write its charge
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state on the upper right. A protonated glucose (a glucose with an additional proton) is
written as C6H13O
+
6 and a deprotonated glucose (a glucose that lost a proton) is written
as C6H11O
–
6 . The molecular formula does not tell us anything about the constitution
of the molecule, but just about its atomic composition. Fructose, for example, has the
same molecular formula as glucose, but a different constitution. We call molecules with
same molecular formula but different structure structural isomers. Structural formulas or
skeleton formulas are used to draw a molecule with its constitution. Skeleton formulas are
specialised for organic molecules: The drawing of carbon atoms is omitted, as almost all
biomolecules have a carbon backbone. Also hydrogens and bonds to hydrogens are usually
left out, because the number of neighbour hydrogens of an atom can be determined from
its free valences. Of course there are always exceptions, where it is necessary to explicitly
draw the hydrogens or carbons. Hydrogens that can be determined from the free valences
are also called implicit hydrogens.
As covalent bonds are oriented in a three dimensional space, molecules with same
molecular formula and same constitution can still differ in their volume. We call
the orientation of the bonds the stereochemistry. Molecules that differ only in their
stereochemistry are called stereoisomers. In general, we cannot distinguish stereoisomers
using mass spectrometry because the stereochemistry does not change the mass of the
molecules. However, other methods that depend on the volume and shape of a molecule are
able to distinguish some stereoisomers (for example liquid chromatography, see Section 2.6).
2.2 Representation of Molecules in Cheminformatics
As a computer scientist it is natural to look on molecules as labelled (multi)graphs. Readers
who are not familiar with the concept of graphs might first want to read Section 3.1. The
atoms of a molecule can be represented as vertices labelled with the element symbol. The
covalent bonds can be either represented as weighted edges (with edge weights are 1, 2,
or 3) or as multiple edges between the same set of vertices (graphs with this property
are called multigraphs). The graph representation omits many details like stereochemistry
and quantum chemistry, but it allows us to use efficient graph algorithms and decades of
theoretical research in graph theory to deal with cheminformatic problems.
2.2.1 Text-based Data Formats
Text representations are important to store molecules in text based databases or transfer
molecules in text format or via text based protocols like HTTP. The MDL connection
table format represent a molecule as adjacency matrix with atom coordinates. In SMILES,
linear molecules are written as sequence of element symbols and bond symbols. Implicit
hydrogens and single bonds can be omitted. For example, the SMILES for ethanol is CCO.
Ethylene is written as C=C. Side chains are enclosed in brackets. Rings are denoted by
numbers between the ring-closing atoms. See Fig. 2.1 for an example. There are many ways
to write down a molecule as SMILES. For example, ethanol can also be written as OCC or
C(O)C. Canonical SMILES try to overcome this issue by define a unique way to describe
a molecule but failed and produced non unique strings for some structures [233]. Today
there is no official standard for canonical SMILES. Instead, the international chemical
identifier (InChI) was introduced, using graph isomorphism algorithms to order atoms and
bonds in an unique way [80]. It is less intuitive to read than SMILES, but is organised in
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Figure 2.1: Example for a SMILES and InChI representation of the metabolite salicyclic acid.
(a) The structural formula of salicyclic acid. (b) For building the SMILES we arbitrary transform
the molecule graph into a tree and number the atoms (except hydrogens). The molecule graph
contains a cycle that cannot be reflected in the tree structure (dashed arrow). (c) One possible
SMILES string that represents the molecule. Each branch in the tree is enclosed in brackets. The
atoms with number 4 and 8 are reconnected into a cycle by adding the digit 1 behind the atom
symbols. (d) The InChI of salicyclic acid, consisting of the main layer, which itself consists of three
sublayers: molecular formula, atom connectivity, and hydrogen atoms. (e) The hashed InChI key
of salicyclic acid. The first 14 characters are the hashed main layer (red). The remaining characters
are the hash of the empty stereochemistry and empty charge layers.
layers. The first layer is the main layer, which itself consists of a molecular formula layer,
an atom connectivity layer, and an hydrogen atom layer. The second layer defines the
stereochemistry. There are also layers for charges and isotopes. To check if two molecules
are identical, one just have to check if their InChIs are identical. The layer based systems
allows to omit certain properties like stereochemistry when performing the identity test.
As the InChI contains all information of the molecular graph, it can be arbitrary long.
Many database systems prefer fixed length identifiers. The InChI-Key is a hashed Base26
version of the InChI and exactly 27 characters in length. Due to the nature of hashes, two
molecules might have different InChIs but the same InChI-Key. However, the probability
for such a collision is extremely low [156].
Beside text formats to describe whole molecules there are also special formats for
describing molecular substructures (SMARTS) or chemical reactions (SMIRKS). SMARTS
is a superset of SMILES and introduce special characters for atom and bond wildcards,
conditions on the atom environments, as well as logical operators. For example
“C∼[CH2]∼[CD1]” describes three connected carbons with unspecified bonds where the
middle carbon atom is connected to exactly two hydrogen and the third carbon atom has
exactly one non-hydrogen neighbour atom.
2.2.2 Molecular Fingerprints
Canonical representations allow to test for identity, but they cannot measure the similarity
of two molecules. In fact, two molecules can have very different InChIs or SMILES but
still a very similar structure. The concept of chemical similarity is important, especially
in pharmacology: if two molecules are structural very similar, they might also have
similar chemical properties, bind to the same enzymes, and show similar bioactivity.
This relationship between the chemical structure and its bioactivity is called structure
related activity relationship (SAR). Based on this assumption quantitative structure
related activity relationship (QSAR) models aim to predict biochemical activity from
physicochemical properties of the molecules. There is no natural way to compare two
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molecules. From a chemists perspective, two molecules are similar if they have similar
backbones and functional groups. From a computer scientists perspective, two molecules
can be considered similar if they share a large common substructure, which leads to the
NP–hard maximum induced subgraph isomorphism problem [202], or if there exist an high-
scoring alignment [167]. Different applications might require different similarity measures.
See [147, 237] for more details about chemical similarity and QSAR.
Molecular fingerprints were developed as a very fast method for comparing molecules:
They are binary vectors indicating the presence and absence of molecular properties. A
molecular property can be a substructure like a functional group but also encode the
presence of certain atoms, atom configurations, or bonds. When encoding a molecule as
fingerprint, information about the localisation and frequency of its molecular properties
are lost. Molecular holograms generalise the concept of fingerprints by counting molecular
properties [147]. In this thesis we will sometimes refer to molecular fingerprints as binary
vectors or as set of molecular properties, whatever is more appropriate in the context.
A common method for comparing molecular fingerprints is the Tanimoto coefficient, in
computer sciences better known as Jaccard index [236]. It is calculated as
Tanimoto(A,B) =
|A ∩B|
|A ∪B| (2.3)
for two sets A and B of molecular descriptors. Other methods for similarity calculations
are the Dice coefficient or the normalised dot product (better known as cosine similarity).
The cosine similarity can also be used for molecular holograms. Distance measures like
the euclidean distance or the XOR distance (number of different molecular properties) are
also in use. See [11] for a comparison of these methods.
Computing molecular fingerprints is a core feature implemented in many cheminformatic
toolkits like CDK [205, 238], OpenBabel [150], or RDKit. A large number of different
fingerprint types is available. See [15, 37, 52] for reviews about the different fingerprint
types and how they perform and complement each other. Most fingerprints are
substructure-based: they ship with a list of structural keys (often in SMARTS format)
and check for the presence of these substructures in the molecule. The advantage of
substructure-based fingerprints is that they can encode for known functional groups;
a disadvantage is that they are restricted to a rather small list of manual selected
substructures. PubChem [228] and MACCS fingerprints are well known examples of this
category. Path-based fingerprints, instead, enumerate over all paths in a molecule. Shortest
path fingerprints enumerate over all pairs of atoms and report the shortest path between
them. Both fingerprint types report a finite set of paths per molecule, but an infinite set
over all possible molecules. They use a hash function to map a path to an index in the
fingerprint vector. Circular fingerprints use the Morgan algorithm [137] to enumerate over
all atoms and their neighbourhood within a given radius: First, all atoms are labelled
(for example by their element symbol). Then in each iteration, each atom is relabelled
by concatenating its label with the sorted labels of its neighbouring atoms. Instead
of concatenating strings, one can also calculate a hash function in each step. Circular
fingerprints can be calculated extremely fast and encode a large number of substructures.
ECFP (extended connectivity fingerprint) [174] is an example of a circular fingerprints.
There are other circular fingerprints like FCFP or SCFP that just differ in the labelling
of the atoms. As circular fingerprints are infinite in length (like path fingerprints), they
are usually hashed to fit into a fixed length vector. See Fig. 2.2 for a few examples of
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Figure 2.2: This figure shows the metabolite kaempferol. Left: Two substructure based molecular
properties are highlighted within blue circles. The “c[OH]” SMARTS describes a phenol functional
group. The “c1ccoc1” SMARTS describes a furan substructure. In both cases, the lowercase letter
c stands for an carbon within an aromatic ring. Right: Depiction of the circular fingerprints like
ECFP. For each atom we store its neighbourhood (depicted as coloured dashed circle) with fixed
radius of 0, 1, or 2 as a hash. In this example, we only draw neighbourhoods for three different
atoms.
substructure molecular properties and circular molecular properties which are used within
our methods.
Fingerprints are used for ligand screening [68] and QSAR models [53]. However, two
things should be considered here: First, most molecular fingerprints are optimised for small
molecules. As they do not encode for the localisation and frequency of a molecular property,
larger molecules can have very similar fingerprints but still look very different. A good
example are peptides, which share the same building blocks (amino acids) and, therefore,
the same molecular properties. To compare peptides it is crucial to consider the order and
frequency in which the molecular properties occur. It is also reported that the Tanimoto
coefficient is not suited to molecules with high variance in size [50]. Another problem is that
path and circular fingerprints use hashing to keep the length of the fingerprint constant.
The consequence is that very different substructures may fall into the same hash bins (an
effect which is called collision).
2.3 Metabolites and Metabolomics
The termmetabolites embraces all small molecules (usually with a mass below 1000 Dalton)
in living organisms. Metabolites are distinguished from polymeres like peptides, DNA, or
glycans which are chains or trees of smaller building blocks. For example, a single amino
acid is itself a metabolite, a chain of amino acids (called a peptide) is a polymer. However,
there is no clear definition of metabolites. Lipids, for example, are sometimes counted as
metabolites and sometimes not. For the methods presented in this thesis the biochemical
reasoning is less important: These methods deal with molecules that do not consist solely of
simple building blocks, because for such polymeres like peptides we can find more efficient
methods. In addition, they are optimised for molecules which are very small.
Biochemists distinguish between primary metabolites and secondary metabolites.
Primary metabolites are necessary for growth, replication, and survival of cells. Many
primary metabolites are well researched and conserved across many species. In contrast,
secondary metabolites are produced on demand to deal with environmental stress, defend
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2.5 Tandem Mass Spectrometry
Mass spectrometry is only able to measure the mass-to-charge ratio of molecules. The
mass of a molecule depends on the atomic composition: the number of carbons, hydrogens
and so on. The connectivity of these atoms, however, has only marginal impact on
the mass; the mass difference between two structural isomers is not detectable with
mass spectrometry. Tandem mass spectrometry (MS2) was introduced to distinguish
between structural isomers or isobaric compounds (compounds with same nominal mass
that might not be distinguishable with the instrument’s mass accuracy). In MS2, one
mass spectrometry instrument is used to separate ions with a specific mass. These ions
are then fragmented. Finally, the masses of the fragments are measured with a second
mass spectrometry instrument. The resulting MS2 mass spectrum contains the masses
of the fragments and their intensity (which is related to their frequency). Tandem mass
spectrometry is highly reproducible. Thus, as soon as we know the MS2 spectrum of a
molecule, we can use tandem mass spectrometry to detect this molecule in other samples.
Again, we will give a concrete example of such a tandem mass spectrometry setup: a
quadrupole time-of-flight instrument (Q-ToF) with collision-induced dissociation (CID),
see Fig. 2.4. A quadrupole consists of four circular and parallel rods on which oscillating
electric fields are applied. For a given ratio of voltages, only ions with specific mass-to-
charge ratio can pass the rod; other ions will have unstable trajectories and collide with
the rods or leave the quadrupole. Quadrupoles can be used as mass analyser; in contrast
to ToF analysers they have a much lower resolution and mass accuracy. In a Q-ToF setup,
the quadrupole is just to isolate ions with a specific mass for the MS2 analysis. Next, there
is another quadrupole, called the collision cell. It can be filled with noble gas (or, because
it is cheaper, nitrogen gas). On their trajectory through the collision cell, the ions collide
with the noble gas, receive kinetic energy, and fragment. This is called collision induced
dissociation. The collision energy influences how fast the ions move through the cell and
how much kinetic energy they receive when colliding with the Nobel gas. A fragmentation
can be the cleavage of one or multiple bonds, but also arbitrary complex chemical reactions
(called rearrangements). If the ion carries only a single charge, it breaks up into a charged
and an uncharged fragment. Only the charged fragment can pass the collision cell and
moves, due to the electric field, into the third mass spectrometry instrument: the ToF
instrument. Here, the charged fragments are recorded in an MS2 spectrum. For low
collision energies, some ions pass the collision cell without fragmenting. These intact ions
are called precursor ions. The charged fragment ions are also called product ions, but in
this thesis we will use the term fragments instead. The undetectable uncharged fragments
are called losses. In untargeted mass spectrometry, the instrument records alternately MS
and MS2 scans: In MS mode, the first quadrupole lets all ions pass through and the
second quadrupole is operated on low voltage such that the ions move very slowly through
the collision cell and do not fragment. Thus, the intact ions are recorded in the ToF
instrument and an MS scan is taken. The software then selects an ion with high intensity
for fragmentation: the instrument is then switching to MS2 mode, isolates the selected ions
in the first quadrupole, fragments them in the collision cell, and records the MS2 spectrum.
Note that there are many different systems beside Q-ToF: In ion traps, for example,
isolation, fragmentation and recording is done within the same mass spectrometry
instrument. For the methods presented here we do not care about the choice of mass
spectrometry instrument as long as it provides high mass accuracy. This is the case for time-
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of-flight, Orbitrap, and Fourier Transform Ion Cyclotron Resonance (FTICR) instruments.
However, the choice of fragmentation technique, the used novel gas, the collision energy,
and also the instrument can have a big impact on the fragmentation behaviour and the
resulting MS2 spectrum. Nevertheless, spectra of the same compound recorded on different
instrument types are often quite similar [149, 230].
There are several related techniques that do not isolate ions with very similar mass, but
instead fragment a wide range of masses at once. These techniques are called MSall, MSe,
or SWAFT, depending on the manufacturer.
2.6 Liquid Chromatography
Chromatography is necessary for an untargeted analysis of samples with many ions, for
example blood or urine. Here, frequent metabolites (in particular primary metabolites)
interfere with the detection of rare metabolites. Furthermore, many ions with same or
similar mass make it impossible for tandem mass spectrometry to isolate a single ion
species. A chromatography separates analytes by certain chemicophysical properties
besides mass; for example by polarity or volume. Gas chromatography and liquid
chromatography are the predominant separation techniques in mass spectrometry. New
techniques like ion mobility can be used in addition, for better separation.
A chromatography system consists of a column with a stationary phase and an mobile
phase. The mobile phase moves together with the analyte through the column. The
analytes bind to the stationary phase with different affinity and, thus, separate.
In gas chromatography (GC), the mobile phase is a gas. Due to the high temperature in
gas chromatography columns, this technique is unsuitable for thermal unstable molecules
like peptides and larger metabolites. In liquid chromatography (LC) the mobile phase
is a liquid. Liquid chromatography coupled with mass spectrometry is abbreviated with
LC-MS; analogously, we use GC-MS for gas chromatography and mass spectrometry. In
this thesis we will focus solely on LC-MS. Whereas all the methods presented here can
be extended to gas chromatography, too, this is a highly non-trivial undertaking that
introduces a couple of new problems; One has to deal with derivatisations, which are often
necessary to make molecules thermal stable, as well as with hard ionisation techniques like
electron ionisation which are the predominant ion source for gas chromatography.

3 Combinatorics, Statistics and Machine
Learning
The structural annotation and identification process we present in this thesis involves
techniques from combinatorics, statistics, and machine learning. This chapter shall give
the reader a short introduction in these three fields of computer science. Furthermore, we
will explain the notations and formalisms we use throughout this thesis.
Combinatorics is a field of mathematics that deals with counting, enumerating and
construction of finite structures. Such finite structures include but are not limited to
strings, graphs, trees, or sets of discrete elements. One example is the mass decomposition,
where we use combinatorics to enumerate all molecular formulas (which can be represented
as multisets of atoms) with a given mass. Combinatorial optimisation is an area of
combinatorics that consists of finding an optimal structure from a finite set of structures.
An example is the maximum colourful subtree problem in Section 4.2.1 where we search
for an explanation of a mass spectrum in form of a tree with maximum score. A common
algorithm engineering technique in combinatorial optimisation is dynamic programming. It
solves an optimisation problem by integrating over the solutions of simpler subproblems.
Its efficiency arrives from the fact that it does not have to enumerate all structures but,
instead, can summarise over parts of the search space.
Combinatorial optimisation often requires some scoring function that determines which
structure is optimum. When working with biological data the best scoring is often obtained
using a statistical model. In such a model we can encode which structures are more
likely to observe; we will call this kind of probability a prior and we can estimate it
using expert knowledge or by fitting parameterised probability distributions to databases of
known structures. We can also encode which structures are in agreement to our observed
measurements. We call this probability a likelihood. Finding the most likely explanation
given the measured data usually involves a maximum likelihood analysis (which ignores
the prior) or a maximum a posteriori analysis (which uses both, prior and likelihood).
When working with complicated structures and multiple variables we have to deal with
dependencies between these variables. A simple trick is to claim that all variables are
independent. We will use this trick several times in this thesis, as it makes the problem
easier to solve, although on biological data this assumption is almost always wrong.
From statistics to machine learning is a smooth transition. For example, Naive Bayes
is a machine learning technique that uses the mentioned independence assumption to
fit multivariate distributions and obtain a maximum likelihood estimate. Most machine
learning techniques like linear regression, support vector machines or deep neural networks
are based on the foundation of statistics and statistical learning theory. We will use
machine learning to extract information from our measured data in situations where we do
not know the intrinsic relationship between the data and the extracted information. This
is, for example, the case for structure elucidation from tandem mass spectra. Although
there have to be some relationship between the measured peaks and the structure of the
measured molecules, gas phase chemistry is complex to such an extend that nobody really
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knows how this relationship looks like. Even quantum chemistry calculations are not
sufficient to explain the measured data [200]; probably because there are too many hidden
parameters in the experimental setup and measurement process. Machine learning allows
to fit a function that maps the measured spectra to the molecules by extracting patterns
from the measured data that are correlated to the molecular structure.
Next, we will explain each of this field in more detail and introduce the notations and
formalisms we will use in the following chapters.
3.1 Graphs and Trees
Graphs are a concept in combinatorics to model objects and their relationships to each
other. We will first introduce graphs and the terminology used in this thesis in a formal
way. We recommend Diestel [49] for a comprehensive background in graph theory and
related concepts.
A graph G = (V,E) is a pair of nodes and edges E ⊆ V × V . An edge connects two
nodes from the graph. We note an edge e between the vertices u and v as e = {u, v}. In
directed graphs, the edges are ordered pairs of nodes and point from one node to another.
We write an directed edge e from node u to v as e = (u, v) or, shorter, as e = uv and
call u the start node and v the terminal node of e. We call two edges adjacent to each
other if one of their nodes appears in both sets (undirected graphs) or the start node of
one edge is equal to the terminal node of the other edge (directed graphs). Similarly, two
nodes u and v are adjacent if there is an edge {u, v} (or uv for directed graphs). The
out-degree of a node u is the number of adjacent edges where u is the start node. A graph
is connected if for each two nodes there exists a path containing these nodes. A path is
a sequence of edges such that no edge appears twice in the path and each consecutive
edges are adjacent. A path is a cycle if the start node of the first edge equals the terminal
node of the last edge. A directed graph without cycles is called a directed acyclic graph
(DAG). A connected undirected graph without cycles is called a tree. An arborescence is a
DAG with a special node called root with the property that for any node there is exactly
one path from the root to this node. We can transform any tree into an arborescence by
choosing a node as root and then make all edges directed such that they point away from
the root. In this thesis we will often use the term tree synonymously for arborescence if it
is either clear from the context that the tree is directed or if the direction of the edges is
not important. For arborescence trees, the induced subtree T [u] for any node u ∈ V is the
tree consisting of all nodes and edges which are reachable from u. For two nodes u,v with
v ∈ T [u] we say that u is the ancestor of v and v is the descendant of u.
3.2 Bayesian Statistics and Parameterised Distributions
Bayesian statistics centres around Bayes’ theorem for conditional probabilities:
P(M |D) = P(D|M)P(M)
P(D)
(3.1)
Here, P(M |D) is the conditional probability that M is true given D. M is usually a model
or a hypothesis. P(M) is the prior probability that reflects our initial knowledge: how likely
is our model without doing any observations. D is data derived from measurements and
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A probability distribution is a function that assigns probabilities to a random variable.
A random variable is a stochastic variable which possible values are outcomes of a random
experiment. For example, when throwing a dice the corresponding random variable could
be the number of pips on the top face of the dice. This would be a discrete random variable
and the corresponding probability distribution would be discrete, too, representable as a
histogram. When measuring outcomes of physical processes, we usually derive continuous
random variables. A continuous probability distribution is described by a cumulative
probability function F for which F (x) is the probability of observing a value lower or equal
to x. The derivative of the cumulative probability function is called the probability density
function. There is no easy statistical interpretation of the density function evaluated at a
single point. However, it is common, and we will do this repeatedly in this thesis, to use the
density as relative likelihood: Given two values x1 and x2 and a probability distribution
with density function f , we interpret f(x1)f(x2) as how much values around x1 are more likely
than values around x2.
See Table 3.1 for the probability distributions which are used in this thesis.
3.3 Machine Learning
In this section we will introduce the basic principles of supervised machine learning as well
as two popular machine learning methods that are used in this thesis: linear and kernel
support vector machines, and deep neural networks. We recommend Friedman et al. [66]
as comprehensive introduction in statistical learning theory, covering a much wider range
of methods and algorithms.
3.3.1 Supervised Machine Learning and Classification
The general idea of supervised learning is to predict a label from a set of input variables,
called features. We will denote the set of all possible features X and the set of all possible
labels Y. Features and labels can be numerical vectors, scalars, or discrete categories. In
general, we can encode any kind of inputs and outputs into numerical vectors, although,
such a mapping is more complicated for structural data like graphs or text documents.
We call the learning task regression for Y = R and classification for Y = {−1, 1}. In this
thesis we will focus on classification problems and in the following we will assume that the
features are real valued vectors and the labels are either -1 or 1.
Supervised learning aims to find a predictor function f : X → Y from a (possibly infinite)
set of functions (called the hypothesis space) F . The predictor function f is learned on
a set of training examples (also called observations) T = {(x1, y1), · · · , (xn, yn)}, where
xi ∈ X is the feature vector and yi ∈ Y is the label of the i-th training example. We search
for a function f that generalises well; that means it should predict not only the correct
labels of the training examples, but also the correct labels for new observations.
Supervised learning can be formulated as structural risk minimisation problem [219]:
minimise
f∈F
C
n∑
i=1
L(yi, f(xi)) + Ω(f) (3.2)
Here, the empirical loss L : Y × Y → R is a function that measures how good f predicts
the labels of the training points; it returns lower values with increasing similarity between
the prediction f(xi) to the real labelling yi. The regulariser Ω : F → R penalises functions
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with high complexity. Such functions are vulnerable for overfitting ; that means that the
function adapts to patterns which are specific only for the training points, for example noise
on the features or labels. A highly complex function tends to learn these noise patterns
to minimise the empirical loss and, thus, might perform worse on new observations. The
hyperparameter C controls the trade-off between the quality of the prediction and the
complexity of the predictor function.
3.3.2 Linear Support Vector Machines
A linear support vector machine (SVM) is a supervised learning method for classification,
where the hypothesis space F is the set of linear functions, the regulariser Ω is the l2 norm,
and the empirical loss L is the hinge loss Lhinge which is defined as:
Lhinge(y, yˆ) = max (0, 1− yˆ · y) y ∈ {−1, 1}, yˆ ∈ R (3.3)
The resulting structural risk minimisation problem is
minimise
w,b
C
n∑
i=1
max
(
0, 1− (⟨w,x⟩ − b)yi
)
+ 12 ||w||2 , (3.4)
where w is the vector of coefficients of the linear function, b is the bias term and ⟨·, ·⟩
denotes the inner product. The classification function of a SVM, which outputs the class
labels −1 and 1, is defined as g(x) = sign(⟨w,x⟩ − b).
Historically, classification by linear functions was described geometrically as finding
a hyperplane that separates the data points of the two classes. The first method to
compute such hyperplanes was the perceptron [178]. It searches for a linear hyperplane
that minimises the distance of misclassified training points from this hyperplane. However,
if the training data is not linear separable, the method does not converge. But even if the
data is separable by a linear model, there might be an infinite number of solutions which
do not generalise equally well.
The optimal separating hyperplane searches for the separating hyperplane that maximises
the distance to the closest training points [217, 218]. The region between the hyperplane
and these closest training examples is called margin. Maximising the margin leads to an
unique solution and it can be argued that of all possible hyperplanes the optimal separating
hyperplane has the best generalisation property [66].
A hyperplane is a set of points x that satisfy the equation ⟨w,x⟩− b = 0, where w is the
normal vector to the hyperplane and b||w|| is the offset of the hyperplane from the origin
along the normal vector w. The distance of a point x from the hyperplane is ⟨w,x⟩−b||w|| .
We want to maximise the margin M ; that is the distance between the hyperplane and
the closest training examples. In other words, for all training examples the distance to the
hyperplane has to be equal or larger than M . The corresponding optimisation problem is
maximise
w,b,M
M (3.5)
subject to
⟨w,x⟩ − b
||w|| yi ≥M for all i ∈ 1 . . . n .
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1
xj
Figure 3.1: Example of a linear support vector machine. The hyperplane (black line) separates
the feature space into two parts. The red dots belong to class −1, and the blue dots to class 1. The
dashed lines denote the margin. The yellow dots on the margin are the closest training examples
for which yi(⟨w,xi⟩ − b) = 1 holds. The normal vector w is orthogonal to the hyperplane. The
distance between the hyperplane and the margin is 1||w|| . There are two data points which are
misclassified or within the margin. The red lines denote the distances from these points to the
right side of the margin. We labelled one of these examples as xj . This distance from xj to the
right side of the margin is equal to the assignment of the slack variables ξj and to the hinge loss
Lhinge(yj , ⟨w,xj⟩ − b).
We can rewrite eq. (3.5) as (⟨w,x⟩ − b)yi ≥ M ||w||. Because this equation is scaling
invariant tow and b, we can define ||w|| = 1M . Thus, the optimisation problem is equivalent
to
minimise
w,b
1
2 ||w||2 (3.6)
subject to (⟨w,xi⟩ − b)yi ≥ 1 for all i ∈ 1 . . . n .
However, there is still the problem that the training examples might not be linear separable.
The soft margin was developed to solve that problem [41]. It introduces so called slack
variables ξi for all training examples. These variables assign an error to observations that
are within or on the wrong side of the margin.
The optimisation problem now minimises the sum over all slack variables and the norm
of the function:
minimise
w,b,ξ
C
n∑
i=1
ξi +
1
2 ||w||2 (3.7)
subject to (⟨w,xi⟩ − b)yi ≥ 1− ξi for all i ∈ 1 . . . n
ξi ≥ 0 for all i ∈ 1 . . . n
Note, that this optimisation problem is equivalent to the structural risk minimisation in
eq. 3.4. In particular, for any training example xi the slack variable ξi for the optimal
solution w, b, ξ is equal to the hinge loss Lhinge(yi, ⟨w,xi⟩− b). See Fig. 3.1 for a depiction
of a linear support vector machine.
The hinge loss (and, analogously, the slack variables) is zero for training examples outside
the margin. This results into the characteristic property of a SVM that the prediction
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However, when adding all quadratic combinations of features, the dimensionality of Fx
grows quadratically with dimensionality of X and we will blow up the number of features
and, therefore, running time and memory usage of the method. This becomes apparent for
highly structured data like graphs where a meaningful transformation ϕ results into very
high or even infinite dimensional spaces. Kernels are introduced to solve this problem.
While kernels can be used in many machine learning applications, we will focus solely on
kernel support vector machines.
A kernel K : X ×X → R is a continuous, symmetric and positive semidefinite function;
that means the following conditions hold:
K(x,x′) = K(x′,x) for all x,x′ ∈ X (3.9)
m∑
i=1
m∑
j=1
αiαjK(xi,xj) ≥ 0 for all m ∈ N, and all {(xi, αi)}m1=1 ⊆ X × F (3.10)
For every such kernel function K, there exist a transformation ϕ into a Hilbert space Fx,
such that the kernel computes the inner product in this Hilbert space [86]:
K(x,x′) = ⟨ϕ(x), ϕ(x′)⟩Fx for all x,x′ ∈ X (3.11)
Note that x ∈ X is no longer necessary a numerical vector. It can be any kind of data, say
an image, text document, or graph, as long as ϕ maps the data to a Hilbert space Fx for
which an inner product ⟨·, ·⟩Fx is defined.
In eq. (3.8) the input features only occur as inner product ⟨xi,xj⟩. We can replace
this expression by a kernel function K(xi,xj). In many cases it is possible to directly
compute K without even evaluating the transformation ϕ. This is called kernel trick. For
example, the function Kpoly(1,2)(x,x′) = (⟨x,x′⟩+1)2 is the quadratic kernel. It implicitly
computes the inner product of the input features and all quadratic feature combinations
for two training points. It does so, without computing any of these feature combinations
explicitly.
Given a set of training examples x1, . . . ,xn and a kernel function K, the kernel matrix
K is a n× n Gram matrix defined as:
[K]i,j = K(xi,xj) = ⟨ϕ(xi), ϕ(xj)⟩Fx (3.12)
For training a kernel support vector machine we just need the kernel matrix K and the
labels y1, . . . , yn, but neither the feature vectors x ∈ X nor the transformed feature
vectors ϕ(xi) ∈ Fx have to be given for training. However, to predict the label of a
new observation x′, we have to be able to compute the vector (K(x′,x1), . . . ,K(x′,xn)).
For prediction, kernel support vector machines usually have to store the training examples
in memory.
Kernel machines allow highly nonlinear transformations of the feature space and,
therefore, nonlinear predictor functions. But this comes to a price: the memory usage
and computation time of kernel support vector machines scale with the number of training
examples; space requirement is O(n2) and training (without the computation of kernels)
is performed in O(n3) with n is the number of training examples [30].
Because every continuous, symmetric, and positive semidefinite function is a valid kernel,
we can use any similarity function as kernel as long as it satisfies these conditions. The
desired property of a good kernel is that data points that are related to each other (i.e.
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share the same class label) are also close to each other in the transformed feature space
and, therefore, have a high similarity. In the following, we will introduce some popular
kernel functions.
Linear Kernel The linear kernel is simply defined as Klin(x,x′) = ⟨x,x⟩. It can be used
if the number of features is larger than the number of training points. In this case, solving
the dual problem (eq. 3.8) might be faster and requires less memory.
Polynomial Kernel The polynomial kernel expands the input space by adding combina-
tions of the input features. It is defined as Kpoly(c,d)(x,x′) = (⟨x,x′⟩ + c)d. Here c is a
hyperparameter trading off the influence of higher-order versus lower-order terms in the
polynomial and d is the degree of the polynomial.
Radial Basis Function The Gaussian radial basis function (rbf) kernel is defined as
Krbf(x,x
′) = e−γ||x−x′||2 . In general, the rbf kernel can be applied to any distance metric
D : X × X → R as Krbf(x,x′) = e−γd(x,x′). This allows us to plugin any kind of data
into the kernel as long as we can measure their pairwise distance with some metric. The
parameter γ controls the locality of the kernel: A small γ means that the prediction of a
new observation is only influenced by very similar training examples. The rbf kernel is a
popular kernel that shows very good performance in a wide range of settings.
Histogram and Probability Product Kernels The histogram kernel is quite popular in
image recognition [12]. But it can be used whenever the input can be represented in a
histogram. There are two ways to compare histograms: We can sum up for each bin the
minimum density in both histograms. This is called histogram intersection kernel [12].
We can also multiply for each bin the densities in both histograms and sum them up.
Generalising the histogram kernel to any continuous probability distribution leads to the
probability product kernel [96]: For two probability distributions p(x) and p′(x) we define
the probability product as Kpp(p, p′) =
∫
p(x) · p′(x)dx. The probability product kernel
has a nice statistical interpretation: It yields the expectation of one distribution under the
other [96]: K(p, p′) = Ep[p′(x)] = Ep′ [p(x)].
Kernel Combinations We have defined the polynomial kernel as a kernel taking vectors
as input. But because the kernel is using the inner product of its input, it can be applied
on any other kernel. For example, given any kernel K∗ we can define a polynomial kernel of
degree 2 asKpoly(0,2,K∗)(x,x′) = (K∗(x,x′))2. Similarly, we can apply the rbf kernel on any
other kernel K∗ as Krbf (x,x′) = e−γ(K
∗(x,x)+K∗(x′,x′)−2·K∗(x,x′)). Many other kernels share
this property: they can be applied not only on the input features but also on other kernels
and, therefore, on (possibly high dimensional) transformations of the input features. A
very simple kernel combination is the sum of kernels. Adding two kernels is equivalent to
concatenating their transformed input feature vectors. We can also multiply two kernels,
which is equivalent to a quadratic kernel that combines every feature from one transformed
feature space with every feature from the other transformed feature space.
Decomposition Kernels A special family of kernels we will use throughout this thesis are
decomposition (or convolution) kernels [77, 129]. They operate on inputs x ∈ X that can
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be decomposed into a (multi)set of features from a feature space V. We say that v ∈ x are
the parts of x. Given a kernel KV that compares two parts from the feature space V, we
can define a kernel on X as:
KX (x,x′) =
∑
v∈x
∑
v′∈x′
KV(v, v′) (3.13)
There is a large variety of kernels available in literature. The primarily goal of kernels
is not to increase the dimensionality (and, therefore, make data separable), but to restrict
the set of possible predictor functions to a meaningful subset using prior knowledge about
the domain of the problem. For example, image data is already very high dimensional and
often linear separable. But classification performance on images can be improved when
using bag of visual words [134] or spatial pyramid kernels [115]. These kernels add the
prior that features in the image (e.g. an eye and a nose) that are related to each other are
also located close to each other.
Multiple Kernel Learning
As mentioned before, adding or multiplying kernels with each other yields again a valid
kernel. Combining several kernels instead of just using the best kernel often results in better
prediction performance. Each kernel can focus on different aspects or information of the
input. For example, if we have an image with an image caption, we can combine kernels
that operate on images with kernels that operate on texts. If the input are molecules,
we can combine kernels that operate on structural properties with kernels that operate on
physicochemical properties. But also several kernels on the same data representation can
improve performance: each individual kernel might have some bias which can be reduced
by the kernel combination. However, when we add more and more weak kernels together
we might end up with a noisy kernel and larger prediction errors. Thus, we need some
procedure that either selects or weights kernels. Such a procedure is called multiple kernel
learning (MKL). See Gönen and Alpaydın [70] for an review to MKL with an overview
of many MKL methods. Some MKL approaches learn the weights of the kernels together
with the support vectors in one optimisation problem [161]. But in this thesis we will focus
on the centred alignment MKL method, called ALIGNF, which learns the kernel weights
in a separate step before learning the support vectors [42]. Shen et al. [197] presented an
regularised variant of ALIGNF called ALIGNF+.
3.3.4 Deep Neural Networks
Kernels introduce nonlinearity into the regularised linear regression and classification
methods. An alternative for allowing nonlinear functions are neural networks. Their
research dates back to the 1940s when McCulloch and Pitts [126] introduced a calculus
based on artificial neurons. These neurons were inspired by biological neurons: when their
input signals exceed a certain threshold, they fire a signal. Mathematically, these neurons
take the signum on the linear combination of input signals. The non-linear function, here
the signum, is called the activation function. Later, the Rosenblatt perceptron applies this
idea for classification [178]. In the following years, research focused on imitating the brains
functionality, and the artificial neurons get more and more complex. This might be the
reason why the invention of the backpropagation algorithm by Werbos [234] was initially
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ignored by the community and critical recognised after its rediscovery by Rumelhart and
Parker [152, 180]: it was clear that from a biological perspective backpropagation cannot
be the way our brain is learning. However, 30 years after its discovery, backpropagation is
still the main algorithm used for training artificial networks.
The most common neural network architecture is the multilayer perceptron or feed-
forward network. A feed-forward network consists of at least three layers, where each layer
can be metaphorical seen as row of artificial neurons. The input layer encodes the input
and is equivalent to the vectorised representation x of the input discussed in Section 3.3.1.
Analogously, the output layer encodes the output of the network and is equivalent to yˆ.
In between both layers there can be an arbitrary number of hidden layers. Each hidden
layer is an internal representation of the input. The network learns with each layer a new
embedding of the input into some vector space by applying a linear function followed by a
non-linear (activation) function. If the network contains more than one hidden layer, it is
called a deep neural network (DNN). Training such deep networks with backpropagation
was a big problem for long time: with each layer the computed gradient either vanishes or
explodes, resulting in numerical instabilities. The first breakthrough came with training
each layer separately in an unsupervised pretraining [17, 85, 159]. Later, it could be shown
that the vanishing gradient problem can be solved or at least reduced by using other
activation functions like the hyperbolic tangens or, most popular nowadays, the rectified
linear unit (ReLU) [69].
The research of neural networks nowadays is less inspired by biology; instead, artificial
neural networks are now based on the foundation of statistical learning theory and training
neural networks can be described as an optimisation problem like eq. (3.2) in Section 3.3.1.
Neural networks are a general framework that allow for modelling a variety of different
architectures for domain specific problems. For example, when using the hinge loss as
loss function and the l2 norm as regulariser, a feed-forward network without hidden layer
becomes equivalent to a linear support vector machine. When adding a single hidden layer
with a very large number of neurons, the networks starts resembling a kernel support vector
machine [16].
Similar to kernel machines, the strength of neural networks lies in the flexibility that
allows for designing different network architectures for different problems. It is very easy
to build a network that can separate or even memoise the data; but much harder to design
a network that generalises well. Deep neural networks are successful in image recognition
by using convolutional neural networks and in language and speech recognition by using
recurrent neural networks. Thus, special network architectures are crucial to achieve state-
of-the-art performance.
For a comprehensive review of the history and applications of deep neural networks, see
the review by Schmidhuber [185].
3.3.5 Evaluating Classification Methods
We have shown that supervised learning can be expressed as an optimisation problem that
minimises the empirical loss. However, the loss functions we use for training are often
neither intuitive nor suited for evaluating a predictor’s performance. Here, we will present
several measures for evaluating classification models. In particular, we want to evaluate
the performance of a model that predicts the membership of an instance to a certain class.
We can distinguish four possible cases: The true positives (TP) are all correctly predicted
instances that belong to the class, while the false negatives (FN) are class members which
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Figure 3.3: Graphical depiction of recall and precision. The left side of the square contains all
instances belonging to the class; the right side are all instances outside the class. The circle in the
middle contains all instances that are predicted to be in the class.
are predicted wrongly. The false positives (FP) are predicted as class member, but do
not belong to the class. Finally, the true negatives (TN) are correctly predicted as not
belonging to the class. These four cases are often visualised in a table with rows are
corresponding to the real classes and columns to the predicted classes. Such a table is
called confusion matrix.
Accuracy and F1 Score The most simple measure is the accuracy which is the relative
frequency of correctly predicted labels. Accuracy is calculated as (TP +TN )/(TP +FP +
TN + FN ).
Accuracy is unsuitable when the class membership is very imbalanced; for example,
when there are much more instances outside than inside the class. For such biased data,
we prefer other measures like recall, precision, and F1. For computing these measures,
we always assume that most instances are outside the class. If this is not the case, one
can simply look at the inverse problem. The recall is the ratio of correctly labeled class
members to the total number of class members. We calculate it as recall = TP/(TP+FN ).
The precision measures how many of the instances, for which we have predicted that they
are member of the class, are correct. Thus, precision = TP/(TP + FP). See Fig. 3.3 for
a graphical depiction of these measures. The F1 score is the harmonic mean of recall and
precision:
F1 =
2 · recall · precision
recall + precision
(3.14)
Receiver Operating Characteristic The receiver operating characteristic (ROC) is a
visualisation of classification methods over varying thresholds. A SVM classify training
points with a decision value above zero as class members. However, when changing this
threshold to a value above or below zero, we obtain other false positive and true positive
rates. A ROC curve is drawn by plotting the true positive rate against the false positive
rate over varying thresholds. The area under curve is a common measure to compare ROC
curves of different predictors.
Cross-validation Cross-validation is used to estimate how “accurately” a predictor
function will perform on the unseen data, and can also be used to estimate some external
parameters specified by the user. One round of cross-validation involves partitioning
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a dataset into two complementary subsets, performing the analysis on one subset (the
training set), and validating the analysis on the other subset (the testing set). Multiple
rounds of cross-validation are performed using different partitions, and results are averaged
over the rounds.
An n-fold cross-validation corresponds to partitioning the dataset into n subsets of
(almost) identical size. Then, n rounds of cross-validation are performed where in each
round, n− 1 subsets are concatenated to form the training set, and the remaining subset
is used as the testing set.
An alternative to cross-validation is to use independent data for evaluation. If enough
data is available, we recommend to do both.

4 Related Work: Computational Mass
Spectrometry
In this chapter we will give an overview of the research done in computational mass
spectrometry over the last years. We introduce the concept of fragmentation trees, which
is vital for the methods presented in this thesis. But we will also explain other methods
which are in use for analysing small molecules with mass spectrometry.
4.1 Preprocessing
There are several experimental setups possible in mass spectrometry, for example LC-MS
or imaging mass spectrometry [127]. In general, for the identification of small molecules
it is not important how the data is measured as long as MS2 spectra with high mass
accuracy are recorded. However, each experimental setup requires some preprocessing
that transforms the measured data into a standardised format which then can be used by
other analysis tools. These preprocessing steps consist of noise filtering, baseline correction,
normalisation, feature detection and integration [102, 103, 207], feature grouping [31, 111]
and retention time alignment [113]. Popular software frameworks that implement the
preprocessing of LC-MS metabolomics data are OpenMS [179], MZmine [157], and
XCMS [18, 208].
The output of the preprocessing is a feature table, where each row corresponds to one
ion species that itself consists of several adduct species, in-source fragments, multimeres,
and isotope peaks. This table is then used for quantitative analysis, bio marker detection,
and statistical analysis.
In the following we want to focus on methods for annotating mass spectra. All following
methods simply take preprocessed peak lists from MS2 and the corresponding isotope peaks
from MS as input.
4.2 De Novo Molecular Formula Annotation
A single measured peak in a mass spectrometry experiment can only reveal information
about the elemental composition (molecular formula) of an ion. Structural isomers have
indistinguishable masses. However, identifying the molecular formulas of measured ions
is already a challenging problem: most peaks in an LC-MS run are ambiguous and can
be explained by several molecular formulas, even when using instruments with high mass
accuracy [106]. This is particularly the case for compounds above 400 Da, see Fig. 4.1.
Without applying any constraints, the number of possible molecular formulas with n atoms
composed of at most k different elements is
(
n+k−1
k−1
)
. Dynamic programming allows the
fast enumeration of all molecular formulas within a certain mass range [27, 55]. Molecular
formula constraints [82, 107] can be applied to reduce the diversity of possible explanations
but cannot solve the underlying problem by themselves. It is understood that by applying
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Figure 4.1: Number of molecular formulas that match the mass of some precursor peak in
the Agilent and GNPS dataset (see Chapter 5), using the maximum of 10 ppm and 2 mDa as
allowed mass deviation. Note the logarithmic scale of the y-axis. The green dots are all molecular
formulas with positive RDBE, see eq. (2.1). More restrictive filtering such as the Seven Golden
Rules [107] (orange) further reduce the number of molecular formulas to be considered; nevertheless,
multiple explanations remain for most precursor ions. We find that 1.6% of the compounds in our
datasets violate the Seven Golden Rules. We also report the number of molecular formulas found
in PubChem for the above mentioned mass accuracy. The figure is taken from [22].
more restrictive filters, we may filter out the correct molecular formula, limiting novel
discoveries; this is particularly the case if we restrict ourselves to molecular formulas
from some molecular structure database such as PubChem. Methods for identifying the
molecular formula of an unknown compound usually require data beyond tandem mass
spectrometry [130, 176, 177]. In particular, several methods successfully use isotope
patterns for this purpose [7, 28, 107, 122, 151, 158, 214]. In contrast, network-based
methods [138, 146, 231] do not aim at the identification of a single molecular formula
or compound. While there are methods that can analyse MS2 data, they still require
qualitative isotope pattern [131, 158]. However, SIRIUS is a method for molecular formula
identification that shows excellent performance even when restricted solely to MS2 data.
It provides algorithms for isotope pattern analysis [28, 117] in MS as well as a fragment
ion analysis [163, 164] in MS2. The fragment ion analysis involves the computation of
fragmentation Trees which were introduced by Böcker and Rasche [25] in 2008. In the
following, we will give a short introduction about fragmentation trees.
4.2.1 Fragmentation Trees
Fragmentation trees (FTs) are an annotation of the MS2 spectrum. They model the
fragmentation process that generates the fragment ions: Each node in the tree assigns
a molecular formula to a fragment peak, whereas edges represent fragmentation reactions
and are labelled with the molecular formula of the corresponding loss. Peaks for which
no node exists in the tree are considered noise. The molecular formula of the root is
the putative molecular formula of the precursor ion. See Fig. 4.2 for an example of a
FT. Given an experimental spectrum, nodes and edges of a fragmentation tree can be
scored according to how good the spectrum is explained by the tree [25]. Clearly, the term
“fragmentation tree” has been used much earlier than 2008 in the MS literature [81, 168];
the important difference is that FTs in [25] are computed directly from the data by an
automated method, without knowing the molecular structure of the compound, and without
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Figure 4.2: Example of a fragmentation tree (right) and the corresponding MS2 spectrum (left).
Each node in the tree corresponds to a peak in the spectrum with same colour. The edges in the
tree correspond to mass differences in the spectrum.
the need for a database of tandem mass spectra or molecular structures. We stress that FTs
are computed using tandem MS data; one can also do so using multiple MS data [182, 183]
but this is not a requirement. This is fundamentally different from “spectral trees” [195]
which solely describe the experimental setup of a multiple MS experiment; see the review
by Vaniya and Fiehn [216] on the subject.
Fragmentation trees can be used to identify the molecular formula of a compound [25]:
For each possible molecular formula explanation of the precursor ion, the fragmentation
tree with maximum score rooted with this molecular formula is computed. The FTs and,
hence, the molecular formulas are ranked according to the obtained scores. The scoring
used in [25] was further evolved in [164] and [165], in particular by including a list of radical
losses which are not considered implausible.
Rasche et al. [164] also showed that FTs can contain viable structural information about
an unknown compound. In particular, computed FTs were manually evaluated by MS
experts. For 79 FTs having a total of 808 losses, they found that more than 78% of the
losses were annotated as “correct” by MS experts. Rasche et al. [165] showed that FT
alignments can be used to derive information about a compound’s molecular structure,
beyond the molecular formula of the compound: In particular, FT alignments can be
used to search a spectral library for a compound which is structurally similar (but not
identical) to the query compound, in case the query compound itself is missing from the
database [47, 220].
In this thesis, we improved the scoring of FT computation and developed methods for
structural elucidation based on fragmentation trees.
Computation of Fragmentation Trees The behaviour of metabolites in a collision cell
is not fully understood. It is not clear how and in which order the ions fragment and,
therefore, how the correct fragmentation tree should look like. Combinatorial optimisation
is used to compute fragmentation trees: For each molecular formula explanation of the
precursor ion, a fragmentation graph is built; that is a directed acyclic graph with nodes
for each molecular formula explanation for any peak in the spectrum and with edges for
all possible losses between two peaks in the spectrum. Such a graph can be easily built
by enumerate over all peaks and decompose their mass using some user defined mass error
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tolerance. Each of these formulas ends up as a node in the graph. For each two nodes
u, v for which the molecular formula of v is a subset of the molecular formula of u an edge
labelled with the molecular formula difference of both nodes (the loss) is inserted.
To define this as an optimisation problem, scores are added onto the edges and nodes of
the graph. Böcker and Rasche [25] uses a rather ad hoc scoring scheme that penalises large
mass errors, favours certain losses which are known as common (via expert knowledge),
and puts more priority on high intensive peaks. Furthermore, edges with small losses are
favoured over edges with large losses.
The optimal fragmentation tree is a subset of edges and nodes with maximum score
where each node except the root has exactly one incoming edge. To ensure that each peak
in the spectrum gets at most one explanation, all nodes that stem from the same peak are
coloured with the same colour. Each colour is allowed to be used at most once in the tree.
The computational problem underlying FT computation has been coined the Maximum
Colourful Subtree problem [25]; unfortunately, this problem is NP–hard [166] and,
therefore, cannot be solved in polynomial time unless P = NP. Nevertheless, there exist
a number of algorithms (both exact and heuristic) to solve the problem in practice [25,
166, 235]. So far, the most efficient method for solving this problem is Integer Linear
Programming (ILP) [166]:
A binary variable xuv for every edge from u to v in the fragmentation graph is defined.
The weight coefficient w(u, v) is set to the weight of the edge uv plus the weight of the
node v. We formulate the integer linear problem
maximise
∑
(u,v)∈E
w(u, v)xuv (4.1a)
subject to
∑
uv∈E
with c(v)=i
xuv ≤ 1 for all i ∈ C, (4.1b)
∑
vw∈E
xvw ≥ xuv for all uv ∈ E, v ̸= r (4.1c)
xuv ∈ { 0, 1 } for all uv ∈ E (4.1d)
with C is the set of colours and c(v) is the colour of node v. A solution of such an integer
linear program is an assignment to each variable. If a variable is 1, the corresponding edge is
part of the optimum fragmentation tree. The colour constraint (4.1b) forbids assignments
in which a colour is used more than once. The tree constraint (4.1c) enforces that the
resulting tree is connected. Note that the original definition by Rauf et al. [166] contained
a third constraint that forbids cycles in the graph (and, thus, enforces a tree structure).
However, White et al. [235] found that this constraint is redundant: If there is a cycle in
the assignment, there have to be a node with two incoming edges. But if this happens, the
colour constraint is violated.
Compared to the original Dynamic Programming algorithm from [25], the ILP is several
orders of magnitude faster and, thus, can consider more peaks in the computation.
4.2.2 Isotope Pattern Analysis
Isotope pattern provide valuable information for mass spectrometry analysis: First, they
can be used to distinguish noise from real metabolites; only metabolites have an isotope
pattern. Furthermore, from the distance between isotope peaks we can derive the charge
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of the ion: For single charged ion species, the distance between consecutive isotope peaks
is roughly m/z = 1. For double-charged species it would be m/z = 12 .
Beside that, isotope peaks can also reveal additional information about the molecular
formula of the metabolite. This can be done by simulating an isotope pattern for a
hypothetical candidate molecular formula and then compare the simulated pattern with
the measured one [7, 28, 107, 158]. Instead of determining the exact molecular formula,
some methods focus on predicting the presence of rare elements (like halogens) from isotope
patterns [133].
Simulating Isotope Patterns The intensities and masses of isotopologues can be
calculated with polynomial expansion methods [33] or Fourier transform methods [171,
173]. However, as the number of terms (and isotopologues) is exponential in the number
of atoms, reducing the search space is crucial. This can be done by pruning the search tree
and only consider isotopologues with high abundance [122]. The instrument resolution is
not high enough to detect all isotopologues. Instead, isotopologues with very similar masses
are detected as a single peak. By only calculating the intensity for cluster of isotopologues
with similar mass, the isotope pattern can be computed very efficiently [110]. Similarly,
the mass of such cluster can be computed efficiently as weighted mean of the mass of all
isotopologues within this cluster [26, 172].
Böcker et al. [26] uses the concept of discrete random variables and convolution for
simulating isotope patterns with limited resolution. For metabolomics it is usually
convenient to assume that all isotopologues with the same nominal mass are measured
as a single peak. If several peaks are measured near the position of an theoretical isotope
peak, they can be simply merged via weighted mean (with the downside of loosing the
information of the single masses). An exception is sulphur: The mass of 34S is strongly
shifted to the left of its nominal mass and on high resolution instruments, isotopologues
with 34S are sometimes observed as individual peaks. We will deliberately ignore this case
and assume that there is one isotope peak per nominal mass.
We say that an isotope pattern of a molecular formula X consists of an array of isotope
abundances and an array of mass defects. The mass defect is the difference between the
Algorithm 1 Algorithm for convoluting two isotope patterns. Each isotope pattern
consists of an array of mass defect values and intensity values.
1: function convolution(M1, . . .Mm, I1, . . . Im, M ′1 . . .M ′n, I ′1, . . . , I ′n)
2: let Mˆ and Iˆ be two arrays with size m+n
3: for i← 1 to m do
4: for j ← 1 to n do
5: Mˆi+j−1 ← Mˆi+j−1 + (Mi +M ′j) · (Ii · Ij)
6: Iˆi+j−1 ← Iˆi+j−1 + (Ii · Ij)
7: end for
8: end for
9: for k ← 1 to (m+ n) do
10: Mˆk ← Mˆk/Iˆk
11: end for
12: return Mˆ and Iˆ
13: end function
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isotope mass and its nominal mass. For molecular formulas of a single atom both arrays are
known: Oxygen, for example, has three isotopes and, therefore, three abundances and three
mass defect values. See Table 2.1 for the abundances and mass defects. The convolution
function (algorithm 1) takes two isotope pattern of arbitrary molecular formulas X and Y
and performs an convolution of the underlying discrete random variables. The outcome is
the isotope pattern for the molecular Formula X + Y .
For simulating the isotope pattern of any molecular formula we have to recursively split
the molecular formula into two subsets, calculate their isotope pattern, and combine them
with the convolution function in algorithm 1. Finally, we have to transform the (averaged)
mass defect numbers into mass values. The i-th mass defect value is transformed by adding
it with the nominal mass of the monoisotopic peak plus i.
4.3 Searching in Spectral Databases
The most widely used method for structure elucidation by tandem mass spectrometry
is spectral library search [135]. This is in particular the case for GC-MS and electron
ionisation data, because electron ionisation is known to generate highly reproducible
spectra [203]. In contrast, LC-MS introduces a lot of variety: Ion trap fragmentation
produces slightly different spectra than collision induced dissociation and the collision
energy is an additional parameter that affects the fragmentation pattern.
Library search for LC-MS is performed by comparing the recorded spectrum against
all library spectra with similar precursor ion mass. The most common scoring function
for library search is the cosine similarity : here, each spectrum is normalised and binned
into a vector. The dot product of both vectors is computed. The resulting score is
between zero (both vectors are orthogonal; the spectra share no single peak) and one (both
vectors/spectra are identical). Two modifications of the cosine similarity are repeatedly
suggested: High mass peaks are often more specific than low mass peaks. This can be
incorporated by multiplying the peak intensities with their mass, or the square of their
mass [204]. Furthermore, intensities in spectra are exponential distributed: there are
many low intensive peaks and very few high intensive peaks. To avoid that the similarity
score is dominated by these few high intensive peaks, it is suggested to take the square
root or logarithm of peak intensities [204]. Other scoring schemes like euclidean distance
or probabilistic models were reported to be less effective [204].
Naturally, with library search we can only identify structures which were already
recorded in some spectral library. Although the number of spectra in public libraries
is growing very fast, there is a large overlap within these libraries in terms of the number
of metabolites [223]. There is only a limited number of metabolite standards which can
be obtained easily and it seems that these metabolites are measured over and over again.
Shahaf et al. [194] have built a database by selecting interesting plant compounds that are
structural very different from structures in other public spectral libraries. While this is a
very promising approach for extending the space of reference spectra, it is very elaborate
and expensive. So far, the number of metabolites in public and commercial spectral
libraries is around 30 000 [223]. In contrast, the number of metabolites in the universal
natural product library is above 150 000 and the PubChem contains almost 100 000 000
compounds.
This limited coverage of spectral databases has several implications: First, it means
that only around 1.8% of the ions in a mass spectrometry experiment can be annotated
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by spectral library search [44] while we lack spectral reference data for the remaining ions.
Second, spectral database search makes it impossible to discover new metabolites which
were never measured before. Third, because we do not know if the true explanation of
an ion is present in the database, we have to struggle with false-positive identifications:
spectra that (randomly) match to a database spectrum but still are a different molecular
structure.
Note that a database search will always return the database hit with maximum score,
even if the true compound is not contained in the database. Various cutoffs and heuristics
were developed to decide if a database search result is significant. For example, in GNPS
a database hit is significant if at least 6 peaks are shared and the cosine similarity is
above 70% [227]. Recently, Scheubert et al. [184] presented three methods for significance
estimation in spectral database search: In empirical Bayes a p–value is estimated by fitting
two parameterised distributions (one for true hits and one for false hits ) on the observed
database scores [60]. The two other methods use a target-decoy approach: a decoy database
is created that contains spectra that look like real spectra but which never contain a true
hit. When searching in both databases, decoy and target database, one can estimate a
false-discovery rate for a given score threshold by counting hits in the decoy database
with score above the threshold. While decoy databases are common in proteomics [98],
there was so far no method for creating decoy databases for metabolites. Scheubert et al.
[184] suggest two approaches for generating decoy spectra; one is using our method for
computing fragmentation trees which we will present in Chapter 6.
Analogue search is a technique that does not aim to find the exact molecular structure,
but to find a very similar structure in a spectral library. Instead of searching spectral
libraries for compounds with same masses, the search is either extended to certain
biotransformations, or simply the whole database is searched through. The underlying
idea is that spectral similarity correlates with structural similarity [47, 188]. Spectra can
be compared with cosine similarity, by comparing the inverse spectrum [18, 47] (which is the
spectrum we obtain by subtracting the precursor ion mass from every peak), or by spectral
alignment algorithms [227]. Rasche et al. [165] has shown that aligning fragmentation trees
instead of raw spectra improves the correlation to structural similarity.
Molecular networks are a graph representation of spectral data where MS2 spectra with
high similarity are grouped within a clique or a dense cluster in the graph [231]. When
single ions can be identified, for example by analogue search, these identifications can be
propagated to all highly similar MS2 spectra in the dataset [45]. Similarly, MS2 spectra can
be clustered in a hierarchical tree, where clades correspond to structural similar compounds
or compound classes [165]. Van der Hooft et al. [215] uses unsupervised learning to extract
spectral features in a measured dataset. These spectral features can then be manually
annotated and assigned to structural features [225].
4.4 Searching in Structure Databases
To overcome the coverage problem of spectral libraries, several methods for searching in
structural libraries were proposed in the last years. This alone does not help for discovering
novel metabolites which are not contained in any structure database. However, this can
be achieved by screening in silico databases. Such databases are constructed either by
enumerating over all combinatorial possible molecular structures with certain mass or
38 4. Related Work: Computational Mass Spectrometry
molecular formula [73, 153], or by applying biotransformations on known compounds [97,
198].
Many methods were proposed for searching in structure databases. We can distinguish
three main paradigms:
Comparing Spectra against Structures Whenever we have some scoring method that
compares a spectrum with a structure, we can screen structure libraries with a spectrum
as input and rank candidates with matching mass according to the scoring. This approach
requires both the query mass spectrum and the candidate structures to be given. Most
scoring methods are based on combinatorial fragmentation: the molecular structure
graph is disconnected in all possible ways and the resulting fragments are matched
against the experimental spectrum. Initially, this approach was targeted at explaining
the fragmentation of a known structure [78, 83]. MetFrag was the first method that
used it to score and rank candidate structures for a given spectrum [241]. MAGMa
speeds up the combinatorial fragmentation by representing fragments as bit sets [170].
MAGMa uses a considerably simple scoring: instead of using bond dissociation energy
like Wolf et al. [241] or Hill and Mortishire-Smith [83], MAGMa uses predefined scores
for disconnecting single, double, and aromatic bonds. Also MIDAS is using such a simple
scoring [229]. MAGMa+, in contrast, uses some heuristics to select one of several predefined
scorings [222]. MS-FINDER introduced hydrogen rearrangement rules [212].
In contrast to combinatorial fragmentation, rule based approaches use only fragmen-
tation reactions from a limited, manual curated list of known chemical reactions. The
commercial MassFrontier belongs to this category.
Predicting Spectra from Structures The second paradigm is to simulate an MS2
spectrum in silico, then compare it to the experimental spectrum. Simulating a
fragmentation spectrum requires that candidate structures are given, whereas the actual
query mass spectrum is only needed at a later stage. Thus, it is possible to process whole
structure libraries and generate in silico spectral libraries. The most common method
for this task is CFM-ID (competitive fragmentation modelling) [5, 6]. Here, molecule
fragmentation is modelled as Markov chain where in each step a bond or ring might
disconnect. In contrast to combinatorial fragmentation, CFM-ID assigns probabilities
for all possible fragmentation events and, thus, is able to predict relative intensities for
the fragment ions. The underlying statistical model was initially a linear and quadratic
regression model [5] and was later replaced by a neural network [6]. The model is trained
using expectation maximisation [5].
A different approach are quantum chemistry methods which predict the MS2 spectrum
ab initio [14, 36, 71, 84]. The main limitation of these methods is the immense computation
time necessary for quantum calculations; simulating a single spectrum takes hundreds
of CPU hours [71]. Although, ab initio methods are useful for spectral annotation and
understanding fragmentation pathways, evaluations so far have shown no advantage of
quantum chemistry methods in comparison to the much faster CFM-ID [200].
Predicting Structural Features from Spectra Instead of predicting the mass spectrum
from a known structure, methods following this paradigm try to predict the structure from
the mass spectrum. Here, only the mass spectrum is taken as input. In theory, such
approaches would allow for novel structure discovery, as they do not rely on structure
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databases. However, so far no method is able to resolve a complete structure. Instead,
structural properties are predicted from the spectrum which then can be used to screen
structure databases.
FingerID and CSI:FingerID, one of the methods presented in this thesis, use
kernel support vector machines to predict molecular fingerprints from MS2 spectra.
These fingerprints are then compared against the calculated fingerprints from database
structures [79]. Input output kernel regression (IOKR) projects the input spectrum into
the molecular kernel space and uses the euclidean distance to database structures as
scoring. Mrzic et al. [140] use association rule learning to learn the relationship between
spectral features and molecular substructures. ChemDistiller [114] combines combinatorial
fragmentation and fingerprint prediction, but is using integral mass kernels instead of the
high resolution kernels from [79].
It is remarkable that in silico generation of molecular structures, simulating MS2 spectra
as well as predicting structures from spectra was already pioneered by the DENDRAL
project in 1970 [34, 63].
4.4.1 Annotation with Metadata
A popular approach for improving molecule identification is the integration of metadata like
citation counts, industrial production rates or patents [20, 121, 144, 181, 191]. Statistically,
these are priors that represent our knowledge about the probability to observe a metabolite
in a sample. In environmental science such priors are very helpful: it is very likely to observe
only such chemicals in waste water, which are massively produced in industry. Prior are
never universal: the prior probability of a metabolite to be observed in a plant sample
and in a waste water sample are completely different. Thus, when using priors we always
have to check if they fit to our specific sample. A non-informative or flat prior is always
preferable to an specific but inappropriate prior [119].
Using metascores like citation counts when evaluating on reference data will overestimate
a methods performance and often results in very wrong conclusions, because evaluations
are often done on well known standards [21]. A nice example is given in Little et al. [121],
where the authors state that identifying large compounds above 600 Dalton is much easier,
because there are fewer database entries in this mass region. However, there is no reasoning
why nature should be less diverse in high mass region than in low mass region. It is more
likely that our chemical databases are vastly incomplete in the high mass region.
It also has to be understand that such priors are completely useless for doing novel
discoveries. Science subsists on the discovery of surprising, unexpected findings. Results
with a very low prior probability are often of special interest. Results with high prior
probability do only repeat what we already know.
4.4.2 Retention Time Prediction
Retention times recorded in LC-MS can be used to guide structure elucidation. This
can be done by directly predicting retention times for the chromatographic system from
reference data using regression methods [10, 13]. However, these predictions cannot be
generalised on other platforms and are often limited to specific compound classes [139, 162].
Other methods first predict octanol–water partitioning coefficient (log P) from molecular
structures and then map log P values to retention times using already identified compounds
as reference. Although such a mapping is often not very accurate, it helps to reject or
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confirm proposed structure candidates [87, 104] or improves the scoring [181]. A novel
approach is the prediction of retention order, which is more robust and generalisable than
retention time prediction [9]. Beside liquid chromatography, the relatively new ion mobility
technique is a promising method that can be used to improve compound identification [132].
4.4.3 Structural Elucidation for Specific Compound Classes
Automated identification for metabolites is so challenging due to the structural diversity
of small molecules. Many methods restrict the analysis to specific compound classes.
Peptide identification is the foundation of proteomics. For unmodified peptides the
problem is practically solved [169]: There are numerous methods for de novo sequencing
of peptides, see [128] for a review about this topic. Furthermore, generating in silico
databases for peptides using genome data is straightforward; giving a complete list of
software methods is out of scope of this work, but see Nesvizhskii [143] for an review about
this topic. Estimation of p-values and false discovery rates is much more advanced than
in metabolomics [61, 112, 118, 209]. The current challenges in proteomics lie in detecting
post-translational modifications [39, 189] as well as identifying peptides in mixtures of
proteins of many species (metaproteomics) [141].
Peptidic natural products differ from proteomic peptides in that they are often
not directly encoded in the genome and contain non-proteinogenic amino acids [136].
Furthermore, they may form cyclic peptides and, thus, cannot longer be represented
as string. Peptide dereplication algorithms have to be adjusted for this special class of
peptides [136, 145].
Glycosylation is the most common form of post-translational modifications. Glycans
consists of simple building blocks but, different from DNA and peptides, cannot be
represented as string but as tree. Still, many approaches from peptide sequencing can
be adapted to glycans [224]. See Dallas et al. [46] for an review about automated analysis
of glycans and glycopeptides.
Lipids cover a broad range of hydrophobic or amphipathic small molecules [62]. Their
fragmentation behaviour is well studied and, thus, several methods for in silico generation
of MS2 spectra for lipids were developed [101, 108].
Note that methods which are developed for identifying metabolites in general can also
be applied on metabolites of a specific compound class. In particular, machine learning
methods like CFM-ID will show improved identification rates when trained exclusively on
peptides [5]. Compound classes are a human concept; in nature we will often observe a
smooth transition from one class to another one. Strict definitions for compound classes
are often impossible. Some non-ribosomal peptides might look so different from other
peptides, that tools developed for peptide sequencing might have a worse performance
than tools that are developed for identifying arbitrary metabolites.
5 Mass Spectrometry Data and
Benchmark Sets
Method development relies on publicly available datasets for evaluation and training.
SIRIUS was originally evaluated on less than 200 spectra [25, 164]. Since then, the number
of publicly available datasets is rapidly increasing. See [223] for a comprehensive review
about mass spectrometry databases in metabolomics. We will give a short overview of the
most important spectral libraries.
The largest open repositories are the Global Natural Products Social (GNPS)
Public Spectral Libraries [227], MassBank [89], and the human metabolome database
(HMDB) [240]. GNPS is a public dataset as well as a platform for analysing data. User can
upload their experimental data and process it on GNPS. Tandem mass spectra are searched
against the GNPS library, but also compared pairwise to cluster similar spectra. These
clusters, together with potential database hits are visualised as molecular networks [243].
MassBank is a data repository for LC-MS and GC-MS. Originating in Japan, there exist
also an European MassBank server called NORMAN and a North American MassBank
server called MoNA. The latter is not only mirroring MassBank data but provides more
detailed metadata. HMDB is a dictionary of human metabolites as well as metabolites
that might be detected in human samples (e.g. drugs or food metabolites). For many
metabolites it provides NMR and/or tandem mass spectra.
Next to these open repositories there are many commercial or closed repositories. The
METLIN database contains tandem mass spectra of over 14 000 compounds (however,
many of them are small peptides of length 2-3) [75]. METLIN also offers an analysis
platform called XCMS Online [208]. While searching in the database is for free, there
is no possibility to download the spectra from the database. The largest commercial
library for mass spectrometry is the library of the National Institute of Standards and
Technology (NIST). While originally a library for electron ionisation mass spectra, it
nowadays contains also spectra for more than 16 000 compounds. The Agilent dataset is
commercially available under the name “MassHunter Forensics/Toxicology PCDL” (version
B.04.01) from Agilent Technologies Inc. (Santa Clara, CA, USA), and contains compounds
of forensic and toxicological interest.
For training and evaluating our methods we use data from GNPS, MassBank, Agilent,
and NIST. In total we have 50 704 measurements of 18 009 different structures available.
Each measurement can be either a single spectrum, or multiple spectra of the same
compound recorded on different collision energies. Spectra from Agilent and NIST are
recorded on different collision energies. MassBank does also contain spectra measured
in ramp mode. GNPS only provides the merged spectrum. To generalise over all these
datasets and instruments as well as experimental setups we will ignore the collision energy
and always merge spectra with different collision energies. Throughout this thesis, we
will use the term spectrum synonymously for a merged spectrum from different collision
energies. Similarly, we will use the term structure to refer to all compounds that have
the same connectivity. We do not distinguish between stereoisomers within the spectral
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Table 5.1: Datasets of tandem mass spectra used throughout the development of SIRIUS and
CSI:FingerID. Given is the number of merged spectra that were used for training and/or evaluating
the method. The CSI:FingerID 1.1 dataset is separated in positive mode “CSI:FingerID 1.1 (pos)”
and negative mode spectra “CSI:FingerID 1.1 (neg)”. “Current dataset” denotes the set of al MS2
spectra from GNPS, MassBank, Agilent 2.0 and NIST. (*) The MassBank spectra were used in [58]
for evaluation and served as independent dataset.
Database GNPS MassBank Agilent NIST 2017 Total
SIRIUS 3 [22] 2 005 1 333 2 046 − 5 384
CSI:FingerID [58] 4 138 625* 2 120 − 6 883
CSI:FingerID 1.1 (pos.) 7 385 754 − 10 979 19 118
CSI:FingerID 1.1 (neg.) 3 645 1 299 − 5 879 10 823
Large evaluation set (pos.) 13 147 2 030 3 387 15 429 33 993
Current dataset 17 903 3 362 3 968 20 462 45 695
libraries. One reason is, that stereoisomers are often not distinguishable solely by mass
spectrometry. Orthogonal information (e.g. retention time) is necessary to separate
different stereoisomers. Another reason is, that we cannot be sure that stereo information
is always annotated correctly within public spectral libraries.
In this thesis we focus on high resolution mass spectrometry data. Our primarily analysis
platforms are Q-ToF, Orbitrap and FTICR. We exclude measurements from low resolution
instruments like quadrupoles or ion traps. Furthermore, we exclude GC-MS and electron
ionisation data. We also exclude compounds from isotopic labelling experiments, as well as
compounds with a mass above 1200 Da. When using public libraries we have to deal with
missing or inconsistent metadata. We exclude all spectra from our training and evaluation
where we cannot assign an InChI. Some spectra in these libraries also have very low quality:
We exclude spectra where the fragmentation spectrum containing less than 5 peaks with
relative intensity 2% or above. For the training data of CSI:FingerID we applied more
stringent filters: we remove spectra for which the fragmentation tree explains less than
three peaks as well as spectra that have a low prediction quality during cross-validation.
As the number of data was constantly growing during writing these thesis, we have used
different datasets for different experiments. We did not repeat every experiment with the
newest data. See Table 5 for an overview of the number of spectra in all datasets that
were used throughout this study. CSI:FingerID 1.1 is the up-to-date version of the method
CSI:FingerID that is presented in Chapter 7. It is trained separately on positive mode
and negative mode spectra. The evaluation set is the complete set of of MS2 spectra that
pass the above quality criteria. It contains spectra from Agilent which we are not allowed
to use for CSI:FingerID, but also spectra which we filtered out from the CSI:FingerID 1.1
training set due to low spectral quality. The smaller evaluation set we used in [58] can be
downloaded at https://bio.informatik.uni-jena.de/data/evaluation_data-tar/.
We received two versions of the Agilent dataset. The first one contains 2 046 MS2 spectra
but no isotope pattern and is used in [22]. Thanks to Frank Kuhlmann, we have now also
access to a second version of this dataset that contains more compounds (3 387 positive
mode spectra and 581 negative mode spectra) but also isotope pattern for most of the
compounds. To distinguish both datasets, we will call the second dataset Agilent 2.0.
“Current dataset” denotes the set of all MS2 spectra from GNPS, MassBank, Agilent 2.0
and NIST.
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Table 5.2: Structure databases of biomolecules or compounds that can be expected in biological
samples. We refer to compounds existing in any of these databases as biocompounds. The biological
database is the union of these databases; the database containing all these biocompounds.
Database Ref. URL
KNApSAcK [199] http://kanaya.naist.jp/knapsack
HMDB [240] http://www.hmdb.ca
ChEBI [76] http://www.ebi.ac.uk/chebi
KEGG [100] http://www.kegg.jp
HSDB [65] https://toxnet.nlm.nih.gov/cgi-bin/sis/htmlgen?HSDB
MaConDa [232] http://www.maconda.bham.ac.uk
BioCyc [35] http://metacyc.org
UNPD [72] http://pkuxxj.pku.edu.cn/UNPD
biological subset of ZINC [94] http://zinc.docking.org
structures from GNPS [227] http://gnps.ucsd.edu
structures from MassBank [89] http://www.massbank.jp
MeSH-annotated PubChem [105, 142] http://pubchem.ncbi.nlm.nih.gov
Spectral databases cover only a small amount of existing metabolites. Structure
databases record structural information and metadata of molecules. The largest structure
database is PubChem with over 94 000 000 molecules [105, 142]. It provides large amount
of metadata for each molecule, like references to PubMed entries or patents. Some
molecules in PubChem are annotated with MeSH terms to link them to biological studies
in PubMed [175]. Biological databases focus on metabolites and are often specialised on
certain organisms. The HMDB database, for example, contains over 100 000 metabolites
that either are produced in human, or might be detected in human [240]. BioCyc
is a collection of databases that focus on different organisms, like EcoCyc that lists
metabolites from Escherichia coli, or AraCyc that lists metabolites from Arabidopsis
thaliana [35]. KNApSAcK lists metabolites from different organisms together with
taxonomic metadata [199]. Chemical Entities of Biological Interest (ChEBI) is a dictionary
of molecular entities focused on small compounds [76]. It provides large amount of
metadata and a structural classification of all compounds. The Kyoto Encyclopedia of
Genes and Genomes (KEGG) contains metabolomic networks together with gene, protein
and metabolite information [100]. The Universal Natural Products Database (UNPD) is a
database for natural products [72]. Not all molecules from these “biological databases” have
to be produced in living organisms. The Hazardous Substances Data Bank (HSDB) is a
toxicology database [65]. As mass spectrometry is used for detecting hazardous molecules
in environment and drinking water, it makes sense to consider databases of such toxic
compounds, too. Similarly, the Mass spectrometry Contaminant Database (MaConDa)
lists molecules that regularly appear in mass spectrometry experiments (e.g. solvents) [232].
These biological databases are several magnitudes smaller than PubChem. In this thesis
we will refer to compounds from any of these biological databases as biomolecules and we
will denote the union over all these biological databases as biological database. This also
includes molecules from HSDB and MaConDa. In total, the biological database contains
492 921 different structures. See Table 5.2 for a list of all used biological databases.
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Critical Assessment of Small Molecule Identification
The Critical Assessment of Small Molecule Identification is a blind contest for identifying
the molecular formula and structure of compounds from MS2 data. The contest is hold
every year since 2012. We attended with SIRIUS and CSI:FingerID several times at
these contests. CASMI 2016 provided 208 challenges with 127 compounds recorded in
positive mode and 81 in negative mode. We will use this large dataset for evaluating the
methods presented in this thesis. The CASMI 2016 data can be downloaded from the
CASMI 2016 website at http://casmi-contest.org/2016/. Furthermore, we uploaded
the mass spectra from CASMI 2016 in a SIRIUS readable format at https://bio.
informatik.uni-jena.de/wp/wp-content/uploads/2017/11/casmi2016.tar.gz.
6 Maximum A Posteriori Probability
Estimation for Computing
Fragmentation Trees
The scoring scheme by Böcker and Rasche [25] has certain disadvantages: It relies on an
expert list of common losses which might be incomplete and it has several hyperparameters
which were chosen ad hoc and were never evaluated on larger datasets. We refined the
optimisation problem as maximum a posteriori probability estimation which we will discuss
in Section 6.2. A statistical model has the advantage that its hyperparameters can be
directly estimated from data. We also developed a method for learning the list of common
losses directly from reference data using an approach similar to expectation maximisation.
In Section 6.4 we refined the statistical model for scoring isotope patterns and show how
to integrate the scoring of isotope pattern in MS2 into the maximum colourful subtree
problem. In Section 6.7 we compare the identification rates of the new scoring with the
method from [163] and show that we significantly improved on this task.
The maximum a posteriori estimation was published in [22] and was presented at
the annual international conference on ’Research in Computational Molecular Biology’
(RECOMB) inWarsaw, 2015 [54]. Since then, we further refined the scoring and introduced
the new isotope pattern scoring.
6.1 Formal Introduction of Fragmentation Trees
First we will give a formal notation of the fragmentation trees, fragmentation graphs, and
the underlying maximum colourful subtree problem. Note that most of this work was
already done in [25], but we will give some more details that are necessary to formulate
the problem as maximum a posteriori probability estimation.
Our data D = (M, I) is a measured fragmentation spectrum with peak masses M =
{m1, . . . ,mL} and peak intensities I :M→ R>0. Masses are not measured with arbitrary
precision: To decide whether some theoretical molecular formula may coincide with some
measured peak, we use a relative mass accuracy parameterMA provided by the user. Some
peak with mass m and a molecular formula with mass m′ match if |m′ −m| ≤ MA ·m.
Usually, the mass accuracy parameter MA is provided as “parts per million” (ppm); for
mass accuracy 5 ppm we have MA = 5 · 10−6. For small masses below some threshold
parameter m < mMA, we instead check |m′ −m| ≤ MA · mMA. Fragmentation spectra
are relatively sparse: For any interval of 1 Da in the spectrum, there are at most a few
peaks present. On the other hand, we demand that the mass accuracy of the measurement
is high, say, 20 ppm or better. To this end, almost all theoretical molecular formula can
explain at most one peak in the measured spectrum. See below for the very rare exceptions
to this rule.
A fragmentation tree T = (V,E) consists of a set of nodes V which are molecular
formulas over some alphabet of elements, and directed edges connecting these nodes. All
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edges are directed away from the root of the tree, and every node can be reached from
the root via an unique series of edges. Therefore, the FT is an arborescence. In small
compound fragmentation, many fragments result from fragmentation cascades, that is,
series of subsequent fragmentation events; these cascades are modelled by the tree structure
of the FT. Nodes of the FT are molecular formulas of the parent ion and its fragments.
For any FT, each molecular formula can appear at most once as a node of the tree. Edges
are labelled with the molecular formula of the loss. In especially, the molecular formula of
an edge is the difference of the molecular formula of its adjacent vertices. We say that for
each edge (u, v) ∈ E, u− v is the molecular formula of the corresponding loss; we demand
that u ≥ v (the molecular formula u is a superset of v) holds for each component. Let
µ(f) denote the theoretical mass of the molecular formula f (either fragment or loss). This
will be usually the mass of the lightest naturally occurring isotope of an element, such as
µ(H) = 1.007825. For a given FT, we can simulate a fragmentation spectrum (without
intensities), simply using the masses of all nodes’ molecular formulas. For the inverse
direction, a FT is supported by a fragmentation spectrum of a compound if, for every
node of the tree, we find a peak in the spectrum such that the mass difference between the
molecular formula of the node and the peak mass is below some user-defined threshold.
Recall from the above that there can be at most one such peak. Not all peaks of the
fragmentation spectrum have to be explained by the tree, as we also have to model noise
peaks in the spectrum. But we demand that for every node of the FT, there is a peak in
the spectrum.
By modelling the compound fragmentation as a tree, we make the implicit assumption
that each fragment in the fragmentation spectrum is generated by a single fragmentation
pathway. In practice, different fragmentation pathways may lead to fragments with
identical molecular structure. The most prominent example is that two fragmentation
events happen independently and in arbitrary order: We call this a “parallelogram” spanned
by the losses a, b, and a + b. For the FT, we focus on the most important fragmentation
process that does possibly not contain all fragmentation events, but all major fragmentation
events that mainly occurred. This is a slight oversimplification of the problem, but applying
the parsimony principle is necessary to formulate the task as an optimisation problem.
Regarding parallelograms, we note that these are implicitly encoded in the FT, as we can
re-insert edges (losses) that correspond to such fragmentation events.
There is one additional requirement we need: We demand that every node of the FT
explains a unique peak in the spectrum. In other words, no two nodes of the tree may
correspond to the same peak. Allowing more than one node to explain a peak, would
violate the vast majority of observations: In theory, it is possible that two fragments
of a compound have different structure but very similar mass, so that both fragments
explain the same peak. In practice, this situation is extremely rare, and excluding this
“pathological” cases is again necessary to formulate our task as an optimisation problem:
the improvement by making this assumption outweighs the cases where it leads to a possible
incorrect interpretation.
We now formalise our above considerations. We say that a FT T = (V,E) is supported by
the observed data D = (M, I) if each node v ∈ V is assigned a unique peak m ∈ M in
the fragmentation spectrum that is within the chosen mass accuracy. Furthermore, no two
nodes are assigned the same peak. We denote the natural injective mapping from the FT
nodes to the peaks by m : V → M. All peaks in the spectrum not assigned to a node
of the FT, are regarded as noise peaks. Our task is to find a FT that “best explains” the
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observed data, where goodness-of-fit is measured by some scoring function (such as the
posterior probability estimate considered below) that matches FT and mass spectrum.
This formulation of the problem is not easily accessible by algorithmic means; to this
end, we use an alternative formulation which, for additive scorings, is equivalent to the
above [25]: For each peak in the fragmentation spectrum, we find all molecular formulas
with mass difference sufficiently small. These molecular formulas are the nodes of a directed
acyclic graph (DAG) called fragmentation graph. Nodes are coloured so that all molecular
formulas corresponding to the same peak have the same colour. Recall that we must use at
most one node for each colour (peak) in our FT. Edges are inserted whenever one molecular
formula is a subformula of another. Edges are appropriately weighted using some score
function. It is straightforward to check that there is a 1-1 correspondence between colourful
subtrees, that use every colour in the graph at most once, and FTs supported by the data.
We search for a colourful subtree of this graph that has maximum weight.
To identify the molecular formula of the unknown compound, we can add a super-root
that is connected to all molecular formula explanations of the parent ion peak. As all
of the corresponding nodes share the same colour, only one interpretation of the parent
ion peak will be present in the optimal solution. In practice, it turns out to be faster to
instead consider one molecular formula for the parent ion peak at a time, compute for each
such candidate an optimal FT, and rank the resulting trees according to their posterior
probability.
We have deliberately ignored that the mass difference between two measured peaks in
D may be smaller than twice the chosen mass accuracy; in this case, two peaks would be
assigned the same molecular formula in the fragmentation graph and, possibly, also the
maximum colourful subtree, violating our condition that all nodes have to be different
molecular formulas. In practice, this situation will show up extremely rarely for mass
accuracy of 10 ppm or better. If this “pathological” situation turns up, we split the mass
range between the two measured peaks in half, so that any molecular formula is forced
towards the closer measured peak.
6.2 Maximum A Posteriori Probability Estimation
Scorings in [25, 164, 165] were motivated by stochastic considerations, but only in an
informal way. Here, we will strictly model the problem as a Maximum A Posteriori
estimation, which allows us to make sensible choices for the (hyper)parameters of the
method. Bayesian Statistics tell us that
P(Tj |D) = P(D|Tj) · P(Tj)P(D) =
P(D|Tj) · P(Tj)∑
i P(D|Ti)P(Ti)
, (6.1)
where D is the data (the measured spectrum) and Tj are the models (the candidate
FTs). We want to maximise the posterior probability P(Tj |D) which is equivalent to
maximising P(D|T ) · P(T ) over all possible models T . Here, P(D|T ) is the probability
of the data given the model T , and P(T ) is the prior probability of model T , based on
prior information that we have about FTs without considering the actual data D. We have
considerable background information about the prior probability of any given FT: For
example, smaller losses are usually more frequent than larger losses for low and medium
energy fragmentation, and certain losses such as H2O or CO turn up very frequently. We
will call all parameters related to these background information hyperparameters. Note,
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that in the area of machine learning, this term has a different meaning and refers to
parameters that are (often manually) chosen by the user; in contrast to model parameters
which are optimised on data. In Bayesian statistics, however, the term hyperparameters
refers to parameters of the prior distributions. We will name parameters from the likelihood
model that can be directly estimated from spectral data (using maximum likelihood) as
parameters.
We have stressed repeatedly that we are interested in those FTs only that are supported
by the data. To this end, we demand P(D|T ) = 0 and, hence, P(T |D) = 0 for any tree T
that is not supported by the data D. In the following, we assume that each considered FT
is supported by the data.
We now introduce computations for prior probability and likelihood of the tree.
6.2.1 Prior Probability of the Tree
We first concentrate on the prior P(T ). We will not demand that priors sum to one but only
that the sum
∑
i P(Ti)P(D|Ti) converges, what is sufficient for optimising P(T ) · P(D|T ).
But this is obviously true: The number of models Ti we are considering is finite, as we only
consider trees supported by the data. We assume that, for all trees of constant size, prior
probabilities of the nodes and edges of T are independent so that
P(T ) = P(size |E| of the tree) ·
∏
v∈V P(v) ·
∏
e∈E P(e).
Here, P(v) is the prior probability to see a particular fragment in a FT, and P(e) is the
prior probability to see a particular loss in a FT. The independence assumption is obviously
violated in reality, but allows us to come up with simple yet meaningful priors. We can
simplify this equation, noting that every node of the tree except the root has exactly one
incoming edge. For molecular formulas u, v let Pedge(u, v) be the prior that fragment v and
loss u− v are simultaneously seen in the tree, and let Proot(u) be the prior that the tree is
rooted with molecular formula u. Then,
P(T ) ∝ P(size |E| of the tree) · Proot(r) ·
∏
(u,v)∈E
Pedge(u, v) , (6.2)
where r is the root of T .
Prior of the Root For the prior Proot(r) of the root r we use the neutral molecular formula
r, and the fact that certain molecular formulas are observed more often in molecular
databases [107].
First, we filter out structurally impossible molecular formulas that have a negative
RDBE; see eq. (2.1) as well as the discussion about RDBE in Section 2.1. For molecular
formulas with negative RDBE there exists no fully connected molecular graph. This is
one of the “Senior rules” [193]. Molecular formulas from biomolecules look different from
random molecular formulas or molecular formulas of synthetic molecules. For example,
biomolecules usually have a backbone of carbon atoms, surrounded by a cloud of hydrogen
atoms. This results in a hydrogen-to-carbon ratio that is quite specific for biomolecules.
Other elements like nitrogen or oxygen occur less frequently. Therefore, the ratio of
heteroatoms (atoms which are neither carbon nor hydrogen) to carbon atoms is usually
small for biomolecules. Biomolecules contain a relative small number of rings and double
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We add another prior for penalising molecular formulas containing “special” elements.
We define all elements but C, H, N, O as special, as they occur less often in metabolites and
natural products. We define Pspec = 0.25n with n being the number of special elements in
the molecular formula. We stress that this is not the number of atoms corresponding to
special elements: For example, C17H17Cl2N has n = 1. The basic idea behind this prior
is to penalise the occurrence of special elements in the molecular formula if there are no
further indications (in losses or fragments) for this element. We later add other edge and
node priors to counter the effect of the special elements prior.
Additionally, we add a prior for penalising phosphorus-containing molecular formulas
without oxygen or sulphur: We find that for more than 99% of the phosphorus-containing
compounds in the KEGG metabolite database, the sum of oxygen and sulphur atoms is at
least twice the number of phosphorus atoms. We set Pphos = 0.05 for all compounds that
violate this constraint, and Pphos = 1 otherwise.
The root prior
Proot(r) = PSVM(r) · PRDBE-odd(r) · Pspec(r) · Pphos(r) (6.3)
is the product of these four priors. Note that in [22] we used PHMOTCR · PRDBE instead
of PSVM. We stress that we never discard chemically feasible molecular formulas, and we
never reward molecular formulas; we only penalise those that deviate too strongly from
what we expect to see in a biomolecule.
Priors of Edges The prior probability Pedge(u, v) of an edge e = (u, v) is estimated from
different factors, namely prior knowledge about implausible (and radical) losses, the mass
of the loss, common losses, as well as common fragments:
Pedge(u, v) :=Ploss-impl(u, v) · Ploss-mass(u, v) · Ploss-comm(u, v) · Ploss-spec(u, v) · Pfrag-spec(v)
· Pfrag-chem(u, v) · Pfrag-mass(v) · Pfrag-comm(v) · Pphos(v) .
(6.4)
We first penalise implausible losses of an edge (u, v) using a prior Ploss-impl(u, v) on the
loss u− v. This is a small list of losses that repeatedly turned up during our combinatorial
optimisation in [164], but that were rejected in the subsequent expert evaluation given
there. In particular, we penalise losses that contain only nitrogen or only carbon; radical
losses with certain exceptions; and few losses from a list of losses generated by expert
knowledge. See Table 6.2.1 for the list of implausible losses and priors. Since these are losses
that we do not want to see, there appears to be no reasonable way to learn such implausible
losses from the data. Instead, we have to rely on expert knowledge and evaluation of FTs
computed by the method, to collect this list. Also, priors for such implausible losses are
chosen ad hoc as there appears to be no sensible way of learning such penalties from the
data.
Regarding the mass of a loss, we assume that large losses are less likely than small
losses. Unfortunately, there is only a very small number of annotated FTs available in
the literature, and these are usually measured on different instruments (and instrument
types) using different experimental setup and, hence, mostly incomparable. To this end,
we estimate the loss mass distribution using FTs determined by SIRIUS. We will try to
bring in agreement the observed distributions with the distribution used for scoring.
Different from [25, 164, 165] we do not penalise the relative size of the mass but
rather the mass itself, as this allows for a more stringent incorporation of common losses.
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Table 6.1: Priors for implausible losses. For an edge (u, v) with loss u − v let Ploss-impl(u, v) be
the prior for u − v chosen according to this table. Expert knowledge and evaluation of FTs from
SIRIUS2 resulted in the implausible losses listed here [164]. These losses should only very rarely
(if ever) occur in a FT, so we manually select reduced priors.
Probability Loss type and molecular formulas
10−3 Implausible losses: C2O, C4O, C3H2, C5H2, C7H2
1
3RDBE
Neutral losses with negative ring double bond equivalent RDBE
0.1 Nitrogen-only losses, carbon-only losses: for example, N5 or C3
1 All other neutral losses
0.9 Common radical losses: H·, O·, ·OH, ·CH3, CH3O
·, ·C3H7,
·C4H9, C6H5O
·
10−3 All other radical losses
Combinatorics dictates that there exists only a small number of losses below, say, 30 Da.
Besides certain common losses, this implies that the number of small losses is also small,
but increases rapidly until some maximum is reached. Beyond this mass, we find that the
probability to observe a loss drops rapidly in the beginning, but stays significantly above
zero even for large masses. To model these observations, we use a log-normal distribution
as a classical example of a long-tailed distribution. Let µls, σ2ls be the parameters of the
log-normal distribution, then the probability density function is
1
x
√
2πσ2ls
exp
(
− (lnx−µls)2
2σ2ls
)
for mass x. See Section 6.6 for the fitting of hyperparameters µls, σls; there, we report an
excellent fit of loss masses using the log-normal distribution. We use
Ploss-mass(∆) :=
1
∆
√
2πσ2ls
exp
(
− (ln∆−µls)2
2σ2ls
)
(6.5)
for mass delta ∆ > 0 as the loss mass prior, and set Ploss-mass(u, v) := Ploss-mass(µ(u− v)).
Some losses turn up more often than we would expect from the loss mass distribution.
Instead of relying on an expert-curated list we learn common losses and their prior
probabilities from our training data, see Section 6.6; and see Table A.2 in the Appendix
for the actual priors Ploss-comm(u, v).
For a FT to be informative, it is useful that the FT includes fragments of small masses,
even if the corresponding peaks have small intensities and, possibly as a result, larger mass
deviations. In addition, one can relatively easy identify the fragment’s correct molecular
formula, as well as distinguish fragment peaks from noise, due to the small “combinatorial
diversity”: The chance that the mass of a noise peak coincidence with the theoretical mass
of a molecular formula is very small for small masses. As a theoretical example, consider
masses below 15 Da: In this mass region, reasonable molecular formulas are H, H2, CH
and CH2. To this end, all peaks with other masses must be noise. The fragment mass
prior favours peaks with small masses,
Pfrag-mass(u) =
{
1 if m(u) > 200
e2
m(u)
200 otherwise,
to encourage the integration of small peaks that allow for a mass decomposition. The
threshold of 200Da has been chosen ad hoc and without any further optimisation; we
expect that choosing, say, a threshold of 100Da will not result in significant differences.
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Combinatorics dictates that the number of explanations for a mass increases with the
size of the chemical alphabet. However, biomolecules usually are built from very few
elements. If we consider a large chemical alphabet (e.g. the whole periodic table), chances
are high that an implausible molecular formula fits better to our data (in the sense of mass
deviation) than the real measured molecular formula. We introduced the Proot-spec prior
to make molecular formulas with many elements less likely. But we find that for very large
trees the root prior has only marginal influence on the weight of the tree. Therefore, we
also introduce a Pfrag-spec that penalises rare elements for every fragment. As we mentioned
above, low mass peaks can be easily identified and there explanations are in general more
reliable. In the end we define the Pfrag-spec as
Pfrag-spec(u) =
{
5
3 m(u) < 100
1
3 otherwise
such that it gives a prior above 1 for small fragments with special elements and a prior
below 1 for large fragments with special elements. We observe that common losses and low
mass peaks are reliable indicators for the presence of special elements in the compound.
We set Ploss-spec = 1.5 for all fragments for which the incoming edge (loss) is a common
loss containing a special element.
Although, we assume independence of losses and fragments, we already noted that this
independence is clearly violated in every fragmentation tree. This is especially the case for
rare elements: If the root contains a rare element, also all child fragments have to contain
this rare element, or it has to be cleaved off in a loss. With the special element priors
we favour rare elements if we either see common losses with rare elements and/or small
fragments containing them, while we penalise trees that contain rare losses only in the
larger mass region. We reuse the Pphos prior we previously have introduced for the root.
Phosphorus usually appears in biomolecules as phosphate ester and, therefore, it should
cleave of (or stay) together with its neighboured oxygens (or in rare cases: sulphur) atoms.
Finally, we notice that certain fragments turn up repeatedly in FTs. The explanation
for this observation is simple and is known to MS experts for decades: Certain groups
such as C6H
+
5 (benzyne) or C4H8N
+ (pyrroline) can be cleaved off as ions, leading
to characteristic peaks in the mass spectra. But giving priors for both common losses
and common fragments, clearly violates the independence assumption: If we know the
molecular formulas of a fragment and one of its losses, then this also tells us the molecular
formula of the child fragment. To this end, we use a “cautious” prior that rewards only few
and small common fragments which are observed very often, whereas the vast majority
of fragments receive a flat prior. See Section 6.6 for how we learn the common fragments
and their priors from the data; and see Table A.3 in the Appendix for the actual priors
Pfrag-comm(u, v).
Prior of the Tree Size The FT we will compute should explain a large number of peaks;
to this end, we want to favour large trees over small ones. The priors we have introduced so
far do exactly the opposite: Many edges result in many probabilities we have to multiply,
and small trees are favoured over large trees. To this end, we introduce one last prior: We
assume
P(size |E| of the tree) ∝ P |E|tree-size where Ptree-size := Ptree-norm · Ptree-bonus . (6.6)
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Here, Ptree-norm is chosen to counter the effects of the other priors on average, whereas
Ptree-bonus can be set by the user to favour smaller or larger trees. See Section 6.6.3 for
how an appropriate default value of this prior is estimated from data.
6.2.2 Likelihood of the Tree
Recall that each considered FT T = (V,E) is supported by the data D = (M, I). This
implies the existence of a natural injective mapping m : V → M: Each node v ∈ V is
assigned a unique peak m(v) in the fragmentation spectrum. All peaks in the spectrum
not assigned to a node of the FT, are noise peaks and also contribute to the likelihood of
the tree. Also recall that each node v ∈ V is the molecular formula of the corresponding
hypothetical fragment, whereas an edge (u, v) corresponds to a loss v − u.
To simplify our computations, we assume independence between the measured peaks in
M = {m1, . . . ,mL}:
P(D|T ) =
∏
l
P(ml|T )
This simplifying assumption implies that mass deviations and intensities of the individual
peaks are independent of each other. Such independence assumptions are commonly used
to make a stochastical model computable. Here and in the following, ml refers both to the
l-th peak and to its mass. Furthermore, we may assume that for each peak, the probability
of the tree to generate some peak depends only on the corresponding hypothetical fragment,
so P(m(v)|T ) = P(m(v)|v) for all v ∈ V . Then,
P(D|T ) =
∏
l
P(ml|T ) =
∏
v∈V
P(m(v)|v) · P(unassigned peaks|T )
for appropriately chosen P(m(v)|v). Here, P(unassigned peaks|T ) is the probability that
all unassigned peaks M− {m(v) : v ∈ V }, which cannot be explained by T , are noise
peaks.
Unassigned peaks cannot be scored in the FT optimisation, as only those nodes and edges
are scored that are actually part of the tree. To get rid of the probability of unassigned
peaks, note again that each node is assigned a unique peak, and that no two nodes are
assigned the same peak. We reach
P(D|T ) = P(all peaks in D are noise) ·
∏
v∈V
P(m(v)|v)
P(m(v) is noise)
for appropriate P(m(v)|v). Again, for fixed data D, the probability of all peaks being noise
simultaneously is a constant, and can be ignored in the optimisation of P(T |D).
We will now show how to compute the probability of signal peaks and noise peaks.
Currently, there exists no general model for the intensity of signal peak in small compound
MS. Here, the problem is even harder, as we do not know the fragment’s molecular structure
but only its molecular formula. Similarly, there exists no sensible model for the mass of
noise peaks. To this end, we will use only the peak mass to assess the probability of signal
peaks; and only peak intensity to assess the probability of noise peaks. The intensity of
peak m is I(m); for brevity we write I(v) := I(m(v)).
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Probability of Signal Peaks It has been frequently observed that relative mass deviations
are roughly normally-distributed [95, 245]. We found this to be the case for our datasets,
see Section 6.6. We assume that the instrument is decently calibrated, so that no mass bias
can be observed. Let MA be the mass accuracy parameter used to build the fragmentation
graph. If we assume that 95.5% of the normally-distributed masses fall within this range,
then the standard deviation is σppm := 12MA; if we assume that 99.7% of the masses fall
within this range, then σppm := 13MA. Now, relative mass errors are distributed according
toN (0, σppm). We ignore the fact that no mass errors above some threshold can be observed
(truncated normal distribution) as this has a negligible effect on our computations. The
probability to observe a peak with mass m(v) for node/fragment v can be estimated as:
P(m(v)|v) = P
(
|N (0, σppm)| ≥ |m(v)−µ(v)|µ(v)
)
= 2 ·
∫ ∞
|m(v)−µ(v)|
µ(v)
1
σppm
√
2π
e
− 1
2
(
x
σppm
)2
dx = erf
( |m(v)−µ(v)|
σppm
√
2µ(v)
) (6.7)
This is the two-sided probability that a mass deviation larger than the observed relative
mass deviation of peak m(v) will occur by chance. Here, “erf” denotes the error function.
Probability of Noise Peaks As we have no model for the intensity of fragment peaks,
I(v) cannot be used for estimating the probability of fragment peaks. Similarly, we have
no model for noise peak masses. But we can estimate the probability that a certain peak
is noise, by observing that noise with high intensity are much rarer than noise peaks with
small intensity.
Böcker and Rasche [25] proposed to directly use the peak intensity in the score
calculation. Later, Rasche et al. [164] pointed out that this can be statistically justified
by assuming that noise peak intensities are exponentially distributed. To this end, we
analyse the intensity distribution of noise peaks, see Section 6.6. We observe that with
increasing intensity, the probability to observe a noise peak of this intensity drops rapidly
in the beginning, but stays significantly above zero even for large intensities. This is an
example of a long-tailed distribution, and we use the Pareto distribution as a classical
example of a long-tailed distribution. This distribution offers the additional advantage
that a minimum peak intensity threshold, which is naturally applied in peak picking, can
be directly integrated into the model.
Let Imin be the peak intensity threshold used for peak picking. Then, the probability
for observing a noise peak with intensity larger or equal to I is ( IminI )
αi . See Section 6.6
for fitting hyperparameters αi and Imin.
We want our probabilistic model to generalise well across different experimental setups
and instruments. However, the absolute intensity values depend on the instrument type as
well as the preprocessing software. We decide to use normalised peak intensities instead.
We divide the intensity of each peak by the intensity of the most intensive peak in the
spectrum, such that all peaks have an intensity between 0 and 1. This means that we
will never record a peak with intensity above 1 and, therefore, we have to cut off the
probability distribution at 1. Nevertheless, the probability distribution is not allowed to
drop too close to zero, as even a peak with maximal intensity might still be a noise peak.
We define βi = 10−5 as the probability that the most intensive peak in the spectrum is
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noise. Then we can define the probability of observing a noise peak m with intensity I(m)
or higher, as
P(m is noise) = 1−
(
Imin
I(m)
)αi − Iαimin + βi
1− Iαimin + βi
. (6.8)
We found that the Pareto distribution agrees well with the experimental data, see
Section 6.6.
6.2.3 Posterior Probability of the Tree
From the above we infer that
P(T ) · P(T |D) ∝ Proot(r) ·
∏
e∈E
(Pedge(e) · Ptree-size) ·
∏
v∈V
(
P(m(v)|v)
P(m(v) is noise)
)
(6.9)
for FT T = (V,E) with root r ∈ V . The probability that all peaks in the spectrum are
noise, is independent of the actual tree T and, hence, can be disregarded. We define
L(T ) := logProot(r) +
∑
e∈E
log(Pedge(e) · Ptree-size)+
∑
v∈V
(
log erf
( |m(v)−µ(v)|
σppm
√
2µ(v)
)
− log
(
1−
(
Imin
I(v)
)αi − Iαimin + βi)
1− Iαimin + βi
)) (6.10)
then log(P(T ) · P(T |D)) = L(T ) + c for some constant c ∈ R. To this end, the posterior
probability of tree T is maximum if and only if L(T ) is maximum.
Given a fragmentation spectrum D we proceed as follows: First, for each peak m ∈ D
we search for all molecular formulas v that are within the specified mass accuracy MA,
µ(v) ∈ [m− δ,m+ δ]
with δ = MA · max{m,mMA}. In case two of these intervals overlap, we shrink them
accordingly. We use these molecular formulas v as the nodes of the fragmentation graph,
each coloured with the corresponding mass m, and set m(v) = m. We introduce an edge
(u, v) for each pair u ≥ v. For each edge (u, v) we set its edge weight to
w(u, v) := logPedge(u, v) + logPtree-size + log erf
( |m(v)−µ(v)|
σppm
√
2µ(v)
)
−
log
(
1−
(
Imin
I(v)
)αi − Iαimin + βi
1− Iαimin + βi
)
.
(6.11)
We also introduce a super-root sr which is connected to all nodes corresponding to the
parent mass M . These v ∈ V with m(v) = M are the potential roots of the FT, and for
each we set
w(sr , v) := logProot(v) + log erf
( |m(v)−µ(v)|
σppm
√
2µ(v)
)
. (6.12)
With these edge weights, ordering colourful subtrees with respect to their weight, is
equivalent to ordering the corresponding FTs by posterior probability.
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6.3 Hypothesis-driven Recalibration
To improve the quality of FTs, and to increase the chance that the FT with the
correct molecular formula root will receive the highest score, we use a hypothesis-driven
recalibration [24]. We are given one fragmentation spectrum at a time. For each candidate
molecular formula explaining the root, we compute a FT, and then use the theoretical
masses of all nodes in the FT as references to recalibrate the sample spectrum. Some of
the molecular formulas assigned to peaks may be wrong, even for the correct candidate
molecular formula. To this end, we use recalibration methods which are robust to outliers,
and automatically discard such wrong assignments when computing the recalibration.
Recalibration is carried out using an affine mass correction [24] f(x) := ax+b. Let (xi, yi)
be the pairs of potentially matching masses: xi is a mass in the measured spectrum, and
yi is a mass in the reference spectrum simulated using the FT. Note that for any measured
(reference) mass there can be multiple elements with different reference (measured) masses.
We use the Theil-Sen estimator [192, 210] to find the slope a of f as the median of the slopes
(yj − yi)/(xj − xi) determined by all pairs of sample points with distinct x-coordinates.
Next, we set b to be the median of the values yi − mxi. We recalibrate the measured
spectrum by applying f to all masses.
We then compute the optimal FT for the recalibrated sample spectrum and the candidate
molecular formula, and use this score to evaluate which root molecular formula best
explains the data. Then, the recalibration is discarded, returning to the original measured
sample spectrum, and the next root molecular formula is processed.
We observed that peaks in the low mass region often have a very different mass deviation
than peaks in the high mass region. This indicates that the underlying bias cannot be
explained by a linear function. However, more complex functions like quadratic or high
order polynomial functions have too many degrees of freedom such that also wrong FT
explanations result in recalibrated spectra with low mass errors. A problem occurs when
the number of peaks in low mass region is much higher than in high mass region as the
median is then mostly influenced by low mass peaks. For this reason we propose the
following approach: For each 100 Dalton interval in the mass spectrum that contains at
least one peak we count the number of nodes in the tree with this mass. We then take
the median k over all counts. We build the reference spectrum by choosing the k-most
intensive explained peaks in each interval and insert their exact mass (known from the
hypothetical tree) in the reference spectrum.
We note that our hypothesis-driven recalibration is fundamentally different from, say, the
recalibration proposed in [206]: In our approach, each spectrum is recalibrated individually,
using each peak’s best theoretical explanation as anchors for the mass correction. In this
way, we do not require a homogeneous dataset of mass spectra to start the recalibration
process.
We do not apply the recalibration to the precursor ion, such that we will never change
the set of possible molecular formula explanations of the precursor ion by recalibration.
Fragment ions may, in some cases, change their molecular formula annotation after
recalibration. In the most simple case, recalibration only effects the scoring of the fragment
peaks. Note that an alternative to hypothesis-driven recalibration is a scoring that favours
peak explanations that have a mass deviation in the same direction. However, in such
a scoring the likelihood of a peak would depend on other peaks, which violates our
independence assumption. In especially, we could not longer solve such a problem with an
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integer linear program. From this perspective it seems that hypotheses driven recalibration
is just a workaround - but there are some advantages in this approach: If the mass bias is
very large, some peaks might be annotated wrongly or cannot be annotated at all because
they are outside of the allowed mass deviation window. Hypotheses driven recalibration
may correct these annotations as long as there are enough correctly explained peaks in the
spectrum.
6.4 Isotope Patterns
Isotope patterns in MS and MS2 can be naturally integrated into the maximum a posteriori
estimation. We will first introduce a scoring of isotope peaks based on maximum likelihood.
We then show how to integrate this scoring into the maximum a posteriori probability
estimate. In some experimental setups, for example MSall or SWATH, we have to expect
isotope peaks within the MS2 spectrum. We will show how we can extend the FT model
such that it includes isotopic peaks. This new model can still be represented as colourful
subtree in an acyclic colourful graph - such that we do not have to change anything on
computational side. Finally, we will present a detector for uncommon elements based on
the shape of isotope pattern [133].
While isotope pattern analysis of the precursor ion in MS is an integral part of SIRIUS
since its first release [28], the support for element detection, isotope patterns of in-source
fragments as well as isotope patterns within MS2 was developed throughout this thesis and
released with SIRIUS 4.
6.4.1 Maximum Likelihood Scoring for Isotope Patterns
To reveal the molecular formula of an ion we first enumerate over all possible molecular
formulas, simulate an isotope pattern for each molecular formula and then compare the
simulated pattern with the measured one. Let m = m1, . . . ,mn be the measured masses
and p = p1, . . . , pn the measured intensities, mˆ = mˆ1, . . . , mˆn the simulated masses and
pˆ = pˆ1, . . . , pˆn the simulated intensities. We assume that intensities are relative values such
that their maximum is 1. Zhang et al. [244] suggested to use Bayesian statistics to score
the similarity of simulated and measured peaks. If we assume independence between the
peaks we can compute the similarity as
P(mˆ, pˆ | m, p) =
n∏
i=1
P(mi | mˆi) · P(pi | pˆi) . (6.13)
It is obvious that the independence assumption is clearly violated as all peak masses share
a similar recalibration error and peak intensities are relative to the maximum intensity.
But nevertheless this gives us a reasonable scoring function. We can get rid of correlated
mass deviations by looking at mass differences (see eq. (6.15)). Again we assume a normal
distributed error on measured masses. Let ϵi = mi − mˆi be the mass difference between
a measured and simulated peak. When mass errors are normally distributed ϵ ∼ N (0, σ)
with sigma is the average mass error, we can compute the probability
P(mˆi | mi) = erfc
(
mi−mˆi√
2πσ
)
.
Mass errors are larger for larger masses. As done in Section 6.2.2 we use a relative measure
σ = m1 · 10−6 · σppm.
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So far, we ignored that measurements usually come with some systematic shift (a
recalibration error). This error will be roughly the same for all isotope peaks and, due
to the independence assumption, will affect the probability for every peak. We can remove
the recalibration error by subtracting mi from m1. The average error for mass differences
is a user specified parameter σdiff. We observe that low intensive peaks have larger mass
errors than high intensive peaks. We, therefore, define a intensity dependent mass error as
a piecewise linear function:
σdiff(p) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
10−6 ·m1 · 1 · σdiff if p > 0.2
10−6 ·m1 ·
(
1 + 0.2−p0.1
) · σdiff if 0.1 < p ≤ 0.2
10−6 ·m1 ·
(
2 + 0.1−p0.09
) · σdiff if 0.01 < p ≤ 0.1
10−6 ·m1 · 3 · σdiff otherwise
(6.14)
We then come up with a more accurate estimation of the probability by replacing eq. (6.13)
by
P(mˆ, pˆ | m, p) = erfc
(
m1 − mˆ1√
2πσppm
)
·
n∏
i=2
erfc
(
(mi −m1)− (mˆi − mˆ1)√
2πσdiff(pi)
)
·
n∏
i=1
P(pˆ | p) .
(6.15)
Böcker et al. suggest using a log-normal distribution for relative intensity errors [26].
The probability P(pi | pˆi) is then calculated via the complementary error function of
logarithmised intensity ratios. The underlying assumption is that intensity errors are
relative. However, we know that low intensive peaks are measured less accurate, especially
if they are near noise level. A relative error underestimates the error on low intensive peaks.
Kind et al. and Pluskal et al. suggest to sum up the intensity error between a simulated
and a theoretical isotope pattern and use this error directly as scoring function [107, 158].
This approach can be adopted for our stochastical model using exponential distributed
absolute noise. However, we can observe that intensity errors are larger for high intensive
peaks (as we will see in Section 6.6.2).
To simultaneously model absolute and relative intensity deviations, we propose a simple
maximum likelihood estimator that requires only two parameters, namely, absolute error
σabs > 0 and relative error σrel > 0 of peak intensities. We statistically model the intensity
error as
Y = x+D + E ,
where x is the expected (theoretical) intensity, Y is the random variable modelling
the observed intensity, and D,E are random variables for relative and absolute noise,
respectively. We assume that both relative noise D ∼ x · N (0, σ2rel) = N (0, x2σ2rel) and
absolute noise E ∼ N (0, σ2abs) are normally distributed: In detail, we assume that D,E
have densities
fD(δ) =
1√
2πx2σ2rel
exp
(
− ϵ2
2x2σ2rel
)
and fE(ϵ) = 1√
2πσ2abs
exp
(
− ϵ2
2σ2abs
)
for δ, ϵ ∈ R. We are using the probability density function to estimate these probabilities,
which can be interpreted as the limit of an arbitrary small interval around the values δ, ϵ,
respectively. Note that this model can result in negative observed peak intensities; we
found that this limitation is not relevant in application, where relatively weak noise is
observed.
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We further assume that relative and absolute noise are independent. Given an observed
intensity y and an expected intensity x, the likelihood of some model θ = (δ, ϵ) is
Ly|x(δ, ϵ) = 1√2πxσrel exp
(
−δ2
2x2σ2rel
)
· 1√
2πσabs
exp
(
−ϵ2
2σ2abs
)
= 12πxσrelσabs exp
(
− δ2
2x2σ2rel
− ϵ2
2σ2abs
)
.
(6.16)
We now want to find the model that best explains the observed data, in the sense that we
maximise likelihood. We substitute ϵ = y − x− δ and reach
Ly|x(δ, ϵ) =
1
2πxσrelσabs
exp
(
− δ
2
2x2σ2rel
− (y − x− δ)
2
2σ2abs
)
which does no longer depend on ϵ. Due to the monotonicity of the exponential function,
this likelihood is maximum if and only if
g(δ) := − δ
2
2x2σ2rel
− (y − x− δ)
2
2σ2abs
is maximum. Differentiating g we reach
g′(δ) = −2 1
2x2σ2rel
δ +
1
2σ2abs
2(y − x− δ) = − δ
x2σ2rel
+
y − x− δ
σ2abs
=
1
σ2absx
2σ2rel
(
(y − x)x2σ2rel − (σ2abs + x2σ2rel)δ
)
.
Now, g′(δ0) = 0 if and only if
(y − x)x2σ2rel − (σ2abs + x2σ2rel)δ0 = 0 ,
so the maximum is reached for
δ0 :=
(y − x)x2σ2rel
σ2abs + x
2σ2rel
.
This allows us to compute the Maximum Likelihood as Ly|x(δ0, ϵ0) using (6.16), where
ϵ0 = y − x− δ0: Note that
− δ
2
0
2x2σ2rel
= −(y − x)
2 − x2σ2rel
2(σ2abs + x
2σ2rel)
2
and
y − x− δ0 = (y − x)
(
1− x
2σ2rel
σ2abs + x
2σ2rel
)
= (y − x) σ
2
abs
σ2abs + x
2σ2rel
.
We reach:
Ly|x(δ0, ϵ0) =
1
2πxσrelσabs
exp
(
− (y − x)
2x2σ2rel
2(σ2abs + x
2σ2rel)
2
− (y − x)
2σ2abs
2(σ2abs + x
2σ2rel)
2
)
=
1
2πxσrelσabs
exp
(
− (y − x)
2
2(σ2abs + x
2σ2rel)
)
.
(6.17)
But this implies that for the computation of the maximum likelihood, we actually do not
have to compute δ0 or ϵ0; instead, it is sufficient to directly insert theoretical intensity x
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and observed intensity y into equation (6.17) to estimate the maximum likelihood of the
data. We note that (6.17) is very similar to the probability density function of the random
variable D + E ∼ N (0, σ2abs + x2σ2rel).
Finally, the likelihood for a measured isotope pattern to be explained by the given
simulated pattern is
P(mˆ, pˆ | m, p) = erfc
(
m1 − mˆ1√
2πσppm
)
·
n∏
i=2
erfc
(
(mi −m1)− (mˆi − mˆ1)√
2πσdiff(pi)
)
· (6.18)
n∏
i=1
1
2πpˆiσrelσabs
exp
(
− (pi − pˆi)
2
2(σ2abs + pˆ
2
iσ
2
rel)
)
.
For a candidate molecular formula, we simulate an isotope pattern with peak intensities
and mean peak masses as described in [26, 28]. We normalise both spectra using the
first isotope peak. Assuming statistical independence [26, 28], the likelihood of the
candidate molecular formula is simply the product of the individual likelihoods for peak
mass differences and peak intensity differences as shown in eq. (6.18). Peaks which are not
observed but expected by the theoretical pattern get no likelihoods for mass deviations
but still a likelihood for intensity deviation where they are counted as zero.
Isotope pattern are extracted from MS1 by searching for the most intensive peak around
the precursor mass within the allowed mass deviation and then extending the pattern
gradually by picking the next isotope peak that has a reasonable mass difference. If
several such peaks exist, they are merged using the weighted mean of their masses and
the sum of their intensities. To prevent that we include a peak into the pattern which
is not part of the isotope pattern, but, for example, another coeluting ion, we compute
scores for all possible lengths of the pattern (by successively removing the last peak of the
pattern) and only report the maximum score. Note that such an approach is only possible,
if the isotope pattern score is positive for reasonable isotope pattern and gets negative for
unreasonable ones. In our case, the isotope pattern score, although a log likelihood, is
positive for reasonable patterns because we use the densities of two normal distributions
to estimate the likelihood. As long as the standard deviations σabs and σrel are very small
(which is the case for any reasonable isotope scoring), the density becomes a value above
1 at maximum. Alternatively, we could estimate a normalisation factor to make our score
positive.
6.4.2 Integrating Isotope Patterns into Fragmentation Tree Computation
In most experimental setups, the precursor ion is isolated and fragmented without its
isotope peaks. Even if the isolation window is slightly larger than one Dalton, we will
rarely observe isotope peaks in MS2. This is because ions close to the border of the
isolation window are collected with much lower efficiency. In this case we only have to deal
with isotope peaks in MS. We first look for peaks in MS which have an isotope pattern and
also occur in MS2. These peaks are likely candidates for in-source fragments. We score
their isotope pattern using eq. (6.18) and add this log likelihood to log likelihood of the
node in the fragmentation graph with same molecular formula explanation. We do only
add positive log likelihoods. We do the same for the precursor ion. Note that we do not
have to score the likelihood of the root node when we have an isotope pattern available.
In most cases, mass accuracy in MS is better than in MS2. Therefore, we use the mass of
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the MS ion for generating the list of candidate formulas and use the isotope pattern in MS
to score the likelihood of the root node.
In cases where we have to expect isotope patterns in MS2 we cannot longer simply add
the log likelihood to the nodes: We do not know which peak in the spectrum is an isotope
peak and which peak is a fragment ion. A simple heuristic would be to first score all
isotope patterns and then remove all isotope peaks which belong to a pattern with positive
score. However, a more elaborated approach would be to formulate this decision within the
maximum colourful subtree problem. We add a special kind of nodes in our tree model,
which we call isotope nodes. An isotope node explains a peak in the spectrum, like a
fragment node. A tree is supported by the data if all its fragment nodes and all its isotope
nodes correspond to a peak in the spectrum. Each isotope node v is either the child of a
fragment node u in which case the mass of v is the mass of the second isotope peak of the
theoretical isotope pattern of u. Otherwise, it must be a child of another isotope node, in
which case its mass is the mass of the successive isotope peak of its parent. Note that we
can add isotope nodes to any existing fragmentation tree and use them to simulate how
the spectrum would look like when measured in MSall. To obtain the likelihood of the tree
we just have to simulate the corresponding mass spectrum and compare the simulated and
measured mass spectrum using the approach in Section 6.4.1. It still makes sense for each
monoisotopic peak to divide its likelihood by the probability that this peak is noise using
eq. (6.8).
This extended statistical model can be easily integrated into the maximum colourful
subtree problem: For each node u in the fragmentation graph we check if there is an
isotope pattern for the corresponding peak in the spectrum. Let p1, . . . pn be the isotope
pattern with p1 is the colour of the node u. Let pˆ1, . . . , pˆn be the simulated isotope pattern
using the molecular formula of u. We now add nodes v2 . . . vn and colour them by the
corresponding isotope peaks p2 . . . pn. We then add edges between consecutive nodes as
well as an edge uv2. We weight uv2 with logP(pˆ1, pˆ2 | p1, p2). We score the edges vivi+1
between the isotope peaks with
log
P(pˆ1, . . . , pˆi+1 | p1, . . . , pi+1)
P(pˆ1, . . . , pˆi | p1, . . . , pi) .
We have shown how to integrate isotope patterns into the FT computation without
changing the underlying algorithmic problem. However, we changed a small but possibly
important property of the fragmentation graph: Without isotope patterns, for each directed
path in the graph the masses of its nodes are strictly decreasing. For edges between
isotope nodes, however, the mass is increasing. While this is not changing the problem in
general, reduction rules or heuristics that are developed for solving the problem specific
for fragmentation graphs might rely on this property. For example, the critical path
heuristic [59] does not work when adding isotope nodes.
6.4.3 A Deep Neural Network for Estimating Elemental Composition
Isotope patterns of small molecules that consist solely of carbon, hydrogen and oxygen have
a monotonic decreasing isotope pattern. When elements like sulphur, chlorine, bromine
or selene are present, the shape changes, sometimes into a zig-zag pattern. While our
maximum likelihood scoring is very efficient in finding the correct molecular formula
explanation, its performance depends exponentially on the number of elements in the
chemical alphabet. Although, most biomolecules consist of CHNOPS, there are also
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some biomolecules as well as pesticides and pharmaceutics which contain halogens ClBrIF.
Allowing the whole alphabet CHNOPSClBrIF is not possible for larger masses; in fact we
would not even be able to keep all molecular formula explanations in memory. Therefore, we
need some preprocessing step that filter out unreasonable explanations. It was shown that
machine learning methods (namely, random forests) are able to exclude elements from the
chemical alphabet based on the shape of the isotope pattern [133]. We do not use Random
Forests to predict the presence/absence of individual elements, as this would require long
startup times of SIRIUS for loading the decision trees from hard disk. Instead, we train
Deep Neural Networks [116] for this task. We predict the presence/absence for elements
sulphur,chlorine, bromine, boron, and selene. The DNNs have three hidden layers with
48, 32, and 32 neurons using the hyperbolic tangent activation function; the input layer is
using the same features as the random forests from Meusel et al. [133], see Table A.4 and
Table A.5 in the Appendix. All features are centred and normalised. We also use predictors
for upper bounds on the number of atoms of a particular element in the query compound
(“there are at most two sulphur atoms present”), which further speeds up computations.
As loss function, we choose the mean squared error on the maximum of the logarithmised
quantity and 0.2, for each element. The logarithm results in small costs for overestimating
the amount of an element, but large costs for predicting the presence of an absent element
(or vice versa).
As in [133], we do not use measured MS2 spectra for training, but simulate theoretical
isotope pattern of one million molecular formulas from PubChem. To prevent overfitting,
we use l2 regularisation and add normal distributed random noise on the training data [133].
Performance of the network is comparable to that of the Random Forests reported in Meusel
et al. [133], but model parameters consume only 75 KB of memory, compared to more than
200 MB for the Random Forests [133].
6.5 Identify Molecular Formulas with SIRIUS: the Complete
Workflow
After plenty of details about the scoring and integration of isotopes, we will now shortly
summarise the workflow of SIRIUS.
The input of SIRIUS is an MS2 spectrum and, optionally, an isotope pattern in MS.
SIRIUS aims to identify the molecular formula of the analyte and annotate the spectrum
with a fragmentation tree. The tree assigns molecular formulas to each peak in the MS2
spectrum. The computation is done as follows:
1. If an isotope pattern is given, use the deep neural network to restrict the set of
elements that are allowed for the analysis.
2. Enumerate over all molecular formulas that explain the precursor ion peak, or
(if given) the monoisotopic peak of the isotope pattern using the Round Robin
algorithm [23, 27, 55].
3. If an isotope pattern is given, score each of these molecular formulas using the
maximum likelihood scoring in Section 6.4.1. If at least one pattern gets reasonable
score, reject all molecular formula with very low score.
4. Now we perform the MS2 analysis. For each molecular formula explanation of the
precursor ion we create a fragmentation graph.
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a) We add the molecular formula as root into the graph and weight it with the root
prior in eq. (6.3) and, if an isotope pattern is given, by the maximum likelihood
score from the isotope pattern analysis.
b) We now decompose the sixty most intensive peaks in the spectrum; this means
we enumerate over all molecular formula explanations. For each molecular
formula we add a node into the fragmentation graph using the molecular formula
as label and the peak as colour.
c) For each two fragments u and v with u− v > 0 we add an edge into the graph
and label it with the loss u− v.
d) Optionally: We search for isotope patterns in MS2 and add them to the graph
as described in Section 6.4.2. We also search for in-source fragments in MS and
add their isotope score to the likelihood of the corresponding node.
e) We weight the graph with posterior probabilities as described in Section 6.2.3.
f) We compute the best fragmentation tree using the heuristic algorithm in [59].
5. We sort the heuristic fragmentation trees according to their scores.
6. For the top k fragmentation trees:
a) We use hypothesis driven recalibration as described in Section 6.3 to recalibrate
the spectrum.
b) We repeat steps from 4a) to e) using the recalibrated spectrum.
c) We compute the optimum fragmentation tree, this time using an exact algorithm
(the integer linear program as described in eq. (4.1)).
7. We sort the k fragmentation trees according to their scores. The top scoring trees
are reported to the user.
6.6 Statistics and Fitting the Model
We now describe how to estimate the hyperparameters and parameters for priors and
likelihood. The parameter estimation was done using 2 005 spectra from GNPS and 2 046
spectra from the Agilent dataset [22]. For isotope pattern related parameters, we had to
choose parameters ad hoc as we only had very few spectra with isotope patterns available
at this time. Nowadays, we have the Agilent 2.0 dataset with 3 502 isotope pattern.
However, instead of estimating new parameters for isotope pattern analysis, we will show
in Section 6.6.2 that the ad hoc parameter show a good performance on Agilent 2.0 data.
Although the number of available training spectra has increased by several times, we did
not repeat the (hyper)parameter estimation. We find that the (hyper)parameters are very
robust and effective for any other dataset measured with a high mass accuracy instrument
and electrospray ionisation. The (hyper)parameters estimated on positive ion mode data
can even be applied on negative ion mode data. This is surprising, as negative ion mode
spectra look quite different and usually require a separate training (as in Section 7.9.4).
Note that parameter fitting is very different from training the weights of support vector
machines or neural networks: First, we do not optimise the parameters for maximising the
score difference between correct and incorrect answers. In fact, we only define a generative
model that yields high probabilities for correct trees. Second, the degree of freedom in our
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In [22] we determined the noise intensity parameters individually for each of the two
datasets, because spectra in the Agilent dataset only provide relative intensities, whereas
GNPS spectra provide absolute intensities.
The parameter Imin can be easily estimated by taking the minimum intensity over all
spectra. However, we can safely increase this parameter. For performance reason, SIRIUS
cannot process hundreds (or even thousands) of peaks in a spectrum, anyways. We used
the peak intensity threshold Imin = 0.002 for GNPS and Imin = 0.005 for Agilent as the
first parameter of the noise intensity Pareto distribution. Peaks with lower intensity are
removed from the spectrum. We find that Imin = 0.002 is a good parameter for any
other dataset, too. Parameter αi can be estimated from the data using peaks that have no
decomposition as a sub-formula of the known molecular formula of the compound, or masses
larger than the mass of the precursor peak: These peaks are generally noise peaks. (In
case no reference compounds are known in the dataset, we can instead choose those peaks
that have no decomposition whatsoever.) We plot relative noise peak intensities in Fig. 6.4
(right). In both datasets, we observe a rapid decay of noise peaks with increasing intensity.
The parameters of the Pareto distribution can then be estimated using maximum likelihood
estimation. We estimated αi = 0.34 for GNPS and αi = 0.5 for Agilent, see Fig. 6.4. The
larger αi for Agilent is probably an artefact of intensity normalisation: If the most intense
peak in a spectrum has a low intensity, which happens frequently in high-energy spectra,
all other peaks (including noise peaks) have comparatively large relative intensities. We
find that the noise parameters Imin = 0.002 and αi = 0.34 we used for GNPS are also a
good choice for many other datasets. We use these parameters as default in SIRIUS.
6.6.2 Parameters for Isotope Pattern Analysis
Due to a lack of training data, we have chosen the parameters for the isotope pattern
analysis by expert guess. We set σppm = 5 and σdiff = 0.0005 for Q-ToF instruments and
σppm = 2 and σdiff = 0.0003 for Fourier transform instruments. The intensity deviation
was chosen σrel = 0.08 and σabs = 0.02. Because Fourier transform instruments have
larger intensity errors, we increase the absolute intensity error for such instruments to
σabs = 0.03. As we now have a large dataset with isotope pattern, we can evaluate how
good our chosen parameters fit to the measured data. We compare simulated isotope
pattern on the Agilent 2.0 dataset with the measured isotope pattern (both normalised
such that the largest peak has intensity 1). Is our assumption correct that low intensive
peaks have larger mass deviations? We group isotope peaks in three groups: high intensive
peaks (above 20% intensity), low intensive peaks (below 10% intensity) and medium peaks
in between. See Fig. 6.5 for a histogram of mass deviations within each of these groups.
While our basic assumption is correct, we see that the distribution of mass deviations
between medium and high intensive peaks are quite similar. The average mass deviation
is 0.58mDa for high intensive peaks, 0.53mDa for medium intensive peaks, and 2.5mDa
for low intensive peaks. This is quite close to our ad-hoc chosen parameters of 0.5mDa for
Q-ToF instruments. For low intensive peaks, we only increase the mass deviation by three
times, while it seems that a larger increase of 5 times would be appropriate.
We cannot measure relative and absolute intensity errors directly, but only the total
intensity error. However, on low intensive peaks the absolute error will dominate. Similarly,
we can estimate the relative error on high intensive peaks by dividing the intensity error by
the measured peak intensity. See Fig. 6.6 for a histogram of relative and absolute intensity
error for high and low intensive peaks. On the low intensive peaks the average intensity
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be explanations for these peaks: they might be dimeres or stem from another compound.
But for our statistical model it is only relevant that they are not and cannot be part
of the tree. The opposite, however, is not possible: We do not know which peaks in a
spectrum are signal, and even worse: we do not know their real molecular formula (except
for very low mass peaks that only have a single possible explanation). The lack of any
“ground truth” makes it difficult to estimate hyperparameters for our statistical model.
While there are annotated spectra in the literature as well as lists of common losses and
common fragments [124] we have to assume that they are vastly incomplete. Therefore, we
estimate the hyperparameters by an approach inspired by expectation maximisation: We
estimate the hyperparameters in an iterative procedure, consisting of rounds. Each round
consists of an expectation step where we compute the fragmentation trees with maximum
posterior probability, enforcing the correct molecular formula as root. We then update in
the maximising step our statistical model (the loss mass prior, common loss prior, and
the tree size prior) using the computed trees as ground truth. Afterwards, we restart
computation in the next round.
We estimated the hyperparameters on the combined Agilent and GNPS dataset [22]. We
started the first round already with some meaningful parameter values: we manually set
parameters µls = 4 and σls = 0.5 for the loss mass distribution, which are estimated from
FTs computed using SIRIUS2-ILP [25, 164, 165]. We also used the manually derived list of
common losses [165] with scores that compensate for 75% of the penalty through the loss
mass distribution. In this first round, the list of common fragments was empty, and the
tree size prior was set to Ptree- size = e5 = 148.41 to counter the effect of the other priors.
After seven rounds we observed that no new common losses and common fragments were
found and, therefore, stopped the optimisation routine after the tenth round.
Estimating the Loss Mass Distribution and Common Losses We consider the set of
all losses that have been observed in at least one tree, together with their number of
appearances (frequency). But instead of purely counting losses, we want to give more
weight to losses that correspond to intense peaks. To this end, any loss receives weight
corresponding to the maximum peak intensity of the two peaks that are responsible for
this loss.
Loss mass distribution and the list of common losses are jointly determined in an inner
loop: The loss mass distribution dictates what losses we regard as being “more common
than expected”. But these common losses, in turn, have to be made “uncommon” for
determining the loss mass distribution. We proceed in 6 runs.
Let l1, . . . , lN be the observed losses, x1, . . . , xN the loss masses, and w1, . . . , wN the
corresponding weights reflecting peak intensities. We may assume that all losses lk are
pairwise different, summing up weights. Let w(l) be the total weight of some loss l := u−v.
Further, set w′k ← wk for all k = 1, . . . , N ; these will be the weights that are updated in
each run. Maximum likelihood estimates of µls, σ2ls are
µˆ =
∑
k w
′
k lnxk
W
, σˆ2 =
∑
k w
′
k (lnxk − µˆ)2
W
, (6.19)
where W :=
∑
k w
′
k is the total weight of all observed losses. We set µls = µˆ and σ
2
ls = σˆ
2
for eq. (6.5).
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Common Fragments Next to common losses we also observe the same fragments
repeatedly in the trees. For each fragment, we compute its weight as the sum of peak
intensities of the corresponding peaks. Then, we compute a frequency of each fragment,
dividing its weights by the total weight of all fragments. Unlike losses, the diversity of
fragments is very high (we observed 13 537 different fragments in our datasets, most of
them occurring only one time). To avoid overfitting, we use only the 40 most common
fragments and set the common fragment prior to their weight divided by the weight of the
80th most common fragment (39). Both numbers are chosen ad hoc. All other fragments
get a flat prior of 1. See Table A.3 in the Appendix for the common fragments that were
found in the final round.
Tree Size Prior Finally, we have to determine tree size priors Ptree-norm and Ptree-bonus:
Ptree-norm is chosen as the inverse of the geometric mean of the priors that any edge in any
FT receives. The more interesting prior is Ptree-bonus that can be used to control the size of
the trees. We want to ensure that a high percentage of peaks in the fragmentation spectra
are explained by our FTs. For the first round we set Ptree-bonus ← 1. In the following
rounds we decrease Ptree-bonus by dividing it with e0.25. We then re-compute FTs with the
new priors of the current round. To decide whether we have explained “enough” peaks, we
use the following criteria: We compute the sum of intensities of all peaks that are explained
by the FTs. We also compute the sum of intensities of all peaks that could be explained
by a theoretical fragment, that is, |m−m′| ≤ MA ·max{m,mMA} for peak mass m and
molecular formula mass m′. If the ratio of explained intensities vs. intensities that could
be explained, drops below 85% then we increase Ptree-bonus by multiplying it with e0.5, and
re-start the computation of FTs. As soon as this ratio is above 85%, we keep the FTs and
proceed to the next round.
After the final found, we reached tree size priors Ptree-norm = e1.46 and Ptree-bonus = e−0.5.
6.7 Evaluation of the Statistical Model
We have defined the scoring of fragmentation trees as a maximum a posteriori probability
estimator. In this section we will evaluate how good this model fits on different datasets,
and if the model results in better identification rates than the old scoring. Most parts of
the evaluation were done in [22]. However, in [22] we could not evaluate the performance
of the isotope pattern analysis as neither the GNPS nor the Agilent dataset contained
isotope pattern. With Agilent 2.0 dataset such an evaluation is now possible: 3 502 of
the 4 048 compounds in Agilent 2.0 have an isotope pattern with more than two peaks.
In Section 6.7.2 we will evaluate the isotope pattern analysis on Agilent 2.0. In [22] we
also only had very small independent datasets. Therefore, we will evaluate on NIST as
independent dataset with 20 462 compounds.
6.7.1 Evaluation of Hyperparameters
The NIST dataset is almost one order of magnitude larger than the datasets we used
to estimate the parameters. Instead of re-estimating the hyperparameters on a larger
dataset, we will show that our estimated hyperparameters fit well the distributions on
the NIST data. Note that the NIST dataset is measured on Orbitrap instruments and
contains positive mode and negative mode spectra, while we estimated the parameters on
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Next, we report the distribution of loss masses in Fig. 6.8 (right). We find that it looks
very similar to the loss mass distribution we learned from Agilent and GNPS data. We
learned common losses from data instead of relying solely on literature because we assume
that any list of common losses we can find in literature will be incomplete. Now, with the
number of compounds in our dataset increased from 4 051 (GNPS and Agilent from [22]) to
20 462 (NIST) we have to ask: Do we still have a comprehensive list of common losses, or do
we observe many new losses in this much larger dataset? To answer this question we count
for each loss how often it occurs within trees in the NIST dataset. We then compare this
number with the expected number of occurrences computed with our statistical model (the
loss mass prior times the common loss prior). In total, the trees in NIST have 520 420 losses.
Surprisingly, there is not a single loss that occurs very frequently and is underestimated by
our statistical model. Note, that the prior probability cannot be directly used as “expected
frequency” of a loss. In particular, if we would sum up all expected relative frequencies,
we end up with a sum above 1.
Finally, we can conclude that the set of common losses we learned from the GNPS and
Agilent dataset is still valid and cannot be extended even when looking into a dataset
that is five times larger. In total, we observed 4 899 different losses. Only 68 of them are
contained in our set of the common losses. However, 83.7% of all losses in the computed
fragmentation trees are common losses. This demonstrates that the set of common losses
is quite comprehensive, while our statistical model still allows the insertion of many ’non-
common’ losses in the tree.
6.7.2 Molecular Formula Identification
SIRIUS was developed with the objective of identifying the molecular formula of the
precursor ion. Here, we evaluate how good SIRIUS achieve this task with the new maximum
a posteriori probability estimate scoring. The evaluation on the Agilent and GNPS data
was initially done in [22] using SIRIUS 3. Here, we repeat this evaluation using the up-to-
date version SIRIUS 4. With the Agilent 2.0 dataset we can now also evaluate how good
SIRIUS performs when combining MS isotope pattern analysis with MS2 fragmentation
pattern analysis. Finally, we evaluate on four independent datasets.
As most reference spectra from database do not contain MS information, we have to
evaluate such instances using solely the fragmentation pattern analysis. This means we
cannot use the automatic element detection to restrict the set of possible chemical elements.
As said earlier, allowing the large alphabet CHNOPSClBrIF is not feasible. Therefore,
we recommend to use the alphabet CHNOPS when no MS is available. Other elements
should only be added if the presence of such elements is highly expected in the sample.
In our evaluation, we will therefore split the datasets without MS into two batches: The
“CHNOPS” batch contains only instances composed of the elements C,H,N,O,P, and/or
S. Other compounds which contain halogen elements are put into the “contains FClBrI”
batch. For batch CHNOPS, SIRIUS is run using this alphabet of elements without any
further restrictions. For batch “contains FClBrI” we assume that we know upfront which
of the elements, besides CHNOPS, may be contained in the compound: For example, for
a compound with molecular formula C18H13ClFN3 we start our analysis over the alphabet
CHNOPSClF, but SIRIUS may still (wrongly) decide that the compound contains no
chlorine or fluorine. This covers the case where we have some indications for the presence
of these elements, but have to consider false positives. We do not restrict the number
of atoms for each element. When we have MS data available, we will use the alphabet
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C,H,N,O,P,F, and I instead, but use automatic element detection to add any of S,Cl,Br to
the set of allowed elements.
We evaluate the performance of SIRIUS against existing methods for determining the
molecular formula using MS/MS data. As a baseline method to evaluate against, we use
the naïve method that returns the molecular formula with the smallest mass difference to
the measured parent mass. This method completely ignores all fragmentation data, but
will nevertheless in some cases find the correct answer, in particular if there are only few
possible explanations of the parent mass. This strategy identifies the correct molecular
formula for 14.6% of the instances, and in 31.2% the correct formula can be found in the
top 5. Both of our datasets have no systematic mass error, see Fig. 6.4 for the GNPS
dataset; for datasets that show a systematic mass error, we expect worse identification
rates for the naïve method.
Another common approach is to search the neutral parent mass in a compound database.
If we restrict our search to molecular formulas that are contained in PubChem, and again
rank molecular formula candidates by the mass difference to the measured parent mass, we
find the correct molecular formula for 17.1% of the instances in top rank, and 59.8% in the
top 5. This approach is, by design, restricted to molecular formulas that are already known,
and must naturally miss cases where no molecular formula is contained in a structure
database. The improved performance is, hence, solely based on the reduced number of
candidate molecular formulas, in particular for larger masses. We stress again that SIRIUS
is not restricted to molecular formulas from any database.
We compare SIRIUS 4 against its predecessor, the computational method from [164] with
the score modifications from [165]. This method has been released as “SIRIUS2 (version
1.0)”, and will be referred to here as “SIRIUS2-DP”. SIRIUS2 does not use the Integer
Linear Program proposed in [166] for computing FTs but instead, combines Dynamic
Programming (DP) with a heuristic. This combination of algorithms is possibly inferior to
the ILP from [166] used here, so we also combined the old SIRIUS2 scoring with the ILP
from [166]; this method is referred to as “SIRIUS2-ILP” in the following.
In Fig. 6.9 we report whether the true molecular formula is contained in the top k output
of the different methods, for varying k. We find that SIRIUS 4 can correctly identify the
molecular formula for 73.8% of the instances, compared to 31.1% for SIRIUS2-DP and
39.1% for SIRIUS2-ILP. Using an ILP [166] instead of the original dynamic programming
algorithm does result in both better identification rates and decreased running times.
But the better part of performance improvements must be attributed to the new scoring
presented here: We observe a 2.4-fold increase of correct identifications when compared to
SIRIUS2-DP, and roughly a 2-fold increase when compared to SIRIUS2-ILP.
Fig. 6.10 shows identification rates as a function of compound mass. Identification rates
of SIRIUS 4, SIRIUS2-ILP, and SIRIUS2-DP decrease with increasing mass: This can
be attributed to the fact that more candidate molecular formulas have to be considered
for larger masses, compare to Fig. 4.1. Searching the precursor peak mass in PubChem,
we observe better identification results for mass bins 600–800 Da and 800+ Da than for
mass bin 400–600 Da. As mentioned above, this can be interpreted as an artefact of
the distribution of molecular formulas in PubChem: As seen in Fig. 4.1, the number of
candidate molecular formulas in PubChem reaches its maximum for mass bin 400–600 Da.
Regarding the distribution of compound masses in the two datasets, we observe that the
vast majority have masses below 650 Da, see again Fig. 6.10.
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Table 6.2: Performance comparison of SIRIUS 4 with GENFORM using 60 compounds from [206],
uncalibrated spectra. All tools are run with mass accuracy parameter 5 ppm and 10 ppm. Best
entries in bold. Results for GENFORM and SIRIUS2-DP taken from [206]. In that evaluation,
SIRIUS2-DP crashed 7/5 times for 10 ppm/5 ppm mass accuracy, and did not consider the correct
molecular formula of the compound for 0/6 compounds.
GENFORM SIRIUS2-DP SIRIUS 4
with isotopes with isotopes w/o isotopes with isotopes
10 ppm 5 ppm 10 ppm 5 ppm 10 ppm 5 ppm 10 ppm 5 ppm
Top 1 36 34 34 35 49 45 55 56
Top 2 44 47 50 46 51 51 58 58
Top 5 54 55 52 48 58 60 60 60
Average rank 2.55 2.30 1.57 1.63 1.58 1.5 1.17 1.15
Worst rank 23 20 11 15 10 5 5 5
Second, a preliminary version of SIRIUS 3 was used in the CASMI contest 2013 to
determine the molecular formula of 12 unknown compounds. Using only the fragmentation
tree analysis described here and ignoring the isotope pattern data, we correctly identified
8 molecular formulas, and placed an additional 3 in the top 2 [57]. In conjunction with
isotope pattern analysis, we identified 10 out of 12 molecular formulas, and SIRIUS was
selected “best automated tool” of the molecular formula challenge [148]. However, the
number of challenges is too small to do any useful statistics. The CASMI contest 2016,
however, consists of 208 challenges, with 127 compounds in positive and 81 negative ion
mode, respectively [191].
Although, the CASMI 2016 contest is about identifying the molecular structure, we will
evaluate here how often SIRIUS 4 can identify the correct molecular formula from the
data: For evaluating the molecular formula identification performance, we do not restrict
SIRIUS to use molecular formulas from some structure database; instead, we allow all
possible molecular formulas that can be composed from elements CHNOPSFIBrCl and
enable automated element detection. Furthermore, we do not expect (de)protonation as
default, but allow any of the following adducts: [M+H]+, [M+Na]+, [M+K]+ for positive
mode and [M-H]-, [M+Cl]- and [M+Br]- for negative mode. We find that SIRIUS 4
identified the correct molecular formula for 190 of 208 challenges (91.3%); for all but ten
challenges, the correct answer is in the top 4. For the ten challenges where SIRIUS could
not find the correct formula, we identified three types of problems: For challenges 22, 64,
71, 113, and 202 the isotope pattern is heavily disturbed. This might be due to coeluting
compounds with similar masses that overlap in the isotope patterns. Such problems can
potentially be resolved by deconvolution of isotope peaks based on their elution profiles
(extracted ion chromatograms). In challenges 75 and 193, both compounds contained six
chlorine atoms. Unfortunately, the automated element detection estimated a maximum of
four chlorine atoms, as well as the presence of bromine. This can be attributed to the fact
that isotope patterns of Cl6 and Cl2Br look rather similar. It indicates that there is still
room for improving the automated element detection. Finally, for challenge 78, no MS1
spectrum was provided and the MS/MS spectrum contains only two peaks: The precursor
peak and a single FH loss. Even within 1 ppm, there are 230 fluorine containing molecular
formulas which explain the precursor peak. To identify the correct molecular formula,
SIRIUS would need more MS/MS peaks or isotope pattern data.
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We report the results in Fig. 6.12. The isotope pattern scoring in SIRIUS 4 and SIRIUS 3
is based on Bayesian statistics. Both assume normal distributed mass deviations on the
monoisotopic peak and on the mass differences between the isotope peaks. However,
SIRIUS 4 models the intensity error as a mixture of two Gaussians and uses maximum
likelihood, while SIRIUS 3 is only considering relative intensity errors using a log normal
distribution. SIRIUS 4 identifies the correct molecular formula for 62.7% of the instances.
SIRIUS 3 identifies 47.5% of the instances correctly. This is an improvement of 30% due to
the new maximum likelihood scoring. Note that we did not optimise the hyperparameters
on the Agilent 2.0 dataset. We evaluate the different scorings for isotope peak intensities
separately: The maximum likelihood method in SIRIUS 4 achieves an identification rate of
45.7%. The method from SIRIUS 3 identifies 38.63% of the instances. The isotope pattern
analysis in GENFORM searches for the molecular formula explanation with minimum
absolute intensity error [107, 131, 158]. This method identifies the correct molecular
formula for 34.3% of the instances. Finally, we compare against a scoring that ignores
intensities and is using only mass deviations and mass difference deviations. Such a scoring
can only identify 26.2% of the instances. Note that, while the isotope pattern analysis itself
only achieves identification rates up to 62.7%, together with the fragmentation pattern
analysis SIRIUS can identify the correct molecular formula for 88.8% of the instances. Such
an improvement due to the combination of MS and MS2 information cannot be observed for
GENFORM. For GENFORM, the identification rates increases by 0.4 percentage points to
34.2% when using both, MS and MS2. When using solely MS2 spectra, the identification
rate drops to 1.69%.
7 Structural Elucidation
In this chapter we introduce CSI:FingerID, a method for structural elucidation of small
molecules from MS2 that combines techniques from combinatorics and machine learning.
Different from other methods for this task, it can extract valuable information about the
molecular structure without having to search in structure databases. This makes it suitable
for analysing unknown unknowns, compounds which are not contained in any database.
But as we will demonstrate in Section 7.9, CSI:FingerID is also the best performing method
for searching structure databases with MS2 spectra.
CSI:FingerID is the successor of FingerID, which was shortly introduced in Section 4.4.
Both methods predict a molecular fingerprint from a tandem mass spectrum and search
this fingerprint in a structure database to identify the compound. In contrast to FingerID,
which uses a probability product kernel on mass spectra, CSI:FingerID is using multiple
kernel learning to integrate fragmentation tree information. Furthermore, it predicts more
molecular properties than FingerID, in particular a comprehensive list of autogenerated
molecular properties. Instead of binary predictions, CSI:FingerID predicts posterior
probabilities, and uses a scoring method based on posterior probabilities for searching
in structure databases.
We will first outline the original FingerID method and how to integrate fragmentation
trees via multiple kernel learning. We will explain the fragmentation tree kernels and the
additional molecular fingerprints. Next, we will describe the scoring. We will evaluate
the individual kernels and the multiple kernel learning approach. Finally, we will evaluate
the performance of CSI:FingerID on multiple datasets and compare this method against a
comprehensive list of other tools for searching MS2 spectra in structure databases.
The use of multiple kernel learning and fragmentation tree kernels was presented at
the annual international conference “Intelligent Systems for Molecular Biology” (ISMB)
in Boston, 2014 [196] . The improved scoring and additional fingerprints were published
in [58]. Note that we renamed some kernels to make the names and abbreviations more
consistent. See Table A.6 in the Appendix for a listing of renamed kernels.
7.1 Molecular Fingerprint Prediction From Tandem Mass
Spectra
We will first formulate the problem of structure elucidation from MS2 data: LetM be the
set of all molecules and S be the set of all MS2 measurements from these molecules. We
want to find a mapping F : S → M that predicts the molecule that belongs to a given
MS2 measurement. Of course, we only have a limited number of training spectra where we
know the correct mapping between spectrum and molecule. We want to find a function F
that generalises well and is able to predict the correct molecular structure for spectra of
unknowns, too. To tackle this problem with machine learning methods, we first have to find
a transformation that maps our molecules and spectra to numerical vectors. Alternatively,
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we can use kernel methods and define a positive definite function K : S × S → R that
computes the similarity between two spectra.
Heinonen et al. [79] encode molecules as molecular fingerprints and use SVMs to predict
each of the molecular properties from MS2 data. Note that the mapping from molecule
to fingerprint is not bijective; it is impossible to derive the molecular structure given the
fingerprint. Heinonen et al. [79] suggest to search the predicted molecular fingerprint in a
structure database to obtain the molecular structure.
But how can we encode a mass spectrum as numerical vector? Heinonen et al. [79]
suggest three transformations for mass spectra, using peaks, losses, and peak differences.
The first transformation defines the feature vector as one/zero vector s, where si is one
if there is a peak with rounded mass i in the spectrum and zero otherwise. The loss
transformation is obtained in the same way, but it computes the feature vector of the
inversed spectrum. Remember, that the inversed spectrum is obtained by subtracting the
precursor mass from all peak masses. Finally, the pairwise peak difference transformation
is collecting all rounded mass differences between all pairs of peaks in the spectrum.
The disadvantage of these transformations is that they omit all information coming
from high resolution and high mass accuracy. One could multiply all peak masses with
some constant before rounding, but this would lead to two other problems: first, the
feature space would get very large (e.g. multiplying with 1 000 results in 1 000 000 possible
masses for small compounds up to 1 000 Da). But this is not a big problem, because most
SVM implementations can deal with sparse feature representations. The more serious
problem is that misalignments can occur due to measurement errors; that means that
the same ion species is represented at different positions in the feature vector between
two measurements. Therefore, Heinonen et al. [79] represent a spectrum as mixture of
Gaussians and use the probability product kernel [96] to compute the expected number of
common peaks between two spectra, assuming normally distributed measurement errors.
They also integrate peak intensities by using two dimensional Gaussians, one dimension
for mass and one for intensity. Given a spectrum s ∈ S with si is the i-th peak in s with
mass µ(si) and intensity ι(si). The PPK (probability product kernel) represents each peak
si in s as Gaussian psi = N ((µ(si), ι(si),Σ). Here, Σ is the covariance matrix
Σ =
(
σ2µ 0
0 σ2ι
)
which is shared by all peaks. The spectrum s is then a mixture of Gaussians: ps =
1
|s|
∑|s|
i=1 psi . The probability product (PP) of two spectra is defined as:
PP (s, s′) =
∫
ps(x) · ps′(x)dx
=
1
|s| · |s′|
∑
i=1,...,|s|
j=1,...,|s′|
1
4πσµσι
· exp
(
−(µ(si)− µ(sj))
2
4σ2µ
− (ι(si)− ι(sj))
2
4σ2ι
)
. (7.1)
These kernels perform significantly better on high resolution mass spectra than their
integral counterparts. We call the probability product kernel on peaks PPKpeak, the
probability product kernel on the inverse spectrum PPKdiff, and the probability product
kernel on pairwise peak differences PPKpairs. Heinonen et al. [79] tried linear combinations
of these kernels as well as quadratic combinations and found that a uniformly weighted
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linear combination of PPKpeak and PPKdiff result in the best identification performance.
We will refer to the uniform combination of these two probability product kernels as PPK.
7.2 Kernel Methods for Fragmentation Trees
It must be understood that the feature representation from [79] provides only limited
information for machine learning methods while using higher order kernels like radial basis
functions might lead to overfitting. A good kernel should yield high similarities for two
related objects. Two spectra are similar if their peaks are similar. But when are two
peaks similar? The peak kernel effectively decides for two peaks to be similar, if they have
the same mass (considering some measurement error). But it cannot say anything about
peaks from similar fragments with different masses, for example two peaks that differ by an
H2O loss. Fragmentation trees, however, assign to each peak a molecular formula, which
itself is a set of atoms and, therefore, contains much more information than just a scalar
mass value. Furthermore, fragmentation trees contain structural information, namely
relationships between peaks as well as losses. PPKpairs has a low prediction performance,
because the number of peak differences is increasing quadratically with the number of
peaks, while only a small minority of differences represent real fragmentation reactions.
In fragmentation trees, however, the number of losses is equal to the number of fragment
peaks. Although fragmentation trees are computed from mass spectral data, it must be
understood that this computation is a highly non-linear and non-trivial transformation of
the spectrum that cannot be learned by a linear machine learning method. We propose
the following strategy for learning from mass spectra: first compute a fragmentation tree
with SIRIUS; afterwards compare the trees using a fragmentation tree kernel instead of
just comparing the spectra.
Let F be the set of all fragmentation trees. A fragmentation tree kernel is a positive
definite function F : F×F → R. For a tree x ∈ F we will denote its root as r(x), the set of
all nodes as N(x) and the set of all edges as E(x). As each node in the tree corresponds to
a peak in the mass spectrum, we will denote the mass of a node u as µ(u) and its intensity
as ι(u). The molecular formula of the path from u to v is λ(u, v) = u− v.
In the following sections we will introduce a set of kernels on fragmentation trees. All of
them fit into the framework of decomposition kernels from [77] and have the general form
K(x, x′) =
∑
p∈d(x)
∑
p′∈d(x′)
w(p) · w(p′) ·Kd(p, p′) . (7.2)
Here, d is the decomposition function that maps the input to a multiset of features. For
example, d can map a fragmentation tree to a set of nodes or a multiset of paths. And d can
map a molecular formula to a multiset of atoms. w is a weighting function that gives some
features larger weights than others. Often, we will downweight very frequent features by
dividing them by their average frequency. Finally, Kd is a kernel that compares features. If
this kernel is checking for equality (thus, Kd(p, p′) = 1 iff p = p′ andKd(p, p′) = 0 iff p ̸= p′
), then K is a counting kernel that counts common features in the decomposition of both
inputs. A special case is the binary kernel, where we assume that the decomposition is
always a set and not a multiset. The underlying feature space of counting kernels is a vector
v with vi is the frequency of i in the decomposition. For binary kernels, these vectors are
binary.
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Proving for all of these kernel that they are positive definite is out of scope for this
thesis. See [77] for the proof that eq. (7.2) is positive definite if Kd is positive definite. It
is easy to see that all kernels described in the following are kinds of decomposition kernels
and, therefore, positive definite.
7.2.1 Comparing Fragments and Losses
As the PPK kernel operates on peaks and root losses, the counterpart of this kernel on FT
side is to compare nodes and root losses (paths from the root to any node in the tree). We
define the NB (node binary) and RLB (root loss binary) kernel as:
NB(x, x′) =
∑
u∈N(x),v∈N(x′),
u=v
1 (7.3)
RLB(x, x′) =
∑
u∈N(x),v∈N(x′),
r(x)−u=r(x′)−v
1 (7.4)
The PPK kernel also compares intensities between two peaks and root losses. In
general there are two ways to compare intensities: we can use a radial basis function
that yields high similarities for similar intensities and lower similarities with increasing
absolute difference between intensities. Alternatively, we can weight peaks by intensity
and let the SVM priorities peaks with larger intensity. We argue that intensities are not
very reliable and robust for predicting molecular properties. Two measurements of the
same compound can have very different peak intensities; this depends on the used collision
energy and stereoisomerism. Although we could train the SVMs on spectra with same
collision energies, as it is done in [4, 5], we would then loose most of our training data and
the resulting model would be applicable only on data measured with the same collision
energies. As we have decided for a collision-energy agnostic setup, we try to avoid features
that depend too much on collision energies. On the other side, even in our fragmentation
tree model we assume that high intensive peaks are more likely signals than low intensive
peaks. It makes sense to use intensities for weighting; that is to put more priority into high
intensive peaks than into low intensive peaks. We define two kernels using a radial basis
function, namely the NPP (node probability product) and RLPP (root loss probability
product). And two kernels using the intensity as weighting, namely the NI (node intensity)
and RLI (root loss intensity). These kernels are defined as:
NPP (x, x′) =
∑
u∈N(x),v∈N(x′),
u=v
1
4σ2ρπ
exp
(−(ρ(ι(u))− ρ(ι(v)))2
4σ2ρ
)
(7.5)
RLPP (x, x′) =
∑
u∈N(x),v∈N(x′),
r(x)−u=r(x′)−v
1
4σ2ρπ
exp
(−(ρ(ι(u))− ρ(ι(v)))2
4σ2ρ
)
(7.6)
NIρ(x, x
′) =
∑
u∈N(x),v∈N(x′),
u=v
ρ(ι(u)) · ρ(ι(v)) (7.7)
RLIρ(x, x
′) =
∑
u∈N(x),v∈N(x′),
r(x)−u=r(x′)−v
= ρ(ι(u)) · ρ(ι(v)) (7.8)
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Here, σρ is a hyperparameter for the standard deviation of intensities and ρ is a
transformation we apply on the intensities before multiplying them. In the most simple
case this is the identity function. However, this puts too much weight into some very high
intensive peaks. Using a square root (ρ(x) =
√
(x) ) or logarithm (ρ(x) = log(x)log(0.005) ) on
intensities can be understood as compromise between the binary and the intensity weighted
kernels.
The NB, NI, RLB, and RLI kernels were first presented in [196] using the identity
function as intensity transformation. NPP was introduced in [58] under the name FIPP
(fragment intensity probability product).
We can distinguish three different kind of losses in fragmentation trees: joined losses,
root losses, and direct losses (which we simply call losses). For each tree t we define the
two sets
Jt = { (u, v) | u ∈ N(t), v ∈ N(T [u]), u ̸= v } (7.9)
J λt = {u− v | (u, v) ∈ Jt } (7.10)
and call Jt the set of joined losses in t. Remember that T [u] is the induced subtree rooted
in node u and N(T [u]) is the set of nodes that are descendant to u (including u). A joined
loss is the non-empty molecular formula difference between a node and a descendant node
in the tree. Root losses are a subset of joined losses, because they always start in the root.
Direct losses, or simply losses, are edges in the tree. So far, we only defined a kernel for
root losses. PPKpairs was already some kind of loss kernel, but it operates on all peak
differences. Here we define the LB (loss binary) and JLB (joined loss binary):
LB(x, x′) = |{λ(uv)|uv ∈ E(x)} ∩ {λ(uv)|uv ∈ E(x′)}| (7.11)
JLB(x, x′) = |(J λx ∩ J λx′ | (7.12)
With joined losses, root losses, losses, and fragments we have covered all basic elements
of a fragmentation tree. The root loss and loss kernels are somewhat redundant, as root
losses and losses are subsets of the joined losses. However, it is better to define a kernel
for each of them and let the multiple kernel learning procedure decide how to weight each
of these features.
In contrast to RLI and NI, it is not clear which peaks should be used to weight the
kernels for losses. We can arbitrary decide for the intensity of the first peak of the path,
or for the terminal peak. Alternatively, we can use the fold change of the intensities of the
first and terminal peak and use a radial basis function to compare these fold changes. This
captures information like “a H2O loss going from a high to a low intensive peak”. We define
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the LC (loss counter), LI (loss intensity), and LIPP (loss intensity probability product)
kernels as:
LC(x, x′) =
∑
uv∈E(x),u′v′∈E(x′),
λ(u,v)=λ(u′,v′)
1 (7.13)
LI(x, x′) =
∑
uv∈E(x),u′v′∈E(x′),
λ(u,v)=λ(u′,v′)
ρ(ι(v)) · ρ(ι(v′)) (7.14)
LIPP (x, x′) =
∑
uv∈E(x),u′v′∈E(x′),
λ(u,v)=λ(u′,v′)
1
4σ2ρπ
exp
(−(log(ι(u)/ι(v))− log(ι(u′)/ι(v′)))2
4σ2ρ
)
(7.15)
7.2.2 Comparing Molecular Formulas
So far, the fragmentation tree kernels are designed very similar to the PPK kernels in [79],
although the joined losses and losses could not be modelled without the tree structure.
But the real advantage of molecular formulas in contrast to masses is that we can define
smoother kernel functions. For masses we can check only for equality. Beside that, masses
behave very nonlinear: a mass which is slightly lower or higher than another mass belongs
most likely to a completely different molecular formula and molecular structure. But
a mass with a specific difference (for example the difference of an H2O) might belong
to a very similar structure. For molecular formulas, however, we can directly compare
formulas and quite often a similar formula belongs to a similar structure. An obvious
method is to compute the dot product between two molecular formulas. Such a kernel
was introduced in [58] under the name CEC (chemical element counter). However, this
will emphasise frequent elements stronger than rare ones. To correct for this we need
additional hyperparameters that downweight elements that occur very frequently (for
example: hydrogen). We propose an alternative hyperparameter-free representation for
molecular formulas, which is inspired by the way molecular formulas are encoded in
PubChem fingerprints: we define a binary molecular fingerprint that encodes for each
element if it is contained at least once, two times, four times and so on in the molecular
formula. Then we can compute the Tanimoto to compare two fingerprints, or use a radial
basis function on top of the Tanimoto. Let f be a molecular formula with #(f,X) is the
amount of atoms of element X in f . Σ is the set of all elements. We then define the
molecular formula kernels for two molecular formulas x and x′ as:
ωdot(x, x
′) =
∑
e∈Σ
w(e) ·#(x, e) ·#(x′, e) (7.16)
ωlog(x, x
′) =
∑
e∈Σ
log(1 +min(#(x, e),#(x′, e)))∑
e∈Σ
log(1 +max(#(x, e),#(x′, e)))
(7.17)
ωrbf (x, x
′) = e−γω(2−ωlog(x,x
′)) (7.18)
The ωdot kernel is identical to the CEC kernel proposed in [58]. w is the weighting factor
for the chemical element e. In [58] we used w(C) = 1, w(H) = 0, w(N) = 100, and
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w(x) = 1 000 for any other element x. For the ωrbf kernel, γω is the hyperparameter for
the radial basis function.
All three kernels allow for comparing molecular formulas beyond checking for equality.
We can now define a kernel that compares pairwise all fragments and root losses in an
inexact way:
NRBF (x, x′) =
∑
u∈N(x),v∈N(x′)
ωrbf (u, v) (7.19)
RLRBF (x, x′) =
∑
u∈N(x),v∈N(x′)
ωrbf (r(x)− u, r(x′)− v) (7.20)
NRBF (node radial basis function) and RLRBF (root loss radial basis function) are
smoother variants of the NB and RLB kernels: They also yield high similarity if two nodes
and root losses are identical; but for similar molecular formulas and inexact matches they
give non-zero similarities. Computing these kernels is computational much more expensive:
it is quadratic in the number of nodes in the tree. The NB and RLB kernels, however, can
be computed in linear time by using hash maps. The radial basis functions defined above
have another disadvantage: they cannot address subformula relationships. According to
these kernels, the molecular formulas C6H12O6 and C6H13O5 are very similar, as they
differ only in two atoms. However, we propose that C6H10O5 is more similar to C6H12O6,
although it differs by three atoms. But it is a subset of the latter, and the difference even
corresponds to a common loss and common chemical reaction. We cannot directly use
subset relationship as kernel, because it is obviously not symmetric. But given a set of
molecular formulas M, we can define the subset relationship kernel over M as:
ωsub(x, x
′) =
∑
m∈M
m≤x∧m≤x′
w2(m) (7.21)
Again, w is a weighting such that molecular formulas like CH which are contained in almost
every molecular formula get a lower weight than molecular formulas like PO4. We compute
w(f) by selecting all trees from the training data that contain f as subset of the root. We
now count how many nodes of fragmentation trees from this set are a superset of f . We
then set w(f) to the number of trees divided by the average frequency of f as subset in
these trees.
But how do we define M? To calculate ωsub in an efficient way we have to choose
M to be a rather small set of molecular formulas; choosing all molecular formulas that
occur in our training data (as fragment or loss) is not an option. We therefore suggest the
following filtering: Add all molecular formulas that occur as fragment in at least twenty
fragmentation trees in increasing order of their mass; remove molecular formulas which
differ only in up to four carbon and/or hydrogen atoms from smaller molecular formulas
that are already in the set. Remove all molecular formulas f with w(f) < 0.1.
We also suggest to add molecular formulas of substructure molecular properties to this
set. We can assign molecular formulas to many substructure-based molecular properties.
For example, the molecular property ’[CX3]=C=O‘ (ketene) corresponds to the molecular
formula C2O. For other molecular properties like “∗1∼∗∼∗∼∗∼∗∼1” (a ring of five atoms)
there is no such unambiguous assignment. For all molecular properties we want to predict
and for which we can assign a molecular formula, we add this molecular formula to the set
M. Now, M has an additional interpretation: it represents for a given molecular formula
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(e.g. from a measured ion) which molecular properties could potentially match to the ion.
For example, an ion with molecular formula C6H12O6 can never contain the phosphoric
acid substructure with molecular formula PO4.
The resulting kernel is now implicitly transforming any molecular formula f to a binary
feature vector v. vi is one if the ith molecular formula in M is a subset of f . This binary
vector is then weighted according to the weight function w.
We again define kernels that compare fragments and root losses in an inexact way, this
time using the subset relationships
NSF (x, x′) =
∑
u∈N(x),v∈N(x′)
ωsub(u, v) (7.22)
RLSF (x, x′) =
∑
u∈N(x),v∈N(x′)
ωsub(r(x)− u, r(x′)− v) (7.23)
JLSF (x, x′) =
∑
(u,v)∈Jx,(u′,v′)∈Jx′
ωsub(u− v, u′ − v′) . (7.24)
The NSF (node subformula), RLSF (root loss subformula), and JLSF (joined loss
subformula) kernels count how often any molecular formula from M occur as subset of
nodes, root losses, and joined losses in both trees.
We can generalise the JLSF even further and consider not only paths in the tree but
arbitrary pairs of nodes u, v with u ≤ v. We reach:
GJLSF (x, x′) =
∑
u∈N(x),v∈N(x),u′∈N(x′),v′∈N(x′)
v≤u∧v′≤u′
ωsub(u− v, u′ − v′) (7.25)
The resulting GJLSF (generalised joined loss subformula) kernel will also consider paths
which were contained in the original fragmentation graph but were omitted in the
fragmentation tree computation. Different to PPKpairs, it will not consider all pairs of
fragments, but just fragments where one fragment is a subset of the other one.
Instead of comparing the elemental composition, we can also compare the ring double-
bond equivalent (RDBE) between two formulas (see (2.1)). We calculate the doubled
(integral) RDBE value for all nodes, losses and joined losses and calculate a histogram
for each of them. For example, the histogram over all node RDBE values contains the
distribution of RDBE values for molecular formulas of fragments. Furthermore, we define
additional two histograms each for nodes, losses, and joined losses: one calculates the
ratio of odd versus even values (remember that odd values denote radicals) and the other
calculates the ratio between positive and negative RDBE values (negative RDBE values
denote disconnected molecular structures). We end up with 9 histograms. The RDBE
kernel is now normalising and concatenating these histograms into a vector and computes
the dot product. Effectively, the RDBE kernel compares the distribution of RDBE values
between two trees. We omit the tedious mathematical formula for this kernel.
7.2.3 Kernels for Paths and Subtrees
Kernel methods allow us to transform the input into a high dimensional (or even infinite
dimensional) feature space. Thus, we can define kernels that count every path or subtree,
while representing them in a feature vector would be in-feasible due to the exponential
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number of possible subtrees. The CPC (common path counter) kernel counts the number
of paths that are shared between two trees. We define
CPC(x, x′) =
∑
u∈N(x),v∈N(x′)
C[u, v] , (7.26)
where C[u, v] is the number of common paths that occur in both x and x′ and start in u
and v. We compute it with dynamic programming using the recurrence
C[u, v] =
∑
w∈C(u),w′∈C(v)
λ(u,w)=λ(v,w′)
C[w,w′] + 1 . (7.27)
Here, we implicitly assume that the empty sum is zero. The reasoning behind the recurrence
is simple: we can extend each path that starts in a child node w and w′ by adding the
edges uw and vw′, as long as the label of both edges is equal. Furthermore, we can start
a new path uw and vw′; therefore, we have to increment the count.
Similarly, we can count the number of common subtrees. We define the CSC (common
subtree counter) kernel as:
CSC(x, x′) =
∑
u∈N(x),v∈N(x′)
C ′[u, v] (7.28)
Here, C ′ is the number of shared subtrees that start in u and v. We compute it with
dynamic programming using the recurrence
C ′(u, v) =
∏
w∈C(u),w′∈C(v)
λ(u,w)=λ(v,w′)
(C ′[u, v] + 2)− 1 . (7.29)
We implicitly assume that the empty product is one. For every outgoing edge of u and v
with equal labelling, we can extend the subtrees by connecting the outgoing edge to the
root of the subtree. Alternatively, we can use the edge itself as subtree. These subtrees
starting from different outgoing edges can now be freely combined with each other; we
can also decide to not use a certain outgoing edge and just combine the trees from other
outgoing edges. Finally, we have to remove the empty tree from the resulting set of subtrees
(because the empty tree is not starting in u and v); thus we subtract one.
The CSC kernel has the disadvantage of being spiked ; this means that entries on the
main diagonal are much larger than other entries in the kernel matrix. A tree has an
exponential number of subtrees, but even two similar trees usually have only a few small
subtrees in common. Another example for a spiked kernel is the Gaussian radial basis
function with large gamma. Prediction methods on spiked kernels behave like a nearest-
neighbour classifier: The prediction is mainly influenced by the closest training examples
and the method tend to overfit on the training data [40]. To counter this problem, we
can introduce a weight decay γ ∈ (0, 1] that exponentially downweights large subtrees.
Using such a weight decay on subtree kernels was suggested by [40]; however, they used
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a different definition for subtrees and, hence, a slightly different recurrence. We define a
modified variant of CSC with weight decay as:
CSCγ(x, x
′) =
∑
u∈N(x),v∈N(x′)
C ′γ [u, v]− LC(x, x′) (7.30)
C ′γ [u, v] =
∏
w∈C(u),w′∈C(v)
λ(u,w)=λ(v,w′)
(γ · C ′γ [u, v] + 2)− 1 (7.31)
Clearly, the recurrence is almost the same; but when extending subtrees from the child,
their count is multiplied with γ. Thus, large subtrees, which are unlikely to be shared
between different trees, get smaller weight. Furthermore, we removed the number of
common edges (and, thus, subtrees of length 1 ); otherwise, these common edges would
dominate the similarity for small γ.
We also define some specialised path kernels: CP2 (common path of length two) is
counting only paths of length two. LPC (loss pair counter) counts pairs of losses which
are in a path from root to any leaf. It is similar to a quadratic loss counter kernel, but
it counts loss interactions where the latter loss starts in a node that is descendant to the
starting node of the first loss. Finally, MLIP (maximum loss in path) counts for each
molecular formula the maximum frequency of this formula in any path of the tree. We
omit the trivial mathematical descriptions of these kernels.
Algorithm 2 Recursive algorithm for calculating the number of paths from root to all leafs
that either contain a certain molecular formula as subset or loose this molecular formula
within a single loss.
1: function countpaths(formula, node)
2: if node is a leaf then
3: if node contains formula as subset then
4: Return 1
5: else
6: Return 0
7: end if
8: else
9: count← 0
10: for each child of node do
11: if loss between node and child contains formula as subset then
12: count← count+ COUNTPATHS(∅, child)
13: else
14: count← count+ COUNTPATHS(formula, child)
15: end if
16: end for
17: Return count
18: end if
19: end function
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7.2.4 Fragment-Loss Interaction Kernels
All kernels defined above either compare losses or nodes between two trees. Intuitively,
kernels that compare losses and nodes should have an improved performance. This could
already been shown in Shen et al. [196], where the product of node intensity and root
loss intensity got the largest weight in their multiple kernel learning setup. Multiplying
existing kernels is a simple approach, but we argue that it is more effective to count local
interactions between losses and nodes: For example, a loss that ends in a certain node.
We have to use inexact matching of either nodes or losses here, otherwise, we would just
count pairs of nodes. We define the NLI (node loss interaction) kernel as:
NLI(x, x′) =
∑
(u,v)∈Jx
(u′,v′)∈Jx′
λ(u,v)=λ(u′,v′)
ωsub(v, v
′) (7.32)
For every joined loss in x ending in a node v and every equal joined loss in x’ ending in
a node v’ we compare both nodes using the subset relationship ωsub. The corresponding
feature space consists of pairs (f, l) where f is a molecular formula from M and l is a
joined loss. The feature vector counts how often we observe a joined loss l = u− v ending
in a fragment v that is a superset of f . We could also define a kernel that matches joined
losses inexactly and nodes exactly; but this would result in a very sparse kernel which is
probably too similar to the node binary kernel.
Another possibility to connect node and loss information is to search for molecular
structures that do not fragment. For example, the bond between a phosphor and a sulphur
atom seems to be very stable, because it does not fragment in any of our training examples.
In the fragmentation tree, we will see that the molecular formula PS is never divided. We
see nodes and losses containing PS, but none of the nodes or losses contains only one of
both atoms. We define a kernel that counts for each molecular formula inM, in how many
paths this formula either cleaves off in a loss or is contained in the leaf node. We can
do this using the recursive algorithm in 7.2.4. The SLL (substructure in losses and leafs)
kernel is then calculated as
SLL(x, x′) =
∑
f∈M
COUNTPATHS(f, r(x)) · COUNTPATHS(f, r(x′)) (7.33)
with COUNTPATHS is the function defined in algorithm 7.2.4.
7.2.5 Tree Alignment Kernel
Fragmentation tree alignments were introduced for comparing and clustering mass
spectra [165]. They correlate better with chemical similarity (Tanimoto similarity) than
various spectral alignment algorithms [165]. Therefore, fragmentation tree alignment are
an interesting candidate for a kernel method.
Although the underlying problem is shown to be NP–hard, there is a fixed parameter
tractable algorithm that solves the problem fast in practice for trees with limited out-
degree [90]. However, the tree alignment is not a positive definite function. Rasche et al.
[165] have proposed to not directly compare alignment scores but instead build feature
vectors a with ai is the normalised alignment score to the i-th fragmentation tree in a
reference library of fragmentation trees. The Pearson correlation between such feature
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vectors correlates better with the Tanimoto similarity of the measured molecules than the
raw alignment score.
In contrast to the tree alignment score, the Pearson correlation is a positive definite
function. The underlying feature space consists of the normalised, centred vectors of
alignment scores to the fragmentation trees in the training set. As we can transform
every scoring scheme into a kernel by computing its covariance matrix, such kernels are
also called pseudo kernels. We name the resulting kernel TREEALIGN. Note that this
kernel is computational very expensive: First, we have to solve an NP–hard problem. This
is fast in practice for most trees, but might be extremely slow for some trees with high
out-degree. For predicting a molecular fingerprint from a fragmentation tree, we have to
compute the alignment between this tree and all trees in the training set. Afterwards, we
have to compute the Pearson correlation between the resulting vector of alignment scores
against all vectors in the training set. Computing the Pearson correlation between two
vectors (without considering the time for aligning the trees) can be done in O(n) with n
is the number of training points. For large training sets, this is more expensive than all
other kernels defined above, which can be computed in O(m2) or O(dm) where m is the
number of nodes in the tree (and, thus, m << n) and d is the depth of the tree. A possible
solution for this problem is to not align against all trees in the training set but to choose a
small subset of interesting trees. However, it is still an open issue how to select this subset
and how many trees should be chosen.
7.3 Multiple Kernel Learning
Instead of choosing only one good-performing kernel, we use a linear combination of the
above defined kernels, using weights obtained by centred kernel alignment [42]. This
method requires that kernels are centred. We observe that normalising each kernel before
centring improves performance. Given any kernel matrix K, the normalised and centred
variants of this kernel matrix are computed as:
[Kn]i,j =
Ki,j√
Ki,i ·Kj,j
(7.34)
[Kc]i,j = K
n
i,j −
2
m
m∑
i=1
Kni,j +
1
m2
m∑
i=1
m∑
j=1
Kni,j (7.35)
The normalisation of the kernel matrix (eq. (7.34)) implicitly normalises the feature space
such that the inner product between a data point to itself is 1. The centring of the kernel
matrix (eq. (7.35)) subtracts for each matrix entry the row and column mean and then
adds the matrix mean.
Note that normalising the kernel matrix is very different from normalising features in
the feature space. For example, if we normalise the LC (loss counter) kernel, we end up
with a histogram-like vector that can be interpreted as a discrete probability distribution
of losses (in contrast to a real probability distribution, the vector does not sum up to 1 but
to another constant). The inner product between two such vectors calculates the similarity
of both distributions. Normalising features, however, will downweight very frequent losses
like H2O or C2H2 such that they do not dominate over rare (and maybe more important)
losses like C6H6. Thus, for some kernels it might be useful to first normalise the feature
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space and afterwards normalise the kernel matrix. Obviously, normalisation and centring
has to be done in the same manner on test data, too.
The basic idea behind centred alignment is to find a linear combination of kernels such
that the resulting kernel is similar to the ideal kernel [43]. But what is the ideal kernel? We
can think of the best possible kernel as a kernel over the output we want to predict. In our
case this is Y Y T , where Y is the fingerprint matrix. Instead of computing kernel weights
for each molecular property separately, we optimise weights over all molecular properties.
This works like a regulariser and prevents overfitting [197].
The similarity between two kernels can be measured with the Frobenius norm ⟨·, ·⟩F ; this
norm is obtained by first building a vector by stacking all columns of the matrix and then
computing the dot product between these vectors. We enforce that linear combinations
of kernels are strictly positive, because such a kernel combination can be explained as
concatenating the weighted transformed feature vectors of each kernel. The underlying
optimisation problem is
maximise
µ
⟨Kµ,YYT ⟩F√⟨Kµ,Kµ⟩F (7.36)
subject to µq ≥ 0 for q = 1, . . . , l
||µ||2 = 1 ,
where Kµ is the linear combination of l different, centred kernels Kc1,. . . , Kcl , and µ is a
vector of kernel weights. The linear combination of the kernel matrices is defined as Kµ =∑l
q=1 µqK
c
q. Analogously, we will write Kµ for the kernel function we obtain by summing
up all normalized and centred kernels with the corresponding weights in µ. We solve this
quadratic problem using the quadratic solver in the Gurobi mathematical programming
framework.
Shen et al. [197] show that the centred kernel alignment can be made more robust against
noise in the target kernel by adding upperbounds for the kernel weights. This method is
called ALIGNF+. This results into less sparse kernel weights. If the upperbounds are small
enough, the resulting kernel weights become uniform [197]. We use ALIGNF+ whenever
we obtain too sparse kernel weights from ALIGNF (as it is the case for negative ion mode
spectra).
7.4 Extending the Set of Molecular Properties
Although we would like to predict molecular structures, this problem is incredible hard.
Thus, we solve a similar but much easier problem: Instead of predicting the structure, we
predict molecular fingerprints. The molecular fingerprint is a binary encoding of a molecule.
Thus, we can use classification methods like support vector machines for predicting the
fingerprint.
In [79, 196] the molecular fingerprints were computed with OpenBabel [150]. However,
we noticed that the SMARTS query tool in OpenBabel uses heuristics and do not find the
exact solution in some cases [58]. Therefore, we switched to the chemistry development
kit (CDK) version 2.0 to compute the molecular fingerprints [238]. Additionally to the
FP2 (55 bits), FP3 (307 bits), and MACCS fingerprint (166) from OpenBabel (these
are also implemented in CDK), we add PubChem fingerprint (881 bits), Klekota-Roth
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fingerprint [109] (4860 bits), and extended connectivity fingerprints (ECFP) by Rogers
and Hahn [174].
The extended connectivity fingerprints are computed using the Morgan algorithm [137]
and have variable length. Each molecular property of the ECFP fingerprint is represented
by a 32 bit integer hash value and, thus, 232 different properties can be described. However,
the ECFP fingerprint is usually stored in a fixed length binary format. For example, to map
the fingerprint to a 1 024 bit vector, a second hash function is applied on the molecular
properties that maps each integer to a number between 1 and 1024. Although this is
repeatedly done, even in machine learning applications, we argue that this will result in
significantly decreased performance: One position in a fingerprint might belong to very
different molecular properties; this is called collision. Hash functions are designed in a way
that such collisions occur very randomly (in the sense that very different substructures
map to the same hash value). However, such an arbitrary mapping is exactly the opposite
of what we want in machine learning applications. Instead of using hashing we propose
a different approach: We first compute the full extended connectivity fingerprint for all
compounds in our training set. We count for each molecular property how frequently it
occurs in the set of training compounds. We only keep molecular properties that occur
in at least 50 different structures. 1 324 molecular properties satisfy this condition. We
define a fixed length fingerprint containing only those molecular properties. Note that each
molecular property is still a 32 bit hash value and, thus, collisions are still possible but
very unlikely.
The same approach could also be used to integrate path fingerprints or shortest path
fingerprints. However, we decided for ECFP fingerprints because they show excellent
performance in many machine learning applications that use them as input features.
In total, 7 593 molecular properties are available for learning. However, many molecular
properties are defined multiple times in different fingerprints. Other molecular properties
do not occur in our training data. Thus, we remove all molecular properties which occur less
than 25 times in our training data and all redundant molecular properties. The resulting
set of molecular properties is dependent on our training dataset.
7.5 Predicting Probabilistic Fingerprints
We have defined the kernel function of CSI:FingerID as a linear combination of
fragmentation tree and spectrum kernels. The output labels are the binary fingerprint of a
molecular structure. We can now train kernel support vector machines using a training set
T of n reference spectra. We use the Java implementation of LibSVM for training [38]. We
choose for each predictor the hyperparameter c from a range of values (2−2, 2−1,20, . . . , 27)
via cross-validation such that the F1 score is maximised in the test batch.
The outcome of the training is a set of predictors, one for each molecular property. A
predictor consists of a bias b and a vector of coefficients α = (α1, . . . , αn), one for each
training point. This vector should be relatively sparse; most of its coefficients are zero.
The non-zero entries are the support vectors. To predict the molecular fingerprint of an
unknown spectrum and fragmentation tree x′, we have to compute for each spectrum and
fragmentation tree kernel K the kernel vector k = (K(x′, x1), . . . ,K(x′, xn)) by comparing
the spectrum and its fragmentation tree against all spectra and fragmentation trees in the
training set. The kernel vectors are then centred and normalised in the same manner as
the kernel matrix we used for training. We obtain the final kernel vector kµ by multiplying
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each kernel vector with the kernel weight and sum them up. For each molecular property
we evaluate the predictor function f as
f(x′) =
n∑
i=1
αiyik
µ
i − b . (7.37)
The sign of the decision function (7.37) is the binary prediction of the molecular property
predictor. The molecular property is predicted as present if f(x′) ≥ 0.
By defining the problem as binary classification, we enforce the predictor to decide
between two possibilities: a molecular property is either present or absent. However, from
the hinge loss (the loss function used in support vector machines) it is apparent that
decision values between -1 and 1 are within the margin and, therefore, are not as reliable
as values outside the margin. In general we can say: decision values close to zero are less
reliable than decision values far away.
Platt scaling allows us to transform the output of a predictor function into a probability
distribution over classes: We ask for a classification that not only gives an answer, but
also a degree of certainty about the answer. Formally, we want to estimate the posterior
probability P(y′ = 1 | x′) that our unknown molecule has a particular property.
Platt [155] proposed to use a sigmoid function as an approximation of posterior
probabilities:
P(y′ = 1 | x′) ≈ PA,B(f) ≡ 1
1 + exp(Af +B)
, (7.38)
where f = f(x′) is the decision value. Given training examples (xi, yi) ∈ T with binary
labels, we search for parameters A∗, B∗ that maximise the following likelihood [155]:
minimise
A,B
F (z) = −
n∑
i=1
(
ti log pi + (1− ti) log(1− pi)
)
,
where pi := PA,B(fi) and ti :=
{
N++1
N++2
if yi = +1
1
N−+2 if yi = −1
for i = 1, . . . ,m.
(7.39)
Here, N+ is the number of examples with positive labels and N− the number of examples
with negative labels. To solve this optimisation problem, Lin et al. [120] proposed to use
a Newton method with backtracking line search. Again, we used the implementation in
LibSVM for fitting the sigmoid function [38].
See Fig. 7.1 for an example of the empirical distribution of conditional probabilities
P(y′ = 1 | x′) and the fitted sigmoid function for the predictor of the molecular property
“phenol group”.
7.6 Maximum Likelihood Estimator for Probabilistic
Fingerprints
After predicting the probabilistic molecular fingerprint for an unknown molecule from
MS data, we can use it to search in a structure database: We first select all molecular
structures with the correct molecular formula; remember, that at this point we already
identified the molecular formula using SIRIUS. We now compute molecular fingerprints for
each selected candidate structure. We then compare the predicted fingerprint with each
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predicting its absence. Thus, we suggest a maximum likelihood scoring that differentiates
these cases. The scoring function is defined as:
σml(F
′, F ) =
∑
i∈F ′∩F
log sens i  
true positives
+
∑
i∈F ′\F
log(1− speci)  
false positives
+ (7.41)
∑
i∈F\F ′
log(1− sens i)  
false negatives
+
∑
i/∈F ′∪F
log speci  
true negatives
There are four possible outcomes in prediction tasks: true positives, false positives, false
negatives and true negatives. The maximum likelihood scoring effectively counts how
often each of these cases happens in the cross-validation and uses this for weighting. sens i
stands for the sensitivity (true positive rate) of the predictor for molecular property i.
Note that 1 − sens i is equivalent to the false negative rate. Analogously, speci is the
specificity (true negative rate) and 1− speci the false-positive rate. As usual, we take the
logarithm of the probabilities such that we can work with sums instead of products. Note,
that we implicitly assume here that these probabilities are independent. This is obviously
wrong. For example, a molecular property that encodes for a phenol ring (“c[OH]”) and
a molecular property that encodes for an aromatic ring (“c”) are obviously correlated to
each other. When the aromatic ring predictor makes a false negative prediction, also the
phenol ring predictor will be false negative. Therefore, Ludwig et al. [123] developed a new
maximum likelihood scoring to get rid of the independence assumption.
Posterior Probability Scoring All scorings defined above use binary fingerprints.
Incorporating posterior probabilities is straightforward as long as we assume independence.
Let pi be the estimated posterior probability for the molecular property i. Then we define
the scoring function
σposterior(F
′, F ) =
∑
i∈F
log pi +
∑
i/∈F
log(1− pi) . (7.42)
Modified Posterior Probability Finally, we try to define a scoring that combines both,
the maximum likelihood score and the posterior probability score. The obvious way for
doing so is to add both scorings, using some weighting. This work was mainly done by my
colleague Marvin Meusel. While experimenting with several weightings, he came up with
a scoring which beats all other scorings in a wide range of evaluations. Unfortunately, we
still do not have any statistical explanation for this scoring. The modified Platt scoring is
defined as:
σmp(F
′, F ) =
∑
i∈F ′∩F
(
3
4 log pi +
1
4 log(1− sens i)
)
  
true positives
+
∑
i∈F ′\F
3
4 log(1− pi)  
false positives
+ (7.43)
∑
i∈F\F ′
3
4 log pi  
false negatives
+
∑
i/∈F ′∪F
(
3
4 log(1− pi) + 14 log(1− speci)
)
  
true negatives
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Smoothing and Filtering To avoid numerical instabilities, we add 0.5 pseudocounts to
true positives, false positives, true negatives, and false negatives before estimating the
above measures for any predictor of a molecular property. Similarly, we apply Laplace
smoothing (additive smoothing) to Platt probabilities, and replace probability pi by pi+α1+2α
for some small α; here, we choose α = 1/n where n is the size of the training dataset.
The weighting in the maximum likelihood scoring as well as the posterior probability both
downweight molecular properties which are hard or impossible to predict. However, the
statistics for maximum likelihood and posterior probability come from the training dataset
(although in a cross-validation setup). When the test data is distributed very different
from our training data, the estimated sensitivity, specificity, and posterior probabilities
might be no longer accurate. This makes the resulting scoring noisy. To make the scoring
more robust, we suggest to omit molecular properties with very low F1 score. Heinonen
et al. [79] found that such a filter does not improve the scoring. However, they did not
evaluate on any independent dataset. We define a cutoff of 0.25 for the F1 and omit all
molecular properties with an F1 below 0.25 in cross-validation.
7.7 CSI:FingerID - Searching Spectra in Structure Databases
Before evaluating the method, we will give a short summarise of the workflow. See Fig. 7.2
for a graphical description. We divide the workflow in three phases: learning, prediction,
and scoring.
Learning Phase In the learning phase we train the prediction model using a training
dataset, which is a library of reference spectra with known structures. We compute
fragmentation trees for each spectrum using SIRIUS. For each kernel we compute a kernel
matrix with Ki,j is the similarity of the i-th training example to the j-th training example.
All these matrices are normalised and centred. We compute the molecular fingerprint
for each structure. From the matrix of fingerprints Y we compute the Gram matrix YYT
which we will use to learn a linear combination of kernels using the centred kernel alignment
method [43]. The output is a list of weights for each kernel. We weight each kernel matrix
according to this weight and sum them up. The resulting kernel matrix is then used to
train kernel support vector machines; one machine for every molecular property. Every
kernel support vector machine is a bias value and a list of support vectors. We optimise
the hyperparameter c for the support vector machine as well as the hyperparameter A and
B for the logistic function via ten-fold cross-validation.
Note, that training has to be done only once. Afterwards, we store the support vector
machines and the parameters of the logistic function for every molecular property in a text
file. This is our predictor model.
Prediction Phase In the prediction phase we predict the molecular fingerprint of an
unknown spectrum. We start again with computing fragmentation trees using SIRIUS.
At this point we have the problem that SIRIUS will sometimes rank the wrong molecular
formula on top. If there are several top ranking fragmentation trees with similar score, we
repeat the prediction phase and scoring phase for each of them.
For each kernel we now compute a kernel vector with ki is the similarity of the
test spectrum/FT against the i-th training spectrum/FT. We normalise and centre the
vector, weight them according to the kernel weights, and sum them up. For each
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7.8 Evaluation of Kernels and Multiple Kernel Learning
In this section we will evaluate the kernels defined in Section 7.2. We are interested
in how good each kernel performs separately, and if multiple kernel learning improves
generalisation and prediction quality. Because learning support vector machines for each
kernel is very time consuming, we will do the evaluation on a smaller training dataset: We
choose 8 027 unique structures from GNPS and MassBank for training the method. For
evaluation, we will use a set of similar size: 8 477 unique structures from Agilent 2.0 and
NIST. Both, training and evaluation set are structural disjoint. Instead of predicting
all fingerprints, we restrict the training to a subset of 580 molecular properties. We
only include molecular properties that occur at least 50 times in the training set and
the evaluation set; furthermore, we excluded ECFP fingerprints. Choosing molecular
properties that occur frequently in training and evaluation set allows us to do reasonable
statistics for every predicted molecular property. To avoid that most of the molecular
properties are frequent properties, we exclude all properties that occur more than 1 000
times in the training set. Such properties often do not discriminate molecules very well,
especially within one candidate list with the same molecular formula. Furthermore, it is
difficult to obtain one statistical measure for frequent and rare molecular properties: the
accuracy is a good measure for frequent properties, while F1 score is better suited for
evaluating rare properties.
For each kernel we now train 580 support vector machines; one for every molecular
property. We estimate the hyperparameter C by 5-fold cross-validation, allowing values
from 20, 21, . . . , 26. We then do statistics on the cross-validation results: note, that we
do one cross-validation for statistics and choosing the hyperparameter. This speeds up
the evaluation but might result in some overoptimistic evaluation. However, we noticed
that the parameter C has only small impact on the results. In general: less regularisation
seems to improve the results. This indicates some underfitting behaviour. We are primarily
interested in the F1 score of each SVM.
We then predict molecular properties on the independent set and compare the F1 scores.
We split the independent data into two subsets: the “independent < 0.6” dataset contains
all instances where the maximum Tanimoto to a compound in our training set is below 0.6
(using the 580 molecular properties to compute the Tanimoto). These instances should be
very hard to predict, because they belong to structures very dissimilar to the training data.
All instances that do not belong to the “independent < 0.6” set belong to the “independent
≥ 0.6” set.
Finally, we use the centred kernel alignment to find a linear combination of kernels
with optimal alignment. We use all molecular properties (not only 580) to build the
target alignment matrix. For comparison, we also check if the kernel weights we learned
for CSI:FingerID 1.1 on the larger dataset with 19 118 structures improve the results.
We name the centred kernel alignment trained on the small dataset ALIGNF1 and the
alignment on the large dataset ALIGNF2. The TREEALIGN and NRBF kernels are
omitted in ALIGNF2 because they are also omitted in CSI:FingerID 1.1 due to their high
computing time. Furthermore, PPKpeak and PPKdiff are uniformly combined (such that
both get the same weight). Thus, ALIGNF2 is using exactly the same kernels with the
same weights as they are used by CSI:FingerID 1.1. We also evaluate the regularised
variant ALIGNF+ [197] using an upperbound such that no kernel gets larger weight than
0.0822.
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Figure 7.4: Kernel weights learned by centred kernel alignment. ALIGNF1 is the centred kernel
alignment on the training dataset with 4 477 structures. ALIGNF2 is trained on 19 118 structures.
For ALIGNF2, PPKpeak and PPKdiff are uniformly combined with same weight and TREEALIGN
and NRBF are omitted. ALIGNF+ is the regularised centred kernel alignment with upperbound
of 0.0822% on kernel weights.
slightly better on independent data with F1 is 0.46 on “independent ≥ 0.6” and 0.28
on “independent < 0.6”.
For the cross-validation set, the best performing individual kernel is NRBF with an F1
of 0.52. Runner-up is the TREEALIGN kernel with an F1 of 0.44 and the PPKpeak with an
F1 of 0.41. For the independent data, however, the NLI outperforms all other individual
kernels with an F1 of 0.37 for “independent ≥ 0.6” and 0.22 for “independent < 0.6”. The
NSF and RLSF kernels outperform their binary variants (NB, RLB) on independent data,
but show worse performance in cross-validation. The uniform combination of PPKpeak
and PPKdiff has an F1 of 0.42 cross validation, 0.36 in “independent ≥ 0.6” and 0.19 in
“independent < 0.6”. The CSC and RDBE kernels perform almost random on all three
datasets.
We count for each kernel how often it has best F1 among all kernels for a single molecular
property in cross-validation. When including the ALIGNF1, 474 molecular properties are
predicted with best F1 by ALIGNF1. For 79 molecular properties, the NRBF kernel
has better F1. When we exclude the linear kernel combinations, NRBF is best for 361
molecular properties, followed by the NSF with 45 properties and SLL with 33 properties.
Six kernels, namely CSC,CPC, GJLSF, RDBE, RLPP, and LIPP are for none of the
molecular properties the best predicting kernel.
We compare the weights of the kernels in the three MKL approaches: ALIGNF1,
ALIGNF2 and ALIGNF+ (Fig.7.4). The three kernels with largest weights in all MKL
methods are NLI, NSF, and SLL. In ALIGNF+, ten kernels get the maximum weight, nine
kernels get zero weights, and only six kernels get a weight in between. In ALIGNF1, 12
kernels get zero weight, including the two PPK kernels.
Discussion We demonstrated that the centred kernel alignment ALIGNF clearly
outperforms all individual kernels. Only the NRBF kernel has similar prediction quality on
cross-validation data. However, ALIGNF has also by far the best generalisation property;
it shows good performance in cross-validation and on independent data. ALIGNF picks at
least one kernel from every category with large weight. The two best individual kernels are
NRBF and TREEALIGN. Unfortunately, these are also the computational most expensive
kernels. ALIGNF2, without both kernels, still shows excellent performance. This indicates
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that a set of weaker kernels can compensate for more involved kernels. Furthermore,
ALIGNF2 has better performance on independent data. Note, that most spectra from
the independent set were used to train hyperparameters of ALIGNF2. Nevertheless, this
indicates that the multiple kernel learning still benefit from more data. The difference
between ALIGNF1 and ALIGNF+ is almost negligible. Some kernels, like RDBE, have
very low performance but are still picked with large weight in the multiple kernel learning.
These kernels introduce features that cannot separate the data themselves but seem to
improve separation in combination with other features. This would be not possible by
ensemble learning strategies, where we train predictors for each kernel separately and
average over their predictions.
Fragment based kernels perform better than other kernel categories; followed by path
kernels. Interestingly, the PPKpeak kernel performs slightly better than the NB and NI
kernels. This indicates that there are some peaks in the spectrum which are important
for classification but are not annotated by SIRIUS. The uniform combination of PPKpeak
and PPKdiff which is used in FingerID [79] has only slightly better identification rates in
cross-validation but generalises much better on the test dataset. However, the difference in
mean F1 between the FingerID kernel and the ALIGNF kernel of CSI:FingerID is around
10 percentage points for cross-validation, “independent ≥ 0.6”, and “independent < 0.6”.
ALIGNF seems to pick at least one kernel from every category. The three largest
weighted kernels are the same for all three MKL approaches: NSF, NLI, SSL. All these
kernels are using molecular formula subset relationships. Although the NRBF kernel has
the best performance, it gets only moderate weight. The kernel weights in ALIGNF2 are
very sparse. In ALIGNF+ most kernels get either maximum weight or zero. It is therefore
very similar to UNIMKL, but seems to result in some kind of feature selection by removing
kernels that do not contribute to the alignment.
7.9 Evaluation of Structure Database Search
In this section we evaluate the capability of CSI:FingerID for searching in structure
databases. We first compare CSI:FingerID against its predecessor FingerID [79]. We
evaluate how each of the methodical enhancements in CSI:FingerID contributes to the
identification rates when searching structure databases. In the next part we evaluate
against several in silico and combinatorial fragmenters.
7.9.1 Training Data and Evaluation Set
We carry out most evaluations on the dataset from [58]. We use 4 138 small compounds
from GNPS [227] and 2 120 compounds from the Agilent library for training. The
corresponding model is called “CSI:FingerID (small)”. For evaluation, we use 3 868
compounds from GNPS. Thus, for evaluation, we discarded some compounds from the
GNPS dataset: namely, we discarded compounds containing metal complexes and other
structures not connected by covalent bonds, non-protonated ions, and compounds that
carry other charges.
The up-to-date version of CSI:FingerID 1.1 is trained on a larger dataset with 15 235
structures, with 19 118 independent MS/MS measurements in positive mode. For negative
ion mode spectra, the model is trained on 5 321 structures with 10 823 independent
measurements. See Chapter 5 for more details. We call both the positive and negative
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Table 7.1: The kernel weights used in the small CSI:FingerID model trained on 6 258 compounds,
the large CSI:FingerID model trained on 19 118 compounds measured in positive ion mode, and
the large CSI:FingerID model trained on 12 548 compounds measured in negative ion mode. The
first two models were trained using ALIGNF. For the negative ion mode model we used ALIGNF+.
(*) The model for negative ion mode spectra is using the NRBF kernel. This kernel was omitted
for the other two models, because it is computational very expensive.
Abbrev. Kernel name Kernel weightsCSI:FingerID (small) CSI:FingerID (large) pos. CSI:FingerID (large) neg.
NI node intensity 0.194 0.021 0.000
NLI node-loss interaction 0.191 0.215 0.032
NSF node subformula 0.183 0.193 0.277
SLL subformula in leafs and losses 0.114 0.119 0.053
JLSF joined loss subformula 0.085 0.062 0.032
JLB joined loss binary 0.079 0.058 0.032
LPC loss pair counter 0.046 0.004 0.000
RLI root loss intensity 0.022 0.023 0.032
LI loss intensity 0.021 0.011 0.000
PPK probability product 0.018 0.082 0.032
RDBE ring double bond equivalent 0.017 0.074 0.061
MLIP maximum loss in path 0.011 0.052 0.032
GJLSF generalised joined loss subformula 0.009 0.028 0.000
NB node binary 0.009 0.053 0.032
RLB root loss binary 0.000 0.004 0.032
NRBF∗ node radial basis function − − 0.351
model “CSI:FingerID (large)”. The negative model is used solely for the negative ion mode
spectra in the CASMI 2016 evaluation in section 7.9.4; all other evaluations are carried
out on positive ion mode spectra.
We have a second evaluation set consisting of compounds from NIST, GNPS, Agilent
2.0, and MassBank. We restrict the evaluation on the 30 105 compounds in this large
evaluation set for which we have a structure recorded in PubChem. Note, that evaluations
on this large dataset are computational very expensive. Therefore, we use the small GNPS
dataset for most evaluations.
We report the kernel weights used in all three models in Table 7.1. Why using
different models of CSI:FingerID for evaluation? First, this allows us to evaluate
how additional training data improves identification performance. Second, the larger
models are computational more expensive and, thus, we have to perform evaluations of
hyperparameters (e.g. different scorings) on the smaller model. The large models are used
in the up-to-date version of CSI:FingerID, while the small model is trained on the same
set of spectra as the initial version of CSI:FingerID 1.0 from [58].
For each of both training sets, we train 10 different CSI:FingerID models, each model
leaves out one cross-validation fold. Kernel weights are optimised on the complete training
set. We predict fingerprints for each spectrum in the evaluation set using the model that is
not trained on a spectrum with same structure. Thus, we ensure that the predictor never
predicts on a structure it has already seen in its training data.
We report identification rates for rank k as the frequency of observing the correct
structure in the top k positions of the ranking list. Sometimes, several candidate structures
receive the same score. In particular, this happens when two structures have an identical
molecular fingerprint. We break ties by adding random noise onto the score and report the
expected mean identification rate. This means that if the correct compound is tied with
l other compounds on rank i to i + l, we will add 1l+1 to the frequency of observing the
correct compound on rank i, i+ 1,. . . ,i+ l.
We search the predicted fingerprints in the PubChem database. We assume that the
molecular formula was correctly identified beforehand. Thus, we only score candidate
structures with the correct molecular formula. We also exclude structures which are
unconnected or carry additional charges. Such structures cannot be measured in this
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of methods for searching in structure databases. So far, this is the most comprehensive
evaluation of different methods for searching in structure databases. We use the same data
for training and evaluation as in the previous section. The methods we compare against
are MetFrag [241], MIDAS [229], MAGMa [170], CFM-ID 1.5 [5], and FingerID [79]. The
evaluation was initially done in [58]. Since then, CFM-ID 2.0 was released [6]. On the
CASMI 2016 contest, CFM-ID 2.0 performed almost on par with its predecessor, with
only 0.4% more correct identifications. Simulating spectra with CFM-ID is computational
very expensive. Simulating whole PubChem with CFM-ID would require several weeks
on our compute cluster. Therefore, we do not repeat the evaluation for CFM-ID 2.0.
However, we will evaluate against CFM-ID in Section 7.9.4. Two important new tools for
structure database search were released since our evaluation in [58]: MS-FINDER [212]
and ChemDistiller [114]. However, both tools are not trivial to evaluate. MS-FINDER
runs only on Windows. We observed very low identification rates with MS-FINDER as
well as different scores when using the commandline tool and the user interface. Because
we cannot be absolutely sure that this is not due to a wrong usage of the software, we
exclude it from analysis. ChemDistiller is a machine learning tool like FingerID and,
thus, we would have to retrain it on our data. But the source code for training is not
publicly available. In their own evaluation, ChemDistiller performed on par with MetFrag.
Furthermore, ChemDistiller uses an integral mass kernel which was reported to perform
significantly worse than the PPK kernel in FingerID [79].
Methods and Parameters FingerID was used as described in the publication [79], and
predicts 528 molecular properties. Competitive Fragmentation Modelling ID (CFM-ID) [5]
was downloaded from http://sourceforge.net/projects/cfm-id/ (version 1.5). As
suggested in [5] we used the Combined Energy model (CE-CFM). From the ten cross-
validation models provided on the CFM website, we selected the first one. The GNPS
dataset was processed using the “medium energy” model. We used the mass accuracy
(maximum of 10 ppm and 0.01 Da) and probability threshold (0.001) suggested in [5].
MetFrag [241] was downloaded from http://c-ruttkies.github.io/MetFrag/projects/
commandline/ on June 18, 2014 (MetFrag does not provide version numbers). We used a
10 ppm relative mass accuracy, a 0.005 Da absolute mass accuracy, and the Java Virtual
Machine option -Djava.util.Arrays.useLegacyMergeSort=true. In contrast to other
approaches, MetFrag uses the sum (instead of the maximum) of relative and absolute mass
accuracy. MIDAS [229] was downloaded from http://midas.omicsbio.org (version 1.1).
MIDAS does not allow us to choose a relative mass accuracy; we chose an absolute mass
accuracy of 0.01 Da. We modified MIDAS to output all candidates, instead of the top 5
only. In view of exceedingly long running times, we stopped MIDAS for those instances
where computation was not completed after 24 h; the resulting instances were counted
as random. MAGMa [170] (version 1.0) was provided as a standalone program by Lars
Ridder (Wageningen University), and was run with options -f -b 4 -c 0 -d 0 and mass
accuracies of 0.001 Da and 10 ppm.
For CSI:FingerID we will restrict evaluation on the large model. Note, that identification
rates between small and large model are quite similar, anyways (see Fig 7.7).
In our evaluation, we performed a certain amount of parameter optimisation for all
methods, but found that the above choices resulted in maximum identification rates for
the combined dataset. We retrained the original FingerID on the same training data with
19 118 compounds as the method proposed here, using cross validation; this is done to
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We also evaluate against the baseline method of randomly ordering candidates with the
correct molecular formula. Random ordering performs well for searching bio-compounds
in the bio-database, with 29.0% correct identifications and 62.3% in the top 5 for the
combined dataset. This demonstrates the power of knowing the correct molecular formula
for structure elucidation when searching in a restricted structure database. However, 1 016
compounds (26.3% of the GNPS compounds) are not contained in the biological database
and, thus, cannot be identified when restricting the search to known biomolecules.
7.9.4 Re-evaluating CASMI 2016
Using a preliminary version of SIRIUS and CSI:FingerID, we participated in the
CASMI 2016 contest (category 2, automated methods) [191]. The contest provided MS/MS
data (but no isotope patterns) for 208 compounds, with 127 and 81 in positive and
negative ion mode, respectively. Candidate compound structures were provided as part
of each challenge, and were retrieved from ChemSpider based on precursor mass. At that
time, little reference data were publicly available for negative ion mode, and CSI:FingerID
was trained exclusively on positive ion mode; therefore, we participated solely for the
127 challenges measured in positive ion mode. Missing isotope pattern data made it
considerably harder to identify the correct molecular formula, so this search was restricted
to molecular formulas in the candidate structure list. In the contest, we were able to
unambiguously identify the correct structure for 70 of the 127 challenges. In addition,
the correct structure tied for first place for 7 challenges; this is possible if the molecular
fingerprints of two or more structure candidates are identical. In total, for 60.6% of the
challenges, the correct structure was on or tied for first place.
Runner-up with regards to correct identifications for positive ion mode data was the
Input Output Kernel Regression (IOKR) version of CSI:FingerID [32], which correctly
identified 53 structures (not counting ties). In this contest, there was significant overlap
between structures in training and challenge data; in a subsequent evaluation, we found
that CSI:FingerID was able to unambiguously identify 35 challenges (40 with ties) if we
ensure structure-disjoint training data. See Schymanski et al. [191] for details.
Here, we reevaluate on the CASMI 2016 data using the up-to-date version of
CSI:FingerID trained on the large dataset. As we now have sufficient negative ion mode
training data available, we also evaluate CSI:FingerID on these challenges.
Methods and Parameters The CASMI contests do not provide a statistically sound
evaluation where score ties are randomly broken and empty output lists (if a program
crashes on an instance) are assessed as random ordered candidate list. This has weird
effects: for example, CSI:FingerID would get a better CASMI score if we would have
added small random noise on the score and randomly ordered negative challenges instead
of omitting them. Here, to keep the evaluations consistent, we will use the same statistics
for assessing the identification rates of the methods as we did in the previous section.
Therefore, the results presented here will be slightly different than in [191]. However, this
does not change the general ranking of the methods. We will call identifications without
ties “unambiguous”.
For this evaluation, we again predict fingerprints using a cross-validation fold that was
not trained on the correct structure. Thus, CSI:FingerID was never trained on a compound
it has to predict. Note the the original submission to the CASMI contest was trained on
all training instances and, thus, will have better identification rates.
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Table 7.2: Identification rates of various methods for the CASMI 2016 challenges. Identification
rates are given as the ratio of challenges in which the correct answer is ranked within the top 1, 5,
and 10 ranks. Ties are broken with random noise. (*) The submissions “CSI:FingerID (o.s.)1” and
“IOKR1” are trained on compounds which also occur (as independent measurements) in the CASMI
challenge data. Therefore, both methods have better identification rates than “CSI:FingerID (o.s.)”
and “CSI:FingerID (large)”, which ensure no overlap between training and evaluation data.
Positive ion mode Negative ion mode
Top 1 Top 5 Top 10 Top 1 Top 5 Top 10
CSI:FingerID (large) 39.0% 67.8% 74.1% 29.9% 55.6% 61.7%
CSI:FingerID (o.s.) 29.8% 62.2% 69.3% N/A N/A N/A
CSI:FingerID (o.s.)1 57.7% 73.2% 78.7% N/A N/A N/A
IOKR∗ 56.6% 70.9% 81.1% 11.1% 25.9% 34.6%
MetFrag+CFM-ID 17.5% 45.4% 57.9% 27.5% 54.4% 67.5%
MetFrag 14.6% 37.1% 48.3% 17.8% 48.2% 58.1%
MAGMa 13.2% 35.2% 45.0% 16.6% 44.6% 60.1%
MAGMa+ 16.0% 34.7% 46.6% 17.7% 45.1% 56.7%
MS-FINDER 27.8% 40.7% 46.0% 21.7% 46.8% 54.8%
CFM-ID 1.5 21.9% 48.5% 61.7% 16.7% 44.1% 56.9%
CFM-ID 2.0 22.0% 51.2% 55.9% 16.7% 44.1% 56.9%
In contrast to the GNPS cross-validation, we will not assume that we know the correct
molecular formula beforehand. Instead, we compute fragmentation trees with SIRIUS
using the default settings from SIRIUS 4 with an allowed mass deviation of 10 ppm. We
set the adduct type to “unknown” (protonation, sodium adduct, and potassium adduct
for positive ion mode; deprotonation and chlorine adduct for negative ion mode). We do
not restrict SIRIUS to use molecular formulas from some of the provided structure list;
instead, we allow all possible molecular formulas that can be composed from elements
CHNOPSFIBrCl and enable automated element detection. We use a soft threshold for
retrieving the structure candidates: We select the best fragmentation tree as well as all
trees with a score larger than 75% of the optimal score. For each of these trees we predict
a molecular fingerprint and search in the provided structure candidate list. We then merge
the scored candidate lists for each tree.
We call the original submission of CSI:FingerID “CSI:FingerID (o.s.)”.
Results and Discussion See Fig. 7.9 and Table 7.2 for the identification rates of all
participating methods in CASMI 2016 as well as for “CSI:FingerID (large)” as presented
here. In six cases, the correct molecular formula (and, hence, the correct candidate
structure) was discarded by soft thresholding and, thus, CSI:FingerID could not find the
correct structure. In two additional cases, the automatic element detection failed. In
positive ion mode, “CSI:FingerID (large)” unambiguously identifies the correct structure
for 48 of 127 challenges. In three cases, the correct structure is tied for first place with
another structure. Thus, the identification rate of “CSI:FingerID (large)” is 39.0% for top
rank and 67.8% for top five. IOKR and the original CSI:FingerID submission which are
not structure disjoint have for this reason a better identification rate with 56.6% for IOKR
and 57.7% for CSI:FingerID (o.s.)∗.
For negative ion mode challenges, “CSI:FingerID (large)” unambiguously identifies the
correct structure for 23 of 81 challenges; in addition, for two challenges the correct



8 Conclusion
We presented two methods for the analysis of mass spectrometry data: SIRIUS computes
fragmentation trees for identifying the molecular formula of the ion and annotating the
fragment peaks and fragmentation reactions in the mass spectrum. In Chapter 6 we
developed a maximum a posteriori probability estimation to improve the fragmentation
tree computation. In Section 6.4 we introduced a maximum likelihood scoring for isotope
pattern and described how to integrate isotope peak detection and scoring into the
fragmentation tree optimisation. In Chapter 7 we presented CSI:FingerID, a tool that
predicts a molecular fingerprint from the annotated mass spectrum. With this fingerprint,
it searches in structure databases to identify the molecular structure.
Both methods are state-of-the-art: We attended several times to the “Critical Assessment
of Small Molecule Identification” (CASMI) contest, a blind contest for molecular formula
and structure identification from MS2 data. In CASMI 2013, SIRIUS was selected as the
best automated tool for molecular formula annotation. In CASMI 2017, CSI:FingerID won
the contest, with almost twice as many correct identifications as IOKR (another method
based on CSI:FingerID) and 6.5 times more correct identification than the next competitor.
We have demonstrated the performance of both methods on several datasets. SIRIUS
reaches identification rates between 73.8% on the Agilent and GNPS data and 86.4% on
the independent NIST dataset; see Section 6.7.2. When isotope pattern data are available,
identification rates are even higher with 88.8% on the Agilent 2.0 data and 93.3% on the
pesticide dataset from [206].
CSI:FingerID identifies 40.5% of the GNPS spectra and 39.0% of the CASMI 2016
spectra correctly; see Section 7.9. On a large dataset with 30 105 compounds from NIST,
GNPS, Agilent, and MassBank, CSI:FingerID is able to identify 36.5% of the spectra
correctly. We compared CSI:FingerID against other methods for searching in structure
databases and found that CSI:FingerID outperforms its predecessor FingerID with 2.5
fold more correct identifications, and the runner-up CFM-ID with 3.4 times more correct
identifications.
Note, that the identification rates of SIRIUS refer to de novo molecular formula
identification. Thus, we considered all possible molecular formulas and not only those
contained in molecular databases. Similarly, we searched with CSI:FingerID in PubChem,
a database which is several magnitudes larger than any biological molecule database. For
most applications, people would rather search in specialised databases, for example plant
libraries or microbial databases. When searching with CSI:FingerID in our already very
large biological database, identification rates on GNPS increase to 68.9%.
We have shown in Section 6.7 that the statistical model of SIRIUS generalises well
across different datasets and even across different instruments. For example, we analysed
the NIST dataset with 20 462 compounds measured on Orbitrap instruments, using the
statistical model trained on 4 051 Q-ToF spectra from GNPS and Agilent. We find that
the fitted parameters and hyperparameters work well and the list of common losses is
comprehensive.
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In contrast, for CSI:FingerID we found in Section 7.10 that the methods prediction
performance for an unknown compound depends on the availability of structural similar
compounds in the training data. However, the fragmentation tree kernels developed in this
thesis are much more robust and generalise better on compounds which are structurally
very dissimilar to training compounds; see Section 7.8.
All methods presented here are released under the name “SIRIUS” and written in the Java
programming language. We offer a commandline tool as well as an interactive user interface
that allows for batch processing large datasets and visualisation of the results. Structure
elucidation with CSI:FingerID is implemented via a representational state transfer (REST)
webservice: user can upload computed fragmentation trees and download the predicted
molecular fingerprint directly from the SIRIUS user interface or commandline tool. This
enables high performance, reliability, and scalability, and the integration of methodical
upgrades without having the user to install new releases. No spectral libraries or compound
structure databases have to be installed or updated on the user side. Thus, we can train the
model on commercial libraries like NIST. Since its release, the CSI:FingerID web service
was requested more than 4 million times. Currently, we count one million requests per
month.
Ongoing Research and Future Work
In Section 6.7.2 we found that the molecular formula identification rates of SIRIUS drop for
metabolites with large mass. Currently, Markus Ludwig is developing a network approach
that uses Gibbs sampling to boost molecular formula annotations with SIRIUS. Preliminary
results show that this results in identification rates above 90% for large mass molecules on
several biological datasets.
Such a network approach is also possible for CSI:FingerID. Da Silva et al. [45]
used an annotation propagation method to improve the search in structure databases.
However, such a method is highly biased, because it favours annotations with many
biotransformations. To avoid this problem, we could operate on the fingerprint level
and, thus, avoid database search at all. However, it is an ongoing research how to
propagate fingerprint predictions in a network and if we should do this in an one-step
approach (integrating the network into a machine learning model) or in a two-step approach
(correcting the already predicted fingerprints).
Although we implemented several heuristics and reduction techniques to speed up
SIRIUS, computing fragmentation trees might take hours for very large datasets. Currently,
Oliver Alka et al. are working on a cloud server application that can compute fragmentation
trees on a large compute cluster. We will integrate this cloud solution in the SIRIUS
commandline tool and user interface, such that the users can smoothly switch between
local and cloud computation.
We have shown in Section 7.9 that more molecular properties, better kernels, better
scoring functions, and more training data are crucial for improving the search performance
of CSI:FingerID. A promising candidate for more molecular properties are shortest path
fingerprints. First tests reveal that shortest path fingerprints are quite different from the
other fingerprints and can be predicted with high F1. We already demonstrated that tree
alignment kernel shows good performance. But tree alignments are very computational
expensive. Currently, my co-worker Thomas Köhler is researching in multiple tree
alignments and profiled alignments which can then be used for developing novel tree
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alignment kernels. For the scoring we found that a maximum likelihood scoring which take
into account dependencies between molecular properties can improve upon the modified
Platt scoring [123]. Finally, we can retrain CSI:FingerID on new training data whenever a
new versions of GNPS (or other mass spectral library) is released. However, another way
to increase the amount of available training data is reinforcement learning: We can use
CSI:FingerID to identify molecular structures in biological samples, searching in highly
limited databases (e.g. biological database). We can then use these identified compounds
for retraining the method. However, to make this work we need a method that estimates
a confidence or significance for the results of structure database search. Currently, my
colleague Martin Hoffmann is working on a method for estimating a confidence score.
Preliminary results on real biological samples are very promising.
Instead of aiming at structure identification, we can use predicted molecular fingerprints
to search for structural similar molecules. This offers applications in natural product
research, to distinguish potential novel molecules from analogues of already known
metabolites. Preliminary research indicates that similarity between predicted fingerprints
correlates better with structural similarity than the commonly used cosine similarity
between mass spectra. Thus, predicted molecular fingerprints can be used for building
molecular networks. In contrast to spectral similarity, such a fingerprint similarity measure
can also be applied between a measured compound and a database structure.
So far, we used CSI:FingerID for the prediction of molecular substructures. But the
kernel framework defined in Section 7.2 can be used for other tasks and methods, too.
For example, we could use kernel regression methods for predicting numerical properties
(e.g. polarity or hydrophobicity). It is also conceivable to replace kernel support vector
machines by another machine learning method. Brouard et al. [32] uses input output kernel
regression (IOKR) to improve searching in structure databases. We are also experimenting
with logistic regression as an alternative to support vector machines. Beside supervised
learning, we can also use unsupervised learning methods in combination with our kernel
framework to cluster spectra or build molecular networks.
Tox21 is a reference dataset of hazardous compounds [211]. Mayr et al. [125] have shown
that they could predict toxicity from molecular fingerprints using deep neural networks.
So far, there is no such reference dataset for tandem mass spectrometry data. But we
can retrain the deep neural network model in [125] on simulated probabilistic fingerprints.
We can then feed the predicted fingerprints from CSI:FingerID directly into a deep neural
network trained on molecular structures to predict toxicity. This is a general approach
that can also be applied on other chemical properties for which we lack reference spectra.
For example, we developed CANOPUS, a deep neural network for predicting compound
categories as they are defined by Classyfire [51] directly from tandem mass spectra. This
tool is able to predict compound categories, even if no reference spectra for a category are
available for training.
SIRIUS and CSI:FingerID will be integrated into other software frameworks like
OpenMS, MZmine, and GNPS. SIRIUS, CSI:FingerID, and CANOPUS are already
intensively used in combination with molecular networking to identify families of
metabolites in biological samples. So far, we run our methods mostly on reference spectra
or the CASMI challenges. We expect exciting new findings when analysing whole biological
datasets in large scale. There are already interesting preliminary results, on a large variety
of data from the microbiome in human gut, fecal samples in immunosuppressed patients,
microbiomes on human skin, and from marine microalgae.
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Table A.1: Features which are used to train a linear support vector machine that discriminates
between biomolecular formulas and random decompositions.
Binary features, encoded as -1 (false) and 1 (true).
RDBE is zero
contains oxygen and sulphur contains oxygen and phosphor
contains phosphor and sulphur contains bromine and chlorine
Real valued features.
RDBE RDBE / mass2/3
mass logmass
Elemental composition features.
#C log#C
#H log#H
#N log#N
#O log#O
#P log#P
#S log#S
#Cl log#Cl
#Br log#Br
#I log#I
#F log#F
Element ratio features.
Hetero-to-carbon ratio Hetero-minus-oxygen-to-carbon ratio
(#N +#O) / (#C + 0.8) (#F +#I +#Cl + #Br) / (#C + 0.8)
#H / (#C + 0.8) #P / (#O +#S + 0.25)
#O / (#C + 0.8) #N / (#C + 0.8)
#S / (#C + 0.8) #P / (#C + 0.8)
#Cl / (#C + 0.8) #Br / (#C + 0.8)
#I / (#C + 0.8) #F / (#C + 0.8)
#N / (#O + 0.8) #N / (#C +#O+ 0.8)
Probability Distribution Features
For each of the following properties we fit a probability distribution. We estimate parameters of the distribution using maximum
likelihood on the biological database. We evaluate the probability density function of this distribution at the property value and
take the logarithm of the density as feature. Furthermore, we define a mixture of an uniform distribution for 99% of the biomolcules
with smallest property value and an exponential distribution fitted to the remaining 1% with highest property value. We define a
second feature which is the logarithm of the density function of this mixed distribution evaluated at the property value.
RDBE with log-normal distribution
RDBE / mass2/3 with normal distribution
Hetero-to-carbon ratio with Pareto distribution
Hetero-minus-oxygen-to-carbon ratio with Pareto distribution
(#N +#O) / (#C + 0.8) with Pareto distribution
(#F +#I +#Cl + #Br) / (#C + 0.8) with Pareto distribution
#H / (#C + 0.8) with log-normal distribution
RDBE /
(
min(⌊#C5 ⌋, ⌊#C4 ⌋) + 0.8
)
with log-normal distribution
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Table A.2: Priors Ploss-comm(l) for common losses l. Entry “mass” is the exact theoretical mass of
the loss. Entry “known” indicates whether the loss was included in the expert-curated common loss
lists in A [25], B [164], or C [165]. Entry “total” indicate the (rounded) frequency of the loss in the
trees computed from the dataset, weighted by the maximum peak intensity of the two peaks that
are responsible for this loss. Entries “expected” is the weighted frequency we would expect from
the loss mass prior, and Ploss-comm is the common loss prior after correcting for the loss mass prior.
(*) Losses H and H2 can be interpreted as artefacts of the loss mass prior, see text for details.
(**) C10H9NO3S, C12H8ClNS and C11H10Cl2N2O are artefacts, stemming from either their high
mass or the small number of chlorine-containing compounds in the datasets.
Intensity GNPS Intensity Agilent
Mol. formula Mass Loss name Known total expected total expected Ploss-comm
H* 1.0078 Hydrogen radical 110 0.00 77 0.00 ∗
H2* 2.0157 Hydrogen A,B 1 799 0.00 890 0.00 ∗
CH2 14.0157 Methylene 33 17.47 71 37.35 1.92
CH3 15.0235 Methyl A 3 231 46.48 1 481 21.31 69.53
CH4 16.0313 Methane A,B,C 2 011 75.23 929 34.76 26.73
H3N 17.0265 Ammonia A,B,C 1 409 62.73 1 481 65.92 22.47
H2O 18.0106 Water A,B,C 5 548 85.53 4 014 61.88 64.87
HF 20.0062 Hydrogen fluoride 266 13.43 365 18.36 19.88
C2H2 26.0157 Ethine B,C 2 434 133.98 2 324 127.90 18.17
CHN 27.0109 Hydrogen cyanide 1 117 139.90 1 078 134.94 7.99
CO 27.9949 Carbon monoxide B,C 4 232 177.14 2 614 109.45 23.89
C2H4 28.0313 Ethene A,B,C 483 87.19 1 108 199.82 5.55
CH3N 29.0265 Methyleneimine B 347 158.43 305 139.34 2.19
S 31.9721 Sulfur B,C 79 38.60 179 87.07 2.06
CH4O 32.0262 Methyl esters 202 127.42 341 214.18 1.59
Cl 34.9689 Chlorine 296 45.18 394 60.27 6.55
HCl 35.9767 Hydrogen chloride 462 45.88 613 60.95 10.07
C2H2O 42.0106 Ketene B,C 811 246.67 584 177.75 3.29
C3H6 42.0470 Propene 207 101.85 656 322.40 2.03
C2H5N 43.0422 Aminoethylene 332 177.18 454 242.22 1.88
CO2 43.9898 Carbon dioxide B,C 281 199.41 215 153.06 1.41
Br 78.9183 Bromine 20 0.91 95 4.23 22.51
HBr 79.9262 Hydrogen bromide 9 0.63 65 4.38 14.98
HO3P 79.9663 Metaphosphoric acid B,C 3 0.78 25 6.55 3.93
HO2PS 95.9435 Phosphenothioic acid 0 0.11 26 4.60 5.65
I 126.9045 Iodine 29 0.25 60 0.52 116.53
HI 127.9123 Hydrogen iodide 11 0.15 45 0.61 74.61
CIO 154.8994 Iodomethanone 0 0.04 3 0.32 10.28
C10H9NO3S** 223.0303 20 1.12 5 0.30 18.54
C12H8ClNS** 233.0066 2-Chlorophenothiazine 1 0.06 25 0.83 30.72
I2 253.8089 Iodine 0 0.00 10 0.03 357.31
C11H10Cl2N2O** 256.0170 3 0.12 9 0.40 24.93
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Table A.3: Priors Pfrag-comm(f) for common fragments f . Entry “ion mass” is the exact theoretical
mass of the protonated fragment. Entries “GNPS/Agilent” indicate the total sum of the peak
intensities and total peak count of the fragment in the two datasets. Note that a particular fragment
can be very common, yet have relatively small sum of peak intensities, because fragments peaks
are consistently of small intensity.
Molecular formula Total intensity Total count
protonated neutral Ion mass GNPS Agilent GNPS Agilent Pfrag-comm
C3H6N
+ C3H5N 56.0495 0.00 93.63 0 392 2.40
C3H8N
+ C3H7N 58.0651 0.67 100.53 4 323 2.59
C5H
+
5 C5H4 65.0386 0.00 83.35 0 530 2.14
C4H8N
+ C4H7N 70.0651 7.38 56.00 8 313 1.62
C4H10N
+ C4H9N 72.0808 0.00 72.92 0 179 1.87
C6H
+
5 C6H4 77.0386 1.00 139.35 3 720 3.60
C6H
+
7 C6H6 79.0542 0.52 69.85 3 514 1.80
C5H12N
+ C5H11N 86.0964 0.92 71.08 5 128 1.85
C7H
+
7 C7H6 91.0542 60.61 252.97 300 720 8.04
C6H6N
+ C6H5N 92.0495 3.92 76.12 31 185 2.05
C6H9O
+ C6H8O 97.0648 10.95 58.00 37 86 1.77
C6H12N
+ C6H11N 98.0964 8.73 74.93 66 139 2.14
C8H
+
7 C8H6 103.0542 64.49 34.61 562 241 2.54
C7H5O
+ C7H4O 105.0335 50.43 47.64 178 100 2.51
C8H
+
9 C8H8 105.0699 108.25 104.51 580 352 5.45
C7H7O
+ C7H6O 107.0491 62.41 53.68 320 187 2.98
C8H
+
11 C8H10 107.0855 35.23 29.89 171 120 1.67
C6H6NO
+ C6H5NO 108.0444 23.05 48.66 64 76 1.84
C7H9O
+ C7H8O 109.0648 37.15 53.40 161 107 2.32
C9H
+
7 C9H6 115.0542 73.68 43.35 618 262 3.00
C9H
+
9 C9H8 117.0699 61.67 46.66 371 206 2.78
C9H
+
11 C9H10 119.0855 51.94 40.94 265 190 2.38
C8H9O
+ C8H8O 121.0648 125.09 72.05 394 201 5.05
C10H
+
8 C10H7 128.0621 51.79 13.98 305 98 1.69
C10H
+
9 C10H8 129.0699 60.60 24.99 425 163 2.19
C9H8N
+ C9H7N 130.0651 75.54 31.39 343 159 2.74
C10H
+
11 C10H10 131.0855 61.12 34.37 277 144 2.45
C9H10N
+ C9H9N 132.0808 58.68 21.70 216 99 2.06
C8H7O
+
2 C8H6O2 135.0441 40.37 22.03 176 53 1.60
C9H11O
+ C9H10O 135.0804 42.95 32.87 221 121 1.94
C11H
+
11 C11H10 143.0855 54.61 23.88 288 118 2.01
C10H10N
+ C10H9N 144.0808 61.59 20.67 220 99 2.11
C11H
+
13 C11H12 145.1012 57.60 28.15 219 110 2.20
C9H8NO
+ C9H7NO 146.0600 62.09 7.40 242 52 1.78
C10H11O
+ C10H10O 147.0804 67.16 33.97 247 107 2.59
C11H11O
+ C11H10O 159.0804 47.36 17.07 230 84 1.65
C10H10NO
+ C10H9NO 160.0757 58.53 18.10 221 40 1.96
C13H
+
9 C13H8 165.0699 54.17 36.32 255 163 2.32
C13H
+
11 C13H10 167.0855 28.57 36.85 123 65 1.68
C12H11O
+ C12H10O 171.0804 44.97 28.37 164 62 1.88
Table A.4: Intensity features used by the deep neural network to predict frequency of elements
S,Cl,Br,B, and Se. We train three different models for isotope patterns with three, four, and
five peaks. Not all features are available in all three models. p0 is the relative intensity of the
monoisotopic peak. p1, p2, p3, and p4 are the intensity of the subsequent isotope peaks. Intensities
sum up to 1.
Feature Three peaks Four peaks Five peaks
p0 x x x
p1 x x x
p2 x x x
p3 x x
p4 x
Minimal peak intensity x x x
Maximal peak intensity x x x
Median of peak intensities x x x
p0 + p2 + p4 x x x
p1 + p3 x x
min(p0, p2, p4) x x x
min(p1, p3) x x
max(p0, p2, p4) x x x
max(p1, p3) x x
The following three index features are one-hot encoded:
Most intensive peak x x x
Second-most intensive peak x x x
Third-most intensive peak x x x
p0 − p1 x x x
p0 − p2 x x x
p0 − p3 x x
p1 − p2 x x x
p1 − p3 x x
p2 − p3) x x
p0/p1 x x x
p0/p2 x x x
p0/p3 x x
p1/p2 x x x
p1/p3 x x
p2/p3 x x
(p0/p1)− (p1/p2) x x x
(p1/p2)− (p2/p3) x x
(p0/p1)/(p1/p2) x x x
(p1/p2)/(p2/p3) x x
p0 + p1 x x x
p0 + p1 + p2 x x x
p0 + p1 + p2 + p3 x x
p1 + p2 + p3 x x
p1 + p2 x x x
p2 + p3 x x
p3 + p4 x
Table A.5: Mass features used by the deep neural network to predict frequency of elements
S,Cl,Br,B, and Se. We train three different models for isotope patterns with three, four, and five
peaks. Not all features are available in all three models. m0 is the mass (in Da) of the monoisotopic
peak. m1, m2, m3, and m4 are the masses of the subsequent isotope peaks.
Feature Three peaks Four peaks Five peaks
m0 x x x
m1 −m0 x x x
m2 −m0 x x x
m3 −m0 x x
m4 −m0 x
m2 −m1 x x x
m3 −m1 x x
m4 −m1 x
m3 −m2 x x
m4 −m2 x
m4 −m3 x
Table A.6: Some kernels were named differently across publications. We list all kernels, for which
the name in this thesis (left column) differs from the name in other publications (right column).
Kernel name in this thesis ref Kernel name in publication
abbrev. name abbrev. name
NSF node subformula [58] SSC substructure counting
JLB joined loss binary [32, 58] CPJB common path joined binary
TREEALIGN tree alignment [32, 58] ALIGN tree alignment
NPP node probability product [58] FIPP fragment intensity probability product
LPP loss probability product [32, 58] LIPP loss intensity probability product
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