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ПРО РЕГУЛЯРИЗАЦIЮ МАТРИЧНОГО РIВЯННЯ СИЛЬВЕСТРА
Знайдено конструктивнi умови регуляризацiї лiнiйного матричного рiвняння Сильвестра. Побу-
довано лiнiйне збурення матричного рiвняння Сильвестра, а також розв’язки збуреного матрич-
ного рiвняння Сильвестра.
Ключовi слова: матричне рiвняння Сильвестра, псевдооберненi за Муром–Пенроузом матри-
цi, умови регуляризацiї.
1. Постановка задачi. Припустимо задачу про знаходження розв’язкiв мат-
ричного рiвняння Сильвестра
k∑
i=1
Qi C Ri = B (1)
некоректно поставленою [1, 2, 3], а саме: припустимо, що рiвняння Сильвестра (1)
не має розв’язкiв для довiльної неоднорiдностi B ∈ Rα×δ. Нами дослiджено умови
регуляризацiї [1, 2, 3] матричного рiвняння Сильвестра (1), вiдомого численними
застосуваннями у теорiї стiйкостi руху [4, c. 245], а також при розв’язаннi дифе-
ренцiальних рiавнянь Рiккатi [5]. Тут Qi ∈ Rα×β, Ri ∈ Rγ×δ — визначенi матрицi,
C ∈ Rβ×γ — невiдома матриця.
2. Умови регуляризацiї матричного рiвняння Сильвестра. Загальний
розв’язок рiвняння (1) шукатимемо у виглядi суми
C =
β·γ∑
j=1
Θjcj ,
{
Θj
}β·γ
j=1
∈ Rβ×γ , cj ∈ R1;
тут {Θj} — природний базис простору Rβ×γ . Позначимо матрицi
Λj :=
k∑
i=1
QiΘjRi ∈ Rα×δ, j = 1, 2, ... β · γ.
Таким чином, приводимо рiвняння (1) до вигляду
β·γ∑
j=1
Λjcj = B.
Визначимо оператор M[A] : Rm×n → Rm·n, як оператор [7, 8], який ставить у
вiдповiднiсть матрицi A ∈ Rm×n вектор B :=M[A] ∈ Rm·n, складений з n стовпцiв
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матрицi A, а також обернений операторM−1[B] : Rm·n → Rm×n. Визначимо також
матрицi [
Emn
]
j
:=
[
Em1
]
j
⊗ In ∈ Rn×m·n,
[
Em1
]
j
:=
{
δij
}m
i=1
∈ R1×m;
тут δij — символ Кронеккера:
δij :=
{
1, j = i,
0, j 6= i , i = 1, 2, ... m.
Рiвняння (1) рiвнозначне рiвнянню
Q c =M[B] (2)
вiдносно вектора c ∈ Rβ·γ ; тут
Q :=
αβ∑
j=1
{[
Eαβ1
]
j
⊗M[Ξj ]
}
∈ Rα·δ×β·γ .
Рiвняння (2) розв’язне за умови PQ∗M[B] = 0; тут [1]
PQ∗ : Rα·δ×α·δ → N(Q∗)
— ортопроектор матрицi Q∗. Припустимо, що умова розв’язностi матричного рiв-
няння Сильвестра (1) не виконується для довiльної неоднорiдностi:
PQ∗M[B] 6= 0.
Iнакше кажучи, припустимо, що для матричного рiвняння Сильвестра (1) має мiс-
це критичний випадок: PQ∗ 6= 0. Поставимо наступну задачу: чи iснують матрицi
E ∈ Rα×β, F ∈ Rγ×δ, для яких збурення матричного рiвняння Сильвестра
k∑
i=1
Qi C Ri + ε ECF = B (3)
розв’язне для довiльної неоднорiдностi? Припустимо матрицю E ∈ Rα×β невiдо-
мою, а матрицю F фiксованою. Розв’язок збуреного матричного рiвняння Силь-
вестра (3) шукатимемо у виглядi суми
C =
β·γ∑
j=1
Θjxj , xj ∈ R1.
Рiвняння (1) можна регуляризувати лише за умови αδ ≤ βγ. Дiйсно, будь-яка
матриця Q ∈ Rm×n може бути зображена у виглядi [9]
Q = Φ · Jr ·Ψ, rank Q := r; (4)
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тут Φ ∈ Rm×m та Ψ ∈ Rn×n — невиродженi матрицi,
Jr :=
(
Ir O
O O
)
= Vr ·Wr, Vr :=
(
Ir
O
)
, Wr :=
(
Ir O
)
.
Збурення матрицi Q будемо шукати у виглядi Q := Q + εR. Система лiнiйних
алгебраїчних рiвнянь
Qc = b, Q := Q+ εR, R ∈ Rm×n, 0 < ε 1 (5)
являє некритичний випадок за умови PQ∗ = 0. Позначимо матрицю
ΠJ :=
(
O O
O C
)
∈ Rm×n, rank C := m− r.
Лема. Задача про регуляризацiю системи лiнiйних алгебраїчних рiвнянь (5)
за умови m ≤ n має сiм’ю розв’язкiв (5), де R := Φ · ΠJ · Ψ. Тут Φ ∈ Rm×m
и Ψ ∈ Rn×n — невиродженi матрицi, Q = Φ · Jr · Ψ — cтандартне розвинення
(m× n)− матрицi Q.
Позначимо
P(Q+Q1)∗ : R
α·δ×α·δ → N(Q+Q1)∗
— ортопроектор матрицi Q+Q1, де
Q1 :=
αβ∑
j=1
{[
Eαβ1
]
j
⊗M[EΘjF ]
}
∈ Rα·δ×β·γ .
Збурення матричного рiвняння Сильвестра (3) розв’язне для довiльної неоднорiд-
ностi B у випадку P(Q+Q1)∗ = 0. Покладемо
E =
α·β∑
j=1
Ξj yj ,
{
Ξj
}α·β
j=1
∈ Rα×β, yj ∈ R1;
тут {Ξj} — природний базис простору Rα×β. Позначимо (α× δ) – матрицi
Ω1,i := ΞiΘ1F , Ω2,i := ΞiΘ2F , ... , Ωβγ,i := ΞiΘβγF .
Для знаходження вектора y ∈ Rα·β, компоненти якого визначають матрицю E ,
приходимо до рiвняння
Q · y =M[Q1],
для розв’язностi якого необхiдно i достатньо, щоб
PQ∗M[Q1] = 0; (6)
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тут
Q :=
{
M
[
M(Ω1,1), ... , M(Ω1,βγ)
]
, ... , M
[
M(Ωαβ,1), ... , M(Ωαβ,βγ)
]}
— стала (αβδγ × αβ) – матриця,
PQ∗ : Rαβδγ×αβδγ → N(Q∗)
— ортопроектор матрицi Q∗. Покладемо для визначеностi
α > 1, β > 1, γ > 1, δ > 1,
при цьому за умови повноти рангу матрицi F
rank Ωi,j > 0, i = 1, 2, ... , αβ, j = 1, 2, ... , βγ,
отже, мають мiсце нерiвностi
αβγδ > rank PQ∗ ≥ αβ(γδ − 1) > 0.
Умову (6) задовольняє серiя матриць
Q1(c%) :=M−1[PPQ∗% c%], c% ∈ R
%;
тут PPQ∗% — матриця, складена з % лiнiйно незалежних стовпцiв ортопроектора
PPQ∗ : R
αβδγ×αβδγ → N(PQ∗).
Зазначимо, що 0 < rank PPQ∗ ≤ αβ, тому ρ > 0. Згiдно лемi матриця Q ∈ Rα·δ×β·γ
може бути зображена у виглядi Q = Φ · Jr ·Ψ; тут Φ ∈ Rα·δ×α·δ та Ψ ∈ Rβ·γ×β·γ —
невиродженi матрицi rank Q := r. Зафiксуємо вектор c% ∈ R%; у випадку αδ ≤ βγ
матричне рiвняння Сильвестра (1) можна регуляризувати за умови
rank (Jr + ΠJr) = αδ ≤ βγ; (7)
тут
ΠJr := Φ
−1 · M−1
[
PPQ∗%
c%
]
·Ψ−1.
Оскiльки умову (6) при цьому виконано, знаходимо вектор
y(cν) = Q
+M[Q1] + PQνcν , cν ∈ Rν
а, отже, i матрицю
E(F , cν) =
α·β∑
j=1
Ξj yj(F , cν), yj(F , cν) ∈ R1.
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Тут PQ : Rαβ×αβ → N(Q) — ортопроектор матрицi Q; матриця PQν складена з ν
лiнiйно-незалежних стовпцiв ортопроектора PQ.
3. Розв’язок збуреного матричного рiвняння Сильвестра (3). За умови
αδ ≤ βγ у випадку (7) розв’язок збуреного матричного рiвняння Сильвестра (3)
C(F , cµ) =
β·γ∑
j=1
Θjxj(F , cµ), xj(F , cµ) ∈ R1
визначає вектор
x(F , cµ) := (Q+Q1)+M[B] + P(Q+Q1)µcµ, cµ ∈ Rµ.
Тут
P(Q+Q1) : R
β·γ×β·γ → N(Q+Q1)
— ортопроектор матрицiQ+Q1; матриця P(Q+Q1)µ складена з µ лiнiйно-незалежних
стовпцiв ортопроектора P(Q+Q1). Таким чином, доведено наступну теорему.
Теорема. Лiнiйне матричне рiвняння Сильвестра (1) у критичному випадку
(PQ∗ 6= 0) не розв’язне для довiльної неоднорiдностi B, однак за умови
α > 1, β > 1, γ > 1, δ > 1,
у випадку (7) для фiксованої матрицi повного рангу F розв’язок збуреного матрич-
ного рiвняння Сильвестра (3) визначає матриця
C(F , cµ) = Y [F ] + Z[cµ], cµ ∈ Rµ,
та вектор
y(F , cν) = y(F) + y(cν), y(F) := Q+M[Q1], y(cν) := PQνcν ,
де
Y [F ] :=
β·γ∑
j=1
Θjxj(F), Z[cµ] :=
β·γ∑
j=1
Θjxj(cµ);
тут
x(F) := (Q+Q1)+M[B], x(cµ) := P(Q+Q1)µcµ.
Зазначимо, що матричне рiвняння Сильвестра (1) можна регуляризувати за умо-
ви (7). Якщо для фiксованої матрицi повного рангу F ця умова не виконується,
матричне рiвняння (1) можна регуляризувати для iншої матрицi повного рангу F .
Доведена теорема узагальнює вiдповiдне твердження [17] на випадок матричного
рiвняння Сильвестра (1).
Наведена технiка регуляризацiї значно спрощує вiдповiдну схему регуляризацiї
[17], оскiльки виконання умови (7) передбачає знаходження ρ αβγδ параметрiв
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навiдмiну вiд схеми регуляризацiї [17], яка для матричного рiвняння Сильвестра
(1) передбачає розв’язання нелiнiйного рiвняння вiдносно αβγδ параметрiв.
Приклад. Матричне рiвняння Сильвестра
2∑
i=1
Qi C Ri = B (8)
не розв’язне для довiльної неоднорiдностi B для
Q1 :=
(
1 0 1
0 1 0
)
, Q2 :=
(
0 1 0
1 0 1
)
, R1 :=
 1 00 0
0 1
 , R2 :=
 1 00 0
1 1
 .
Зазначимо, що для рiвняння Сильвестра (8) умови
α = 2 > 1, β = 3 > 1, γ = 3 > 1, δ = 2 > 1, αδ = 6 ≤ βγ = 6
виконуються. Позначимо Θ1, Θ2, ... , Θ9 — природний базис простору R3×3, при
цьому матриця
Q =

1 1 1 0 0 0 0 1 0
1 1 1 0 0 0 1 0 1
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 1 1

визначає ортопроектор
PQ∗ =
1
2

0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1
 .
Оскiльки PQ∗ 6= 0, то для матричного рiвняння Сильвестра (8) має мiсце кри-
тичний випадок, отже, рiвняння (8) не розв’язне для довiльної неоднорiдностi B.
Покладемо
F :=
 1 00 2
3 0
 .
Позначимо {
Ξj
}6
j=1
∈ R2×3
— природний базис простору R2×3, при цьому
Q :=
(
Q∗1 Q∗2 Q∗3 Q∗4
)∗
,
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де
Q1 :=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0

, Q2 :=

0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3 0 0 0 0 0
0 3 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

,
Q3 :=

0 0 3 0 0 0
0 0 0 3 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 3 0
0 0 0 0 0 3
2 0 0 0 0 0
0 2 0 0 0 0
0 0 0 0 0 0

, Q4 :=

0 0 0 0 0 0
0 0 2 0 0 0
0 0 0 2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 0
0 0 0 0 0 2
0 0 0 0 0 0
0 0 0 0 0 0

.
Згiдно лемi матриця Q ∈ R4×9 може бути зображена у виглядi
Q = Φ · Jr ·Ψ, r := rank Q = 3;
тут
Φ =

1 0 1 0
1 1 0 0
0 1 1 1
0 1 1 −1
 , Ψ =

1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 1 0
4 −2 −2 0 0 0 0 0 0
−2 −2 4 0 0 0 0 0 0
0 0 0 6 0 0 0 0 0
0 0 0 0 6 0 0 0 0
0 0 0 0 0 6 0 0 0
0 0 0 0 0 0 3 0 −3

— невиродженi матрицi. Умову (6) задовольняє серiя матриць
Q1(c%) =

c1 c3 c5 0 0 0 2 c1 2 c3 2 c5
c2 c4 c6 0 0 0 2 c2 2 c4 2 c6
0 0 0 3 c1 3 c3 3 c5 0 0 0
0 0 0 3 c2 3 c4 3 c6 0 0 0
 ;
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тут c% ∈ R6. Зокрема, умови (6) та (7) задовольняє матриця
Q1(c%) :=

ε 0 0 0 0 0 2 ε 0 0
0 0 0 0 0 0 0 0 0
0 0 0 3 ε 0 0 0 0 0
0 0 0 0 0 0 0 0 0
 ;
тут
ΠJr = Φ
−1M−1
[
PPQ∗%
c%
]
Ψ−1 =
=
ε
24

4 12 0 2 0 −3 0 0 4
−4 −12 0 −2 0 3 0 0 −4
4 12 0 2 0 3 0 0 4
0 0 0 0 0 6 0 0 0
 .
Оскiльки умову (6) при цьому виконано, однозначно (ν = 0) знаходимо вектор
y(cν) = Q
+M[Q1],
а, отже, i матрицю
E(F) =
(
ε 0 0
0 0 0
)
,
яка регуляризує матричне рiвняння Сильвестра (8). Покладемо для визначеностi
B :=
(
0 0
1 0
)
,
при цьому розв’язок збурення для матричного рiвняння Сильвестра (8) визначає
матриця
C(F , cµ) = Y [F ] + Z[cµ], cµ ∈ R5,
де
Y [F ] =

2−5ε+3ε2
12−8ε+16ε2 0
6−7ε−3ε2
24−16ε+32ε2
4−3ε+11ε2
24−16ε+32ε2 0 − 3+ε
2
6−4ε+8ε2
4−3ε+11ε2
24−16ε+32ε2 0
6+7ε+7ε2
24−16ε+32ε2

та
Z[cµ] :=
β·γ∑
j=1
Θjxj(cµ), x(cµ) := P(Q+Q1)µcµ;
тут
P(Q+Q1)µ =
(
P
(1)
(Q+Q1)µ P
(2)
(Q+Q1)µ P
(3)
(Q+Q1)µ
)
,
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P
(1)
(Q+Q1)µ =

4
(
4− 4ε+ 5ε2) −8 + 4ε− 6ε2
−8 + 4ε− 6ε2 16− 8ε+ 21ε2
−8 + 4ε− 6ε2 −8 + 8ε− 11ε2
0 0
0 0
0 0
−10ε2 3(−2 + ε)ε
8(−1 + ε)ε 4ε(1 + ε)
2ε(4 + ε) −ε(−2 + 7ε)

,
P
(2)
(Q+Q1)µ =

0 0
0 0
0 0
0 0
8
(
3− 2ε+ 4ε2) 0
0 8
(
3− 2ε+ 4ε2)
0 0
0 0
0 0

.
P
(3)
(Q+Q1)µ =

−10ε2
3(−2 + ε)ε
3(−2 + ε)ε
0
0
0
12 + 4ε+ 5ε2
−4ε(3 + ε)
−12 + 8ε− ε2

.
Зазначимо, що перевiрка виконання умови (7) у випадку матричного рiвняння
Сильвестра (8) передбачає знаходження ρ = 6 параметрiв навiдмiну вiд схеми регу-
ляризацiї [17], яка для матричного рiвняння Сильвестра (8) передбачає розв’язання
нелiнiйного рiвняння вiдносно αβγδ = 36 невiдомих.
Запропонована у статтi технiка регуляризацiї матричного рiвняння Сильвестра
(1) може бути перенесена на узагальненi матричнi рiвняння Сильвестра [10], ана-
логiчно [1, 11] — на матричнi крайовi задачi з запiзненням, нетеровi крайовi задачi
[1, 12, 13, 14], а також аналогiчно [15, 16] матричнi диференцiально-алгебраїчнi
крайовi задачi.
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On a regularization method for solving matrix Sylvester equation.
Constructive conditions for the regularization and regularization method for solving of linear matrix
Sylvester equation has been constructed.
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О регуляризации матричного уравнения Сильвестра.
Найдены конструктивные условия регуляризации линейного матричного уравнения Сильвестра.
Построено линейное возмущение матричного уравнения Сильвестра, а также решения возмущен-
ного матричного уравнения Сильвестра.
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