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Abstract
By using representation theory of the elliptic quantum group Uq,p(ŝlN ), we present a system-
atic method of deriving the weight functions. The resultant slN type elliptic weight functions
are new and give elliptic and dynamical analogues of those obtained in the rational and the
trigonometric cases. We then discuss some basic properties of the elliptic weight functions.
We also present an explicit formula for formal elliptic hypergeometric integral solution to
the face type, i.e. dynamical, elliptic q-KZ equation.
1 Introduction
The weight functions are one of the main parts in hypergeometric integral solutions to the q-
KZ equations. See for example [44]. Recently new interests in the weight functions have been
developing. Among others Gorbounov, Rima´nyi, Tarasov and Varchenko [16] have succeeded
to identify the rational weight functions with the stable envelopes associated with the torus
equivariant cohomology of the cotangent bundle to the partial flag variety. The stable envelopes
were introduced by Maulik and Okounkov [33, 39] in more general setting associated with the
equivariant cohomology of Nakajima’s quiver variety [36]. They are maps from the equivariant
cohomology of the fixed point set of the torus action to the equivariant cohomology of the variety
and play an important role in a formulation of a geometric representation theory of quantum
groups on the equivariant cohomology.
This identification has been extended to the equivariantK-theory case in [40] as well as to the
dynamical version of the equivariant cohomology [41] and equivariant elliptic cohomology [14]
cases both associated with the cotangent bundles to the Grassmannians. It has also been
succeeded to construct a geometric representation of the Yangian Y (glN ) [16], the affine quantum
group Uq(ĝlN ) [40], and the rational dynamical quantum group Ey(gl2) [41] and the elliptic
dynamical quantum group Eτ,y(gl2) [14] on the corresponding equivariant cohomology, K-theory,
dynamical version of the cohomology and elliptic cohomology, respectively. There it is essential
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to consider the finite-dimensional representations of the quantum groups on the Gelfand-Tsetlin
basis of the tensor product of the vector representations. They are lifted to the geometric
representations via the correspondence between the weight functions and the stable envelopes.
It is also remarkable that the elliptic stable envelopes introduced by Aganagic and Okounkov [1]
are the dynamical ones, where the Ka¨hler variables play a role of the dynamical parameters.
The purpose of this paper and subsequent papers is to extend these constructions to the
higher rank elliptic quantum group Uq,p(ŝlN ) [20, 25, 30], which is an elliptic and dynamical
analogue of the Drinfeld’s new realization of Uq(ŝlN ) [4] and is isomorphic to the central extension
of Felder’s elliptic quantum group [10,30]. We expect that the elliptic weight functions of the slN -
type can be identified with the elliptic stable envelops [1] associated with the torus equivariant
elliptic cohomology of the cotangent bundles to the partial flag variety. Such identification should
allow us to formulate a geometric action of Uq,p(ŝlN ) on the equivariant elliptic cohomology.
Recently, Felder, Rima´nyi and Varchenko has accomplished such study in the ŝl2 case [14].
In this paper we discuss the elliptic weight functions of type slN and study their properties.
We give a systematic derivation of the elliptic weight functions by using the vertex operators
of Uq,p(ŝlN ) [20, 23, 24]. For the ŝl2 case we use the level-k representation of Uq,p(ŝl2), and the
resultant elliptic weight functions coincide with those obtained in [12,44]. We discuss this case
in a separate paper. We here concentrate on the higher rank level-1 representation and obtain
a new result. The resultant elliptic weight functions are described by using the partitions of
[1, n] in a combinatorial way and give elliptic and dynamical analogues to those obtained by
Mimachi and Noumi [34,35], Tarasov and Varchenko [40,43]. The same method can be applied
to the trigonometric case too by using the vertex operators of Uq(ŝlN ) and allows us to derive
the trigonometric weight functions in [32, 44] for ŝl2 case and in [34, 35, 40] for slN case. See
also [18, 37, 43]. In the sequent paper we will discuss the finite-dimensional representations of
Uq,p(ŝlN ) on the Gelfand-Tsetlin basis and their geometric interpretations.
Our derivation has the following advantages.
1) It makes a representation theoretical meaning of the combinatorial structure of the weight
functions as well as of the partial flag variety transparent. Sec.4.1.
2) It makes the transition property of the weight function manifest. Sec.5.2.
3) It allows us to derive the shuffle algebra structure of the space of the weight functions.
Sec.5.5 & AppendixC.
As a byproduct we also give a new formula for formal elliptic hypergeometric integral solution
to the face type elliptic q-KZ equation [11,15].
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A part of the results has been presented in the workshops “Classical and Quantum inte-
grable systems”, July 11-15, 2016, EIMI, St.Petersburg, “Recent Advances in Quantum Inte-
grable Systems”, August 22-26, 2016, Univ.of Geneva and “Elliptic Hypergeometric Functions
in Combinatorics, Integrable Systems and Physics”, March 20-24, 2017, ESI, Vienna.
This paper is organized as follows. In Section 2 we prepare some notations including the
elliptic dynamical R matrices. In Section 3 we review a construction of the vertex operators of
the Uq,p(ŝlN )-modules. In particular we provide a free field realization of the vertex operators
for the level 1 representation. Section 4 is devoted to a derivation of the elliptic weight functions
of the slN -type by using the vertex operators. In Section 5 we discuss some basic properties of
the elliptic weight functions such as the triangular property, transition property, orthogonality,
quasi-periodicity and the shuffle algebra structures. In Section 6, we give a formal elliptic
hypergeometric integral solution to the face type elliptic q-KZ equation. In Appendix A we
summarize some basic facts on the elliptic quantum group Uq,p(ŝlN ). Appendix B is a summary
on the dynamical representations of Uq,p(ŝlN ) both the finite and infinite-dimensional cases. In
Appendix C we provide a proof of Proposition 5.10 including a derivation of the shuffle algebra
structure of the space of the weight functions.
While preparing this manuscript, we become aware of the paper by Rima´nyi, V.Tarasov and
A.Varchenko [42] which has some overlap with the content of the present paper.
2 Preliminaries
In this section we prepare the notation to be used in the text. Throughout this paper q are
generic complex numbers satisfying |q| < 1 unless otherwise specified.
2.1 The commutative algebra H
Let A = (aij) (0 ≤ i, j ≤ N − 1) be the generalized Cartan matrix of ŝlN = ŝl(N,C) [21]. Let
h = h˜⊕Cd, h˜ = h¯⊕Cc, h¯ = ⊕N−1i=1 Chi be the Cartan subalgebra of ŝlN . Define δ,Λ0, αi, Λ¯i (1 ≤
i ≤ N − 1) ∈ h∗ by
< αi, hj >= aji, < δ, d >= 1 =< Λ0, c >, < Λ¯i, hj >= δi,j (2.1)
the other pairings are 0. We set h¯∗ = ⊕N−1i=1 CΛ¯i, h˜
∗ = h¯∗ ⊕ CΛ0, Q = ⊕
N−1
i=1 Zαi and P =
⊕N−1i=1 ZΛ¯i. Let {ǫj (1 ≤ j ≤ N)} be an orthonormal basis in R
N with the inner product
(ǫj , ǫk) = δj,k. We set ǫ¯j = ǫj −
∑N
k=1 ǫk/N . We realize the simple roots by αj = ǫj − ǫj+1 (1 ≤
j ≤ N − 1) and the fundamental weights by Λ¯j = ǫ¯1 + · · · + ǫ¯j (1 ≤ j ≤ N − 1). We define
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hǫj ∈ h¯ (1 ≤ j ≤ N) by < ǫi, hǫj >= (ǫi, ǫj) and hα ∈ h¯ for α =
∑
j cjǫj , (cj ∈ C) by
hα =
∑
j cjhǫj . We regard h¯⊕ h¯
∗ as the Heisenberg algebra by
[hǫj , ǫk] = (ǫj , ǫk), [hǫj , hǫk ] = 0 = [ǫj , ǫk]. (2.2)
In particular, we have [hj , αk] = ajk. We also set h
j = hΛ¯j .
Let {Pα, Qβ} (α, β ∈ h¯
∗) be the Heisenberg algebra defined by the commutation relations
[Pǫj , Qǫk ] = (ǫj , ǫk), [Pǫj , Pǫk ] = 0 = [Qǫj , Qǫk ], (2.3)
where Pα =
∑
j cjPǫj for α =
∑
j cjǫj. We set Ph¯ = ⊕
N
j=1CPǫj , Qh¯ = ⊕
N
j=1CQǫj Pj = Pαj , P
j =
PΛ¯j and Qj = Qαj , Q
j = QΛ¯∨j
.
For the abelian group RQ = ⊕
N−1
i=1 ZQαi , we denote by C[RQ] the group algebra over C of
RQ. We denote by e
Qα the element of C[RQ] corresponding to Qα ∈ RQ.
We define the commutative algebra H by H = h˜⊕Ph¯ =
∑
j C(Pǫj +hǫj )+
∑
j CPǫj +Cc. We
denote the dual space of H by H∗ = h˜∗⊕Qh¯. We define the paring by (2.1), < Qα, Pβ >= (α, β)
and < Qα, hβ >=< Qα, c >=< Qα, d >= 0 =< α,Pβ >=< δ, Pβ >=< Λ0, Pβ >. We often
abbreviate Pǫj + hǫj as (P + h)ǫj and use (P + h)j,k = (P + h)ǫj − (P + h)ǫk , Pj,k = Pǫj − Pǫk ,
hj,k = hǫj − hǫk etc..
We define F =MH∗ to be the field of meromorphic functions on H
∗.
2.2 Infinite products
We use the following notations.
[n]q =
qn − q−n
q − q−1
, (x; q)∞ =
∞∏
n=0
(1− xqn),
(x; q, t)∞ =
∞∏
m,n=0
(1− xqmtn), (x; p, q, t)∞ =
∞∏
l,m,n=0
(1− xplqmtn),
Θp(z) = (z; p)∞(p/z; p)∞(p; p)∞,
Γ(x; q, t) =
(qt/x; q, t)∞
(x; q, t)∞
, Γ(x1, x2; q, t) = Γ(x1; q, t)Γ(x2; q, t),
Γ(x; p, q, t) = (x; p, q, t)∞(pqt/x; p, q, t)∞.
for |q| < 1, |t| < 1, |p| < 1.
2.3 Theta functions
Let r be a generic positive real number. We set p = q2r. In general we consider the level k ∈ R
representation of the elliptic quantum group Uq,p(g). See Appendix B. In that case we assume
r∗ = r − k > 0 and set p∗ = q2r
∗
.
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We use the following Jacobi’s odd theta functions.
[u] = q
u2
r
−uΘp(z), [u]
∗ = q
u2
r∗
−uΘp∗(z), (2.4)
[u+ r] = −[u], [u+ rτ ] = −e−πiτe−2πiu/r[u], (2.5)
[u+ r∗]∗ = −[u]∗, [u+ r∗τ∗]∗ = −e−πiτ
∗
e−2πiu/r
∗
[u]∗,
where z = q2u, p = e−2πi/τ , p∗ = e−2πi/τ
∗
.
2.4 The elliptic dynamical R-matrix of type ŝlN
Let V̂z be the N -dimensional dynamical evaluation representation of Uq,p(ŝlN ) given in Sec B.2
and {vµ (µ = 1, · · · , N)} be its basis. We consider the following elliptic dynamical R-matrix
R+(z1/z2,Π) ∈ EndC(V̂z1⊗˜V̂z2) given by
R+(z,Π) = ρ+(z)R(z,Π), (2.6)
R(z,Π) =
N∑
j=1
Ej,j ⊗ Ej,j +
∑
1≤j1<j2≤N
(
b(u, (P + h)j1,j2)Ej1,j1 ⊗ Ej2,j2 + b¯(z)Ej2,j2 ⊗Ej1,j1
+c(u, (P + h)j1,j2)Ej1,j2 ⊗Ej2,j1 + c¯(u, (P + h)j1,j2)Ej2,j1 ⊗ Ej1,j2) , (2.7)
where z = q2u, Πj,k = q
2(P+h)j,k ,
ρ+(z) = q−
N−1
N z
N−1
rN ρ˜+(z), ρ˜+(z) =
{q2Nq−2z}{q2z}
{q2Nz}{z}
{pq2N/z}{p/z}
{pq2Nq−2/z}{pq2/z}
, (2.8)
b(u, s) =
[s+ 1][s − 1][u]
[s]2[u+ 1]
, b¯(u) =
[u]
[u+ 1]
, (2.9)
c(u, s) =
[1][s + u]
[s][u+ 1]
, c¯(u, s) =
[1][s − u]
[s][u+ 1]
and {z} = (z; p, q2N )∞. This R matrix is gauge equivalent to Jimbo-Miwa-Okado’s A
(1)
N−1 face
type Boltzmann weight [17] and can be obtained by taking the vector representation of the
universal elliptic dynamical R matrix derived in [19]. See [26].
We also use R∗+(z,Π∗) with Π∗j,k = q
2Pj,k , which is obtained from R+(z,Π) by the following
replacement.
R∗+(z,Π∗) = R+(z,Π)
∣∣
p→p∗,r→r∗,[u]→[u]∗,P+h→P
.
The R+(z, q2s) satisfies the dynamical Yang-Baxter equation
R+(12)(z1/z2, q
2(s+h(3)))R+(13)(z1/z3, q
2s)R+(23)(z2/z3, q
2(s+h(1))))
= R+(23)(z2/z3, q
2s)R+(13)(z1/z3, q
2(s+h(2)))R+(12)(z1/z2, q
2s). (2.10)
where q2h
(l)
j,k acts on the l-th tensor space V̂zl by q
2h
(l)
j,kvµ = q
2<ǫ¯µ,hj,k>vµ, and the unitarity
R+(z, q2s)R(21)(z−1, q2s) = id
V̂z⊗V̂1
. (2.11)
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3 Vertex Operators of Uq,p(ŝlN)
In this section we summarize the known facts on the type I and II vertex operators of the
Uq,p(ŝlN )-modules obtained in [20,23].
3.1 Definition
Let V̂z be as in Sec.2.4 and V̂ (λ, ν) denote the irreducible level-k highest weight Uq,p(ŝlN )-module
with highest weight (λ, ν) in Definition B.4. The level-1 case is given in Theorem B.7. The type
I Φ(z) and the type II Ψ∗(z) vertex operators are the intertwiners of the Uq,p(ŝlN )-modules of
the form
Φ(z) : V̂ (λ, ν)→ V̂z⊗˜V̂ (λ
′, ν), (3.1)
Ψ∗(z) : V̂ (λ, ν)⊗˜V̂z → V̂ (λ, ν
′), (3.2)
where λ, λ′ ∈ h∗, ν, ν ′ ∈ H∗. The vertex operators satisfy the intertwining relations with respect
to the comultiplication ∆ given in Sec.A.6
∆(x)Φ(z) = Φ(z)x, (3.3)
xΨ∗(z) = Ψ∗(z)∆(x), ∀x ∈ Uq,p(ŝlN ). (3.4)
By using the L operator L̂+(z) given in (A.54) the main part of the intertwining relations can
be re-expressed as follows [27]:
(id⊗˜Φ(z2))L̂
+(z1) = R
+(12)(z1/z2,Π)L̂
+(13)(z1)(id⊗˜Φ(z2)), (3.5)
L̂+(z1)Ψ
∗(23)(z2) = Ψ
∗(23)(z2)L̂
+(12)(z1)R
+∗(13)(z1/z2,Π
∗q−2(h
(1)+h(3))). (3.6)
The relation (3.5) (resp. (3.6)) should be understood on V̂z1⊗˜V̂ (λ, ν) (resp. V̂z1⊗˜V̂ (λ, ν)⊗˜V̂z2).
We define the components of the vertex operators by
Φ(zq−1)u =
N∑
µ=1
vµ⊗˜Φµ (z) u, Ψ
∗(zqk−1)(u⊗˜vµ) = Ψ
∗
µ (z) u ∀u ∈ V̂ (λ, ν). (3.7)
Let Fj(z), Ej(z),K
+
j (z) be the elliptic currents in Definition A.9 and let F
+
j,l(z), E
+
l,j(z) be
the half currents in Definition A.12. From the intertwining relations (3.5)-(3.6) one can deduce
the following relations as the sufficient conditions [23].
Proposition 3.1. For the type I,
Φµ(z2) = F
+
µ,N (pq
−1z2)ΦN (z2) (1 ≤ µ ≤ N − 1), (3.8)
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and
ΦN (z2)K
+
N (z1) = ρ
+(qz1/z2)K
+
N (z1)ΦN (z2), (3.9)
[ΦN (z), Pǫ¯l ] = 0, [ΦN (z), Ej(w)] = 0. (1 ≤ l ≤ N, 1 ≤ j ≤ N − 1), (3.10)
[ΦN (z), (P + h)k,l] = −δl,NΦN(z), (k < l) (3.11)
FN−1(z1)ΦN (z2) =
[u1 − u2 +
1
2 ]
[u1 − u2 −
1
2 ]
ΦN (z2)FN−1(z1), (3.12)
Fj(z1)ΦN (z2) = ΦN (z2)Fj(z1) (1 ≤ j ≤ N − 2). (3.13)
For the type II,
Ψ∗µ(z2) = Ψ
∗
N (z2)E
+
N,µ(p
∗z2) (1 ≤ µ ≤ N − 1), (3.14)
and
K+N (z1)Ψ
∗
N (z2) = Ψ
∗
N (z2)K
+
N (z1)ρ
+∗(q1−kz1/z2), (3.15)
[Ψ∗N (z2), (P + h)ǫ¯l ] = 0, [Ψ
∗
N (z2), Fj(z1)] = 0 (1 ≤ l ≤ N, 1 ≤ j ≤ N − 1), (3.16)
[Ψ∗N (z), Pk,l] = −δl,NΨ
∗
N (z) (k < l), (3.17)
EN−1(z1)Ψ
∗
N (z2) =
[u1 − u2 −
1
2 ]
∗
[u1 − u2 +
1
2 ]
∗
Ψ∗N (z2)EN−1(z1), (3.18)
Ej(z1)Ψ
∗
N (z2) = Ψ
∗
N (z2)Ej(z1) (1 ≤ j ≤ N − 2). (3.19)
3.2 The level-1 vertex operators and commutation relations
For the level-1 representation (Sec.B.3), we have a free field realization of the vertex operators.
Theorem 3.2. [23] Let us assume |p| < |z| < 1. Let Λa (a = 0, 1, · · · , N−1) be the fundamental
weights of ŝlN . The components of the type I and the type II vertex operators, Φµ(z) : V̂ (Λa +
ν, ν)→ V̂ (Λa − µ+ ν, ν) and Ψ
∗
µ(z) : V̂ (Λa + ν, ν)→ V̂ (Λa + ν, ν − µ), are realized as follows.
ΦN (z) = : exp
∑
m6=0
(qm − q−m)E ′
+N
m z
−m
 : e−̂¯ǫN (−z)−hǫ¯N z 1r (P+h)ǫ¯N , (3.20)
Φµ(z) = F
+
µ,N (q
−1pz)ΦN (z)
= aµ,N
∮
TN−µ
N−1∏
m=µ
dtm
2πitm
ΦN (z)FN−1(tN−1)FN−2(tN−2) · · ·Fµ(tµ)ϕµ(z, tµ, · · · , tN−1; Π),
(1 ≤ µ ≤ N − 1), (3.21)
Ψ∗N (z) = : exp
−∑
m6=0
(qm − q−m)E+Nm z
−m
 : ê¯ǫN e−Qǫ¯N (−z)hǫ¯N z− 1r∗Pǫ¯N , (3.22)
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Ψ∗µ(z) = Ψ
∗
N (z)E
+
N,µ(p
∗z)
= a∗µ,N
∮
TN−µ
N−1∏
m=µ
dtm
2πitm
Ψ∗N (z)EN−1(tN−1)EN−2(tN−2) · · ·Eµ(tµ)ϕ
∗
µ(z, tµ, · · · , tN−1; Π
∗),
(1 ≤ µ ≤ N − 1) (3.23)
where E+jm and E
′+j
m =
1− p∗m
1− pm
qmE+jm are the orthonormal basis type elliptic bosons of level 1
given in (A.17). We also set ̂¯ǫN = ǫ¯N + ζǫ¯N as in Sec.B.3, Π = {Πµ,m (m = µ + 1, · · · , N)},
Π∗ = {Π∗µ,m (m = µ+ 1, · · · , N)},
ϕµ(z, tµ, · · · , tN−1; Π) =
N−1∏
m=µ
[vm+1 − vm + (P + h)µ,m+1 −
1
2 ][1]
[vm+1 − vm +
1
2 ][(P + h)µ,m+1]
, (3.24)
ϕ∗µ(z, tµ, · · · , tN−1; Π
∗) =
N−1∏
m=µ
[vm+1 − vm − Pµ,m+1 +
1
2 ]
∗[1]∗
[vm+1 − vm −
1
2 ]
∗[Pµ,m+1 − 1]∗
(3.25)
with z = q2u, tm = q
2vm , vN = u and
T
N−µ = {t ∈ CN−µ | |tµ| = · · · = |tN−1| = 1}.
Theorem 3.3. [23] The free field realizations of the type I Φµ(z) and the type II Ψ
∗
µ(z) vertex
operators satisfy the following commutation relations:
Φµ2(z2)Φµ1(z1) =
N∑
µ′1,µ
′
2=1
R(z1/z2,Π)
µ′1µ
′
2
µ1µ2 Φµ′1(z1)Φµ′2(z2), (3.26)
Ψ∗µ1(z1)Ψ
∗
µ2(u2) =
N∑
µ′1,µ
′
2=1
Ψ∗µ′2
(z2)Ψ
∗
µ′1
(z1)R
∗(z1/z2,Π
∗)µ1µ2
µ′1µ
′
2
, (3.27)
Φµ(z1)Ψ
∗
ν(z2) = χ(z1/z2)Ψ
∗
ν(z2)Φµ(z1). (3.28)
Here we set
R(z,Π) = µ(z)R(z,Π), R∗(z,Π∗) = µ∗(z)R
∗
(z,Π∗) (3.29)
with
µ(z) = z−
r−1
r
N−1
N
{pq2Nq−2z}{q2z}
{pz}{q2N z}
{p/z}{q2N/z}
{pq2Nq−2/z}{q2/z}
, (3.30)
µ∗(z) = z
r
r−1
N−1
N
{q2Nq−2z}∗{p∗q2z}∗
{z}∗{p∗q2Nz}∗
{1/z}∗{p∗q2N/z}∗
{q2Nq−2/z}∗{p∗q2/z}∗
(3.31)
and
χ(z) = z−
N−1
N
Θq2N (qz)
Θq2N (q/z)
. (3.32)
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4 Elliptic Weight Functions
In this section we present a simple derivation of the elliptic weight functions of type slN by
using the vertex operators prepared in the last section. The method can also be applied to the
rational and trigonometric cases if one has an appropriate realization of the vertex operators.
Let us consider the Uq,p(ŝlN ) level-1 type I vertex operators Φµ(z) (µ = 1, · · · , N) in The-
orem 3.2 and their n-point composition φ(z1, · · · , zn) = Φ(z1) ◦ · · · ◦ Φ(zn) : V̂ (Λa + ν, ν) →
V̂zn⊗˜ · · · ⊗˜V̂z1 ⊗˜V̂ (Λa′ + ν, ν), where a
′ = (0N − 1N − 2 · · · 21)n(a) is the cyclic permutation of
a. We have
φ(z1, · · · , zn) =
N∑
µ1,··· ,µn=1
vµn⊗˜ · · · ⊗˜vµ1⊗˜φµ1···µn(z1, · · · , zn),
φµ1···µn(z1, · · · , zn) = Φµ1(z1) · · ·Φµn(zn).
4.1 Combinatorial notations
For a given n-point operator φµ1···µn(z1, · · · , zn), it is convenient to introduce the following
combinatorial notations. Let [1, n] = {1, · · · , n}. Define the index set Il := { i ∈ [1, n] | µi = l}
(l = 1, · · · , N) and set λl := |Il|, λ := (λ1, · · · , λN ). Then I = (I1, · · · , IN ) is a partition of
[1, n], i.e.
I1 ∪ · · · ∪ IN = [1, n], Ik ∩ Il = ∅ (k 6= l).
We often denote thus obtained partition I by Iµ1,···µn and conversely the n-point operator by
φI(z1, · · · , zn). Let N = {m ∈ Z| m ≥ 0}. For λ = (λ1, · · · , λN ) ∈ N
N , let Iλ be the set of
all partitions I = (I1, · · · , IN ) satisfying |Il| = λl (l = 1, · · · , N). Note that for all I ∈ Iλ the
n-point operators φI(z1, · · · , zn) have the same weight −
∑n
j=1 ǫ¯µj . We call
∑n
j=1 ǫ¯µj the weight
associated with λ. We also set λ(l) := λ1+ · · ·+λl, I
(l) := I1∪· · ·∪Il and let I
(l) =: {i
(l)
1 < · · · <
i
(l)
λ(l)
}. It is also important to specify the numbering of the arguments of the elliptic currents Fl’s
appearing in the realization of the vertex operators Φµ(z). For l = 1, · · · , N − 1, we assign the
argument t
(l)
k to the elliptic current Fl attached to the i
(l)
k -th vertex operator.
Example 1. Let us consider the N = 3, n = 5, λ = (2, 2, 1) case. For example, the 5-point
operator
Φ2(z1)Φ1(z2)Φ3(z3)Φ1(z4)Φ2(z5) (4.1)
gives a partition I = (I1 = {2, 4}, I2 = {1, 5}, I3 = {3}). Hence I
(1) = {2, 4}, I(2) = {1, 2, 4, 5},
I(3) = {1, 2, 3, 4, 5}. In particular, i
(2)
1 = i
(3)
1 = 1, i
(1)
1 = i
(2)
2 = i
(3)
2 = 2, i
(3)
3 = 3, i
(1)
2 = i
(2)
3 =
9
i
(3)
4 = 4, i
(2)
4 = i
(3)
5 = 5. Then from Theorem 3.2 we obtain the following realization of the vertex
operators in (4.1).
Φ2(z1) = a2,3
∮
T
dt
(2)
1
2πit
(2)
1
Φ3(z1)F2(t
(2)
1 )ϕ2(z1, t
(2)
1 ; Π),
Φ1(z2) = a1,3
∮
T2
dt
(2)
2
2πit
(2)
2
dt
(1)
1
2πit
(1)
1
Φ3(z2)F2(t
(2)
2 )F1(t
(1)
1 )ϕ1(z2, t
(2)
2 , t
(1)
1 ; Π),
Φ1(z4) = a1,3
∮
T2
dt
(2)
3
2πit
(2)
3
dt
(1)
2
2πit
(1)
2
Φ3(z4)F2(t
(2)
3 )F1(t
(1)
2 )ϕ1(z2, t
(2)
3 , t
(1)
2 ; Π),
Φ2(z5) = a2,3
∮
T
dt
(2)
4
2πit
(2)
4
Φ3(z5)F2(t
(2)
4 )ϕ2(z4, t
(2)
4 ; Π).
Remark. [16,40] For a partition I and associated assignment of the variables t
(l)
a , it is convenient
to make a n×N table of the variables zj and t
(l)
a (j = 1, · · · , n, l = 1, · · · , N−1, a = 1, · · · , , λ(l))
obtained by the following rule: put t
(l)
a into the (i
(l)
a , l) box (i.e. a box located at the i
(l)
a -th row
and the l-th column ) and put z1, · · · , zn into the N -th column from top to bottom.
Example 2. The case given in Example 1, we obtain the following table.
t
(2)
1 z1
t
(1)
1 t
(2)
2 z2
z3
t
(1)
2 t
(2)
3 z4
t
(2)
4 z5
Remark. [16,35,40] For λ = (λ1, · · · , λN ) ∈ N
N , the above notation is well fit for a parametriza-
tion of the partial flag variety Fλ consisting of 0 = F0 ⊂ F1 ⊂ · · · ⊂ FN = C
n with
dimFl/Fl−1 = λl. Our assignment hence gives a representation theoretical meaning to such
parametrization.
4.2 Derivation
Substituting the expressions of the vertex operators (3.21) into the n-point operator, we obtain
φµ1···µn(z1, · · · , zn)
=
∮
TN−µ1
dt1 ΦN(z1)FN−1(t
(N−1)
1 ) · · ·Fµ1(t
(µ1)
1 )ϕµ1(z1, t
(N−1)
1 , · · · , t
(µ1)
1 ; {Πµ1,m}) · · ·
· · ·
∮
TN−µn
dtn ΦN (zn)FN−1(t
(N−1)
λ(N−1)
) · · ·Fµn(t
(µn)
λ(µn)
)ϕµn(z1, t
(N−1)
λ(N−1)
, · · · , t
(µn)
λ(µn)
; {Πµn,m}),
(4.2)
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where we set
dt1 = aµ1,N
N−1∏
j=µ1
dt
(j)
1
2πit
(j)
1
, dtn = aµn,N
N−1∏
j=µn
dt
(j)
λ(j)
2πit
(j)
λ(j)
, etc.
We then divide the integrand into two parts, the operator part Φ˜(t, z) and the kinematical
factor part ωµ1···µn(t, z,Π). The operator part consists of the normal ordered bare vertex oper-
ators ΦN (z)’s, the index-wise normal ordered elliptic currents Fl(t) (l = 1, · · · , N − 1) and the
symmetric part of the OPE coefficients. We put ΦN (z)’s and Fl(t)’s (l = 1, · · · , N − 1) in the
definite ordering specified below. The kinematical factor part consists of all ϕµ(z, tµ, · · · ; Π)’s,
all factors arising from the exchange relations between ΦN (z)’s and FN−1(t)’s as well as among
Fl(t)’s (l = 1, · · · , N − 1) and of all the non-symmetric part of the OPE coefficients.
The following procedure yields the weight functions, which are natural elliptic and dynamical
analogues of the trigonometric ones obtained in [34,35,40], as the kinematical factor part. The
procedure consists of the following 4 steps.
1. Move all ϕµ’s to the right end. Then the dynamical parameters in ϕµ get shift following
the exchange relation
Πν,mΦµ(z) = Φµ(z)Πν,mq
−2<ǫ¯µ,hν,m>.
2. Move all the elliptic currents Fl(t)’s to the right of all the bare vertex operators ΦN(z)’s
and arrange the order of all Fl(t)’s by collecting them into N − 1 groups by their indices.
Put these N − 1 groups in the decreasing order. Then one gets appropriate factors by the
exchange relations (A.47) and (3.12).
3. Take normal ordering of all ΦN (z)’s and each group of Fl(t)’s having the same indices
(l = 1, · · · , N − 1). Then one gets appropriate factors following the rule
ΦN (z1) · · ·ΦN (zm) =: ΦN (z1) · · ·ΦN (zm) :
∏
1≤k<l≤m
< ΦN (zk)ΦN (zl) >,
Fl(t1) · · ·Fl(tn) =: Fl(t1) · · ·Fl(tn) :
∏
1≤a<b≤n
< Fl(ta)Fl(tb) > .
The OPE coefficients are given as follows.
< ΦN (zk)ΦN (zl) > =
{q2zl/zk}{pq
2Nq−2zl/zk}
{pzl/zk}{q2Nzl/zk}
= (−)(N−1)/N z
r∗(N−1)/rN
k
Γ(q2zl/zk; p, q
2N )
Γ(q2Nzl/zk; p, q2N )
< ΦN (zk)ΦN (zl) >
Sym,
< Fl(ta)Fl(tb) > = t
2(r−1)/r
a
(q2tb/ta; p)∞(tb/ta; p)∞
(ptb/ta; p)∞(pq−2tb/ta; p)∞
=
[va − vb − 1]
[va − vb]
< Fl(ta)Fl(tb) >
Sym
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with the symmetric parts
< Fl(ta)Fl(tb) >
Sym= −(qtatb)
1−1/r (ta/tb; p)∞(tb/ta; p)∞
(pq−2ta/tb; p)∞(pq−2tb/ta; p)∞
,
< ΦN (zk)ΦN (zl) >
Sym=
(q2zk/zl, q
2zl/zk; p, q
2N )∞
(q2Nzk/zl, q2Nzl/zk; p, q2N )∞
.
4. For each l ∈ {1, · · · , N −1}, symmetrize the integration variables t
(l)
1 , · · · , t
(l)
λ(l)
. We denote
this procedure by Symt(l) .
Applying the above procedure to (4.2), we obtain the following.
φµ1···µn(z1, · · · , zn)
=
∮
TN−µ1
dt1 · · ·
∮
TN−µn
dtn ΦN (z1)FN−1(t
(N−1)
1 ) · · ·Fµ1(t
(µ1)
1 ) · · ·ΦN (zn)FN−1(t
(N−1)
λ(N−1)
) · · ·Fµn(t
(µn)
λ(µn)
)
×ϕµ1(z1, t
(N−1)
1 , · · · , t
(µ1)
1 ; {Πµ1,mq
−2
∑n
k=2<ǫ¯µk ,hµ1,m>}) · · ·ϕµn(zn, t
(N−1)
λ(N−1)
, · · · , t
(µn)
λ(µn)
; {Πµn,m})
=
∮
TM
dt ΦN (z1) · · ·ΦN (zn)FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
) · · ·F1(t
(1)) · · ·F1(t
(1)
λ(1)
)
×
N−2∏
l=1
λ(l)∏
a=1
λ(l+1)∏
b=1
i
(l)
a <i
(l+1)
b
[v
(l+1)
b − v
(l)
a − 1/2]
[v
(l+1)
b − v
(l)
a + 1/2]
λ(N−1)∏
a=1
n∏
l=2
[ul − v
(N−1)
a − 1/2]
[ul − v
(N−1)
a + 1/2]
×ϕµ1(z1, t
(N−1)
1 , · · · , t
(µ1)
1 ; {Πµ1,mq
−2
∑n
k=2<ǫ¯µk ,hµ1,m>}) · · ·ϕµn(zn, t
(N−1)
λ(N−1)
, · · · , t
(µn)
λ(µn)
; {Πµn,m})
=
∮
TM
dt : ΦN (z1) · · ·ΦN (zn) :: FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
) : · · · : F1(t
(1)
1 ) · · ·F1(t
(1)
λ(1)
) :
×
∏
1≤k<l≤n
< ΦN (zk)ΦN (zl) >
N−1∏
l=1
∏
1≤a<b≤λ(l)
< Fl(t
(l)
a )Fl(t
(l)
b ) >
×
N−2∏
l=1
λ(l)∏
a=1
λ(l+1)∏
b=1
i
(l)
a <i
(l+1)
b
[v
(l+1)
b − v
(l)
a − 1/2]
[v
(l+1)
b − v
(l)
a + 1/2]
λ(N−1)∏
a=1
n∏
l=2
[ul − v
(N−1)
a − 1/2]
[ul − v
(N−1)
a + 1/2]
×ϕµ1(z1, t
(N−1)
1 , · · · , t
(µ1)
1 ; {Πµ1,mq
−2
∑n
k=2<ǫ¯µk ,hµ1,m>}) · · ·ϕµn(zn, t
(N−1)
λ(N−1)
, · · · , t
(µn)
λ(µn)
; {Πµn,m}).
=
∮
TM
dt :ΦN (z1) · · ·ΦN (zn): : FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
): · · · :F1(t
(1)
1 ) · · ·F1(t
(1)
λ(1)
):
×
∏
1≤k<l≤n
< ΦN (zk)ΦN (zl) >
N−1∏
l=1
∏
1≤a<b≤λ(l)
< Fl(t
(l)
a )Fl(t
(l)
b ) >
Sym
× Symt(1) · · · Symt(N−1) U˜I(t, z,Π),
where we set M =
∑N−1
l=1 λ
(l) =
∑N−1
l=1 (N − l)λl,
dt =
n∏
j=1
aµj ,N
N−1∏
l=1
λ(l)∏
a=1
t
(l)
a
2πit
(l)
a
,
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and
U˜I(t, z,Π)
=
N−1∏
l=1
∏
1≤a<b≤λ(l)
[v
(l)
a − v
(l)
b − 1]
[v
(l)
a − v
(l)
b ]
×
N−2∏
l=1
λ(l)∏
a=1
λ(l+1)∏
b=1
i
(l)
a <i
(l+1)
b
[v
(l+1)
b − v
(l)
a − 1/2]
[v
(l+1)
b − v
(l)
a + 1/2]
×
λ(N−1)∏
a=1
n∏
k=2
[uk − v
(N−1)
a − 1/2]
[uk − v
(N−1)
a + 1/2]
×ϕµ1(z1, t
(N−1)
1 , · · · , t
(µ1)
1 ; {Πµ1,mq
−2
∑n
k=2<ǫ¯µk ,hµ1,m>}) · · ·ϕµn(zn, t
(N−1)
λ(N−1)
, · · · , t
(µn)
λ(µn)
; {Πµn,m})
with t = (t
(1)
1 , · · · , t
(1)
λ(1)
, · · · , t
(1)
1 , · · · , t
(N−1)
λ(N−1)
), z = (z1, · · · , zn), zk = q
2uk (k = 1, · · · , n), t
(l)
a =
q2v
(l)
a (l = 1, · · · , N − 1, a = 1, · · · , λ(l)).
Substituting (3.24) into U˜I(t, z,Π), we obtain
Proposition 4.1.
U˜I(t, z,Π) =
N−1∏
l=1
λ(l)∏
a=1
(
[v
(l+1)
b − v
(l)
a + (P + h)µs,l+1 − Cµs,l+1 −
1
2 ][1]
[v
(l+1)
b − v
(l)
a +
1
2 ][(P + h)µs,l+1 − Cµs,l+1(s)]
∣∣∣∣∣
i
(N)
s =i
(l+1)
b
=i
(l)
a
×
λ(l+1)∏
b=1
i
(l+1)
b
>i
(l)
a
[v
(l+1)
b − v
(l)
a −
1
2 ]
[v
(l+1)
b − v
(l)
a +
1
2 ]
λ(l)∏
b=a+1
[v
(l)
a − v
(l)
b − 1]
[v
(l)
a − v
(l)
b ]
 ,
where we set v
(N)
s = us and Cµs,l+1(s) :=
∑n
j=s+1 < ǫ¯µj , hµs ,l+1 >.
We thus obtain the following formula.
Theorem 4.2. For |p| < |z1|, · · · , |zn| < 1, we have
φµ1···µn(z1, · · · , zn) =
∮
TM
dt Φ˜(t, z)ωµ1···µn(t, z,Π),
where we set
Φ˜(t, z) =: ΦN (z1) · · ·ΦN (zn) :: FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
) : · · · : F1(t
(1)
1 ) · · ·F1(t
(1)
λ(1)
) :
×
∏
1≤k<l≤n
< ΦN (zk)ΦN (zl) >
Sym
N−1∏
l=1
∏
1≤a<b≤λ(l)
< Fl(t
(l)
a )Fl(t
(l)
b ) >
Sym, (4.3)
ωµ1···µn(t, z,Π) = µ
+(z) W˜I(t, z,Π), (4.4)
µ+(z) =
∏
1≤k<l≤n
(−)(N−1)/N z
r∗(N−1)/rN
k
Γ(q2zk/zl; p, q
2N )
Γ(q2Nzk/zl; p, q2N )
, (4.5)
W˜I(t, z,Π) = Symt(1) · · · Symt(N−1) U˜I(t, z,Π). (4.6)
Note that Φ˜(t, z) is a symmetric function in z1, · · · , zn as well as in t
(l)
1 , · · · , t
(l)
λ(l)
for each
l ∈ {1, · · · , N − 1}. The function W˜I(t, z,Π) is the weight function of type slN , which is an
elliptic and dynamical analogue of the trigonometric one in [34,35,40].
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Remark. In our derivation, the weight functions are determined modulo adding co-boundary
terms associated with the multiple integral. In (4.6) we have resolved this ambiguity by requiring
that their trigonometric limit coincide with the known results in [34, 35, 40]. An alternative
and more intrinsic way to fix this ambiguity is provably to require the triangular property in
Proposition 5.1. We apply the same argument to the proof of Propositions 5.2 and C.2.
For a partition I = (I1, · · · , IN ) ∈ Iλ, let Ik = {ik,1 < · · · < ik,λk} (k = 1, · · · , N). The
dynamical shift term Cµs,l+1 appearing in U˜I(t, z,Π) has the following combinatorial expression.
Proposition 4.3.
Cµs,l+1(s) =
λµs − λl+1 − s˜+mµs,l+1(s)− 1 if s < il+1,λl+1λµs − s˜ if s > il+1,λl+1
where for s ∈ [1, n] we define s˜ by iµs,s˜ = s and mµs,l+1(s) by
mµs,l+1(s) = min{1 ≤ j ≤ λl+1 | s < il+1,j } for s < il+1,λl+1 .
Proof. Note by definition µs ≤ l and
n∑
j=s+1
< ǫ¯µj , hµs,l+1 >=
n∑
j=s+1
(δµj ,µs − δµj ,l+1).
Let Iµs = {iµs,1 < · · · < s = iµs,s˜ < · · · < iµs,λµs}, then
∑n
j=s+1 δµj ,µs = λµs − s˜. If s < il+1,λl+1
there exists mµs,l+1(s) so that s < il+1,j ∈ Il+1 (mµs,l+1(s) ≤ j ≤ λl+1). Hence
∑n
j=s+1 δµj ,l+1 =
λl+1 −mµs,l+1(s) + 1. If s > il+1.λl+1 then
∑n
j=s+1 δµj ,l+1 = 0.
4.3 Entire function version
Let us set
Hλ(t, z) :=
N−1∏
l=1
λ(l)∏
a=1
λ(l+1)∏
b=1
[
v
(l+1)
b − v
(l)
a +
1
2
]
. (4.7)
The following gives an entire function version of W˜I
WI(t, z,Π) = Hλ(t, z)W˜I(t, z,Π) = Symt(1) · · · Symt(N−1)UI(t, z,Π), (4.8)
where
UI(t, z,Π) =
N−1∏
l=1
λ(l)∏
a=1

[
v
(l+1)
b − v
(l)
a + (P + h)µs,l+1 − Cµs,l+1(s)−
1
2
]
[1]
[(P + h)µs,l+1 − Cµs,l+1(s)]
∣∣∣∣∣∣
i
(N)
s =i
(l+1)
b
=i
(l)
a
×
λ(l+1)∏
b=1
i
(l+1)
b
>i
(l)
a
[
v
(l+1)
b − v
(l)
a −
1
2
] λ(l+1)∏
b=1
i
(l+1)
b
<i
(l)
a
[
v
(l+1)
b − v
(l)
a +
1
2
] λ(l)∏
b=a+1
[v
(l)
b − v
(l)
a + 1]
[v
(l)
b − v
(l)
a ]
 .
(4.9)
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In the trigonometric (p → 0) and non-dynamical (neglecting the factors depending on P + h )
limit the WI coincides with those discussed in [40] by making the shift v
(l) 7→ v(l) + l/2. See
Sec.5. Note however that in this limit our W˜I are slightly different from those in (6.2) [40] due
to the difference between our Hλ(t, z) and E(t, h) in (6.1) from [40].
4.4 Combinatorial description
One can determine each factor in UI(t, z,Π) by using the following one to one correspondence to
a pair of variables (t
(l)
a , t
(l′)
b ) in a table introduced in Sec.4.1 [16,40]. As above we set t
(N)
a = za.
• for each pair (t
(l)
a , t
(l+1)
b ) (l = 1, · · · , N − 1) in the same row (i.e. the i
(l)
a = i
(l+1)
b -th row),
assign a factor [
v
(l+1)
b − v
(l)
a + (P + h)µs ,l+1 −Cµs,l+1(s)−
1
2
]
[1]
[(P + h)µs ,l+1 − Cµs,l+1(s)]
,
where s is the index of zs located in the same row ( i
(l)
a = i
(l+1)
b = i
(N)
s ).
• for each pair (t
(l)
a , t
(l+1)
b ) (l = 1, · · · , N − 1), where t
(l+1)
b is located in the lower row than
t
(l)
a ( i.e. i
(l)
a < i
(l+1)
b ), assign [
v
(l+1)
b − v
(l)
a −
1
2
]
.
• for each pair (t
(l)
a , t
(l+1)
b ) (l = 1, · · · , N − 1), where t
(l+1)
b is located in the upper row than
t
(l)
a (i.e. i
(l)
a > i
(l+1)
b ), assign [
v
(l+1)
b − v
(l)
a +
1
2
]
.
• for each pair (t
(l)
a , t
(l)
b ) (1 ≤ a < b ≤ λ
(l)) in the l-th column (l = 1, · · · , N − 1), assign
[v
(l)
b − v
(l)
a + 1]
[v
(l)
b − v
(l)
a ]
.
Example 3. For the case N = 3, n = 4, I = {I1 = {2}, I2 = {1, 4}, I3 = {3}} = I2132
t
(2)
1 z1
t
(1)
1 t
(2)
2 z2
z3
t
(2)
3 z4
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we obtain
UI(t, z,Π)
=
[v
(2)
2 − v
(1)
1 + (P + h)1,2 − C1,2(2)− 1/2][1]
[(P + h)1,2 − C1,2(2)]
[u1 − v
(2)
1 + (P + h)2,3 − C2,3(1)− 1/2][1]
[(P + h)2,3 − C2,3(1)]
×
[u2 − v
(2)
2 + (P + h)1,3 − C1,3(2) − 1/2][1]
[(P + h)1,3 − C1,3(2)]
[u4 − v
(2)
3 + (P + h)2,3 − C2,3(4)− 1/2][1]
[(P + h)2,3 − C2,3(4)]
×[v
(2)
3 − v
(1)
1 − 1/2][u2 − v
(2)
1 − 1/2][u3 − v
(2)
1 − 1/2][u4 − v
(2)
1 − 1/2][u3 − v
(2)
2 − 1/2][u4 − v
(2)
2 − 1/2]
×[v
(2)
1 − v
(1)
1 + 1/2][u1 − v
(2)
2 + 1/2][u1 − v
(2)
3 + 1/2][u2 − v
(2)
3 + 1/2][u3 − v
(2)
3 + 1/2]∏
1≤a<b≤3
[v
(2)
b − v
(2)
a + 1]
[v
(2)
b − v
(2)
a ]
.
Furthermore, in order to compute Cµs,l+1(s) by Proposition 4.3, it is convenient to draw a
n×N table of the elements in Il = {il,1 < · · · < il,λl} (l = 1, · · · , N) obtained by the rule: put
il,a into the (il,a, l) box.
Example 4. For the case in Example 3, we have
i2,1
i1,1
i3,1
i2,2
For C1,2(2), we have s = i1,1 = 2 < i2,2 = 4, m1,2(2) = 2. Hence
C1,2(2) = 1− 2− 1 + 2− 1 = −1 =
∑
j=3,4
< ǫ¯µj , h1,2 > .
For C2,3(1), we have s = i2,1 = 1 < i3,1 = 3, m2,3(1) = 1. Hence
C2,3(1) = 2− 1− 1 + 1− 1 = 0 =
∑
j=2,3,4
< ǫ¯µj , h2,3 > .
For C1,3(2), we have s = i1,1 = 2 < i3,1 = 3, m1,3(2) = 1. Hence
C1,3(2) = 1− 1− 1 + 1− 1 = −1 =
∑
j=3,4
< ǫ¯µj , h1,3 > .
For C2,3(4), we have s = i2,2 = 4 > i3,1 = 3. Hence
C2,3(4) = 2− 2 = 0.
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5 Properties of the Elliptic Weight Functions
In this section we discuss some basic properties of the elliptic weight functions. We consider
the following weight functions obtained from those in the last section by v
(l)
a 7→ v
(l)
a + l/2
(l = 1, · · · , N, a = 1, · · · , λ(l)).
WI(t, z,Π) = Symt(1) · · · Symt(N−1)UI(t, z,Π), (5.1)
UI(t, z,Π) =
N−1∏
l=1
λ(l)∏
a=1

[
v
(l+1)
b − v
(l)
a + (P + h)µs,l+1 − Cµs,l+1(s)
]
[1]
[(P + h)µs ,l+1 − Cµs,l+1(s)]
∣∣∣∣∣∣
i
(N)
s =i
(l+1)
b
=i
(l)
a
×
λ(l+1)∏
b=1
i
(l+1)
b
>i
(l)
a
[
v
(l+1)
b − v
(l)
a
] λ(l+1)∏
b=1
i
(l+1)
b
<i
(l)
a
[
v
(l+1)
b − v
(l)
a + 1
] λ(l)∏
b=a+1
[v
(l)
b − v
(l)
a + 1]
[v
(l)
b − v
(l)
a ]
 .
(5.2)
Accordingly using
Hλ(t, z) :=
N−1∏
l=1
λ(l)∏
a=1
λ(l+1)∏
b=1
[
v
(l+1)
b − v
(l)
a + 1
]
, (5.3)
the meromorphic function version of WI is given by
W˜I(t, z,Π) =
WI(t, z,Π)
Hλ(t, z)
. (5.4)
5.1 Triangular property
For I, J ∈ Iλ, let I
(l) = {i
(l)
1 < · · · < i
(l)
λ(l)
} and J (l) = {j
(l)
1 < · · · < j
(l)
λ(l)
} (l = 1, · · · , N). Define
a partial ordering 6 by
I 6 J ⇔ i(l)a ≤ j
(l)
a ∀l, a.
Let us denote by t = zI the specialization t
(l)
a = zi(l)a
(l = 1, · · · , N − 1, a = 1, · · · , λ(l)) [40]. The
weight function has the following triangular property.
Proposition 5.1. For I, J ∈ Iλ,
(1) W˜J(zI , z,Π) = 0 unless I 6 J .
(2)
W˜I(zI , z,Π) =
∏
1≤k<l≤N
∏
a∈Ik
∏
b∈Il
a<b
[ub − ua]
[ub − ua + 1]
.
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Proof. (1) follows from the same argument as in [40] Lemma 6.2.
(2) follows from
WI(zI , z,Π) =
∏
1≤k<l≤N
∏
a∈Ik
∏
b∈Ik
[ub − ua + 1]
∏
b∈Il
a<b
[ub − ua]
∏
b∈Il
a>b
[ub − ua + 1]


×
∏
1≤k<l≤N−1
∏
a∈Ik
∏
b∈Il
[ub − ua + 1][ua − ub + 1],
Hλ(zI , z) =
∏
1≤k<l≤N
∏
a∈Ik
∏
b∈Ik
[ub − ua + 1]
∏
b∈Il
[ub − ua + 1]

×
∏
1≤k<l≤N−1
∏
a∈Ik
∏
b∈Il
[ub − ua + 1][ua − ub + 1].
For σ ∈ Sn, let us denote σ
−1(I) = Iµσ(1)···µσ(n) and σ(z) = (zσ(1), · · · , zσ(n)). Following [40],
let us set W˜σ,I(t, z,Π) = W˜σ−1(I)(t, σ(z),Π) and W˜id,I(t, zΠ) = W˜I(t, z,Π). Let us consider the
matrix Ŵσ(z,Π), whose (I, J) element is given by W˜σ,J(zI , z,Π) (I, J ∈ Iλ). We put the matrix
elements in the decreasing order with respect to 6. Then Proposition 5.1 yields that the matrix
Ŵid(z,Π) is lower triangular, whereas Ŵσ0(z,Π) with σ0 being the longest element in Sn is
upper triangular. In particular, for generic ua (a = 1, · · · , n), Ŵσ(z,Π) is invertible.
5.2 Transition property
Proposition 5.2. Let I = Iµ1···µiµi+1···µn ∈ Iλ.
W˜I··· µi+1µi···(t, · · · , zi+1, zi, · · · ,Π)
=
∑
µ′i,µ
′
i+1
R(zi/zi+1,Πq
−2
∑n
j=i<ǫ¯µj ,h>)
µ′iµ
′
i+1
µiµi+1 W˜I··· µ′
i
µ′
i+1
···
(t, · · · , zi, zi+1, · · · ,Π). (5.5)
Proof. From Theorem 4.2 we have
φ···µi+1µi···(· · · , zi+1, zi, · · · ) =
∮
TM
dt Φ˜(t, z) ω···µi+1µi···(t, · · · , zi+1, zi, · · · ; Π)
where we used the symmetry property of Φ˜(t, z) under any permutations of z1, · · · , zn. Using
the exchange relation (3.26) in the left hand side, we obtain
φ···µi+1µi···(· · · , zi+1, zi, · · · )
=
∑
µ′i,µ
′
i+1
R(zi/zi+1,Πq
2
∑i−1
j=1<ǫ¯µj ,h>)
µ′iµ
′
i+1
µiµi+1 φ···µ′iµ′i+1···(· · · , zi, zi+1, · · · )
=
∮
TM
dt Φ˜(t, z)
∑
µ′i,µ
′
i+1
R(zi/zi+1,Πq
−2
∑n
j=i<ǫ¯µj ,h>)
µ′iµ
′
i+1
µiµi+1 ω···µ′iµ′i+1···(t, · · · , zi, zi+1, · · · ; Π).
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Note that µ(z) (3.30) in the R matrix is related to µ+(z) (4.5) by
µ(zi/zi+1) = µ
+(· · · , zi+1, zi, · · · )/µ
+(· · · , zi, zi+1, · · · ).
Comparing the integrand we obtain the desired relation.
Let si = (i i+ 1) ∈ Sn(i = 1, · · · , n− 1) denote the adjacent transpositions. Let us set
R(si,id)(z,Π)II = R(zi/zi+1,Πq
2
∑i−1
j=1<ǫ¯µj ,h>)
µiµi+1
µiµi+1 ,
R(si,id)(z,Π)
si(I)
I = R(zi/zi+1,Πq
2
∑i−1
j=i<ǫ¯µj ,h>)
µi+1µi
µiµi+1 .
Then one can rewrite (5.5) as
W˜si,I(t, z,Π)
=

W˜I(t, z,Π) if si(I) = I
R(si,id)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>)IIW˜id,I(t, z,Π)
+R(si,id)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>)
si(I)
I W˜id,si(I)(t, z,Π) if si(I) 6= I
.
In general, let us consider the n-point operator
φσ−1(I)(σ(z)) = Φµσ(1)(zσ(1)) · · ·Φµσ(n)(zσ(n)).
By using the exchange relation (3.26) repeatedly we obtain
φσ−1(I)(σ(z)) =
∑
I′
R(σ,σ
′)(z,Π)I
′
I φσ′−1(I′)(σ
′(z))
where R(σ,σ
′)(z,Π)I
′
I denotes a coefficient given by a certain sum of products of the R matrix
elements in (2.9). Then by the same argument as in the proof of Proposition 5.2 we obtain
W˜σ,I(t, z,Π) =
∑
I′
R(σ,σ
′)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>)I
′
I W˜σ′,I′(t, z,Π). (5.6)
Let us define the matrix R(σ,σ
′)(z,Π) by
R(σ,σ
′)(z,Π) =
(
R(σ,σ
′)(z,Π)JI
)
I,J∈Iλ
.
Then we can rewrite (5.6)
Ŵσ(z,Π) = Ŵσ′(z,Π)
tR(σ,σ
′)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>). (5.7)
or
Ŵσ′(z,Π)
−1 Ŵσ(z,Π) =
tR(σ,σ
′)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>). (5.8)
By taking the transposition and the shift Π 7→ Πq2
∑n
j=1<ǫ¯µj ,h>, we obtain
tŴσ(z,Πq
2
∑n
j=1<ǫ¯µj ,h>)
(
tŴσ′(z,Πq
2
∑n
j=1<ǫ¯µj ,h>)
)−1
= R(σ,σ
′)(z,Π) . (5.9)
In addition, we have
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Proposition 5.3.
tR(σ,σ
′)(z,Πq−2
∑n
j=1<ǫ¯µj ,h>) = R(σ,σ
′)(z,Π−1). (5.10)
Proof. It is enough to show the case that R(σ,σ
′)(z,Π) is given by
R(23)(z2/z3,Π)R
(13)(z1/z3,Πq
2h(2))R(12)(z1/z2,Π).
The desired equality follows from the properties of the R matrix (2.6) such as tR(z,Π) =
R(z,Π−1) and R(z,Πq2(h
(1)+h(2))) = R(z,Π) as well as the dynamical Yang-Baxter equation
(2.10).
5.3 Orthogonality
This is an elliptic and dynamical analogue of the same property given in [40].
Proposition 5.4. For J,K ∈ Iλ,∑
I∈Iλ
WJ(zI , z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>)Wσ0(K)(zI , σ0(z),Π)
Q(zi)R(zI)S(zI)2
= δJ,K ,
where
∑n
j=1 ǫ¯µj is the weight associated with λ (Sec.4.1), and
Q(zI) =
∏
1≤k<l≤N
∏
a∈Ik
∏
b∈Il
[ub − ua + 1],
R(zI) =
∏
1≤k<l≤N
∏
a∈Ik
∏
b∈Il
[ub − ua],
S(zI) =
N∏
1≤k<l≤N
∏
a,b∈Ik
[ua − ub + 1]
N∏
1≤k 6=l≤N−1
∏
a∈Ik
∏
b∈Il
[ua − ub + 1].
Proof. The proof is parallel to the one in [40] except for the dynamical shift. From (5.8), (5.9)
and (5.10) with σ = σ0 and σ
′ = id, we have
Ŵid(z,Π)
−1Ŵσ0(z,Π) =
tŴσ0(z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>)
(
tŴid(z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>)
)−1
.
Hence
Ŵid(z,Π)
tŴσ0(z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>) = Ŵσ0(z,Π)
tŴid(z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>).
Since the LHS is a lower triangular matrix and the RHS is an upper triangular matrix, this must
be a diagonal matrix. Let us denote it by S. It’s diagonal entries are obtained from Proposition
5.1 (2) as
SII = W˜I(zI , z,Π)W˜σ0(I)(zI , σ0(z),Π
−1q2
∑n
j=1<ǫ¯µj ,h>) =
R(zI)
Q(zI)
.
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We then obtain
tŴid(z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>)S−1Ŵσ0(z,Π) = id
Taking the (J,K) component of this relation, we obtain∑
I∈Iλ
W˜J(zI , z,Π
−1q2
∑n
j=1<ǫ¯µj ,h>)
Q(zI)
R(zI)
W˜σ0(K)(zI , σ0(z),Π) = δJ,K
Furthermore noting
W˜J(zI , z,Π) =
WJ(zI , z,Π)
Hλ(zI , z)
∀J ∈ Iλ
and from the proof of Proposition 5.1
Hλ(zI , z) = Hλ(zI , σ0(z)) = Q(zI)S(zI)
we obtain the desired result.
Remark. In [42], the following function is used instead of our Hλ(t, z).
Eλ(t, z) =
N−1∏
l=1
λ(l)∏
a=1
λ(l)∏
b=1
[v
(l)
b − v
(l)
a + 1].
The specialization Eλ(zI , z) coincides with our S(zI).
5.4 Quasi-periodicity
Remember that we set t
(l)
a = q2v
(l)
a , zk = q
2uk and Πj,k = q
2(P+h)j,k . Note that t
(l)
a 7→ pt
(l)
a ⇔
v
(l)
a 7→ v
(l)
a + r and t
(l)
a 7→ e−2πit
(l)
a ⇔ v
(l)
a 7→ v
(l)
a + rτ . From (2.5) and Proposition 4.3 we obtain
the following statement.
Proposition 5.5. For I ∈ Iλ, the weight functionsWI(t, z,Π) have the following quasi-periodicity.
WI(· · · , pt
(l)
a , · · · , z,Π) = (−1)
λ(l+1)+λ(l−1)WI(· · · , t
(l)
a , · · · , z,Π),
WI(· · · , e
−2πit(l)a , · · · , z,Π)
= (−e−πiτ )λ
(l+1)+λ(l−1)
× exp
−2πir
(λ(l+1) + λ(l−1))v(l)a − λ(l+1)∑
b=1
v
(l+1)
b −
λ(l−1)∑
c=1
v(l−1)c − (P + h)l,l+1 − λl+1

×WI(· · · , t
(l)
a , · · · , z,Π) (1 ≤ a ≤ λ
(l), 1 ≤ l ≤ N − 1).
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Furthermore noting
Hλ(· · · , pt
(l)
a , · · · , z) = (−1)
λ(l+1)+λ(l−1)Hλ(· · · , t
(l)a, · · · , z),
Hλ(· · · , e
−2πit(l)a , · · · , z) = (−e
−πiτ )λ
(l+1)+λ(l−1)
× exp
−2πir
(λ(l+1) + λ(l−1))v(l)a − λ(l+1)∑
b=1
v
(l+1)
b −
λ(l−1)∑
c=1
v(l−1)c − λl+1 − λl

×Hλ(· · · , t
(l)
a , · · · , z),
we obtain
Proposition 5.6. The meromorphic weight functions W˜I(t, z,Π) have the following quasi-
periodicity.
W˜I(· · · , pt
(l)
a , · · · , z,Π) = W˜I(· · · , t
(l)
a , · · · , z,Π),
W˜I(· · · , e
−2πit(l)a , · · · , z,Π) = exp
{
2πi
r
((P + h)l,l+1 − λl)
}
W˜I(· · · , t
(l)
a , · · · , z,Π)
(l = 1, · · · , N − 1, a = 1, · · · , λ(l)).
For λ = (λ1, · · · , λN ) ∈ N
N , |λ| = n, let z(n) = (z1, · · · , zn) ∈ (C
∗)n. For I = Iµ1···µn ∈ Iλ,
we denote by ΠI a set of dynamical parameters {Πµk ,j = q
2(P+h)µk,j (k = 1, · · · , n, j = µk +
1, · · · , N)},where (P + h)j,k ∈ C/rZ (1 ≤ j < k ≤ N), and set Πλ = ∪I∈IλΠI .
Definition 5.7. For λ = (λ1, · · · , λN ) ∈ N
N , |λ| = n, we define M
(n)
λ (z
(n),Πλ) to be the space
of meromorphic functions F (t; z,Π) of M =
∑N−1
l=1 (N − l)λl variables t = (t
(1)
1 , · · · , t
(1)
λ(1)
, · · · ,
t
(N−1)
1 , · · · , t
(N−1)
λ(N−1)
) such that
(1) F (t; z,Π) is symmetric in t
(l)
1 , · · · , t
(l)
λ(l)
for each l ∈ {1, · · · , N − 1}.
(2) F (t; z,Π) has the quasi-periodicity
F (· · · , pt(l)a , · · · ; z,Π) = F (t; z,Π),
F (· · · , e−2πit(l)a ; · · · , z,Π) = exp
{
2πi
r
((P + h)l,l+1 − λl)
}
F (t; z,Π)
(l = 1, · · · , N − 1, a = 1, · · · , λ(l)).
Let us consider the subspaceM
+(n)
λ (z
(n),Πλ) := SpanC{ W˜I(t, z,Π) (I ∈ Iλ) } ofM
(n)
λ (z,Πλ).
From Proposition 5.1, we obtain
Proposition 5.8. dimCM
+(n)
λ (z
(n),Πλ) =
n!
λ1! · · · λN !
.
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Remark. For λ = (λ1, · · · , λN ) ∈ N
N , let x = t(x
(1)
1 , · · · , x
(1)
λ(1)
, · · · , x
(N−1)
1 , · · · , x
(N−1)
λ(N−1)
) ∈ CM .
From Proposition 5.5 one can deduce a symmetric integral M × M matrix N and a vector
ξ ∈ (C/rZ)M , which yield the following quadratic form N(x) = txNx and the linear form
ξ(x) = txξ.
N(x) =
N−2∑
l=1
λ(l)∑
a=1
λ(l+1)∑
b=1
(x(l)a − x
(l+1)
b )
2 + n
λ(N−1)∑
a=1
(x(N−1)a )
2,
ξ(x) = −
N−1∑
l=1
λ(l)∑
a=1
x(l)a ((P + h)l,l+1 + λl+1)−
λ(N−1)∑
a=1
n∑
k=1
x(N−1)a uk.
Then by Appel-Humbert theorem [31], a pair (N, ξ) characterizes a line bundle L(N, ξ) :
(CM × C)/ΛM → CM , where Λ = rZ+ rZτ , with action
ω · (x, η) = (x+ ω, eω(x)η), ω ∈ Λ
M , x ∈ CM , η ∈ C,
and cocycle
enr+mrτ (x) = (−1)
tnNn(−eiπτ )
tmNme
2πi
r
tm(Nx+ξ), n,m ∈ ZM .
Moreover Θ+λ (z,Πλ) := SpanC{ WI(t, z,Π) (I ∈ Iλ) } is a space of sections of L(N, ξ). See for
example, [14].
5.5 Shuffle algebra structure
Consider a graded C-vector space
M(z,Π) =
⊕
n∈N
⊕
λ∈NN
|λ|=n
M
(n)
λ (z
(n),Πλ)
with M
(0)
(0,··· ,0)(z
(0),Π) = C1.
Definition 5.9. For F (t; z(m),ΠI) ∈ M
(m)
λ (z
(m),Πλ), G(t
′; z′(n),Π′I′) ∈ M
(n)
λ′(z
′(n),Π′λ′), we
define the bilinear product ⋆ on M(z,Π) by
(F ⋆ G)(t
(1)
1 , · · · , t
(1)
λ(1)+λ′(1)
, · · · , t
(N−1)
1 , · · · , t
(N−1)
λ(N−1)+λ′(N−1)
; z1, · · · , zm+n,ΠI+I′)
:=
1∏N−1
l=1 λ
(l)!λ
′(l)!
Sym(1) · · · Sym(N−1)
[
F (t, z,ΠIq
−2
∑n
j=1<ǫ¯µ′
j
,h>
) G(t′, z′,Π′I′) Ξ(t, t
′, z, z′)
]
,
(5.11)
where I ′ = I ′µ′1···µ′n
and
Ξ(t, t′, z, z′) =
N−1∏
l=1
λ(l)∏
a=1
λ′(l+1)∏
b=1
[v′b
(l+1) − v
(l)
a ]
[v′b
(l+1) − v
(l)
a + 1]
λ
′(l)∏
c=1
[v′c
(l) − v
(l)
a + 1]
[v′c
(l) − v
(l)
a ]
 .
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In the LHS of (5.11), we set t
(l)
λ(1)+a
:= t′(l)a (a = 1, · · · , λ
′(l)), zm+k := z
′
k (k = 1, · · · , n)
and ΠI+I′ = {Πµk ,j (k = 1, · · · ,m + n, j = µk + 1, · · · , N)}, where Πµm+k ,j := Π
′
µ′
k
,j (k =
1, · · · , n, j = µ′k + 1, · · · , N).
This endows M(z,Π) with a structure of an associative unital algebra with the unit 1.
In [14], a sl2 version of the ⋆-product is given.
Let us consider the subspace of M(z,Π).
M+(z,Π) =
⊕
n∈N
⊕
λ∈NN
|λ|=n
M
+(n)
λ (z
(n),Πλ).
From (5.1)-(5.2) it turns out that all the elements in M+(z,Π) satisfy the following pole and
wheel conditions. For F (t; z,Π) ∈ M
+(n)
λ (z
(n),Πλ),
1) there exists an entire function f(t; z,Π) ∈ Θ+λ (z
(n),Πλ) such that
F (t; z,Π) =
f(t; z,Π)
Hλ(t, z)
where Hλ(t, z) is given in (5.3).
2) f(t; z,Π) = 0 once t
(l)
a /t
(l+ε)
c = q2ε and t
(l+ε)
c /t
(l)
b = 1 for some l, ε, a, b, c, where ε ∈ {±1},
l = 1, · · · , N , a, b = 1, · · · , λ(l), c = 1, · · · , λ(l+ε) and t
(N)
a = za.
Proposition 5.10. The subspace M+(z,Π) ⊂M(z,Π) is ⋆-closed.
A proof is given in Appendix C.
Remark. The subalgebra (M+(z,Π), ⋆) is an AN−1-type elliptic and dynamical analogue of the
shuffle algebra studied in [9, 38], where the A
(1)
N−1-type was discussed. (M
+(z,Π), ⋆) is also
similar to the elliptic algebra discussed in [8]. We will discuss the implications of the algebra
(M+(z,Π), ⋆) in a separate paper.
6 Elliptic q-KZ Equation
In this section we consider traces of the n-point operators φµ1···µn(z1, · · · , zn) in Sec.4 and show
that they satisfy the face type elliptic q-KZ equation derived in [11, 15]. Evaluating the traces
explicitly we obtain formal elliptic hypergeometric integral solutions to the equation.
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6.1 Trace of the vertex operators
Let us consider the following trace of the n-point operator.
F a(z1, · · · , zn; Π) = trFa,ν (q
−κd̂ Φ(z1) · · ·Φ(zn))
=
∑
µ1,··· ,µn
vµn⊗˜ · · · ⊗˜vµ1F
a
µ1···µn(z1, · · · , zn; Π) (6.1)
F aµ1···µn(z1, · · · , zn; Π) = trFa,ν (q
−κd̂ Φµ1(z1) · · ·Φµn(zn)) (6.2)
where Fa,ν = Fa,ν(ξ, η) (a = 0, 1, · · · , N − 1) are given in (B.1). To make the trace well-defined,
the total weight of the operators in side of the trace must be zero
n∑
j=1
ǫ¯µj = 0.
Since
∑N
j=1 ǫ¯j = 0, this condition is equivalent to λ1 = λ2 = · · · = λN for I = Iµ1···µn ∈ Iλ.
Lemma 6.1.
(1) F aµ1µ2···µn(z1, z2, · · · , q
κzn; Π) = F
a′
µnµ1···µn−1(zn, z1, · · · , zn−1; Πq
−2<ǫ¯µn ,h>),
(2) F aµ1···µiµi+1···µn(· · · , zi, zi+1, · · · ; Π)
=
∑
µ′
i
µ′
i+1
R
(
zi+1
zi
,Πq2
∑i−1
j=1<ǫ¯µj ,h>
)µ′i+1µ′i
µi+1µi
F aµ1···µ′i+1µ′i···µn
(· · · , zi+1, zi, · · · ; Π),
where a′ denotes the cyclic permutation of a by (0 N − 1 N − 2 · · · 2 1) ∈ SN .
Proof. (1) follows from the cyclic property of trace, ΠΦµj(z) = Φµj (z)Πq
−2<ǫ¯µ,h> , the zero
weight condition
∑n
j=1 ǫ¯µj = 0, Φµ(q
κz) = q−κd̂Φµ(z)q
κd̂ and Φ(z) : Fa(ξ, η)→ V̂z⊗˜Fa′(ξ, η).
(2) follows from the exchange relation of the vertex operators (3.26).
By using the properties (1) and (2), we obtain the following statement.
Theorem 6.2. F aµ1···µn(z1, · · · , zn; Π) satisfies the face type elliptic q-KZ equation
F a(z1, · · · , q
κzi, · · · , zn; Π)
= R(i+1i)
(
q−κzi+1
zi
,Πq2
∑i−1
k=1 h
(k)
)
· · ·R(ni)
(
q−κzn
zi
,Πq
2
∑n−1
k=1
6=i
h(k)
)
×Γi R
(1i)
(
z1
zi
,Π
)
· · ·R(i−1i)
(
zi−1
zi
,Πq2
∑i−2
k=1 h
(k)
)
F a
′
(z1, · · · , zi, · · · , zn; Π).
Here Γi denotes the shift operator
Γif( · ; Π) = f( · ; Πq
−2<ǫ¯µ,h>)
if q2h
(i)
f( · ; Π) = q2<ǫ¯µ,h>f( · ; Π) for f( · ; Π) =
∑
vµn⊗˜ · · · ⊗˜vµ1⊗˜fµ1···µn( · ; Π).
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6.2 Evaluation of the trace
We now apply the formula in Theorem 4.2 to the n-point operator Φµ1(z1) · · ·Φµn(zn), and
evaluate the trace Φ(t, z) := trFa,ν
(
q−κd Φ˜(t, z)
)
explicitly. We obtain the following result.
Theorem 6.3. For |p| < |z1|, · · · , |zn| < 1, we obtain
F aµ1···µn(z1, · · · , zn; Π) =
∮
TM
dt Φ(t, z) ωµ1···µn(t, z,Π), (6.3)
Φ(t, z) = Cn(−)
nhǫ¯N
N−1∏
l=1
q(N−l)λ
(l) (P+h)αl
−1
r
×
n∏
k=1
z−λ(N−1)−hǫ¯N+ 1r ((P+h)ǫ¯N+λ(N−1))k ∏
1≤k 6=l≤n
Γ(q2zk/zl; p, q
κ, q2N )
Γ(q2Nzk/zl; p, qκ, q2N )

×
N−1∏
l=1
λ(l)∏
a=1
(t(l)a )λl−hαl+ 1r ((P+h)αl−λ(l)) λ(l+1)∏
b=1
Γ(qt
(l)
a /t
(l+1)
b ; p, q
κ)
Γ(p∗qt
(l)
a /t
(l+1)
b ; p, q
κ)

×
∏
1≤a<b≤λ(l)
Γ(p∗t
(l)
a /t
(l)
b , p
∗t
(l)
b /t
(l)
a ; p, qκ)
Γ(t
(l)
a /t
(l)
b , t
(l)
b /t
(l)
a ; p, qκ)
 , (6.4)
where
Cn = (−)
nλ(
N−1)
(−q
r−1
r )
1
2
∑N−1
l=1 λ
(l)(λ(l)−1)
×
(
(p; p)∞
(q2; p)∞
Γ(p; p, qκ)
Γ(q2; p, qκ)
)∑N−1
l=1 λ
(l) (
(q2N ; p, q2N )∞
(q2; p, q2N )∞
Γ(q2; p, qκ, q2N )
Γ(q2N ; p, qκ, q2N )
)n
.
Proof. In Φ˜(t, z), taking normal ordering further among ΦN ’s and FN−1’s as well as among Fl+1’s
and Fl’s (l = 1, · · · , N − 1), we obtain
Φ(t, z) = : ΦN (z1) · · ·ΦN(zn)FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
) · · ·F1(t
(1)
1 ) · · ·F1(t
(1)
λ(1)
) :
×
∏
1≤l<m≤n
< ΦN (zl)ΦN (zm) >
Sym
N−1∏
l=1
∏
1≤a<b≤λ(l)
< Fl(t
(l)
a )Fl(t
(l)
b ) >
Sym
×
n∏
l=1
λ(N−1)∏
a=1
< ΦN (zl)FN−1(t
(N−1)
a ) >
N−2∏
l=1
λ(l+1)∏
a=1
λ(l)∏
b=1
< Fl+1(t
(l+1)
a )Fl(t
(l)
b ) >,
where
< ΦN(z)FN−1(t) > = −z
−(r−1)/r (pq
−1t/z; p)∞
(qt/z; p)∞
,
< Fl+1(ta)Fl(tb) > = t
−(r−1)/r
a
(pq−1tb/ta; p)∞
(qtb/ta; p)∞
.
Then using the formulas in Theorem 3.2 and B.7, the trace of the normal ordered operator
: ΦN (z1) · · ·F1(t
(1)
λ(1)
) : in Φ˜(t, z) can be evaluated, for example, by the coherent state method.
Combining the result with all the OPE coefficients in Φ˜(t, z) we obtain the desired result.
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Remark. The integrand of (6.3) is a single valued function of t
(1)
1 , · · · , t
(N−1)
λ(N−1)
due to Proposition
5.6.
Remark. As discussed in [44] for the trigonometric ŝl2 case, one can specify the cycles of the
integral (6.3) by further inserting the other elliptic weight functions ωκI (t, z,Υ), which are the
same as ωI(t, z,Π) in (4.4) except for replacing p by q
κ, i.e. replacing all the theta functions
with elliptic nome p by those with qκ, and Πj,k by the other dynamical parameters Υj,k. Then
we have the following elliptic hypergeometric paring for I, J ∈ Iλ
I(ωκI , ωJ) =
∮
TM
dt Φ(t, z) ωκI (t, z,Υ)ωJ(t, z,Π). (6.5)
We will discuss the details of such integral in elsewhere.
Remark. The elliptic algebra Uq,p(ŝlN ) at the level 1 is deeply related to the deformedW -algebra
Wq,t(slN ) in [3,7] : identifying p, p
∗ = pq−2 in Uq,p(ŝlN ) with q, t in Wq,t(slN ), respectively, the
elliptic currents Fj(z), Ej(z) (j = 1, · · · , N − 1) can be identified with the screening currents
S+j (z), S
−
j (z), respectively [20, 25], the bare type I vertex ΦN (z) and the type II vertex Ψ
∗
N (z)
with certain deformed primary fields in Wq,t(slN ) [29] as well as the space Fa,ν with the Verma
module of Wq,t(slN ) [6]. Hence Φ(t, z) can be regarded as an (elliptic) correlation function of
Wq,t(slN ). Recently, Aganagic, Frenkel and Okounkov [2] proposed the notion of quantum q-
Langlands duality, which states the correspondence between the solutions to the trigonometric q-
KZ equation associated with Uq(ĝ) and the correlation functions ofWq,t(
Lg) (Lg is the Langlands
dual Lie algebra of g). If one identifies the elliptic weight functions ωµ1···µn(t, z,Π) with the stable
envelopes, the formula (6.3) seems to give an elliptic analogue of the formulas, for example, (5.11)
in [2]. In this sense the quantum q-Langlands duality seems to become more transparent in the
elliptic algebra level. We will discuss this point in a separate paper.
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A Elliptic Algebra Uq,p(ŝlN)
In this appendix, we summarize some basic facts on the elliptic algebra Uq,p(ŝlN ).
A.1 Definition
In this subsection, let q = e~ ∈ C[[~]] and p be an indeterminate.
Definition A.1. [6] The elliptic algebra Uq,p(ŝlN ) is a topological algebra over F[[p]] generated
by ej,m, fj,m, αj,n,K
±
j , (1 ≤ j ≤ N − 1,m ∈ Z, n ∈ Z 6=0), d and the central element c. We
assume K±j are invertible and set
ej(z) =
∑
m∈Z
ej,mz
−m, fj(z) =
∑
m∈Z
fj,mz
−m,
ψ+j (q
− c
2 z) = K+j exp
(
−(q − q−1)
∑
n>0
αj,−n
1− pn
zn
)
exp
(
(q − q−1)
∑
n>0
pnαj,n
1− pn
z−n
)
,
ψ−j (q
c
2 z) = K−j exp
(
−(q − q−1)
∑
n>0
pnαj,−n
1− pn
zn
)
exp
(
(q − q−1)
∑
n>0
αj,n
1− pn
z−n
)
.
We call ej(z), fj(z), ψ
±
j (z) the elliptic currents. The defining relations are as follows. For
g(P ), g(P + h) ∈ MH∗,
g(P + h)ej(z) = ej(z)g(P + h), g(P )ej(z) = ej(z)g(P− < Qαj , P >), (A.1)
g(P + h)fj(z) = fj(z)g(P + h− < αj , P + h >), g(P )fj(z) = fj(z)g(P ), (A.2)
[g(P ), αi,m] = [g(P + h), αi,n] = 0, (A.3)
g(P )K±j = K
±
j g(P− < Qαj , P >), (A.4)
g(P + h)K±j = K
±
j g(P + h− < Qαj , P >), (A.5)
[d, g(P + h)] = [d, g(P )] = 0, (A.6)
[d, αj,n] = nαj,n, [d, ej(z)] = −z
∂
∂z
ej(z), [d, fj(z)] = −z
∂
∂z
fj(z), (A.7)
K±i ej(z) = q
∓aijej(z)K
±
i , K
±
i fj(z) = q
±aijfj(z)K
±
i , (A.8)
[αi,m, αj,n] = δm+n,0
[aijm]q[cm]q
m
1− pm
1− p∗m
q−cm, (A.9)
[αi,m, ej(z)] =
[aijm]q
m
1− pm
1− p∗m
q−cmzmej(z), (A.10)
[αi,m, fj(z)] = −
[aijm]q
m
zmfj(z), (A.11)
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z1
(qaijz2/z1; p
∗)∞
(p∗q−aijz2/z1; p∗)∞
ei(z1)ej(z2) = −z2
(qaijz1/z2; p
∗)∞
(p∗q−aijz1/z2; p∗)∞
ej(z2)ei(z1), (A.12)
z1
(q−aijz2/z1; p)∞
(pqaijz2/z1; p)∞
fi(z1)fj(z2) = −z2
(q−aijz1/z2; p)∞
(pqaijz1/z2; p)∞
fj(z2)fi(z1), (A.13)
[ei(z1), fj(z2)] =
δi,j
q − q−1
(
δ(q−cz1/z2)ψ
−
j (q
c
2 z2)− δ(q
cz1/z2)ψ
+
j (q
− c
2 z2)
)
, (A.14)
(p∗q2z2/z1; p
∗)∞
(p∗q−2z2/z1; p∗)∞
{
(p∗q−1z/z1; p
∗)∞(p
∗q−1z/z2; p
∗)∞
(p∗qz/z1; p∗)∞(p∗qz/z2; p∗)∞
ei(z1)ei(z2)ej(z)
− [2]q
(p∗q−1z/z1; p
∗)∞(p
∗q−1z2/z; p
∗)∞
(p∗qz/z1; p∗)∞(p∗qz2/z; p∗)∞
ei(z1)ej(z)ei(z2)
+
(p∗q−1z1/z; p
∗)∞(p
∗q−1z2/z; p
∗)∞
(p∗qz1/z; p∗)∞(p∗qz2/z; p∗)∞
ej(z)ei(z1)ei(z2)
}
+ (z1 ↔ z2) = 0,
(A.15)
(pq−2z2/z1; p)∞
(pq2z2/z1; p)∞
{
(pqz/z1; p)∞(pqz/z2; p)∞
(pq−1z/z1; p)∞(pq−1z/z2; p)∞
fi(z1)fi(z2)fj(z)
− [2]q
(pqz/z1; p)∞(pqz2/z; p)∞
(pq−1z/z1; p)∞(pq−1z2/z; p)∞
fi(z1)fj(z)fi(z2)
+
(pqz1/z; p)∞(pqz2/z; p)∞
(pq−1z1/z; p)∞(pq−1z2/z; p)∞
fj(z)fi(z1)fi(z2)
}
+ (z1 ↔ z2) = 0,
for |i− j| = 1, (A.16)
where p∗ = pq−2c and δ(z) =
∑
n∈Z z
n.
We treat these relations as formal Laurent series in z, w and zj ’s. All the coefficients are
well-defined in the p-adic topology.
A.2 The orthonormal basis type elliptic bosons
Let us define the orthonormal basis type elliptic bosons Ejm (1 ≤ j ≤ N,m ∈ Z 6=0) [6] by
Ejm = q
jm Cm
q − q−1
−q−Nm j−1∑
k=1
[km]qαk,m +
N−1∑
k=j
[(N − k)m]qαk,m
 (A.17)
with
Cm =
1
[m]2q [Nm]q
.
One can show the following relations.
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Proposition A.2.
N∑
j=1
q(j−1)mEjm = 0, (A.18)
[Ejm, E
j
n] = δm+n,0
[cm]q[ηm]q[(N − 1)m]q
m(q − q−1)2[m]3q[Nm]q
1− pm
1− p∗m
q−cm, (A.19)
[Ejm, E
k
n ] = −δm+n,0q
(sgn(k−j)N−k+j)m [cm]q
m(qm − q−m)2[Nm]q
1− pm
1− p∗m
q−cm, (A.20)
where
sgn(l − j) =

+ (l > j)
0 (l = j)
− (l < j).
Note also
Proposition A.3.
αj,m = [m]
2
q(q − q
−1)(Ejm − q
−mEj+1m ). (A.21)
Furthermore if we set
Ajm = (q
m − q−m)
j∑
k=1
q(k−j−1)mEkm,
then we have
[αi,m, A
j
m] = −δi,jδm+n,0
[cm]q
m
1− pm
1− p∗m
q−cm (1 ≤ i, j ≤ N − 1)
Hence we call Ajm the fundamental weight type bosons.
A.3 The elliptic currents kj(z)
Let us set
ψj(z) =: exp
(q − q−1)∑
m6=0
αj,m
1− pm
pmz−m
 : . (A.22)
Here : : denotes the normal ordering defined by
: αj,mαk,n :=
αj,mαk,n if m ≤ nαk,nαj,m if m > n
for 1 ≤ j, k ≤ N − 1. Then the elliptic currents ψ±j (z) in Definition A.1 can be written as
ψ+j (q
− c
2 z) = K+j ψj(z), ψ
−
j (q
− c
2 z) = K−j ψj(pq
−cz). (A.23)
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Let us introduce the new elliptic currents kj(z) (j ∈ I ∪ {N}) associated with E
j
m by
kj(z) = : exp
∑
m6=0
[m]2q(q − q
−1)2
1− pm
pmEjmz
−m
 : (A.24)
Then from Proposition A.3 we obtain the following relations.
Proposition A.4.
ψj(z) = ̺kj(z)kj+1(qz)
−1, (A.25)
where
̺ =
(p; p)∞(p
∗q2; p∗)∞
(p∗; p∗)∞(pq2; p)∞
. (A.26)
In addition, from Proposition A.2 we obtain the following commutation relations.
Theorem A.5.
kj(z1)kj(z2) =
ρ˜+∗(z)
ρ˜+(z)
kj(z2)kj(z1), (1 ≤ j ≤ N),
kj(q
jz1)kk(q
kz2) =
ρ˜+∗(z)
ρ˜+(z)
Θp∗(q
−2z)Θp(z)
Θp∗(z)Θp(q−2z)
kk(q
kz2)kj(q
jz1) (1 ≤ j < k ≤ N),
where z = z1/z2, ρ˜
+(z) is given in (2.8) and ρ+∗(z) = ρ+(z)|p 7→p∗.
Proposition A.6.
kj(z1)ej(z2) =
Θp∗(q
−cz)
Θp∗(q−c−2z)
ej(z2)kj(z1) (1 ≤ j ≤ N),
kj(z1)ej−1(z2) =
Θp∗(q
−c−1z)
Θp∗(q−c+1z)
ej−1(z2)kj(z1) (2 ≤ j ≤ N),
kj(z1)ek(z2) = ek(z2)kj(z1) (k 6= j, j − 1),
kj(z1)fj(z2) =
Θp(q
−2z)
Θp(z)
fj(z2)kj(z1) (1 ≤ j ≤ N),
kj(z1)fj−1(z2) =
Θp(qz)
Θp(q−1z)
fj−1(z2)kj(z1) (2 ≤ j ≤ N),
kj(z1)fk(z2) = fk(z2)kj(z1) (k 6= j, j − 1).
A.4 Modified elliptic currents
The R matrix (2.7) is gauge equivalent to Jimbo-Miwa-Okado’s A
(1)
N−1 face type Boltzmann
weight [17] and conveniently expressed by using Jacobi’s theta function (2.4). However one
drawback is that Jacobi’s theta is accompanied by the fractional power of z. In order to deal
with this one needs to introduce the following modifications of the elliptic currents [23].
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Definition A.7. We introduce the new generators e±ζǫ¯j (1 ≤ j ≤ N) satisfying
eQǫ¯j eQǫ¯k = q(
1
r
− 1
r∗ )sgn(j−k)eQǫ¯k eQǫ¯j , (A.27)
eQǫ¯j eζǫ¯k = q
1
r
sgn(j−k)eζǫ¯k eQǫ¯j , (A.28)
eζǫ¯j eζǫ¯k = q
1
r
sgn(j−k)eζǫ¯k eζǫ¯j , (A.29)
[Pǫ¯j , e
±ζǫ¯k ] = 0, e±
∑N
j=1 ζǫ¯j = 1, (A.30)
[e±ζǫ¯j ,C[Q]] = [e±ζǫ¯j , Uq,p(ŝlN )] = 0. (A.31)
Let us set ζj = ζǫ¯j − ζǫ¯j+1 , we have
Proposition A.8.
eQαj eQαk = q(
1
r
− 1
r∗ )(δj,k+1−δj,k−1)eQαk eQαj , (A.32)
eQǫ¯j eQαk = q(
1
r
− 1
r∗ )(δj,k+δj,k+1)eQαk eQǫ¯j , (A.33)
eQǫ¯j eζk = q
1
r (δj,k+δj,k+1)eζkeQǫ¯j , (A.34)
eQαj eζk = q
1
r (δj,k+1−δj,k−1)eζkeQαj , (A.35)
eζjeζk = q
1
r (δj,k+1−δj,k−1)eζkeζj , (A.36)
[Pǫ¯k , e
±ζj ] = [e±ζj , Uq,p(ŝlN )] = 0. (A.37)
Definition A.9. We define the modified elliptic currents as follows.
Ej(z) = ej(z)e
ζj (qN−jz)−
Pαj
−1
r∗ (1 ≤ j ≤ N − 1),
Fj(z) = fj(z)e
−ζj (qN−jz)
(P+h)αj−1
r (1 ≤ j ≤ N − 1),
K+j (z) = k+j(q
j−N+1z)e−Qǫ¯j q−hǫ¯j (q−r+1z)−
1
r∗
(Pǫ¯j−1)−
1
r
((P+h)ǫ¯j−1),
K−j (z) = K
+
j
(
pq−cz
)
.
for 1 ≤ j ≤ N . We also set
H±j (z) = ̺K
±
j
(
qN−j−1q
c
2 z
)
K±j+1
(
qN−j−1q
c
2 z
)−1
(A.38)
= ψ±j (z)(K
±
j )
−1e−Qαj q∓hj(qN−jq±
c
2 z)−
1
r∗
(Pαj−1)+
1
r
((P+h)αj−1), (1 ≤ j ≤ N − 1).
and
d̂ = d+
1
2r∗
N∑
j=1
(Pj + 2)P
j −
1
2r
N∑
j=1
((P + h)j + 2)(P + h)
j . (A.39)
Then the defining relations (A.7)–(A.16) of Uq,p(ŝlN ) can be rewritten as follows in the sense
of analytic continuation.
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Proposition A.10.
[hi, αj,n] = 0, [hi, Ej(z)] = aijEj(z), [hi, Fj(z)] = −aijFj(z), (A.40)
[d̂, hi] = 0, [d̂, αi,n] = nαi,n, (A.41)
[d̂, Ei(z)] =
(
−z
∂
∂z
+
1
r∗
)
Ei(z), [d̂, Fi(z)] =
(
−z
∂
∂z
+
1
r
)
Fi(z), (A.42)
[αi,m, αj,n] = δm+n,0
[aijm]q[cm]q
m
1− pm
1− p∗m
q−cm, (A.43)
[αi,m, Ej(z)] =
[aijm]q
m
1− pm
1− p∗m
q−cmzmEj(z), (A.44)
[αi,m, Fj(z)] = −
[aijm]q
m
zmFj(z), (A.45)
[
u− v −
aij
2
]∗
Ei(z)Ej(w) =
[
u− v +
aij
2
]∗
Ej(w)Ei(z), (A.46)[
u− v +
aij
2
]
Fi(z)Fj(v) =
[
u− v −
aij
2
]
Fj(w)Fi(z), (A.47)
[Ei(z), Fj(w)] =
δi,j
q − q−1
(
δ
(
q−c
z
w
)
H−i (q
c/2w)− δ
(
qc
z
w
)
H+i (q
−c/2w)
)
, (A.48)
z
− 1
r∗
1
(p∗q2z2/z1; p
∗)∞
(p∗q−2z2/z1; p∗)∞
{
(z2/z)
1
r∗
(p∗q−1z/z1; p
∗)∞(p
∗q−1z/z2; p
∗)∞
(p∗qz/z1; p∗)∞(p∗qz/z2; p∗)∞
Ei(z1)Ei(z2)Ej(z)
− [2]q
(p∗q−1z/z1; p
∗)∞(p
∗q−1z2/z; p
∗)∞
(p∗qz/z1; p∗)∞(p∗qz2/z; p∗)∞
Ei(z1)Ej(z)Ei(z2)
+ (z/z1)
1
r∗
(p∗q−1z1/z; p
∗)∞(p
∗q−1z2/z; p
∗)∞
(p∗qz1/z; p∗)∞(p∗qz2/z; p∗)∞
Ej(z)Ei(z1)Ei(z2)
}
+ (z1 ↔ z2) = 0,
(A.49)
z
1
r
1
(pq−2z2/z1; p)∞
(pq2z2/z1; p)∞
{
(z/z2)
1
r
(pqz/z1; p)∞(pqz/z2; p)∞
(pq−1z/z1; p)∞(pq−1z/z2; p)∞
Fi(z1)Fi(z2)Fj(z)
− [2]q
(pqz/z1; p)∞(pqz2/z; p)∞
(pq−1z/z1; p)∞(pq−1z2/z; p)∞
Fi(z1)Fj(z)Fi(z2)
+ (z1/z)
1
r
(pqz1/z; p)∞(pqz2/z; p)∞
(pq−1z1/z; p)∞(pq−1z2/z; p)∞
Fj(z)Fi(z1)Fi(z2)
}
+ (z1 ↔ z2) = 0 (|i− j| = 1).
(A.50)
In addition, one can rewrite the formulas in Theorem A.5 and Proposition A.6 as follows.
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Proposition A.11.
K+j (z1)K
+
j (z2) =
ρ+∗(z1/z2)
ρ+(z1/z2)
K+j (z2)K
+
j (z1),
K+j (z1)K
+
l (z2) =
ρ+∗(z1/z2)
ρ+(z1/z2)
[u1 − u2 − 1]
∗[u1 − u2]
[u1 − u2]∗[u1 − u2 − 1]
K+l (z2)K
+
j (z1) (1 ≤ j < l ≤ N),
K+j (z1)Ej(z2) =
[
u1 − u2 +
j−N−c+1
2
]∗
[
u1 − u2 +
j−N−c+1
2 − 1
]∗Ej(z2)K+j (z1) (1 ≤ j ≤ N),
K+j+1(z1)Ej(z2) =
[
u1 − u2 +
j−N+1−c
2
]∗
[
u1 − u2 +
j−N+1−c
2 + 1
]∗Ej(z2)K+j+1(z1) (1 ≤ j ≤ N − 1),
K+l (z1)Ej(z2) = Ej(z2)K
+
l (z1) (l 6= j, j + 1),
K+j (z1)Fj(z2) =
[
u1 − u2 +
j−N+1
2 − 1
]
[
u1 − u2 +
j−N+1
2
] Fj(z2)K+j (z1) (1 ≤ j ≤ N),
K+j+1(z1)Fj(z2) =
[
u1 − u2 +
j−N+1
2 + 1
]
[
u1 − u2 +
j−N+1
2
] Fj(z2)K+j+1(z1) (1 ≤ j ≤ N − 1),
K+l (z1)Fj(z2) = Fj(z2)K
+
l (z1) (l 6= j, j + 1).
A.5 The half currents and the L-operators
We define the half currents of Uq,p(ŝlN ) as follows.
Definition A.12. [23] Let us assume |p| < |z| < 1. We set
F+j,l(z) = aj,l
∮
Tl−j
l−1∏
m=j
dtm
2πitm
Fl−1(tl−1)Fl−2(tl−2) · · ·Fj(tj)
×
[u− vl−1 + (P + h)j,l +
l−N
2 − 1][1]
[u− vl−1 +
l−N
2 ][Pj,l + hj,l − 1]
l−2∏
m=j
[vm+1 − vm + (P + h)j,m+1 −
1
2 ][1]
[vm+1 − vm +
1
2 ][Pj,m+1 + hj,m+1]
,(A.51)
E+l,j(z) = a
∗
j,l
∮
Tl−j
l−1∏
m=j
dtm
2πitm
El−1(tl−1)El−2(tl−2) · · ·Ej(tj)
×
[u− vl−1 − Pj,l +
l−N
2 −
c
2 + 1]
∗[1]∗
[u− vl−1 +
l−N
2 −
c
2 ]
∗[Pj,l − 1]∗
l−2∏
m=j
[vm+1 − vm − Pj,m+1 +
1
2 ]
∗[1]∗
[vm+1 − vm −
1
2 ]
∗[Pj,m+1 − 1]∗
, (A.52)
where z = q2u, ta = q
2va (a = j, j + 1, · · · , l − 1) and
T
l−j = {t ∈ Cl−j | |tj | = · · · = |tl−1| = 1}.
The constants aj,l and a
∗
j,l are chosen to satisfy
−
̺ aj,la
∗
j,l
q − q−1
[1]
[0]′
= 1. (A.53)
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We call F+j,l(z), E
+
l,j(z), (1 ≤ j < l ≤ N) and K
+
j (z) (j = 1, · · · , N) the half currents.
Definition A.13. By using the half currents, we define the L-operator L̂+(z) ∈ End(CN ) ⊗
Uq,p(ŝlN ) as follows.
L̂+(z) =

1 F+1,2(z) F
+
1,3(z) · · · F
+
1,N (z)
0 1 F+2,3(z) · · · F
+
2,N (z)
...
. . .
. . .
. . .
...
...
. . . 1 F+N−1,N (z)
0 · · · · · · 0 1


K+1 (z) 0 · · · 0
0 K+2 (z)
...
...
. . . 0
0 · · · 0 K+N (z)

×

1 0 · · · · · · 0
E+2,1(z) 1
. . .
...
E+3,1(z) E
+
3,2(z)
. . .
. . .
...
...
...
. . . 1 0
E+N,1(z) E
+
N,2(z) · · · E
+
N,N−1(z) 1

. (A.54)
We conjecture that the L-operator satisfies the following dynamical RLL-relation [19].
Conjecture A.14. [23]
R+(12)(z1/z2,Π)L̂
+(1)(z1)L̂
+(2)(z2) = L̂
+(2)(z2)L̂
+(1)(z1)R
+∗(12)(z1/z2,Π
∗). (A.55)
A.6 The H-Hopf algebroid Uq,p(ŝlN)
Let A be a complex associative algebra, H be a finite dimensional commutative subalgebra of
A, and MH∗ be the field of meromorphic functions on H
∗ the dual space of H.
Definition A.15 (H-algebra [5]). An H-algebra is an associative algebra A with 1, which is
bigraded over H∗, A =
⊕
α,β∈H∗
Aα,β, and equipped with two algebra embeddings µl, µr :MH∗ →
A0,0 (the left and right moment maps), such that
µl(f̂)a = aµl(Tαf̂), µr(f̂)a = aµr(Tβ f̂), a ∈ Aα,β, f̂ ∈ MH∗ ,
where Tα denotes the automorphism (Tαf̂)(λ) = f̂(λ+ α) of MH∗.
Let A and B be two H-algebras. The tensor product A⊗˜B is the H∗-bigraded vector space
with
(A⊗˜B)αβ =
⊕
γ∈H∗
(Aαγ ⊗MH∗ Bγβ),
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where ⊗MH∗ denotes the usual tensor product modulo the following relation.
µAr (f̂)a⊗ b = a⊗ µ
B
l (f̂)b, a ∈ A, b ∈ B, f̂ ∈ MH∗ . (A.56)
The tensor product A⊗˜B is again an H-algebra with the multiplication (a⊗ b)(c⊗ d) = ac⊗ bd
and the moment maps
µA⊗˜Bl = µ
A
l ⊗ 1, µ
A⊗˜B
r = 1⊗ µ
B
r .
Proposition A.16. [28,30] U = Uq,p(ŝlN ) is an H-algebra by
U =
⊕
α,β∈H∗
Uα,β
Uα,β =
{
x ∈ U
∣∣∣ qP+hxq−(P+h) = q<α,P+h>x, qPxq−P = q<β,P>x ∀P + h, P ∈ H}
and µl, µr : F→ U0,0 defined by
µl(f̂) = f(P + h, p) ∈ F[[p]], µr(f̂) = f(P, p
∗) ∈ F[[p]].
We regard Tα = e
α ∈ C[RQ] as the shift operator MH∗ →MH∗
(Tαf̂) = e
αf(P, p∗)e−α = f(P+ < α,P >, p∗).
Hereafter we abbreviate f(P + h, p) and f(P, p∗) as f(P + h) and f∗(P ), respectively.
We also consider the H-algebra of the shift operators
D = {
∑
α
f̂αTα | f̂α ∈MH∗ , α ∈ RQ },
Dα,α = { f̂T−α }, Dα,β = 0 (α 6= β),
µDl (f̂) = µ
D
r (f̂) = f̂T0 f̂ ∈MH∗ .
Then we have the H-algebra isomorphism
U ∼= U⊗˜D ∼= D⊗˜U. (A.57)
We define two H-algebra homomorphisms, the co-unit ε : U → D and the co-multiplication
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∆ : U → U⊗˜U as well as the algebra antihomomorphism S : U → U by
ε(L̂+i,j(z)) = δi,jTQǫi (n ∈ Z), ε(e
Q) = eQ, (A.58)
ε(µl(f̂)) = ε(µr(f̂)) = f̂T0, (A.59)
∆(L̂+i,j(z)) =
∑
k
L̂+i,k(z)⊗˜L̂
+
k,j(z), (A.60)
∆(eQ) = eQ⊗˜eQ, (A.61)
∆(µl(f̂)) = µl(f̂)⊗˜1, ∆(µr(f̂)) = 1⊗˜µr(f̂), (A.62)
S(L̂+ij(z)) = (L̂
+(z)−1)ij , (A.63)
S(eQ) = e−Q, S(µr(fˆ)) = µl(fˆ), S(µl(fˆ)) = µr(fˆ). (A.64)
Then the set (Uq,p(ŝlN ),H,MH∗ , µl, µr,∆, ε, S) becomes an H-Hopf algebroid [5, 22,28,30].
B Representations
B.1 Dynamical representations
Let us consider a vector space V̂ over F =MH∗ , which is H-diagonalizable, i.e.
V̂ =
⊕
λ,ν∈H∗
V̂λ,ν , V̂λ,ν = {v ∈ V̂ | q
P+h · v = q<λ,P+h>v, qP · v = q<ν,P>v ∀P + h, P ∈ H}.
Let us define the H-algebra DH,V̂ of the C-linear operators on V̂ by
DH,V̂ =
⊕
α,β∈H∗
(DH,V̂ )α,β ,
(DH,V̂ )α,β =
 X ∈ EndCV̂
∣∣∣∣∣∣∣∣
f(P + h)X = Xf(P + h+ < α,P + h >),
f(P )X = Xf(P+ < β,P >)
f(P ), f(P + h) ∈ F, X · V̂λ,µ ⊆ V̂λ+α,µ+β
 ,
µ
D
H,V̂
l (f̂)v = f(< λ,P + h >, p)v, µ
D
H,V̂
r (f̂)v = f(< ν,P >, p
∗)v, f̂ ∈ F, v ∈ V̂λ,ν .
Definition B.1. [5, 22, 28] We define a dynamical representation of Uq,p(ŝlN ) on V̂ to be an
H-algebra homomorphism π : Uq,p(ŝlN ) → DH,V̂ . By the action of Uq,p(ŝlN ) we regard V̂ as a
Uq,p(ŝlN )-module.
Definition B.2. For k ∈ C, we say that a Uq,p(ŝlN )-module has level k if c act as the scalar k
on it.
Definition B.3. Let H, N+,N− be the subalgebras of Uq,p(ŝlN ) generated by c, d,K
±
i (i ∈ I),
by αi,n (i ∈ I, n ∈ Z>0), ei,n (i ∈ I, n ∈ Z≥0) fi,n (i ∈ I, n ∈ Z>0) and by αi,−n (i ∈ I, n ∈
Z>0), ei,−n (i ∈ I, n ∈ Z>0), fi,−n (i ∈ I, n ∈ Z≥0), respectively.
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Definition B.4. For k ∈ C, λ ∈ h∗ and ν ∈ H∗, a (dynamical) Uq,p(ŝlN )-module V̂ (λ, ν) is
called the level-k highest weight module with the highest weight (λ, ν), if there exists a vector
v ∈ V̂ (λ, ν) such that
V̂ (λ, ν) = Uq,p(ŝlN ) · v, N+ · v = 0,
c · v = kv, f(P ) · v = f(< ν,P >)v, f(P + h) · v = f(< λ,P + h >)v.
B.2 The N-dimensional dynamical evaluation representation
Let V̂ =
N⊕
µ=1
Fvµ ⊗ 1 and set V̂z = V̂ [z, z
−1]. Let eQα ∈ C[RQ] act on f(Pβ)v⊗1 by e
Qα(f(Pβ)v⊗
1) = f(Pβ − (α, β))v ⊗ 1.
Theorem B.5. Let Ej,k (1 ≤ j, k ≤ N) denote the matrix units such that Ej,kvµ = δk,µvj . The
following gives the N -dimensional dynamical evaluation representation of Uq,p(ŝlN ) on V̂z.
πz(c) = 0, πz(d) = −z
d
dz
,
πz(αj,m) =
[m]q
m
(qj−N+1z)n(q−mEj,j − q
mEj+1,j+1),
πz(ej(w)) =
(pq2; p)∞
(p; p)∞
Ej,j+1δ
(
qj−N+1z/w
)
e−Qαj ,
πz(fj(w)) =
(pq−2; p)∞
(p; p)∞
Ej+1,jδ
(
qj−N+1z/w
)
,
πz(ψ
+
j (w, p)) = q
−π(hj)e−Qαj
Θp(q
−j+N−1+2π(hj)w
z )
Θp(q−j+N−1w/z)
(1 ≤ j ≤ N − 1),
πz(ψ
−
j (w, p)) = q
π(hj)e−Qαj
Θp(q
j−N+1−2π(hj) z
w )
Θp(qj−N+1z/w)
.
Here π(hj) = Ej,j − Ej+1,j+1.
Combining the formulas in Definition A.9, A.12, A.13 and Theorem B.5, we obtain
Corollary B.6.
πz(L̂
+
i,j(w))k,l = R
+(w/z,Π∗)jlik.
B.3 The level-1 representation
Next we consider level-1 (c = 1) representation of Uq,p(ŝlN ). We mainly follow the work [6].
It is convenient to extend the root lattice Q by adding the elements ζj (j = 1, · · · , N − 1) in
Definition A.7. Let us set α̂j = αj + ζj and consider Q̂ = ⊕jZα̂j. We define the extended group
algebra C[Q̂] with assuming the following central extension.
eαieαj = (−1)(αi,αj)eαjeαi .
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For ω =
∑
j cj ǫ¯j ∈ h
∗, we also set ζω =
∑
j cjζǫ¯j and ω̂ = ω + ζω. Set also Λ̂0 = Λ0.
Let Λ0 and Λa = Λ0+Λ¯a (a = 1, · · · , N − 1) be the fundamental weights of ŝlN . For generic
ν ∈ h∗, we set
V̂ (Λa + ν, ν) = F⊗C (Fα,1 ⊗ e
Λ̂aC[Q̂])⊗ eQν¯C[RQ],
where Fα,1 = C[{αj,−m (j = 1, · · · , N − 1, m ∈ N>0)}]. Then we have the following decompo-
sition.
V̂ (Λa + ν, ν) =
⊕
ξ,η∈Q
Fa,ν(ξ, η),
where
Fa,ν(ξ, η) = F⊗C (Fα,1 ⊗ e
Λ̂a+ξ̂)⊗ eQν+η . (B.1)
Theorem B.7. [6] The spaces V̂ (Λa+ν, ν) (a = 0, · · · , N) give the level-1 irreducible Uq,p(ŝlN )-
modules with the highest weight (Λa + ν, ν), where the highest weight vectors are given by 1 ⊗
eΛa ⊗ eQν¯ . The action of the elliptic currents is given by
Ej(z) = : exp
−∑
n 6=0
1
[n]q
αj,nz
−n
 : eα̂je−Qαj zhαj+1(qN−jz)−Pαj−1r∗ , (B.2)
Fj(z) = : exp
∑
n 6=0
1
[n]q
α′j,nz
−n
 : e−α̂jz−hαj+1(qN−jz) (P+h)αj−1r , (B.3)
(1 ≤ j ≤ N − 1)
together with H±j (z), K
+
j (z) in Sec.A.4 and
d̂ = d+
1
2r∗
N∑
j=1
(Pj + 2)P
j −
1
2r
N∑
j=1
((P + h)j + 2)(P + h)
j ,
d = −
1
2
N−1∑
j=1
hjh
j −
N−1∑
j=1
∑
m∈Z>0
m2
[m]
1− p∗m
1− pm
qmαj,−mA
j
m.
In (B.3) we set α′j,n =
1− p∗n
1− pn
qnαj,n.
C Proof of Proposition 5.10
Let λ, λ′ ∈ NN , |λ| = m, |λ′| = n and consider I = Iµ1···µm = (I1, · · · , IN ) ∈ Iλ and I
′ =
Iµ′1···µ′m = (I
′
1, · · · , I
′
N ) ∈ Iλ′ . For each I
′
l = {i
′
l,1, · · · , i
′
l,λ′
l
} (l = 1, · · · , N), let us set I˜ ′l =
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{m+ i′l,1, · · · ,m+ i
′
l,λ′
l
}. Then define I + I ′ = ((I + I ′)1, · · · , (I + I
′)N ) ∈ Iλ+λ′ by (I + I
′)l =
Il ∪ I˜ ′l (l = 1 · · · , N).
Let us consider the m- and n-point functions φµ1···µm(z1, · · · , zm) and φµ′1,··· ,µ′n(z
′
1, · · · , z
′
n).
Their composition gives the m+ n-point function
φµ1,··· ,µm+n(z1, · · · , zm+n) = φµ1···µm(z1, · · · , zm)φµ′1,··· ,µ′n(z
′
1, · · · , z
′
n), (C.1)
where we set zm+k := z
′
k and µm+k := µ
′
k (k = 1, · · · , n).
On the otherhand, from Theorem 4.2 we have
φµ1,··· ,µm(z1, · · · , zm) =
∮
TM
dt Φ˜(t, z)ωµ1···µm(t, z,ΠI), (C.2)
φµ′1,··· ,µ′n(z
′
1, · · · , z
′
n) =
∮
TM
′
dt′ Φ˜(t′, z′)ωµ′1···µ′n(t
′, z′,Π′I′), (C.3)
φµ1,··· ,µm+n(z1, · · · , zm+n) =
∮
TM+M
′
dt˜ Φ˜(t˜, z ∪ z′)ωµ1···µm+n(t˜, z ∪ z
′, Π˜). (C.4)
Here we set z = (z1, · · · , zm), z
′ = (z′1, · · · , z
′
n), M =
∑N−1
j=1 (N − j)λj , M
′ =
∑N−1
j=1 (N − j)λ
′
j ,
t = (t
(1)
1 , · · · , t
(1)
λ(1)
, · · · , t
(N−1)
1 , · · · , t
(N−1)
λ(N−1)
), t′ = (t
′(1)
1 , · · · , t
′(1)
λ
′(1)
, · · · , t
′(N−1)
1 , · · · , t
′(N−1)
λ
′(N−1)
) and
t˜ = (t˜
(1)
1 , · · · , t˜
(1)
λ(1)+λ′(1)
, · · · , t˜
(N−1)
1 , · · · , t˜
(N−1)
λ(N−1)+λ′(N−1)
) and Π˜ = {Π˜µk ,j (k = 1, · · · ,m+ n, j =
µk + 1, · · · , N)}.
Substituting (C.2)-(C.4) into (C.1), one can obtain a relation among the weight functions
ωµ1···µm(t, z,ΠI), ωµ′1···µ′n(t
′, z′,Π′I′) and ωµ1···µm+n(t˜, z ∪ z
′, Π˜).
Definition C.1. For the weight functions ωµ1···µm(t, z,Π) and ωµ′1···µ′n(t
′, z′,Π′), we define the
⋆-product as follows.
(ωµ1···µm ⋆ ωµ′1···µ′n)(t ∪ t
′, z ∪ z′,ΠI+I′)
:=
1∏N−1
l=1 λ
(l)!λ
′(l)!
Symt(1) · · · Symt(N−1)
[
ωµ1···µm(t, z,ΠIq
−2
∑n
j=1<ǫ¯µ′
j
,h>
) ωµ′1···µ′n(t
′, z′,Π′I′) Ξ˜(t, t
′, z, z′)
]
,
where ΠI+I′ = {Πµk ,j (k = 1, · · · ,m + n, j = µk + 1, · · · , N) with Πµm+k ,j = Π
′
µ′
k
,j (k =
1, · · · , n, j = µ′k + 1, · · · , N), and
Ξ˜(t, t′, z, z′) = µ+m,n(z, z
′)
N−1∏
l=1
λ(l)∏
a=1
λ′(l+1)∏
b=1
[v′b
(l+1) − v
(l)
a −
1
2 ]
[v′b
(l+1) − v
(l)
a +
1
2 ]
λ
′(l)∏
c=1
[v′c
(l) − v
(l)
a + 1]
[v′c
(l) − v
(l)
a ]
 ,
µ+m,n(z, z
′) =
m∏
k=1
n∏
l=1
(−)
N−1
N z
r−1
r
N−1
N
k
Γ(q2z′l/zk; p, q
2N )
Γ(q2Nz′l/zk; p, q
2N )
.
Proposition C.2. Under the identification
t˜(l)a = t
(l)
a (a = 1, · · · , λ
(l)), t˜
(l)
λ(l)+b
= t′
(l)
b (b = 1, · · · , λ
′(l)) (C.5)
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for l = 1, · · · , N − 1 and ΠI+I′ = Π˜, we obtain
(ωµ1···µm ⋆ ωµ′1···µ′n)(t ∪ t
′, z ∪ z′,ΠI+I′) = ωµ1···µm+n(t˜, z ∪ z
′, Π˜).
Proof. Substituting (C.2) and (C.3) into the right hand side of (C.1), we obtain
φµ1···µm+n(z1, · · · , zm+n)
=
∮
TM
dt
∮
TM
′
dt′ Φ˜(t, z)ωµ1···µm(t, z,ΠI)Φ˜(t
′, z′)ωµ′1···µ′m(t
′, z′,Π′I′)
=
∮
TM
dt
∮
TM
′
dt′ Φ˜(t, z)Φ˜(t′, z′)ωµ1···µm(t, z,ΠIq
−2
∑n
j=1<ǫ¯µ′
j
,h>
)ωµ′1···µ′m(t
′, z′,Π′I′).
Furthermore from (A.47) and (3.12) we obtain
Φ˜(t, z)Φ˜(t′, z′) = Υ(t, t′, z, z′)Ξ˜(t, t′, z, z′)
where
Υ(t, t′, z, z′)
=: ΦN (z1) · · ·ΦN (zm+n) :: FN−1(t
(N−1)
1 ) · · ·FN−1(t
(N−1)
λ(N−1)
) · · ·FN−1(t
′(N−1)
1 ) · · ·FN−1(t
′(N−1)
λ
′(N−1)
) :
· · · : F1(t
(1)
1 ) · · ·F1(t
(1)
λ(1)
) · · ·F1(t
′(1)
1 ) · · ·F1(t
′(1)
λ
′(1)
) :
×
∏
1≤k<l≤m
< ΦN (zk)ΦN (zl) >
Sym
∏
1≤k<l≤n
< ΦN (z
′
k)ΦN (z
′
l) >
Sym
m∏
k=1
n∏
l=1
< ΦN (zk)ΦN (z
′
l) >
Sym
×
N−1∏
l=1
 ∏
1≤a<b≤λ(l)
< Fl(t
(l)
a )Fl(t
(l)
b ) >
Sym
∏
1≤a<b≤λ
′(l)
< Fl(t
′(l)
a )Fl(t
′(l)
b ) >
Sym
λ(l)∏
a=1
λ
′(l)∏
b=1
< Fl(t
(l)
a )Fl(t
(l)
b ) >
Sym
 .
Then it turns out that Υ(t, t′, z, z′) coinsides with Φ˜(t˜, z ∪ z′) under the identification (C.5).
Hence we have
φµ1···µm+n(z1, · · · , zm+n)
=
∮
TM+M
′
dt˜ Φ˜(t˜, z ∪ z′)ωµ1···µm(t, z,ΠIq
−2
∑n
j=1<ǫ¯µ′
j
,h>
)ωµ′1···µ′m(t
′, z′,Π′I′)Ξ˜(t, t
′, z, z′)
=
∮
TM+M
′
dt˜ Φ˜(t˜, z ∪ z′)
1∏N−1
l=1 λ
(l)!λ′(l)!
Symt(1) · · · Symt(N−1)
[
ωµ1···µm(t, z,ΠIq
−2
∑n
j=1<ǫ¯µ′
j
,h>
)
×ωµ′1···µ′m(t
′, z′,Π′I′)Ξ˜(t, t
′, z, z′)
]
.
The last equality follows from the symmetry of Φ˜(t˜, z ∪ z′) under the action of σ ∈ S
λ˜(1)
× · · · ×
S
λ˜(N−1)
on t˜. Comparing this with (C.4) we obtain the desired result.
Proposition 5.10 is a direct consequence of this proposition.
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