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COBHAM’S THEOREM FOR ABSTRACT NUMERATION SYSTEMS
E´MILIE CHARLIER, JULIEN LEROY, AND MICHEL RIGO
Abstract. Abstract numeration systems generalize numeration systems whose representa-
tion map is increasing and such that the language of all the representations is regular. We
show that if a set of integers is recognized by some finite automaton within two independent
abstract numeration systems, then this set is a finite union of arithmetic progressions.
1. Introduction
Finite automata make up the simplest model of computation in terms of the Chomsky
hierarchy. With such a computational perspective, one can consider sets of integers whose base
k expansions form a language accepted by some finite automaton. These sets are said to be k-
recognizable. In 1969, Cobham obtained a fundamental result initiating the systematic study
of k-recognizable sets and showing that k-recognizability depends on the chosen base [Cob69].
Let k, ℓ ≥ 2 be two multiplicatively independent integers, i.e., log k/ log ℓ is irrational. If
a subset X of N is simultaneously k-recognizable and ℓ-recognizable, then it is ultimately
periodic, i.e., there exists N, p such that for all n ≥ N , n ∈ X if and only if n+ p ∈ X. See
for instance [BHMV94] for a survey on k-recognizable sets.
This result is also motivating the introduction of non-standard numeration systems: It is
meaningful to consider other numeration systems to handle new sets of integers recognizable
by finite automata. The bibliography in [Dur11] provides many pointers to various extensions
of Cobham’s theorem. One can for instance replace the sequence (kn)n≥0 with an increasing
sequence of integers satisfying a linear recurrence relation. As an example, one can consider
the Zeckendorf numeration system and greedy representations of the integers written as sums
of non-consecutive Fibonacci numbers [?]. Recognizability is extended to this context of
non-standard numeration systems [Lot02, Chap. 7]. For instance, numeration systems based
on linear recurrences whose characteristic polynomial is the minimal polynomial of a Pisot
number carry the main properties of the integer base systems [BH97].
When dealing with non-standard systems, a minimal natural requirement is to impose that
the language of representations of all the integers is recognized by some finite automaton.
Given a word, one can decide in linear time whether or not it is a valid representation.
This requirement is formalized as follows. An abstract numeration system S is defined by
an infinite regular language L over a totally ordered alphabet. In this setting, the integer
n ≥ 0 is uniquely represented by the word of rank n in the radix ordered language L with
respect to the ordering of the alphabet. A set X of integers is said to be S-recognizable, if the
representations within this system S of the elements belonging to X constitute a language
recognized by some finite automaton. See [BR10, Chap. 3]. In particular, linear systems built
upon a Pisot number have a regular language of numeration and are therefore special cases
of abstract numeration systems.
Let S be an abstract numeration system. It is well known that any ultimately periodic set is
S-recognizable: the periodic decimation of a radix ordered language yields a regular language
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[?]. Taking into account this positive result, in the context of the theorem of Cobham, it is
therefore natural to formulate the following questions.
• What is the analogue of multiplicatively independent bases: how can we say that two
abstract numeration systems S and T are independent?
• Let S and T be two independent numeration systems. If a subset of N is simultaneously
S-recognizable and T -recognizable, is this set necessarily ultimately periodic?
In this paper, we answer these questions concluding a research initiated 15 years ago. See for
instance [?].
Back to integer base systems, k-recognizable sets can be characterized in terms of morphic
sequences. In 1972, Cobham proved that a set X ⊂ N is k-recognizable if and only if its
characteristic sequence 1X is k-automatic, i.e., 1X is the image under a coding of the fixed
point of a morphism of constant length k [?]. Hence the first theorem of Cobham can be
restated as follows. Let k, ℓ ≥ 2 be two multiplicatively independent integers. If an infinite
sequence w is both k-automatic and ℓ-automatic, then this sequence is ultimately periodic:
w = uvω for some finite words u, v.
Therefore another point of view to generalize numeration systems, is to consider a larger
class of infinite sequences: an infinite sequence is morphic if it is the image under a coding
of the fixed point of a morphism. In that setting, a series of papers has led Durand to a
generalization of the theorem of Cobham [?, ?, ?, Dur11]. Roughly, if an infinite sequence can
be generated by two “independent” morphisms (and some extra codings), then this sequence
must be ultimately periodic. The precise statement relies on the Perron eigenvalue of matrices
associated with morphisms and is recalled in Section 3.3.
In this paper, we make use of the fact that morphic sequences are linked to abstract
numeration systems. Namely, the theorem of Cobham from 1972 can be extended to S-
recognizable sets [RM02] as follows. Let X be a set of integers. There exists an abstract
numeration system S such that X is S-recognizable if and only if 1X is a morphic sequence.
The proof of this result introduces erasing morphisms. If X is S-recognizable, one can show
that 1X is the image under a (possibly erasing) morphism of the fixed point of a (possibly
erasing) morphism.
In this paper, we gather all the necessary tools to deal with these erasing morphisms
and keep track of the corresponding matrices and their spectral properties. Indeed, many
authors have considering the problem of getting rid of erasing morphisms when dealing with
morphic sequences [Cob68, Pan83, AS03, ?]. It is well known that any morphic sequence
of the kind g(fω(a)) can be obtained as τ(σω(b)) for some non-erasing morphism σ and
coding, or letter-to-letter morphism, τ . Our task is to relate carefully the properties of the
matrix associated with f to the one associated with σ before taking advantage of the results of
Durand. Moreover, most of Durand’s results apply for morphisms with an exponential growth
rate. The case of morphisms with dominating eigenvalue equal to 1 is partially covered in
[DR09].
This paper is organized as follows. In Section 2, we make use of the theorem of Perron–
Frobenius and we discuss properties of non-negative matrices. In particular, we introduce the
notion of dilated matrix and show that a non-negative matrix and any of its dilated version
have the same dominating eigenvalue. Section 3 contains the main discussion about erasing
morphisms. We explain how to get rid off these morphisms and relate the spectrum of the
new non-erasing morphism with the former erasing ones. In Section 4, we review the notion
of abstract numeration system. In particular, we make precise the link between abstract
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numeration systems and morphic sequences. Finally, in the last section, we are able to state
an analogue of Cobham’s theorem for independent abstract numeration systems.
2. Operations on matrices
When dealing with morphisms and automata, it is natural to associate a matrix with
such a morphism and automaton. In this section, we introduce dilatation of matrices and
we recall some results about non-negative matrices and their dominating eigenvalues. This
notion of dilatation provides information on the transformations we apply to the morphisms
and automata. However it is not crucial for the results we obtain. This section thus could be
skipped at a first reading.
Roughly speaking, when dilating a matrix M , each element Mi,j is replaced in a convenient
way by a matrix of size ki × kj whose lines all sum up to Mi,j .
Definition 1. LetM be a real square matrix of size m. A real square matrix D of size n ≥ m
is called a dilated matrix of M if there exist positive integers k1, . . . , km such that
(1)
∑m
i=1 ki = n;
(2) rows and columns are both indexed by pairs (i, k) for 1 ≤ i ≤ m and 1 ≤ k ≤ ki;
(3) D satisfies the following property:
(1) ∀i, j ∈ {1, . . . ,m}, ∀k ∈ {1, . . . , ki},
kj∑
ℓ=1
D(i,k),(j,ℓ) =Mi,j .
The vector (k1, k2, . . . , km) is called the dilatation vector of D. We let Dil(M) denote the set
of dilated matrices of M .
In other words, given a square matrix M of size m, a dilated matrix with dilatation vector
(k1, . . . , km) of M is a block matrix
D =


B1,1 · · · B1,m
...
. . .
...
Bm,1 · · · Bm,m


where each block Bi,j has ki rows and kj columns and such that for all k ∈ {1, . . . , ki}, one
has
kj∑
ℓ=1
(Bi,j)k,ℓ =Mi,j .
Definition 1 can be adapted to column vectors instead of matrices. The idea is to repeat
several times a given entry to be compatible with the multiplication of a matrix with a column
vector.
Definition 2. Let ~x ∈ Rm be a vector. A vector ~d ∈ Rn, n ≥ m, is a dilated vector of ~x if
there exist positive integers k1, . . . , km such that
∑m
i=1 ki = n. Elements of
~d are indexed by
pairs (i, k) for 1 ≤ i ≤ m and 1 ≤ k ≤ ki. For all i ∈ {1, . . . ,m} and all k ∈ {1, . . . , ki}, we
set d(i,k) = xi.
Example 3. Consider the following matrix M and vector ~x
M =

 1 1 12 1 1
1 1 0

 and ~x =

 10
2

 .
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The matrix D and the vector ~d below are respectively dilated matrix of M and dilated vector
of ~x with dilatation vector (1, 2, 2).
D =


1 1 0 0 1
2 0 1 1 0
2 1 0 1/2 1/2
1
√
2 1−√2 1 −1
1 0 1 0 0

 and ~y =


1
0
0
2
2

 .
Definition 4. LetM be a square matrix. The spectrum of M is the multiset of its eigenvalues
(repeated with respect to their algebraic multiplicities). It is denoted by Spec(M). The
spectral radius of M is the real number ρ(M) = max{|λ| | λ ∈ Spec(M)}.
Lemma 5. Let M be a real square matrix of size m and let D be a dilated matrix of M .
Each eigenvalue of M is also an eigenvalue of D.
Proof. Assume that D is a dilated matrix of M with dilatation vector (k1, . . . , km). Let λ
be an eigenvalue of M and let ~x be an eigenvector of M such that M~x = λ~x. Let ~y be a
dilated vector of ~x with dilatation vector (k1, . . . , km). The vector ~y is non-zero and for all i
in {1, . . . ,m} and all k ∈ {1, . . . , ki}, we have
(D~y)(i,k) =
m∑
j=1
kj∑
ℓ=1
D(i,k),(j,ℓ)y(j,ℓ) =
m∑
j=1

 kj∑
ℓ=1
D(i,k),(j,ℓ)

xj = m∑
j=1
Mi,jxj = λxi = λ y(i,k).
Hence, λ is an eigenvalue of D. 
Definition 6. A non-negative square matrix M of size m is said to be irreducible if for all
i, j ∈ {1, . . . ,m}, there exists a positive integer k = k(i, j) such that (Mk)i,j > 0. Otherwise,
it is said to be reducible.
Theorem 7 (Perron–Frobenius Theorem [?]). Let M be a non-negative square matrix. If M
is irreducible, then the real number ρ(M) is an eigenvalue of M which is algebraically simple.
Remark 8. Let M be a non-negative square matrix. If M is reducible, then there exists
a permutation matrix P such that P−1MP is a lower block triangular matrix where each
diagonal block is either irreducible or zero [LM95, p. 119]. Furthermore, by taking a convenient
power of M , P−1MnP is a lower block triangular matrix where each diagonal block is either
primitive or zero. See [LM95, Section 4.5] for details about the cyclic structure of irreducible
matrices.
As a consequence of Perron–Frobenius Theorem, we get the following theorem.
Theorem 9. If M is a non-negative square matrix, then ρ(M) is an eigenvalue of M .
Let M be a non-negative square matrix. Note that if α ∈ C is an eigenvalue of M ,
then |α| ≤ ρ(M). This is the reason why the eigenvalue ρ(M) is also called the dominating
eigenvalue of M .
Proposition 10. Let M be a non-negative square matrix. For any non-negative matrix D
in Dil(M), M and D have the same dominating eigenvalue.
Proof. We follow the lines of the proof of [NR07, Proposition 7]. Due to Lemma 5 and
Theorem 9, we have ρ(D) ≥ ρ(M). Let us prove that we also have ρ(D) ≤ ρ(M).
COBHAM’S THEOREM FOR ABSTRACT NUMERATION SYSTEMS 5
The Collatz–Wielandt formula (see for instance [?, Chap. 8]) states that, for any irreducible
matrix N of size m,
ρ(N) = max
~y∈Rm
~y≥0
min
1≤i≤m
yi 6=0
(N~y)i
yi
.
Let m (resp. n) be the size of M (resp. D). Let us first suppose that M and D are
irreducible. Let us prove that for all non-negative vectors ~y ∈ Rn there is a non-negative
vector ~x ∈ Rm such that
min
1≤i≤n
yi 6=0
(D~y)i
yi
≤ min
1≤i≤m
xi 6=0
(M~x)i
xi
.
Let ~y be a non-negative vector in Rn and let (k1, . . . , km) be the dilatation vector of D. With
the convention taken in Definition 2, we index the components of ~y by the ordered pairs (i, k)
for 1 ≤ i ≤ m and 1 ≤ k ≤ ki. Let us define the non-negative vector ~x ∈ Rm by
xi = max
1≤k≤ki
y(i,k).
We have
min
1≤i≤m
1≤k≤ki
y(i,k) 6=0
(D~y)(i,k)
y(i,k)
= min
1≤i≤m
1≤k≤ki
y(i,k) 6=0
1
y(i,k)
m∑
j=1
kj∑
ℓ=1
D(i,k),(j,ℓ)y(j,ℓ)
≤ min
1≤i≤m
1≤k≤ki
y(i,k) 6=0
1
y(i,k)
m∑
j=1

 kj∑
ℓ=1
D(i,k),(j,ℓ)

xj
≤ min
1≤i≤m
1≤k≤ki
y(i,k) 6=0
1
y(i,k)
m∑
j=1
Mi,jxj
= min
1≤i≤m
xi 6=0
1
xi
m∑
j=1
Mi,jxj .
This concludes the case of irreducible matrices.
Now suppose that M or D is reducible. Let J be the n × n matrix whose entries are all
equal to 1. Let C be the m × m matrix defined by Ci,j = kj for all i, j. We can consider
sequences of matrices (Ms)s≥1 and (Ds)s≥1 where Ms =M +
1
s
C (resp. Ds = D+
1
s
J). Note
that Ms and Ds are positive matrices, hence irreducible. Moreover, J is a dilated matrix
of C with dilatation vector (k1, . . . , km). Hence the same holds for Ds and Ms. We can
therefore apply the same reasoning as in the first part of the proof and obtain ρ(Ds) ≤ ρ(Ms)
for all s ≥ 1. Since lims→+∞ ρ(Ms) = ρ(M) and lims→+∞ ρ(Ds) = ρ(D), we conclude that
ρ(D) ≤ ρ(M). 
In what follows we are mainly concerned with matrices in Nm×m. The next two lemmas
are classical results of linear algebra.
Lemma 11. Let M be a square matrix in Nm×m. There is a positive integer k such that
for all i, j ∈ {1, . . . ,m}, there exist λ(i, j) ∈ Spec(M) and d(i, j) ∈ N such that (Mkn)i,j =
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Θ((λ(i, j))nnd(i,j)). In particular, if M is irreducible, then λ(i, j) = ρ(M) for all i, j ∈
{1, . . . ,m}.
Lemma 12. Let M be a lower block triangular square matrix in Nm×m
M =


D1 0 · · · 0
⋆ D2
. . .
...
...
. . .
. . . 0
⋆ · · · ⋆ Dk


where for all h ∈ {1, . . . , k} the diagonal block Dh has size mh ≥ 1 and is either irreducible or
zero. Let k be a positive integer such that for all i, j ∈ {1, . . . ,m} and all n ∈ N≥1, Mkni,j 6= 0
if and only if M
k(n+1)
i,j 6= 0. Then, with the notation of the previous lemma, for all h, h′ ∈
{1, . . . , k}, h′ ≤ h, all i ∈ {1+∑g<hmg,∑g≤hmg} and all j ∈ {1+∑g′<h′mg′ ,∑g′≤h′mg′},
we have
λ(i, j) = max {ρ(Df ) | (1 ≤ f ≤ k)
∧

∃i′ ∈ {1 +∑
e<f
me,
∑
e≤f
me}, j′ ∈ {1 +
∑
g′<h′
mg′ ,
∑
g′≤h′
mg′} :Mki′,j′ ≥ 1


∧

∃i′′ ∈ {1 +∑
g<h
mg,
∑
g≤h
mg}, j′′ ∈ {1 +
∑
e<f
me,
∑
e≤f
me} :Mki′′,j′′ ≥ 1




3. Morphic sequences
We recall classical definitions on sequences that can be obtained as the image under a
morphism g of the infinite sequence generated by applying iteratively another morphism f on
an initial letter a. It is well known that such a sequence g(fω(a)) can also be obtained with
a coding τ and a non-erasing morphism σ, i.e., g(fω(a)) = τ(σω(b)). We discuss this result
to relate precisely the eigenvalues associated with f and σ. Finally, we present the analogue
of the theorem of Cobham from 1969 adapted to such sequences.
3.1. Basic definitions. Let A be an alphabet. The set of finite words over A is denoted by
A∗. Endowed with the concatenation product, this set is a monoid whose neutral element
is the empty word ε. The length of a word w ∈ A∗ is denoted by |w| and the number of
occurrences of the letter a in w is denoted by |w|a. We set A+ = A∗ \ {ε}. A morphism
f : A∗ → B∗ is a coding, if for all a ∈ A, |f(a)| = 1. It is said to be non-erasing, if for
all a ∈ A, |f(a)| ≥ 1. Moreover, morphisms defined on A∗ can naturally be extended to
morphisms defined over AN.
Definition 13. Let A be an alphabet and f : A∗ → A∗ be a morphism. We call a letter a ∈ A
mortal (w.r.t. f) if there is a positive integer n such that fn(a) = ε. A non-mortal letter is
called immortal (w.r.t. f). We let AM,f (or simply AM) denote the set of mortal letters and
AI,f (or simply AI) the set of immortal letters. Let B be a subset of the alphabet A. We
let κA,B : A
∗ → A∗ denote the morphism defined by κA,B(a) = ε if a ∈ B and κM,f (a) = a
otherwise.
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Definition 14. Let f : A∗ → A∗ be a morphism and let B ⊂ A be a sub-alphabet. If
f(B) ⊂ B∗, we say that fB := f B∗ : B∗ → B∗ is a sub-morphism of f .
Definition 15. Let f : A∗ → A∗ be a morphism. The incidence matrix of f is the matrix
Mf defined, for all a, b ∈ A, by
(Mf )a,b = |σ(b)|a.
For all sub-alphabets B ⊂ A, we let
(Mf )B
denote the sub-matrix of Mf obtained from Mf by taking rows and columns corresponding
to letters in B. A morphism f : A∗ → A∗ is said to be irreducible if its incidence matrix Mf is
irreducible. The eigenvalues and the spectrum of Mf are called respectively the eigenvalues
and the spectrum of f . In particular, since Mf is non-negative, thanks to Theorem 9 we can
also talk about the dominating eigenvalue of f .
The next result is a direct consequence of Lemma 11 and of the fact that for any morphism
f and for all n ∈ N, we have Mfn =Mnf .
Dans le lemme 11, on prend une puissance de la matrice. Ici, j’ai l’impression que ce n’est
pas necessaire, si?
Lemma 16. Let f : A∗ → A∗ be a morphism. For all a ∈ A, there exists d(a) ∈ N and
λ(a) ∈ Specf such that |fn(a)| ∈ Θ(nd(a)λ(a)n).
Definition 17. Amorphism f : A∗ → A∗ is prolongable on a letter a ∈ A if f(a) = au for some
u ∈ A∗ and limn→+∞ |fn(a)| = +∞. Convergence of a sequence of finite words to an infinite
sequence is classical, see for instance [BR10]. A sequence w over A is said to be pure morphic
if there is a morphism f : A∗ → A∗ prolongable on a such that w = fω(a) := limn→+∞ fn(a).
Moreover, if all letters of A occur in w and λ is the dominating eigenvalue of f , then, with
the notation of Lemma 16, we deduce from Lemma 12 that λ(a) = λ. Furthermore, as f is
prolongable, we have either λ > 1, or λ = 1 and d := d(a) ≥ 1. The pair (λ, d) is called the
growth type of f (w.r.t. a). In this case we say that w is (λ, d)-pure morphic. A sequence is
morphic (resp. (λ, d)-morphic) if it is a morphic image of a pure (resp. (λ, d)-pure) morphic
sequence. When λ > 1, we simply talk about λ-(pure) morphic sequences. A morphism
whose dominating eigenvalue λ is greater than 1 is said to be exponential. Otherwise, it is
polynomial (of degree d) where (1, d) is the growth type of f .
Remark 18. Observe that if w = fω(a) is a pure morphic sequence, then w is a fixed point
of f (i.e., f(w) = w) and the letter a is not mortal.
Remark 19. As in [Dur11], we impose in the definition of pure morphic sequence that all
letters of the alphabet of the morphism occur in w. This is required to have well-defined
(λ, d)-pure morphic sequences. Indeed, consider the morphism f : {0, 1, 2}∗ → {0, 1, 2}∗
defined by f(0) = 0001, f(1) = 12 and f(2) = 21. The dominating eigenvalue of f is 3, but
we do not want to say that fω(1) is 3-pure morphic. With the definition we consider, it is
2-pure morphic.
Lemma 20. Let f : B∗ → B∗ and g : B∗ → A∗ be morphisms. There is a positive constant C
such that for all b ∈ B and all n ∈ N, |g(fn(b))| ≤ C|fn(b)|. Furthermore, if g is non-erasing
then for all b ∈ B, |g(fn(b))| = Θ(|fn(b)|).
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3.2. Avoiding erasing morphisms.
Theorem 21. [Cob68] Let w = g(fω(a)) be a morphic sequence over an alphabet A. There
exists a non-erasing morphism σ : B∗ → B∗, a letter b ∈ B and a coding τ : B → A such that
w = τ(σω(b)).
Proofs of this result can be found in [Pan83, AS03, ?]. Cassaigne and Nicolas [CN03] gave
a constructive proof of this result in which two steps are needed. First, one shows that the
morphisms f and g can be chosen to be non-erasing. This step is omitted in [CN03]. The
second step builds the morphisms σ and τ . Since our aim is to compare the growth type of
σ with the growth type of f , we will recall the algorithm.
Lemma 22. Let w = fω(a) be a (λ, d)-pure morphic sequence over an alphabet A. Let k be
the number of mortal letters of f . If k is not zero, then the morphism fI := (κA,AM ◦ f)|A∗I :
A∗I → A∗I is non-erasing and such that w = fk(fωI (a)). Furthermore, fI also has growth
type (λ, d) (w.r.t. a), |fk(fnI (a))| = Θ(λnnd) and we have MfI = (Mf )AI and Spec(fI) =
Spec(f) \ {0, 0, . . . , 0︸ ︷︷ ︸
k times
}.
Proof. Since k is the number of mortal letters, it follows that fk(b) = ε for all b ∈ AM. Indeed,
proceed by contradiction and suppose that fk(b) 6= ε for some b ∈ AM. Then b, f(b), . . . , fk(b)
are words over AM and for each i, f
i+1(b) must contain a letter not occurring in b, . . . , f i(b).
Hence the number of mortal letters would be greater than k.
We set κM = κA,AM . Observe that w = f
k(w). Then we also have w = fk ◦ κM(w).
It remains to prove that κM(w) = f
ω
I (a). First, we show by induction on ℓ ≥ 1 that
(2) (κM ◦ f)ℓ = κM ◦ f ℓ.
The result is obvious for ℓ = 1. We get
(κM ◦ f)ℓ+1 = κM ◦ f ◦ (κM ◦ f)ℓ = κM ◦ f ◦ κM ◦ f ℓ
where we used the induction hypothesis for the last equality. To conclude with the induction
step, observe that κM ◦ f ◦κM = κM ◦ f . It is a consequence of the fact that, for all b ∈ AM,
f(b) ∈ A∗M.
On the one hand, κM ◦ f ℓ(a) tends to κM(w) as ℓ→ +∞. On the other hand, thanks to
(2), for all ℓ ≥ 1, κM ◦ f ℓ(a) = (κM ◦ f)ℓ(a) = f ℓI(a) which tends to fωI (a) as ℓ → +∞. By
uniqueness of the limit, it follows that κM(w) = f
ω
I (a).
Note that, for all b ∈ AI , f(b) contains at least a symbol in AI . Hence the morphism fI is
non-erasing. In particular, for all n ≥ k, we get |fn(a)| = |fk◦fn−k(a)| = |κM◦fk◦fn−k(a)| =
|κM ◦ fk ◦κM ◦ fn−k(a)| = |(κM ◦ f)k ◦ (κM ◦ f)n−k(a)| = |fnI (a)| so fI has the same growth
type as f (w.r.t. a).
To conclude with the proof, up to a permutation (corresponding to a reordering of the
alphabet where appear first all the immortal letters), the matrix Mf can be written as(
(Mf )AI 0
⋆ (Mf )AM
)
.
Hence MfI = (Mf )AI . From the above discussion, ((Mf )AM)
k = 0 then Spec(fAM) =
Spec((Mf )AM) = {0, 0, . . . , 0︸ ︷︷ ︸
k times
}. Similarly, we have Spec(fI) = Spec(f) \ Spec(fAM). 
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The idea of the next statement is to remove the largest sub-morphism of f whose alphabet
is erased by g.
Lemma 23. Let w = g(fω(a)) be a morphic sequence with g : B∗ → A∗ and f : B∗ → B∗
a non-erasing morphism. Let C be a sub-alphabet of {b ∈ B | g(b) = ε} such that fC is a
sub-morphism of f . The morphisms fε := (κB,C ◦ f) (B\C)∗ and gε := g (B\C)∗ are such that
w = gε(f
ω
ε (a)). In particular, for all n ≥ 1, we have gε ◦ fnε = (g ◦ fn) (B\C)∗ . Furthermore,
we have Mfε = (Mf )B\C and Spec(fε) = Spec(f) \ Spec(fC). Finally, if f has growth type
(λ, d) (w.r.t. a) and if |g(fn(a))| = Θ(λnnd′) for d′ ≤ d, then fε has growth type (λ, e) (w.r.t.
a) for some e such that d′ ≤ e ≤ d.
Proof. It is easily seen that Spec(fε) = Spec((Mf )B\C) = Spec(f) \ Spec(fC). Indeed, from
the construction of fε, we have (up to a permutation matrix)
Mf =
(
Mfε 0
⋆ MfC
)
.
Let us prove that w = gε(f
ω
ε (a)). We have g = gε ◦ κB,C . Since, for all b ∈ C, f(b) ∈ C∗, we
can use exactly the same reasoning as in (2) and get, for all n ≥ 1,
κB,C ◦ fn = κB,C ◦ fn ◦ κB,C = (κB,C ◦ f)n.
Hence, we get
w = g(fω(a))
= gε ◦ κB,C ◦ fn(fω(a))
= gε ◦ κB,C ◦ fn ◦ κB,C(fω(a))
= gε ◦ (κB,C ◦ f)n ◦ κB,C(fω(a))
= gε ◦ fnε ◦ κB,C(fω(a))
We have a /∈ C and fε(a) ∈ a(B \ C)+, otherwise w would be finite. Thus, fε is prolongable
on a and
κB,C(f
ω(a)) = fωε (a).
In particular for all n ≥ 1and all b ∈ B \ C, we have
g ◦ fn(b) = gε ◦ κB,C ◦ fn(b) = gε ◦ (κB,C ◦ f)n(b) = gε ◦ fε(b).
To conclude with the proof, we get by Lemma 16 that |fnε (a)| = Θ(λ(a)nd(a)) for some
λ(a) ∈ Spec(fε) and d(a) ∈ N. Then, using Lemma 20, we observe that there are some
positive constants K1, K2, K3, K4 such that
K1λ
nnd
′ ≤ |g ◦ fn(a)| = |gε ◦ fnε (a)| ≤ K2|fnε (a)| ≤ K3|fn(a)| ≤ K4ndλn.
meaning that λ(a) = λ and that d′ ≤ d(a) ≤ d. 
Lemma 24. Let w = g(fω(u0)) be a morphic sequence with f : B
∗ → B∗ and g : B∗ → A∗.
Let B′ be the set of letters b in B such that g(fn(b)) 6= ε for infinitely many integers n. There
are some non-erasing morphisms f ′ : B′∗ → B′∗, g′ : B′∗ → A∗ such that w = g′(f ′ω(u0)) and
there exists some n such that Mf ′ = (Mfn)B′ . Furthermore, if f has growth type (λ, d) (w.r.t.
u0) and |g(fn(u0))| = Θ(λnnd′) for some d′ ≤ d, then f ′ has growth type (λn, e) (w.r.t. u0)
for some e such that d′ ≤ e ≤ d.
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Proof. First, using Remark 8, we replace f with a convenient power fn is such a way that
Mfn is equal (up to a permutation) to a lower block triangular matrix whose diagonal blocks
are either primitive or zero.
We just need to iterate the operations of the previous two lemmas to get the morphisms
f ′ and g′. The growth type of f ′ under the last assumption directly follows from the growth
type (λn, d) of fn and by those of the morphisms obtained at each applied lemma.
First, Lemma 22 provides1 a morphism g1 and a non-erasing morphism f1 defined over
B1 ⊂ B such that w = g1(fω1 (u0)) and we have Mf1 = (Mfn)B1 .
We apply Lemma 23 to f1, g1 and the largest sub-alphabet C of B1 ∩ g−11 (ε) such that
(f1)C is a sub-morphism of f1. We obtain new morphisms g2 and f2 defined over B2 ⊂ B1
such that w = g2(f
ω
2 (u0)). We have Mf2 = (Mf1)B2 = (Mfn)B2 .
Observe that the new morphism f2 might be erasing: This is the case when a letter a ∈ B1
is not erased by g1, but is such that g1(f1(a)) = ε (such a letter is called moribund in [AS03,
Definition 7.7.2]). In that case, we iterate the process: Lemma 22 followed by Lemma 23
(applied to the largest possible sub-alphabet) provide new morphisms f3 : B
∗
3 → B∗3 and
g3 : B
∗
3 → A∗ such that w = g3(fω3 (u0)) and Mf3 = (Mfn)B3 . We iterate this process until fℓ
is non-erasing for some ℓ (this always happens since the two applied lemmas remove letters
from a finite alphabet). As a consequence of Lemma 23, for all letters b ∈ Bℓ
(3) gℓ(f
j
ℓ (b)) 6= ε for infinitely many j.
Moreover, we have
Mfℓ = (Mfn)Bℓ .
By the choice of n and using the fact that fℓ is non-erasing, the diagonal blocks of Mfℓ are
all primitive (i.e., each letter corresponding to such a block appears in f tℓ(b) for all letters
b corresponding to that block and all large enough t). Hence, we can strengthen (3): for
all letters b ∈ Bℓ, there is a positive integer Nb such that gℓ(f jℓ (b)) 6= ε for all j ≥ Nb.
Let N = max{Nb | b ∈ Bℓ}. The morphism g′ := gℓ ◦ fNℓ is non-erasing and such that
w = g′(fωℓ (u0)). To conclude the proof, take B
′ = Bℓ and f
′ = fℓ. 
The proof of the following result can be found in [CN03].
Lemma 25. [CN03, Lemme 4] Let w = g(fω(a)) be a morphic sequence for some morphisms
f : B∗ → B∗ and g : B∗ → A∗. There exists some positive integers p and q such that
|(g ◦ fp)(f q(a))| > |(g ◦ fp)(a)| and |(g ◦ fp)(f q(b))| ≥ |(g ◦ fp)(b)|, ∀b ∈ B.
We recall the algorithm of Cassaigne and Nicolas to get the morphisms σ and τ given
in Theorem 21 (the correctness of this algorithm is provided by Proposition 26). Let w =
g(fω(a)) be a morphic sequence with f : B∗ → B∗ and g : B∗ → A∗. Thanks to Lemma 24,
f and g can be taken non-erasing. Next applying Lemma 25 and replacing f with f q and g
with g ◦ fp, we can suppose that f and g are non-erasing and satisfy
(4) |g(f(a))| > |g(a)| and |g(f(b))| ≥ |g(b)|, ∀b ∈ B.
Note that this is the second time that we replace f with one of its power (the first time was
in Lemma 24).
1With the notation of Lemma 22, g1 = g ◦ f
k, f1 = fI , B1 = AI .
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Algorithm 1. The input is two non-erasing morphisms f : B∗ → B∗ and g : B∗ → A∗
satisfying (4). The output is two new morphisms σ and τ defined on a new alphabet Π.
Since g is non-erasing, we define the alphabet
Π = {(b, i) | b ∈ B, 0 ≤ i < |g(b)|}
and the morphism
α : B∗ → Π∗, b 7→ (b, 0)(b, 1) · · · (b, |g(b)| − 1).
We also define the coding
τ : Π∗ → A∗, (b, i) 7→ (g(b))i
where (g(b))i denotes the ith letter occurring in g(b), 0 ≤ i < |g(b)|. It is clear that τ ◦α = g.
Since |α(f(b))| = |g(f(b))| ≥ |g(b)|, α(f(b)) can be factorized (not necessarily in a unique
way) into |g(b)| non-empty words. Pick such a factorization
(5) α(f(b)) = wb,0wb,1 · · · wb,|g(b)|−1
with wb,i ∈ Π+ for all i. We moreover impose |wa,0| ≥ 2 (recall that |g(f(a))| > |g(a)|). Now,
define
σ : Π∗ → Π∗, (b, i) 7→ wb,i.
Proposition 26. Let w = g(fω(a)) be a (λ, d)-morphic sequence such that f : B∗ → B∗ and
g : B∗ → A∗ are two non-erasing morphisms satisfying (4). The morphisms τ and σ built in
Algorithm 1 are such that w = τ(σω((a, 0))), σ is non-erasing, τ is a coding. Moreover, Mσ
is a dilated matrix of Mf and σ has growth type (λ, d) (w.r.t. (a, 0)).
Proof. It is clear that τ is a coding and that σ is non-erasing and prolongable on the first
letter of wa,0 which is (a, 0). Recall that τ ◦ α = g. Let u = fω(a). We have τ(α(u)) = w.
Let us show that σω((a, 0)) = α(u). From (5) and since g is non-erasing, we observe that
α ◦ f = σ ◦ α
which implies that α(u) is a fixed point of σ: σ(α(u)) = α(f(u)) = α(u).
Let us prove that Mσ ∈ Dil(Mf ) with dilatation vector (|g(b)|)b∈B . For all bi, bj ∈ B and
for all k ∈ {0, 1, . . . , |g(bi)| − 1}, we have
|g(bj)|−1∑
ℓ=0
(Mσ)(bi,k),(bj ,ℓ) =
|g(bj)|−1∑
ℓ=0
|σ((bj , ℓ))|(bi,k)
=
|g(bj)|−1∑
ℓ=0
|wbj ,ℓ|(bi,k)
= |wbj ,0 wbj ,1 · · · wbj ,|g(bj)|−1|(bi,k)
= |α(f(bj))|(bi,k)
= (Mf )bi,bj .
Indeed, if (Mf )bi,bj = x for some bi, bj ∈ B, then the word (bi, 0)(bi, 1) · · · (bi, |g(bi)|−1) occurs
x times in α(f(bj)). Therefore, we also have |α(f(bj))|(bi,k) = x for all k ∈ {0, 1, . . . , |g(bi)|−1}.
Finally, let us prove that σ has the same growth type as f . As g is non-erasing, by Lemma 20
we have |g(fn(a))| = Θ(λnnd). Then, since |g(a)| = |α(a)| for all a ∈ A, and α◦f = σ ◦α, we
get that |σn ◦ α(a)| = Θ(λnnd). Finally, as σn((a, 0)) converges to α(u) = σ(α(u)) when n
increases, there are some integers k1, k2 ∈ N such that σ ◦α(a) is a prefix of σk1((a, 0)), itself
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a prefix of σk2 ◦ α(a). Thus, for all n we have |σn(α(a))| ≤ |σn+k1((a, 0))| ≤ |σn+k2(α(a))|,
meaning that σ has growth type (λ, d) (w.r.t. (a, 0)). 
3.3. Cobham’s theorem for morphic sequences. Two real numbers λ, λ′ > 1 are multi-
plicatively independent if the only non-negative integers k, ℓ such that λk = λ′ℓ are k = ℓ = 0.
Otherwise, λ, λ′ are multiplicatively dependent. It is clear that multiplicative dependence is an
equivalence relation over (1,+∞) and, for all n ≥ 1, λ and λn are multiplicatively dependent.
F. Durand proved the following result [Dur11].
Theorem 27. [Dur11] Let λ, λ′ > 1 be two multiplicatively independent real numbers. Let
u (resp. v) be a λ-pure morphic (resp. λ′-pure morphic) sequence. Let φ and ψ be two
non-erasing morphisms. If w = φ(u) = ψ(v), then w is ultimately periodic.
If a sequencew is both λ- and λ′-morphic with λ, λ′ > 1 being multiplicatively independent,
then w needs not be ultimately periodic. As an example, consider the morphism f : a 7→
abc, b 7→ ba, c 7→ ccccc and the morphism g : a 7→ a, b 7→ b, c 7→ ε. Therefore, the sequence
fω(a) is 5-pure morphic and with our definition, g(fω(a)) is thus 5-morphic. Nevertheless,
observe that g(fω(a)) is the well-known Thue–Morse sequence which is 2-pure morphic and
not ultimately periodic.
In the latter example, observe that the letter c provides the dominating eigenvalue of f
which is 5 but c is erased by g. This is the reason why we introduce the next definition.
Definition 28. Let f : B∗ → B∗ and g : B∗ → A∗ be two morphisms. Let λ be the
dominating eigenvalue of f . Let B′ be the set of letters b in B such that g(fn(b)) 6= ε for
infinitely many integers n. We say that (f, g) satisfies the dominating eigenvalue property
(DEV-property) if λ ∈ Spec((Mf )B′).
Proposition 29. Let λ, λ′ > 1 be two multiplicatively independent real numbers. Suppose
that w = g(fω(a)) = g′(f ′ω(a′)) with f of growth type (λ, d) (w.r.t. a) and f ′ of growth type
(λ′, d′) (w.r.t. a′). If both (f, g) and (f ′, g′) satisfy the DEV-property, then w is ultimately
periodic.
Proof. Applying Lemma 24 and Lemma 25 to f : B∗ → B∗ and g : B∗ → A∗ provides
non-erasing morphisms F : B′∗ → B′∗ and G : B′∗ → A∗ such that w = G(Fω(a)) where B′
is the set of letters b in B such that g(f j(b)) 6= ε for infinitely many integers j. Moreover,
we have MF = (Mfn)B′ for some n. Since (f, g) satisfies the DEV-property, the dominating
eigenvalue of F is λn. Thus, w is the image under the non-erasing morphism G of the λn-pure
morphic word Fω(a).
The same holds for g′ and f ′. We get that w is the image under a non-erasing morphism
G′ of a (λ′)m-pure morphic word (F ′)ω(a′). Note that λn and (λ′)m are multiplicatively
independent. Hence we can apply Theorem 27. 
4. Abstract numeration systems
4.1. Basic definitions.
Definition 30. A deterministic finite automaton (DFA for short) over A is a labeled directed
graph A = (Q, q0, A, δ, T ) where Q is the set of states, δ : Q×A→ A is the transition function,
q0 ∈ Q is the initial state and T is the set of terminal states. Generally, δ is a partial function,
i.e., its domain is a subset of Q×A. A DFA is complete if δ is a total function, i.e., its domain
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is Q×A. The function δ can be extended to Q×A∗ by δ(q, ε) = q and δ(q, ub) = δ(δ(q, u), b)
for all q ∈ Q, u ∈ A∗, b ∈ A.
A state q of A is accessible if it can be reached from the initial state: there exists u ∈ A∗
such that δ(q0, u) = q. A state q of A is co-accessible if there exists u ∈ A∗ such that
δ(q, u) ∈ T . A DFA is trim if all its states are accessible and co-accessible.
The reason why we consider trim automata is similar to assuming that all letters of A occur
in a pure morphic sequence w generated by a morphism f : A∗ → A∗ (see Definition 17 and
Remark 19). States that are not accessible or co-accessible could induce irrelevant eigenvalues
associated with the automaton.
Definition 31. Let A = (Q, q0, A, δ, T ) be a DFA. A word u ∈ A∗ is said to be accepted (or
recognized) by A if (q0, u) belongs to the domain of δ and δ(q0, u) ∈ T . The language accepted
by A is the set of words accepted by A. It is denoted by L(A). A language is regular if it
is the language accepted by some DFA. Two DFAs are equivalent if they accept the same
language. Removing states that are not accessible or not co-accessible, any DFA is equivalent
to a trim DFA.
Let L be a regular language. Up to a renaming of the states, there exists a unique DFA with
a minimal number of states accepting L. This automaton is called the minimal automaton
of L. For a general reference, see for instance [?]. We let ML denote the trim minimal
automaton of L.
Definition 32. A DFA with output (DFAO for short) O = (Q, q0, A, δ,B, α) is a complete
DFA (Q, q0, A, δ, T ) where the set of terminal states T is replaced with an output function
α : Q→ B, B being an alphabet.
As mentioned in the introduction, it is desirable to consider numeration systems where
the valid representations of the integers make up a regular language: the language of the
numeration is accepted by some DFA. To fulfil this requirement, abstract numeration systems
provide a unified framework [BR10, Chap. 3].
Definition 33. [?] An abstract numeration system is a triple S = (L,A,<) where (A,<) is
a totally ordered alphabet and L is an infinite regular language over A. The words in L are
totally ordered by the radix order over A∗ induced by <. Words are ordered by increasing
length and two words of the same length are ordered thanks to the lexicographic order. This
order is an increasing one-to-one correspondence repS : N → L. The word repS(n) is the
(n+ 1)th word in L.
Definition 34. Let S = (L,A,<) be an abstract numeration system. A set X ⊂ N is
S-recognizable if repS(X) is a regular language.
The following definition is a natural generalization of the concept of k-automatic sequence
where base k expansions are the inputs of some DFAO.
Definition 35. Let S = (L,A,<) be an abstract numeration system. A sequence w =
w0w1w2 · · · , wi ∈ B for all i, is S-automatic if there exists a DFAO O = (Q, q0, A, δ,B, α)
such that
(6) wi = α(δ(q0, repS(i))), ∀i ≥ 0.
If X is a subset of N, the characteristic sequence of X is 1X = x0x1x2 · · · , where xi = 1 if
i ∈ X and xi = 0 otherwise.
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Remark 36. Let S be an abstract numeration system. A subset X of N is S-recognizable if
and only if its characteristic sequence 1X is S-automatic.
4.2. The S-automatic sequences are exactly the morphic sequences. The next re-
sult is an extension of the theorem of Cobham from 1972 characterizing morphic sequences
generated by a constant length morphism.
Theorem 37. [Rig00, RM02] A sequence is S-automatic for some abstract numeration system
S if and only if it is morphic.
Given an abstract numeration system S and a DFAO O, we let wS,O denote the corre-
sponding S-automatic sequence defined by (6). The proof of Theorem 37 is constructive. The
algorithm below provides morphisms showing that an S-automatic sequence is morphic.
Algorithm 2. The input is an abstract numeration system S = (L,A,<) and a DFAO
O = (R, r0, A, δO , B, α) generating a sequence wS,O over B defined by (6). Let ML =
(Q, q0, A, δL, T ) be the trim minimal automaton of L. For convenience, we can assume that
A = {1 < · · · < n}. An intermediate output is an auxiliary product automaton. The final
output is two morphisms fS,O and gS,O such that
wS,O = gS,O(f
ω
S,O(z))
for some letter z.
Consider the Cartesian product automaton P = ML × O defined as follows. The set
of states of P is a subset P of Q × R. The initial state is (q0, r0) and the alphabet is
A. The transition function ∆ : (Q × R) × A∗ → Q × R of P is defined as follows. First
((q, r), w) ∈ (Q × R) × A∗ belongs to the domain of ∆ if and only if (q, w) belongs to the
domain of δL. In that case,
∆((q, r), w) = (δL(q, w), δO(r, w)).
We only consider the accessible part of P: its set of states is given by
P = {(q, r) ∈ Q×R | ∃w such that ((q0, r0), w) ∈ dom∆ and ∆((q0, r0), w) = (q, r)}.
Define a morphism fS,O : (P ∪{z})∗ → (P ∪{z})∗ prolongable on a letter z which does not
belong to P as follows: fS,O(z) = zfS,O(q0, r0) and fS,O(q, r) is obtained by concatenating
the states reached when reading the different letters in A:
(7) fS,O(q, r) = ∆((q, r), 1) · · · ∆((q, r), n).
If ((q, r), i) does not belong to the domain of ∆, we set ∆((q, r), i) = ε in the above formula.
Note that fS,O can therefore be erasing. This situation happens exactly when ML has some
terminal state without outgoing transition.
Define gS,O : (P ∪ {z})∗ → B∗ by
gS,O(z) = gS,O(q0, r0) and gS,O(q, r) =
{
α(r), if q ∈ T,
ε, otherwise.
By definition, gS,O can be erasing.
Example 38. Consider the language L over {1, 2} of the words avoiding the factor 22 and
not having a suffix 2. In Figure 1, the minimal automaton of L is depicted on top, a DFAO
O with three states is depicted on the left. The output alphabet is {a, b, c} and the output
associated with each state is written inside the state (we identify these states with their
outputs). The resulting Cartesian product P =ML×O occupies the central position (where
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the non-accessible state (2, a) has been removed). If the initial state ofML is 1 and the other
1 2
a
b
c
(1,a)
(1,b) (2,b)
(1,c) (2,c)
2
1
1
2
1
2
1
1,2
2
1
1
2
1
1
2
1
Figure 1. A trim minimal DFA, a DFAO and the corresponding Cartesian product.
state of ML is 2, the morphism fS,O is given by z 7→ z(1, c)(2, b) and
(1, a) 7→ (1, c)(2, b), (1, b) 7→ (1, b)(2, c), (1, c) 7→ (1, c)(2, c), (2, b) 7→ (1, b), (2, c) 7→ (1, c)
and, for x ∈ {a, b, c},
gS,O : (1, x) 7→ x, (2, b), (2, c) 7→ ε.
We get
fωS,O(z) = z(1, c) (2, b) (1, c) (2, c) (1, b) (1, c) (2, c) (1, c) (1, b) (2, c) (1, c) (2, c) (1, c) (1, c) · · ·
and
gS,O(f
ω
S,O(z)) = accbccbcccbccccccbccccccccccbcccccccc · · ·
Definition 39. Let A = (Q, q0, A, δ, T ) be a DFA. The incidence matrix of A is the matrix
MA ∈ NQ×Q defined by (MA)p,q = Card ({a ∈ A | δ(p, a) = q}). We can again say that the
eigenvalues and the spectrum of MA are respectively the eigenvalues and the spectrum of A.
Let L be regular language. In particular, since the matrix MML is non-negative, we can talk
of the dominating eigenvalue of L.
Example 40. Continuing the above example, the incidence matrix of ML and P are respec-
tively
(
1 1
1 0
)
and


0 0 1 1 0
0 1 0 0 1
0 0 1 0 1
0 1 0 0 0
0 0 1 0 0

 .
Note that the second matrix is a dilated matrix of the first one with a dilatation vector (3, 2).
Proposition 41. Let S = (L,A,<) be an abstract numeration system and O be a DFAO. Let
P be the Cartesian product automaton ML×O given in Algorithm 2. Then MP ∈ Dil (MML).
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Proof. Let ML = (Q, q0, A, δL, T ) and O = (R, r0, A, δO, B, α). Rows and columns of MP
are both indexed by pairs (q, r) ∈ Q × R. Recall that we only consider the pairs in P
corresponding to accessible states in P. We fix orderings of Q and R and consider the
corresponding lexicographic order of Q×R: (x, y) < (x′, y′) if x < x′ or, x = x′ and y < y′.
Let q, s be states inML. Since the DFAO O is complete, for all a ∈ A, we have δL(q, a) = s
in ML if and only if, for all r ∈ R, ∆((q, r), a) = (s, δO(r, a)). Moreover, for all r ∈ R and all
a ∈ A, there is exactly one state t ∈ R such that δO(r, a) = t. Hence, for all r with (q, r) ∈ P ,∑
t∈R with
(s,t)∈P
(MP )(q,r),(s,t) = (MML)q,s.

As a consequence of Proposition 10, we immediately obtain the following result.
Corollary 42. The matrices MP and MML have the same dominating eigenvalue.
The transpose of a matrix M is denoted by M˜ .
Proposition 43. Let S = (L,A,<) be an abstract numeration system and O be a DFAO. Let
fS,O be the morphism obtained from Algorithm 2. The matrix MfS,O is (up to a permutation)
a lower block triangular matrix (
1 0
v M˜P
)
where v is the column vector of M˜P corresponding to (q0, r0), i.e., for all (q, r) ∈ Q × R,
v(q,r) = (MP)(q0,r0),(q,r). In particular, MP and fS,O have the same dominating eigenvalue.
Proof. It follows directly from (7). To get the matrix given in the statement, we simply
assume that the special symbol z corresponds to the first entry of the matrix and we consider
the same ordering as the one used to build MP in the proof of Proposition 41. 
5. Cobham’s Theorem for abstract numeration systems
Definition 44. Let S = (L,A,<) be an abstract numeration system. For all n ∈ N, we let
vL(n) denote the number of words of length at most n in L.
The next result is a direct consequence of Lemma 11 and Lemma 12.
Lemma 45. Let S = (L,A,<) be an abstract numeration system. Let λS be the dominating
eigenvalue of L. There exists a non-negative integer dS ∈ N such that vL(n) = Θ(ndSλnS).
Definition 46. Let S = (L,A,<) be an abstract numeration system. The couple (λS , dS) of
the previous lemma is called the growth type of S. An abstract numeration system is said to
be polynomial (resp. exponential) if λS = 1 (resp. λS > 1).
Definition 47. Let S = (L,A,<) and S′ = (L′, A′, <′) be abstract numeration systems of
growth type (λS , dS) and (λS′ , dS′) respectively. Then S and S
′ are said to be independent if
one of the following conditions holds true.
(1) λS and λS′ are greater than 1 and are multiplicatively independent;
(2) max{λS , λS′} > 1 and min{λS , λS′} = 1;
(3) λS = λS′ = 1 and gcd(dS , dS′) = 1.
Recall the following result.
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Theorem 48 (Lecomte and Rigo [?]). Any finite union of arithmetic progressions is S-
recognizable for all abstract numeration systems S
The main result of this section is the following.
Theorem 49. Let S = (L,A,<) and S′ = (L′, A′, <′) be two independent abstract numeration
systems. A set X is both S- and S′-recognizable if and only if it is a finite union of arithmetic
progressions.
We divide the proof into three cases: the exponential case of two exponential ANSs, the
polynomial case of two polynomial ANSs and the mixed case of one polynomial ANS and one
exponential ANS. One of the key points of the proof is the following result.
Lemma 50 ([CR11]). Let S = (L,A,<) be an abstract numeration system and O be a
DFAO. Let fS,O and gS,O be the morphisms obtained from Algorithm 2 with fS,O prolongable
on (q0, r0). For all n, we have |gS,O(fnS,O((q0, r0)))| = vL(n).
5.1. Proof of the mixed case. This part is known and due to Durand and Rigo.
Theorem 51. [DR09] Let S be a polynomial abstract numeration system and let S′ be an
exponential abstract numeration system. If X ⊂ N is both S- and S′-recognizable, then it is a
finite union of arithmetic progressions.
5.2. Proof of the exponential case. This part almost directly follows from Theorem 27.
Theorem 52. Let S and S′ be two exponential abstract numeration system with multiplica-
tively independent dominating eigenvalue λS and λS′ respectively. If X ⊂ N is both S- and
S′-recognizable, then it is a finite union of arithmetic progressions.
Proof. The set X being both S- and S′-recognizable, its characteristic sequence 1X is both
S- and S′-automatic. Thanks to Algorithm 2, we can write
1X = g(f
ω(a)) = g′(f ′ω(a′))
for some morphisms f, g, f ′, g′.
Since ML and ML′ are trim, the pairs (f, g) and (f ′, g′) satisfy the DEV-property. Fur-
thermore, thanks to Proposition ?? and Corollary 42, the dominating eigenvalue of f and
f ′ are λS and λS′ respectively. Applying Proposition 29, we obtain that 1X is ultimately
periodic, that is, X is a finite union of arithmetic progressions. 
5.3. Proof of the polynomial case.
Theorem 53. Let S and S′ be two polynomial abstract numeration system of co-prime degrees
dS and dS′ respectively. If X ⊂ N is both S- and S′-recognizable, then it is a finite union of
arithmetic progressions.
The way we prove the result is standard to prove Cobham-like theorems. Using a result
of Charlier and Rampersad, we first prove that X is syndetic. Then, we prove that the finite
words occurring infinitely often in 1X occur with bounded gaps. Then, we suppose that 1X
is not ultimately periodic and we reach a contradiction.
Let us recall the following result. For all n, we let tX(n) denote the (n + 1)th element of
X. Charlier and Rampersad proved the following result [CR11].
Theorem 54 (Charlier and Rampersad [CR11]). Let S be a polynomial abstract numeration
system of degree d. If X is an infinite S-recognizable set, then there is a positive integer c ≤ d
such that vrepS(X)(n) = Θ(n
c) and tX(n) = Θ(n
d
c ).
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The next easy lemma allows us to prove that X is syndetic.
Lemma 55. Two positive integers d and d′ are co-prime if and only if {d
c
| 1 ≤ c < d}∩{d′
c′
|
1 ≤ c′ < d′} = ∅.
Proof. Suppose that d and d′ are co-prime and that there exists c ∈ {1, . . . , d − 1} and
c′ ∈ {1, . . . , d′ − 1} such that d
c
= d
′
c′
. Then, c = c
′d
d′
, meaning that d′ divides c′ which is a
contradiction. For the other part, if d and d′ have a common divisor x ∈ N>1, then it belongs
to {d
c
| 1 ≤ c < d} ∩ {d′
c′
| 1 ≤ c′ < d′}. Indeed, x = dd
x
= d
′
d′
x
with d
x
∈ {1, . . . , d − 1} and
d′
x
∈ {1, . . . , d′ − 1}. 
Proposition 56. Let S and S′ be two polynomial abstract numeration system of co-prime
degrees dS and dS′ respectively. If X ⊂ N is an infinite S- and S′-recognizable set, then X is
syndetic.
Proof. By Theorem 54, there are some integers c ∈ {1, . . . , d} and c′ ∈ {1, . . . , d′} such that
tX(n) ∈ Θ(n dc ) ∩ Θ(n
d′
c′ ), which, by the previous lemma, is possible if and only if c = d and
c′ = d′. 
The next result allows us to prove that not only X is syndetic, but also the finite words
occurring infinitely often in 1X occur in it with bounded gaps. Let 1X = x0x1x2 · · · be the
characteristic sequence of X. For all u ∈ {0, 1}∗, we let Xu ⊂ N denote the set
Xu = {i ∈ N | xixi+1 · · · xi+|u|−1 = u}.
Proposition 57. Let S be an abstract numeration system. If X is a S-recognizable set, then
for any word u ∈ {0, 1}∗, the set Xu is also S-recognizable.
Proof. The case where X or Xu is finite is trivial. Thus, let us suppose that X and Xu are
infinite. Let k be the smallest integer such that xk · · · xk+|u|−1 = u. For all i ∈ {0, 1, . . . , |u|−
1}, we let Xi (resp. Yi) denote the set of non-negative integers whose characteristic sequence
is 0k+iuω (resp. 0k+i(10|u|−1)ω). For all i, the sets Xi and Yi are ultimately periodic, hence
S-recognizable.
Suppose that the first letter of u is 1. By construction, X ∩ Xi ∩ Yi is the set of non-
negative integers j such that xj · · · xj+|u|−1 = u and j ≡ k + i mod |u|. The set Xu is thus⋃
0≤i<|u|X ∩Xi ∩ Yi and this set is S-recognizable because S-recognizability is closed under
finite unions and intersections. The case where the first letter of u is 0 is similarly obtained
by replacing X by N \X and Xi by N \Xi. 
The next result is a direct consequence of Proposition 56 and Proposition 57.
Corollary 58. Let S and S′ be two polynomial abstract numeration system of co-prime
degrees dS and dS′ respectively. Suppose that X ⊂ N is both S- and S′-recognizable. For all
words u ∈ {0, 1}∗, if Xu is infinite, then it is syndetic.
We will need Lemma 59 below concerning (1, d)-pure morphic words. It directly follows
from Pansiot’s word about pure morphic words [Pan83, Proof of Theore`me 4.1]] and from
the fact that arbitrary large words only composed of non-growing letters2 occur in (1, d)-pure
morphic words.
2With the notation of Lemma 16, a letter b is growing if λ(b) > 1 or d(b) ≥ 1. Otherwise it is non-growing.
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Lemma 59. Let f : A∗ → A∗ be a non-erasing polynomial morphism prolongable on a ∈ A
and denote w = fω(a). There exists a word u ∈ A+ such that for all n, un occurs infinitely
often in w.
Now we can end the proof of the polynomial case.
Proof of Theorem 53. Let f, g and f ′, g′ be the morphisms given by Algorithm 2 and let a
and a′ be such that g(fω(a)) = 1X = g
′((f ′)ω(a′)). We deduce from Proposition 43 that
f and f ′ are polynomial of degree dS and dS′ respectively. Furthermore, using Lemma 50,
Lemma 24 and Algorithm 1, we can suppose that f and f ′ are non-erasing and that g and g′
are codings.
By the previous lemma, there exists a word u such that for all n, un occurs infinitely often
in fω(a). Similarly, there exists a word v such that for all m, vm occurs infinitely often in
(f ′)ω(a′).
Suppose that |u| ≤ |v|; the other case is similar. Let k ≥ 1 be an integer such that
|uk| ≥ 3|v|. Since uk occurs infinitely often in fω(a), g(uk) occurs infinitely often in 1X .
Thus, by Corollary 58, g(uk) occurs with bounded gaps in 1X .
Proceed by contradiction and suppose that 1X is not ultimately periodic. Thus there exists
a word w ∈ {0, 1}∗ such that g(uk)wg(uk) occurs in 1X and is not |u|-periodic3. LetW be the
set of such words w. Since g(uk) occurs with bounded gaps, W is finite. Thus, there exists
w′ ∈W such that g(uk)w′g(uk) occurs infinitely often in 1X , hence with bounded gaps (again
by Corollary 58). Let m ∈ N be such that g′(vm) contains an occurrence of g(uk)w′g(uk).
Since |uk| ≥ 3|v| and g(uk) is |u|-periodic, g′(vm) is also |u|-periodic. Thus g(uk)w′g(uk) is
|u|-periodic which is a contradiction. 
Remark 60. Even if we do not have any proof of it, we believe that Theorem 49 still holds
true if we replace Condition 3 of Definition 47 by λS = λS′ = 1 and dS 6= dS′ . We intend to
attack this problem is a future paper.
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