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RESUMO 
Nesta dissertação, faremos uma análise da construção pas-
siva em português, dentro do escopo da Gramática Aplicacional de 
Sebastian K. SHAUMYAN. 
A Gramática Aplicacional chamou a nossa atenção há alguns 
anos, mas os nossos conhecimentos lingüísticos não foram sufici-
entes para compreendê-la. Resolvemos nos dedicar ao estudo des-
ta teoria e cremos que ela pode representar uma alternativa in-
teressante de estudo lingüístico,nesta época de predominância 
quase total da Gramática Gerativa de N. CHOMSKY. 
Temos consciência de que a Gramática Aplicacional é^  des-
conhecida no Brasil e, em vista disso, antes de tratarmos da pas-
sivização, faremos uma apresentação geral da teoria. 
Assim, a dissertação se divide em seis partes: na Intro-
dução, apresentaremos um breve histórico do surgimento e da evo-
lução da teoria; no segundo capítulo,, trataremos dos objetivos e 
dos pressupostos teóricos da Gramática Aplicacional, confrontan-
do-a, sempre que possível, com a Gramática Gerativa chomskyana; 
o terceiro capítulo trará a descrição da Gramática Genotípica — 
um dos conceitos básicos do aparato formal da Gramática Aplica-
cional; no quarto capítulo,apresentaremos em breves palavras a 
Gramática Fenotípica; o quinto capítulo tratará das construções 
passivas em português. Ao analisarmos a passivização, limitar-
nos-emos âs construções com o participio passado e não analisa-
remos as construções que envolvem a reflexiyização. Na sexta 
parte, apresentaremos nossas considerações finais acerca da teo-
ria . 
Uma vez que a Gramática Aplicacional não foi apresentada 
até agora em língua portuguesa, tivemos que tomar a liberdade de 
"criar" alguns termos indispensáveis para sua compreensão. 
SUMMARY 
In this dissertation an analysis of the passivisation in 
Portuguese in the framework of the Applicative Grammar of Sebas-
tian K. SHAUMYAN was dane (henceforth AG). 
We decided to study the theory because, to our oppinion, 
it is an interesting alternative to the Generative Grammar of N. 
CHOMSKY, that as known as nearly absolutely predominant in modern 
Linguistics. 
As the Applicative Grammer is unknown in Brazil, before 
analysing the passivisation we represent the general outline of 
the theory. 
Thus, this work is divided into six parts: the Introduc-
tion represents in short the birth and the evolution of the the-
ory; the 2. chapter exposes the goals and the theoretical postu-
lations of the AG confronting it, when it is possible, with the 
Generative Grammar. The 3. chapter treats the Genotype Grammar 
as the basic concept of the formal apparatus of the AG. In the 
4. chapter,we present in short the Phenotype Grammar. In the 
•f* Vk 
5. chapter,we submit for consideration our analysis of the pas-
sivisation in Portuguese, restricting it to the constructions 
with past participle. In the part, we present our final con-
siderations about the theory. 
Once the AG has not been exposed in Portuguese yet, we 
had to take the liberty to "create" some terminology we consider 
essential to comprehend this theory. 
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1 INTRODUÇÃO 
Os primeiros textos de N. CHOMSKY anunciavam, no final dos 
anos 50, o começo de uma "revolução" em lingüistica. A avalanche 
do gerativismo chomskiano parecia acabar com o estruturalismo 
lingüístico. 
Em 1962, surge uma outra teoria gerativa que representa 
uma continuação coerente do estruturalismo: A Gramática Aplica-
cional de Sebastian K. SHAUMYAN.* 
Para entendermos melhor essa postura "positiva" de SHAU-
MYAN em relação ao estruturalismo, é necessário conhecermos a 
situação da lingüística na União Soviética. O contexto históri-
co no momento em que os primeiros trabalhos de SHAUMYAN foram pu-
blicados, é muito diferente daquele que CHOMSKY encontrou nos 
EUA quando apresentou sua teoria gerativa. Enquanto nos EUA o 
estruturalismo já tinha algumas décadas de tradição na época em 
que CHOMSKY lançou um programa novo, na URSS o estruturalismo e 
SHAUMYAN despontaram simultaneamente. CHOMSKY opõe-se aos es-
truturalistas americanos e negligencia os europeus; SHAUMYAN lu-
ta, desde o início, para reabilitar o estruturalismo tanto europeu, 
*Sebastian K. SHAUMYAN - ex-chefe do Departamento de Lingüística Es-
trutural do Instituto de Língua Russa da Academia de Ciencias da URSS; atu-
almente professor do Departamento de Lingüística da Yale University, Con-
necticut, USA. Na pouca literatura existente em outras línguas que não a 
russa sobre a teoria de SHAUMYAN, o sobrenome do lingüista encontra-se es-
crito de três maneiras: SAUMJAN, SHAUMIAN e SHAUMYAN. Nesta dissertação, a-
dotamos a última por ser preferida pelo próprio autor da teoria. 
quanto americano e, ao mesmo tempo, para introduzir o conceito do 
gerativismo. 
0 estruturalismo venceu na URSS no final da década de 50, 
quando nos EUA já tinha acontecido o advento da gramática gera-
tiva. Ë curioso que na URSS, o sucesso do estruturalismo criou 
o clima favorável â introdução das idéias gerativistas e, com is-
so, as duas correntes — estruturalismo e gerativismo — fundiram-
se nos trabalhos de SHAUMYAN. 
Em 1952, SHAUMYAN apresentou um artigo na revista a Akad-
<¿m¿i Nauk SSSR [InfioimtLi da Acad&mla de. C¿ínc¿a da ÜRSS)37em que 
destacava a necessidade da abstração na lingüística. Entretan-
to, toda a situação da autoridade absoluta dos "marristas11 e as 
próprias condições político-intelectuais na União Soviética, na-
quela época, tornavam todo debate teórico difícil. A redação da 
revista, numa nota que acompanhava o artigo de SHAUMYAN, deixou 
claro que o mesmo não representava a opinião do grupo editorial. 
As numerosas reações obrigaram SHAUMYAN a intervir de no-
vo em 19 53 (o ano da morte de I. Stalin) na mesma revista. SHAU-
MYAN contestava os adversários, que o tinham acusado de "idealis-
ta, relativista e anti-historicista", pela sua incompreensão dos 
problemas da ciência moderna. No mesmo artigo ele mencionava os 
trabalhos dos estruturalistas poloneses e tchecos. Esta segunda 
intervenção de SHAUMYAN também foi acompanhada de uma nota da 
redação, que o julgava severamente, declarando-o "isolado" e a-
cusando-o de "seguidor da ciência burguesa": na verdade, a reda-
ção da revista rejeitava o estruturalismo em geral e a abordagem 
funcional, em particular. 
Apesar desse julgamento desfavorável, as idéias estrutu-
ralistas, especialmente em fonologia, iam se afirmando na lin-
güística soviética nos anos subseqüentes e SHAUMYAN, junto con 
outros lingüistas (I. REVZIN, V. IVANOV, I. MEL'ÏUK), desempenha-
va um papel importante neste processo. 
Em 1956, a revista Vopio¿y JazykoznanZja (Problemas de 
Lingüística)56 no seu editorial, abria um grande debate sobre o 
estruturalismo, dirigindo um questionário às instituições de pes-
quisas lingüísticas não só da União Soviética, mas também de ou-
tros países do mundo. Neste mesmo ano, SHAUMYAN publicou,num dos 
números da revista67, um artigo de quinze páginas, fazendo uma 
exposição clara e equilibrada do estruturalismo em lingüística, 
definindo método, objeto e diferentes escolas. 
A polêmica prosseguia no quadro político e institucional 
da URSS, onde tais debates forçosamente se situavam numa perspec-
tiva ideológica mais geral. Progressivamente, o interesse e a 
utilidade da abordagem estruturalista, da formalização da des-
crição lingüística, dos procedimentos inspirados na teoria^ dos 
conjuntos e na lógica matemática, ganhavam mais terreno. 
Sempre defendendo os princípios da lingüística estrutural, 
SHAUMYAN escreve em 1958 um trabalho sobre os traços diferenciais 
em polonês55, no qual se refere ã teoria dicotômica de R. JAKOB-
SON e M. HALLE. Mas ele vai além das resenhas e dos pequenos ar-
tigos e se lança na elaboração de uma teoria própria, que incor-
pora e desenvolve as idéias estruturalistas e as gerativistas, 
das quais o lingüista já tem conhecimento. 
0 sucesso da técnica soviética e, principalmente, da ci-
bernética influenciou o processo da "modernização" da lingüís-
tica na URSS. Porém, devido a certos hábitos mentais lingüísti-
cos hostis a tudo que tem caráter matemático, as velhas brigas 
pessoais, ã xenofobia e ao patriotismo ingênuo, esta evolução 
não acontecia sem reticências. 
Em 1959, um grupo de lingüistas apresentou um artigo so-
bre os problemas teóricos na lingüística que refletia suas ten-
dências contraditórias39. Entre as respostas,se destaca o arti-
go de SHAUMYAN10, onde ele ataca as seguintes afirmações sobre o 
estruturalismo, às quais sempre se agarravam os inimigos: "É uma 
doutrina idealista" e "Ë uma doutrina estrangeira". 
É curioso observar que,no mesmo número da revista, a Sec-
ção de Literatura e Língua da Academia de Ciências da URSS in-
formou sobre a sua decisão de criar o Instituto de Semiótica e o 
Conselho Científico para a Lingüística Aplicada,que trabalharia 
junto com o Conselho Científico encarregado da Teoria da Lingüís-
tica Soviética e com o Conselho Científico para a Cibernética. 
Em 1960 ainda, a Academia, em sua resolução, informou so-
bre a criação do Setor de Lingüística Estrutural, junto ao Insti-
tuto de Língua Russa em Moscou, e do Grupo de Estudo da Língua 
pelos Métodos Matemáticos e Estruturais no Instituto Pedagógico 
Estatal Hertzen, em Leningrado. 
Nos anos 60, foi reaquecida a velha briga entre os "estru-
turalistas" que defendiam a formalização na lingüística, e os 
"neo-marristas" que se levantavam contra a "desumanização da lin-
güística" e contra "as influências da ciência burguesa". Ë neste 
clima, nos anos 60-70, que surge uma tendência oficial na lin-
güística soviética para o estudo das funções sociais da lingua-
gem e contra a análise formal. Na monografia publicada pela Aca-
demia de Ciências da URSS, em 19 73, sobre os métodos de pesquisa 
lingüística53, a teoria de SHAUMYAN é criticada por ter "bases 
filosóficas positivistas" e seu autor, por ter uma "concepção 
relativista" da realidade lingüística. 
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O fim dos anos 70 e a década atual sao marcados pela vol-
ta dos lingüistas soviéticos para os estudos históricos das lín-
guas particulares e, embora existam departamentos de lingüística 
matemática, o espaço para os trabalhos nesta área fica bastânte 
reduzido. 
Foi em 1965 que SHAUMYAN expôs a primeira versão da sua 
teoria numa obra entitulada StAuk.tuA.naj a Linguiòtika {LingllZò ti-
da E&tfiutufial) 5 5. Vários trabalhos foram feitos na base desta 
versão (cf. 63, 69, 4, 62, 26, entre outros). No Ocidente, em 
1974 a revista francesa Langageó1*4 dedicou o número especial ã Gra-
mática Aplicacional de S. SHAUMYAN. No decorrer de mais de duas 
décadas, a teoria, naturalmente, sofreu várias modificações, mas 
seus objetivos, conceitos e princípios continuam inalterados (tra-
taremos deles mais detalhadamente no cap. 2). 
Esta primeira versão da teoria é composta de quatro mode-
los particulares (geradores), relacionados hierarquicamente: 
1. gerador abstrato, que gera objetos elementares: semions e epi-
semions; 
2. gerador de palavras, que gera objetos fundamentais: radicais 
vazios e relatores; 
3. gerador de frases, que gera complexos de palavras, ou objetos 
primários; 
4. gerador de campos frasais transformacionais, que gera objetos: 
conjuntos de frases e operadores de campos transformacionais — 
conjuntos ordenados de relatores. 
Estes quatro modelos usam duas operações: a aplicação,que 
serve para formar objetos, e a transformação, por meio da qual 
os objetos são modificados. Os operadores principais são os re-
latores, que permitem gerar símbolos derivados a partir dos sim-
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bolos primarios. 
0 modelo central e o mais desenvolvido dos quatro é o ge-
rador de palavras. 
A segunda versão da teoria exposta no livro de SHAUMYAN 
TZI00 o jJ-6 kZjz Mopfio&y TéoA.étzKí¿ko j LZngaZòtZkZ (PA.ob<íe.ma¿ FZlo-
òÓ^Zcoò da LZngdZ-òtZca Te.0A.Zca) (1971)57 é essencialmente uma 
ampliação da primeira. Aqui, SHAUMYAN introduz constantes a (gen-
tivo), Z (instrumentativo), (a)¿(etivo), £(ocativo), c(ompleti-
vo), o(bjetivo), interpretadas como substantivos desempenhando 
os diferentes papéis situacionais (é o embrião do Modelo de Si-
tuação da terceira versão); limitadores aspectuais — Ig(ingres-
sivo.) e Tm (terminativo); operadores temporais e modais; combi-
nadores . 
Nesta versão, SHAUMYAN não desenvolve o segundo modelo par-
ticular da versão anterior (gerador de palavras). Sentenças são 
agora geradas, aplicando-se termos elementares a predicados ele-
mentares. Esta aplicação é entendida semánticamente, isto é, 
como uma correspondência entre os predicados com um determinado 
significado e os termos também com um determinado significado. 
Nesta versão, ë formulada a Gramática Fenotípica. 
A terceira versão apresentada no livro ApptZkatZvnaj a 
Gfiamatlka kak SQ.mantZce.6kaja Te.oA.Zja (GAamátZca KpSLZcacZonal co-
mo Te.oA.Za Se.mântZca) (1974) 5 8 e desenvolvida em vários trabalhos 
(cf. 59, 60, 16, 17, 28) é a versão, na base da qual é formulada 
a Teoria de Passivização. Nesta versão, SHAUMYAN formula o Mode-
lo de Situação; amplia o conjunto de combinadores; formula os 
axiomas e as regras semânticos. O capítulo 3 dará uma descrição 
detalhada desta terceira versão. 
2 OBJETIVOS E PRESSUPOSTOS TEÓRICOS DA GRAMATICA A P L I C A C I O N A L 
2.7 LugaA da ¿ingliZótica zntn.e. a¿ c¿énc¿aó 
Tal como CHOMSKY, SHAUMYAN considera a lingüística urna 
ciencia empírica*. Entretanto, se CHOMSKY entende a lingüística 
como a parte da psicologia que se limita a 
examinar um domínio cognitivo específico, 
uma faculdade mental em particular, a fa-
culdade de linguagem, (p. 13)7 
para SHAUMYAN 
dentro do sistema de ciências modernas, a 
lingtlística estrutural pode ser considera-
da como um ramo lingüístico da cibernética. 
(p. 20)56** 
A cibernética, como se sabe, ë uma ciência que estuda sistemas 
de qualquer natureza capazes de compreender, conservar e trans-
formar a informação e usá-la para o controle e regulação. As pe-
dras angulares da cibernética são a teoria da informação, a teo-
ria dos algoritmos e a teoria dos autômatos, que estuda os méto-
dos de construção dos sistemas para o processamento da informação. 
*A questão.sobre o òt&tüÂ da lingüística como ciência é bastante 
discutida. Entre outros, podemos citar o artigo de Jon D. RINGEN51 e a 
acaloradíssima discussão entre E. ITKONEN e ö. DAHL.35'36'14'15 
**Existem vários pontos de vista sobre o "encaixamento" e a "hierar-
quização" das ciências em geral e sobre o lugar da lingüística, em parti-
cular. Mencionemos aqui apenas as obras de D.G.HAYS32, SREJDER Ju.A.5lt, 
N.J .MACEDO1*7 , W.S .COOPER10 . A posição de SHAUMYAN a respeito apresenta-se 
bastante original. 
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Partindo do conceito da cibernética, o sistema de signos 
de qualquer língua pode ser considerado como uma variedade de um 
mecanismo cibernético que transforma um tipo de informação lin-
güística em um outro tipo. Na entrada dos mecanismos gerativos 
encontra-se a informação sobre um número finito de objetos lin-
güísticos e sobre as regras de geração de novos objetos lingüís-
ticos a partir dos objetos lingüísticos da entrada. Em um núme-
ro finito de passos ("steps"), o mecanismo gerativo fornece, na 
saída, palavras e sentenças gramaticalmente corretas e lhes atri-
bui características estruturais. 
É preciso notar a afirmação de SHAUMYAN de que um modelo 
gerativo é a teoria da ttngãZ^tZca <¿¿tKu.tu.fidl, embora considere 
que 
para transformar a lingüística estrutural 
em uma ciencia verdadeiramente abstrata, 
capaz de explicitar e predizer os fatos e 
fenomenos lingüísticos, o seu objeto deve 
ser redefinido de maneira que o aspecto 
dinamico da sincronia da língua passe a 
ser o objeto da lingüística estrutural, 
(p. 16)5 
Desta maneira, a gramática gerativa, como parte da lingüística 
estrutural, contrapõe-se ã lingüística taxionômica, a qual SHAU-
MYAN define como ciência sobre o aspecto estático da sincronia 
da língua. (Não esqueçamos que, para CHOMSKY, o conceito da lin-
güística estrutural equivale ao da lingüística descritiva e, por-
tanto, a gramática gerativa é uma teoria que não tem nada em co-
mum com a lingüística estrutural e, inclusive, a ela se opõe). 
Já foi observado que os dois lingüistas situam a lingüís-
tica como fazendo parte de áreas diferentes do conhecimento hu-
mano: CHOMSKY a entende como parte da psicologia ou, generalizan-
9 
do mais, como parte da biologia, enquanto SHAUMYAN a situa entre 
as ciencias da informática. 
Nos trabalhos de CHOMSKY, o foco de atenção passou da lín-
gua para a gramática representada na mente/cérebro do falante, e 
a própria língua tornou-se uma espécie de epifenómeno. Para 
CHOMSKY, o objeto real de estudo ë a representação mental dos 
princípios da gramática, e a gramática universal ë entendida co-
mo um sistema de princípios comuns ã espécie, disponíveis a cada 
um e anteriores ã experiência (sobre a gramática universal de 
CHOMSKY ver, por exemplo, suas obras Re.gia¿ o. fio.pfi<¿¿ <¿ntaq.0£¿>7 e 
Knowledge language8) . Entre os elementos da base axiomática 
da lingüística chomskiana figuram tais conceitos como conheci-
mento, aprendizagem, desenvolvimento cognitivo, etc., que são 
obviamente emprestados da psicologia cognitiva. 
SHAUMYAN não tem preocupações nem com a representação men-
tal da gramática, nem com a aquisição da linguagem, nem com o 
falante ideal: 
A gramática de uma língua natural ë um me-
canismo lógico complexo, codificado no ce-
rebro dos falantes. Este mecanismo logico 
existe objetivamente, mas nao ë dado em ob-
servação direta, imediata. De como e fei-
to este mecanismo só podemos postular hi-
póteses. Portanto, somos obrigados a cons-
truir sistemas hipotéticos que sirvam de 
modelos cibernéticos das gramaticas de lín-
guas naturais, (pp. 34-5) 8 
Conseqüentemente, SHAUMYAN introduz o termo "gramática objetiva" 
para designar o mecanismo lógico codificado no cérebro dos fa-
lantes, e o termo "gramática-construto" para designar o modelo 
cibernético construído como hipótese sobre o mecanismo da gramá-
tica objetiva. SHAUMYAN observa que 
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a gramática objetiva possui um status on-
tolõgico peculiar: por um lado, ela exis-
te apenas na consciência humana; por ou-
tro, o homem se ve obrigado a tratá-la co-
mo objeto que existe independentemente de-
le. As gramáticas objetivas pertencem à-
quele mundo peculiar que pode ser chamado 
de mundo dos sistemas semióticos, ou de 
mundo semiõtico. A peculiaridade deste 
mundo consiste em que, geneticamente, ele 
é produto da consciência humana, mas, on-
tologicamente, ë independente dela.(p. 130)58 
Assim, poderíamos dizer, usando a terminologia de CHOMSKY, 
que SHAUMYAN não trabalha com a competência do falante, mas com o 
produto desta competência. 
Visto que SHAUMYAN situa a lingüística como uma ciência 
que faz parte da cibernética, a qual é baseada na teoria de in-
formação — uma disciplina matemática por excelência — , seria 
possível dizer que para SHAUMYAN, tal como para MONTAGUE , a lin-
güística (formal) é vim ramo da matemática. 
As discussões existentes sobre a possibilidade de utilizar 
métodos matemáticos na descrição da realidade lingüística se ex-
plicam, em grande parte, pelo fato de que,dentro da própria lingüís-
tica, ainda não aconteceu uma divisão nítida de áreas. Na verda-
de, a lingüística não separa conseqüentemente o estudo, digamos, 
de particularidades individuais de construções gramaticais e os 
métodos de descrição destas construções gramaticais, do estudo de 
regularidades lingüísticas fundamentais. Se uma situação seme-
lhante tivesse lugar em física, seria impossível fazer o estudo 
dos fundamentos da mecânica quântica ou da teoria geral de gravi-
tação independentemente do cálculo de efeitos físicos concretos 
ou das observações sobre o movimento de corpos celestes. 
Em física se distinguem as leis da natureza (equações de 
movimento, correlações entre grandezas físicas, etc.) e as "con-
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dições iniciais", isto é, características de situação física 
concreta. 0 físico se interessa apenas pelas primeiras, apenas 
pelas leis da natureza. 0 físico estuda a lei de Ohm no esquema 
elétrico mais simples possível. A aplicação desta lei para o 
cálculo de circuitos complexos ë o problema de especialistas em 
eletrotécnica. A lei da gravidade faz parte do âmbito da físi-
ca, mas o cálculo de órbitas de planetas ë com os astrônomos. 
Assim, no estudo da natureza, as buscas de leis principais 
e sua utilização na descrição de situações concretas são até tal 
ponto separadas que entram nos âmbitos de ciências diferentes. 
As leis principais de física formulam-se na linguagem da 
matemática. Entretanto, a realização destas leis em fenômenos 
concretos pode ser tão complexa que a matemática pode dar apenas 
formulações qualitativas e,âs vezes, até meramente heurísticas; o 
estudo de aspectos quantitativos do fenômeno deve ser feito atra-
vés de experimentação ou modelação. 
A esfera natural da matemática é a possibilidade de for-
mular leis simples e gerais. Por isso a lingüística formal (ma-
temática) deve ter por objetivo a formulação de esquemas matemá-
ticos gerais realizados na realidade lingüística. Se hoje o es-
tado das coisas não ë bem esse, o problema está na situação da 
lingüística como ciência. 
2 . 2 TeotiZa lingliZi tica (modelo IZngliZòtZco) 
A necessidade de modelação caracteriza todas as áreas ci-
entíficas, quando o objeto da ciência não ë acessível â observa-
ção direta. Então, o objeto torna-se a chamada "caixa preta", 
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isto é, o cientista conhece os dados recebidos na entrada da 
"caixa" e os produtos finais fornecidos na sua saída. A tarefa 
do pesquisador é procurar o conteúdo da "caixa", o mecanismo o-
culto ao cientista. 0 único meio de conhecer este mecanismo o-
culto é construir, com base nos dados iniciais e finais, uma ima-
gem do objeto. Para tanto, o pesquisador formula uma hipótese 
sobre a provável estrutura do objeto e realiza esta estrutura em 
forma de procedimentos lógicos. Quando este aparato lógico fun-
ciona satisfatoriamente como um análogo, ele pode ser considera-
do um modelo do objeto. Assim, o sentido da modelação é estudar 
as propriedades do modelo e estender ao objeto as leis estabele-
cidas para o modelo. 
0 modelo é, portanto, uma aproximação funcional (na lin-
güística) do objeto; isto é, do modelo exige-se apenas que seu 
comportamento seja semelhante ao do objeto. Desta maneira, con-
forme SHAUMYAN, 
se este modelo, funcionando, gerar exata-
mente os mesmos objetos que o mecanismo 
que esta sendo pesquisado, pode-se consi-
derar que (...) o nosso modelo e adequado 
e, portanto, a nossa descrição é verda-
deira. (p. 62) 5 6 
Nas ciências empíricas, o modelo representa sempre uma 
idealização do objeto. Em idealizações, o fenômeno vivo (o ob-
jeto da ciência) é inevitavelmente apresentado de maneira esque-
matizada (compare com o método de "retrato falado" na criminalís-
tica ou com a forma matemática.de um planeta na astronomia). 
Nenhuma descrição científica é possível sem tal esquematização 
que inclui a abstração. A concepção científica de qualquer fe-
nômeno se assemelha mais com um diagrama do que com um retrato 
13 
artístico e, se um cientista insistisse em introduzir nesse dia-
grama todos os fatos do fenômeno em estudo, ele não seria capaz 
de resolver problema cientifico algum. 
Um modelo não opera com conceitos sobre objetos reais mas 
com construtos, isto é, com conceitos sobre objetos ideais. Afir-
ma APRESJAN que 
estes conceitos nao derivam direta e uní-
vocamente dos dados experimentais, mas sao 
construídos "livremente" com base em cer-
tas hipóteses gerais, sugeridas pelo con-
junto de observaçoes e pela intuição do 
pesquisador. Todo modelo e uma construção 
derivada logicamente de hipóteses por meio 
de um aparelho matemático determinado, 
(p. 64) 
Um bom exemplo de construto encontra-se na teoria da re-
latividade. Sabemos que o espaço diretamente observado é tridi-
mensional. Mas a teoria da relatividade considera iam espaço de 
quatro dimensões e, nas interpretações modernas da teoria, essa 
quarta coordenada é uma grandeza fictícia (e não o tempo, como na 
formulação primitiva da teoria). A. EINSTEIN, considerando as 
construções deste tipo, escreveu: 
Estou convencido de que construçoes pura-
mente matemáticas permitem encontrar con-
ceitos e regras que os relacionam, os quais 
fornecem uma chave para os fenómenos da 
natureza. A experiência pode, naturalmen-
te, orientar a nossa seleção dos conceitos 
matemáticos necessários, mas nao pode pra-
ticamente ser a fonte de que eles decorrem. 
Considero verdade, em certo sentido, que o 
pensamento puro pode agarrar o real, como 
sonhavam os antigos, (cit. apud KUZNETZOV, 
B. , p. 78) 1+3 
As teorias abstratas das línguas naturais podem ter for-
mas matemáticas diferentes. O sistema formal, como ë definido 
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na lógica matemática, deve satisfazer as seguintes condições: 
- a formulação de objetos iniciais (átomos); 
- a formulação de um conjunto finito de regras de construção de 
objetos complexos a partir destes átomos; 
- a formulação dos predicados elementares na classe indutiva de 
objetos, para construir enunciados sobre estes objetos; 
- a separação, dentro da classe dos enunciados possíveis sobre os 
objetos da classe indutiva, da subclasse de enunciados verdadei-
ros por convenção. Estes enunciados são chamados de axiomas; 
- a formulação das regras de inferencia de outros enunciados ver-
dadeiros (teoremas), a partir dos axiomas.* 
Quando as teorias abstratas das línguas naturais são apre-
sentadas em forma matemática, torna-se claro como os objetos lin-
güísticos complexos e as relações entre eles podem ser reduzi-
dos aos elementos constitutivos mais simples: os átomos lingüís-
ticos e as relações entre eles. Precisamente esta redução do 
complexo ao mais simples constitui um dos objetivos da explana-
ção lingüística. 
0 objetivo das teorias lingüísticas abstratas é mostrar 
como os objetos lingüísticos complexos podem ser inferidos de um 
*Cabe observar aqui que a teoria formulada por SHAUMYAN, com seu 
calculo formal rigoroso (como veremos no capítulo 3), satisfaz plenamente 
as"condições definidas pela lógica, enquanto na gramática gerativa de 
CHOMSKY existe uma certa contradiçao na interpretação das fórmulas cons-
truídas pela gramática, pois estas fórmulas: 
- são instruções (isto ë, algoritmos) no sentido de permitir a construção 
de representações de sentenças e, sendo assim, deveriam ser fundamentadas 
em axiomas (verdadeiros por definição) ou teoremas (verdadeiros por demons-
tração) . Parece que>na gramática chomskiana,existe um conjunto indefinida-
mente grande de axiomas que a gramática nao estabelece diretamente, mas ape-
nas implica; 
- sao afirmações sobre fatos empíricos e, então, podem ser verdadeiras ou 
falsas. Mas ë óbvio que não faz sentido dizer que uma instrução ë verdadei-
ra ou falsa. Agora, se as fórmulas de estrutura frasal, em qualidade de a-
firmaçoes, são supostas verdadeiras do conjunto de derivações sancionado pe-
las mesmas fórmulas, em qualidade de instruções, então,sua verdade tem um 
caráter tautológico e desinteressante. (Cf. L. G. HUTCHINSON)3" 
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numéro reduzido de objetos lingüísticos simples. Desta maneira, 
explicar um fato lingüístico significa revelar o mecanismo de 
sua construção a partir dos fatos lingüísticos simples. Neste 
sentido, as teorias lingüísticas abstratas pertencem às teorias 
explanatõrias da ciência chamadas de teorias construtivas,que são 
de muita importância em outras ciências empíricas, por exemplo, 
na física. 
0 lado inverso da força explanatõria de toda teoria é sua 
força de previsão, isto ê, a capacidade de predizer os fatos des-
conhecidos, mas possíveis. 
O modelo formal é relacionado com os dados empíricos por 
meio de uma interpretação. A interpretação de um modelo é uma 
especificação das regras, por meio das quais os objetos de um cer-
to domínio podem ser substituídos pelos objetos do modelo. APRES-
JAN, por exemplo, observa que 
um modelo ë tanto mais efetivo quanto' mais 
amplo ë seu domínio de interpretação, isto 
é, quanto maior ë o número de interpreta-
ções que ele admite. (p. 67) 2 
0 modelo interpretado deve ter poder explicativo, que ë 
tanto maior quanto maior é o grau de concordância entre as pre-
dições que o modelo faz e os dados empíricos. 
Entre os lingüistas não existe o consenso sobre os termos 
"teoria" e "modelo" (cf.YUEN REN CHAO68)/ mas,tanto na literatu-
ra gerativista •como nos trabalhos de SHAUMYAN e seus discípulos, 
estes dois termos são usados indistintamente.* 
*M.BUNGE nota que "nas ciencias teóricas da natureza e do homem pa-
rece haver dois sentidos principais (do termo "modelo" - E.G.): o modelo 
enquanto representação esquemática de um objeto concreto e o modelo enquan-
to teoria relativa a esta idealização. 0 primeiro ë um conceito do qual 
certos traços podem ãs vezes ser representados gráficamente, ao passo que o 
segundo ë um sistema hipotëtico-dedutivo particular e, portanto, impossível 
de figurar, salvo como arvore dedutiva", (pp. 29-30)5 
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A necessidade da modelação na lingüística é justificada 
pelo fato de que 
representando os modelos abstratos das 
línguas naturais em forma de cálculos ma-
temáticos, temos a possibilidade de enten-
der de que maneira os objetos lingüísticos 
complexos podem ser reduzidos aos elemen-
tos constitutivos mais simples: os átomos 
lingüísticos. Justamente nesta redução do 
complexo ao simples consiste uma das tare-
fas principais da explanação lingüística, 
(p. 12)5 8 
Se todas as ciências empíricas fazem amplo uso de mode-
los, isto se deve â própria natureza do conhecimento empírico: o 
cientista lida não apenas com os objetos dados em observação co-
mo também com os objetos que por alguma razão não podem ser ob-
servados. SHAUMYAN escreve: 
Nas ciências empíricas, o modelo é um cons-
truto que serve de análogo dos objetos o-
cultos da nossa observaçao. Como análogo, 
o modelo representa uma imagem metafórica 
da realidade . 
A representação da gramatica como um 
mecanismo gerativo também ë uma imagem me-
tafórica que serve de hipótese sobre o fun-
cionamento interno da língua oculto da ob-
servaçao direta. (p. 75) 6 
0 objeto da modelação lingüística abstrata, conforme SHAU-
MYAN (p. 13)57 , é o sistema semiótico universal que serviria de 
base invariante das línguas naturais. 
As tarefas da modelação lingüística abstrata conseqüente-
mente são: 
- a reconstrução do sistema semiótico universal (a língua geno-
típica, para SHAUMYAN); 
- o estudo das propriedades formais do sistema semiótico univer-
sal ; 
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- o estudo das transformações do sistema semiótico universal em 
sistemas semiõticos particulares (ou seja, línguas naturais) e a 
deteção de sistemas semiõticos intermediários ("elos" da "cadeia" 
que une o sistema semiótico universal com os sistemas semiõticos 
particulares); 
- o estudo da tipologia semiótica das línguas naturais de acordo 
com os tipos de transformações do sistema semiótico universal e 
da projeção das características tipológicas das línguas naturais 
no espaço e no tempo; 
- o estudo das leis que regem o funcionamento de sistemas semiõ-
ticos ; 
- a explicação das transformações do sistema semiótico universal 
de acordo com as leis semióticas e a previsão de tipos possíveis 
de sistemas semiõticos. 
2.3 Õò objetivo* da Teofiia lingüística 
SHAUMYAN considera que uma teoria lingüística deve dar 
respostas a duas questões básicas: 
- qual é a essência das línguas naturais? 
- quais são os fatores que contribuem para as semelhanças e as 
diferenças existentes entre as línguas do mundo?59 
Para tanto, a teoria lingüística deve atingir os seguin-
tes objetivos: 
1) estabelecer os universais lingüísticos que são os princípios 
considerados verdadeiros na gramática de toda língua natural 
possível; 
2) estabelecer os princípios das possíveis variações entre as 
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línguas, princípios estes que caracterizam a interrelação dos 
tipos lingüísticos; 
3) ser capaz de explicar os fatos das línguas particulares, isto 
é, incluir estes fatos em classes de fenômenos caracterizados 
pelos princípios que a teoria tenha estabelecido; 
4) prover os mecanismos conceituais e formais para a construção 
de gramáticas das línguas individuais tipológicamente diferentes. 
A afirmação básica da Gramática Aplicacional é que, para 
atingir os objetivos da teoria lingüística, é necessário um sis-
tema abstrato de operadores lingüísticos (chamado ¿Zngua gznotZ-
pZca). 
As generalizações interlingüísticas em termos de língua 
genotípica fazem possível a afirmação de que os fenômenos das 
diferentes línguas que, â primeira vista podem parecer incompa-
tíveis, são, em realidade, casos particulares do mesmo fenômeno, e 
vice-versa: o que pode parecer ã primeira vista manifestações do 
mesmo fenômeno, são, em realidade, fenomenos diferentes. 
Esse sistema abstrato (língua genotípica) revela as es-
truturas idênticas subjacentes às construções das línguas parti-
culares. Evidenciando a mesma estrutura subjacente aos fenôme-
nos aparentemente incompatíveis, a Gramática Aplicacional expli-
ca estes fenômenos como casos particulares da ação dos mesmos 
operadores — construtos teóricos que servem de meio para com-
preendermos a própria essência das línguas naturais. 
Tanto as perguntas básicas, como os objetivos da teoria 
lingüística definidos por SHAUMYAN, coincidem (pelo menos, no 
essencial) com as propostas da Gramática Gerativa chomskiana que 
pretende 
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responder a dois tipos de pergunta: a) o 
que as diferentes línguas têm em comum e o 
que as diferencia entre si?; b) o que há 
nas línguas humanas que lhes atribui cará-
ter único e as distingue dos demais siste-
mas de comunicação? Considerando que a 
linguagem será definida como o que há de 
comum äs diferentes línguas, conclui-se 
que a lingüística tem um duplo objeto: o 
estudo da linguagem em geral e o estudo 
das diferentes línguas, (cf. Lobato, p. 34)146 
As respostas a essas perguntas, porém, são diferentes nas 
duas teorias. 
2.4 Metalinguagem 
Para atingir seus objetivos, a teoria lingüística deve 
possuir uma metalinguagem adequada. Visto que toda metalingua-
gem necessariamente interfere na descrição da língua-objeto, uma 
das tarefas importantes da teoria lingüística ë procurar reduzir 
essa interferência ao mínimo. 
Ë inevitável que a teoria que o lingüista constrói e a 
metalinguagem que ele usa, sofram, em maior ou menor grau, a in-
fluência da estrutura de sua língua materna. Assim, SHAUMYAN 
explica as crises quase constantes que apresenta a teoria gera-
tiva chomskyana, pelo uso da metalinguagem inadequada, influen-
ciada grandemente pela estrutura da língua inglesa com sua ordem 
linear dos constituintes. Essa metalinguagem leva os lingüistas 
a formular regras diferentes para explicitar as gramáticas das 
línguas com a ordem dos constituintes que difere da do inglês. 
A gramática relacionai proposta por D. PERLMUTTER e P. 
POSTAL usa a metalinguagem que trata os termos 6 ajeito, objeto 
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dileto e objeto indireto como primitivos, o que demonstra a in-
fluencia das categorias sintáticas do inglês, língua acusativa 
por excelência. Estas categorias não podem ser consideradas uni-
versais, fato este comprovado pelas sérias dificuldades que a 
Gramática Relacionai encontra quando aplicada ã descrição das 
línguas ergativas. 
A metalinguagem usada na gramática de MONTAGUE ë do tipo 
diferente, mas igualmente inadequada, na opinião de SHAUMYAN60, 
para os objetivos que uma teoria lingüística deva alcançar. É 
inadequada porque essa metalinguagem, fortemente influenciada pe-
la linguagem da lógica formal, impõe à descrição das línguas na-
turais certas características lógicas alheias a sua estrutura. 
Para reduzir a interferência da metalinguagem na descri-
ção da língua-objeto, SHAUMYAN propõe uma teoria a dois níveis: 
o nível de observação e o nível de construtos. Afirma SHAUMYAN 
que 
sendo objetos empíricos, como sao, as lín-
guas humanas representam sistemas comple-
xos, onde o racional é misturado com o ir-
racional. Eles nao podem, portanto, ser 
gerados diretamente pelos mecanismos logi-
cos, ou se, a rigor, isso for possível,se-
ria feito a custo de introdução de um gran-
de número de restrições particulares, 
(p. 94) 5 6 
Para resolver esse problema, SHAUMYAN introduz um nível abstra-
to, um verdadeiro nível da teoria lingüística,em que os universais 
recebem um status próprio. SHAUMYAN chama este nível de genoti-
po e o opõe ao fenotipo — o nível de objetos lingüísticos reais. 
Os termos são emprestados da biologia em que o 'genotipo' signi-
fica o fundo hereditário comum aos organismos da mesma espécie, 
e o 'fenotipo' designa o conjunto de traços formados no decorrer 
do desenvolvimento individual na base do genotipo. 
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Para SHAUMYAN, o genotipo, a língua genotípica, é o sis-
tema semiótico universal comum a todas as línguas humanas, "a car-
ga genética" das línguas naturais.* A língua genotípica univer-
sal é uma armação geral, na base da qual as línguas humanas di-
versificam-se cada uma ã sua maneira. Neste nível das invarian-
tes ,em que é feita a abstração de todas as características parti-
culares, de todas as irregularidades que afetam a estrutura das 
línguas naturais, podem ser formuladas as regras lógicas que não 
admitem exceções. Neste, e apenas neste nível, o uso de um me-
canismo lógico pode ser justificado e pode ser eficaz. 
A mesma diferença, naturalmente, se observa quanto ao uso 
do termo 'fenotipo'. Entende SHAUMYAN que, no nível do fenotipo, 
a gramática transforma os objetos ideais da língua genotípica em 
objetos reais que pertencem a uma ou outra língua natural: para 
tal, introduz-serdentro do esquema geral, toda uma série de limi-
tações próprias da língua em estudo. 
A metalinguagem que SHAUMYAN usa na construção das lín-
guas genotípica e fenotípica, é baseada na lógica combinatoria de 
CURRY H.B. e R. FEYS12 e CURRY, HINULEY e SELDIN 1 3. 0 cálculo se 
baseia na operação binária de aplicação (que dá o nome ao mode-
lo: aplicacional) dos opeAadoAe¿ dos opefiandoò. 
0 sistema formal usado por CHOMSKY é um sistema concate-
nativo. Concatenação é uma operação que permite construir obje-
tos complexos por meio de justaposição linear de objetos elemen-
tares. Desta maneira, os objetos complexos representam cadeias, 
*Observe-se que, se CHOMSKY usa os termos 'genotipo' e 'fenotipo' no 
seu sentido proprio, genético, para SHAUMYAN, estes termos têm uma espécie 
de sentido metafórico: "Tfte teAmò 'genotype.' and 'phenotype' one bosvwwed 
iKom biology wheJie 'genotype' deiignatei the inherent, com>titutÃ.ve &eatu-
tiet> o{¡ an oAganiòm, u)hi¿e 'phenotype' denoteò it¿> motie ¿upeAfiiciaZ, non-
comtltutive ¿eatuAjeò". Cp. Ol)" 
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cuja estrutura é definida pela sucessão linear de seus elementos. 
SHAUMYAN não usa um sistema concatenativo, mas um sistema não-li-
near (ob-system,na terminologia de H. CURRY). 
0 método de aplicação representa um análogo lógico do mé-
todo de constituintes imediatos e tem por objetivo a redução de 
relações lingüísticas de polinomio ãs de binômio. A aplicação é 
uma operação binária que na lógica combinatoria é definida da 
seguinte maneira: se X e Y são objetos, então XY também é obje-
to. Entretanto, existe uma diferença fundamental entre o método 
de aplicação e o método de constituintes imediatos: o uso da ope-
ração de aplicação liberta o modelo da linearidade dos elementos, 
enquanto o método de constituintes imediatos supõe necessariamen-
te a distribuição linear dos elementos. 
0 princípio da distinção entre dois níveis de abstração 
(genotipo e fenotipo) tem uma conseqüência muito importante para 
a construção de uma gramática. No nível genotípico, os elemen-
tos são unidades abstratas definidas unicamente por suas proprie-
dades sintáticas ou semânticas, independentemente da forma fono-
lógica de que elas se revestem na língua natural. É no nível 
fenotípico que as unidades abstratas recebem uma interpretação 
fonológica. SHAUMYAN afirma que a linearidade ë uma propriedade 
inerente apenas ao nível fonológico, devido à própria natureza 
dos sons, que só podem se realizar no tempo e, portanto, se suce-
der de maneira linear, enquanto as relações entre as unidades 
sintáticas e semânticas são de ligações complexas, não-lineares: 
... a ordem linear da sucessão dos elemen-
tos lingüísticos pertence ao aspecto do 
funcionamento da língua, dado em observa-
ção direta, e nao tem nada a ver com as re-
lações profundas entre os elementos lin-
güísticos . (p. 95)56 
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Conseqüentemente, no modelo de SHAUMYAN, as etapas de geração 
são as seguintes: 
1. geração de combinações não-lineares de símbolos abstratos; 
2. as combinações não-lineares são ordenadas em seqüências li-
neares conforme os critérios próprios de cada língua; 
3. as seqüências lineares de símbolos abstratos recebem a inter-
pretação fonológica. 
A primeira etapa pertence ao nível do genotipo; a segun-
da e a terceira, ao do fenotipo. 
0 método aplicacional que faz abstração da ordem linear 
no nível genotípico, não negligencia, entretanto, a função da 
ordem dè constituintes das línguas naturaisj ao contrário, ele 
permite fazer um estudo sistemático dessa ordem. 
2.5 Sintaxe. l/S ¿e.mântica 
SHAUMYAN entende que uma teoria lingüística (que pretende 
ser realmente Zing VlZò tica e não apenas sintática) não pode sepa-
rar a sintaxe da semântica 
because linguistic units are signs, and a 
sign as a member of the binary relation 
Sign 0 fi cannot be separated from its 
meaning. A sign separated from its meaning 
is no more a sign but merely a sequence 
of sounds a purely physical phenomenon. 
(p. 247) 6 0 * 
*É curioso notar que jã W. VON HUMBOLDT, muito citado por CHOMSKY, 
entendia a linguagem como um instrumento de expressão do pensamento - e 
concebia a palavra como uma unidade bilateral (cf. W. VON HUMBOLDT» 33). 
Esta idéia humboldtiana não aparece nos trabalhos de CHOMSKY. 
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Evidentemente, tal postura ë contraria â de CHOMSKY, para 
quem 
grammar is autonomous and independent of 
meaning , (p. 17)6 
idéia esta herdada por CHOMSKY do estruturalismo americano, em 
particular, dos trabalhos de Z. HARRIS. Mas SHAUMYAN adverte 
que a construção de uma teoria que integre a sintaxe e a semân-
tica, só será possível,se as noções de significado gramatical e 
significado lexical não forem confundidas. A sentença clássica 
'Colorless green ideas sleep furiously', ou uma frase do tipo 'o 
quadrado redondo' "carecem de sentido", 
because of the conflict between the gramma-
tical and lexical meanings... Grammatical 
meanings are morphological and syntactic 
categories... Affixes, prepositions, con-
junctions, and other parts have meaning 
because they are signs, and signs presup-
pose meaning. The notion of the meaning-
less sign is no better than the notion of 
the round quadrangle... A,ny analysis of 
phrases into immediate constituents pre-
supposes an analysis of semantic connections 
between words. A syntactic analysis pre-
supposes a semantic analysis, (pp.248-9)60 
Naturalmente, o sistema gramatical de uma língua natural 
pode ser descrito com auxílio de um sistema sintático construído 
especialmente para este fim, e esta possibilidade foi afirmada 
desde os primordios da lingüística estrutural. Mas segue disso 
que a lingüística deva negligenciar o estudo de significados gra-
maticais? Acreditamos que a resposta só pode ser negativa. Acon-
tece que a descrição do sistema gramatical em termos não-semân-
ticos pressupõe o estudo preliminar dos significados no nível 
intuitivo. H. CURRY observa que 
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é muito difundido o ponto de vista de que 
o conceito da verdade faz parte da semân-
tica, e o conceito da sentença, não. Mas 
quando perguntei a um amigo, que defendia 
esta tese, como ele reconhece as sentenças, 
ele respondeu que,no fim das contas, as 
sentenças são reconhecidas na base do juí-
zo dos falantes nativos; se isto for ver-
dade, então temos o elemento comunicativo 
(e, talvez, também o pragmático) e, portan-
to, o conceito da sentença deve ser consi-
derado 4zmântiao.(cit. apud SHAUMYAN, 
p. 133)59 
Se admitirmos a existência dos sistemas semiõticos sintá-
ticos e semânticos ao mesmo tempo, então, a questão sobre a se-
mântica lingüística deve ser revista. Em vez de se estudar a 
semântica lingüística como disciplina â parte, a tarefa será 
construir os sistemas semiõticos sintãtico-semânticos. Nestes 
sistemas, os níveis sintático e semântico terão relações desi-
guais. As relações entre os dois níveis serão determinadas sob 
dois pontos de vista: o lógico e o comunicativo. 
Sob o ponto de vista lógico, o nível sintático deve" ser 
considerado o principal, e o nível semântico, o dependente, vis-
to que só o nível sintático pode servir de base formal objetiva 
para o estudo do significado das unidades lingüísticas. 
Sob o ponto de vista comunicativo, o nível semântico deve 
ser considerado o principal, porque a língua desempenha suas fun-
ções de veículo de comunicação através dos aspectos semânticos. 
Garantida uma correlação rigorosa entre os níveis sintá-
tico e semântico, os cálculos abstratos dos sistemas sintãtico-
semânticos poderão servir de um instrumento seguro para o estudo 
da linguagem, e a língua genotípica universal, construída por 
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SHAUMYAN, é precisamente iam sistema sintãtico-semântico. * 
2.6 A Guama tica. Api¿cac¿ona¿ e a TeoAia Semântica 
Devido âs circunstâncias históricas, a noção de gramática 
foi usada na lingüistica primeiramente para a sintaxe e a morfo-
logía: o estudo da estrutura sintática e da estrutura de pala-
vras. Vista desta maneira, a gramática lingüística não é tão 
completa como uma gramática formal. Uma teoria lingüística não 
é completa sem descrições fonológicas e semânticas. Freqüente-
mente, as gramáticas formais são aplicadas na teoria lingüística 
apenas aos aspectos "gramaticais" no sentido lingüístico tradi-
cional da palavra. A semântica fica assim excluída e, tal como 
a fonologia, é considerada um componente mais ou menos indepen-
dente e estudada â parte. 
A teoria, que SHAUMYAN propõe,é uma teoria semântica; mas 
este autor entende que o estudo da semântica i inseparável do 
estudo da sintaxe.** Esta teoria semântica usa o aparato formal 
da Gramática Aplicacional e o conceito da língua genotípica. A 
semântica formal baseia-se no pressuposto, segundo o qual o mes-
mo significado pode ser representado sob formas gramaticais di-
*De certa maneira, a Teoria da Regência e Vinculação de CHOMSKY8ë um 
sistema sintãtico-semântico, pois, especificando estruturas sintáticas abs-
tratas, lhes proporciona simultaneamente uma (forma) lógica (considerada por 
CHOMSKY como um nível apenas sintático). Os papéis temáticos atribuídos aos 
constituintes, o tratamento das categorias vazias que e distinto, dependendo 
de o elemento ser referencial ou nao, etc., nao são outra coisa senão uma 
semântica fragmentária. 
**SHAUMYAN não ê o único a afirmar isso. Compare a semelhança desta 
postura de SHAUMYAN com, por exemplo, a de R.M.MARTIN que diz: Syntax by it-
self is perhaps not of, much philosophic in£eA<¿¿>t. It becomes so pAimaAily 
as a prelude to semantics, the study o fa how woAds axe related to objects. In 
so &oa as semantics makes mention woAds and theiA inteAAelations, a syn-
tax is pAessuposed. Syntax without semantics is a quite Aespectable disci-
pline, but a semantics without a syntax íá unthinkable, (p. 11)1,9 
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versas, tanto dentro de uma mesma língua, como em línguas dife-
rentes (se o objetivo for a comparação da formalização gramati-
cal que as línguas diferentes usam para dar conta do mesmo sig-
nificado) . 
Para explicar a capacidade dos falantes de identificar o 
mesmo conteúdo semântico em sentenças diferentes e os conteúdos 
semânticos diferentes na mesma sentença, SHAUMYAN postula a hi-
pótese da esfolhação da língua natural em duas: 
1. a primitiva, que serve para a notação unívoca do conteúdo se-
mântico, e 
2. a expressiva, que possui vários meios de expressar o mesmo 
conteúdo e para a qual se traduzem as expressões da língua pri-
mitiva. 
A língua genotípica modela esta esfolhação. 
A língua genotípica expressiva resulta quando a primitiva 
é ampliada com os objetos novos. Estes são introduzidos pelas 
regras de tradução das sentenças da língua genotípica primitiva 
em sentenças equivalentes da língua genotípica expressiva. Para 
formular as regras de tradução, SHAUMYAN introduz um conjunto 
finito de operadores lógicos (combinadores) (cf. 3.4). 
Assim, a língua genotípica é um sistema semiótico univer-
sal que modela os processos semânticos, isto é, os processos de 
tradução das línguas naturais primitivas em línguas naturais ex-
pressivas . 
A continuação da teoria semântica das línguas naturais ê 
a gramática fenotípica que postula as regras de correspondência 
entre a língua genotípica e as fenotípicas, isto é, naturais. 
A teoria semântica da Gramática Aplicacional não deve ser 
confundida com a teoria da paráfrase: esta descreve as transfor-
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mações equivalentes num plano único; aquela entende as transfor-
mações equivalentes como um processo gerativo, isto é, como ge-
ração dos objetos mais complexos a partir dos mais simples. 
A língua genotípica também não deve ser confundida com o 
conceito de estrutura profunda da Gramática Gerativa chomskyana, 
e a língua fenotípica, com o de estrutura superficial. 0 nível 
genotípico é diferente do nível da estrutura profunda em vários 
sentidos : 
- a língua genotípica é estruturada como uma língua; 
- a análise de uma família paradigmática de sentenças é feita 
dentro da língua genotípica; 
- existem transformações entre as expressões do nível genotípico. 
Antes de formular sua teoria semântica, SHAUMYAN coloca a 
questão: o que é o pensamento e como ele se realiza na sentença? 
SHAUMYAN observa que o pensamento não existe por si só, 
mas sempre representado ("encarnado", nas palavras de SHAUMYAN) 
na sentença, "envolvido num invólucro lingüístico": 
Numa classe de sentenças dada, qualquer 
sentença pode ser entendida como padrao de 
pensamento, isto e, como sentença que re-
presenta o pensamento imediatamente. As 
outras sentenças serão, então, encaradas 
como forma lingüística de expressão de pen-
samento . (p. 32)5 8 
Comparemos as sentenças : 
(2.1.) 0 cachorro grande mordeu o menino pequeno adorme-
cido. 
(2.2.) O cachorro era grande e ele mordeu o menino peque-
no adormecido. 
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(2.3.) O cachorro que era grande mordeu o menino pequeno 
adormecido. 
(2.4.) 0 cachorro grande mordeu o menino pequeno que dor-
mia. 
(2.5.) 0 cachorro grande mordeu o menino adormecido que 
era pequeno. 
(2.6.) 0 cachorro mordeu o menino, o cachorro era grande, 
o menino era pequeno, o menino dormia. 
Qualquer uma destas sentenças pode ser afibitfiaAiamzntz 
considerada como padrão de pensamento. Do ponto de vista lógi-
co, o pensamento é qualquer sentença considerada por convenção 
como a representação imediata do pensamento. A "encarnação" do 
pensamento na sentença é a paráfrase de uma sentença entendida 
(por convenção) como a representação imediata da proposição, por 
meio de alguma outra sentença. Como uma sentença pode ser para-
fraseada de várias maneiras, entende-se que o mesmo pensamento 
"se encarna" em várias sentenças que servem de suas formas. 
A partir da relação de "ser padrão de pensamento", todas 
as sentenças da língua podem ser divididas em classes. Em cada 
classe, uma das sentenças é entendida por convenção como "pensa-
mento puro", e as outras, como suas diversas formas. 
SHAUMYAN postula que,para cada língua, as sentenças mais 
simples no sentido gramatical devem servir de "medida universal 
de significado". As sentenças mais simples são as estruturas 
predicativas elementares, ou combinações destas. Toda estrutura 
predicativa elementar é uma função de um predicado de n lugares 
com n argumentos : 
(2.7.) A planta c^e-óce (estrutura predicativa elementar de 
um lugar) 
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(2.8.) Ö macaco comeu a banana (estrutura predicativa ele-
mentar de dois lugares) 
(2.9.) M atiia co.mpn.ou uma camisa pa/ia seu {¡iZko (estrutura 
predicativa elementar de três lugares) 
As combinações de estruturas predicativas elementares po-
dem ser de dois tipos: 
- estruturas predicativas elementares combinadas entre si com a 
ajuda de conjunções coordenativas: 
(2.10.) João deu o livro e Maria escreveu a carta; 
combinações obtidas quando num dos lugares da estrutura pre-
dicativa elementar dada é colocada outra estrutura predicativa 
elementar : 
(2.11.) Eu sei X, 
onde X ë um lugar vazio. Substituindo X por 'matemática', obtem-
se outra estrutura predicativa elementar: 
(2.12.) Eu sei matemática. 
Com a substituição de X pela estrutura predicativa elementar "a 
matemática é complicada". Ë obtida a sentença: 
(2.131) Eu sei: a matemática ê complicada., 
que representa uma combinação de duas estruturas predicativas 
elementares.A este segundo método de obter combinações de estru-
turas predicativas elementares, SHAUMYAN chama de imeAóão (encai-
xamento) de umas estruturas predicativas elementares em outras. 
Precisamente as sentenças mais simples no sentido grama-
tical deverão ser entendidas como "padrões de pensamento", como 
"padrões de significado da sentença". Assim, entre as seis sen-
tenças acima (2.1.-6.), a mais simples no sentido gramatical é a 
(2.6.) e, portanto, esta sentença deve desempenhar o papel de 
"padrão". 
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Evidentemente, este criterio de simplicidade (como qual-
quer outro) deve ser considerado relativo. Se a complexidade de 
uma sentença for medida pela quantidade de sentenças simples, en-
tão justamente a sexta sentença será considerada como a mais com-
plexa. Na teoria semântica de SHAUMYAN, o mais simples é aquilo 
que é constituido de "blocos" uniformes, e estes "blocos" em qual-
quer língua são estruturas predicativas elementares e as combi-
nações dessas estruturas. Deste ponto de vista, a mais complica-
da é a sentença (2.1.) por representar o resultado da compressão 
de quatro estruturas predicativas elementares numa estrutura pre-
dicativa não-elementar. 
Em síntese, seguindo este raciocínio, torna-se possível 
separar em cada língua natural uma certa sublíngua primitiva com-
posta de sentenças gramaticalmente mais simples. Deste modo, 
surgirá a divisão de cada língua em duas sublínguas: a primiti-
va, entendida como a representação imediata do pensamento, e a 
derivada, vista como forma de pensamento, como o pensamento den-
tro de seu invólucro lingüístico. 
Naturalmente, podem ser formuladas as exigências mais ri-
gorosas de simplicidade para as sublínguas primitivas das lín-
guas naturais. Por exemplo, é possível exigir que uma estrutura 
predicativa elementar não tenha mais do que dois argumentos, is-
to é, o conceito de simplicidade pode ser relacionado com as exi-
gências complementares. 
Assim, toda sentença possui uma natureza 
dupla: pode desempenhar o papel de padrao 
do significado (do pensamento), ou o papel 
de forma lingüística, de involucro do sig-
nificado da sentença. 0 mesmo pode ser 
afirmado acerca das unidades, lingüísticas 
que compoem a sentença (as palavras e os 
morfemas). Toda -unidade lingüística pos-
sui -uma natureza dupla: pode representar o 
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padrao de significado de uma classe dada 
de unidades lingüísticas, ou desempenhar o 
papel da forma lingüística (o invólucro do 
significado da unidade lingüística). Agora 
podemos definir o conceito do significado 
da unidade lingüística: o significado da 
unidade lingüística é a classe de unidades 
lingüísticas que servem de suas traduções. 
Indicar o significado da unidade lingüís-
tica dada ê indicar as regras de tradução 
da unidade lingüística dada para outras 
unidades lingüísticas, (p. 31)58 
Evidentemente, esta não é a única solução do problema do 
significado, mas para os objetivos do estudo semântico da .língua 
dentro do escopo de uma gramática gerativa tal solução é possí-
vel e é frutífera. 
Assim, uma teoria semântica deve, na concepção de SHAUMYAN, 
determinar : 
a) a sublíngua primitiva entendida como a representação imediata 
do pensamento; 
b) as regras de transformação da sublíngua primitiva em sublín-
gua expressiva (derivada), esta entendida como invólucro lin-
güístico do pensamento, como a forma do pensamento. 
Desta concepção da teoria semântica segue-se que: 
1) para cada língua deve existir uma teoria semântica; 
2) existem tantas representações imediatas (globais) do pensa-
mento, quantas línguas naturais. 
A última conseqüência nos leva a raciocinar a respeito 
das sublínguas-padrões, da mesma maneira que raciocinamos a res-
peito das sentenças equivalentes da mesma língua. Quando são 
comparadas as sentenças, equivalentes pelo significado, das sub-
línguas-padrões diferentes, surge novamente o problema da corre-
lação entre o pensamento e o "invólucro lingüístico". 
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Comparem-se : 
(2.14.) lat. Voceo pueAos gfiammaticam. 
(2.15. ) rus. Ja obucaj a d'et'zj gtiammat '¿k ' e. 
(2.16.) fr. J'enseZgne ¿a g h.amm a. ih.e aux enfants. 
(2.17. ) port. Ens-¿no a gsiamátZca às cnZanças . 
Qualquer uma destas sentenças pode ser tomada (lembremos: 
por convenção) por padrão do pensamento, isto é, por representa-
ção imediata do pensamento. As outras, então, deverão ser vis-
tas como formas lingüísticas da expressão do pensamento. Desta 
vez, trata-se de uma tentativa de encontrar uma medida universal 
do significado ao nível do "confronto" das línguas do mundo. 
Ora, supondo que existe uma certa língua (não dada em observação 
direta), cujas expressões servem de padrões de significado, as 
expressões das línguas naturais poderão ser entendidas como di-
ferentes formas lingüísticas. Esta língua ideal ë a genotípica; 
as línguas naturais concretas são as fenotípicas. 
Sendo um modelo abstrato das línguas naturais, a língua 
genotípica deve modelar os processos semânticos que ocorrem nes-
tas línguas. Portanto, a divisão língua primitiva/língua ex-
pressiva deve ser feita também na língua genotípica. Os pro-
cessos semânticos das línguas naturais são modelados pelas re-
gras de transformação de sublíngua primitiva em sublíngua expres-
siva dentro da língua genotípica. 
Feitas estas observações, o conceito da teoria semântica 
pode ser generalizado: será chamada uma teoria semântica das lín-
guas naturais a teoria que modela os processos semânticos des-
sas línguas por meio da língua genotípica. A teoria semântica 
terá por objetivos: 
— a definição da sublíngua primitiva da língua genotípica, esta 
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entendida como a "representação imediata do pensamento; e 
— a definição das regras de transformação da sublíngua primiti-
va em sublíngua expressiva da língua genotípica (a sublíngua ex-
pressiva entendida como a forma do pensamento). 
Assim, a definição de uma teoria semântica feita para ca-
da língua natural em separado, será rejeitada. Ë mais razoável 
falarmos sobre a teoria semântica das línguas naturais e sobre a 
descrição semântica de cada língua natural em separado, de acor-
do com esta teoria semântica. Entre a teoria semântica e as des-
crições semânticas deve existir uma espécie de realimentação 
( ¿eecf-bacfc) : a teoria semântica das línguas naturais é um análo-
go abstrato das descrições semânticas concretas; por sua vez, as 
descrições semânticas concretas servem de análogos concretos da 
teoria semântica. 
Convém observar que o conceito da língua genotípica per-
mite encarar de uma maneira nova a concepção da relatividade lin-
güística (cf. a hipótese Sapll-Woi^). 0 desmembramento lingüís-
tico e a representação do mundo são relativos, mas existe o ou-
tro lado da moeda: todo quadro relativo do mundo, encerrado no 
invólucro lingüístico de uma língua concreta, pode ser visto co-
mo uma projeção de uma certa invariante dos quadors do mundo. 
Esta invariante ë a língua genotípica. As línguas fenotípicas 
são as projeções da genotípica. Deste modo, nos quadros relati-
vos do mundo representados pelas línguas fenotípicas (línguas 
/ 
concretas, particulares) está contido algo não relativo, uma in-
variante representada pela língua genotípica. 
A teoria semântica das línguas naturais baseada no con-
ceito da língua genotípica deve ter a forma dedutiva, que é o 
mecanismo formal da Gramática Aplicacional, isto i, a Gramática 
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Aplicacional pode servir de teoria semântica das línguas natu-
rais, desde que inclua as regras de transformações semânticas na 
sua língua genotípica. 
0 problema formulado e a solução proposta por SHAUMYAN 
levam a uma conclusão fundamental. Se na postulação de uma teo-
ria semântica é importante subir do nível empírico ao nível teó-
rico, a língua não pode ser estudada "em si'^  mas sempre em cor-
relação com o pensamento, e este problema (llngua-pensamento) 
torna-se o problema central, essencialmente lingüístico. 
2.7 0 método de. c.onòth.ixq.ao da. Língua Genotípica 
A língua genotípica é o sistema semiõtico universal hipo-
tético, subjacente às línguas naturais (línguas fenotípicas), e na 
qualidade de uma hipótese, a língua genotípica serve como um sis-
tema de categorias lingüísticas universais, existindo dois cami-
nhos para se chegar a estas categorias: 
1) A análise sistemática de grande quantidade das línguas do 
mundo (o ideal é analisar todas, inclusive "as mortas" e "as hu-
manamente possíveis") e a obtenção das categorias lingüísticas 
universais através da generalização. Ë o método indutivo. 
2) A definição das qualidades básicas do objeto (a língua natu-
ral) e a dedução, a partir desta definição, de todas as caracte-
rísticas. Ë o método dedutivo. 
SHAUMYAN afirma que para construir uma verdadeira teoria 
lingüística abstrata só serve o segundo caminho. Dentro da teo-
ria lingüística abstrata, o sistema de categorias lingüísticas 
universais em si não é nem verdadeiro, nem falso: é dado por de-
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finiçao, mas isto não significa que qualquer sistema de catego-
rias lingüísticas universais seja válido. Serve apenas aquele 
sistema que é capaz de predizer as categorias lingüísticas pos-
síveis nas línguas naturais. Se esta força de predição é sufi-
cientemente grande, o sistema pode servir de instrumento eficaz 
para o estudo das línguas naturais, e esta é sua justificação. 
Portanto, o método usado por SHAUMYAN para construir sua 
teoria é o método hipotético-dedutivo. 
A língua genotípica é um sistema de objetos lingüísticos 
especificável. Este sistema é definido pelas regras matemáticas 
de construção de objetos lingüísticos e pelas regras de inferen-
cia de uns objetos lingüísticos a partir de outros. Estas re-
gras representam a gramática da língua genotípica (a gramática 
aplicacional). 
Assim, a língua genotípica é um construto teórico não a-
cessível ã observação direta. Esta língua não é um objeto empí-
rico, mas um objeto construído a partir dos dados empíricos. Evi-
dentemente, a língua genotípica não existe independentemente das 
línguas naturais: ela é, por assim dizer, construída dentro des-
tas línguas. 
O conjunto de todas as expressões aplicacionais do siste-
ma do genotipo é gerado por meio das regras de formação. Neste 
conjunto existem expressões com e sem combinadores. Algumas ex-
pressões sem combinadores não podem ser reduzidas. Este tipo de 
expressões é chamado de noAma¿¿ . Entre as formas normais 
encontram-se algumas expressões que correspondem a sentenças re-
ais. Essas formas reais podem ser interpretadas como axlomaò. 
A partir destes axiomas, por meio das regras específicas 
(incluindo a derivação com o combinador), derivam-se expressões 
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que correspondem a sentenças reais. 
A análise lógica da ciencia distingue dois tipos de con-
ceitos: os elementares e os construtos. Os conceitos elementa-
res refletem os dados imediatos da experiencia: pedna, ánvone, 
cavalo, blanco, doce, pesado, etc. Construtos são os conceitos 
não oferecidos pela experiencia imediata: átomo, gene, ¿onema, 
etc. Os conceitos elementares formam-se pela generalização dos 
dados da observação direta, enquanto os construtos são postula-
dos, o que permite revelar a essência dos fatos observados. 
Epistemológicamente distinguem-se dois níveis de abstra-
ção: o nivel de observação (a base empírica da ciência) e o ni-
vel de construtos. Os dois níveis são relacionados por meio das 
regras de correspondência. , Esta estrutura dicotômica leva a re-
conhecer que se uma lei científica deve revelar a essência dos 
fatos e fenômenos observados, então as leis científicas não po-
dem ser estabelecidas por meio da generalização: não é suficien-
te que a lei científica seja simplesmente um enunciado universal 
— ela deve ser um enunciado universal que inclua necessariamen-
te construtos. 
Para conhecer as leis da estrutura das línguas naturais 
(especialmente, dos sistemas lingüísticos potenciais) os métodos 
estatísticos, indutivos, não têm muito valor. Os métodos esta-
tísticos adquirem seus direitos depois de definidas as unidades 
dos sistemas lingüísticos potenciais e as leis que regem a es-
trutura e o funcionamento desses sistemas. 
A generalização, intimamente relacionada com a estatísti-
ca, é o método indutivo. 0 experimento mental, a postulação de 
hipóteses, relacionados com a postulação de construtos, usam o 
método dedutivo. 
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O conceito da língua genotípica representa o resultado do 
experimento mental: com as sentenças e os termos como elementos 
lingüísticos universais mais simples, é construído um sistema 
formal capaz de mostrar como quaisquer enunciados complexos exis-
tentes nas línguas naturais podem ser reduzidos a esses dois e-
lementos. 
A gramática aplicacional parte dos elementos fundamentais, 
que têm a forma abstrata, e "desce" devagar, passando de uns elos 
das cadeias dedutivas para outros, até alcançar os elos imedia-
tamente relacionados com a base empírica, com o nível de obser-
vação. A língua genotípica é construída de tal maneira que a 
notação lógica usada "liberta" a modelação dos traços universais 
de tudo que possa ser superficial, não-essencial do ponto de vis-
ta das condições de comunicação. 
Assim, a língua genotípica serve de base semiótica inva-
riante (universal) de todas as línguas naturais. Construir a 
língua genotípica é estudar as propriedades semióticas comuns a 
todas as línguas. Portanto, a gramática genotípica ê uma gramá-
tica universal. 
As gramáticas que descrevem o funcionamento da língua na-
tural do ponto de vista da gramática universal, são as gramáti-
cas fenotípicas. As gramáticas fenotípicas do português,inglês, 
russo, etc. podem ser consideradas como modificações da gramá-
tica universal, quando esta é estendida, ampliada com os traços 
específicos destas línguas. 
3 GRAMÁTICA GENOTÍPICA 
3.7 A ¿osuna notimaZ da tZngua genotípica 
Segundo SHAUMYAN, sem o nivel genotípico, uma gramática 
pode dar conta apenas dos fatos observados, nos quais ela se 
apoia. Esta gramática não ultrapassa, portanto, o nível descri-
tivo, o que a transforma em uma teoria ad hoc, visto que os ob-
jetos construídos coincidem exatamente com os objetos dos quais 
ela parte. Diz SHAUMYAN que 
forma-se um c í r c u l o v i c i o s o : d e d u z e m - s e os 
fatos de uma língua dada, a partir de uma 
g r a m á t i c a g e r a t i v a c o n s t r u í d a e s p e c i a l m e n -
te para esta língua, e esta gramática nao 
tem o u t r a s b a s e s que nao sei am os fatos 
desta m e s m a língua, (p. 94) 6 * 
A língua genotípica modela aqueles traços universais das 
línguas naturais que permitem ao homem usá-las para codificação, 
recodificação e decodificação dos enunciados. É essencial para 
SHAUMYAN que o mesmo enunciado possa ser codificado com a ajuda 
dos conjuntos de signos diferentes e que cada um destes conjuntos 
possa ser recodifiçado em um outro. Desta maneira, a língua ge-
notípica é teleológica: ela é construída para o cálculo semió-
tico que mostra que o homem pode usar as línguas naturais para 
expressar os mesmos pensamentos de maneiras diferentes. 
*Acreditamos que esta i a crítica do modelo de 19576 e, portanto, é 
válida até o advento da teoria-padrao. Hoje, a crítica deveria ser repen-
sada . 
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Como é construida a língua genotípica? 
A n a l i s a n d o as condiçoes de c o m u n i c a ç ã o por 
meio de línguas n a t u r a i s , fazemos a p e r -
g u n t a : quais sao os u n i v e r s a i s p r i m i t i v o s , 
sem os quais não pode existir n e n h u m a lín-
gua n a t u r a l , p r e c i s a m e n t e p o r q u e toda lín-
gua natural deixa de ser, por d e f i n i ç ã o , 
língua n a t u r a l sem certos u n i v e r s a i s pri-
m i t i v o s ? (p. 25) 5 8 
SHAUMYAN abstrai-se de todo o superficial que uma língua 
natural comporta e postula a hipótese de que o termo e a senten-
ça sejam considerados os universais lingüísticos primitivos, vis-
to que 
n e n h u m a língua natural pode e x i s t i r sem as 
s e n t e n ç a s . Além disso, d i f i c i l m e n t e sao 
imaginaveis tais línguas n a t u r a i s , nas quais 
faltem as e x p r e s s õ e s que d e n o m i n a m obje-
tos, isto é, s u b s t a n t i v o s no sentido lato, 
ou seja, t e r m o s , (p. 2 6 ) 5 8 * 
Abstraindo-se de tudo que na língua natural é irrelevante 
para a função de comunicação, serão forçosamente reconhecidas 
três classes essenciais de expressões lingüísticas: 
— nomes de objetos, ou te.lmo& ; 
— nomes de situações, ou & ínte.nç.a.6-, 
— meios de construir nomes de objetos e nomes de situações, ou 
opzh.a.do>ie-6 . 
Toda língua natural pode ser vista como um conjunto de 
sentenças composto de dois planos: o de conteúdo e o de expres-
são. O plano de conteúdo ë o significado da sentença e o plano 
de expressão é o invólucro físico da sentença. Assim, a senten-
*Esta idéia, evidentemente, não é nova. Mencionemos apenas alguns 
trabalhos em gramática categorial: K . AJDUKIEWICZ (1935) J,ßAR-HILLEL, Y. 
(1965) 3 , GEACH, P.T. (1972) Z k MAKINSON, D."8 
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ça é uma unidade bilateral (tem dois componentes). A situação ë 
uma unidade unilateral que tem apenas um componente: o signifi-
cado. A gramática será, então, um conjunto de regras que trans-
forma um conjunto infinito de unidades unilaterais (situações) em 
um conjunto infinito de unidades bilaterais (sentenças). Desta 
maneira, a gramática de uma língua natural deve ser vista como 
uma espécie de transformador de "situações" em "sentenças" e de 
"sentenças" em "situações". 
A lógica combinatoria é uma linguagem formal adequada 
para expressar os conceitos lingüísticos primitivos — termo e 
sentença — e meios de expressar estes conceitos. Usando a ló-
gica combinatoria é possível definir em termos algébricos os con-
ceitos operador/operando/resultando: um opinado A é uma função 
que atua sobre uma ou mais expressões chamadas opznandoò para for-
mar uma expressão chamada h.<¿í, uitando. A operação da ação do ope-
rador sobre o operando é chamada aplicação. A operação de^apli-
cação é usada para construir todas as expressões genotípicas:ela 
é primitiva na gramática genotípica (como é primitiva na lógica 
combinatoria). 
3.1.1 Epiòòzmioni e. ò&mioni 
Como a língua genotípica é um construto, no nível genotí-
pico faz-se um cálculo formal que permite inferir um conjunto 
infinito de objetos lingüísticos complexos a partir de um con-
junto finito de objetos lingüísticos simples. 
Para fazer tal cálculo, na língua genotípica são dados: 
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1. Atomos (objetos) a,ß, chamados zp<i¿¿&m¿o n¿* elementares; ob-
jeto A, chamado transformador de epissemions; 
2. Regras de construção de objetos, chamados epissemions; 
a) semions elementares a,ß são epissemions; 
b) se p e q são epissemions, então A pq também ë episse-
mion. 
A regra b) pode ser reescrita como 
(3.1.) <¿ 
A pq 
onde o traço horizontal significa "é construído", isto é,que Apq 
é construido a partir de p e q , acrescentando o símbolo A a p e q. 
Tomando o termo (a) e a sentença (ß) na qualidade de no-
mes das duas classes lingüísticas primitivas ("de partida", ini-
ciais), SHAUMYAN introduz também, como universais lingüísticos,as 
classes de transformadores (operadores) — funções — que são 
calculados da seguinte maneira: os objetos de uma classe podem 
ser transformados em objetos de outra classe ou, então, os obje-
tos de uma classe dada podem ser transformados em objetos da mes-
ma classe. Deste modo, se obterá mais quatro classes de objetos 
lingüísticos: Aaß, Aßa, Aaa e Aßß. No nível empírico, essas 
classes podem ser interpretadas como: 
Aaß - transformador de termos em sentenças; por exemplo, 
o predicado de um lugar pa.¿ó <¿<La em 
(3.2.) Maria passeia, 
ou é ptio {¡Q.Ò6 o h.a. em 
(3.3.) Maria é professora; 
*0 termo "epissemion" é derivado de "semion" (do grego ôriyeÇov ^ 'sig-
no") . 0 "semion" é a unidade semiótica mais simples (criada por SHAUMYAN) 
"que tem para a semiótica o mesmo significado que o "gene" para a biologia" 
Cp. 14)57. 
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Aßa - transformador de sentenças em termos; por exemplo, 
que em 
(3.4.)A avó sabe que Maria passeia; 
Aaa - transformador de termos em outros termos; por exem-
plo, o sufixo -inha em caòinha, ou o adjetivo pequena em caia 
pequena, ou preposição + substantivo de campo em ca&a de campo. 
Note-se o isomorfismo existente em português entre os sufixos, 
adjetivos e as construções 'preposição + substantivo' - é apenas 
uma rápida observação que salta â vista dos pouquíssimos exem-
plos que apresentamos. É interessante observar, também, que lín-
guas diferentes recorrem a meios diferentes para transformar um 
termo em outro: por exemplo, '-4 (ingl.) em teacheA'ó book, ou a 
desinência de caso em russo, como -a (gen., mase., sing.) em 
kn-iga uciteZ' a "o livro de/do professor", e assim por diante (is-
to é, neste caso temos o isomorfismo entre os meios de transfor-
mar um termo em outro em línguas diferentes). 
Aßß - transformador de sentenças em outras sentenças; por 
exemplo, o negador não em 
(3.5.) Ele não sabe matemática, 
ou os advérbios sentenciais como agofia em 
(3.6.) Agora ele sabe matematica. 
Tendo agora seis classes de objetos lingüísticos, podemos 
transformar os objetos de qualquer classe em objetos da mesma 
classe, ou então, em objetos de uma das cinco classes restantes. 
Teremos assim mais 32 classes de transformadores. Podemos con-
tinuar esse procedimento ad infinitum. De modo geral, o cálculo 
de universais lingüísticos ë feito da seguinte maneira:. 
(3.7.) Agg a ou, generalizando: 
ß 
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(3.8.) Apq p 
Q 
onde A pq é operador; p - operando; q - resultando. Apropria fór-
mula expressa a operação de aplicação. 0 exemplo (3.7.) pode 
ser interpretado empíricamente assim: Ao¡3 é o predicado de um 
lugar (panela); a é o termo (MaAla) ; a aplicação de Aaß a a re-
sulta em ß que é a sentença (MaAla panela) . 
Todos os epissemions,com exceção de a e ß, são transforma-
dores (operadores). Entretanto, o conceito de transformador é 
relativo, visto que cada transformador pode servir de elemento 
transformado. 
0 cálculo de epissemions pode servir de instrumento para 
a descrição das línguas naturais, visto que ele permite fixar 
muitos traços essenciais e universais. Entretanto, o fato de 
que os epissemions representam classes entendidas como objetos 
abstratos, leva â dificuldade fundamental que fica evidente no 
seguinte exemplo. Vimos que o epissemion Aaa pode ser interpre-
tado como sufixo (--¿nha) , como adjetivo (pequena) , como preposi-
ção + substantivo (do pal) ou (de campo), etc. Desta maneira, 
as palavras pequena, do pal, de campo e o sufixo -Inha são en-
tendidas como elementos gramaticalmente equivalentes. Mas é evi-
dente que, embora estas palavras sejam determinantes da palavra 
caia, para a palavra pequena o papel de determinante do substan-
tivo é primário, inerente, enquanto para as palavras do pal ou 
de campo este papel é secundário (as palavras pal e campo são 
substantivos desempenhando (junto com a preposição) o papel de 
adjetivo). Vemos que os elementos que pertencem ã classe Aaa,não 
são apenas não-equivalentes entre si: eles se encontram em certas 
relações hierárquicas, o estudo das quais é de muito interesse. 
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O mesmo acontece com todas as outras classes universais. A par-
tir do cálculo dos epissemions não é possível dar conta das re-
lações hierárquicas entre os elementos das classes lingüísticas 
universais. 
Para superar esta dificuldade, é necessário "descer" ao 
nível "mais baixo", isto é, ao nível dos elementos que pertencem 
a cada epissemion. Devemos construir o cálculo destes elementos 
que vamos chamar de 6em¿on¿. 
No cálculo de semions temos : 
1) Atomos chamados semions elementares. Os semions elementares 
se dividem em dois grupos: 
a) semions elementares principais: A e B; 
b) operadores elementares; cada operador elementar é sim-
bolizado '<J>' com o índice de qualquer epissemion, exceto a e ß; 
2) Regras de construção de semions: 
a) semions elementares são semions; 
b) se X é semion que pertence ao epissemion Apq , e Y é 
semion que pertence ao epissemion p, então XY ë semion que per-
tence ao epissemion q. 
A regra b) pode ser representada como 
(3.9.) ApqX pV 
qKV 
Todos os semions construídos conforme a regra b) são não-
elementares, derivados dos elementares. 
Vamos chamar X de operador, Y de operando, e XY de re-
sultando da aplicação de X a Y. A regra b) será a regra de apli-
cação de semions. 
Cada semion elementar existe em muitos "exemplares". Para 
distinguir os "exemplares" do mesmo semion elementar, usam-se 
índices numéricos superiores: 
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A,A1,A2,... b,b\b 2... ,<p\aji ,<P2ûap ,.. .<f>Aaa r4>\aa ,<P2á0a ,etc. 
O fato de cada semion elementar pertencer a um ou outro 
epissemion fica evidente na notação: no caso de operadores (por 
exemplo, <J> ) , o índice inferior (Aaß) mostra o epissemion ao 
qual o semion dado pertence; quanto aos semions A e B, o A per-
tence ao epissemion a,e B ao epissemion ß, por definição. 
Todos os semions elementares podem ser divididos em três 
grupos : 
— operandos absolutos, isto é, os semions elementares A e B; 
— operadores primários, isto é, os operadores, cujos operandos 
são os semions que pertencem aos epissemions a ou ß. Por exemplo: 
't'-Aaj; ' ^¿eta ' <V&a: ' ^¿Pß ' ^Afäaß ' ^ « A a a ' ' e t c v 
— operadores secundários, isto ê, os operadores cujos operan-
dos sao outros operadores. Por exemplo, ÍMi-vttúítp ' ä^aißÄoß > 
A^o.cxúcea ' e t c > 
0 cálculo dos semions acontece por etapas. Na primeira 
etapa obtêm-se os semions elementares; na segunda, os semions 
compostos de dois semions elementares; na terceira etapa, os se-
mions compostos de três ou quatro semions elementares, e assim 
por diante. 
Precisamente o conjunto de todos os semions, calculado 
desse modo, ë chamado de língua genotípica. 
3.1.2 I ntzfipKQ.taq.ao zmpZhlaa doò ¿e.mlon¿ <¿¿zme.ntah.zi. 
Mostraremos agora,em.alguns exemplos, como os semions ele-
mentares podem ser interpretados empíricamente. 
Se o semion A for entendido como substantivo ou qualquer 
equivalente deste numa sentença, e o semion B, como uma sentença, 
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então o operador terá a interpretação fórmal de transforma-
dor de substantivo em substantivo; o operador <j>¿a£ , de transfor-
mador de substantivo em sentença; o operador <¡>App , de transfor-
mador de sentença em sentença; e o operador <f>¿jjw / de transforma-
dor de sentença em substantivo. 
Entendendo o termo "substantivo" no sentido lato, os meios 
de transformação de substantivo em substantivo ) podem ser 
divididos em dois grupos: 
— morfológicos: que trabalham dentro dos limites de uma palavra,e 
— sintáticos: que formam sintagmas. 
Entre os transformadores morfológicos de substantivos es-
tão os sufixos (por exemplo, -ein.o: chave -»- chavein.o) e os pre-
fixos (por exemplo, anti-: conpo anticorpo) . Os transformado-
res sintáticos mais comuns são os adjetivos (meia + btianca ->- me-
ia bfiança) ; outros transformadores sintáticos são os. numerais 
(quatn.o + meiai -»- quatn.o m ti ai) , os participios (meia + malhada 
-»- meia molhada) , os pronomes possessivos (ma + meia -»- iua meia). 
Todos esses casos podem ser vistos como interpretação do opera-
dor <f>£aoc • Os sintagmas preposicionais também podem transformar 
um substantivo em outro substantivo (meia + de madeina -»- meia de 
madein.a; intenene + peloi li.vn.ot> inten.eae peloi livn.oi ; cn.ei -
cimento + em doii/poucoi centZmetn.oi -> cnei cimento em doii/pou-
coi centZmetKoi). Em todos estes casos^ a característica catego-
rial do elemento principal (substantivo) não muda e o que acon-
tece é apenas sua modificação por meio do determinante. 
No nível de epissemions, o epissemion a podia ser inter-
pretado como 
caia; caiinha; caia pequena; caia do pai; caia de campo, etc. e 
todas essas interpretações eram consideradas equivalentes. Agora 
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mostraremos como o cálculo de semions permite aprofundar a in-
terpretação dos fatos de uma língua natural e estabelecer as di-
ferenças entre varias interpretações. 
Assim, o sufixo nha e o adjetivo p2.que.na corresponderão 
ao semion elementar <f>¿a . Os sintagmas preposicionais do pal e 
de. campo corresponderão â árvore: 
(3 •1°) ¿^«¿CTOí A 
A a a ( W « a A 
No nivel de semions, o substantivo ca¿a corresponde ao 
semion A. Os "substantivos" cailnha e ca¿a pequena corresponde-
rão ã árvore: 
(3.11) ^ A a a A 
a (ti /T~ TAric/ 
Os sintagmas cai>a de. campo e caòa do pai terão a árvore corres-
pondente : 
(3.12) 
Aaa<haAaft A* A 
a<j>Ã " , A 1 A¿ 
Nos exemplos acima vê-se que o cálculo de semions permite 
formalizar a diferença entre as palavras simples e derivadas,co-
mo também a diferença entre as palavras e os sintagmas. Entre-
tanto, dependendo dos objetivos de estudo, podemos atribuir um 
caráter relativo a essa diferença. Por exemplo, no caso de um 
estudo sintático de uma língua particular, a estrutura morfoló-
gica dos elementos deve ser ignorada. Neste caso, não apenas um 
verbo simples do tipo pÔA, como também os derivados — h.e.poti, 
tfianòpofi, poépoA, compoA, etc. corresponderão ao semion elemen-
tar (¡»¿¿ußtaß -
3.1.3 IntzA.pfLZtaq.ao ¿ofimal dz ¿zmtom z zpióòzmtoni 
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Como foi mostrado acima, todo semion composto de varios 
semions elementares pode ser anotado em forma de árvore. Esta 
forma de notação é suficientemente clara mas volumosa. Para tra-
duzir uma árvore para a notação linear, a regra b) do cálculo de 
semions 
(3.9.) pqX py 
qXV 
ë substituida pela notação linear com o uso de paréntesis: (XY). 
Se em notação linear, o semion tem o aspecto, digamos, 
(3.13.) (. . . ( (XY1) Y2) . . .Yn) ? 
os paréntesis podem ser omitidos segundo o principio de agrupamen-
to à esquerda: 
(3.14.) XY1Y2... Y n 
Essa possibilidade de representar os semions,ora em forma de dia-
grama, ora em forma de notação linear, leva ao conceito abstrato 
de semion que independe do modo de representação. 
Todo epissemion pq representa um objeto abstrato, compos-
to do componente â esquerda p e do componente à direita q. 0 e-
pissemion é interpretado como função de um lugar, cujo argumento 
ë marcado pelo componente â esquerda p, e cujo valor ë marcado 
pelo componente ã direita q. 
Atendendo às necessidades do estudo lingüistico, é razoá-
vel introduzir um novo nivel de interpretação formal do episse-
mion Apq, onde o epissemion Apq pode ser interpretado como fun-
ção de muitos lugares,conforme a seguinte regra formal: o epis-
semion pq é decomposto em componentes p e q, que também são epis-
semions. Se o componente direito q é igual a a ou ß, a decompo-
sição está terminada. Se q representa um novo epissemion p'q', 
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então o decompomos também em componente à esquerda p ' e componen-
te à direita q'. Se o componente ã direita q' é igual a a ou ß, 
o processo de decomposição ë terminado. Se o componente ã di-
reita q' representa um novo epissemion p"q", então o processo de 
decomposição continuará até que o componente ã direita de um dos 
epissemions obtidos durante a decomposição do epissemion inicial 
pq seja igual a a ou ß. Então o processo de decomposição do e-
pissemion pq será terminado. Se o processo de decomposição do 
epissemion pq é feito em n passos, o epissemion pq é interpreta-
do como função de n lugares. 
Como os epissemions Aotß, Aßß, Aßa, Aaa decompõem-se em um 
passo, eles podem ser interpretados como funções de um lugar. 
O epissemion AAaßAaß é decomposto no primeiro passo em 
componente ã esquerda Aaß e componente à direita Aaß; no segundo 
passo, em componente à esquerda a e componente à direita ß; no 
terceiro passo, em componente â esquerda a e componente ã direi-
ta ß. Como o processo de decomposição do epissemion AAaßAaß ë 
realizado em três passos, esse epissemion deve ser interpretado 
como função de três lugares. 
De acordo com essa interpretação formal de epissemions, 
são também interpretados os semions. 
Se o semion X pertence ao epissemion £ interpretado como 
função de n lugares, então o semion X também deve ser interpre-
tado como função de n lugares. 
Interesse especial entre os epissemions têm aqueles, cujo 
último passo da decomposição se realiza sobre o epissemion Aaß, 
e o primeiro passo, sobre o epissemion, cujo componente à esquer-
da é termo (a). São, por exemplo, os epissemions Aaß, AaAaß e 
AaAaAaß. Os epissemions desse tipo são predicados e os termos 
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são seus argumentos. Dependendo da quantidade de passos de de-
composição, teremos predicados de um lugar (Aaß), de dois luga-
res (AaAaß) e outros predicados de n lugares*. 
3.2 0 Modelo de Situação e a língua genotípica de Aelato'ieò 
A forma normal da língua genotípica pode ser definida co-
mo língua genotípica sem quaisquer restrições no sentido de se-
leção de epissemions e de semions; isto é, é admitido que a lín-
gua genotípica inclua todos os epissemions gerados e que a cada 
um destes epissemions corresponda um conjunto de semions. Epis-
semions e semions são considerados objetos da língua genotípica 
independentemente de existir ou não uma interpretação correspon-
dente em línguas naturais. 
A forma normal da língua genotípica pode servir de _ ins-
trumento forte para a descrição de línguas naturais. Entretan-
to, a forma normal não revela muitos traços essenciais existen-
tes nas línguas. Para aprofundar a análise, SHAUMYAN formula,na 
língua genotípica,o Modelo de Situação (MS) que permite predizer 
as estruturas com relações de casos. A partir do MS se faz o 
cálculo "ampliado" do genotipo: a língua genotípica de relatores. 
3.2.1 kbofidagem intuitiva do Modelo de Situação 
Comecemos a descrição do Modelo de Situação, analisando 
sentenças concretas. 
*Note-se que esta noção de "predicado de n lugares" não é igual ä da 
lógica de predicados. Aqui, a cada nível (a cada "passo") o que temos sem-
pre é um predicado de um lugasi (digamos, se construíssemos uma árvore, ela 
seria sempre binÓAia). 
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Seja a sentença: 
(3.15.) O ônibus vai de Curitiba ao Rio de Janeiro por 
São Paulo. 
Na situação descrita pela sentença(3.l$podem ser distin-
guidos quatro participantes: 
— o participante que desempenha o papel do ponto em movimento: 
o Ônlbuò ; 
— o participante que desempenha o papel do ponto de partida do 
movimento: Curitiba; 
— o participante que desempenha o papel do ponto final do movi-
mento: Rio dz Janzlho; 
— o participante que desempenha o papel do ponto no trajeto do 
movimento: São Pauto. 
Esta situação pode ser considerada como uma das realiza-
ções concretas do Modelo de Situação que será dado na língua ge-
notípica. 0 Modelo de Situação é o espaço composto de um , ponto 
em movimento e três pontos imóveis, em relação aos quais o pon-
to em movimento ë orientado: o ponto de partida do movimento, o 
ponto final do movimento e o ponto no trajeto do movimento*. Por 
convenção, esses papéis serão chamados de caio¿. Assim, são in-
troduzidos 4 casos: 
1) ob j ztlvo - o nome do ponto em movimento (símbolo o) ; 2) abla-
tivo - nome do ponto de partida do movimento (símbolo a) ; 3) aia-
tlvo - nome do ponto final do movimento (símbolo J) ; 4) pfiotatl-
vo - nome do ponto no trajeto do movimento (símbolo p). 
*Esta idéia de construir um modelo de situação nao e tao original 
assim. Lembremos os modelos de Ch. FILLMORE20 ' 2 1 ' 2 2 , R. JACKENDOFF'41 '1+2 e 
J. GRUBER27. 
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O Modelo de Situação pode ser representado esquemática-
mente assim: 
(3.16.) 
a p i 
0 Modelo de Situação decompõe-se em componentes. Seu pri-
meiro componente será o próprio modelo. Este componente será 
chamado de componente impn.0pn.io do Modelo de Situação. Além dis-
so, distinguem-se mais seis componentes que serão chamados de 
componentes pnopnios do Modelo de Situação. 
(3.17.) 
0 componente em (3.17.) é representado pela sentença 
(3.18.) 0 Ônibus vai de Cunitiba ao Rio de Janeiro. 
(3.19,) 
O componente em (3.19.) é a sentença 




O componente em (3.21.) é 
(3.22.) 0 5n¿bu& vai ao Rio de Janeiio poK/via São Paulo. 
(3.23.) 
O componente em (3.23.) é 
(3.24.) 0 ônibus vai/saiu de Curitiba. 
(3.25.) o 
O componente em (3.25.) ê 
(3.26.) 0 Ônibus vai poK/via São Paulo 
O componente em (3.27.) é 
(3.28.) a. 0 Ônibus chegou ao Rio de Janeiro. 
b. 0 ônibus vai ao Rio de Janeiro. 
c. 0 Ônibus esta no Rio de Janeiro. 
Analisando o componente em (3.27.), vê-se que aqui 1 ê 
interpretável não apenas como o ponto final do movimento, mas 
também como o ponto em que o objeto é localizado. Isso acontece, 
porque 1 pode ser interpretado, no MS, como ponto final do movimen-
to apenas quando contraposto aos pontos a ou p. Caso contrário, 
o ponto final do movimento é entendido como ponto de localização, 
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como em (3.28.)c. 0 caso 7, entendido como ponto final do movi-
mento foi chamado acima de alatlvo. 0 caso 7, entendido cato no-
me do ponto de localização, será chamado de locativo. 
Decorre disso que o alatlvo e o locativo são, em realida-
de, variantes do mesmo caso que pode ser chamado de locativo no 
sentido lato. A possibilidade de interpretar o alatlvo e o lo-
cativo como variantes do mesmo caso é confirmada pelos fatos das 
línguas naturais: cf. alleu en Angle.te.AAe / vlvne en kngletenne 
(fr.) ou motto em São Paulo / ¿ul em São Paulo. (port, col.) 
O pKolatlvo ê um caso complexo que representa a combina-
ção de alatlvo e o ablativo, visto que o pfiolatlvo significa o 
ponto p, do qual o ponto em movimento o se aproxima e depois se 
afasta. Então, a sentença (3.25.) se decompõe em duas: 
(3.29.) a. 0 ônibus vai a São Pauló. 
b. 0 ônibus vai de São Paulo. 
Note-se que do ponto de vista empírico, o ponto p deve 
ser entendido como espaço "atravessável" que no caso limite pode 
representar todo o percurso do movimento do ponto o : do ponto a 
ao ponto 7. Isso se vê nos exemplos : 
(3.30.) A Chapeuzinho Vermelho foi â casa da vovó pela floresta. 
(3.31.) O atalho corria ao longo do rio. 
(3.32.) A banda estava passando pela rua principal. 
Qualquer componente, ou seja, o componente próprio do _MS , 
é considerado como caso de degeneração do MS, na terminologia de 
SHAUMYAN. Se o canponente do MS é impróprio, ele é entendido como 
degeneração-zero do MS. Toda degeneração do MS pode corresponder a sen-
tenças gramaticais. Entretanto, nem sempre o MS tem a interpretação comple-
ta. Äs vezes é possível encontrar a interpretação para alguma degeneração 
do MS, mas, contudo, não se encontra a interpretação completa do MS que 
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inclua a interpretação da degeneração dada. (Ver abaixo). 
Visto que existe o isomorfismo entre as relações espaciais 
e as temporais, o modelo pode receber a interpretação temporal. 
Por exemplo, o componente (3.17.) pode ser interpretado: 
(3.33.) 0 ônibus andou desde a tarde até à noite. 
0 componente (3.25.) pode ser interpretado: 
(3.34.) 0 ônibus andou cinco horas. 
No plano temporal não é fácil encontrar a interpretação 
completa : 
(3.35.)*0 ônibus andou desde a tarde até à noite cinco 
horas. 
Também existe o isomorfismo entre as relações espaciais e 
as relações entre o agente da situação, os participantes da si-
tuação, sobre os quais o agente age,e o instrumento, por meio do 
qual ele age. Assim, o ablativo pode ser interpretado como agen-
te da situação (o conceito do agente da situação é incluído jun-
to com o conceito do ponto inicial do movimento em um conceito 
geral da fonte do movimento); o locativo, como objeto indireto 
da ação; o objetivo, como objeto direto da ação; o prolativo,co-
mo instrumento da ação. 
Assim, o modelo completo de situação pode ser interpreta-
do, por exemplo, como: 
(3.36.) Pedro prestou ajuda a Paulo através de um amigo. 
(3.37.) Pedro fez um corte em Paulo com a faca. 
A essas sentenças correspondem as formas reduzidas: 
(3.38.) Pedro ajudou Paulo através de um amigo. (Cf. 3.36.) 
(3.39.) Pedro cortou Paulo com uma faca. (Cf. 3.37.) 
Analisemos a sentença: 
(3.40.) Pedro assustou Paulo. 
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Essa sentença pode ter duas leituras: 
(3.41.) Pedro assustou Paulo de propósito. 
(3.42.) 0 aspecto de Pedro assustou Paulo. 
No primeiro caso, Pedro é o participante ativo da situa-
ção; no segundo, Pedro é um participante inativo, mas exerce in-
fluência na situação. Tais participantes inativos mas "influen-
tes" são encontrados nas sentenças: 
(3.43.) Eu estou ouvindo música. 
(3.44.) Eu vejo uma casa. 
Aqui os participantes inativos "influentes" da situação 
são música e casa. Eu indica o participante da situação que 
sofre a influência da "visão de uma casa" ou da "audição de mú-
sica", mas que também é inativo. 
Assim, devemos distinguir dois tipos de participantes ina-
tivos: os que exercem influência e os que não a exercem. Os pri-
meiros interpretam o ablativo, e os segundos, o locativo. .Os dois 
tipos de participantes inativos encontram-se com os verbos cha-
mados afetivos: ouviu, v&n, òzntifi, go&tan, alcgn.an-6 c, ao^ica, 
etc. 
Visto que na língua genotípica, os participantes das si-
tuações simples (isto é, as situações,entre os participantes das 
quais não se encontram outras situações) são termos, os casos 
devem ser vistos antes de mais nada como características de ter-
mos . 
No MS existem apenas termos. Os predicados não são re-
presentados diretamente, mas definidos pelos conjuntos de casos 
representados pelos componentes do MS. 
As sentenças que realizam os MS, têm predicados, mas es-
ses predicados não têm correspondência direta com os nodulos das 
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árvores dos MS, e devem ser entendidos como relações determina-
das ora pelo simples conjunto de casos, ora pelo conjunto de ca-
sos junto com algum termo-(3.36.) e(3.37. ),ronde aparecem predica-
dos compostos; esses predicados não têm correspondências diretas 
nos nodulos da árvore do MS, mas as palavras que entram em sua 
composição (ajuda, corte), têm. 
Na construção do Sistema Interpretativo (SI) do Modelo de 
Situação devem entrar traços semânticos que serão atribuídos aos 
determinados casos. 0 Sistema Interpretativo do Modelo de Si-
tuação (SI) deve ter dois componentes: 
1) conjunto de traços semânticos; 
2) regras de atribuição de traços semânticos aos casos 
(regras de interpretação). 
Analisemos cada um dos componentes: 
1. No SI são dados cinco traços semânticos: local (L), tempo(T), 
atividade (A), inatividade (I), processo (P). 0 termo "prpces-
so" serve para indicar o conceito que cobre os conceitos de ação 
e de estado. 0 conceito de atividade pode ser definido de vá-
rias maneiras. É razoável considerar como condição necessária 
da atividade do objeto o fato de que a ação exercida por ele é 
intencional. É evidente que só os objetos animados podem exer-
cer esse tipo de ação (ou os objetos inanimados personificados). 
2. As regras de interpretação são dadas em forma de restrições 
na tabela de traços semânticos, em que o símbolo "+" indica a 
atribuição do traço ao caso: 
CASO 
TRAÇO 
o(bjetivo) a(blativo) p(rolativo) 1(ocativo) 
L + + + 
T + + + 
A + + 
I + + + + 
P + + + + 
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Como vimos, o movimento pode ser entendido no sentido es-
pacial, temporal ou abstrato, como ação de uns participantes so-
bre os outros. Justamente esse estado de coisas é levado em con-
ta na tabela de interpretação. Se, por exemplo, ao ablativo for 
atribuido o traço L, o ponto inicial do movimento será entendi-
do como uma localidade; se for atribuído o traço T, o ponto ini-
cial será entendido como o ponto de partida no tempo; atribuídos 
os traços A ou I, o ponto inicial terá a interpretação de objeto 
ativo ou inativo, etc. 
As restrições para a atribuição de traços semânticos aos 
casos são as seguintes: 
- o objetivo e o locativo não podem ser interpretados simulta-
neamente pelo P; 
- se o ablativo é interpretado pelo A, então o objetivo deve ser 
interpretado pelo I ou pelo P. 
3.2.2 FÓAmula.A-MS 
Até agora os MS foram representados esquemáticamente. Pas-
saremos à representação linear, em fórmulas da língua genotípi-
ca, chamadas de fõrmulas-MS. 
As fórmulas-MS são sentenças construídas de dois tipos de 
semions: termos e relatores predicativos. 
1 2 
Os termos T, T , T , ... sao nomes de objetos no sentido 
lato, isto é, não apenas de coisas, mas também de qualidades e 
relações. Assim, os termos significam coisas (objetos materiais): 
me¿a, ¿AVOAC, cacho A AO , homem, etc.; qualidades: bAancuAa, bele-
za, etc.; relações: aóéaóòlnato, leltuAa, Aecebimento, etc. A 
diferença entre as qualidades e as relações está no fato de que 
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as qualidades são atribuídas a um objeto, enquanto as relações 
são atribuídas a dois ou mais objetos (ex. : a blancura da neve, 
a be.Ze.za da mu.Zhe.A-, òeu paòòzio, mzu òonho, mas, o aò&aòòinato 
do tAanò zuntz pzZo bandido, a ZzituAa do ZivA,o pzZo z&tudantz, o 
Ae.ce.bime.nto da caita do namorado pzZa moça) . Relatores predica-
tivos são nomes das relações predicativas não lexicalizadas de 
2, 3 e 4 lugares determinadas pelos casos. 
As relações predicativas não lexicalizadas são determina-
das pelos conjuntos de casos atribuídos aos relatores em forma 
de índices inferiores. Cada índice inferior do relator é a re-
presentação de alguma árvore do MS. 
Para obter predicados lexicalizados, faz-se a aplicação 
de relatores a termos. Nas fõrmulas-MS, os termos são elementos 
lexicais amorfos que formam predicados junto com os relatores 
aplicados. Essa interpretação de termos como elementos lexicais 
amorfos é muito diferente da interpretação de termos como , subs-
tantivos ou sintagmas nominais na língua genotípica primitiva. 
O conjunto de fõrmulas-MS é chamado de língua de relato-
res de casos. As regras de geração de fõrmulas-MS formam a ál-
gebra de relatores de casos. 
Se a língua de relatores for analisada do ponto de vista 
da distinção entre as partes de discurso e as partes de senten-
ça, pode-se dizer que na língua de relatores existe uma parte, de 
discurso — o termo, e duas partes de sentença — o predicado e 
o argumento. 
Para transformar os esquemas do MS em índices de casos, 
SHAUMYAN introduz as seguintes regras: 
(i) Dependendo da quantidade de símbolos que deverão compor o 
índice de caso, escolher a árvore com dois, três ou quatro nodu-
los . 
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(ii) Escolhida a árvore adequada, reescrever da direita para a 
esquerda os símbolos de casos na seguinte ordem: 1) o nodulo su-
perior; 2) o primeiro nodulo ã direita; 3) o segundo nõdulo à 
direita; 4) o terceiro nõdulo â direita. 
(iii) Fazer todas as permutações possíveis de símbolos em cada 
índice. 
Aplicadas as regras (i) e (ii), obtêm-se das árvores 
(3.23.), (3.25.) e (3.27.) os índices que, após sua atribuição 















K R pio 
62 
Finalmente, da árvore (3.16.) teremos: 
(3.16.) p 
R i aplo 
A ordem dos símbolos nos índices dos relatores mostra em 
que casos se encontram os argumentos do relator. Por exemplo, o 
índice do relator I^indica que o primeiro argumento deste rela-
tor está no ablativo (a), e o segundo, no objetivo (o). 
Cada relator pertence a um determinado epissemion. 
R , R , R, e os relatores derivados destes pertencem ao po lo ^ 
ao epissemion A a A a ß . 
R , , R , R , e os relatores derivados destes perten-alo apo pio ^ 
cem ao epissemion A c t A a A a ß . 
Raplo e o s r e l a t o r e s derivados deste pertencem ao epis-
semion A a A a A o t A a ß . 
A árvore (3.45.) ilustra a ação do relator R api 0 : -
(3.45.) R , T 1 aP!o 
(R 1 m D T 2 apio T 
((RaPlo T1) T2) t 3 
(((Raplo T 1 } T 2 ) T3) t 4 
( ( ( ( Raplo T1) T 2 ) T3) T 4 ) 
1 - 2 0 índice do R api 0 raostra qu6 T esta no ablativo; T , no 
3 4 prolativo; T , no locativo; T , no objetivo. 
O semion da árvore (3.45.), depois de omitidos os parên-
1 2 3 4 
teses, tera o aspecto: R api 0 T T T T . 
Convencionemos que,em todo semion que pertence ao episse-
mion ß, isto é, em toda sentença, o último argumento deve ser 
interpretado como o tema da sentença, enquanto o resto da sen-
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tença será interpretado como seu rema. Esta convenção é motiva-
da pelo fato de que precisamente o último argumento do predicado 
é aquele que se transforma imediatamente em sentença. A ação 
conseqüente do predicado sobre os argumentos antecedentes não 
produzirá sentenças e sim novos predicados complexos com um nú-
mero menor de lugares até que se obtenha um predicado complexo 
de um lugar, cuja aplicação ao último argumento resultará em uma 
sentença. 
Se substituirmos os termos por itens lexicais correspon-
dentes, poderemos obter, por exemplo: 
(3.46.) a. R i Curitiba São Paulo Rio de Janeiro ônibus, aplo 
b. Vai de Curitiba por São Paulo para o Rio de Janeiro 
o ônibus. 
c. O ônibus vai de Curitiba para o Rio de Janeiro por 
São Paulo. (=(3.15.) 
(3.47.) a. R i Pedro correio Paulo carta aplo 
b. É enviada por Pedro pelo correio para Paulo a carta. 
c. A carta é enviada por Pedro para Paulo pelo correio. 
A substituição direta dos termos pelos itens lexicais 
correspondentes resulta em (3.46)a. e (3.47.)a. As sentenças 
(3.46.)b. - (3.46.)c. e (3.47.)b. - (3.47.)c. servem de aproxi-
mações conseqüentes de (3.46.)a. e (3.47.)a. respectivamente às 
sentenças da língua natural. 
De acordo com a convenção, os itens lexicais SntbuA (em 
3.46.)) e carta (em (3.47.)) devem ser considerados os temas das 
suas respectivas sentenças. 
Para precisar a noção de tema, é necessário introduzir o 
conceito de peso semântico. No Modelo de Situação de SHAUMYAN, 
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por peso semântico entende-se a proximidade do argumento do úl-
timo lugar do predicado. Assim, o argumento que se encontra em 
último lugar, terá o maior peso semântico. Precisamente este 
argumento é interpretado como tema. Por convenção, o peso se-
mântico do primeiro argumento é igual a 1, o peso semântico do 
segundo argumento é igual a 2, o peso semântico do enésimo argu-
mento é igual a n . Se o enésimo argumento é o último, ele é 
chamado de tema e o resto da sentença, de n.ema. A divisão em 
tema e rema tem níveis hierárquicos. Assim, o enésimo argumento 
do predicado serve de tema do primeiro nivel, e o resto da sen-
tença, de rema do primeiro nível. No rema do primeiro nível, 
(n-l)-mo argumento do predicado serve de tema do segundo nível, 
e o resto do rema do primeiro nível serve de rema do segundo ní-
vel, etc. 
Dessa maneira, torna-se possível reduzir os relatores de 
quatro ou de três lugares aos de dois lugares. Para tal, ë pre-
ciso admitir que não apenas os termos, mas também as sentenças 
possam servir de argumentos de relatores no MS. 
Vale notar que os relatores de muitos lugares podem ser 
reduzidos aos de dois lugares. A "sentença" (3.46.)a.(Rap^0 
Curitiba São Paulo Rio de Janeiro ônibus) pode ser representada 
em forma da "sentença" equivalente construída com a ajuda de 
três relatores de dois lugares R , R , R, . Essa "sentença" ^ ao po lo v 
terá a forma: 
(3.48.) R ^ T 1 (R T 2 (R.. T 3 T4)) ao po lo 
e sua interpretação será anotada como em 
(3.49.) R Curitiba (R São Paulo (R, Rio de Janeiro ônibus) ao po lo 
3.2.3 Operação de. aglutinação 
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Esta operação ocupa um lugar importante na formulação de 
axiomas semânticos (cf. 3.5 ). 
Na língua de relatores devem ser distinguidos dois tipos 
de predicados: os simples e os compostos. 0 predicado simples é 
o próprio relator, isto é, o elemento puramente relacionai de-
terminado pelos casos. 0 predicado composto é um semion compos-
to de um relator e um termo. 
1 2 Na formula T T , por exemplo, o predicado simples de 
1 2 
dois lugares tem dois argumentos T e T . Com seu primeiro 
argumento, o predicado simples R- o^ forma o predicado composto de 
um lugar Nesse predicado composto, o indicador de predi-
cação (o predicado simples e ° e l e m e n t o lexical não especi-
ficado (T1) se distinguem. 
As sentenças com o predicado composto modelam as senten-
ças em português : 
(3.50.) A roda está em rotação (ou seja, rotação roda) 
(3.51.) O exército está em marcha (ou seja, marcha exército) 
Nessas sentenças, as cópulas de dois argumentos 'e.Atã em' 
correspondem ao relator . 
Substituiremos P o r p 0- 0 símbolo P q representa um 
predicado simples de um lugar que resultou da aglutinação de-R^Q 
e T 1. O índice de caso de P Q indica que o argumento desse pre-
dicado de um lugar é o segundo argumento do predicado de dois 
lugares Da aglutinação de e T 1 resulta a sentença P QT 
que pode ser interpretada como: 
(3.52.) A roda está rodando 
(3.53.) O exército está marchando 
3.3 1 toria. òemântica 
A teoria semântica é construída por SHAUMYAN na base da 
língua genotípica de relatores. A sublíngua genotípica de rela-
tores , em que são permitidos apenas os relatores de dois lugares, 
serã chamada de iubZZngua primitiva da língua genotípica. As sen-
tenças geradas na sublíngua primitiva da língua genotípica de 
relatores serão chamados de axiomai da teoria semântica. Todos 
os axiomas pertencem ao epissemion $, isto é, são sentenças. 
A teoria semântica representa um sistema formal, em que 
são dados : 
1) as sentenças da sublíngua primitiva da língua genotípica de 
relatores, chamadas axiomas semânticos; 
2) o conjunto finito de regras de inferencias semânticas. 
3.3.7 Ingerência* òemânticaò 
Os axiomas e as fórmulas inferidas deles, representam e-
nunciados que têm a forma: |- d X 
onde X ë sentença; 
ó é área semântica ou domínio semântico. A área semântica 
ou o domínio semântico ë o conjunto de sentenças divisível em 
classes de sentenças sinônimas (em outras palavras, a área se-
mântica, ou o domínio semântico,ë o conjunto de axiomas e fórmu-
las inferíveis desses axiomas). 
|— é predicado de afirmação. 
Assim, a fórmula |—d X deve ser lida como "Afirma-se que X per-
tence â área semântica (domínio semântico)d ". 
Convencionemos omitir os símbolos ]— e <5 nos axiomas se-
mânticos e nas fórmulas inferidas. 
As regras de inferencia semântica têm o aspecto de fórmu-
las do tipo: X => Y 
0 símbolo => indica que o semion X pode ser substituído pelo se-
mion Y. No total, são possíveis n regras semânticas. 
A sentença V ê inferível imediatamente da sentença U, se 
V resulta de U, aplicada apenas uma regra semântica. O símbolo 
f= é usado para indicar a inferência semântica imediata: 
U |= V 
0 1 n 
Na seqüência de sentenças U , U , ..., u , err, que cada sen-
tença seguinte ê inferida imediatamente da anterior, U^, U1,..., 
Un é inferência semântica de U n a partir de U^, ou seja, 
u° h un 
0 enunciado f— d X pode ser considerado, então, como um ca-
so particular de inferência, quando n = 0. 
As propriedades características da inferência semântica 
se definem pelas afirmações: 
1. U (— U para todo semion U (afirma que a inferência semântica 
é reflexiva); 
2. U I— V & V |— Z => U I— Z (afirma que a inferência semântica 
ê transitiva); 
3. U |= V => U I— V (afirma que a inferência semântica imediata ë 
caso particular de inferência semântica. 
Aplicando regras semânticas diferentes ao mesmo axioma e 
âs sentenças dele inferidas, obtém-se um conjunto de inferências 
semânticas do mesmo axioma. 
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3.3.2 O òtnLido lÁngü.Z¿t¿co daò ¿n^eiêncZciò & tmântZcaò . 
As sentenças da sublíngua primitiva da língua genotípica 
devem ser identificadas com os significados das sentenças, isto 
é, com as situações, para as quais devem ser encontradas as for-
mas lingüísticas (essas formas serão as sentenças da sublíngua 
expressiva da língua genotípica). As inferencias semânticas são 
processos que determinam a que tipo de significados lingüísticos 
corresponde esta ou aquela forma sentenciai. 
Assim, toda inferencia semântica pode ser entendida como 
processo que estabelece correspondência entre o significado e a 
forma lingüística da sentença, ou, o que é a mesma coisa, entre 
a situação e o nome da situação. Obtém-se um conjunto de infe-
rências semânticas do mesmo axioma semântico, porque o mesmo sig-
nificado da sentença pode ser traduzido em um conjunto de formas 
lingüísticas ou, então, porque a mesma situação pode ter vim con-
junto de nomes. 
Da afirmação acima sobre a reflexividade da inferencia 
semântica, segue que todo axioma deve ser visto como inferido de 
si próprio e,assim, a sublíngua primitiva da língua genotípica 
de relatores também deve ser vista como inferida de si própria. 
O sentido lingüístico desta conseqüência é que os axiomas como 
padrões de significado de sentenças possuem uma natureza dupla: 
por um lado, os axiomas se identificam com os significados de 
sentenças, por outro, eles próprios podem ser entendidos como 
formas lingüísticas dos significados, com os quais eles se iden-
tificam (o mesmo acontece com a sublíngua primitiva da língua 
genotípica de relatores). 
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A inferência semântica gera a equivalência semântica. 
Dir-se-ã que as sentenças U e V são semánticamente equivalentes, 
se V ë inferida de U: 
U I— V => U = V* 
A inferência semântica não possui a propriedade de sime-
tria, visto que as regras semânticas estabelecem substituições 
orientadas dos semions, enquanto a equivalência semântica possui 
propriedade de simetria. 
3.4 Combinado fie.-6. 
A Gramática Aplicacional ë um sistema formal que tem a 
base categorial, mas que ao mesmo tempo, â diferença da gramáti-
ca categorial clássica ou da gramática de MONTAGUE, usa um sis-
tema de combinado fie.6 . Combinadores — operadores abstratos — 
desempenham o papel essencial nas regras semânticas, das quais 
trataremos adiante, e são indispensáveis para o estudo de rela-
ções gramaticais. 
Apresentaremos a descrição formal dos combinadores que 
SHAUMYAN usa no seu modelo: 
I - identificador: IX = X 
A aplicação de I a X pode ser interpretada como uma trans-
formação equivalente. 
C - permutador: 
se F é uma função de dois argumentos, então CF ê uma fun-
*No nível de semions interpretados, sao equivalentes : "Jorge Amado 
escreveu o romance Vona TLoti e ¿e.uò doiò MaAidoò" e "0 romance Vona FZoA e. 
i>e.uò doiò U.aSiLdoò foi escrito por Jorge Amado". 
70 
ção conversa, associada ä F pela equação 
CFXY = FYX 
A ação deste operador é muito importante na teoria de pas-
sivização, como veremos adiante (cf. o capítulo 5.) . 
W - duplicador: 
se F é uma função de dois argumentos, então WF ë uma fun-
ção de um argumento, associada ã função F pela equação 
WFX - FXX 
Este operador gera verbos reflexivos. 
B - compositor: 
seja F uma função de um argumento e o argumento de F o 
valor de uma outra função de um argumento G, cujo argumento ë X 
F (GX) 
Usando o operador B, obtemos em lugar de duas funções F e G uma 
função complexa BFG que depende imediatamente de X. A função 
BFG ë associada às funções F e G pela equação 
BFGX = F (GX) 
O compositor transforma, por exemplo, o predicado com a 
subordinada objetiva em construção 'Acusativo + Infinitivo1 do 
tipo: IH-a. pcuAasi. 
Se G é uma função de zero argumentos, KG é uma função de 
um argumento associada ã função G pela equação 
KGX = G 
Este combinador introduz o argumento gramatical sem o sig-
nificado lexical do tipo it em inglês. 
Combinador <j> : 
seja F uma função de dois argumentos, sendo seu primeiro 
argumento, o valor de uma função G de um argumento, cujo argumen-
to ë X, e sendo seu segundo argumento o valor de uma função de 
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um argumento H, cujo argumento também i X 
F (GX)(HX) 
Usando o combinador <j>, obtém-se em lugar de três funções 
F, G e H uma função complexa T|)FGH que depende imediatamente de X. 
A função (JjFGH é associada ãs funções F, G e H pela equação 
<(>FGHX = F ( GX) (HX) 
Este combinador produz, por exemplo, sentenças do tipo 
(3.54.) Maria casou e ficou grávida. 
X G ' F H 
0 combinador <¡> está em mesma relação com as funções de 
dois argumentos, em que se encontra o combinador B com as fun-
ções de um argumento. 
Combinador i^ : 
seja F uma função de dois argumentos, sendo seu primeiro 
argumento o valor da função de um argumento D, cujo argumento é 
X, e sendo seu segundo argumento o valor da mesma função de um 
argumento D, cujo argumento é Y: 
F (DX) (DY) 
Aplicando ip, obtemos em lugar de duas funções F e D uma função 
complexa iJjFD que depende de X e Y. A função ^FD ë associada às 
funções F e D pela equação 
ijjFDXY = F (DX) (DY) 
A ação do combinador pode ser ilustrada pelo exemplo 
(3.55.) Pedrinho e Paulinho são escoteiros. 
X F Y D 
Combinador C A: 
se F é uma função de um argumento X, então C*F é uma fun-
ção associada â função F pela equação 
C*XF = FX 
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Este combinador transforma funções em argumentos e argu-
mentos em funções, por exemplo: 
(3.56.) Nós ouvimos passarinhos cantando. 
"X F 
(3.57.) Nós ouvimos o canto dos passarinhos. 
X F 
Para todo combinador regular (qualquer combinador menos 
C^), sua potência se define assim: 
X 1 = X 
X n + 1 EBXXn 
onde = vale por "é igual por definição". 
Se X é um combinador regular, então a ação de X n consiste 
em repetição da operação n vezes. Por exemplo: 
C2FXY = C (CF) XY =CFXY = FXY 
Qualquer combinador regular X^, em que o índice inferior 
indica que a ação do combinador tem o atraso de k-1 passos e co-
meça com o passo k, ë um combinados, de. ação com atfia&o. Por 
exemplo : 
1 y k y k + 1 y n _ r> y 1 y k + 1 y k y11 r A . . . A A ...A — T A ...A A ...A k n n 
Permutadores do tipo especial C|n| e 
0 permutador C|n| ® definido pela equação: 
C, IFX^X2... X n + 1 = F X N + 1 X 1 X 2 ... X n 
A ação deste permutador é igual â multiplicação das ações 
dos permutadores C n, ..., C2' 
C I I C * » • • C« CI I n I n 2 1 
0 permutador Cj^jindica o movimento para a esquerda, com-
parável com o movimento para [COMP] na Gramática Gerativa ou com 
a topicalização: 
(3.58.) Ei, te. cano eu não compraria. 
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O permutador C^define-se pela equação 
c|m| F Xm+l xl _ x = F X 1 _ x m ^ + 1 
~ I m I -A ação do permutador C' 'é igual ã multiplicação das ações 
dos permutadores C^, , ... C : 
C ^ l = C,* C-* ... • c 1 2 m 
0 permutador C ^ produz o movimento do elemento para o 
final da sentença (para a direita), como, por exemplo, em 
(3.59.) João comprou este carro quando? 
3.5 Axioma* Semântico* 
Para a formulação dos axiomas,são selecionados os seguin-
tes semions : 
1. os relatores de dois lugares com os Índices de casos; 
2. coordenadores Cr^, Cr2, ..., Crn, onde os índices inferiores 
indicam a quantidade de lugares do coordenador; 
3. o negador (operador de negação) N; 
1 2 
4. os termos elementares T, T , T , ..., T", T", ... 
Tanto termos, como sentenças,podem servir de argumentos 
de relatores. Mas apenas sentenças podem servir de argumentos 
de coordenadores. 0 negador é um predicado de um lugar, cujo ar-
gumento é uma sentença. Os predicados-relatores pertencem a um 
dos seguintes quatro epissemions: 
A a A a ß 
A ß A ß ß 
A a A ß ß 
A ß A a ß 
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O elemento invariável desses epissemions é o último sím-
bolo ß, isto é, o valor da função. Os argumentos tomam alterna-
damente o valor a ou ß. Se representarmos esses argumentos pe-
lo metassímbolo y, então o grupo de quatro epissemions pode ser 
representado por AyAyß (y = a,ß). 
Os relatores possuem indices de casos que representam os 
papéis dos argumentos. Tanto os argumentos-termos, como os ar-
gumentos-sentenças podem representar os papéis de objetivo e ab-
lativo, objetivo e prolativo, objetivo e locativo. Assim, temos 
seis combinações de pares de símbolos de casos: 
o a o p o 1 
a o p o l o 
A lista de axiomas e esquemas de axiomas é dividida em 3 
grupos,de acordo com os conjuntos de índices de casos nos predi-
cados de relatores. Dentro de cada grupo, fazem-se as combina-
ções dos argumentos — termos (T) e sentenças encaixadas (S). 
Desta maneira, temos 24 axiomas e esquemas de axiomas divididos 
em 3 grupos,já mencionados,mais 2 esquemas de axiomas que contêm 
coordenador ou negador: 
1. 1. 1 2 R T T ao 2. 1. R T T po 3. 1. 
1 2 R, T T lo 
1. 2. 1 2 R T T oa 2. 2. 
1 2 R T T op 3. 2. 
1 2 R , T T ol 
1. 3. R S V ao 2. 3. R S V po 3. 3. R, S
1S 2 lo 
1. 4. R S V oa 2. 4. R S V op 3. 4 . R -, S^S
2 
ol 
1. 5. R ST ao 2. 5. R ST po 3. 5. R, ST lo 
1. 6. R ST oa 2. 6. R ST op 3. 6. R , ST Ol 
1. 7. R TS ao 2. 7. R TS po 3. 7. R, TS lo 
1. 8. R TS oa 2. 8. R TS op 3. 8. R -, TS ol 
4. Cr S1... S n 5. NS 
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Analisemos a construção de sentenças que incluem uma sen-
tença encaixada. Comecemos com um caso, em que a sentença encai-
xada é o primeiro argumento. A construção da sentença começa 
com a construção deste primeiro argumento, ao qual, a seguir, é 
aplicado o relator de dois lugares. 0 predicado de um argumento 
obtido desta maneira é aplicado ao segundo argumento. 
1 2 3 Como exemplo, analisemos a construção da sentença R (R, T T )T oa xo 
que remonta ao esquema de axiomas R Q a ST. Uma das interpretações 
desta sentença poderia ser, a seguinte: 
(3.60.) A mãe ordenou ao filho que (ele) voltasse. 
(Lit.: *A mãe causou (que) o filho estivesse em volta) 
_ 3 O predicado R Q a corresponde a copula cauAou; T, ao termo mae. 
O predicado corresponde ã cópula locativa ZA t-Lv ca A o. em, T 1 
2 - ~ 
- voita, T - {¿¿ho. A árvore, que mostra a construção da sen-
tença, será: 
(3.61.) AaAaßRlo aT1 Aaß (Rlo T 1) aT2 
AßAaßR ß((R, T 1) T 2 03 -LO 
Aaß(R ((R, T1) T2)) aT2 OS lO 
ß(Roa ((Rlo TXT2)) T3) 
Sentenças que tem ceno segundo argumento uma sentença encaixa-
da, são construídas de modo análogo. A construção desse tipo de 
sentenças começa com a sentença-argumento. A seguir, a esta é 
aplicado o predicado de um lugar que resulta da aplicação do re-
lator de dois lugares ao termo. Analisemos a sentença baseada 
1 2 3 
na formula R^0T ( R a o T T ) ÇIue remonta ao esquema de axiomas 
R^ qT S e cuja interpretação possível é : 
(3.62.) Eu sinto o aroma da rosa. 
(Lit.: *(o fato de que) o aroma se desprende da rosa, lo-
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caliza-se em mim). 
O predicado é interpretado pela expressão lo caliza-& o. em, T 1 
2 3 - eu [mim) ; o predicado R - ¿ e de-ó prende de, T - fioòa, T ao 
aAoma. A árvore correspondente será: A.cxAaß R a Q a T 2 
(3.63.) AaA.ßßR, ccT1 Actß(R T 2) A T 3 
-LO clO 
Aßß (R T1) ß ((R T 2) T 3 lo ao 
ß ((Rlo T 1) ((Roa T 2) T3)) 
Naturalmente, quando se constroem estruturas predicativas 
com um número maior de encaixamentos, as árvores terão o aspecto 
ainda mais complexo. 
A mudança da ordem dos símbolos nos Índices de casos (man-
tendo-se inalterado o conjunto dos argumentos) ê interpretada 
como a mudança na correlação entre o tema e o rema da sentença. 
1 2 
Assim, se ao axioma R a QT T corresponde a sentença 
(3.64.) A carta vem de Pedro, 1 2 
então ao axioma R Q aT T correspondera a sentença 
(3.65.) Pedro enviou a carta. 
No primeiro caso, o tema da sentença é um termo no obje-
tivo [a canta), no segundo, o termo no ablativo. (Pedro). Ou, se 
1 2 ao axioma R^o"1, T c o r r e sP o n <3e a sentença 
(3.66.) Os lápis estão na caixa, 
1 2 então ao axioma Rq^T T correspondera a sentença 
(3.67.) a caixa contém lápis. 
Os axiomas que se distinguem apenas pela ordem dos símbo-
los nos Índices de casos dos relatores são axiomas conv&AAoA. 
Entre eles não existe a relação de derivação. 
Trataremos agora das interpretações de alguns axiomas e 
esquemas de axiomas. 
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3.5.2 Eiquzma* de axioma* com n.elaçõe.* objztivo-abZativa* 
e atbativo-objativa* . 
1 2 » R o aS S ë o esquema de axiomas cujos predicados têm no 
2 -lugar dos argumentos as sentenças encaixadas. S e a situaçao 
1 ~ 2 que serve de fonte para a situaçao S . As relações entre S e 
S 1 representadas pelo predicado R Q a podem ser interpretadas co-
2 i mo a transformaçao da situaçao S em situaçao S . 
1 2 -Entao, o axioma R Q aS S pode corresponder as sentenças do 
tipo 
(3.68.) João vai de Curitiba a São Paulo. 
1 1 2 2 3 2 -Se substituirmos S por R 1 qT T e S por R l o T T , entao o 
1 2 3 2 
axioma R Q a ( Ri 0 T T ) ^ RloT T ^ P o d e t e r a interpretação 
(3.69.) *João está em Curitiba, depois disso João está em São 
Paulo. 
0 predicado R Q a que transmite a idéia de substituição, de 
transformação de uma situação em outra, pode ser traduzido pelos 
verbos do tipo than* formar-* e , tornar-* e , vir a, etc. 2 1 
As relações entre S e S representadas pelo predicado 
R Q a, podem também ser interpretadas como relações de causa, como, 
por exemplo, em 
(3.70.) Soprou o vento e o calor diminuiu. 
2 - 1 (onde ¿oprou o vento corresponde a S e o calor diminuiu,a R S ). Od 
Neste caso, o predicado R Q a pode ser interpretado pelas palavras 
que transmitem as relações de causa e conseqüência: por ii*o,por 
1 2 
cau*a diòt>o, e , portanto, como rzòuttado di**o, etc. R a o s s ® 
o esquema de axiomas conversos em relação ao anterior. A distin-
ção entre esses axiomas consiste em correlação entre o tema e o 2 1 rema. As relações entre S e S representadas pelo predicado 
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R a o podem ser interpretadas também. Por exemplo: 
(3.71.) 0 calor diminuiu, porque soprou o vento. 
0 predicado R a Q corresponde às conjunções que transmitem 
as relações de conseqüência e causa: pon.que, visto que, já que., 
etc. 
R Q aST é o esquema de axiomas cujo primeiro argumento ë u-
1 2 
ma sentença encaixada. Se substituirmos S por R^QT T e inter-
pretarmos como 
(3.72.) João está em São Paulo, 1 2 3 então o axioma R 0 a ( R i 0 T T ) T pode ser interpretado como 
(3.73.) *Curitiba, João está em São Paulo. 
1 2 3 0 axioma R 0 a ( R i 0 T T ) T pode ser visto como degeneraçao 
do axioma R (R, T1T2)(R, T 3T 2). oa lo lo 
0 predicado R Q a pode também ser interpretado pelos verbos 
causativos causan, obnigan, ¿azen.: 
(3.74.) Eu lavo a louça. 
(Lit.:* Eu causo que a louça esteja em lavagem). 
Ao mesmo axioma remontam as sentenças com a expressão de 
causalidade 
(3.75.) Ele bebe de tristeza. 
(Lit.:* A tristeza faz com que ele esteja em bebedeira). 
R a oTS é o esquema de axiomas conversos em relação aos anteriores. 
A diferença consiste na mudança da correlação entre o tema e o 
rema. 
3.5.3 Axiomas com n.elações objetivo-to cativas e tocativo-
objetivas.. 
1 2 -
R^qT T e a sentença, em que os argumentos do predicado 
são termos ligados pelas relações objetivo-locativas, isto é, o 
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2 1 
argumento T é localizado no argumento T . 0 predicado cor-
responde às cópulas do tipo zstaA, zncontA.aA.-6 e. 0 termo no ca-
so locativo é interpretado pelos substantivos inanimados (concre-
tos e abstratos) e animados. 0 termo no objetivo é interpretado 
pelos substantivos concretos (animados e inanimados). Por exemplo: 
(3.76.) Este livro está na Biblioteca Central. 
(3.77.) João está em desespero. 
As sentenças com os predicados de ação, como 
(3.78.) 0 menino passeia. 
(Lit.: *0 menino está em passeio) 
(3.79.) 0 homem está trabalhando. 
(Lit.: *0 homem está em trabalho) 
remontam a esse axioma. 
As sentenças do tipo 
(3.80.) João é médico. 
1 2 
também pertencem ao axioma T ' Neste caso entre os argu-
mentos existe a relação de localização abstrata: 
(3.81.) *João encontra-se na classe de médicos. 
1 2 -R o lT T e o axioma converso em relaçao ao anterior. Se 
1 2 nas sentenças derivadas do axioma T o tema era objetivo, 
1 2 
nas sentenças derivadas do axioma T o tema e locativo, co-
mo em 
(3.82.) A Biblioteca Central tem este livro. 
Assim, os pares de verbos do tipo zncontnan.-&e. - conten; 
estan - ten pertencem ã categoria de predicados conversos. 
3.5.4 Esquemas de axtomas com os opeA.adones CA e Ñ. 
1 n 
Os axiomas que seguem o esquema Cr^S ... S contêm Cr -
o predicado coordenador de n lugares. O indice do predicado 
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corresponde â quantidade de sentenças coordenadas (tendo apenas 
duas as sentenças, o indice é omitido): 
1 2 
(3.83.) Sopra o vento e cai a chuva. - Cr S S 
O operador de negação N é o único operador de um lugar no 
sistema de axiomas. Seu argumento é a própria sentença. O es-
quema de axiomas NS é interpretado como sentenças do tipo 
(3.84.) Não é verdade que ele está errado. 
As sentenças negativas mais "comuns", como 
(3.85.) Ele não está errado. 
resultam da aplicação das regras semânticas com o compositor B 
ao esquema de axiomas NS. 
3.5.5 Axiomas i n d u z i d o s e e.Aque.maò de. ax.¿oma.6 fie.duz¿do¿ . 
O axioma reduzido é uma sentença com um argumento omiti-
do. Por convenção, só pode ser reduzido o axioma com rela.tor. 
Os axiomas reduzidos e os esquemas de axiomas reduzidos têm oito 
formas : 
1. R, . T (o) z 5. R, . T (z) o 
2. R , , T o (z) 6. Rz(o)T 
3. R. , S (o) z 7. R(z)oS 
4 . R , >S o (z) 8. Rz(o)S 
O símbolo de índice de caso entre parenteses indica qual 
é o argumento omitido. 
1 2 
Se o axioma completo (nao reduzido) R a QT T for interpre-
tado como 
(3.86.) O ônibus vai de Curitiba. 
(3.87.) O aroma vem da rosa, 2 então um dos axiomas reduzidos correspondentes R ^ ^ T sera in-
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terpretado como 
(3.88.) 0 ônibus vai. 
(3.89.) Sente-se o aroma. 
(Lit.: *o aroma se desprende) 
1 2 
0 outro axioma reduzido correspondente a RaC)T T , ou se-
ja, Ra(0)T"^ terá as interpretações seguintes: 
(3.90.) Vai de Curitiba. 
(3.91.) Vem da rosa. 
Os axiomas reduzidos também podem ser interpretados com a 
ajuda de pronomes indefinidos. Assim, o axioma será in-
terpretado como 
(3.90.)a Algo vai de Curitiba. 
(3.91.)a Algo vem da rosa. 
As sentenças com os predicados incoativos podem ser ana-
lisadas como provenientes dos esquemas de axiomas do tipo R o ^ S . 
Por exemplo, a sentença 
(3.92.) Ele tornou-se engenheiro. 
pressupõe algum estado primitivo, quando "ele" não era engenhei-
ro . Ou 
(3.93.) A moça ficou pálida. 
pressupõe o estado, quando a moça não estava pálida. 
Para distinguir os relatores que possuem características 
aspectuais, é estabelecido por convenção que 
R, , S = TmS (o) a 
R , > S = le S, o (a) 
onde Tm ë o terminativo e Ic, o incoativo. 
Levando em consideração que nos esquemas de axiomas 
1 2 ~ 
S S o relator R indica a mudança da situaçao, isto e, o ter-
mino de uma situação e o começo da outra, mudança esta interpre-
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tada pelo predicado causativo, podemos entender o terminativo Tm 
e o incoativo Ic como dois casos de degeneração do predicado 
causativo. 
3.6 Re.gA.a6 Se.mânt-Lcaò 
Ás regras semânticas se aplicam tanto aos axiomas, como 
âs estruturas obtidas pela aplicação anterior das regras semân-
ticas (estruturas intermediárias). 
As regras semânticas se dividem em gerais e especiais. 
Nas regras gerais usam-se os combinadores. As regras semânti-
cas especiais são determinadas pelas propriedades dos relatores 
e do coordenador (ver os significados dos coordenadores em 3.4 ) 
7) Ae.gAa¿ ge.Aa¿¿: 
(I) X IX 
(c) FXY —> CFYX 
(Ck) FX1...XkXk+1... Xn Ck FX1...Xk+1Xk...Xn 
(C, ,)FX1X2...XnXn+1 C, ,FX2...XnXn+1X1 n n 
( C M )FX1.. .xmxm+1 -> clmlFXm+1X1...Xin 
(c*) XY * C*YX 
(W) FXX - WFX 
(Wk) FX1. . vk k • A A • • • X n W, FX1...Xk...Xn k 
(B) F ( GX) > BFGX 
(Bn) F ( GX1 ...xn) BnFGX1...Xn 
(Bk) FX1. . .Xk_1(Xk Xk+1)...Xn — > B.X1...Xk"1XkXk+1 k 
(K) X — » KXY 
(Kk) FX1. . . x k - V . 
(<î>) F (GX) (HX) —> <|)FGHX 
.xn 
(i|>) F (GX) (GY) + ^FGXY. 
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2) Ke.Qh.ai> e.¿pe.c¿a¿¿ : 
(R .) S + R S 
T T 
( r a D ( P T ) !?2!1) -»• P2(R ( p V l T 1 ) 
(Ra2) Cr (P 1! 1) (P 2T 1) + P 2 (R ( p V j T 1 ) 
1 2 2 1 (Cr) Cr S S Cr S S 
R(o)a ( Rlo Tl To ) * 1111 lRloTlTl) 
( I C ) Ro(a) ( r 1 o t 1 t 2 ) + I c (*1ot1t2> 
As regras semânticas gerais não necessitam de explicações, 
uma vez que são baseadas nas propriedades dos combinadores. 
Nas regras semânticas especiais, os termos elementares T, 
T 1, ... devem ser entendidos como representantes dos termos de 
qualquer grau de complexidade. Os predicados elementares P, P 1, 
... também devem ser entendidos como representantes dos predica-
dos de qualquer grau de complexidade. 
A regra (RT) ë a regra da nominalização da sentença en-
caixada ( imersa) . O relator R^ será chamado doravante de n'omina-
lizador. 0 nominalizador ë um semion que pertence ao epissëmion 
A ß a . A sua ação pode ser representada pela árvore: 
(3.94.) AßaRT ßS 
a(RT S) 
A regra (R,p) modela as transformações do tipo: 
(3.95.) *Ele disse, ele viria Ele disse que (ele) viria. 
(3.96.) He said, he would come He said that he would come. 
A regra (R^l) é a regra de relativização da sentença en-
caixada, onde o relator R é relativizador, que pertence ao e-A 
pissemion A ß A a a . A função do relativizador é a transformação da 
primeira sentença. A condição da aplicação da regra de relati-
vização ë a presença de dois termos idênticos nas duas sentenças 
encaixadas. A ação do relativizador ê mostrada na árvore adiante: 
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(3.97.) AßAacxRA . . ßS 
Acta (Ra S) aT 
a( (Ra S) T) 
A regra (Ra 1) modela a transformação das sentenças com 
subordinadas circunstanciais em sentenças com subordinadas atri-
butivas: 
(3.98.) Quando o homem pensa, ele vive O homem que pensa, vive. 
Além das regras semânticas gerais e especiais, são intro-
duzidas as regras semânticas complementares chamadas de regras 
de aglutinação. Essas regras dividem-se em duas categorias. 
1) As regras de aglutinação (agi. 1) transformam os predicados 
com relatores e os predicados compostos de combinadores e rela-
tores em combinação com o termo, em assim chamados predicados 
sintéticos. A transformação dos predicados com relatores em 
predicados sintéticos modela o processo de transformação de pre-
dicados compostos em predicados verbais simples: 
(3.99.) a. emitir o som - soar 
b. fazer o trabaho - trabalhar 
c. ter desejo - desejar 
d. ficar triste - entristecer 
e. exercer influência - influenciar 
f. deixar alvo - alvejar. 
2) As regras de aglutinação (agi. 2) transformam os predicados 
compostos de seqüência de combinadores e relatores ou em relato-
res com um número maior de símbolos nos índices inferiores, ou 
em coordenador. Os símbolos de índices de casos são transferi-
dos dos argumentos correspondentes para os predicados sintéticos 
(agi. 1) ou para os relatores derivados (agi. 2). 
Na Gramática Aplicacional existem 21 regras que são dadas 
por uma lista. Como neste trabalho queremos mostrar somente qual 
é o papel que as regras desempenhara na Gramática Aplicacional, 
daremos apenas alguns exemplos dessas regras (o funcionamento 
das regras será mostrado adiante): 
(agi. 1.1) R l o T l - P 0 
(agi. 1.2) R p 0 T p - P 0 
(agi. 1.11) C(B(CRao) (R^Tj^)) + P 
(agi. 1.3) R T 2 -V P y oa o a 
(agi. 1.6) B Rio Rlo Tl P 
ao 
oo 
oa (agi. 1.8) BR o a(R l oT o) - P 
(agi. 2.1) B(BR o a)R l o - R l o a « 
(agi. 2.6) <(>R1 •*• Cr 
3.7 V2.1ivaq.ao d& Análogo* de Sentença* ¿imple* com Predicado* 
Categoremãtico* 
Vimos acima que nas sentenças com os relatores-predica-
dos, às palavras categoremáticas das línguas naturais corres-
pondem apenas os termos. Os relatores eram interpretados por 
todo tipo de cópulas, pelas conjunções, preposições. 
Como elementos cópulas na interpretação dos relatores, u-
samos as palavras do tipo cau*a/1, localizar (-* e) ter, *er, en-
contrar-* e em, conter[-*e) em, faazer, etc. Os predicados cate-
goremáticos remontavam â combinação dos elementos cópulas com os 
substantivos abstratos: ex. rodar - causar algo e*tar em rota-
ção, *oar - emitir o *om, etc. Quanto aos predicados categore-
máticos, na teoria semântica seus análogos formais não são dados, 
mas derivados das sentenças com relatores que servem de axiomas. 
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Cada derivação será representada em forma de linhas nume-
radas, sendo a primeira a do axioma. A quantidade de linhas se-
rá chamada de comprimento da dedução. Se para algum i = l,...,n 
a sentença S^ resulta de pela aplicação de uma regra semân-
tica X, podemos considerar que a regra semântica é aplicada no 
i-mo passo da derivação. 
Analisemos a derivação de análogo de sentença com predi-
cado ativo: 
(3.100.) Ele trabalha. 
O análogo deriva-se do axioma R.. T,T . 3 lo 1 o 
O axioma é interpretado como 
(3.101.) *Ele está em trabalho. 
O comprimento da derivação é igual a 2 (o axioma mais um 
passo): 
(3.102.) a. (( R l o Ti) To ) ( A ) 
b. P T (agi. 1.1) o o 
Vejamos agora a derivação de análogo de sentença com pre-
dicado afetivo: 
(3.103.) A rosa cheira. 
1 2 O analogo deriva-se do axioma R T T 3 oa o a 
O axioma é interpretado como 
(3.104.) A rosa exala o cheiro. 
O análogo dessa sentença também se deriva em um passo: 
(3.105.) a. (R T 1)! 2 (A) oa o a 
b. P T (agi. 1.3) a a 
Neste caso, o predicado simples leva o índice do caso de 
ablativo que é transferido do segundo argumento T . A substi-a 
tuição. de ( R 0 a T 0 ) P o r p a modela a transformação dos predicados 
compostos do tipo exala o c.hei.A.0 em predicados verbais simples 
do tipo che.¿Aa. 
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Os análogos de sentenças com predicados categoremáticos 
de dois lugares resultam dos axiomas com sentenças encaixadas 
como, por exemplo, 
(3.106.) Ele trabalha uma peça. 
Esta sentença tem como análogo uma sentença derivada 
do axioma, um dos argumentos da qual é o termo em locativo. Mas 
como se trata dos predicados sintéticos de dois lugares, esses 
argumentos compõem as sentenças encaixadas. 
1 2 3 O analogo deriva-se do axioma R (R., T..T )T dado pelo oa lo 1 o a ^ 
esquema 1.6.: RQaST (cf. p. 74 ). a sentença encaixada coincide 
com o axioma 3.1: R, T1!"2 (cf. p. 74 ) . o axioma R (R.. T?"T2)T3 lo ^ oa lo 1 o a 
é interpretado como: 
(3.107.) *Ele causa (que) a peça esteja em trabalho. 
O análogo da sentença resulta em dois passos: 
(3.108.) a. R (R, T?"T2)T3 (A) oa lo 1 o a 
b. BR (R T1) T 2T 3 (B) oa lo 1 o a 
c. P T 2T 3 (agi. 1.8) oa o a ^ 
A derivação de estruturas com infinitivo se dá pelo pro-
cesso seguinte: 
(3.109.) Eu vejo-o chegar. 
„ 1 2 3 4 O analogo e deduzido do axioma R, (R, T^HR. T nT ) T . O 3 lo lo 1' lo 1 o o 
axioma pode ser interpretado como 
(3.110.) *(O que) ele está em chegada, está localizado em vi-
são e eu estou localizado nisso. 
O axioma é. dado pelo esquema 3.5: R^ qS T (cf. p. 74 ) e re-
presenta uma sentença com dois encaixamentos. A primeira sen-
tença encaixada coincide com o axioma dado pelo esquema 3.7: 
1 2 
TS; a segunda sentença encaixada remonta ao axioma 3.1: R^0T T 
(cf. p. 74). A derivação realiza-se em quatro passos: 
(3.111.) a. R 1 o(R 1 otÍ)(R 1 ot2t 3)t 4 (A) 
b- Rlo ( Rlo Tî ( Po Tô ) To ^ 
c- B Rlo Rlo Tl ( Po To> To ( B ) 
d- p£o(poTo> To 1-6) 
e- B P¿o Po To To <B) 
0 objetivo da derivação, neste caso, é realizar uma com-
pressão do axioma inicial com o duplo encaixamento. 
3.S CampoA Semântico* 
0 campo A emântico da língua genotípica é o conjunto das de-
rivações do mesmo axioma. A raiz da árvore do campo semântico 
corresponde ao axioma e cada galho corresponde a uma derivação 
semântica. Os nodulos correspondem âs sentenças derivadas. Os 
galhos são marcados com os símbolos que representam as regras. 
Cada galho da árvore é chamado de Aubcampo. 
Ao conceito de campo semântico da língua genotípica cor-
responde o conceito de campo semântico da língua fenotlpica. O 
campo semântico fenotípico será a classe de sentenças sinônimas 
que interpretam o campo semântico genotlpico. 
Analisemos um pequeno campo semântico modal de 6 senten-
ças: 
(3.112.) Perhaps, John will arrive. 
(3.112'.) Talvez, João chegue. 
(3.113.) John may arrive. 
(3.113'.) João pode chegar. 
(3.114.) It is possible for John to arrive. 
(3.114'.) É possível para João chegar. 
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(3.115.) That John will arrive is possible. 
(3.115*.) Que João chegue é possível. 
(3.116.) It is possible that John will arrive. 
(.3,116'.) É possível que João chegue. 
(3.117.) John's arrival is possible. 
(3.117'.) A chegada de João é possível. 
Todas essas sentenças são derivadas do mesmo axioma 
1 1 3 T-^(R^oT^To). Este axioma e dado pelo esquema de axiomas 3.7: 
R^oTS (cf. p.74 ). A sentença encaixada coincide com o axioma 
1 2 - 1 1.3: R^0T T • Para o nosso campo semántico, o axioma R2oTl ^Rlo 
1 3 
T ]T o) pode ser interpretado como 
(3.118.) *Que João está em chegada, se localiza em possibili-
dade . 
0 campo semântico modal (3.112.)-(3.117.) compõe-se de 
três subcampos :(3.112)-(3.114) ; (3.112)-(3.115) e ( 3 .117") ; ( 3.112) , ( 3. 
1 1 5 ) e ( 3 . 1 1 6 } A cada subcampo corresponde uma derivação e as - três 
derivações têm uma parte comum. 
A derivação (3.119.) corresponde ao subcampo (3.112.)-
(3.114 .) : 
a. R, T^ÍR, lo 1 lo 
2 3 
TITo» (A) 
b. R, T1(P1T lo 1 o (agi. 
c. p ( p V ) o o o (agi. 
d. 1 3 BP P T o o o (B) 
e. K(BP P1) o o' 
3 T , T <{> o (K) 
f. C(K (BP P O 
1 3 
o o cp (C) 
(3.119.)a. corresponde ao axioma. Em (3.119.)b. ê aplicada a o-
peração de aglutinação dos predicados dentro da sentença encai-
2 3 1 3 xada. A passagem de para P QT 0 modela a obtenção do pre-
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dicado categoremãtico de um lugar a partir da estrutura com a 
cópula: *eòtã em chegada ->- chega. 
Em (3.119.)c. aplica-se de novo a operação de aglutina-
~ — X 
çao que modela a transformaçao localiza-¿>e em possibilidade 
talvez (ingl. perhapò). A aglutinação é realizada na sentença 
principal. O predicado de um lugar obtido tem como argumento a 3 
sentença imersa (P^Tq) . A (3.119.)c. e interpretada como(3.112.) 
e (3.112. ') . 
Em (3.119.)d. realiza-se a composição dos predicados das 
sentenças principal e encaixada. O predicado complexo de um lu-
gar BP^P1 pode ser interpretado como may arrive/pode chegar e 
( 3 .119 . ) d. , como (3.113.), e (3.113'.), (3.114.) e (3.114'.) são 
de certo modo conversas em relação ã (3.113.) e (3.113'.). Pode-
mos considerá-las conversas, porque' John/João é transformado de 
sujeito em objeto. Esta conversão ë possível apenas com o auxí-
lio de um argumento fictício que, em (3.119.)e., é colocado na 
posição de objeto, e na sexta linha é transferido para a posição ~ 3 
de sujeito por meio da operaçao de permutação. T q (John/João) 
torna-se objeto. O predicado complexo C(K 1(B P q P o)) pode ser in-
terpretado como i& po¿óible/e possível e (3.119.)f., como (3.114.) 
e (3.114'.). 
Ao segundo subcampo corresponde a derivação seguinte (co-
mo em todas as derivações das sentenças modais os três primeiros 
passos coincidem, comecemos por (3.120.)d.): 
(3.120.) d. P O ( R t ( p V )) (RT) 
e. P 0 ( B R t p V ) (B) f. p o ( c * t 3 ( b r t p ¿ ) ) ( C J 
Em (3.120.)d., o operador de nominalização (Aßa)RT trans-
forma a sentença encaixada em sintagma nominal. Se interpretar-
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mos o nominalizador R T como uma conjunção do tipo that/quz, e o 
predicado da sentença principal, como ¿6 poò&ibíz/z poi&Zvzi,en-
tão (3.120.)d. corresponderá efe sentenças (3.115.) e (3.115'.). 
A derivação pode ser continuada, aplicando o compositor B para 
R.J, e depois, para P . O predicado complexo B R t P q pode ser in-
terpretado como participio. No nosso caso, (3.120.)e. não tem 
~ 3 interpretação. Em (3.120.)f., o combinador C* transforma T^ 
(John/João) em uma função, e BR^P1, em um argumento. O resulta-
do interpreta-se como (3.117.) e (3.117'.). 
No terceiro subcampo os primeiros passos da derivação 
correspondem a (3.119.)a.-d. Os passos seguintes são: 
(K) 
(C) 
Em (3.112.)e., o operador K introduz o argumento fictício 
(3.121.) e. K P o T ^ (RT(pl T 3 ) ) 
f. C ( K o P o ) ( R t ( p V ) ) T ( j ) 
T^, resultando em (3.116.). Para resultar em (3.116'.), (3.121.)e. 
terá a forma "reduzida": 
(3.121.) e'. KP , ,T,(Rm(P1T3)) (o) <j) T o o 
Em (3.115.),a sentença encaixada nominalizada, que corres-
3 ponde a (R,p(P Tq), desempenha o papel de sujeito, e em (3.117.), 
3 
obtida em (3.121.)f., (R^ ,(P T ) desloca-se para a posição de ob-
jeto. No lugar de sujeito é colocado o argumento fictício T . 0 
O campo modal pode ser representado pela árvore: 
(3.114.) (3.116) ±(3.117.) 
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4 GRAMATICA F E N O T I P I C A 
A continuação da teoria semântica das línguas naturais ê 
a gramática fenotlpica,que formula as regras de correspondência 
entre a língua genotípica e a fenotlpica, isto é, a língua na-
tural . 
Nesta dissertação, apresentaremos apenas um esboço do me-
canismo e do funcionamento da gramática fenotlpica, pois uma aná-
lise mais profunda e mais detalhada exigiria um estudo especial. 
Como vimos no capítulo 2, a língua genotípica representa 
um modelo abstrato dos traços universais das línguas naturais. 
Assim, a gramática da língua genotípica ë a gramática universal. 
Cada gramática que descreve o funcionamento de uma língua natu-
ral do ponto de vista dessa gramática universal, é uma gramática 
fenotlpica. 
De que maneira as notações abstratas da língua genotípi-
ca, que representam situações, podem ser transformadas em sen-
tenças das línguas fenotípicas? 
Para fazer esta transformação, ë necessário construir _um 
outro sistema formal: a gramática fenotlpica aplicacional abs-
trata que funcione como transformador da língua genotípica em 
línguas fenotípicas. Esta gramática não contém regras de trans-
formação, mas esquemas dessas regras. A gramática fenotípica 
abstrata pode ser representada pelas gramáticas fenotípicas con-
cretas: pela gramática fenotlpica do português, pela do francês, 
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do japonês, etc., dependendo do tipo de regras concretas que 
preencherão os esquemas de regras. 
Na gramática fenotipica abstrata são dados: 
1. 0 conjunto finito de sentenças genotipicas que representam os 
objetos iniciais. 
2. 0 conjunto finito de objetos fenotlpicos. 
3. 0 conjunto finito de regras do tipo X Y (se lê "substituir 
X por Y"), onde 
X é ou um elemento da sentença genotípica, ou um objeto 
fenotlpico, e 
Y sempre é um objeto fenotlpico. 
A'lingua fenotipica gerada pela gramática fenotipica apli-
cacional é o conjunto de sentenças derivadas das sentenças geno-
tipicas. 
Para ser adequada á descrição de uma lingua particular, a 
gramática fenotipica deve satisfazer certas condições formais 
que contêm os traços essenciais daquilo que poderia ser chamado 
de teoria de construção de gramáticas fenotlpicas. Apresentare-
mos a seguir essas condições, conforme formuladas por SHAUMYAN. 
(pp. 131-33)58 
Condição 1. Uma gramática fenotipica deve distinguir três niveis 
principais de representação de situações: o nível semântico (o 
nível do plano de conteúdo); o nivel fonológico (o .nivel do pla-
no de expressão) e o nivel morfológico (o nivel de junção dos 
dois primeiros). Cada um destes niveis se divide em dois (sub)ni-
veis. 0 nivel semântico contêm o (sul}nivel semântico primitivo e 
o expressivo. O nivel fonológico se divide em (sub)nivel propria-
mente fonológico e o fonético. No nivel morfológico se distin-
94 
guem o subnivel morfológico profundo e o superficial. 
Condição 2. Os três componentes da gramática genotípica traba-
lham na seguinte seqüência: 
- componente semântico; 
- componente morfológico; 
- componente fonológico. 
0 componente semântico gera o (sub)nivel semântico pro-
fundo de representação de situações e o transforma em (sub)nivel 
semântico superficial. 0 componente opera unidades semânticas 
unilaterais. 
0 componente morfológico projeta o (sub)nivel semântico 
superficial para o (sub)nlvel fonológico. Com isto,surgem uni-
dades bilaterais — sentenças. Essa projeção acontece em três 
etapas: 1) geram-se sentenças compostas de palavras "profundas", 
sem a composição morfêmica, com Índices de características, mor-
fológicas condicionadas sintaticamente; 2) as palavras "profun-
das" transformam-se em "superficiais", com a composição morfêmi-
ca; 3) os morfemas transformam-se em suas representações fonoló-
gicas . 
No componente morfológico entram também as regras de or-
denação de palavras. Essas regras aplicam-se âs palavras "pro-
fundas". 
0 componente fonológico projeta o (sub)nivel fonológico 
de representação de situações para o (sub)nivel fonético. 
Condição 3. O componente semântico da gramática fenotlpica ë a 
teoria semântica da gramática genotípica ampliada com semions 
fenotlpicos elementares, Índices semânticos complementares e re-
gras fenotípicas específicas. 
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Condição 4. A relação opziadon/opilando - a base da língua ge-
notípica - é também a base das línguas fenotípicas. 
Condição 5. Na projeção da representação semântica profunda da 
situação para a representação fonológica da situação, o signifi-
cado da situação deve permanecer inalterado — é o princípio de 
conservação de significado. 
Condição 6. No nível da representação fonológica de situações.ë 
proibida a neutralização de oposições fonológicas. 
0 componente semântico gera sentenças sinônimas que com-
põem os (sub)campos semânticos, os quais têm como base um axioma 
1 2 
semântico com relator, do tipo ' ° campo semântico ge-
notípico correspondente mais as regras semânticas. A comparação 
dos (sub)campos semânticos fenotípicos com o análogo genotípico 
revela as relações de derivação entre as sentenças sinónimas. 
0 predicado genotípico corresponderá a vários predicados 
fenotípicos diferentes pela sua regência. 
Estabelecidos os (sub)campos semânticos fenotípicos e os 
predicados fenotípicos, aplicam-se as regras de substituição dos 
objetos genotípicos pelos fenotípicos. Essas regras imitam os 
processos existentes na língua genotípica (o uso de combinadores, 
relatores, aglutinação, etc.) e os enriquecem com os processos 
fenotípicos específicos. 0 componente semântico atribui traços 
semânticos fenotípicos aos termos elementares; substitui os re-
latores pelos semions fenotípicos elementares e substitui os ter-
mos elementares pelos semions fenotípicos profundos. 
Os traços semânticos fenotípicos são de três tipos: 
1. os atribuíveis aos predicados e aos termos (gênero, número); 
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2. os atribuíveis apenas aos predicados (tempo, modo, voz, pes-
soa, aspecto); 
3. os atribuíveis apenas aos termos (animado/inanimado, caso, 
concreto/abstrato e outros). 
e as propriamente fenotípicas. 
0 componente morfológico contém os seguintes grupos de 
regras : 
- transformação de semions superficiais em palavras profundas; 
- tradução das relações de caso genotlpicas para as fenotípicas; 
- atribuição de marcas de voz ao verbo; 
- transformação das palavras profundas com o significado lexical 
generalizado em palavras profundas com o significado lexical con-
creto; 
- ordenação das palavras profundas; 
- transformação de palavras profundas em palavras superficiais; 
- transformação das flexões em suas representações fonológicas; 
- transformação dos radicais em suas representações fonológicas. 
Entre as regras de passagem de situações fenotípicas pro-
fundas às superficiais,existem as regras semânticas genotlpicas 
0 componente fonológico possui regras de transformação de 
representação fonológica em fonética. 
O esquema de correspondência entre os níveis de represen-




1. Nível sonántico profundo I. Componente 
2. Nível semântico superficial semântico 
3. Nível morfológico profundo 
4. Nível morfológico superficial 
5. Nível fonológico profundo ~j III. Componente 
6. Nível fonológico superficial fonológico 
onde *' 
Ai - transformador de nível semântico superficial era nível 
morfológico profundo; 
A 2 - transformador de nivel morfológico profundo em nivel 
morfológico superficial; 
A3 - transformador de nivel morfológico superficial em ni-
vel fonológico profundo. 
Pode parecer estranho que na gramática fenotlpica aplica-
cional não exista o nivel de representação sintática de situa-
ções. Isto se explica pelo fato.de que a gramática fenotlpica é 
um sistema formal interpretado, em que as estruturas sintáticas 
formulam-se junto com a interpretação. Na verdade, o mais certo 
seria falar em nZve.¿A ¿ZntãtZco-òímãnticoò de representação de 
situações e não simplesmente em níveis semânticos. Mas, visto 
que qualquer sistema semântico formal deve ter (obrigatoriamente) 
sua sintaxe, usa-se o termo 'nível semântico de representação'. 
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5 A T E O R I A DE PASSÏVIZACÃO NA GRAMÁTICA A P L I C A C I O N A L 
5.1 O objetivo da T e o A i a . 
O objetivo de SHAUMYAN, ao apresentar esta teoria, é for-
mular as regras universais de passivização. Este objetivo só 
pode ser alcançado no nível genotípico, visto que a língua geno-
típica é universal por definição. 
Na Gramática Aplicacional, a análise da familia perifrás-
tica (tal como um par de sentenças ativa/passiva) não é dada di-
retamente em termos de transformações entre sentenças genotípi-
cas diferentes dentro da língua genotípica. Toda familia peri-
frástica de sentenças na língua genotípica é refletida na _ famí-
lia genotípica de sentenças, derivada da expressão genotípica 
invariante que caracteriza o significado invariante de todos os 
membros da família. Cada passo da transformação-derivação geno-
típica acrescenta algum significado específico adicional ao sig-
nificado invariante. 
Esta abordagem de famílias perifrásticas é semelhante ã 
de Z. HARRIS29'30's1. A diferença é que na Gramática Aplicacio-
nal as transformações-derivações são representadas no nível ge-
notípico, enquanto na abordagem de HARRIS as transformações se 
fazem diretamente entre as sentenças da língua natural. 
Antes de apresentarmos a teoria da passivização de SHAU-
MYAN baseada na hipótese de conversão abstrata, analisemos a hi-
pótese de conversão clássica e as teorias hierárquicas, em que 
se fundamentam outras análises de construção passiva existentes. 
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5.2 Hlpôtzòz dz convziòão zlÓi&òlza.. 
A questão crucial sobre a passivização é: a construção 
passiva pode ser analisada como relação conversa (entre o paci-
ente como primeiro termo e o agente como segundo termo) da ativa 
(com o agente como primeiro termo e o paciente como segundo ter-
mo) ? 
A resposta positiva a esta pergunta é dada pela hipótese 
de conversão clássica. A hipótese consiste no seguinte: 
1. 0 predicado passivo é visto como expressando a relação con-
versa da transitiva (entre o agente e o paciente). A relação 
transitiva é expressada pelo predicado transitivo de dois luga-
res. Na oposição ativa-passiva, o agente e o paciente têm "ori-
entações" contrárias: na ativa, a relação é "orientada" do agen-
te para o paciente; na passiva, ela é "orientada" do paciente 
para o agente (quando este é realizado). 
2. 0 predicado passivo é aplicado ao termo que denota o agente 
(o termo secundário) efdepois, para o termo que denota o pacien-
te (o primário). A construção passiva sem agente pode ser ex-
plicada ou como derivada da passiva com agente, através do apa-
gamento do termo que denota o agente, ou como construída direta-
mente, independente da construção transitiva, através da redução 
do número de lugares na relação conversa. Esta relação reduzida 
é expressada pelo predicado passivo. 
3. Existe uma simetria completa entre as construções ativa e 
passiva e, conseqüentemente, uma equivalência entre elas. As du-
as construções são relacionadas por meio de uma conversão de re-
lação transitiva em sua conversa. 
4. Na construção passiva com agente, o morfema poi[by, em inglês, 
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pah, em francês, etc.) é considerado ou como marcador do termo 
secundario nesta construção, depois do intercâmbio dos termos da 
construção transitiva, ou como marcador da mudança da relação 
transitiva em sua conversa. 
5. A função da passivização é a topicalização do paciente, en-
quanto nas construções transitivas geralmente é topicalizado o 
agente. 
A hipótese de conversão clássica e suas conseqüências i-
mediatas não precisam ser expressadas nem em termos da ordem das 
palavras, nem através de tais primitivos como 'sujeito' e 'obje-
to'. A gramática aplicacional oferece um esquema de trabalho, 
dentro do qual esta hipótese pode ser formulada com precisão. 
Entretanto, SHAUMYAN rejeita esta hipótese por ser incompatível 
com os dados lingüísticos relacionados com a passivização. 
De acordo com a hipótese de conversão clássica, a relação 
conversa é derivada da relação básica que, por sua vez, é con-
versa da relação conversa: assim é obtida a simetria entre as 
duas relações. 
Dentro da abordagem da Gramática de Montague, D. DOWTY 
chega perto da hipótese de conversão clássica. A "Relation-Re-
arranging Rule" formulada por DOWTY18, para a construção das 
passivas, deriva o 'predicado passivo' novo diretamente do verbo 
transitivo. 0 predicado passivo consiste em predicado converso 
aplicado ao termo primário da construção ativa. Assim, o termo 
primário da ativa transforma-se no termo secundário da passiva 
derivada e a preposição poti/by a marca como tal. 
Para a passiva sem agente, DOWTY usa a regra que converte 
o verbo transitivo em intransitivo que "ê marcado pela morfolo-
gía passiva" (p. 93)1 ? 
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Resumamos a análise de DOWTY, usando o formalismo da gra-
mática aplicacional, nos seguintes mapeamentos: 
(5.1.) a) com agente: (R2(x,y),T) -*• R'1(y) = (R2by T) (y) 
b) sem agente: (R2(x,y),T) •*• R1 ' (y) = ( x) (R (y,x) ) 
onde 
R2(x,y) é a relação de dois lugares 
u _ 
R2(y,x) e a relaçao conversa de R2(x,y) 
R'-^(y) e R''^(y) são relações de um lugar derivadas de R2(x,y) 
através da aproximação por meio ou do termo, ou do quantificador 
existencial que liga o segundo argumento x da construção passiva. 
Os dois predicados passivos R'^ e R1'^ são predicados de 
um lugar derivados do predicado converso R2; o primeiro (na pas-
siva com agente) é obtido pela aplicação do predicado converso 
ao termo (o agente), e o segundo (na passiva sem agente) é obti-
do através do fechamento por meio do quantificador existencial. 
5.3 Te.osU.a6 H¿e.fiátiqu,Á.ca6 . 
Outra análise das construções passivas é apresentada nas 
teorias hierárquicas fortes (strong). Estas teorias de passivi-
zação caracterizam-se por: 
1. a postulação da primazia das representações das construções 
ativas geradas num nível inicial, enquanto as construções passi-
vas são tratadas como geradas no nível subseqüente; 
2. a visão da relação entre as construções passivas com e sem 
agente como estabelecida pela "escolha opcional". 
Dentro de algumas formulações, a hipótese de conversão 
clássica pode ser classificada como teoria hierárquica; dentro 
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de outras formulações, torna-se difícil ver esta hipótese como 
uma teoria realmente hierárquica. 
A teoria de passivização na Gramática Relacionai, chamada 
'teoria biestráticade PERLMUTTER (1983), pode representar um 
bom exemplo da teoria hierárquica forte. A gramática relacionai 
envolve implicitamente "a escolha opcional". 
Como a noção de "escolha opcional" é vaga e ainda foi ex-
plicitada, SHAUMYAN (p. 26)17 propõe representar esta noção da 
seguinte maneira: 
Passiva com agente 1 apagamento j Passiva sem agente • 
Numa teoria hierárquica forte, a descrição da relação en-
tre as passivas com e sem agente em termos de escolha opcional 
pode ser interpretada como apagamento do termo no primeiro nível. 
Esta análise deve ser completada pela descrição da relação entre 
a representação ativa plena e a representação ativa com agente 
não-especifiçado, e esta relação poderia ser de novo o apagamen-
to . 
Assim, a teoria hierárquica forte afirma que, entre as 
construções ativa e passiva, a ativa é primária, e que, entre as 
passivas com e sem agente, a passiva com agente é a construção 
básica. Como a noção de escolha opcional envolve o apagamento, 
a passiva sem agente é derivada (pela operação de apagamento) da 
passiva com agente. Dentro desta teoria,torna-se difícil expli-
car por que as passivas sem agente não são realizadas em certas 
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línguas (por exemplo, o Ãrabe Clássico), ou por que algumas cons-
truções ativas com o agente não-especifiçado não são realizadas 
em muitas línguas (p. 27)17. 
5.4 AsigurmntoA para a hipÓtzóz dz convzuão abitrata. 
Mesmo quando existe o par ativa/passiva (o que nem sempre 
acontece), as construções ativas e passivas não estão em varia-
ção livre, isto é, elas não são intercambiáveis no discurso. 
A construção passiva usa-se (mas não obrigatoriamente), 
quando o paciente é tópico (então o agente pode ser omitido), 
porque na passiva 'a ação é entendida do ponto de vista do paci-
ente1; então, o termo que denota o paciente deve ser determinado, 
o que sempre é possível quando o paciente já foi introduzido. A 
construção ativa transitiva é usada quando o agente é o tópico, 
porque nas ativas 'a ação é entendida do ponto de vista do agen-
te'; então, o termo que denota o agente deve ser determinado. 
Na Gramática Aplicacional, é possível expressar essas con-
clusões precisa e concisamente, visto que o termo primário (tan-
to nas ativas como nas passivas) é sempre interpretado como tó-
pico (ou tema): 
0 termo primário de uma construção é habitualmente deter-
minado: ou diretamente (pelo artigo, ordem das palavras, etc.), 
ou ele é determinado por uma construção existencial-presentativa 
{tKZKZ iò (em inglês), it í/ a (em francês), etc.) 
A não-equivalência das construções ativas e passivas tor-
na-se óbvia, quando tentamos levar em conta os escopos dos quan-
tificadores. Comparemos: 
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(5.3.) a. Todos os rapazes do colégio amam uma garota. 
b. (Existe) uma garota (que) é amada por todos os rapazes 
do colégio. 
No cálculo de predicados : 
(5.4.) a1. VX.3Y: R(x)AG(y) A(x,y) 
b1 . 3yVx: G(y)AR(x) A(y,x) 
onde R(x), G(x), A(x,y) e X(y,x) respectivamente expres-
sam os predicados 'x ë um rapaz1, 'y é uma garota', 'x ama y' e 
'y ë amado por x'. 0 sentido de (5.4.)a', é 'cada rapaz ama al-
guma garota' e o de (5.4.)b'. ë 'existe uma garota que é amada 
por cada rapaz'. Se (5.4.)a', e (5.4.)b'. são formas lógicas a-
dequadas de (5.4.)a. e (5.4.)b., então (5.4.)a. e (5.4.)b. não 
são equivalentes. 
De acordo com a hipótese de conversão clássica, existe 
uma relação de equivalência entre as ativas e passivas. Assim, 
torna-se difícil explicar a não-equivalência entre as construções 
acima sem postular algumas regras especificas (e provavelmente, 
a.d hoc) para os quantificadores. 
Como dentro da gramática aplicacional não se assume a 
equivalência entre a ativa e a passiva, temos um ponto de parti-
da para lidar com o problema do escopo sem usar noções desneces-
sárias como "variável ligada", por exemplo. 
Como veremos adiante, de acordo com a hipótese de SHAUMYAN, 
a passiva (quando o par passiva/ativa existe) ë apenas redutivel 
ã 'forma normal' e o escopo do quantificador pode ser mudado no 
processo da redução. 
Existe mais um argumento contra a simetria formal entre 
ativas e passivas. Para provar a simetria formal, é necessário 
mostrar que o termo primário da construção transitiva ativa toma 
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o lugar do termo secundario da construção passiva e vice versa. 
Considerem-se os seguintes pares ativa/passiva: 
(5.5.)a. John loves Mary. 
b. João ama Maria. 
(5.6.)a. Mary is loved by John. 
b. Maria é amada por João. 
Em inglês, (5.6.)av temos o verbo passivo marcado com o 
marcador ¿& . ..-ed; em português/ (5.6.)b., o verbo passivo é 
marcado com í ...-ado(a)/-¿do(a). A função gramatical da cons-
trução passiva é superficialmente codificada por meio da ordem 
das palavras (com a permutação de John/João e Malí//MaK¿a) ,da de-
rivação formal do verbo passivo e da introdução do marcador by/ 
pol. 
0 marcador by/pol (ou o caso obliquo nas línguas que mar-
cam casos) parece ser um marcador redundante, se entendermos a 
relação entre a ativa e a passiva como simétrica (como ela. é vis-
ta na hipótese de conversão clássica), já que parece suficiente 
codificar a distinção de voz por meio da ordem das palavras e da 
modificação do verbo ativo: 
(5.7.)a. *Mary is loved John, 
b. *Maria é amada João. 
Assim, de acordo com a hipótese de conversão clássica,po-
demos assumir que pon./by ë apenas um indicador redundante -do 
termo secundário na construção passiva. Mas tal afirmação ê in-
correta. Na hipótese de conversão clássica, a construção passi-
va com agente ë relacionada com a construção ativa através da 
ordem das palavras de acordo com a equivalência: 
(5.8.) a. T2P2by-T1 •= T 1P 2T 2 (para ingl.) 
2 1 1 2 b. T P„por-T = T P~T (para port.), 
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onde é o predicado ativo e ® ° predicado converso codifi-
cado por meio do verbo passivo. Essa solução poderia ser acei-
tável apenas para as construções passivas com agente. Se rejei-
tarmos a noção do 'apagamento do agente1, fica difícil explicar 
as construções passivas sem agente (voltaremos adiante a esta 
questão). 
Em relação à questão da primazia da ativa, são possíveis 
a p/i¿osi¿ três posturas teóricas: 
1. as construções ativas e passivas são geradas independentemen-
te e não são interrelacionadas; 
2. a representação da ativa é primária e desta representação é 
derivada a representação da passiva: a estrutura da passiva é 
derivada da estrutura da ativa; 
3. as construções ativas e passivas são geradas, independentemen-
te, mas cada construção passiva pode ser relacionada com a ativa 
correspondente pelo processo de redução (quando o par ativ^/pas-
siva existe). 
A primeira posição é a que PERLMUTTER (1983)50 chama de 
'teoria monoestrárica1 (é adotada pelos gerativistas que trabalham 
no modelo representacional). Se assumirmos esta posição, torna-
se impossível explicar as relações parafrásticas entre as sen-
tenças que entram no mesmo campo semântico. 
Quando se afirma que a representação das ativas ë primá-
ria, podemos entender que a estrutura abstrata da construção 
passiva (ou da representação da sentença passiva) ë derivada(por 
meio de alguma regra) da estrutura abstrata da construção ativa 
(ou da representação da sentença ativa). Por exemplo, na teoria 
de HARRIS (.1982) 3 1 a 'daggered ¿en-tence' subjacente â sentença 




Quais sao os argumentos contra a derivaçao da estrutura 
passiva da ativa? Sabemos que existem as passivas com agente 
sem as ativas correspondentes. Está claro também que muitas das 
construções passivas sem agente não podem ser consideradas deri-
vadas das ativas sem agente correspondentes. Em francês/ existe 
o marcador on (pronome expletivo) que denota um agente não espe-
cificado, de modo que a maioria das construções passivas sem a-
gente tem as ativas sem agente correspondentes: 
(5.9.) a. La tasse a été cassée'. 
A xícara foi quebrada, 
b. On a cassé la tasse. 
Pron. Imp. quebrou a xícara. 
"Quebrou-se a xícara". 
0 marcador on é um traço específico do francês. 0 prono-
me indefinido português alguém não é o análogo de on. Entretan-
to, até mesmo em francês, algumas sentenças passivas não têm ati-
vas diretamente correspondentes. Para a construção passiva 
(5.10.).a. Les branches ont été brisées. 
Os galhos foram quebrados. 
a ativa correspondente pode ser: 
b. On a brisé les branches. 
Pron. Imp. quebrou os galhos 
"Quebrou-se/Quebraram-se os galhos" * 
Acontece que on em (5.10.)b. implica um agente animado, 
geralmente humano, enquanto o agente gramatical em (5.10.)a. tem 
o escopo mais amplo, podendo incluir 1'ouA.agan ("o furacão"), 
*Neste trabalho, não trataremos de construçoes reflexivas. Algumas 
idéias sobre estas construções serão expostas na parte final deste capítulo 
(em 5.7 ). 
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¿zò animaux ("os animais"), etc. Não está muito claro,se, de 
fato, a sentença (5.10.)b. é a contraparte exata de (5.10.)a. 
Na hipótese de SHAUMYAN não é assumida a derivação das 
construções passivas com ou sem agente das estruturas ativas do 
nível precedente. Para SHAUMYAN, ambos os tipos de passivas po-
dem ser izduzidoò a suas estruturas ativas correspondentes (quan-
do existe o par ativa/passiva). Em outras palavras, as constru-
ções ativas podem ser reconstruídas das passivas correspondentes 
sem se assumir movimentos ou derivações transformacionais que 
envolvem mudanças de relações gramaticais do nível inicial ao 
nível final. 
5.4. J ö pfioblzma da Azlação zntfiz aò conòtiuçõe.* pa¿-i>iva¿ com e 
6 em agzntz. 
Pode-se argumentar que a construção passiva sem agente é 
mais básica do que a passiva com agente, apontando o seguinte: 
1. o uso da passiva sem agente prevalece sobre o uso da passiva 
com agente nas línguas que possuem ambos os tipos de construção 
passiva; 
2. existem línguas em que as passivas com agente são inadmissíveis. 
Em inglês, aproximadamente quatro entre cinco construções 
passivas não tem agente lexicalizado (cf. LEECH & SVARTVIK)^* 
D. DOWTY (p. 117) 1 8 afirma, que em muitas línguas existem 
apenas as construções passivas sem agente e que as crianças ame-
ricanas adquirem esse tipo de passiva antes da passiva com agen-
*0 nosso levantamento de um pequeno 'corpus' - foram utilizados al-
guns textos da revista "Visão" - sugere que em português aproximadamente 
18% das passivas não tem agente realizado. 
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te. Ele observa que em muitas línguas que têm as construções 
passivas com agente, este ë marcado pelo caso instrumental ou 
pela preposição que expressa instrumentalidade. 
DOWTY propõe duas análises separadas para as passivas com 
e sem agente sem estabelecer uma clara distinção entre as duas. 
Para a passiva com agente, o verbo "transitivo" £oi>eTV e o termo 
JohnT são usados como ¿nput para a regra que gera a expressão be 
loved by Johnny considerada um "verbo intransitivo". Para obter 
a passiva sem agente, o "verbo transitivo" lovely ë usado no ¿nput 
para a regra que gera no output um "verbo intransitivo" be 
¿ovedj.y. As interpretações semânticas das duas construções são 
diferentes. A interpretação de 
(5.6.) a. Mary is loved by John 
"resulta equivalente" â da sentença 
(5.4.) a. John loves Mary, 
enquanto a interpretação de 
(5.11.) Mary is loved 
é tal que para algum X, X é substituto de MaAy na relação ¿ó-
loved. 
A análise formal de DOWTY não explica por que a passiva 
sem agente ë mais básica e por que o agente na passiva com agen-
te "funciona como um instrumento". 
A hipótese de SHAUMYAN não distingue entre os níveis sin-
tático e semântico, mas ela é compatível com a intuição de DOWTY. 
A teoria de passivização de SHAUMYAN formula, como veremos, uma 
clara relação entre as construções passivas com e sem agente. 
Consideremos as sentenças: 
(5.12.) a. Paulo foi ferido por João. 
b. Paulo foi ferido. 
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Suponhamos que a sentença (5.12.)b. seja explicada por 
apagamento de poA.- João . Mas isso nos leva â explicação de 
(5.12.)b. não só por apagamento de poK-João de (5.12.)a., mas 
também por apagamento de qualquer termo que identifica o agente! 
(5.13.) Paulo foi ferido por Pedro 
por uma onça, etc. 
A dificuldade séria enfrentada pela hipótese de apagamen-
to é que não ë possível especificar qual é o agente apagado. Na 
verdade, podemos assumir um número infinito de agentes removidos 
que podem ter sido apagados para resultar em (5.12.)b. SHAUMYAN 
vê o problema principal dessa hipótese na confusão entre os con-
ceitos gramaticais e lexicais. 
Para SHAUMYAN, o importante ë que a relação entre os dois 
tipos de construções passivas, por um lado, e a relação entre as 
passivas e as ativas, por outro, é gramatical e deve, portanto, 
ser explicada em termos de conceitos gramaticais e não lexicais. 
É verdade que, por muitos, o apagamento ë entendido como apaga-
mento gramatical, ou seja, a passiva sem agente não ë obtida da 
passiva com um agente determinado, mas da passiva com agente in-
definido : 
(5.14.) Paulo foi ferido por alguém 
*por um. 
Mesmo assim, o apagamento gramatical não explica o fato 
inter- e intralingüístico de as construções passivas sem agente 
serem mais básicas. 
Em vista dessas dificuldades, SHAUMYAN rejeita as hipóte-
ses de apagamento tanto lexical, como gramatical, e propõe uma teo-
ria gramatical alternativa que trata as construções passivas sem 
agente como básicas e as estruturas com agente como resultado da 
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"complexificação" das estruturas sem agente. 
SHAUMYAN assume que nas passivas sem e com agente está 
implicado sempre um termo não especificado. 
0 termo primário da ativa correspondente pode ser recupe-
rado através do contexto, onde a passiva sem agente ocorre. Fre-
qüentemente, o agente não é mencionado quando é redundante: 
(5.15.) Ontem â noite, João brigou com Pedro e (João) foi morto. 
Em (5.15.), poA-Pídsio seria claramente desnecessário (e 
estilísticamente indesejável). 
Mas o agente nem sempre ë recuperável, como nos casos em 
que ë irrelevante ou desconhecido: 
(5.16.) No debate de ontem, o Presidente foi seriamente atacado. 
Esse tipo de exemplos reforça a objeção contra a noção de 
apagamento. Consideremos a sentença: 
(5.17.) A ordem foi restabelecida sem o derramamento de sangue. 
Neste exemplo, quem restabeleceu a ordem? João? o exér-
cito? a policia? o governo? 
Assim, nas construções onde o agente não é recuperável, ë 
questionável se existe algum agente implicado. Entretanto, na 
hipótese de SHAUMYAN afirma-se que em toda construção passiva 
sempre está implicado um agente, ou, mais precisamente, um termo 
não especificado que denota um agente. 
Como a função fundamental da passivização é a não-topica-
lização do agente, um agente lexicalizado ou um agente recuperá-
vel na construção passiva deve ser considerado como uma informa-
ção 'adicional' providenciada pela própria sentença ou pelo con-
texto. Se, numa passiva, o agente é lexicalizado, ele não é to-
picalizado (o agente nunca é tópico nas passivas), mas focaliza-
do. 0 agente lexicalizado constitui a parte proeminente da 'in-
formação nova'. 
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Na hipótese de SHAUMYAN, o agente lexicalizado da passiva 
com agente é o modificador do predicado passivo básico. A modi-
ficação é possível, porque no predicado passivo básico, um agen-
te não especificado (um termo não especificado) já está impli-
cado . 
Deste ponto de vista, a passiva com agente pode ser rela-i 
cionada com a ativa correspondente: o agente lexicalizado da pas-
siva é a contfiapafitc {¡unció na¿ do termo primário (que denota um 
agente) da ativa. Como um agente lexicalizado nem sempre é ne-
cessário, torna-se claro por que as passivas sem agente são pos-
síveis . 
Um termo não especificado na construção passiva tem as 
seguintes funções lingüísticas: 
- transforma o predicado de dois lugares em predicado de um lu-
gar; 
- denota apenas 'o lugar de um agente'. Denotando 'o lugar de 
um agente', o termo não especificado da passiva pode ser preen-
chido ou pelo agente lexicalizado (que modifica o predicado pas-
sivo básico), ou pela informação providenciada pelo contexto, ou 
pela situação pragmática, ou pelo significado lexical do predi-
cado . 
A razão para introduzir o termo não especificado nas pas-
sivas sem agente torna-se evidente quando se consideram os dados 
de certas línguas. Como vimos em (5.9.), em francês, as passi-
vas sem agente freqüentemente têm a contraparte ativa: 
(5.9.) a. La tasse a été cassée. 
A xícara foi quebrada. 
b. On a cassé la tasse. 
Pron. Imp. quebrou a xícara. 
"Quebrou-se a xícara". 
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Na hipótese de conversão abstrata, o pronome on é o mar-
cador lingüístico de vim termo não especificado. Na construção 
ativa, o termo não especificado preenche a função sintática de 
ura termo primário e não pode ser apagado, enquanto na passiva 
ele é representado pelo signo-zero. Em ambas as construções, o 
agente não especificado é indicado por um termo gramatical. Por 
isso, em francês, podemos relacionar diretamente muitas constru-
ções passivas com agente com as passivas sem agente. 
Em português (ou em russo, por exemplo), o termo não es-
pecificado, nas construções passivas, pode ser indicado pelo termo 
primário zero (isto é, não lexicalizado): 
(5.18.) a. João foi convidado para as três horas. 
b. Ivan byl priglason k tr'om casam. 
Nas construções ativas, o.termo não especificado pode ser 
indicado por meio do sufixo verbal específico (3^ pess. PLUR), 
como em 
(5.19.) a. Convidaram a João para as três horas. 
b. Ivana priglasili k tr'om casam. 
A noção de termo não especificado explica a diferença en-
tre as construções adjetivas e as passivas sem agente: 
(5.20.) adjetivai 
a. The door is open. 
b. La porte est ouverte. 
c. A porta está aberta. 
(5.21.) paiitva 
a. The door was opened. 
b. La porte a été ouverte. 
c. A porta foi aberta. 
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Em (5.21.), um agente não especificado está indubitavel-
mente implicado, o que não acontece em (5.20.).* 
Em português, assim como em francês ou em russo, às vezes 
encontramos diferenças morfológicas entre os adjetivos (nas cons-
\ 
truções adjetivais) e os participios (nas construções passivas): 
(5.22.) adjetivai 
a. A roupa está úmida. 
b. Le linge est humide. 
c. Od'eXda mokraja. 
(5.23.) paòátva 
a. A roupa foi umidecida. 
b. Le linge a été humidifié. 
c. Od'e¥da namo^ena. 
Entretanto, esta oposição entre as construções adjetivais 
e as passivas sem agente nem sempre é marcada morfológicamente. 
5.4.2 A pnepoólção PÔR como tn.ampoi>lton do ten.mo naò 
co m tn.uçõeA paòòlvaò . 
Qual é a função lingüistica da preposição pon? 
Como se sabe, existe uma correlação intima entre as sen-
tenças passivas e as adjetivais. Na maioria das passivas, obser-
va-se a tendência geral para denotar o estado das coisas. 
É claro que o participio passado é relacionado com as 
formas adjetivais. Assim, podemos entender a passiva como uma 
construção, onde 
*A escolha e a inserção dos verbos <6 QJi ou HÁtXJJi, que em português 
distinguem construçoes passivas e adjetivais, fazem-se no componente se-
mântico da gramãtica fenotipica. 
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- o paciente é 'afetado' pelo predicado passivo, o qual, como 
uma forma adjetival, é um predicado de um lugar; 
- o termo que denota o agente é um modificador da sentença pas-
siva sem agente. 
Nesta análise, a frase "pol +T " pode ser considerada como 
um adverbio modificador sentenciai. 
Esta solução permite uma explicação para as sentenças 
passivas sem agente: como o agente nestas sentenças é tratado a-
penas como um modificador da passiva, é compreensível, então, 
sua não obrigatoriedade. 
Entretanto, esta solução é incapaz de estabelecer uma 
clara distinção entre os significados exatos das 'formas adje-
tivais puras' e das 'formas participiaiscomo em 
(5.24.) adjctlvat 
a. The door was open (*by John). 
b. A porta estava aberta (*por João). 
(5.25.) pabbiva 
a. The door was opened (by John). 
b. A porta foi aberta (por João). 
As sentenças (5.24.) e (5.25.) indicam o estado das coi-
sas. Entretanto, em (5.25.) - na construção passiva - o estado 
é o resultado de um processo, sobre o qual algum agente tem al-
gum controle. Assim, enquanto em (5.24.) o agente não está im-
plicado, em (5.25.) ele o.i>tã implicado, mesmo quando não é lexi-
calizado . 
Qual é o significado gramatical exato de poi na constru-
ção passiva? 
Para explicar a diferença no significado da preposição 
pofi em po.to menino e pito cabo em 
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(5.26.) A xícara foi levada pelo cabo pelo menino, 
devemos distinguir seus tipos categoriais. 0 tipo categorial, 
où função, determina como um marcador gramatical, do tipo pon., é 
relacionado com outros marcadores gramaticais, termos ou predi-
cados da sentença. 0 tipo categorial indica, por exemplo, se o 
marcador é um operador, e se o é, quais são os seus operandos. 
No nosso exemplo (5.26.), a preposição pon. tem dois sig-
nificados diferentes: o primeiro pon. {pulo cabo) significa a in-
trodução de um sintagma adverbial, enquanto o segundo pon. (pilo 
minino) significa a introdução de um agente. 
Para explicar a analogia e a significativa diferença en-
tre pilo cabo e pilo minino, SHAUMYAN formula a seguinte hipóte-
se sobre a preposição pon./by nas construções passivas com agente: 
Tki catiQon.ial ¿unction o { b_¡¿ in aqintid 
paiòivi constructions is to transpôs i thi 
tum dinotinq an aqint into a modifier of 
thi passivi predicate, yiilding a mo difiid 
passive predicate. (p. 54) 1 7 
Esta hipótese afirma que a construção passiva sem agente 
é a estrutura básica e que a construção passiva com agente é sua 
expansão, gerada pela modificação de predicado passivo. 
Lembremos que, conforme a hipótese de conversão abstrata, 
o predicado passivo é construído por meio da aplicação do predi-
cado converso ao termo não-especifiçado (que indica o agente . 
não-especifiçado). Usando esta hipótese, podemos determinar com 
precisão as funções gramaticais da estrutura com pon. nas cons-
truções passivas. 
Na construção passiva sem agente, o termo não-especifiça-
do tem duas funções : 
- transformar o predicado converso em predicado de um lugar, cha-
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mado predicado passivo - esta é sua função categorial; 
- ser a contraparte funcional do termo primário na construção a-
tiva transitiva, quando existe o par ativa/passiva. 
A análise da preposição posi nas construções passivas está 
intimamente ligada ã hipótese independente sobre a função sintá-
tica geral das preposições nas línguas. As preposições têm fun-
ções diferentes.?. A função principal da preposição é aide trans-
formar o termo em um modificador. As outras funções das prepo-
sições são determinadas pelas construções específicas diferentes, 
nas quais essas preposições ocorrem. A função dê posi na estru-
tura pon, + T das passivas não ê um fenômeno isolado e pode ser 
relacionado com outras preposições. 
Na Gramática Aplicacional existe uma regra técnica, cha-
mada Regra-PA (regra da passiva com agente - ver" 5.6.2 para de-
talhes) , que fornece a expressão formal da noção de contraparte 
funcional e por meio da qual podemos definir com precisão a fun-
ção específica de poA + T nas construções passivas. A Regra-PA 
representa a modificação do predicado passivo como aplicação do 
operador posi + T ao predicado passivo não-modifiçado : o termo 
que denota o agente (a estrutura post + T) substitui o termo não-
especifiçado, produzindo assim o predicado de um;lugar nas pas-
sivas com agente. Esta regra especifica com exatidão a função 
secundária da estrutura posi + T nas construções passivas: servir 
de contraparte funcional do termo secundário na construção ativa. 
5.4.3 0 ó¿gn¿ ¿¿cado do psiedlcado conve.si¿ o . 
A noção do predicado converso (não confundir com a con-
versão da construção mediante uma permutação!) é; essencial na 
118 
« 
análise das passivas. SHAUMYAN propõe lama descrição unificada, 
onde as relações lógicas entre o agente e o paciente são basea-
das nos moldes sintáticos. Usando a conversão de predicado, po-
demos obter os seguintes predicados : 
(5.27.) paòòtva 
a. A roupa foi lavada. -*• (3x)y LAVAR x 
b. Le linge a été lavé. -*• (3x)y LAVER x 
(5.28.) ativa 
a. Lavaram a roupa. (3x)x LAVAR y 
b. On a lavé le linge. (3x)x LAVER y, 
onde y LAVAR x e o predicado converso de x LAVAR y e y LAVER x e 
o predicado converso de x LAVER y. 
De acordo com a hipótese de conversão abstrata, temos em 
(5.27.) os predicados passivos, isto é, os predicados de um lu-
gar (que contêm termos não-especifiçados) . Em (5.28.), temos os 
predicados transitivos ativos, isto é, os predicados de dois lu-
gares, cujos termos primários são termos não-especifiçados. Em 
francês (5.28.)b., o termo não-especifiçado da construção passi-
va expressa-se por meio de um signo-zero, e o termo não-especi-
ficado da construção ativa expressa-se por meio de um signo gra-
matical lexicalizado. Esta distinção demonstra a não-equivalên-
cia entre as duas construções, por um lado, e a diferença crucial 
entre o predicado ativo transitivo (o predicado de dois lugares) 
e o predicado passivo correspondente (o predicado de um lugar), 
por outro lado. 
Quando relacionamos as construções passivas e ativas, de-
vemos explicar em que sentido o termo primário da passiva ë a 
contraparte funcional do termo secundário da ativa, e devemos 
determinar o significado invariante subjacente às construções 
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passivas e ativas. SHAUMYAN explica essas relações, usando a 
¿ei da convenão de. pne.dic.ad00 : 
Se am teimo T é o teimo plimàlio pana um 
pKe.dic.ado conveiòo, então eòte teimo T e 
um teimo ¿ecundáiio paia o piedicado, do 
quat o piedicado convei&o e deiivado. (cf . 
p . 58 <r ) 
O verbo na construção passiva ë uma codificação morfoló-
gica de operações abstratas diferentes que consiste na conversão 
de um predicado ativo e sua aplicação subsequente ao termo não-
especif içado. 
Pode-se dizer que a função da passivização é a topicali-
zação de não-agente ou, mais freqüente, de objeto direto (cf.GI-
VON25). Entretanto, os dados das línguas calcânicas e románi-
cas, por exemplo, mostram que a topicalização de não-agente por 
outros meios que não a passivização é um fenômeno comum. Consi-
deremos os seguintes exemplos em português : 
(5.29.) a. João admira muito Maria. 
b. Maria, João a admira muito. 
c. É a Maria que João admira. 
d. Maria ë admirada por João. 
Apenas (5.29.)d. ë uma construção passiva. Em (5.29.)b. 
e (5.29.)c. ë nítida a topicalização de não-agente (Maiia). As-
sim, não podemos afirmar que a topicalização de não-agente é a 
função principal e única da passivização, embora esta função es-
teja envolvida em muitas construções passivas - mas não em to-
das: considere, por exemplo, as passivas impessoais, como em po-
lonês : 
(5.30.) Zbudovano szkole. 
Lit.: Construído â escola 
part .pass.,sing., subst., fem. 
neutro, Nan. sing., Acus. 
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Aceitando a topicalização de não-agente como uma das fun-
ções da passivização, SHAUMYAN faz as seguintes observações: 
- guando há uma topicalização de objeto direto (ou até de objeto 
indireto) e um predicado ativo, obtêm-se construções análogas ãs 
de reduplicação sintática; 
- quando há uma topicalização de objeto direto (ou até de objeto 
indireto) e um predicado passivo (que envolve um predicado con-
verso) , obtêm-se construções passivas. 
Assim, a conversão abstrata ë essencial para a caracteri-
zação das construções passivas, enquanto a simples topicalização 
de objeto direto é insuficiente. 
5.4.4 Mão - aniv e.fts alidade. das noções do. su.je.ito e. de. obje.to 
din.e.to. 
Devemos distinguir dois tipos de línguas: 
- línguas que têm construções transitivas que estão em oposição 
com as construções intransitivas, e 
- línguas que não distinguem entre as construções transitiva e 
intransitiva. 
0 primeiro tipo ê subdividido em dois subtipos: a) línguas 
acusativas (português, inglês, russo) e 2) línguas ergativas 
(georgiano, dyirbal); o segundo tipo é representado por muitas 
línguas ameríndias, chamadas de línguas com o sistema ativo (ka-
mayurá, por exemplo). 
Nas línguas do primeiro tipo, a constração t r a n s i t i v a é u-
ma sentença com o predicado de dois lugares, onde ou o termo 
primário denota um agente e o secundário, um paciente (línguas 
acusativas), ou o termo primário denota um paciente e o secundá-
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rio, um agente (línguas ergativas). 
A construção intransitiva é uma sentença com o predicado 
de um lugar e o termo primario apenas (não há termo secundário), 
que não diferencia entre o agente e o paciente. 
Um exemplo de não-diferenciação entre o agente e o pacien-
te nas construções intransitivas em português: 
(5.31.) a. Pedro vende bem. (o termo primário denota um agente); 
b. Estes livros vendem bem. (o termo primário denota um 
paciente) ; 
c. Carlos e Pedro se entreolharam. (Carlos e Pedro são 
ambos agentes e pacientes). 
Para definir as construções transitivas e intransitivas, 
alguns lingüistas usam as noções sajzito e objeto dtlíto. Em 
termos dessas noções, uma sentença ë transitiva se ela tem ao 
mesmo tempo o sujeito e o objeto direto, e é intransitiva,se tem 
apenas o sujeito. 
Esta definição apresenta certos problemas: 
1. Visto que o sujeito denota tanto o tópico como o agente, en-
quanto o objeto direto denota o paciente que ë uma parte do co-
mentário, essas noções podem ser usadas para caracterizar apenas 
a construção transitiva nas línguas acusativas, onde o sujeito 
corresponde ao termo primário que denota um agente, e o objeto 
direto corresponde ao termo secundário que denota um paciente. 
Essas noções não podem ser usadas para caracterizar as constru-
ções transitivas nas línguas ergativas, pois nestas línguas tan-
to o termo primário como o secundário, na construção transitiva, 
coincidem parcialmente com o sujeito e parcialmente com o objeto 
direto. 
2. O uso da noção de sujeito para caracterizar o termo primário 
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na construção intransitiva esconde sua propriedade fundamental 
de não-diferenciação entre agente e paciente. 
Adiante mostraremos que sujeito e objeto direto são no-
ções complexas que não podem ser usadas como construtos univer-
sais válidos. Essas noções devem ser substituídas pelas noções 
mais fundamentais, verdadeiramente universais: o termo primário 
e o termo secundário, por um lado, e o agente e o paciente, por 
outro. 
A oposição termo primário/termo secundário é central para 
a organização sintática de qualquer língua natural. 0 escopo 
dos termos primários é maior do que o dos secundários: os termos 
primários ocorrem tanto com verbos intransitivos, como com os 
transitivos, enquanto os termos secundários ocorrem apenas com 
verbos transitivos. 
Os termos primários são identificados pelo caso nominati-
vo nas línguas acusativas, e pelo caso absolutivo, nas línguas 
ergativas. Os termos secundários são identificados pelo caso a-
cusatiyo nas línguas acusativas, e pelo caso ergativo (ou equi-
valente), nas línguas ergativas. 
A relação entre o termo primário e o termo secundário é 
caracterizada pela da dominânc-ía: 
Termos secundários pressupõem termos primários; o inverso 
não é verdadeiro. 
A lei da dominancia define o termo primário da sentença 
como dominante, isto é, como termo central. Como conseqüência 
desta lei, as línguas manifestam a seguinte tendência geral: os 
ergativos podem, mas os absolutivos não podem ser eliminados nas 
construções transitivas das línguas ergativas; os acusativos po-
dem, mas os nominativos não podem ser eliminados nas construções 
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transitivas das línguas acusativas (ver para análise mais deta-
lhada das línguas ergativas, DECLÊS, GUENTCHEVA e SHAUMYAN17)* 
Sujeito e objeto direto não são noções universais, mas 
são conceitos válidos na maioria das línguas acusativas e devem 
ser definidos em termos de duas classes de noções: 1) termo pri-
mário/termo secundário; 2) agente/paciente. 
Sujeito é o termo primário que significa 'agente' nas sen-
tenças transitivas e bitransitivas e 'agente/paciente' nas sen-
tenças intransitivas. 
Objeto dileto é o termo secundário que significa 'pacien-
te' nas sentenças transitivas e bitransitivas. 
Para as línguas ergativas são introduzidos e definidos os 
conceitos de absolutivo e ergativo que não serão tratados aqui. 
Quanto ao termo terciário, ele deve ter a mesma interpre-
tação tanto nas línguas acusativas, como nas ergativas. A ter-
minologia relativa ao significado do termo terciário, encontrada 
na literatura, é heterogênea: 'beneficiário', 'meta', etc. Para 
SHAUMYAN, o significado do termo terciário ë de não-[agente/paci-
ente] . 
Objeto indineto ë o termo terciário que tanto nas línguas 
acusativas como nas ergativas significa não-|agente/paciente] na 
sentença bitransitiva. 
5.4.5 Conceito de conitiuç.õeò paòòiva e antipaòiiva 
Em vista de um completo paralelismo entre as estruturas 
das construções passiva e antipassiva, a gramática universal não 
pode definir a construção passiva separadamente da construção 
antipassiva. A construção passiva deve ser definida em dois 
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passos: 1) deve ser dada uma definição uniforme das construções 
passiva/antipassiva e 2) a construção passiva deve ser definida 
no nível de uma interpretação diferente desta construção unifor-
me nas línguas acusativas e ergativas. 
A conótiução paò&lva/antZpaòòZva culta, ou seja, sem a-
gente, é definida pelas seguintes condições: 
1. 0 predicado passivo/antipassivo de um lugar é derivado do 
predicado ativo/ergativo de dois lugares em dois passos: 
i) construção do converso do predicado ativo/ergativo, 
ii) aplicação do predicado converso a um termo não-especifiçado. 
2. 0 termo primário da construção passiva/antipassiva curta ê a 
contraparte funcional do termo secundário da construção ativa/ 
ergativa correspondente. 
3. A construção curta i passiva se seu termo primário significa 
'paciente' e seu termo não-especifiçado significa 'agente não-
especif içado ' . 
A construção curta é antipaiilva se seu termo primário 
significa 'agente' e seu termo não-especifiçado signfica 'paci-
ente não-especifiçado'. 
A conòtiução paòòlva/ant¿pa¿A¿va Zonga, ou seja, com a-
gente, é definida pelas seguintes condições: 
1. A derivação do predicado passivo/antipassivo da construção 
passiva/antipassiva longa é a mesma que a da construção passiva/ 
antipassiva curta, mas com um passo adicional: 
iii) modificação do predicado passivo/antipassivo por um termo 
obliquo. 
2. 0 termo primário da construção passiva/antipassiva longa é a 
contraparte funcional do termo secundário da construção ativa/ 
ergativa correspondente. 
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O termo oblíquo (o modificador da construção passiva/an-
tipassiva) é a contraparte funcional do termo primario da cons-
trução ativa/ergativa correspondente. 
3. A construção longa ë paòòiva, se seu termo primário significa 
'paciente' e seu termo obliquo significa 'agente'. A construção 
longa é antipaàòiva se seu termo primário significa 'agente' e 
seu termo obliquo significa 'paciente'. 
5.4.6 Aò noçõzó gramatical z ¿zxicat dz agzntz. 
Toda palavra tem uma série de significados: alguns deles 
são significados lexicais, outros, significados gramaticais. Em-
bora, do ponto de vista estrutural, os significados gramaticais 
sejam os mais importantes, eles freqüentemente permanecem ocul-
tos. Os significados'gramaticais de uma palavra não são acessí-
veis diretamente: eles são misturados com os significados .lexi-
cais. A mistura do significado gramatical e do significado le-
xical constitui um único objeto. Não podemos esperar que este 
objeto seja homogêneo. Pelo contrário, devemos estar preparados 
para "dissecá-lo", e para "dissecar" o significado de uma pala-
vra, devemos usar o poder de abstração. 
Do ponto de vista formal, gramatical, 
(5.32.) 0 ladrão foi visto por ele 
se comporta exatamente como 
(5.33.) 0 ladrão foi morto por ele. 
Gramaticalmente, ztz é agente e o ladfião ë paciente 
em ambas as sentenças. O predicado {¡oi viòto implica um agente 
e um paciente do mesmo modo que o predicado ¿oi monto. A dife-
rença entre os dois predicados está no seu significado lexical. 
Tanto {¡oi viòto, como &oi mofito implicam um agente gramatical 
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como significado do termo obliquo poK e£e. Mas o significado 
lexical de moh.to está contido na noção gramatical de agen-
te, enquanto o significado de v¿6to 'conflita' com essa no-
ção. Da mesma maneira, na sentença 
(5.34.) Seu chefe o detesta. 
¿tu cht¿t é um agente do ponto de vista gramatical, e um expe-
renciador, do ponto de vista lexical. A noção lexical de expe-
renciador e a noção gramatical de agente conflitam nesta cons-
trução . 
Na verdade, existe uma interação entre os significados 
lexical e gramatical. Assim, o significado lexical do verbo v¿-
òÁ.tan. restringe seu uso nas construções passivas. Podemos dizer 
(5.35.) João visitou Roma, 
mas diríamos 
(5.36.) Roma foi visitada por João, 
só querendo produzir um efeito cômico. (Compare com 
(5.37.) Roma foi visitada pelo presidente da Argentina, 
que é perfeitamente normal). Mas este fato de maneira alguma 
compromete a distinção fundamental entre os significados lexical 
e gramatical. 
0 significado gramatical 'agtntt' pode ser separado do 
significado lexical por meio de um experimento mental. Se subs-
tituirmos os morfemas lexicais da palavra pelos morfemas "dummy" 
obtemos a estrutura gramatical da sentença em sua forma pura. 
Eis um exemplo de tal experimento apresentado por FRIES 
(p. 71)2 s: 
(5.38.) a. Woggles ugged diggles. 
b. Uggs woggled diggs. 
c. Woggs diggles uggles. 
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d. A woggle ugged a diggle. 
e. An ugg woggles diggs. 
f. A diggled woggle ugged a wogged diggle. 
Todas estas sentenças são indubitavelmente construções a-
tivas transitivas devido ã ordem específica das palavras e dos 
morfemas nominais e verbais. Está muito claro que os termos pri-
mários nestas sentenças significam 'agente', enquanto os secun-
dários, 'paciente1. Construamos agora as passivas corresponden-
tes a estas ativas: 
(5.39.) a. Diggles were uggled by woggles. 
b. Diggs were woggled by uggs. 
etc. 
Está claro que a preposição 'by' introduz o termo que sig-
nifica 'agente' nestas sentenças. 
Vamos agora substituir o radical 'dummy' do verbo por um 
morfema lexical 'hate': 
(5.40.) Woggles hated diggles. 
A passiva correspondente será: 
(5.41.) Diggles were hated by woggles. 
Do ponto de vista do significado lexical de h atz, o termo 
primário é uioggZzó , e o termo obliquo em by oooggZz-6 significa 
'experenciador'. Mas este significado não tem nada a ver com o 
significado gramatical destes termos ('agente') que permanece 
invariante em várias substituições de radicais verbais lexicais, 
cujo significado pode com freqüência conflitar com o significado 
gramatical dos termos. 
Em vista disso, em lugar da dicotomia aceita por muitos 
lingüistas ¿1 ntaxz VZSUUA ózmântlca, SHAUMYAN propõe a dicotomia 
gramática vznuò Izxico. A distinção clara de fenômenos grama-
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ticais e lexicais ë uma condição necessária para evitar a vágui-
dade na análise semântica. As noções semânticas tipo 'agente' 
parecem imprecisas e vagas por causa da confusão entre o grama-
tical e o lexical. Mas como uma noção apenas gramatical, a no-
ção de agente ë clara e precisa, visto que se correlaciona com 
os marcadores gramaticais estruturais. 
5 . 5 ÍÇÕ2.6 . 
Para a análise da construção passiva dentro do escopo da 
Gramática Aplicacional, é necessário introduzir alguns conceitos 
formais. 
5.5. 7 TzAmo não - <Li> pzct ¿¿cado. 
0 termo não-especifiçado ë inverso em relação ao termo 
vazio ('dummy term') raquele tem o significado lexical (não vazio) 
e sua forma ë ausente ('covert'); este tem o significado lexi-
cal vazio e a forma presente ('overt'). Daremos as definições 
relativas ao conceito formal de termo não-especifiçado e aos ou-
tros conceitos, conforme DECLËS, GUENTCHÊVA e SHAUMYAN17. 
0 teimo não-e¿ptcZú¿cado ê um signo 
1. cuja função sintática é a de um termo pleno, e 
2. cujo significado não é lexical, mas apenas gramatical. 
O termo não-especif içado será representado pelo símbolo cf» . 
Un termo não-especifiçado na construção passiva é um termo 
não-especifiçado que satisfaz as seguintes condições: 
1. tem função sintática de um termo secundário; 
2. tem o significado de "lugar do agente"; 
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3. é representado pelo signo-zero. 
Conseqüentemente, a função lingüística do cf>o na constru-
ção passiva é 
1. contribuir para a formação do predicado de um lugar-predicado 
passivo (intransitivo), e 
2. denotar qualquer agente que possa ser especificado pela in-
formação dada pelo contexto, pela situação pragmática ou pelo 
significado lexical do predicado. 
5.5.2 Vndicado conveiAo. 
A noção de predicado converso é muito importante para a 
definição de predicado passivo. 
0 ptie.d-ica.do convento é um predicado de dois lugares deri-
vado do predicado ativo (transitivo) de dois lugares. 
Para derivar o predicado converso, a Gramática Apliçacio-
nal usa o operador C, chamado combinador de conversão, ou permu-
tador (cf. 3.4.) . 
O predicado converso de dois lugares derivado do predica-
do ativo de dois lugares P 2, será representado pelo símbolo CP2-
5.5.3 ?fie.dicado paòblvo . 
0 pie.dica.do pcu>¿¿vo é um predicado de um lugar derivado 
do predicado converso, aplicando-se o predicado converso a um 
termo não-especifiçado. 
0 predicado passivo é representado por CP2<f)o, onde 
CP2 - é o predicado converso; 
<J> - é o termo não-especifiçado; 
CP?<{>-é o resultado da aplicação de CP„ a <j> . 
5.5.3.1 Conòtlaç-ão paò&iva ¿¿m agzntt. 
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A construção passiva sem agente é obtida, aplicando-se o 
predicado passivo ao termo que denota o paciente: 
(5.42.) CP24>oT, onde 
T é o termo primário da construção. 
Consideremos : 
(5.43.) O jogo foi perdido. 
A representação aplicacional dessa construção passiva sem 
agente : 
(5.44.) ((foi perdido) o jogo) 
ou 
(5.45.) ( (C perdeu <|> ) o jogo) 
com o predicado passivo definido por: 
(5.46.) foi perdido = C perdeu <j> . 
Ë importante notar que o predicado passivo é sempre, in-
transitivo. A função lingüística do termo não-especifiçado na 
passivização é fechar um argumento livre do predicado converso. 
Podemos reduzir a passiva sem agente em ativa correspondente 
(quando esta existe) através da seguinte dedução: 
(5.47.) 1. CP2cf>oT 
2. P0T(¡> C. 2 Yo 
0 passo 2 é obtido da definição do combinador converso C, 
usando a seguinte regra de dedução (daremos uma definição da re-
dução em 5.6.2.): 
(5.48.) Ctt2X2X1 0 TT2X1X2 
Assim, a redução da passiva em ativa potencial correspon-
dente é representada por: 
(5.49.) CP~c}> T + P»T(j) . 2 o 2 T o 
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5 . 5 . 3 . 2 Construção passiva com agente. 
A trans posição do termo em modificador do predicado de am 
tugar é uma operação, onde o operador w (transpositor) se aplica 
ao termo, produzindo como resultado um outro operador (modifica-
dor de predicado), cujo operando é um predicado de um lugar. 
0 operador oj pode ser realizado, por exemplo, pelas pre-
posições por (port.), by (ingl.), par (fr.) ou por um caso obli-
quo (rus.). 
A preposição por pode ser considerada um operador que, a-
plicado ao termo do tipo João, produz outro operador por João. 
Quando aplicado a um predicado de um lugar do tipo fol perdido, 
esse novo operador por João produz um predicado modificado fol 
perdido por João. 
0 predicado passivo mo dl ficado é uma expressão obtida pe-
la aplicação do modificador de predicado construído a partir de 
um termo que denota o agente do predicado passivo. Assim, foi 
perdido por João é um predicado passivo modificado. 
A construção passiva com agente é uma expressão obtida 
pela aplicação do predicado passivo modificado a um termo (que 
denota o paciente). Consideremos a seguinte construção passiva 
com agente: 
(5.50.) O jogo foi perdido por João. 
A estrutura aplicacional de (5.50.) pode ser representa-
da como 
(5.51.) ((foi-perdido-por-João) o-jogo). 
ou mais detalhadamente: 
(5.52.) ( ( (por-João) ( (C perdeu <J> ) o jogo) 
onde por-João é um operador, cujo operando é o predicado passivo 
( (C perdeu) <j> ) . 
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Podemos observar o paralelismo entre as representações 
das passivas com e sem agente. 
As representações aplicacionais das construções passivas 
têm as seguintes formas: 
2 (5.53.) a. passiva sem agente (((CP2))T ) 
1 2 b. passiva com agente ( ( (00T )((CP5)<j> ))T ) ¿ 0 
1 2 onde T e T denotam respectivamente o agente e o paciente. 
2 
O termo primario T na passiva com agente e a contraparte 
funcional do termo secundário na construção ativa corresponden-
te, e o modificador (wT"*") do predicado passivo é a contraparte 
funcional do termo primário da ativa correspondente. A idéia 
fundamental ë que um termo não-especifiçado está sempre implica-
do na construção passiva. A comparação das passivas com e sem 
agente mostra que a passiva com agente é derivada da passiva sem 
agente, a qual deve ser considerada básica. 
A caracterização unificada das construções passivas^ pode 
ser definida assim: 
conòtruçõeò paòòivaò (com oa ¿cm agente) 
òão obtidas pela aplicação do predicado 
pa¿¿ivo (modificado oa nao) ao termo qae 
denota o paciente. 
5.6 Teoria formal de Vassivizaçao . 
Dentro da Gramática Aplicacional, a formalização de pas-
sivização ë feita na base da noção técnica de tipo e da noção de 
dedução formal que são usadas para relacionar a construção pas-
siva com a sua contraparte ativa. 
Consideremos agora algumas noções técnicas importantes,, 
necessárias para caracterizar a passivização dentro da abordagem 
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da Gramática Aplicacional. 
A construção ativa transitiva encontrada nos exemples ccno 
(5.54.) João matou a raposa 
pode ser gerada pela aplicação do predicado de dois lugares, ou 
operador, a dois operandos, ou termos, a-tiaposa e João. A ope-
ração aplicacional se realiza em dois passos: 
1Ç passo: aplicando o predicado de dois lugares a um termo, ob-
temos o predicado de um lugar como resultado. No exemplo, matou 
é aplicado ao termo a-Aaposa, gerando o predicado de um lugar 
matou-a-fiapos a. 
29 passo: aplicando o predicado de um lugar a um termo, obtemos 
uma expressão que é uma sentença. No exemplo, matou-a-fiapo s a é 
aplicado ao termo João, gerando a sentença 
(5.54.) João matou a raposa. 
Assim, quando analisamos uma sentença em termos de opera-
dores e operandos, torna-se claro que cada expressão que resulta 
da aplicação de um operador aos seus operandos, pode ser consi-
derada ou como um novo operador (por exemplo, matou-a-fiapos a) ou 
como um operando. Assim, a sentença 
(5.54.) João matou a raposa 
é o operando na sentença 
(5.55.) Pedro sabe que João matou a raposa. 
Como(foi mostrado acima (cf. 3.1 ), a língua genotípica 
tem três classes de expressões: termos, sentenças e operadores. 
Termos e sentenças são simbolizados por a e ß respectivamente. 
Na Gramática Aplicacional, todos os tipos de expressões* derivam 
*É importante observar que a língua genotípica e uma língua de ti-
pos. A teoria de tipos foi criada por B. RÜSSEL52 e desenvolvida por CHUR-
CH9 como a teoria funcional de tipos. Conforme CHURCH, uma linguagem de 
tipos é uma linguagem de alto nível, onde qualquer categoria pode ser des-
crita por uma variável e não apenas os indivíduos, como nas linguagens de 
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desses dois tipos primitivos (a e ß) . Os tipos de operadores 
indicam a sua funcionalidade, isto é, sua capacidade de combinar 
com certas expressões para formar outras expressões. Para cons-
truir tipos, é introduzido o símbolo A. 
As regras que geram recursivamente todos os tipos de ex-
pressões são as seguintes: 
1. os tipos primitivos a e ß são tipos; 
2. se x e y são tipos, então Axy também é um tipo.* 
Por exemplo, a, ß, Aaß, AaAaß, AaAaAaß, Aaa, Aßß, etc., 
são tipos. 
Cada tipo de operador ê simbolizado pela cadeia prefixada 
por A, da forma Axy, onde x é o tipo de operando, y o tipo de resul-
tando, e A o símbolo que indica a funcionalidade do operador. 
Assim, o predicado matou em (5.54.) é um operador de dois 
lugares, cujo tipo é simbolizado por AaAaß. Este tipo indica 
que o operador transforma o termo a em um operador de um lugar, 
cujo tipo é Aaß. 
Os tipos ß, a, ou Axy são atribuídos ã cada expressão da 
língua genotípica. A aplicação de um operador do tipo Axy a uma 
expressão do tipo x, transforma esta expressão em uma outra ex-
pressão tipo y. (cf. a regra de aplicação em 3.1.1 ) 
É necessário introduzir agora as noções de termos primá-
rio e secundário que são importantes para a definição do concei-
primeira ordem, ou os indivíduos e os predicados, como nas linguagens de se-
gunda ordem. DOWTY, WALL e PETERS19 definem, o conjunto de tipos da seguinte 
maneira: 1. £ ë um tipo; 2. t ë um tipo; 3. Se a e b são tipos, então a,b 
ë um tipo. 
Nas linguagens de tipos, todas as categorias são relacionadas e semántica-
mente interpretadas de maneira sistemática. 
*Como se vê, as regras que geram o conjunto de tipos formuladas por 
SHAUMYAN, diferem ligeiramente das de DOWTY. Essas regras sao as mesmas que 
foram formuladas acima para o conjunto de semions, Nesta teoria de passivi-
zação^ê dispensável a^distinção entre os níveis de semions e epissemions -
que são tipos. A noção geral de tipo ë suficiente. 
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to de voz, usando o conceito de tipo: 
(i) Se o tipo de X é Aaß e o tipo de XY é ß, então Y é chamado 
de termo primário; 
(ii) Se o tipo de X é AaAaß e o tipo de XY é Aaß , então Y ë 
chamado de termo secundário', 
(iii) Se o tipo de X e AaAaAaß e o tipo de XY é AaAaß,então Y é 
chamado de termo ierclãrlo . 
Na construção ativa transitiva, temos dois termos: o pri-
mário e o secundário. Seja P 2 um predicado de dois lugares, e 
1 2 
T e T , dois termos : a construção ativa transitiva e derivada 
por meio de duas aplicações sucessivas: 
(5.56.) P 2 T 2 
2 1 (P2T^)TX 
5.6.7 Construções passivas sem e com agente 
Usando a noção técnica de tipo, podemos explicar com maior 
precisão a geração de construções passivas sem e com agente. 
Do predicado transitivo ativa P 2 {matou) , com o tipo AaAaß, 
derivamos o predicado converso CP2,com o mesmo tipo. Aplicamos 
este predicado converso CP2 a um termo não-especif içado <(> , cujo 
tipo é a. Obtemos/dessa maneira, o predicado passivo de um lugar 
CP2<Do ( {¡ol-morta.) , cujo tipo é Aaß. Finalmente, aplicamos o 
predicado passivo CP2<|>0 a o termo T (a-raposa), obtendo passiva 
sem agente 
(5.57.) (CP2c|>o)T (A-raposa-fol-morta) . 
Essa construção será representada pela árvore: 
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(5.58.) AAaAaßAaAaß: C ..AaAaß: P 2 
AaAaß: CP2 a: <|> o 
Aaß: (CP0<f> ) a:T ¿ o 
ß : (CP«(J) ) T 2 o 
A construção com agente é derivada do mesmo modo, sendo o 
agente introduzido considerado um modificador do predicado pas-
sivo. A modificação do predicado é analisada em termos do ope-
rador a) (realizado como as preposições poh em português, by em 
inglês, pah. em francês, o caso instrumental em russo, os casos 
obliquos em outras línguas, etc.) que é um transpositor com o 
termo T"*" (João) como seu operando. 0 resultando da ação de w 
sobre T^ é um modificador do predicado (operador), cujo operando 
é um predicado e cujo resultando também é um predicado. 0 tipo 
de w é: AaAAaßAaß. 
0 tipo do resultando 'wT1, é AAaßAaß. 
0 resultando ' wT"'"' (poh-João) é aplicado ao predicado pas-
sivo Cp2^o (ioi-mohta) , produzindo o 'predicado passivo modifi-
cado1 ( üjT"'") (CP24>0) ( {¡oi-mohta-poh- João ) . Como nas construções 
sem agente, este predicado passivo (modificado) é aplicado ao 
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termo T (a-h.apo¿a) , produzindo uma passiva com agente: 
(5.59.) ( (üoT1) (CP2(j)o) )T2 
( A-siapo-ô a- fo-í-mohta-po h- João ) . 
Esta construção ê representada pela seguinte árvore: 
(5.60.) AAaAaßAaAaß : C AaAaß: P 0 
AaAAaßAaß a:1]?1 AaAaß: CP2 a:(!)o 
AAaßAaß: wT1 Aaß: CP0c(> 2 To 
Aaß: (wT1) (CP24>o) a:T2 
3: ( (tüT1) (CP24>0) )T2 
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Comparemos agora as estruturas das construções passivas 
sem e com agente: 
2 (5.61.) sem agente: (CP„<|> )T ¿ o 
1 2 com agente: ( (wT ) (CP9<f> ))T 6 0 
Temos um paralelismo completo entre as duas construções, 
visto que a passiva com agente é obtida a partir da passiva sem 
agente através da modificação do predicado passivo básico CP2<I>0. 
Esta análise das duas construções mostra claramente por que a 
construção sem agente ë básica e a com agente ë derivada, e como 
o modificador ë introduzido na passiva com agente. 
Generalizando mais, a passiva (sem ou com agente) ë obti-
da pela aplicação do predicado passivo (ou não-modifiçado, ou 
modificado pelo termo que denota um agente) a um termo. 
A diferença dos outros trabalhos lingüísticos, que usam 
as noções tão vagas como "escolha opcional", ou tais conceitos 
irrelevantes como "apagamento", esta análise e sua representação 
formal apresentam uma visão unificada dos dois tipos da constru-
ção passiva, tornando possível a solução de vários problemas en-
volvidos na passivização. 
5.6.2 Redução format da construção passiva com agente. 
Como se relacionam uma passiva com agente e uma constru-
ção ativa na análise de SHAUMYAN? Consideremos: 
(5.59.) A raposa foi morta por João. 
(5.54.) João matou a raposa. 
0 primeiro passo é achar uma forma normal 'equivalente' â 
representação da sentença. A 'forma normal' ë uma fórmula do 
genotipo que não pode ser reduzida a nenhuma outra fórmula. A 
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'forma normal' é um axioma, do qual é possível derivar todas as 
representações genotlpicas das sentenças que se encontram em re-
lações parafrásticas. 
Então, o problema acima pode ser reformulado: 
Qual é a forma normal, ou axioma, que determina a família 
de sentenças parafrásticas, da qual a construção com agente é um 
membro? 
SHAUMYAN introduz uma regra chamada de 'regra da passiva 
com agente [regra-PAj 1 que efetua a redução da passiva com agen-
te a sua forma normal correspondente, que é a construção transi-
tiva ativa. 
A regra de redução é baseada na relação de redução: 
(5.62.) (wT) (CP2<J>0) o CP2T 
Esta redução (redução -ß na lógica combinatoria) especi-
fica o comportamento do operador 'oiT' sobre seu operando CP2<t)C) e 
gera o seguinte esquema de equivalência (Regra-PA): 
(5.63.) (wT1) (Ctt2<}>0) = C t^T 1 Regra-PA 
onde n2 ê a variável do predicado de dois lugares. 
Com esta equivalência, podemos substituir cada ocorrência 
de predicado passivo modificado pela resultante da ação do ope-
rador 'üüT' sobre seu operando C t t 2 ^ 0 * 
A regra-PA afirma que a ação do modificador do predicado 
passivo (o predicado de um lugar) produz outro predicado de . um 
lugar, onde o termo T toma o lugar do termo não-especifiçado. 
Esta equivalência ê a tradução da noção intuitiva de 'contrapar-
te funcional) na notação da Gramática Aplicacional. 
A expressão: 
(5.64.) (uT) (CP2<f»o) 
é, por definição, uma expressão aplicacional que é um programa 
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dz opzfiação ainda não executado. Neste programa de operação são 
representados apenas o operador wT e seu operando CP2<Í>0. Quando 
o programa é executado, isto é, quando a operação é realizada, 
obtera-se o resultando da operação CP2T, o qual, formalmente, de-
pende apenas do operador e do operando. A redução estipula as 
propriedades especificas deste resultando. Na redução, o ele-
mento ã esquerda é o programa da operação e o elemento à direita 
é o resultado da operação. A redução UVt>Z representa a ação do 
operador U sobre o operando V, produzindo o resultando Z. 
A redução proposta para a passivização, expressa apenas a 
ação do operador wT sobre seu operando C P 2^ 0' dessa operação resul-
tando o predicado de um lugar CP2T(do mesmo tipo que o predicado pas 
sivo). 
Podemos agora relacionar a construção passiva com a ativa 
correspondente por meio da seguinte derivação: 
(5.65.) 1. ( (wT1) (CP24» ) )T2 
2. [(coT1) (CP2<J> ) = C P ^ 1 ] [Regra-PA] 
3. CP 2T 1T 2 1, 2 2 1 
4. P 2T T C 
Em 1, é postulada a representação da construção passiva 
com agente, por exemplo, 
(5.66.) Maria foi amada por João, 2 1 
com M afila s T , pofi Joao = <oT e fol-amada = CP2<¡>0. Em 2, e a-
plicada a [Regra-PAj . De 1 e 2, usando o Modus Ponens, obtemos 
o passo 3: o 'predicado modificado com agente' é substituido por 
seu resultando. Em 4, temos o resultando da redução por meio do 
combinador C. 
Dessa maneira, a construção passiva com agente ê relacio-2 1 
nada com a ativa transitiva P 2T T . A relaçao entre a passiva 
com agente e a ativa transitiva pode ser anotada como 
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(5.67.) ( (WT1) (CP2<J>0) )T 2 + P 2 T 2 T 1 
2 1 -
onde significa 'e relacionado com'. P 2T T e a forma normal 
para a passiva com agente. 
A passiva sem agente é relacionada, por sua vez, com sua 
forma normal que é a construção ativa sem agente: 
(5.68.) (CP2<J>o)T2 + P 2T 20 Q 
Generalizando a formalização da construção passiva, apre-
sentaremos todas as construções passivas possíveis: 
(5.69.) construção passiva sem agente 
a, 
. C(KP^)<{>0 (al.) Es wird getanzt. 
lit.: * 1 Foi dançado'. 
2 c. C(KP~T ) d> (rus.) Korovu ubilo. ¿ o 
lit.: *'Foi morto ã vaca'. 
3 2 d. C(P^T H Q T 0 beijo foi dado a Maria. 
2 3 
e. CÍCP^T ) <j)QT (ingl.) John was given the money, 
(5.70.) construção passiva com agente 
2 CP2«()oT Maria foi beijada. 
b, 
a. 1 2 (o)T ) (CPptj) ) T Maria foi beijada por João. 
£ O 
b. (toT1) (C (KP^ <}>o) (al.) Es wird von allen Kindern getanzt. 
lit.:* 'Foi dançado por todas as 
crianças'. 
1 2 c. (ü)T ) (C (KP-T ) t)) ) (rus.) Korovu ubilo molnijej. ^ 0 
lit.: *'Foi morto â vaca pelo raio! 
1 3 2 d. (ü)T ) (C(P3T ) tf» )T 0 beijo foi dado a Maria por Joao. 
1 2 3 e. (üjT ) (C.ÍCP^T ) <J> ) T (ingl.) John was given the money 
by Mary. 
Em (5.69.) e (5.70.), as estruturas b., c. e e. são agra-
maticais ("não-realizãveis") em português. 
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Como se vi, em todas as construções passivas, os predica-
dos passivos caracterizam-se por 
a. um predicado converso que se aplica a 
b. um termo nao-especifiçado 4> . 
Quando o agente ë lexicalizado, ele é representado pelo 
modificador do predicado passivo wT1. 
Generalizando mais, podemos apresentar os predicados pas-
sivos da seguinte maneira: 
(5.71.) a. Ctt ~<f> 2To 
sem agente 
b. (WT) (Ctt2<|>0) 
com agente 
2 3 2 
onde t t2 e um dos predicados P 2, K P ^ KP2T , P 3T , CP3T . 
As noções de predicado conve.su o e de termo não - e.s pedal-
eado são, na Gramática Aplicacional, conceitos universais neces-
sários para a definição de passivização. 
A Gramática Aplicacional permite introduzir a lei geral 
de redução por conversão abstrata para línguas acusativas e er-
gativas (estas últimas não foram analisadas neste trabalho): 
(5.72.) Ctt0X1X2 í> ïï-X^X1 2 a 2 ß a 
onde 3 é o caso marcado, correspondente ao caso a não-marcado. 
Nas línguas acusativas, 3 ë o caso acusativo e a é o caso nomi-
nativo; nas línguas ergativas, 3 ë o caso ergativo e a ë o caso 
absolutivo. 
Para finalizar, apresentaremos o quadro comparativo de 
estruturas frasais em línguas acusativas e ergativas, de acordo 
com DECLÊS, GUENTCHÉVA, SHAUMYAN (p. 96)17: 
(5.73.) Línguas Acusativas Línguas Ergativas 
1. Construções ativas 1 ' . Construções ergativas 
P 0T 2 T 1 nom P' U 2 U1, 2 ac 2 erg abs 
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2. Construções passivas 21. Construções antipassivas 
(CP~<j> )T2 A (CP' <{> )U2 . 2To nom 2ro abs 
P a 
( (toT1) (CP0<f> ))T2 ( (wU1) (CP'<j> )U2 . 2To nom To abs 
onde : 
1 2 ~ + T T são termos em línguas acusativas; 
1 2 
U U são termos em línguas ergativas; 
a é agente e 
p é paciente. 
5.7 Resumo da hipótese de. SHAUMYAN sobre a passivização . 
Esta hipótese usa a noção de conversão. A conversão não 
é definida como relação entre duas relações (a relação R(x,y) e 
sua conversa R'(y,x)), mas através de um operador abstrato, cha-
mado operador de conversão e representado pelo símbolo C. Usan-
do este operador, torna-se possível derivar o predicado de dois 
lugares (complexo) do predicado de dois lugares mais básico, não 
sendo preciso assumir a simetria (e, portanto, a equivalência) 
entre as construções geradas por estes dois predicados. 
Mais precisamente, o predicado converso é um predicado 
complexo derivado do predicado de dois lugares básico dado (o pre-
dicado transitivo). Dado P 2 como predicado básico, é derivado o 
converso, aplicando-se o combinador de conversão C a P2- Como 
resultado, obtem-se um predicado novo, chamado predicado conver-
so e representado por CP2- Este predicado converso também é pre-
dicado de dois lugares. Agora, usando o predicado converso CP9, 
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pode ser construída uma expressão (interpretada como relação), 
aplicando-se este predicado a dois sucessivos operandos X e Y, o 
que resulta em CP2XY. A relação mais simples é construída inde-
pendentemente, aplicando-se o predicado básico P 2 diretamente aos 
dois operandos sucessivos Y e X, donde resulta P2YX- A primeira 
relação é relacionada com a segunda por meio da metaregra de re-
dução 
(5.74.) Ctt2XY t> TT2YX 
onde ir2 ê uma variável formal do predicado de dois lugares. Cada 
redução particular tem a regra 
(5.75.) CP2XY > 2YX 
que i obtida, substituindo a variável formal t t2 pelo predicado 
específico P2-
A regra de redução especifica a ação do combinador de con-
versão C, permitindo reduzir a expressão com C a uma expressão 
mais simples sem C. A expressão mais simples é chamada de.forma 
normal (da expressão complexa com C). 
De acordo com a hipótese de conversão abstrata, o predi-
cado converso é derivado do predicado básico, mas a expressão 
construída com o predicado converso não é derivada da expressão 
construída com o predicado básico. Dessa maneira, a primeira ex-
pressão (chamada conversa) é apenas Aelac-io nada com a segunda ex-
pressão (chamada básica) pela regra de redução (orientada). Esta 
regra de redução não implica na simetria (equivalência) entre as 
duas relações representadas pelas expressões ã esquerda e ã di-
reita de f> : CP2XY l> P2YX 
Representemos as diferentes construções pelo 'diagrama 
comutativo': 
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• 76 . ) P 2 -
I 
P2YX ^  CP2XY 
regra de redução 
As duas linhas horizontais indicam respectivamente a de-
rivação do predicado converso e a regra de redução associada; as 
linhas verticais indicam as construções com o predicado P 2, para 
os operandos Y e X, e com o predicado CP2, para os operandos X 
e Y. 
Da formulação da hipótese de conversão abstrata segue que 
1. apenas o predicado converso é derivado do predicado básico, e 
não vice versa; 
2. a relação conversa não é derivada, mas apenas relacionada com 
a relação básica. 
Os traços mais importantes que caracterizam a formulação 
da passivização apresentada por SHAUMYAN são os seguintes: 
- o predicado passivo não é o predicado converso mas é derivado 
do predicado converso que, por sua vez, ê derivado do predicado 
transitivo; 
- o predicado passivo é construído com um termo não-especifiçado; 
- a construção passiva não é derivada, mas gerada independentemen-
te das construções transitivas e pode ser relacionada com estas 
por meio da regra de redução. 
Na sua hipótese de passivização, SHAUMYAN afirma que 
- as construções passivas são geradas independentemente das cons-
truções ativas e podem ser relacionadas com as ativas por meio 
de uma regra de redução; 
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- as passivas sem agente sao estruturas básicas, enquanto as 
passivas com agente são consideradas expansões das passivas sem 
agente; 
- a ativa transitiva com agente especificado ou a ativa transi-
tiva com agente não-especifiçado têm as mesmas estruturas sintá-
ticas: a "ativa plena" atribui seu padrão sintático ã ativa com 
agente não-especifiçado. 
(5.77.) ( 1 equivalência 
t < * I 1 
. Ativa de estruturas I Ativa c/agente Nao-especifiçado • 
, ' . i J -V 1 smtaticas ^ 
(redução) 
(redução) i! 
1 I ü 1 
I Passiva c/Agente ! expansão i Passiva s/Agente ¡ i i _ i L J L J 
r 
A hipótese não requer tais noções como apagamento, 'esco-
lha o peto nal' ou primazia da construção ativa. No entanto, esta 
teoria pode ser vista como uma teoria hierárquica com níveis di-
ferentes, sem adoção da primazia das ativas, ou da 'escolha op-
cional'. Os predicados passivos são considerados derivados dos 
ativos. Como conseqüência disto, as construções ativas são ge-
radas no primeiro nivel e as passivas, no segundo nível; a pas-
siva é relacionada com a ativa, e as construções ativas são con-
sideradas 'formas normais'. 
Assumindo que a passiva sem agente ê mais básica do que a 
passiva com agente, explica-se por que certas línguas têm apenas 
as passivas sem agente. Supondo que a construção passiva com a-
gente é gerada por meio de uma operação-modificação suplementar 
do predicado passivo, explica-se o fato de as passivas com agen-
te serem usadas menos freqüentemente do que as passivas sem agen-
te. 
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Assumindo que as construções passivas não são derivadas 
das ativas, fica explicado por que seus domínios se sobrepõem, 
mas não se incluem. Descrevendo as construções ativas transiti-
vas com agente não-especifiçado apenas como conth.apa.htes poten-
ciais das passivas sem agente, sem assumir a primazia da ativa 
sobre a passiva, explica-se o fato de que as construções ativas 
transitivas com termo não-especifiçado se realizam em certas lín-
guas, enquanto em outras não. 
Da hipótese de conversão abstrata segue que a phimeiha 
função da passivização é a remoção do agente, o que implica na 
existência de um agente não-especifiçado que pode - ou não - ser 
lexicalizado. 
A segunda, função da passivização é a topicalização do não-
agente. Finalmente, a tehc.e-Lh.OL função da passivização ë a foca-
lização do agente, quando este é lexicalizado. 
A Teoria Formal de Passivização de SHAUMYAN formaliza as 
noções intuitivas das construções transitivas e intransitivas e 
das construções passivas com e sem agente. A teoria de SHAUMYAN 
estabelece as relações não-simétricas entre as construções ativa 
e passiva e mostra o paralelismo formal entre as construções pas-
sivas das línguas acusativas e as construções anti-passivas das 
línguas inacusativas (ergativas). 
Deixamos fora da nossa análise as construções passivas 
com marcadores reflexivos do tipo: 
(5.78.) a. Os livros (se) vendem bem. 
b. Knigi prodajuts'a xorosho (rus.) 
Ë possível demonstrar que as construções reflexivas com o 
significado passivo sempre envolvem a conversão do predicado. 
Entretanto, nas passivas reflexivas o agente não ë implicado,en-
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quanto nas passivas com participio, como vimos, ele geralmente é 
implicado. 
Neste trabalho, a análise da construção passiva foi feita 
em termos do cálculo genotípico "estrito" e universal, onde os 
tipos são interpretados apenas como objetos gramaticais. Ê no 
cálculo "ampliado", onde entram as constantes a, 1, o, p, nos 
índices inferiores dos termos, que esses termos receberão a in-
terpretação como substantivos em seus diversos papeis situacio-
nais. 
Consideremos as sentenças: 
(5.79.) a. A vaca foi morta pelo raio. 
1 2 b. Korova utiba molnijej (wT )(CP2<j> )T 
(5.80.) a.*A vaca foi morto pelo raio. 
1 2 b. Korovu ubilo molnijej (ü)T )(C(KP2T )<pQ) 
(5.81.) a. João foi morto por Paulo. 
1 2 b. Ivan tub it Pavlom (o)T ) (CP2<f> ) T 
Todas essas construções passivas são relacionadas com a 
2 1 
mesma construção ativa transitiva (forma normal) P 2T T . Entre-
tanto, as sentenças (5.79.) e (5.80.) remontam ao mesmo axioma 
semântico, enquanto suas relações gramaticais são diferentes: 
(5.79.)' ' (wT1) (CP„cf> )T2 + P - t V R t V ¿ 0 ¿ lo 1 o (5.80. y ' (wT1) (C(KP0T2) <J> ) + P„T2T1 + R T 2T 1 2 0 2 lo 1 o 
Por outro lado, as sentenças (5.79.) e (5.81.) são cons-
truções gramaticalmente idênticas que remontam aos axiomas se-
mânticos idênticos com traços semânticos diferentes.(cf. 3.2.1 ) 
(5.79.)' ' (wT1) (CP0<|> )T2 + P_T 2T 1 + R T 2T 1 + R t V ¿ 0 ¿ lo 1 o l.o 1 o IP I P 
(5.81.)' ' (wT1) (CP0<{> )T2 -V P„T2T^ + R T 2T 1 + R T 2T 1 2 0 ¿ - -lo I o lo 1 o 
IA I A 
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Feito o cálculo "ampliado", se passará para o cálculo fe-
notlpico. No componente semântico da gramática fenotipica, os 
axiomas são aproximados da lingua particular, através da introdu-
ção do morfema do radical e da subcategorização do verbo. O com-
ponente morfológico introduz os morfemas de gênero, número, etc. 
e outras características morfológicas da lingua particular. O 
componente fonológico realiza os morfemas fonológicamente. 
Como observamos acima, seria necessário um estudo especi-
al para analisar a construção passiva na gramática fenotipica do 
português, desenvolvendo o "algoíitmo" apenas esboçado por SHAU-
MYAN . 
6 CONSIDERAÇÕES F I N A I S 
Nesta dissertação, procuramos perseguir dois objetivos: o 
primeiro - mais estrito - é o de apresentar uma análise alterna-
tiva do fenômeno de passivização em português. 0 segundo obje-
tivo - mais geral - é o de apresentar a própria teoria de SHAU-
MYAN para os lingüistas brasileiros. Acreditamos que o conheci-
mento de mais (de) uma teoria de gramática pode ser proveitoso 
tanto no sentido de oferecer alternativas para o trabalho lin-
güístico, como no sentido de possibilitar um confronto critico 
com outra(s) teoria(s). 
A Gramática Aplicacional de SHAUMYAN desenvolvida na base 
da gramática categorial, da operação de aplicação e do sistema 
de combinadores representa um instrumento formal poderoso para 
definir noções lingüísticas básicas. Esta gramática permite fa-
zer uma análise alternativa que esclarece várias questões intrin-
cadas envolvidas na passivização e põe em evidência processos 
subjacentes a esse fenômeno. 
A Gramática Aplicacional pode parecer complicada, mas, na 
realidade, ela é muito simples. Esta afirmação soa paradoxal. 
Entretanto, a verdade ë que quanto mais simples são, do ponto de 
vista lógico, os elementos "de partida", mais longa se torna a 
cadeia dedutiva que une estes elementos fundamentais, abstratos, 
com a base empírica. 
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Resta-nos fazer algumas observações sobre as possíveis a-
plioações do modelo. Acreditamos que os conceitos das línguas 
genotípica e fenotipica podem servir de base teórica segura para 
os estudos tipológicos sistemáticos. A possibilidade de constru-
ção das chamadas "línguas híbridas", que incluem o componente 
gramatical da língua genotípica mais o componente lexical da 
língua fenotipica, permite o avanço das pesquisas na área de tra-
dução automática. 
O fato de a língua genotípica ser uma língua com tipos, a 
torna compatível com as linguagens de programação de alto nível, 
tais como, por exemplo, ALGOL, PL/1, PROLOG, LISP, etc. E,neste 
sentido, tanto a língua genotípica, como as linguagens de progra-
mação de alto nível opõem-se a outras línguas artificiais basea-
das no cálculo proposicional clássico ou no cálculo de predica-
dos clássico que são línguas livres de tipos. A língua genotí-
pica poderia ser usada, por exemplo, na Inteligência Artificial 
para codificar a informação necessária para a compreensão de uma 
língua natural pelo computador, ou como um meio de comunicação 
no diálogo homem/máquina, (cf. SHAUMYAN62) Os conceitos das lín-
guas genotípica e fenotipica seriam úteis nas simulações compu-
tacionais de fenômenos lingüísticos e assim tornariam a análise 
lingüística menos intuitiva e mais rigorosa. 
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