In this paper we propose a weighted simulated integrated conditional moment (WSICM) test of the validity of parametric specifications of conditional distribution models for stationary time series data, by combining the weighted ICM test of Bierens (1984) for time series regression models with the Simulated ICM test of Bierens and Wang (2012) of conditional distribution models for cross-section data. To the best of our knowledge no other consistent test for parametric conditional time series distributions has been proposed yet in the literature, despite consistency claims made by some authors.
Introduction
Time series models aim to represent conditional means, moments, and/or conditional distributions relative to the entire past of the time series involved, even if the model employs only a finite number of lagged conditioning variables. The past of the time series involved refers to all lagged dependent variables, as for example is the case for ARMA models, and possibly all present and past exogenous variables, as for example is the case for ARMAX models. The consistency and asymptotic normality of parameter estimators of time series models require various conditions on the model variables conditional on their infinite past. For instance, the asymptotic normality and asymptotic efficiency of maximum likelihood estimators hinge on the condition that the score vectors are martingale differences relative to their entire past. If the model is only correctly specified conditional on a finite number of past variables rather than on the whole past these results may not hold.
It is possible that the conditional mean or conditional distribution of a time series is correctly specified conditional on a finite number of lagged variables, but is incorrect when the infinite past is conditioned on. We will give an example in section 2. Therefore, to test the validity of a time series model specification consistently, we need to condition on the entire past of the time series involved.
In order to motivate our approach, consider the null hypothesis that a univariate time series Y t is generated by the following ARMAX(1,1) process:
where |β| < 1, |δ| < 1, β 6 = δ, U t ∼ i.i.d. N(0, σ 2 ), with X t ∈ R k an observable stationary vector time series process of exogenous variables. Then
hence, conditional on the σ-algebra F t−1
) generated by the one-sided infinite sequence {Z t−1−j } ∞ j=0 , and with θ = (α, β, γ 0 , σ) 0 , the distribution G t−1 (y|θ) of Y t is normal with conditional mean µ t−1 (θ) = α/(1− δ) + P ∞ j=0 δ j (β − δ, γ 0 )Z t−1−j and variance σ 2 :
Now let F t−1 (y) = E[I(Y t ≤ y)|F t−1
−∞ ] be the actual conditional distribution of Y t given F t−1 −∞ , and let Θ be the parameter space for θ. Then the null hypothesis to be tested is that H 0 : For some θ 0 ∈ Θ, Pr [sup y∈R |G t−1 (y|θ 0 ) − F t−1 (y)| = 0] = 1 against the alternative hypothesis that the null hypothesis is false:
H 1 : For all θ ∈ Θ, Pr [sup y∈R |G t−1 (y|θ) − F t−1 (y)| = 0] < 1.
As is well-known, these hypotheses can also be expressed equivalently in terms of conditional characteristic functions, as follows. Let respectively. The tricky issue of how to condition on the whole past will be dealt with along the approach in Bierens (1984) , by conducting a sequence of ICM tests b B n,m , say, where m is the number of lagged conditioning variables involved and n is the number of observations of the (vector) time series Y t involved. Each ICM test b B n,m is conducted similar to Bierens and Wang (2012) 0 and the corresponding empirical characteristic function implied by the estimated conditional distribution model for Y t . Given an arbitrary subsequence`n of the sample size n, the actual weighted ICM (WICM) test statistic is c W n = P`n m=1 ω m b B n,m , where ω m is a given sequence of positive weights satisfying P ∞ m=1 ω m < ∞. It will be shown that under H 0 , c W n d → W, whereas under H 1 , p lim n→∞ b B n,m /n > 0 for all but a finite number of m's, so that under H 1 , p lim n→∞ c W n 1 Here and in the sequel i denotes the complex number i = √ −1.
/n > 0. The distribution of W is case dependent. Therefore, critical values and/or p-values have to be derived via a bootstrap method. Since this test is based on characteristic functions, as in Bierens and Wang (2012) , it has the unique advantage that it is applicable to any type of conditional distribution; continuous, discrete or mixed continuous-discrete (for example Tobit type models), as long as the time series involved are strictly stationary. With some modifications this test can even handle singular conditional distributions, for example stochastic dynamic general equilibrium macro-economic models. This test is consistent against all stationary alternatives. To the best of our knowledge no other consistent test for parametric conditional time series distributions has been proposed yet in the literature, despite consistency claims made by some authors.
Conditional characteristic functions often do not have a closed form expression and then have to be computed numerically. To avoid this computational burden, we propose a Weighted Simulated ICM (WSICM) test where the conditional characteristic function of the estimated model is replaced with an simulated counterpart based on a single random drawing from this conditional distribution. The WSICM test has an easy-to-compute closedform expression, and all theoretical properties of the exact WICM test carry over.
This paper is organized as follows. Section 2 reviews the literature on time series specification testing. In Section 3 we state the maintained hypothesis on the data generating process and the parametric model. In Section 4 we discuss the identification of the alternative hypothesis via characteristic functions. In Section 5 we derive the asymptotic properties of our test under the null hypothesis. A simulated version of our test is proposed in Section 5. Finally, in Section 6 we will make some concluding remarks.
As to notations, the indicator function will be denoted by I(.), the vector norm ||x|| is the Euclidean norm ||x||
, where the bar denotes the complex conjugate. In the case x = a + i.b ∈ C with i = √ −1 this norm becomes the absolute value: |x| = √
x.x = √ a 2 + b 2 . The matrix norm ||A|| is the maximum absolute value of the elements involved, regardless whether the elements of A are real or complex valued. The double-arrow ⇒ indicates weak convergence.
2 Finally, we adopt the convention that the derivative of a function to a row [column] vector is a column [row] vector of partial derivatives. Recall that a test is called consistent if its power against any deviation of the null hypothesis approaches one as the sample size goes to infinity. However, most test require some maintained hypotheses on the data, so that the consistency concept is relative to these maintained hypotheses. For example, a time series specification test may be consistent against all stationary alternatives but not against nonstationary alternatives. The first consistent test for the specification of functional form of crosssection regression models was proposed by Bierens (1982) , and later named by Bierens and Ploberger (1997) the Integrated Conditional Moment (ICM) test. The key idea of the ICM test is that the null hypothesis is transformed to a testable sufficient and necessary equivalent hypothesis consisting of an infinite number of orthogonality conditions formed by products of model errors and special weight functions of the explanatory variables. The features of these weight functions are characterized by Stinchcombe and White (1998) . The ICM test was generalized to time series regression models by Bierens (1984) , De Jong (1996) and Bierens and Ploberger (1997) .
A necessary condition for the consistency of tests of time series hypotheses is that the information set conditioned on contains the entire past of the time series involved. In particular, for testing the functional form of time series regression models this condition implies that the null hypothesis involved is that the model errors are martingale differences with respect to the σ-algebra generated by this information set. For example, consider the AR(1) model
The condition for the validity of this model as the best one-step-ahead forecasting scheme for Y t is that U t is a martingale difference process with respect to the σ-algebra F
3 For example,
Of course, the latter implies that also E [Y t |Y t−1 ] = α + βY t−1 a.s., but not the other way around. We will discuss the literature using this AR(1) model as an example of the null hypothesis.
Most specification tests for regression-type time series models proposed in the statistical and econometric literature, including Bierens and Ploberger (1997) , only test implications of the martingale difference hypothesis rather than this hypothesis itself. To the best of our knowledge the only two exceptions are the ICM tests of Bierens (1984) and De Jong (1996) . Bierens (1984) proposed to compute a sequence of ICM test statistics b B m of the null hypotheses
where
), and then use P`n m=1 ω m b B m as the actual test statistic, where ω m is a sequence of positive weights satisfying P ∞ m=1 ω m < ∞ and`n is a subsequence of n.
De Jong (1996) has extended the approaches in Bierens' (1982 Bierens' ( , 1990 ) to an ICM test of the martingale difference hypothesis (3), as follows. He identifies the null hypothesis (3) versus the alternative
via the contents of a set S ⊂ R ∞ of the type
where Ξ is a compact metric space in R ∞ , and Φ is a bounded one-toone mapping. In particular, de Jong specifies
Under the null hypothesis (3), S = Ξ, whereas under the alternative, S is "almost empty". Therefore, a consistent ICM test of the null hypothesis (3) can be based on the integral
where the b U t 's are the regression residuals and n is the sample size. Hong (1999) proposed a test for time series independence using a generalized spectral density, where the autocorrelation function in the standard spectral density is replaced by the difference between the joint characteristic function and the product of two marginal characteristic functions. If there is pairwise independence, then these differences are zero. Su and White (2007) also use characteristic functions in testing serial independence. Hong and Lee (2005) test pair-wise independence of the regression errors, using the approach in Hong (1999) . However, independence of regression errors is too strong a condition for model validity because the only requirement for correctness of conditional mean time series models is that the model errors are martingale differences. Moreover, pairwise independence does not imply the martingale difference hypothesis. Escanciano and Velasco (2006) propose to test the martingale difference hypothesis using the same pairwise implications as those in Hong (1999) . The generalized spectral density they use is based on the covariance between the regression errors U t and particular functions of each of the lagged conditioning variables Y t−m . Thus, these authors test the null hypothesis sup m≥1 |E[U t |Y t−m ]| = 0 a.s. rather than the martingale difference hypothesis itself.
Dominguez and Lobato (2003) and Stute et al. (2006) propose tests of the hypothesis (4) for fixed m based on moment conditions of the form E
for all conformable nonrandom vectors y j . Before discussing the literature on testing the validity of parametric conditional distribution specifications for time series data, let us explain first what we mean by "validity", on the basis of the AR(1) model (2) augmented with the assumption
. The conditional distribution of this model given Y t−1 takes the form
where Φ is the c.d.f. of the standard normal distribution. This functional specification is correct for any stationary Gaussian process Y t because then (Y t , Y t−1 ) 0 has a bivariate normal distribution. As is well-known, in this case
for some σ, and U t and Y t−1 are independent. However, in general
For example, let Y t be the MA(1) process Y t = V t − γV t−1 with |γ| < 1, and V t Gaussian white noise with variance σ 2 V . Then
and
In testing dynamic distribution specifications, White (1987) used the fact that if the distribution is correctly specified, then the negative of the Fisher information matrix is equal to the variance of score function. Note that this equality is just an implication of the null hypothesis. Hence, accepting this equality does not necessarily mean that the null hypothesis is true, rendering this test inconsistent. Bai's (2003) test of the validity of conditional distribution models for time series is based on the well-known fact that for a univariate time series process Y t with absolutely continuous conditional distribution of the type (6),
Therefore, given the specification G t−1 (y|θ) of F t−1 (y), Bai proposes a Kolmogorov-type test based on an empirical process of the form
where b θ is a (quasi-) maximum likelihood estimator. To get an asymptotically distribution free test, Bai uses the Khmaladze (1981) martingale transformation, which yields a correction term b K n , say, such that under the null hypothesis,
Under the null hypothesis, V n converges weakly to a standard Brownian bridge. However, in the case of the incorrect null model (5)
is also uniformly [0,1] distributed for θ = p lim n→∞ b θ, but no longer independent. Then under some regularity conditions, V n still converges weakly to a limit process, although due to the dependence of U t this limit process is no longer a standard Brownian bridge. Thus, Bai's test is not consistent. Bai and Chen (2008) have extended Bai's (2003) test to vector time series processes. Corradi and Swanson (2006) use the same uniform transformation as in Bai (2003) to extend the conditional Kolmogorov test to time series. But instead of using the Khmaladze (1981) martingale transformation to get an asymptotically distribution free test, they used bootstrap critical values. Li and Tkacz (2006) propose a specification test based on a comparison of a parametric conditional density with a nonparametrically estimated conditional density function, weighted with a nonparametric kernel estimator of the density of the (finite-dimensional) vector of conditioning variables. They erroneously claim consistency of their test, even in the title of their paper. 4 To the best of our knowledge there does not yet exist a test for the validity of parametric distributions for time series data that is consistent against all stationary alternatives. In this paper we will propose such a test.
Data Generating Process and Model
Throughout we will assume that Assumption 1. The data generating process Y t is a strictly stationary p-variate vector time series process defined on a common probability space {Ω, F, P } , with a vanishing memory.
The latter concept is defined in Bierens (2004, Ch. 7) as follows. 
, which is the σ-algebra generated by
is the remote σ-algebra involved. The time series process Y t has a vanishing memory if for all sets A ∈ F −∞ , either P (A) = 1 or P (A) = 0.
As is well known from Kolmogorov's zero-one law, independent processes have a vanishing memory in this sense, but this property carries over to quite general stationary processes. See for example Bierens (2004, Ch. 7) . Moreover, under Assumption 1,
See Bierens (2004, Ch.7) . Furthermore, under Assumption 1 the stochastic properties of Y t are completely determined by the conditional distribution function
Let G t−1 (y|θ), θ ∈ Θ, be a family of parametric distributions of Y t conditional on F t−1 −∞ , where Θ ⊂ R k is a compact and convex parameter space. Thus, we do not consider models that involve exogenous variables, as in the ARMAX(1,1) case (1). The reason is notational convenience. The extension to models with exogenous variables is almost trivial and will therefore be left to the reader.
Furthermore, it is reasonable to assume that G t−1 (y|θ) is specified such that Assumption 2. For all θ ∈ Θ the support of G t−1 (y|θ) is the same as the support of F t−1 (y).
The null and alternative hypotheses involved are
respectively. It will be assumed that θ 0 has been estimated by maximum likelihood (ML), with ML estimator b θ, and that under H 0 all the conditions for consistency and asymptotic normality of b θ are satisfied. In particular, Assumption 3. Under the null hypothesis (7),
where U t ∈ R k is a martingale difference process with respect to the filtration F t−1 −∞ , satisfying the conditions of the martingale difference central limit theorem:
5 See for example McLeish (1974) .
The U t 's are of course the vectors of scores of the log-likelihood ln L n (θ), with
Under H 1 the estimator b θ is a Quasi ML (QML) estimator. It is a standard exercise to set forth mild condition such that b θ converges in probability to a point in Θ, namely the point θ * = arg max θ∈Θ lim n→∞ E [ln L n (θ) /n] . See for example White (1994) . Therefore, rather than stating these conditions we assume that 
Identifying the Alternative Hypothesis via Empirical Characteristic Functions
The null and alternative hypotheses can, in theory, be identified via the conditional characteristic functions of G t−1 (y|θ) and F t−1 (y):
respectively. As is well known, H 0 is true if and only if . Therefore, for the time being we will assume that Y t is a bounded time series process, because then we know where to look for possible discrepancies between ϕ t−1 (τ |θ) and ψ t−1 (τ ) .
However, although in principle ϕ t−1 (τ |θ) can be determined from the model distribution G t−1 (y|θ), it is difficult if not impossible to estimate ψ t−1 (τ ) consistently, as the latter may depend on the entire past {Y t−j } ∞ j=1
of the time series involved. The following lemma provides a solution to this problem.
Lemma 1. Let Assumptions 1, 2 and 4 hold, with Y t a bounded process. Denote
where Υ ⊂ R p is a hypercube centered around the origin of R p and θ * is defined by Assumption 4. Under H 1 , for all but a finite number of m's, S m+1 has positive Lebesgue measure.
Proof : Appendix. Of course, under H 0 the Lebesgue measure of S m+1 is zero. The result of Lemma 1 yields the following corollary. Denote Proof : Appendix. Note that by the law of iterated expectations,
This result suggests that a test for H 0 can be based on the empirical counterparts of ϕ m+1 (τ |θ) and ψ m+1 (τ ) :
Assumption 5. For each τ 0 ∈ Υ, R R p exp(i.τ 0 0 y)dG t−1 (y|θ) is a.s. continuous in θ ∈ Θ, where Υ and Θ are compact, then by the uniform weak law of large numbers for strictly stationary time series with vanishing memory (see Bierens 2004, Theorem 7.8(b) 
Hence by Assumption 4,
and thus 6 Together with the measurability conditions in Bierens (2004, Theorem 7.8(b) , condition (a)), which we will not make explicit.
Lemma 2.Under Assumptions 1-5, the boundedness condition in Lemma 1 and
for all but a finite number of m's.
The Weighted ICM Test and its Asymptotic Null Distribution
Consider the empirical process
where ϕ t−1 (τ 0 | b θ) is defined by (9) and Υ is a compact set in R p centered around the origin of R p . For given m, let
where µ m (τ ) is the uniform probability measure on Υ m+1 , i.e.
Weak convergence
In this subsection it will set forth conditions such that under H 0 , and for fixed m, b h n,m ⇒ h m , where h m (τ ) is a zero-mean complex valued Gaussian process on Υ m+1 , so that by the continuous mapping theorem,
As is well known 7 , the necessary and sufficient conditions for weak convergence are that b h n,m is tight and the finite distributions of b h n,m converge. The latter means that for arbitrary τ 1 , τ 2 , ...,
According to Billingsley (1968, Theorem 8.2) , the following two conditions are sufficient for the tightness of b h n,m : (a) For each η > 0 and each τ ∈ Υ m+1 there exists a δ > 0 such that
For each η > 0 and δ > 0 there exists an ε > 0 such that
Condition (a) is a pointwise stochastic boundedness condition, which holds if for each τ ∈ Υ m+1 , b h n,m (τ ) converges in distribution, hence this condition follows from condition (12). Condition (b) is also known as the stochastic equicontinuity condition, which is the difficult part of the tightness proof.
Eliminating the ML Estimator
To prove b h n,m ⇒ h m we first need to get rid of the ML estimator b θ in the expression (11), using Assumption 3, as follows. Write (11) as
7 See for example Billingsley (1968) or Van der Vaart and Wellner (1996) .
Next, assume that Assumption 6. Under H 0 the conditional characteristic function ϕ t−1 (τ |θ) defined by (9) is a.s. twice continuously differentiable on an open neighborhood Θ 0 ⊂ Θ of θ 0 with first and second partial derivatives satisfying
It follows from Assumptions 3 and 6 and Taylor's theorem that
where e θ 1 and e θ 2 are mean values satisfying°°°e θ j − θ 0°°°≤°°°b θ − θ 0°°°, j = 1, 2. Hence¯b
Note that the first O p term is due to
and the second O p term is due to the fact that by Assumptions 1 and 6 the weak law of large numbers applies:
Moreover, using Theorem 7.8(b) in Bierens (2004) it can be shown that
Thus it follows from Assumption 3 and (15) that
where the o p (1) term is uniform in τ ∈ Υ m+1 . Combining the results (14) and (18), b h n,m (τ ) can be written as
Tightness and Convergence Results
Note that pointwise in
for fixed m and n → ∞, where the latter is a bivariate zero-mean random vector. The same result holds for b h n,m (τ ). Similarly, it follows that Lemma 3. Under H 0 and Assumptions 1-6 the finite distributions of b h n,m (τ ) converge for each m ≥ 1.
Because b m (τ |θ 0 ) is uniformly continuous on Υ m+1 , it follows straightforwardly from (18) that b h 2,n,m (τ | b θ) is tight. Therefore, the tightness of b h n,m (τ ) follows from the following lemma. 
with φ m,t defined by (19). Thus by the continuous mapping theorem,
for each integer m ≥ 1, whereas under H 1 , p lim n→∞ b B n,m /n > 0 for all but a finite number of m's.
Weighted ICM Test
Recall that the weighted ICM test statistic takes the form c W n = P`n m=1 ω m b B n,m , where ω m is an a priori chosen positive sequence of weights satisfying P ∞ m=1 ω m < ∞, and`n is any subsequence of n satisfying lim n→∞`n = ∞.
To prove that under H 0 and the conditions of Theorem 2, c W n d → W, we need the following result. Proof : Appendix Combining this result with the results in Theorem 2 it follows trivially that Theorem 3. Under the conditions of Theorem 2, c
The Weighted Simulated ICM Test
The theoretical conditional characteristic function poses a computational challenge, because often conditional distributions have no closed-form expression for their characteristic functions. To cope with this problem, we propose a Weighted Simulated Integrated Conditional Moment (WSICM) test, similar to the i.i.d. case considered in Bierens and Wang (2012) , as follows. The idea is to replace the estimated conditional characteristic function ϕ t−1 (τ | b θ) in the empirical process b h n,m (τ ) defined by (11) with exp
whereỸ t is a random drawing from the estimated conditional null distribution G t−1 (y| b θ). Note thatỸ t has to be drawn from G t−1 (y| b θ) conditional on the actual past data. The process (11) now becomes
Note that b h S,n,m (τ ) = b h n,m (τ ) − e h S,n,m (τ ), where b h n,m (τ ) is defined by (11) and
Similar to the proof of Lemma 4 it can be shown that conditional on all past and future data, i.e., conditional on the σ-algebra
¢ , the process e h S,n,m is tight and is therefore tight unconditionally as well. Consequently, e h S,n,m converges weakly to a zero mean Gaussian process h * S,m , say. Moreover, denoting
which is similar to (19) but without the term
as well, where the latter is a zero-mean Gaussian process with covariance function
Furthermore, it is not hard to verify that h * S,m is independent of the Gaussian process h m in Theorem 2. Therefore, the following results hold. 
for fixed non-negative integers m, whereas under H 1 , p lim n→∞ b B S,n,m /n > 0 for all but a finite number of m's.
It is also easy to verify that Lemma 5 carries over. Consequently, Theorem 3 carries over to the WSICM test.
Theorem 5. Choose the sequences ω m and`n as before. Under the conditions of Theorem 3, c
Standardization and Bounded Transformation
The assumption that the process Y t is bounded is not restrictive because without loss of generality we may replace Y t and e Y t by bounded one-to-one transformations Φ (Y t ) and Φ( e Y t ), respectively. However, as argued in Bierens and Wang (2012) for the cross-section case, it is important for the preservation of the finite sample power of the WSICM test to standardize the variables involved before transforming them by a bounded one-to-one mapping Φ, as otherwise some or all the components of Φ (Y t ) and/or Φ( e Y t ) may become approximately constants. In particular, Bierens and Wang (2012) propose to standardize each component Y j,t of Y t by Y j,t = σ −1 j,n (Y j,t − µ n,j ) , where for example µ j,n is the sample mean of the Y j,t 's and σ j,n is the corresponding sample standard error, and then taking the arctan (.) transformation.
An alternative way to choose the location and scale parameters µ j,n and σ j,n , respectively, proposed by Bierens and Wang (2012) is to base them on empirical quantiles of the Y j,t 's such that, for example, (1/n) P n t=1 I(|Y j,t | ≤ 1) ≈ 0.9. The reason for the latter is that the arctan(.) function has still substantial variation on the interval [−1, 1]: min −1≤x≤1 darctan(x)/dx = 1/2. However, adopting the same standardization procedures in the time series case would create additional dependence between Φ (Y t ) and Φ (Y t−m ) due to the data dependent common location and scale parameters. To avoid this problem, we propose to standardize each component Y j,t of Y t by
for example, where µ j,t−1 and σ j,t−1 are functions of Y j,1 , ..., Y j,t−1 only, and then taking the arctan transformation:
For example, choose
for t ≥ 2 and µ j,t−1 = 0, σ j,t−1 = 1 for t ≤ 1. Alternatively, as motivated by Bierens and Wang (2012) , choose
for t ≥ 2 and µ j,t−1 = 0, σ j,t−1 = 1 for t ≤ 1, where
say, with corresponding specification
Therefore, all our asymptotic results carry over if we replace Y t and e Y t by (23) and (24), respectively.
Concluding Remarks
This paper extends Bierens (1984) weighted ICM test for functional forms of conditional expectation models to a test for the validity of parametric specifications of conditional distribution for stationary time series data, along the approach in Bierens and Wang (2012) . The test is done by conducting a sequence of simulated ICM tests as proposed by Bierens and Wang (2012) for cross-section data, with an increasing number of lagged conditioning variables. The actual test statistic is a weighted sum of these simulated ICM test statistics. This test is consistent against all stationary alternatives. To the best of our knowledge no other consistent test for parametric conditional time series distributions has been proposed yet in the literature, despite consistency claims made by some authors. Finally, similar to Bierens and Wang (2012) it can be shown that this test has nontrivial power against √ n-local alternatives.
Appendix

Proof of Lemma 1
It is well-known [see for example Theorem 3.12 in Bierens (2004) ] that pointwise in τ 0 , In its turn this result implies that with positive probability the conditional distribution of e Y t given F t−1 t−m , is unequal to the conditional distribution of Y t given F t−1 t−m , so that the joint distribution of ( e Y t , Y t−1 , ..., Y t−m ) 0 is unequal to the joint distribution of (Y t , Y t−1 , ..., Y t−m ) 0 , and so are the corresponding characteristic functions:
Now suppose that the set S m+1 = {τ ∈ [−c, c] m+1 : |ϕ m+1 (τ |θ * ) − ψ m+1 (τ ) | > 0} has zero Lebesgue measure. Then by the boundedness of ( e Y t , Y t−1 , ..., Y t−m ) 0 and (Y t , Y t−1 , ..., Y t−m ) 0 it follows that ϕ m+1 (τ |θ * ) = ψ m+1 (τ ) for all τ ∈ R m+1 , which contradicts (25). This proves Lemma 1 for the univariate case. The multivariate case follows similarly.
Proof of Theorem 1
Again, let Y t be a univariate time series and let e Y t be a random drawing from G t−1 (y|θ * ). If Y t is bounded then Theorem 1 follows straightforwardly from Lemma 1 and its proof. Therefore, suppose that Y t is not bounded.
Let Φ(y) be the logistic distribution function, Φ(y) = (1+exp(−y)) −1 , for example, which has inverse Φ −1 (u) = ln(u/(1−u)), u ∈ (0, 1). Let G t−1 (u|θ * ) be the conditional distribution of Φ( e Y t ) given F t−1 −∞ , i.e. 
and similarly,
is the conditional distribution of Φ(Y t ) given The proof of the multivariate case is similar.
Proof of Lemma 4
We 
