A linear functional errors-in-variables model with unknown slope parameter and Gaussian errors is considered. The measurement error variance is supposed to be known, while the variance of errors in the equation is unknown. In this model a risk bound of asymptotic minimax type for arbitrary estimators is established. The bound lies above that one which was found previously in the case of both variances known. The bound is attained by an adjusted least square estimator.
Introduction
Suppose that a linear functional errors-in-variables model is given, with known measurement error variance and unknown variance of errors in the equation. Then there exists a natural modi cation of the least squares estimator, see e. g. Cheng and Van Ness (1999), p. 85, which is consistent and asymptotically normal. We call it an adjusted least squares (ALS) estimator due to the paper Cheng and Schneeweiss (1998) , where it was developed in a more general setting, namely for a polynomial regression.
A natural question arises about asymptotic e ciency of such an estimator. A result of the asymptotic minimax type for estimation in the linear functional errorin-variables model with both variances known has been obtained by Nussbaum (1984) and by Hasminskii and Ibragimov (1983) . It was shown there that the bound of H ajek type is attained by the maximum likelihood estimator.
In the present paper we follow the line of Hasminskii and Ibragimov (1983) and establish such a boundfor the linear functional model with uncorrelated errors and unknown variance of the errors of the response variable. The asymptotic bound is attained by the ALS estimator. Thus the ALS estimator delivers the smallest possible averaged losses, and it is asymptotically e cient in the sense of Ibragimov and Has'minskii (1981) .
In the next section the linear errors-in-variables model is introduced and the ALS estimator is presented. It is shown that it is asymptotically normal uniformly with respect to designs from a certain class. In Section 3 the asymptotic minimax bound is given. In Section 4 it is shown that the boundis attained by the ALS estimator. The crucial calculations of the inverse Fisher information matrix in the corresponding linear structural model are given in the Appendix, as well as an auxiliary convergence result.
The ALS estimator in linear model
Consider a linear functional relationship with errors in the variables and without intercept term:
(1) i = 1 : : : n , where ( i i ) are i.i.d. random errors with Gaussian distribution. We suppose that ( i i ) h a ve the expectation 0 a n d covariance matrix i , see Cheng and Van Ness (1999) . Under normal distributions of errors, the denominator in (2) does not equal 0 a. s., therefore^ is well de ned by (2).
Hereafter we use the denotations for averaged values like = n ;1 P n i=1 i i , and similar ones. We w ant to show that the suitably normalized ALS estimators converge in distribution to the normal law uniformly with respect to , v and i 's (see the de nition and properties of uniform convergence in distribution in Ibragimov and Has'minskii (1981) ).
Introduce the class F n of admissible design points 
Sometimes we need additionally that lim n!1 inf n n ln n > 2:
Under (4) Proof. Substituting (1) in (2) 2 )= 2 also converges to 0 in probability uniformly for (n) 2 F n . Thus the denominator of (6) converges to 1 in probability uniformly for 
uniformly with respect to j j K,
2 F n , n 1, where 1 N(0 1).
Hereafter E v (n) denotes the expectation under the condition that , v and 3 Asymptotic minimax bound
Here we follow the line of Hasminskii and Ibraginov (1983) . In that paper it was assumed that v = 1. But now we consider the model (1) 
Here is a standard normal random vector in IR 3 , a n d E bwh denotes the expectation under the condition that in the model (11) = b, D 1 = w, D~ 1 = h.
For h > H, PHf~ under the root is canceled, see Hasminskii and Ibragimov (1983) . The additional summand 2 2 4 in (10) re ects the lack of information in the model (1) with unknown variance.
In the case of known v, the maximum likelihood estimator of attains the corresponding bound, i. e. it is asymptotically e cient in that case. We show now that in the case of unknown v, the ALS estimator attains the bound,but we prove it for bounded loss functions only. 
The function '(u) = u p A 2 +u 2 , u 0, is increasing, and 2 H, for
Therefore from (17) 
But it follows from (10) that actually in (18) equality holds, and the theorem is proved.
Thus we showed for the model (1) that the ALS estimator^ is asymptotically e cient in the sense of H ajek bound,i. e.^ attains the minimax bound (10). This means that, under suitable normalzation,^ has the least possible averaged losses from imprecise estimation of .
Appendix

Auxiliary matrix calculations
Consider a random vector X N(0 ) with probability density p. Lemma 
The probability density p of random vector (x y) depends upon the parameter Then max 1 k n 2 k has a d. f. F n (t), and the d. f. F n of n equals to F n (t) = F n (t ln n) n 2:
To prove (23) it is su cient to show that for each > 0, F n (2 ; ) ! 0 and F n (2 + ) ! 1 n ! 1 :
For t > 0 w e have F n (t) = (1 ; (1 ; F(t ln n)) 1 1;F (t ln n) ] n(1;F(t ln n)) = A Bn n :
Here A n ! e ;1 , n ! 1 , a n d lim n!1 B n = lim 
