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We describe the precise relationship between the local smoothness behavior of an 
integrable function and the asymptotic tail behavior of its Fourier transform. This 
has special relevance for probability and spectral density functions with a discon- 
tinuous mth derivative. Simply stated, if the function’s Fourier transform behaves 
asymptotically as the product of the Fourier series for a discrete complex measure 
and a regularly varying function, then an mth derivative of the function behaves 
at its discontinuities like the density of a regularly varying function. With side 
conditions, the converse also holds. ‘(;’ 1991 Academtc Press. Inc. 
1. I~TR00ucT10N 
This work demonstrates the precise relationship between local regular 
variation behavior of an integrable function and the behavior of its Fourier 
transform at plus/minus infinity. Specifically, let F be absolutely continuous 
and of bounded variation on ( - co, co), let f be its density and let ,f be its 
Fourier transform. For a regularly varying function s(t), as t + cc, we 
intend to discuss the near equivalence of statements uch as 
,l[m [F’“‘(x+ l/t) - F’“‘(x)]/s(t) = c, {x}, for all x (1.1) 
and 
(1.2) 
for appropriately determined functions c, , c , d, , and dp . Our results 
are Abelian-Tauberian theorems of the Karamata type, by which we mean 
that rates of convergence are determined precisely by the regularly varying 
function s. 
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Some results of this type for Fourier transforms have been given by 
Pitman [ 121 and by Soni and Soni [ 131 (c.f. Bingham, Goldie and Teugels 
[3, pp. 209, 24G-242, 336-3371). They state that regular variation in the 
tail of a monotone function is equivalent to regular variation at zero of its 
Fourier transform. Similar results in the same papers relate regular varia- 
tion of a distribution tail to its FourierStieltjes transform. A number of 
analogues for Fourier series may be found in papers cited by Bingham, 
Goldie, and Teugels 13, pp. 206-209, 237-2401, including early work of 
Zygmund [ 15, pp. 186-1911. All of these results relate the behavior of a 
function at infinity to the transform’s behavior at zero. Our results reverse 
the roles of function and transform. 
The results of Pitman and of Soni and Soni, however, apply to special 
cases of ours. They suffice to show that a density on [0, co) is regularly 
varying at zero, when its cosine and sine Fourier transforms are monotone 
regularly varying functions. One implication of our results, however, is that 
such densities have exactly one point, namely zero, at which they vary 
regularly with the maximum rate. If by singularity we mean a finite value 
at which the density is not infinitely differentiable, then the density is 
relatively more smooth at all nonzero singularities than at zero. 
Indeed, as this paper shows (and as (1. I ) and (1.2) suggest), integrable 
functions with multiple singularity points of the same order generally do 
not have regularly varying Fourier transforms. Rather, such a transform 
behaves as the product of a regularly varying function with an almost 
periodic function. The latter is the FourierStieltjes transform of a discrete 
complex measure over the set of singularities. 
Before stating our results, a few comments are in order. 
First, other approaches are common to the problem of “smoothness.” 
Classically, there are the results of Titchmarsh [ 14, pp. 115-l 181 (cf. also 
Kawata [S, p. 621) which bound the tails of the Fourier transform with a 
modulus of continuity. Zygmund [ 15, pp. 455471 and Kawata [S, p. 561 
consider analogues for Fourier series. These results concern very general 
classes of functions, imposing Lipschitz-type conditions (via the modulus of 
continuity) which are less stringent than local regular variation. On the 
other hand, they are one-sided and offer less precise conclusions than do 
our results. Boas [2] gives a two-sided result relating Lipschitz behavior of 
the transform to asymptotic behavior of the function. 
Another approach, familiar to probabilists, relates the existence of a 
finite probability distribution’s moments to Lipschitz conditions on its 
Fourier-Stieltjes transform (Kawata [S, pp. 4194271). Lukacs [ 111 more 
precisely equates the moments to known multiples of fractional derivatives 
of the characteristic function at zero. Our results instead relate tail 
behavior of the transform to derivatives of the distribution at all points. 
Second, a Tauherian theorem usually is defined as a result where the 
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behavior of a function is inferred from the behavior of its transform. Such 
results frequently require extra conditions, called Tauherian conditions. 
Converses are called Abelian theorems. Often, by using inversion formulas 
Tauberian theorems can be handled by Abelian results. Our Tauberian 
theorems, (i.e., the passage from (1.2) to (1.1)) are examples of this and 
require no Tauberian conditions. On the other hand, their Abelian conver- 
ses, which also use Abelian methods, require substantial side conditions. 
Our theorems, which are stated in the next section, can be summarized 
as follows. Theorem 1 is an Tauberian theorem which describes the local 
behavior of a function whose Fourier transform behaves asymptotically 
like the product of a regularly varying function and an almost periodic 
function. Theorem 3 is its Abelian converse. Theorem 2 and Corollary 2 are 
Abelian results for the special case analysed by Pitman and by Soni and 
Soni. Our results differ from theirs, however, by requiring a Tauberian con- 
dition on the local rather than on the asymptotic behavior and by the fact 
that the roles of function and transform are reversed. Corollaries 1 and 3, 
respectively, are the Tauberian and Abelian theorems for integrable func- 
tions with simple discontinuities. 
The significance of these results has been demonstrated in other work 
(Cline [4]) where we showed precisely how singularities in a probability 
density affect the efficiency of kernel estimators of the density. The espe- 
cially intriguing result was that the mean integrated squared error of kernel 
estimators for a density with multiple singularities (hence with a charac- 
teristic function having an almost periodic factor) has a theoretical ower 
bound smaller than had previously been suggested (determined using only 
the regularly varying factor). Similar results may be possible in describing 
the efficacy of other nonparametric estimators of a density as well as non- 
parametric estimators of a spectral density, of a regression function and so 
forth. 
Additionally, our results may find use in various other statistics and 
probability problems. Recently, Gray and Zhang [7] have described 
“quasi-periodic” time series, which (slightly generalized) means the correla- 
tion function behaves as the product of an almost periodic function with a 
regularly varying function. Our results indicate that such processes occur 
when the spectral density has singularities of the nature described above. 
These processes are noted to have “long memory” and an understanding of 
the relationship between spectrum and correlation may help in uncovering 
the statistical behavior of maxima (see, e.g., references for Berman, 
Rootztn, Mittal, and Ylvisacker, among others, in Leadbetter, Lindgren, 
and Rootzen [9]) and of sums (references in Eberlein and Taqqu [6]). 
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2. DEFINITIONS AND THEOREM STATEMENTS 
In this section we state the major theorems and corollaries. We start with 
a few basic definitions. All functions are measurable and complex valued 
with real arguments. 
If F is absolutely continuous, we generally represent its derivative with 
respect to Lebesgue measure by fand mth derivative by FCrn) orf’“‘- ‘I. For 
F of bounded variation, the Fourier-Stieltjes transform is expressed as$ If 
F is of bounded variation, the notation F{x}, F(x, y], etc., expresses the 
corresponding complex measure of the indicated set. 
Throughout the discussion, a real function r is said to be regularly 
varying at infinity with exponent y (r E R V ;F ) if 
lim r( yt)/r( t) = y?, for all y > 0. 
t -+ x 
The notation RVY denotes regular variation at zero: 
Ii; r( yx)/r(x) = y;‘, for all y > 0. 
We frequently refer to commonly known results about regularly varying 
functions; a suitable reference is by Bingham, Goldie, and Teugels [3]. 
Extending the concept, a complex function s, with real domain, belongs 
to RV,” if for some real valued r E RV.:, lim,, z s(t)/r(t) exists. Clearly 
this is equivalent to assuming IsI E RV.7 and lim,,, arg(s(t)) exists. 
Likewise, RV; is extended to include complex functions. 
We deal with complex functions which are Fourier-Stieltjes transforms 
of bounded discrete complex measures. Such functions are called almost 
periodic, although the term also applies to limits of such functions. 
We will start with the Tauberian theorem which infers local behavior of 
F from the tail behavior off 
THEOREM 1. Let F, D + , and D ~ be complex functions of bounded varia- 
tion with Fourier-Stieltjes transforms f, c?+, and &. Let s E RV T(,,,+ zJ, 
integer m30, O<cc< 1. If D, and D _ are discrete and ifx 2, , and 
rip satisfy 
lim If(t)/s(t)-d+(t)1 = lim I!((-t)/s(t)-&-t)l =0, (2.1) 
r-53 ,+m 
then FCm’ exists and is continuous. Furthermore, one of the following holds. 
(i) If0 < u < 1, then for every x, 
,“rn= tPm[F(m)(x + l/t) - F’““(x)]/s(t) 
+q”+‘e 
i(m+l+1)42D+{x} +e-i(m+Z+1)11/2Dp{X} 
2ZJ 1 + a) sin(an) 
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and 
lim tP’~[F’n”(,~ - l/t) - F”“‘(x)]/s(t) 
, - IX 
e -I’m+2+l’n/2D+{x} +e”“+“+l’“12Dm ix} 
2r( 1 + a) sin(cr7c) 
(ii) If’c( = 1, then ,for every x, 
,t; t-~“[F’“‘(x + l/t) - 2P’“‘(x) + F’“‘(x - l/t)]/s(t) 
=[(-i)m+1D+{X}+inz+‘D~~(x}]/2. (2.2) 
In particular, if d, and d._ are constant in Theorem 1, then F is 
“smooth” everywhere except at 0. Although the theorem concludes that 
F’“’ is regularly varying (from the left and right) at each singularity x,, it 
does not conclude that FCm’ has a density near xi. If in fact F’m’ has a 
density ,f’“’ which is monotone as x approaches xj from the right (left), 
f ‘m’ is also regularly varying at x, from the right (left). Other conditions on 
the density may also allow such a conclusion (see, e.g., [3, p. 421). 
In part (ii) of Theorem 1, where a= 1, we see that if 0+(x} or D-(x} 
are not zero, then some kind of “jump” is occurring at x. The theorem, 
however, does not give us specific information about behavior from the 
right or from the left. Indeed, our Abelian theorems suggest hat to deter- 
mine such behavior, it is necessary that we also have Dp = (- 1 )m+ ’ D, . 
In this paper we concentrate on the simplest and most readily described 
behavior, namely the case where we can take s(t) = t-,+ ‘. This 
corresponds to simple discontinuities in F”“+ I). To get the result, some 
second order behavior is also assumed. 
COROLLARY 1. Let F, D + , and D ~ be as in Theorem 1 with D ~ = 
(-,),,I D + . Assume that, for some 6 > 0, 
K, = sup Itl” It”+‘&+ci+(t)l <co. (2.3) 
Then F’“” is absolutely continuous and for every .Y 
lim [F’mt’) (x+1/t)-FF(m+“(~-l/t)]=(-i)m+‘D+{~}. (2.4) 
,+m 
We proceed to the Abelian theorems, which requires additional smooth- 
ness for certain functions. We thus have the following definition. 
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DEFINITION 1. Let f and Y be complex valued functions on ( - co, cc ). 
We say f E ZZZF if for some x0 > 0, 
41(u) = SUP SUP 
.f((u + u)x)-f(ux) 
Y s ‘0 0 < P < I r(x) 
is bounded and integrable on [ 1, co). 
Likewise, we say f E Z(ZZ’)y if for some x0 > 0, 
q*(u) = SUP 
sup f((u+v+~)X)--f((U+V)X)--f((U+~)X)+f(UX) 
x c io 0 < IV s L’ < 1 r(x) 
is bounded and integrable on [ 1, cc ). 
We also say that a sequence of functions f; are uniformly members of 
ZZZF (Z(ZZ’)f) if the corresponding qlj(qzj) may be uniformly bounded by 
a bounded integrable function. 
The class ZZZg is a proper subclass of OZZF (as defined by [3, p. 1291, 
except here x LO). Note that if F is the antiderivative off, then f E ZZZF xJ,x 
(2 implies FEZ(ZZ*)F. We do not attempt to characterize ZZZ: or Z(ZZ )F. 
Lemma 3 in Section 3, however, provides sufficient conditions for mem- 
bership in these classes and Lemma 4 demonstrates that such functions are 
necessarily smoother away from zero than at zero. The following special 
case has a major role in our theory. 
DEFINITION 2. We say FE QVZ if FE RVZ, O< E < 1, and FEZ(ZZ~)~.. 
Note that iff= F’ exists on (0, co), it is not necessarily regularly varying 
as a consequence of FE Q Vz. This requires an additional Tauberian 
condition on f, such as monotonicity (see also [3, p. 421). 
We can now state an alternative to the theorems of Pitman and Soni and 
Soni. No monotonicity is assumed and the results are valid for complex 
valued functions. Our theorems also have the advantage that they cover all 
cases and not just the case m = 0, 0 < a < 1. 
THEOREM 2. Suppose f has m derivatives, m 2 0, each integrable on 
[0, co], and f(“” is discontinuous at zero but vanishes on (-GO, 0). Assume 
either FCm) E QVE, for some tl E [0, 1) or f (m) E QV: (IX = 1). Then 
lim f(t)/F(l/t) = T(m + CY + l)e”“+“‘“‘* 
t- 3c 
and 
lim f(-t)/F(l/t)=T(m+cr+l)eCi’“+“‘“i2. 
1-7 
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Note that the Tauberian condition used in Theorem 2, F@) E QVZ, ensures 
that F’“’ is smoother at x#O than at x=0. When f has multiple 
singularities a similar result obtains, but uses more complicated side condi- 
tions (Theorem 3). For functions which do not vanish on (-co, 0), we 
have a corollary. 
COROLLARY 2. Suppose f has m integrable derivatives, m B 0. Let 
rl(x) = F(“)(x) - F’“)(O) and rz(x) = ,f’“‘(x). Assume either 
(i) r,EQVz, Odcc<l, rl(-x)EZ(Z72)F, and 
c=(-l)“+‘lim Il0 rl( -x)/r,(x) exists finite or 
(ii) r2 E QP’:, u = 1, r2( -x) E Z(ZZ’)F* and 
c=(-l)“lim.l, r2( -x)/r2(x) exists finite. 
Then 
lim Yf( t)/r,( l/t) = r( 1 + .)(eicm + “rr’2 + ce i(m + ‘)z,‘2) 
r--t x 
and 
lim tmf( - t)/r,(l/t) = IJl + cr)(e~““+“‘“‘2 + ce”“+“‘“‘2). 
t--t= 
In Theorem 2 and Corollary 2, the limiting behavior of the two tails of 
fdepends on c when O<a<l. Thus if one knows /=lim,,,j‘(-t)/‘(t) 
and 0 < a < 1, it is possible to determine c. If c1= 0 or 1, this is not possible, 
however, since then I = ( - 1)” + a for all c. This explains the need for the 
condition D ~ = ( - 1)” + ’ D + in Corollary 1. 
Our further interest is in functions whose m th derivafives are discon- 
tinuous at a countable number of points. The simplest, if somewhat limited, 
extension is the case that f satisfies 
fb) = f Cc,fo(x - -u,) - c-,fOC~j -.x)1 (2.5) 
j=l 
and f. satisfies the conditions of Theorem 2. Thenf behaves in its right tail 
like (E, +e-i(m+a)n?P)jb, where 
?+(t) = f c,e”+ 
z 
and t-(t)= J cmjeifx/. 
j=l ,=I 
More generally, the right hand expression in (2.5) is used to approximate 
the smoothness of a function f with multiple singularities. The Tauberian 
conditions must then hold at each singularity and in some uniform sense. 
To be precise about this uniformity, we have this assumption: 
409!154’1-5 
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Assumption 1. For j= f 1, +2, . . . . let II, be positive constants for which 
h, = hPj and C h, < co and let cI be complex constants. Also let the func- 
tions gj be integrable on (0, co), discontinuous at zero and vanishing on 
(- co, 0). Define 
Assume either (a) or (b) below. 
(a) (i) O<&< 1, SERVE, 
(ii) Gj/h,, E I(Z7’):, uniformly in j, 
(iii) lim,,, supj jGj(x)/r(x) - c,l/h, = 0. 
(b) (i) CI= 1, rERV7, 
(ii) gj/hj E Z(Z72)~~Xj,X, uniformly in j, 
(iii) lim,,, supj Ixg,(x)/r(x) - cj(/hj = 0. 
This brings us to our main Abelian proposition, which is the (partial) 
converse to Theorem 1. 
THEOREM 3. Suppose f has m integrable derivatives. Suppose further that 
f’“‘(X)= f [g,(X-Xj)+(-l)mg-,(X,-X)]. (2.6) 
j=l 
where the functions gj satisfy Assumption 1. Let E, + c( = e”” fsr’n’2, 
E+(t)= f cjei’+ and t-(t)= 2 cpie”“. 
j=l ,=l 
Then 
lim It”f(t)/r(l/t)-r(l +cr)(E,+.t+(t)+E;:.E-(t))l =0 
1-m 
and 
,lirnm It-“j‘(-t)/r(l/t)-~(l+cl)(E;~~~+(-t)+E,+.~-(-t))l =O. 
Finding the functions gj so that (2.6) holds can conceivably be a 
problem. However, if the set of singularities has no accumulation points, 
the problem is eased somewhat. For example, suppose the singularities are 
ordered: xjPI <xj <xj+,. Choose gj(x) =f(x-x,) in a neighborhood of 
0, then smoothly extend it so that it vanishes outside (xi -xi+ r + E, 
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xj-xi-i-s) and so that gj-i and gj+l can also be obtained in the same 
fashion. Except for the gis corresponding to the intimum and supremum of 
the x;s, all the functions gj thus have finite support. 
In the special case where the discontinuities off’“’ are finite we have the 
following corollary. 
COROLLARY 3. Let f be as in Theorem 3, but where all the discontinuities 
are finite. Define dj = i” + ’ lim, 1 0 (f cm)(x, + x) - f’“‘(x, - x)) and 
d+(t)= f d,e’“l. 
J=l 
Then 
,,tem It”+y(t)-a+(t,l =o. 
3. THEOREM PROOFS 
We start by providing two lemmas. The theorem and corollary proofs 
follow and the section is completed with two more lemmas about In: and 
I(n*)F. The first lemma is useful in evaluating limits. 
LEMMA 1. (i) For every y E (0,2), 
s O (l- cos v)o -l-Y&!?“” sin v v-’ dv oc Y 0 
= -r( -y) cos(yrr/2) 
= 71[2r( 1 + y) sin(yn/2)] -‘. 
(ii) For O<y<l, 
I m (1 -ei”)v-Y-l dv=ze-‘Y”‘2[r(l +Y)sin(ylr)]-‘. 0 
and 
s 
ff (1-e-‘“)v-Y-1du=rceiy”~2[ZJ1+~)sin(y~)]~’. 
Proox (i) The first equality is integration by parts, the second may be 
found in Lukacs [ 11, p. 261 and the third follows from the reflection prin- 
ciple for the gamma function. Note that sin v v-Y is absolutely integrable 
on [0, co) only in case 1 < y < 2. 
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(ii) These are obtained from part (i) as follows: 
(1 -eiu)v-7-l do 
71 
[ 
1 i 
=2r(l +y) sin(yn/2)-sin((1 +~)n/2) 1 
7l cos(y7~/2) - i sin(yrc/2) =- 
r(l +Y) sin(y7t) I. ’ 
We next prove a useful extension of an Abelian theorem for Mellin trans- 
forms due to Arandelovic [ 1; see 3, pp. 201-2021. Our extension allows for 
the oscillation appearing in the tails of the Fourier transforms and is the 
basis for the proof of Theorem 1. 
LEMMA 2. Suppose s and a are bounded functions on [0, co) with 
SE RV$ and lim,, m (Cesaro) a(t) = a,. If k is of bounded variation on 
compact sets and tik( t) is integrable for all i E [y - E, y + E], for some E > 0, 
then 
lim ja k(v) a( tv) s( tv)/s( t) dv = a,, J0x v”‘k(v) dv. 
1-m 0 
ProoJ We may choose (c.f. [3, p. 451) s,ERVT so that 
lim,,, s(t)/sl(t) = 1, s; exists and 
lim ts;(t)/s,(t) = y. (3.1) ,-cc 
Indeed, we may choose s1 so that s,, s/s,, and ts;(t)/sl(t) are bounded on 
[0, co) and so that 
sup v E-ysl(v) < al. 
O<V<l 
(3.2) 
Since a converges in Cesaro mean, then a, = as/s, does also. Hence we may 
assume without any loss that s itself satisfies (3.1) and (3.2). 
By Cline [S, Lemma 2.11 we may select to and K, such that for all v > 0 
and t2to, 
(Is( + Itvs’(tv)l)/s(t) < K, max(vy+E, v”-‘). (3.3) 
Now choose 0 < v. < 1 < vi < cc so that 
s 
00 
0 
vY-’ Ik(v)l dv + jao vi’+’ Ik(v)l dv < 6. 
Cl 
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Thus if Kz = supI a(t), then 
lim sup 
,-CC 
[~~u~-u(tv)~(fv)/~(t)] k(u)du <26K,K:!. (3.4) 
Next let A(t) = t-’ Ji a(u) du. Integrating by parts and using the uniform 
convergence implied by (3.3), we have 
lim 5 “I k(v) a( to) s( tu)/s( t) du t-30 “0 
01 
= lim us( tu)/s( t) A( tu) k(u) 
*-+cc 
00 
- lim I 
L’I 
us(tu)/s(t) A(m) k(du) 
I-= “0 
+J’;’ tus’(tu)/s(t) A(m) k(u) du 
=a,I’,+%(,.)~;;- j-1 uY+‘k(du)-y j-1 uYk(u) du] 
01 
= a, 
s 
u’k( u) dv. (3.5) 
00 
Combining (3.4) and (3.5) and letting 6 be arbitrary small, we obtain the 
result. 1 
We now prove the first theorem. 
Proof of Theorem 1. The theorem is an application of Lemma 2. By the 
assumption given, we may conclude 1 tI m - ’ (1 - e”) f(t) is integrable. Thus 
(see, e.g., Kawata [S, p. 4381) I; has m continuous derivatives and for t > 0, 
F’“‘(x + l/t) - F’“‘(x) 
=- ln (_m (1 -e-‘“)(h)-’ e-“‘“( -itu)mf(tu) dv (3.6) 
co 
and 
F’“‘(x - l/t) -F’“‘(x) 
=- lT jy (1 -e’“)(iu)-‘e-“‘“( -itu)mf(tv) do. (3.7) 
cc 
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We may assume Is(t)1 > 0 for all r > 0. Define for t > 0 
al(t) = ( -i)m+l eC’“‘jl(t)/s(t) 
and 
u2(t) = i” + ‘eixtf( - t)/s( t). 
Then using (2.1) and Parseval’s relation, 
lim (Cesaro) al(t) 
t+m 
=(-i)m+lpllj; e -‘““[d+(24) + (p(z4,/.s(u, - d+(u))] du 
= (-iy+’ pil f 1; e-W+(u) du 
j 
co 
=(-i)m+l ,‘i; 
ei(y-x)t- 1 
D+(h) 
-cc i(y-x)t 
=(-i)“‘+‘D+{x}. 
And similarly 
lim (Cesaro) a*(t) = imflD- {x}. 
f-cc 
(i) Since ~(u)ERV/““,-, and I?+“-’ ll-ei”l is integrable for all 
YE (-m- 1, -m), we have by Lemma 2 and (3.6) 
,‘i; t-“[F’“‘(x + l/t) - F’“‘(x)]/,@) 
1 m 
=2?r 0 s 
[( -i)m+l (1 -e-“) D, {x} 
+im+l (l-e’“)D-{x}]u-‘-“du 
=(-l)m+l 
e”“+“+““/2D+{xj+e-““+“+““/2D_{x} 
2r( 1 + a) sin(cc7r) 2 
INTEGRABLE FUNCTION AND FOURIER TRANSFORM 67 
where the last equality is derived from Lemma 1. The other limit is likewise 
obtained using (3.7). 
(ii) By (3.6) (3.7), and the definitions of CI, and a,, 
t-“[F’“‘(x + l/t) - 2F’“‘(x) + F’“‘(x- l/t)]/s(t) 
1 =- 
s 
O” 
27t -m 
’ -c’s ’ ( -iv)m C’“‘~(tv)/3(1) dv 
iv 
1 O3 =- 
s (1 -cos v) urn-’ [a,(m) + a,(?~)] s(tu)/s(t) dv. lx 0 
Thus by Lemma 2 again, 
t’i; t -yPyx + l/t) - 2P’“‘(x) + F’“‘(x - l/t)]/s(t) 
1 O” EC- 
s (l-cosv)u~*dv [(-i)“+‘D+{x}+i”+‘D~{x}] n 0 
= [(-i)“+‘D+{X}+im+1D~{x}]/2. I 
A more delicate argument leads to Corollary 1 for the situation with 
simple discontinuities. 
Proof of Corollary 1. By assumption (2.3), (2.1) holds with 
s(t)=tP+ and CI = 1. Hence I;‘“’ exists and is continuous so that (3.6) 
and (3.7) hold for all x. We first show that Fern) is differentiable from the 
right and from the left. It will then be clear that the corresponding right 
and left derivatives are themselves right and left continuous, respectively, 
with (2.4) holding. 
If we define a, and a, as in the proof of Theorem 1, with s(t) = t-m- i, 
we have from (3.6) and (3.7) 
7ct[P)(x + l/t) - F’“‘(x - l/t)] 
s 
a2 
= sin u v-*(a,(&~) + I) dv 
1 
+J’ (sin v - v) u-*(ai + a,(tu)) dv 
s 
I 
+ v-‘(a,(tu)+a,(tv))du 
0 
=Z,(t)+Z*(t)+Z,(t). (3.8) 
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As in the proof of Theorem 1, the first integral, I,, in (3.8) converges by 
Lemma 2. The limit, recalling Dp = ( - l)m+ ’ D + , is 
du[(-i)“D+{x}+i”D..{x}]=O. (3.9) 
Likewise, the second integral converges: 
,li; Z2(f)=j: (sino-u)u-*du 
x[(-i)“D+{x}+i”D~{x}]=O. 
To deal with the third integral, we first let 
a3(t;x)=(-i)me-“‘(t”+~(C)-~+(C)) 
+i”e”‘(t”+‘j‘(-t)-L(--c)) 
(3.10) 
and 
=2( -4m-- jm sin(b-x)t)D+(dy). 
-m 
Then 
z~(c) = j’, (--i~)~ epi”“f(u) du 
s f + u-‘(a,(~; x) + a,(~; x)) du. (3.11) I 
For u 2 1, we have by assumption (2.3) that la,(u; x)1 < K,u-~ for all x. 
Therefore, uniformly in x, 
I cc 
lim s u ~ ‘u3( u; x) du = I u ~ ‘u3( u; x) du. t--too 0 0 
On the other hand, let b(t) be the improper integral 
b(t) = j’ u-l sin u du. 
-22 
Note that b is bounded and for any real U, 
(3.12) 
I 
f 
0 -’ sin(uu) du = b(tu) - b(u). 
1 
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Then 
s f lim u-‘a&; x) du I-x 1 
-3-i)“+’ lim a s I ‘up’ sin((y-x)u) du D+(dy) I-cc -m , 
m =2(-i)“+’ lim i CHb-x)t)-NY-x)1 o+(b) t-z -J3 
- I m Kv-x)D+(&) .-zc 1 
By combining (3.9)-(3.13) into (3.8), we have 
lim t[F’“‘(x + l/f) - F’“‘(x - l/t)] 
,+J3 
1 ’ =- ~ jmm, (-iuYe -‘-‘y(u) do+; jlm u-‘a,(u; x) du 
+2( -lyfl D+(x, 4+~+{x)P 
lm L 
--s NY-X) D+(dy) . 71 -3c 1 
The result (2.2) in Theorem l(ii) can be restated here as 
lim t[F’“‘(x + l/t) - 2F(“‘(x) + F’“‘(x - l/t)] 
1-02 
=(-i)m+‘D+{x}. 
Now let 
(3.13) 
(3.14) 
(3.15) 
-(-Qm+l m 
I NY-X) D+(h). 71 -cc 
With (3.15), (3.14) shows that right and left derivatives exist at every x: 
F(m+“(X+) = 1 im t [F’“‘(x + l/t) -F’“‘(x)] 
I-x 
=U(x)+(-q”+‘D+[x, 03) 
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F(m+1)(x-)= 1 im t[F’“‘(x - l/t) - F’“‘(x)] 
t+u) 
=U(x)+(-iy+‘D+(x, co). 
From (3.12) we know that u-‘a,(v;x) is uniformly integrable on (1, co). 
We also have that b is bounded. It follows that U is continuous and the 
above right and left derivatives are themselves right and left continuous, 
respectively. By subtraction, (2.4) holds. 1 
We now turn to the proofs of the Abelian theorems. 
Proof of Theorem 2. It suflices to prove the first equation since p( - t) 
is the complex conjugate of the Fourier transform for the complex 
conjugate ofJ By repeated integration by parts, 
f(t) = ( - it) pm jam ei’xf(m)(x) dx. 
Suppose the theorem holds in the case m = 0. Applying this special case to 
f (m), we obtain 
lim ( -it)” f(t)/F’“)( l/t) = r( 1 + Cl)eianlZ. (3.16) 
, -9 m 
By the direct half of Karamata’s Theorem [3, p. 26ff.l (easily verifiable for 
complex functions), repeatedly applied, 
,liJm tPF@)( l/t)/F( l/t) = 
r(l +a+m) 
T(l+cc) 
(3.17) 
Equations (3.16) and (3.17) combine to give the result. 
To show the theorem holds when m = 0, we first take the case 0 < c( < 1. 
Let 
Q,(u; t) = F((2j7t + u)/t) - F((;?jn - u)/t) 
- F( (2j71- 7-c +o)/t) + F( (2@c - n - u)/t). 
Then 
Qj (0) = ,‘i% Qj (u; t)lF(llf) 
=(2j~~+~)“-(2jn-u)~-(2j~-~++)“+(2j~-n-u)” (3.18) 
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and by assumption, for some t,, 
qj = sup ,,I osuJn,2 lQjC"i r)lF(llt)l 
-u . ‘. 
forms a summable sequence. 
Let 
L,(t) = joa cos txf(x) dx and f’(t) = JOE sin tx f(x) dx. 
Then 
f&) = g’*, cos txf(x) dx +,J j(;;lly:;;;i-, cos txf(x) dx 
= It’* sin v F(u/t) du +,gl /c~~l’~~~21’ sin v F(u/t) du 
= j:‘* sin v F(v/t) dv + f j”” sin v Qj(v; t) dv 
j-1 o 
= F(u/t) dv + f Q,(u; t) dv. 
j= 1 1 
(3.19) 
(3.20) 
The last step holds because F is of bounded variation on [7c/2, KI). With 
(3.19) as justification, we apply (3.18) and Lebesgue convergence to (3.20). 
,t\ fc,(WU/~) = j;‘2 sin u [ o”+ f Q,(u) dv. 
j=O 1 
Clearly, if CI = 0, the last expression is 1. For 0 < tl < 1, a careful integration 
by parts and Lemma 1 gives 
,l5n$t),‘F(l/r)=a(r-l)(cc-2) i‘or(l-coso)u”~‘du 
= r( 1 + c1) cos(crn/2). (3.21) 
By a similar argument, we have 
lim fJt)/F( l/t) = r( 1 + ~1) sin(cor/2). (3.22) 
,-CC 
From (3.21) and (3.22) we obtain the result in case 0 d c1< 1. 
In case CI = 1, the argument is again similar but applied to second 
differences off rather than to second differences of F. 1 
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Proof of Corollary 2. The argument is the same as for Theorem 2, 
recognizing that we may split f into two functions vanishing on the 
separate halflines. Thus (as t -+ co, for example) 
lim (-it)“f(t)/r,(l/t) 
I--rcc 
i*‘ = lim [J e’f,Xff(m)(x) dx/r,( l/f) 1-m 0 
+Ja ep ““f’“‘( -x) dx/r,(l/t) 
0 I 
= f( 1 + cy)[eiorn12 + (- 1)” ~e~‘““/~]. 1 
Proof of Theorem 3. From Assumption 1 and the arguments of 
Theorem 2 and Corollary 2, we have uniformly in j 3 1, 
lim 1 gj(t)/r( l/t) - I( 1 + IX) eian”c, I/h.j 
t--rcc 
= lim Ig-i(-t)/r(l/t)-r(l +c~)e~‘“~‘~c~~~/h~=O. 
,-rX 
Recalling that ( - it)” f(t) is the Fourier transform off’“), 
(-it)“?(t)= f e”“[gj(t) + (- 1)” SPj( -t)]. 
,=I 
Therefore 
lim jt”f(t)/r(l/t)-f(l +a)(E,+.t+(t)+E;:Xt-(t))l 
t-m 
< lim f h, 1 gj (t)/r( l/t) - r( 1 + a) eiorn’2cj l/h, 
t-CC j=l 
+ lim f hj~g~j(-t)/r(l/t)-~(l+cr)e~‘~“‘2c~i~/h, 
r-02. ,=l 
= 0. 
A similar limit holds for the left tail of p since, uniformly in j, 
lim Ig,(--r)/r(l/t)--Z(l +ct)ep’““‘2cjI/hj 
I-m 
+ lim l&,(t)/r(l/t)-r(l +~1)P”‘~c-,l]/h~=O. 1 
, - co 
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Proof of Corollary 3. This result follows directly from Theorem 3 using 
c( = 1, and v(x) = 1 - e -.‘. In this case, 
c. = lim (f’“‘(x. +x) - f’“‘(x-)) I .x 1 0 I I 
and 
c .., = (- 1)” ‘:‘E (f’“‘(x, -x- f’“‘(Xj)) 
so that 
d, = jm+’ cj+(-i)m+lcm, 
=lim i”+’ (f’“‘(x +x)-f’“‘(X -x)). 1 
TlO I J 
Finally, the last two lemmas provide sufticient (Lemma 3) and necessary 
(Lemma 4) conditions for a function to be in II7: or I(ZI’)F. 
LEMMA 3. Assume rERVf, Oda<l. Let F andf=F’ be absolutely 
continuous. Assume further that for some x0 and 6 > 0, 
sup x2 If’(xMx)l < 00 r< vo 
and 
sup x’+6 If’(x)1 < 00. 
Y > .x0 
Then f E ZZ7~~Y,,,z and FE I(ZI’)F. 
Proof Let 0 <E < min(6, (1 - a)/2) and 
4x1 =xp2 lr(x)l l(~,.~~~(x) +x -I-“1 Cro.m,(X). 
Then for some K, If’(x)] <KS(X) for all x > 0. Note that SE RVg-,. By 
Cline [S, Lemma 2.11, there exists x1 such that for all u > 1 and x <x, , 
s(ux)/s(x) < 2UP’ -‘.. 
Thus for x<x,=min(x,, x,), ub 1 and O<u< 1, 
s 
U+l 
If((u+ub-f(UX)IGX If’(wx)l dw u 
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which demonstrates that 
q,(u)= sup sup 
f((u + vb)-f(ux) 
x<r* o<vs 1 r(x)/x 
is integrable on [ 1, co ). Hence f E ZZZ&,,,. 
Furthermore, for all x6x,, ~21 and Obw<v<l, 
IF((u+v+w)x)-F((u+v)x)-F((u+w)x)+F(ux)l 
d s ; If((u+u+w)x)-f((u+w)x)I dw 
d Y(X) 1' q1(u + w) dw, 
0 
which demonstrates that 
42(u) = sup 
F((u+v+w)x)-F((u+v)x)-F((u+w)x)+F(ux) 
sup 
x<xz O<ti,<r;<I 4x1 
is integrable on [l, co). Hence FEZ(ZZ~)~. 1 
LEMMA 4. (i) Suppose f E 117:) r E RVF, and f is of bounded variation on 
[ y,, cc ), for every y, > 0. Then for every y, > 0, 
f: ;uyo If(y + x)/r(x)1 = 0, 
2 
(3.23) 
and for some x0 > 0 and every 1, > 0, 
w sup If(~x)lO)l< 00. 
i. 3 10 x < x-0 
(3.24) 
(ii) Suppose f EZ(Z7*):, r E RI/y and f is of bounded variation on 
[y,, 00 ), for every y, > 0. Then for every y, > 0, 
f; ;uyo I(fb+x)-f(y)Yr(x)l =O, 
3' 
and for every A0 > 0 there is some x0 > 0 so that 
sup sup I(f((l +~b-f(x)Vr(x)l< 00. &osi.<l,' x < rg 
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Proof We prove (i) as the proof for (ii) is similar. Let q, be as in 
Definition 1 with x0 accordingly. Let 0 <I, 6 $ and 
K= sup sup jr(lx)/r(x)l. 
x < xg 3.0 c 2 < 1 
(3.25) 
Thus for any 1, E [ 4, 11, 
41(Au) = sup x~rg os”up>.m, I(f(n(u+u)X)-f(~~X))/r(X)l 
G SUP SUP IW(u + ~)X) -f(ux)Mx)l I~(~xY~(~)l 
x < 10 0 < ” i 2 
dK(q,(u)+q,(u+ 1)). 
Therefore, if x6x0 and yb0, and if we take 1= (v/x + j)/u for 
y/x+j<u<</x+j+ 1, then 
IKY+x)l G f If(JJ+(j+ 1b-.f(Y+&)l 
j=l 
d IG)l f 41(Y/~+.A 
j=l 
6 2K W)l [,“, y,x q,(u) d.4. 
Letting y > y. and xl0 gives the first result, (3.23). 
Letting y = (3, - 1)x, 12 1, gives 
sup sup If(Ax)/r(x)l d 2K [la qL(u) du < co. 
xc xfj 2.2 1 
(3.26) 
Also, using (3.25) and (3.26) 
sup sup I.f(~xM~N 
xQ*o lo<lG 1 
d sup x<xg Ao;< 1 If(~xYr(~x)l Ir(~xMx)l 
. . 
I 
cc 
< 2K2 41(u) dz4 < co. 
1 
(3.27) 
Then (3.26) and (3.27) together prove (3.24). m 
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