Clustering a graph means identifying internally dense subgraphs that are only sparsely interconnected. Formalizations of this notion lead to measures that quantify the quality of a clustering and to algorithms that actually find clusterings. Since, most generally, corresponding optimization problems are hard, heuristic clustering algorithms are used in practice, or other approaches that are not based on an objective function. In this work, we conduct a comprehensive experimental evaluation of the qualitative behavior of greedy bottomup heuristics driven by cut-based objectives and constrained by intracluster density, using both real-world data and artificial instances. Our study documents that a greedy strategy based on local movement is superior to one based on merging. We further reveal that the former approach generally outperforms alternative setups and reference algorithms from the literature in terms of its own objective, while a modularitybased algorithm competes surprisingly well. Finally, we exhibit which combinations of cut-based inter-and intracluster measures are suitable for identifying a hidden reference clustering in synthetic random graphs and discuss the skewness of the resulting cluster size distributions. Our results serve as a guideline to the usage of bicriterial, cut-based measures for graph clusterings. 6:2 R. Görke et al.
INTRODUCTION
Graph clustering aims at finding subsets of vertices that are densely connected with each other but sparsely connected with the remainder of the graph. In the last decades, interest in graph clustering algorithms has grown rapidly, with applications ranging from customer recommendation systems to the analysis of networks describing social ties or protein-protein interaction. A variety of measures have been proposed that are used to assess and compare different clusterings and to guide the design of algorithms. Traditional methods from algorithmics often focus on sparse cuts with respect to measures like conductance [Kannan et al. 2000] or expansion [Hoory et al. 2006 ], and m the number of edges in G. If A is a subset of V , E(A) is defined as the set of edges in the subgraph induced by A, that is, the set of all edges that are only incident to vertices in A. For two subsets A and B of V , m A,B := |{{u, v} ∈ E | u ∈ A, v ∈ B}| is the number of edges between A and B, n A := |A| is the number of vertices in A, m A := |E(A)| is its number of intracluster edges, and x A := m A,V \A the number of intercluster edges incident to A. Further, the volume v A of A is defined as v A := v∈A deg(v). The conductance of a cut (S, T ) measures the bottleneck between S and T , defined as m S,T min{v S ,v T } ; expansion substitutes volume by cardinality: m S,T min{n S ,n T } . The density (or sparsity) of a cut is m S,T n S n T , which equals the uniform minimum-ratio cut. We restrict ourselves to disjoint clusters in this work; this means that if C = {C 1 , . . . , C k } is a partition of V , we call C a clustering of G and the sets C i clusters. The cluster containing vertex v is C(v) and the clustering that results from moving vertex v to cluster D, that is, C\{C(v), D} ∪ {C(v)\v, D ∪ {v}}, is abbreviated by C v→D . A clustering is trivial if either k = 1 (all-clustering) or each cluster contains only one element (singletons). C 2 denotes the set of all unordered pairs of clusters. For A = B ∈ C, we call {A, B} a merge and abbreviate AB := A ∪ B. Then, C {A,B} := C\{A, B} ∪ {AB} is the result of this merge. We identify a cluster C with the set of nodes it constitutes and with its vertex-induced subgraph of G. Then E(C) := C∈C E(C) are called intracluster edges and E\E(C) intercluster edges. A clustering measure is a function that maps clusterings to real numbers, thereby assessing the quality of a clustering. We define high quality to correspond to high (low) values of intracluster (intercluster) measures and will always denote intracluster density measures with i and intercluster density measures with x, unless otherwise stated.
Intracluster Density and Intercluster Sparsity Measures
All intercluster measures we use are based on cuts or k-way cuts. Separating a single cluster from the remaining vertices induces a cut, whose sparsity can be evaluated using density, conductance, or expansion. This defines a set of sparsity values for the whole clustering, from which we can compute either the average or the maximum. As introduced in Görke et al. [2011] , this yields maximum/average intercluster density/ conductance/expansion (mixd, aixd, mixc, aixc, mixe, and aixe) . 1 Another point of view is to evaluate the clustering as a whole, that is, to assess the sparsity of the induced k-way cut directly. We do this by either counting the number of intercluster edges (nxe) or dividing the number of intercluster edges by the maximum possible number, that is, the number of intercluster pairs (gxd). It is possible to use similar, cut-based measures for intracluster density. However, even evaluating these measures for a given clustering is N P-hard, such that clustering algorithms usually work with approximations or bounds [Kannan et al. 2000; Flake et al. 2004; Brandes et al. 2007 ]. As we intend to use intracluster density measures as constraints in greedy bottom-up algorithms, it is crucial to be able to evaluate them efficiently. We therefore use a more practical approach and define intracluster density as the ratio of the number of intracluster edges and the number of intracluster pairs. Evaluating this globally leads to global intracluster density (gid), whereas the average and minimum of all clusters yields average and minimum intracluster density (aid and mid). Table I summarizes the formalizations of all measures considered. Note that, in contrast to the set of measures used in Görke et al. [2011] , we omit the notions of pairwise density as they turned out to be very prone to local minima if used with greedy bottom-up algorithms. Although it does not quite fit into this classification, Table I Intercluster density
also includes the objective used by one of the reference algorithms, modularity, which simultaneously assesses intracluster density and intercluster sparsity by subtracting from the fraction of intracluster edges the expectation of this value in a random graph (note that high modularity corresponds to high quality).
Problem Statement
Density-Constrained Clustering (DCC) is the problem of optimizing intercluster density while retaining guarantees on the intracluster density. Considering each combination of intracluster and intercluster measure listed in Table I leads to a family of optimization problems. Slightly abusing the notation, we consider modularity as an intercluster density objective in this context. PROBLEM 1 (DENSITY-CONSTRAINED CLUSTERING). Given a graph G = (V, E), among all clusterings with an intracluster density of no less than α, find a clustering C with optimum intercluster quality.
GREEDY ALGORITHMS FOR DENSITY-CONSTRAINED CLUSTERING
The following generic greedy algorithms heuristically minimize (maximize) the objective function of DCC for all density measures considered.
Greedy Merge (GM)
Starting from singletons, Algorithm 1 greedily merges pairs of clusters. In each step, among all pairs of clusters whose merge does not violate the constraint on the intracluster density, the merge with the largest benefit to the intercluster density is performed. We recently proposed this algorithm in the context of DCC [Görke et al. 2011] and classified combinations of intercluster and intracluster density with respect to the question of how efficiently this algorithm can be implemented. Algorithms of this kind are common in the context of clustering point sets in d-dimensional space, where a basic constraint is that the number of clusters must not fall below a certain threshold. In the field of graph clustering, this algorithm is used to optimize modularity [Clauset et al. 2004] .
Greedy Vertex Moving (GVM)
The key ingredient of GVM (Algorithm 2) is a subprocedure LM that tries to greedily improve the objective function by letting vertices move to neighboring clusters (Algorithm 3). This subprocedure repeatedly iterates through the vertex set and, for each vertex, performs the most improving move (subject to the constraint), potentially isolating a vertex, or leaving it where it was, until a local optimum is reached. Starting with singletons, GVM first calls this subprocedure and contracts the resulting preliminary clustering into a super-graph. This means that vertices in the new graph represent clusters in the original graph, and two vertices are connected if the corresponding clusters are linked by at least one edge.
This whole process is iterated until local moving does not yield any further improvement and results in a hierarchy of graphs with increasing coarseness. In the second phase (refinement), the hierarchy is unfurled step by step by projecting the clustering of the i + 1-th level of the hierarchy to level i; that is, the clusters in level i are merged according to the clustering in level i + 1. After each step, LM is called again on the current level of the hierarchy to potentially improve the objective function further, until a clustering for the finest level, that is, the original graph, is obtained.
GVM is closely related to multilevel algorithms in the context of graph partitioning and has previously been used for modularity-based clustering without constraints [Blondel et al. 2008; Rotta and Noack 2011] . Neither approximation guarantees nor subexponential bounds on the running time are known, but experimentally it has been shown to outperform the corresponding greedy merge algorithm with respect to both quality and efficiency. For modularity, it can easily be shown that moving a vertex to a cluster that contains none of its neighbors never improves the objective. Hence, it suffices to consider neighboring clusters. Together with the observation that the change in modularity can be determined in constant time for each move if some information about the clustering is maintained, this yields a running time in O(m) for each round in LM. This latter observation on running time also holds for all intracluster density and intercluster sparsity measures except for mixd, mixc, and mixe, whose values are expensive to maintain.
3.2.1. Ensuring Strict Improvements. Another issue with a direct application of GVM to maximum-based measures is that iteratively traversing the whole vertex set is inefficient if only very few vertex moves potentially decrease the cut of the cluster with the currently worst value. Even worse, if this cluster is not unique, it is likely that the search is stuck in a local minimum, as vertex moves generally can only improve the value for one of these clusters, not for all of them simultaneously. If we try to prevent this by allowing vertex moves that are not strictly improving, we somehow have to ensure that the algorithm terminates after a finite number of operations. We do this in a similar way as proposed in Görke et al. [2011] for GM by greedily optimizing the lexicographical order of the intercluster sparsity values of all the clusters.
is lexicographically less than L(C ). We now determine for each vertex the set of clusterings that can be reached by moving it. If one of these clusterings is L-better than the current clustering, the move that results in the L-best sequence is performed. As we strictly improve the lexicographical order in each step, termination is guaranteed. This means that we greedily optimize the maximum value but are also allowed to improve the intercluster sparsity of clusters more locally, yielding better efficiency and the possibility to escape local minima.
Determining the Best Move in O(deg(v)) Time.
Using the following observation, it can be seen that, for any vertex v, any two clusterings resulting from either leaving v untouched or moving v to a different (or new) cluster can be L-compared in constant time.
OBSERVATION 3.1. For three distinct clusters C, A, and B in C and v ∈ C, it holds that
If the volume, size, and number of outgoing edges of the clusters A, B, and C are maintained by the algorithm, the density/conductance/expansion of C, A, B, C\{v}, A ∪ {v}, and B∪ {v} can be determined in constant time. Hence, the conditions on the righthand side can be evaluated in constant time, which can be used to determine the best move for a vertex efficiently. Furthermore, it is immediate that moving a vertex to a cluster it is not linked to can never decrease the number of intercluster edges (nxe).
The equivalent does not hold for gxd. However, the following equation shows that isolating a vertex is always better than moving it to a cluster it is not linked with. Therefore, we never have to consider nonneighboring clusters when minimizing gxd. These are taken from the webpages of Arenas (A) [Arenas 2009 ] and Newman (N) [Newman 2011 ] and are often used to compare clustering algorithms.
Let v ∈ V , A := C(v)\{v} and B ∈ C such that m {v},B = 0, and then,
For all other intercluster density measures, this does not hold, as can be seen in the examples in Figure 1 . As configurations like these are only expected in degenerate cases, the impact on efficiency is large on sparse graphs, and unconnected clusters are not desirable in the context of graph clustering, we chose to restrict the set of feasible moves to neighboring clusters. Together with the possibility to compare different moves in constant time, we get a time complexity of O(m) for each round of the local move procedure for each of the combinations considered.
EXPERIMENTAL COMPARISON OF ALGORITHMS

Qualitative Comparison of Greedy Merge and Greedy Vertex Moving
Our first experiments address the question of which flavor of greedy algorithm is better suited for DCC. As test instances, we used all graphs listed in Table II with less than 1,000 vertices; these are real-world networks taken from the websites of Mark Newman [Newman 2011 ] and Alex Arenas [Arenas 2009 ]. For all proposed combinations of measures, Figure 2 shows the difference of the intercluster density obtained by using GVM and GM, normalized by the sum of these values. With the exception of mod, a value below 0 indicates that GVM yields better results than GM and vice versa. In contrast to more straightforward alternatives as plotting the ratio of x obtained with GVM and GM, this measure is only undefined if both values are 0; this only happens for 
)) with respect to the test set described in Section 4.1 is shown. the experiments including the instances zachary and jazz in combination with α = 0.1. Moreover, the values are distributed more evenly to the plotting area.
For modularity, the median of these values is always greater than zero, confirming that local moving yields better results, regardless of the choice and strength of the constraint. In combination with gid and mid, this similarly holds for all other objectives in a large majority of parameter settings, except for nxe. Note that, in contrast to modularity, we aim to minimize these measures and therefore a value below zero means that GVM attains better results. For nxe, the outcome depends on the value of α.
In combination with aid, the outcome is less clear; the results for nxe are significantly better when using GM instead of GVM. This can be explained by the observation that aid happily allows (and thereby encourages) unbalanced clusterings, as bad intracluster density values of large clusters can easily be compensated by a set of small and dense clusters. Consequently, optimal solutions for this configuration typically consist of one huge cluster and one or several singleton vertices with low degree. As GM has a tendency to grow one cluster without changing other parts of the clustering, lowdegree vertices are likely to be unclustered in the resulting clustering. In contrast to that, GVM assigns these vertices to their anchor vertices in the first pass and, for nxe, will never isolate them again, which leads to worse results for this configuration. A more detailed evaluation of the skewness of the cluster size distribution produced by GM and GVM can be found in Section 4.3.
As degenerately unbalanced clusterings are usually not intuitive, we deem aid less suitable in the context of graph clustering. Disregarding aid for these reasons, in the vast majority of configurations, GVM outperforms GM. For tackling DCC, we thus solely use GVM, putting aside the algorithm based on greedy merging.
Evaluating Balancedness Using the Gini Coefficient
To gain further insights into the behavior of the two greedy algorithms, we additionally evaluate the balancedness of the clusterings they produce in terms of the Gini coefficient [Gini 1921 ] of the resulting cluster size distribution. The Gini coefficient is a measure of inequality that originates from economics and is a common index to assess the inequality of the distribution of income or wealth in different countries. It is based on the Lorenz curve of a sample X, which is a piecewise linear function that describes the proportion of the distribution assumed by the bottom x% of the values in X. Figure 3 shows the Lorenz curve of a small artificial example, the sample X = {3, 4, 7, 10}. The smallest sample value is 3, which is 1/8 of the total sum of all values; hence, the Lorenz curve includes the point (1/4, 1/8). The next point is (1/2, 7/24), as the two smallest values add up to 7, which is 7/24 of the total sum, and so on. The Gini coefficient is defined as twice the area between the Lorenz curve and the line of perfect equality (A); it assumes values between 0 and 1. Intuitively, the larger this value is, the more skewed the distribution of values. To evaluate how balanced a clustering C = {C 1 , . . . , C k } is, we determine the Gini coefficient of its cluster size distribution. More precisely, we interpret cluster sizes as sample values, that is, Gini(C) = Gini({|C 1 |, . . . , |C k |}).
The Gini coefficient shows some peculiarities when the number of clusters is very small. For example, clusterings consisting of only two clusters cannot have a Gini coefficient larger than 0.5. On the other hand, clusterings that are perfectly balanced, that is, in which each cluster has the same size, always have a Gini coefficient of 0, independent of the number of clusters. Another positive aspect is that the absolute values do not depend on the size of the graph. Furthermore, if vertices are moved from a larger to a smaller cluster, the Gini coefficient always decreases, no matter what the remaining clustering looks like; this seems to be a very desirable property when evaluating the balancedness of clusterings.
Many objectives for graph clustering, including conductance or modularity, are implicitly based on a tradeoff between balancedness and the number of edges cut by the clustering. However, enforcing rigid balance constraints as in the context of graph partitioning [Bichot and Siarry 2011] is usually considered as too strict; in contrast, there are several studies on real-world networks that indicate cluster sizes following a power law distribution [Arenas et al. 2004; Clauset et al. 2004; Palla et al. 2005] . Our aim in comparing the Gini coefficient of the clusterings produced by GM and GVM is not to judge these clusterings with respect to their quality, but to gain some indication on the question of which algorithm is better suited for particular objective functions or applications. Figure 4 shows the mean Gini coefficient of the clusterings obtained by using GVM and GM with constraints on gid. Gini plots for the other intracluster density measures can be found in Appendix A. In general, the clusters produced by GVM are more balanced, especially for low values of α.
Cluster Size Distribution with GM and GVM
A possible explanation for that is the tendency of GM to grow the clusters one by one, as, especially in the early stages of the algorithm, the benefit of decreasing the number of intercluster edges often outweighs negative effects on the balancedness of the clustering. Balancedness, in turn, becomes more and more important as soon as the clusters grow to a certain size. This can cause the first clusters that start growing to become very large, which results in an especially skewed cluster size distribution. Of course, this effect depends on the objective function; in the context of modularity maximization, it empirically has a great impact on the quality of the resulting clustering and can be mitigated by modifying the objective in favor of balance [Wakita and Tsurumi 2007] . In contrast to that, the round-based local moving scheme of GVM naturally favors balanced clusterings, as clusters start to grow simultaneously in all parts of the graph. As already mentioned in Section 4.1, this might be a reason for the observation that GM often yields better results in combination with nxe and aid, as both of them are more or less oblivious to the skewness of the cluster size distribution.
At first glance, the comparably low values of the Gini coefficient obtained by both algorithms in combination with aid and low values of α seem to contradict our statement that these clusterings are degenerately unbalanced. This can be explained by the unintuitive behavior of the Gini coefficient when the sample size is very small; as already mentioned, clusterings containing just two clusters, which are generated frequently with aid and α ≤ 0.5, cannot have Gini coefficients larger than 0.5, even if they are maximally unbalanced.
Effectiveness of Different Objective Functions
The next question we pose is whether each of the intercluster density measures is effective in optimizing itself when used as inter in GVM. To answer this question, we conducted the following experiment on all graphs listed in Table II . In the following, let GVM i,α,x denote GVM incorporating the constraint i(C) ≥ α and the objective x(C). For each setup of DCC, that is, intracluster measure i, intercluster measure x, and α ∈ {0.0, 0.1, . . . , 1.0}, we ranked the clusterings obtained by GVM i,α,y by their performance with respect to x, using all possible objectives y for GVM. Figure 5 shows the distribution of these ranks over all configurations involving gid, grouped by x. The outcome of this experiment is less clear than what might be expected-none of the intercluster measures, not even modularity, scores the best quality with respect to itself in all configurations. Nonetheless, in general, each objective optimizes itself quite well, except for nxe, which is clearly dominated by gxd.
These observations also hold for mid, while for aid, the outcome is even less clear, as can be seen in Figures 12 and 13 in Appendix B.
Reference Algorithms
For a more comprehensive assessment of GVM as a means to address DCC, we use the following reference algorithms: -Iterative Conductance Cutting (ICC) [Kannan et al. 2000 ]: This top-down algorithm iteratively splits the input graph into two subgraphs based on a cut with low conductance. The process stops when the conductance of the cut exceeds a given threshold, which we set to 0.4 in our experiments. -Markov-Clustering (MCL) [van Dongen 2000]: Emulating a random walk, the matrix of transition probabilities is alternately taken to the power of e and renormalized after taking each entry to the power of r, where e and r are input parameters.
In our experiments, we set r and e to 2 (this equals the default settings in the implementation of van Dongen and the parameter settings used in Brandes et al. [2003] ). According to van Dongen, it is necessary to add (weighted) self-loops to each vertex in the graph to prevent the result to reflect the bipartite characteristics of the input graph [van Dongen 2008] . In the implementation used in the preliminary version of this article [Görke et al. 2012] , this is done by modifying the random walk matrix of the graph such that each entry on the diagonal receives a constant probability of 0.01 and the other entries are rescaled such that the matrix remains stochastic. Here, we use the exact implementation provided by van Dongen, which uses the following strategy. Each vertex receives an (unweighted) self-loop prior to constructing the random walk matrix. As the two weight assignment schemes are not equivalent, the experimental results differ slightly from Görke et al. [2012] . -Geometric MST Clustering (GMC) [Brandes et al. 2003 ]: First, a spectral embedding of the graph in d-dimensional space is built. Then the algorithm constructs a Euclidean minimum spanning tree and successively deletes the heaviest edge. This defines a sequence of forests whose connected components induce a set of clusterings. Among these clusterings, the one with the best value according to some given objective function is chosen. -Multilevel Modularity (ML-MOD) [Rotta and Noack 2011] : This is the GVM algorithm based solely on modularity without using any constraint. This algorithm has been shown to perform very well in the context of modularity optimization [Rotta and Noack 2011] .
Comparison Based on Intracluster Density Found by Reference Algorithms
ICC, MCL, and ML-MOD do not incorporate constraints on the intracluster density of the resulting clustering. Nonetheless, it is still possible to evaluate them with respect to those variants of DCC, where α is set to the intracluster density found by these algorithms. In other words, given the same constraint a reference algorithm A implicitly adheres to, how well does GVM compare to A wrt. DCC?
We first ran ICC, MCL, and ML-MOD on all test instances in Table II and recorded the intracluster density values of the resulting clusterings. Then, for each reference algorithm A, constraint i, recorded corresponding intracluster density α, and objective x, we compare the clustering obtained by GVM i,α,x to the clustering of A with respect to x. For GMC, the experiments slightly differ as GMC requires an objective function. We filled this degree of freedom by choosing f (C) = i(C) − x(C) as the objective function for the experiments using i as the intracluster and x as the intercluster density measure. This seemed to be the fairest way of comparison and in almost all cases led to nontrivial clusterings. Table III shows the percentage of graphs where the greedy algorithm for x compares favorably. More detailed, Figure 6 shows the difference in x obtained with GVM and with the reference algorithm, normalized by the sum of these values, (x(GVM i,α,x ) − x(A))/(x (GVM i,α,x ) + x(A)). As we aim to minimize intercluster density, a value below zero indicates that the greedy algorithm yields better results than the reference algorithm and vice versa. Again, this measure is only undefined if both values are 0; in this rare case, we exclude the instance from the plot. Compared to ICC and MCL, GVM clearly yields better results. For GMC, GVM yields the same or better intercluster density in the majority of configurations, except for the combination of mixc with constraints on the average intracluster density. This can be explained by the fact that aid does not punish unbalancedness and GMC naturally leads to very unbalanced clusterings in most instances. The outcome of the comparison with the modularity-based algorithm is less clear. For aid, GVM performs better, which is not surprising as modularity strongly discourages unbalanced clusterings. For mid, GVM still beats ML-MOD in the majority of configurations, while for gid, this only holds for slightly less than half of the configurations. Furthermore, it is worth mentioning that especially for aixd and aixe, there are instances where modularity minimizes these functions far better than the respective greedy algorithms. Altogether, the comparison with ICC, MCL, and GMC suggests that GVM effectively addresses DCC, while the comparison with ML-MOD shows that optimizing modularity is similarly effective in minimizing cut-based intercluster sparsity measures.
Implementation and Running Times
The algorithms ICC, GMC, and GM are implemented in Java 1.6.0_22 using the graph library yFiles [yWorks GmbH 2008] . GVM (also incorporating ML-MOD as a special case) is implemented in C++ using version 1_42 of the Boost Graph Library 2 and compiled with gcc 4.5.2 with optimization level 4. For MCL, we used the highly optimized For each configuration of intracluster measure i and intercluster measure x, the distribution of (x(GVM i,α,x ) − x(A))/(x (GVM i,α,x ) + x(A)) with respect to the graphs in Table II is shown. α is set to the corresponding value of i in the clustering produced by A. software provided by van Dongen, 3 version 12-135. The focus of this evaluation is on the quality of the resulting clusterings, not on running times. However, to get a rough impression about the latter, clustering cond-mat-2005 on a 2.1GHz AMD Opteron processor 6172 takes about 6 hours with ICC, 5 minutes with GMC, 46 seconds with MCL, and 3 to 15 seconds with GVM, depending on the parameter setting. The version of GVM corresponding to ML-MOD takes about 3.5 seconds. With our prototype implementation (not including the improvements proposed in Görke et al. [2011] ) of GM, clustering the much smaller celegans_metabolic takes over 2 minutes.
EXPERIMENTAL COMPARISON OF DENSITY AND SPARSITY MEASURES
To compare the different objective functions qualitatively, we evaluated how well the corresponding GVM algorithms are able to reconstruct planted partitions in random graphs. As a comparison, we also give the results obtained by ML-MOD. Due to higher running times and the large numbers of experiments, we omit a comparison with ICC, MCL, and GMC.
Random Graphs
We use an adapted Erdős-Rényi-model, where, starting from a given reference partition, the probability that vertices in the same set (in different sets) are connected equals p in ( p out ). The number of vertices (n) and clusters (k) as well as the skewness of the distribution of cluster sizes (β) of the planted partition are input parameters. Setting β to 1.0 corresponds to uniform cluster sizes, and values below and above 1 cause this distribution to be skewed; for more details see Görke and Staudt [2009] . As configurations, we fixed n to 10,000 and chose p in and p out such that the average number of intracluster (intercluster) edges a vertex is incident to equals 5 (3). To determine the reference partition, we used all combinations of k ∈ {10,100,300} and β ∈ {0.3, 1.0, 2.0}. For each configuration, we generated 100 instances and always averaged over the obtained values.
Distance Measures
To compare the clusterings obtained with the different algorithms with the reference clustering, we use the following graph-based distance measures taken from Delling et al. [2008] : -Graph-based Rand Index (R g ): Let C 1 and C 2 be clusterings and e 11 (e 00 ) the number of edges that are intracluster (intercluster) wrt. both C 1 and C 2 . Then, R g (C 1 , C 2 ) = 1 − (e 11 + e 00 )/m. -Editing Set Difference (ESD): For a clustering C, its editing set F C is the set of edges requiring insertion or removal such that the clusters in C form disjoint cliques. Then, for clusterings C 1 and C 2 , their editing set difference is defined as
Parameters and Evaluation
As an exhaustive parameter search for all configurations would be far too expensive, we always set α to 75% of the expected global intracluster density p in . We deemed taking the actual value of p in too strict, as, especially for mid, even the reference clustering of the generator most likely does not meet this constraint. The previous experiments indicate that there are configurations where particular objective functions used in GVM do not score the best results with respect to themselves. As our goal is to compare good clusterings with respect to different combinations of i and x, independent of artifacts of GVM, we chose the following approach: for a combination i, α, x, we evaluated the clustering that, among all results obtained with GVM using i ≥ α as constraint, is best with respect to x (as opposed to simply evaluating GVM i,α,x ). Furthermore, preliminary experiments confirmed that constraining aid leads to very unintuitive and unbalanced clusterings, which is mirrored by the fact that the corresponding versions of DCC are far less effective in finding the hidden clustering. For this reason, we excluded aid in the discussion of the results. Figure 7 and Figure 8 show the results for selected configurations; the results for the whole set of experiments can be found in Appendix C. In the first plot of Figure 7 , it can be seen that, in general, the clusterings that are ranked best with respect to mod, nxe, and gxd are most similar to the reference.
Results on Planted Partition Graphs
Constraining modularity by mid improves its results. This especially holds for the experiments with high skewness (β = 2) and k = 300. In these experiments, modularity finds far fewer clusters than expected, partially due to its known resolution limit [Fortunato and Barthélemy 2007] , which can be circumvented by steering the coarseness of the clustering by constraining the intracluster density. Another interesting fact is that ESD punishes the coarse clustering obtained by pure modularity far more than R g .
aixe and especially aixd identify many clusters. Another striking observation is that the average number of clusters in clusterings found by aixd and aixe, indicated by the green × marks, is much higher than the average number of clusters in the reference. This especially stems from the experiments with few clusters. In the configuration with β = 1 and k = 10, it can also be seen that these measures differ the more coarser the expected clustering gets. This is not unexpected, as the denominator of aixd grows more slowly with the number of vertices in the cluster than the denominator of aixe, meaning that aixd is less eager to produce very large clusters. Additionally, in Görke et al. [2011] , it was proven that with the exception of aixd, all intercluster measures considered here can always be ameliorated by merging two existing clusters (unboundedness), which is also a hint that aixd is less likely to produce coarse clusterings than the other measures.
aixe and especially aixd favor unbalanced clusterings. This holds for a number of configurations with k = 10 or k = 100 and is also clearly visible in the plot showing a summary of all configurations (see Figure 8 ). This does not hold for their worst-case counterparts mixe and mixc.
mixc yields significantly worse results in some configurations. In our preliminary paper, we conjectured that, for configurations with fine reference clusterings, this can be explained by unbalanced clusterings. The corresponding plot for the Gini coefficient for the experiments with k = 300 and β = 1 reveals that this is not the case. In contrast to that, clusterings obtained by optimizing mixc are more balanced than the ones obtained by other measures in some configurations, especially in the experiments with β = 0.3 and k = 10. Interestingly, this leads to a very high distance to the reference clustering. This may be due to the fact that intercluster conductance punishes small clusters far more than other measures, with a value of 1 assigned to singleton clusters that are connected by only one edge to the remaining graph. In contrast to that, the intercluster expansion or density of such clusters is usually very low. Note that this effect seems to be a lot weaker when averaging the values with aixc.
Intra-and intercluster measures both influence the skewness of the resulting cluster size distribution. This influence depends strongly on the structure of the input graph. Roughly, with the exception of aid, the choice of the intercluster measure seems to have more influence on the balance, while in total, clusterings obtained by constraining mid are slightly more balanced than the ones obtained by constraining gid. Figure 9 demonstrates the differences between intercluster measures on a small network reflecting social interaction of a group of 62 dolphins [Lusseau et al. 2004 ]. As we did not want to introduce an artificial bias toward a particular clustering, the (forcedirected) layout of the vertices does not use any information about the clustering. With the restriction gid > 0.2, aixd dominates nxe, gxd, and mixd in the sense that the clustering obtained by optimizing aixd with GVM yields fewer intercluster edges and lower values of gxd and mixd than the corresponding clusterings obtained by optimizing these measures directly. Similarly, mixe dominates aixc and mixc, while aixc dominates aixe. Due to this and to retain visual clarity, we only give the clusterings obtained by aixd, mixe, and mod. aixc is omitted because the respective clustering is very similar to the one obtained with mixe; they only differ in the assignment of few vertices connecting the upper with the lower part. Compared to mixe, the clustering obtained by mod introduces two new clusters that consist of the vertices connecting the left and the right part. The main difference between these clusterings and the one obtained by aixd is the assignment of the nine vertices at the bottom that are only sparsely connected to the remainder of the graph; mixe and mod assign them to the only clusters they are connected with, while aixd essentially leaves them unclustered. Overall, all clusterings are rather similar in the sense that only few vertices are treated differently, all of them either connecting the two parts or being only loosely connected to the network; a human observer might argue in favor of any of the clusterings considered, as the group affiliation of these vertices seems ambiguous.
Selected Clusterings on Small Example Network
The reason nxe, gxd, and mixd are dominated by aixd is that the respective versions of GVM merge the sparsely connected vertices at the bottom with their anchor vertices in an early stage of the algorithm. Isolating these vertices later on is not possible, as this would decrease the respective objective function, although isolating these vertices and moving one of the vertices in the middle to the respective cluster would be feasible and improve the objective function.
CONCLUSION
This work is an experimental evaluation of algorithms for DENSITY-CONSTRAINED CLUS-TERING (DCC). We first evaluated two greedy heuristics, vertex moving and cluster merging, against each other and against algorithms from the literature. Vertex moving proved reliably superior to cluster merging and, in many cases, beats the results of the reference algorithms. Our results also show that a well-known modularity-based algorithm implicitly addresses DCC quite well, revealing similarities between cut-based intercluster sparsity measures and modularity. In the second part, we addressed the question of whether different combinations of intracluster density and intercluster sparsity measures are suitable to guide algorithms in recovering planted partitions in random graphs. The results suggest that minimizing the average intercluster expansion or density of the clusters overestimates the number of clusters if the expected clustering is coarse, while maximum intercluster conductance fails to recognize the hidden clustering in a variety of configurations. Interestingly, for some cut measures, the choice of averaging values over all clusters or using the corresponding worst-case counterpart highly affects the nature of the resulting clustering. Additionally, it can be seen that the known resolution limit for modularity can be circumvented if the coarseness of the clustering is controlled by an additional constraint on the intracluster density of the clustering. Similar to other clustering measures involving an additional parameter that steers the coarseness of the resulting clustering, it is still open how to select the parameter α in case there is no prior knowledge on the expected density of the clusters.
Although all measures of intracluster density and intercluster sparsity we evaluated are based on the same paradigm, different combinations lead to different results with respect to characteristics like the skewness of the cluster size distribution or the treatment of satellites. Therefore, depending on the application, it is worthwhile to identify desirable features of the clustering and to choose a concrete optimization problem accordingly. Fig. 10 . Gini coefficient, clusterings produced by using GVM and GM with constraints on aid. Fig. 11 . Gini coefficient, clusterings produced by using GVM and GM with constraints on mid.
A. GINI COEFFICIENTS GVM AND GM: ADDITIONAL PLOTS
