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a b s t r a c t
The nonlinear matrix equation X−1 + A∗XαA = Q (0 < α ≤ 1) is equivalent to the
nonlinear matrix equation X + A∗X−αA = Q (0 < α ≤ 1). The nonlinear matrix
equation X−1 + (AXA∗)1/α = Q (1 < α) is equivalent to the nonlinear matrix equation
X−1 + A∗XαA = Q (1 < α). The necessary and sufficient conditions for the existence of
a positive definite solution of X−1 + A∗XαA = Q (0 < α ≤ 1) and X−1 + (AXA∗)1/α =
Q (1 < α) are given. In the process, two iterative algorithms are obtained. Estimations of
the errors of the iterative algorithms are derived. Two numerical examples are given that
demonstrate that the iterative algorithms are applicable.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this article, we consider the nonlinear matrix equations
X−1 + A∗XαA = Q (0 < α ≤ 1) (1)
and
X−1 + (AXA∗)1/α = Q (1 < α), (2)
where A and Q are n × n nonsingular complex matrices, A∗ is the conjugate transpose of A, and also Q is Hermitian and
positive definite.
If X is a positive definite solution of Eq. (1), then X−1 is a positive definite solution of the nonlinear matrix equation
X + A∗X−αA = Q (3)
for 0 < α ≤ 1. Conversely, if X is a positive definite solution of Eq. (3), then X−1 is a positive definite solution of Eq. (1). So
Eq. (1) is equivalent to Eq. (3) for 0 < α ≤ 1.
If X is a positive definite solution of Eq. (2), then (AXA∗)1/α is a positive definite solution of Eq. (3) for 1 < α. Conversely,
if X is a positive definite solution of Eq. (3) for 1 < α, then (A∗X−αA)−1 is a positive definite solution of Eq. (2). So Eq. (2) is
equivalent to Eq. (3) for 1 < α.
Hasanov, in [1], has investigated Eq. (3) for 0 < α ≤ 1. In [2], themaximal positive definite solution of Eq. (3) for 0 < α ≤
1 and the minimal positive definite solution of Eq. (3) for 1 ≤ α have been obtained. There are some special cases of Eq. (3)
that have been studied by researchers. In [3], the authors have given a necessary and sufficient condition for the existence
of a positive definite solution of Eq. (3) for 0 < α ≤ 1 and Q = I (the identity matrix). The authors in [4] have discussed
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Eq. (3) for the case when Q = I . For the case that A is real, Q = I and α = 1/2m, Eq. (3) has been considered in [5]. The
nonlinearmatrix equations X+A∗X−nA = Q , X+A∗X−2mA = I and X+A∗X−2A = I have been investigated in [6–10]. There
are many applications of Eq. (3) for α = 1 in control theory, dynamic programming, statistics, Kalman filtering, etc. A lot of
iterative algorithms for computing the positive definite solutions of Eq. (3) with α = 1 have been proposed (see [11–21]).
Investigation of Eqs. (1) and (2) is very meaningful since Eqs. (1) and (2) are equivalent to Eq. (3) for 0 < α ≤ 1 and for
1 < α, respectively. However, to the best of our knowledge, the necessary and sufficient conditions for the existence of a
positive definite solution of Eqs. (1) and (2) have not been proposed by other authors. In this article, necessary and sufficient
conditions for the existence of a positive definite solution of Eqs. (1) and (2) are presented. In the process of proving the
main results, two iterative algorithms are obtained. Further estimation of the errors of the iterative algorithms are derived.
Finally, the numerical examples show the effectiveness of the method.
2. Preliminaries
For n×nHermitianmatrices A and B, wewrite A > B (A ≥ B) or B < A (B ≤ A) if A−B is a positive definite(semidefinite)
matrix. Let λmin(A) and λmax(A) denote the minimal eigenvalue and the maximal eigenvalue of A, respectively.
In order to achieve our goal, we need some lemmas.
Lemma 2.1. If A > B > 0 (A ≥ B > 0), then Aα > Bα > 0 (Aα ≥ Bα > 0) for all α ∈ (0, 1] and Bα > Aα > 0 (Bα ≥ Aα > 0)
for all α ∈ [−1, 0).
Proof. See [22]. 
Lemma 2.2. If A > B > 0 and uI ≥ B ≥ vI > 0, then (u/v)α−1Aα > Bα > 0 for all α ∈ [1,+∞).
Proof. See [23]. 
Lemma 2.3. If there exists a positive definite matrix P such that
P−1 + A∗PαA ≤ Q , (4)
then
(Q − A∗Q−αA)−1 < P < η−1(AQ−1A∗)−1/α, (5)
where η = λ(1−α)/αmin (AQ−1A∗)λ(α−1)/αmax (AQ−1A∗).
Proof. From Eq. (4), we have P−1 < Q . By Lemma 2.1 we see that Q−1 < P and Q−α < Pα . Again from Eq. (4), we have
P−1 ≤ Q − A∗PαA < Q − A∗Q−αA.
Hence
(Q − A∗Q−αA)−1 < P.
On the other hand, from Eq. (4) we have A∗PαA < Q ; that is, AQ−1A∗ < P−α . Finally, from λmin(AQ−1A∗)I ≤ AQ−1A∗ ≤
λmax(AQ−1A∗)I and Lemma 2.2, we conclude that
(AQ−1A∗)1/α < [λmax(AQ−1A∗)/λmin(AQ−1A∗)]1/α−1(P−α)1/α.
Therefore
P < η−1(AQ−1A∗)−1/α.
This completes the proof. 
Lemma 2.4. If there exists a positive definite matrix P such that
P−1 + (APA∗)1/α ≤ Q (1 < α), (6)
then
[Q − (AQ−1A∗)1/α]−1 < P < ζ(A∗Q−αA)−1, (7)
where ζ = λ1−αmin (Q )λα−1max (Q ).
Proof. From P−1 < Q , we have P > Q−1. Then
P−1 ≤ Q − (APA∗)1/α < Q − (AQ−1A∗)1/α.
So
[Q − (AQ−1A∗)1/α]−1 < P.
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From (APA∗)1/α < Q , we have Q−1 < (APA∗)−1/α . By
λmin(Q )I ≤ Q ≤ λmax(Q )I,
we obtain
λ−1max(Q )I ≤ Q−1 ≤ λ−1min(Q )I.
By Lemma 2.2, it follows that
(Q−1)α < [λ−1min(Q )/λ−1max(Q )]α−1[(APA∗)−1/α]α.
Then
A∗Q−αA < [λ−1min(Q )/λ−1max(Q )]α−1P−1.
So
P < ζ(A∗Q−αA)−1.
The proof is completed. 
3. The main results
Theorem 3.1. Eq. (1) has a positive definite solution if and only if there exists a positive definite matrix such that Eq. (4) holds.
Proof. Necessity. Assume that Eq. (1) has a positive definite solution X . Taking P = X leads to the fact that Eq. (4) holds.
Sufficiency. Assume that there exists a positive definite matrix P such that Eq. (4) holds. We will prove that the matrix
sequence {Xk}, determined by
X0 = Q−1, Xk = 2Xk−1 − Xk−1(Q − A∗Xαk−1A)Xk−1, k = 1, 2, . . . , (8)
satisfies that
1. Xk−1 < Xk, k = 1, 2, . . . .
2. limk→+∞ Xk exists.
3. X = limk→+∞ Xk is a positive definite solution of Eq. (1).
First, by Eq. (4), we have
Q > Q − A∗PαA ≥ P−1.
Then
X0 = Q−1 < (Q − A∗PαA)−1 ≤ P.
So
Q − A∗Xα0 A > Q − A∗PαA ≥ P−1.
Thus
(Q − A∗Xα0 A)−1 < P.
By direct computation, we have
X1 = 2X0 − X0QX0 + X0A∗Q−αAX0
= X0 + X0A∗Q−αAX0
> X0
and
X1 = 2X0 − X0(Q − A∗Xα0 A)X0
= (Q − A∗Xα0 A)−1 − V0(Q − A∗Xα0 A)V0
≤ (Q − A∗Xα0 A)−1
< P,
where V0 = X0 − (Q − A∗Xα0 A)−1. Notice that V ∗0 = V0.
Assume that Xk−1 < Xk < (Q − A∗Xαk−1A)−1 < P . It follows that
Q − A∗Xαk A > Q − A∗PαA ≥ P−1.
Thus
(Q − A∗Xαk A)−1 < P.
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Therefore
Xk+1 = 2Xk − XkQXk + XkA∗Xαk AXk
> 2Xk − XkQXk + XkA∗Xαk−1AXk
= Xk + Xk[X−1k − (Q − A∗Xαk−1A)]Xk
> Xk
and
Xk+1 = 2Xk − Xk(Q − A∗Xαk A)Xk
= (Q − A∗Xαk A)−1 − Vk(Q − A∗Xαk A)Vk
≤ (Q − A∗Xαk A)−1
< P,
where Vk = Xk − (Q − A∗Xαk A)−1.
By induction, X0 < · · · < Xk−1 < Xk < P holds for all k = 1, 2, . . . . So limk→+∞ Xk exists. Let limk→+∞ Xk = X . In Eq. (8),
taking limits, we obtain that X is a positive definite solution of Eq. (1). 
Remark 1. In the process of proving Theorem 3.1, we can see that an inversion-free form of the iterative algorithm (Eq. (8))
is obtained incidentally. For application of Theorem 3.1 we usually take P = 2−1[(Q − A∗Q−αA)−1 + η−1(AQ−1A∗)−1/α] or
ξ ∈ (0, 1) for P = ξ(Q − A∗Q−αA)−1 + (1− ξ)η−1(AQ−1A∗)−1/α to test whether P satisfies Eq. (4).
If P satisfies Eq. (4), then X−1k is the approximate positive definite solution of Eq. (3) with 0 < α ≤ 1.
Theorem 3.2. If Eq. (1) has a positive definite solution and after the (k + 1)-th step of Eq. (8) we have that ‖Xk+1 − Xk‖ < ε,
then
‖(X−1k + A∗Xαk A)− Q‖ < ε‖Q‖2, (9)
where ‖ · ‖ stands for one kind of matrix norms.
Proof. By Eq. (8), we have
Xk+1 − Xk = Xk[I − (Q − A∗Xαk A)Xk].
Then
I − (Q − A∗Xαk A)Xk = X−1k (Xk+1 − Xk).
Therefore
‖(X−1k + A∗Xαk A)− Q‖ = ‖X−1k − (Q − A∗Xαk A)‖
= ‖[I − (Q − A∗Xαk A)Xk]X−1k ‖
= ‖X−1k (Xk+1 − Xk)X−1k ‖
≤ ‖Xk+1 − Xk‖ ‖X−1k ‖2
< ε‖X−10 ‖2
= ε‖Q‖2.
The proof is completed. 
Theorem 3.3. Eq. (2) has a positive definite solution if and only if there exists a positive definite matrix such that Eq. (6) holds.
Proof. Necessity. Assume that Eq. (2) has a positive definite solution X . Taking P = X leads to the fact that Eq. (6) holds.
Sufficiency. Assume that there exists a positive definite matrix P0 such that Eq. (6) holds. Then P = (AP0A∗)1/α satisfies
P + A∗P−αA ≤ Q . We will prove that the matrix sequence {Xk}, determined by
X0 = Q−1, Xk = 2Xk−1 − Xk−1[Q − (AXk−1A∗)1/α]Xk−1, k = 1, 2, . . . , (10)
satisfies that
1. Xk−1 < Xk, k = 1, 2, . . . .
2. limk→+∞ Xk exists.
3. X = limk→+∞ Xk is a positive definite solution of Eq. (2).
In fact, from 0 < A∗P−αA ≤ Q − P , we have
(Q − P)−1 ≤ (A∗P−αA)−1.
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Then
[A(Q − P)−1A∗]1/α ≤ P.
Clearly X0 = Q−1 < (Q − P)−1. So
(AX0A∗)1/α < [A(Q − P)−1A∗]1/α ≤ P.
Thus
0 < Q − P < Q − (AX0A∗)1/α.
By direct computation, we have
X1 = 2X0 − X0QX0 + X0(AX0A∗)1/αX0
= X0 + X0(AX0A∗)1/αX0
> X0
and
X1 = 2X0 − X0[Q − (AX0A∗)1/α]X0
= [Q − (AX0A∗)1/α]−1 −W0[Q − (AX0A∗)1/α]W0
≤ [Q − (AX0A∗)1/α]−1
< (Q − P)−1,
whereW0 = X0 − [Q − (AX0A∗)1/α]−1.
Assume that Xk−1 < Xk < [Q − (AXk−1A∗)1/α]−1 < (Q − P)−1. It follows that
(AXkA∗)1/α < [A(Q − P)−1A∗]1/α ≤ P.
So
Q − (AXkA∗)1/α > Q − P > 0.
Thus
[Q − (AXkA∗)1/α]−1 < (Q − P)−1.
Therefore
Xk+1 = 2Xk − XkQXk + Xk(AXkA∗)1/αXk
> 2Xk − XkQXk + Xk(AXk−1A∗)1/αXk
= Xk + Xk{X−1k − [Q − (AXk−1A∗)1/α]}Xk
> Xk
and
Xk+1 = 2Xk − Xk[Q − (AXkA∗)1/α]Xk
= [Q − (AXkA∗)1/α]−1 −Wk[Q − (AXkA∗)1/α]Wk
≤ [Q − (AXkA∗)1/α]−1
< (Q − P)−1,
whereWk = Xk − [Q − (AXkA∗)1/α]−1.
By induction, X0 < · · · < Xk−1 < Xk < (Q − P)−1 holds for all k = 1, 2, . . . . So limk→+∞ Xk exists. Let limk→+∞ Xk = X .
In Eq. (10), taking limits, we obtain that X is a positive definite solution of Eq. (2). 
Remark 2. Similarly, in the process of proving Theorem 3.3 we obtain an inversion-free form of the iterative algorithm
(Eq. (10)). For application of Theorem 3.3 we may take P = 2−1{[Q − (AQ−1A∗)1/α]−1 + ζ (A∗Q−αA)−1} or ξ ∈ (0, 1) for
P = ξ [Q − (AQ−1A∗)1/α]−1 + (1− ξ)ζ (A∗Q−αA)−1 to test whether P satisfies Eq. (6).
If P satisfies Eq. (6), then (AXkA∗)1/α is the approximate positive definite solution of Eq. (3) with 1 < α.
Theorem 3.4. If Eq. (2) has a positive definite solution and after the (k+ 1)-th step of Eq. (10) we have that ‖Xk+1 − Xk‖ < ε,
then
‖[X−1k + (AXkA∗)1/α] − Q‖ < ε‖Q‖2, (11)
where ‖ · ‖ stands for one kind of matrix norms.
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Proof. By Eq. (8), we have
Xk+1 − Xk = Xk{I − [Q − (AXkA∗)1/α]Xk}.
Then
I − [Q − (AXkA∗)1/α]Xk = X−1k (Xk+1 − Xk).
Therefore
‖[X−1k + (AXkA∗)1/α] − Q‖ = ‖X−1k − [Q − (AXkA∗)1/α]‖
= ‖{I − [Q − (AXkA∗)1/α]Xk}X−1k ‖
= ‖X−1k (Xk+1 − Xk)X−1k ‖
≤ ‖Xk+1 − Xk‖ ‖X−1k ‖2
< ε‖X−10 ‖2
= ε‖Q‖2.
The proof is completed. 
4. Examples
In this section we solve some examples to demonstrate application of the result.
Example 4.1. Consider the nonlinear matrix equation (1) with α = 1/2 as in [2],
A =

8 2 −3 4 0 8
−8 2 3 4 −5 8
2 3 4 5 1 2
−1 2 3 −3 4 −3
2 1 −1 7 1 3
3 −5 7 1 12 6

and
Q =

292 −18 −48 60 152 62
−18 94 −36 54 −116 10
−48 −36 186 22 168 76
60 54 22 232 −16 220
152 −116 168 −16 374 50
62 10 76 220 50 372
 .
Let P = 2−1[(Q − A∗Q−αA)−1 + η−1(AQ−1A∗)−1/α]. By using MATLAB it can be checked that all the principal minors of the
matrix [Q − (P−1 + A∗PαA)] are positive. By Theorem 3.1, Eq. (1) has a positive definite solution. Using Eq. (8) and iterating
eight steps or twelve steps, we get a very similar approximate positive definite solution of Eq. (1) as X8 ≈ [X (1)8 , X (2)8 ] and
X12 ≈ [X (1)12 , X (2)12 ], where
X (1)8 =

0.02503547704987 −0.01488267764161 0.03138791711808
−0.01488267764161 0.03423895544646 −0.02203521658729
0.03138791711808 −0.02203521658729 0.04993471946878
−0.00455015315760 −0.00622987349586 −0.00411801773616
−0.02851414845040 0.02539488879713 −0.04123584618734
−0.00361546383634 0.00612260252645 −0.00670703031665
 ,
X (2)8 =

−0.00455015315760 −0.02851414845040 −0.00361546383634
−0.00622987349586 0.02539488879713 0.00612260252645
−0.00411801773616 −0.04123584618734 −0.00670703031665
0.01465054906320 0.00334893089727 −0.00731225896500
0.00334893089727 0.04014926433603 0.00492087817742
−0.00731225896500 0.00492087817742 0.00831343544256
 ,
X (1)12 =

0.02503547718646 −0.01488267767656 0.03138791728611
−0.01488267767656 0.03423895545607 −0.02203521663049
0.03138791728611 −0.02203521663049 0.04993471967557
−0.00455015320788 −0.00622987348324 −0.00411801779796
−0.02851414859367 0.02539488883406 −0.04123584636368
−0.00361546382558 0.00612260252382 −0.00670703030339
 ,
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Table 1
Estimation of the errors in Example 4.1.
‖Xk+1 − Xk‖ ‖Xk+1 − Xk‖ ‖Q‖2 ‖(X−1k + A∗Xαk A)− Q‖ k
4.857440970218746× 10−10 3.565109085210109× 10−4 7.736284336385849× 10−7 8
3.382626114860261× 10−11 2.482671671749459× 10−5 5.376273129386444× 10−8 9
2.354602499763290× 10−12 1.728155795496267× 10−6 3.741535626998808× 10−9 10
1.638064362939218× 10−13 1.202254063050513× 10−7 2.600314520216957× 10−10 11
1.126286137218438× 10−14 8.266354578391979× 10−9 1.772813523656572× 10−11 12
Table 2
Estimation of the errors in Example 4.2.
‖Xk+1 − Xk‖ ‖Xk+1 − Xk‖ ‖Q‖2 ‖X−1k + (AXkA∗)1/α − Q‖ k
1.666348096092182× 10−10 1.223012852430665× 10−4 2.104519688294288× 10−8 6
3.161040268729688× 10−12 2.320039183153617× 10−6 4.008719694465060× 10−10 7
5.945505129682769× 10−14 4.363691598920409× 10−8 7.840992617318327× 10−12 8
X (2)12 =

−0.00455015320788 −0.02851414859367 −0.00361546382558
−0.00622987348324 0.02539488883406 0.00612260252382
−0.00411801779796 −0.04123584636368 −0.00670703030339
0.01465054908199 0.00334893094991 −0.00731225896941
0.00334893094991 0.04014926448656 0.00492087816621
−0.00731225896941 0.00492087816621 0.00831343544458
 .
This shows that the convergence rate of the iterative algorithm is high. Estimation of the errors ‖Xk+1−Xk‖, ‖Xk+1−Xk‖ ‖Q‖2
and ‖(X−1k + A∗Xαk A)− Q‖ can be seen in Table 1, where ‖ · ‖ stands for the Frobenius norm of a matrix.
Example 4.2. Consider the nonlinear matrix equation (2) with α = 3 and the same A and Q as in Example 4.1.
Let P = 2−1{[Q − (AQ−1A∗)1/α]−1 + ζ (A∗Q−αA)−1}. By using MATLAB it can be checked that all the principal minors of
the matrix [Q − (P−1 + (APA∗)1/α)] are positive. By Theorem 3.3, Eq. (2) has a positive definite solution. Using Eq. (10) and
iterating six steps or eight steps, we get a very similar approximate positive definite solution of Eq. (2) as X6 ≈ [X (1)6 , X (2)6 ]
and X8 ≈ [X (1)8 , X (2)8 ], where
X (1)6 =

0.02299497670177 −0.01550011545636 0.02948907851699
−0.01550011545636 0.03439828270962 −0.02309934731154
0.02948907851699 −0.02309934731154 0.04809382206028
−0.00344435334912 −0.00621661661312 −0.00291813447565
−0.02710192692463 0.02626143276023 −0.04002520510786
−0.00376875147700 0.00653855182103 −0.00702892920032
 ,
X (2)6 =

−0.00344435334912 −0.02710192692463 −0.00376875147700
−0.00621661661312 0.02626143276023 0.00653855182103
−0.00291813447565 −0.04002520510786 −0.00702892920032
0.01408504924991 0.00236999823286 −0.00732676143591
0.00236999823286 0.03928883117683 0.00531713305371
−0.00732676143591 0.00531713305371 0.00821246099431
 ,
X (1)8 =

0.02299497673054 −0.01550011547887 0.02948907856064
−0.01550011547887 0.03439828272723 −0.02309934734569
0.02948907856064 −0.02309934734569 0.04809382212650
−0.00344435335649 −0.00621661660736 −0.00291813448683
−0.02710192696437 0.02626143279132 −0.04002520516815
−0.00376875148044 0.00653855182372 −0.00702892920553
 ,
X (2)8 =

−0.00344435335649 −0.02710192696437 −0.00376875148044
−0.00621661660736 0.02626143279132 0.00653855182372
−0.00291813448683 −0.04002520516815 −0.00702892920553
0.01408504925180 0.00236999824303 −0.00732676143503
0.00236999824303 0.03928883123173 0.00531713305845
−0.00732676143503 0.00531713305845 0.00821246099472
 .
Estimation of the errors ‖Xk+1 − Xk‖, ‖Xk+1 − Xk‖ ‖Q‖2 and ‖X−1k + (AXkA∗)1/α − Q‖ can be seen in Table 2.
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Table 3
The results in Example 4.3.
‖Kk+1 − Kk‖ ‖x(N)‖: limN→∞ x(N) = 0 JN k N−1
3.383909490690917× 10−8 1.499274871381339× 10−16 136.1814980906212 4 42
4.437105142052573× 10−10 4.988639500918065× 10−25 136.1814980906212 5 52
5.801609489634165× 10−12 2.168225190908025× 10−35 136.1814980906212 6 62
7.729900223062876× 10−14 1.230973943956878× 10−47 136.1814980906212 7 72
Example 4.3. Consider the following discrete-time LQR optimal control problem:
min
u[0,·] limN→∞ JN w.r.t. x(k+ 1) = Ax(k)+ u(k), x(0) = x0, x(·), u(·) ⊂ R
6
with the additional constraint that limN→∞ x(N) = 0, where
JN = 12
N−1∑
k=0
{xT(k)Qx(k)+ uT(k)u(k)},
x0 = [0.45, 0.89, 0.72,−0.58,−0.67,−0.16]T and both A and Q are the same as those in Example 4.1. The optimal control
sequence that minimizes the performance index is x(k) = −Ku(k), where K = (I+ P)−1PA and P satisfies the discrete-time
algebraic Riccati equation
P = AT[P − P(I + P)−1P]A+ Q .
Using the method presented in page 105 of [15], let X = (I + P)−1. Then K = (I − X)A and P = X−1 − I . We can rewrite
the above discrete-time algebraic Riccati equation as
X−1 − I = AT[X−1 − I − (X−1 − I)X(X−1 − I)]A+ Q
= AT[X−1 − I − (X−1 − I)(I − X)]A+ Q
= AT[I − X]A+ Q .
Hence we obtain a special case of Eq. (1) for α = 1:
X−1 + ATXA = Q˜ ,
where Q˜ = ATA+ I + Q .
Using Eq. (8) and iterating seven steps, we get an approximate positive definite solution X7 and K7 = (I − X7)A ≈
[K (1)7 , K (2)7 ], where
K (1)7 =

7.82479991052851 1.94858932944728 −2.99594223669659
−7.78644206447003 2.02543253286133 2.96322320688721
1.76353197964774 2.91416648135457 3.98782269082247
−0.98993405836841 1.97464663364526 3.01999133586574
2.23621534697060 1.05880418173069 −1.00207737265556
3.02855929160754 −4.95856222065219 6.97870792032487
 ,
K (2)7 =

3.99901520603799 −0.00987427805789 7.97773320365897
3.89470755776559 −4.92818927408514 7.84843943923649
5.00124439014661 0.98742094932411 1.99619360044028
−2.94432511835408 4.00064167359961 −2.89523826060761
6.96069085395013 1.03336538396443 2.97094218689709
0.97343446175095 11.97582731786331 5.93995691425449
 .
From x(k+ 1) = (A− K7)x(k) = X7Ax(k), we have x(k) = (X7A)kx0. Then taking N = 50 we have (Table 3)
JN = 12
N−1∑
k=0
xT(k)(Q + K T7K7)x(k) ≈ 136.1814980906212.
Remark 3. Without solving the discrete-time algebraic Riccati equation directly, we obtain approximately the optimal
feedback control gain and the optimal value of Example 4.3 by applying Eq. (1) for α = 1 and an inversion-free form of
the iterative algorithm (Eq. (8)).
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