Abstract-Finding a new position for each landmark is a crucial step in active shape model (ASM). Mahalanobis distance minimization is used for this finding, provided there are enough training data such that the grey-level profiles for each landmark follow a multivariate Gaussian distribution. However, this condition could not be satisfied in most cases. In this paper, a new method support vector machine (SVM) based ASM (SVMBASM) is proposed. It approaches the finding task as a small sample size classification problem, and uses SVM classifier to deal with this problem. Moreover, considering imbalanced dataset which contains more negative instances(incorrect candidates for new position) than positive instances(correct candidates for new position), a multi-class classification framework is adopted. Performance evaluation on SJTU face database show that the proposed SVMBASM outperforms the original ASM in terms of the average error as well as the average frequency of convergence.
I. INTRODUCTION
Locating facial landmarks plays a very important role in face research such as face recognition, expression recognition and pose estimation. Approaches for the location of facial landmarks known to date can be divided into two categorieslocal methods and global methods. Local methods [1] , [2] , [3] individually detect eyes, mouth and other facial landmarks. Global methods such as deformable templates [4] and Snake [5] , Active Shape Model (ASM) [6] , Active Appearance Model (AAM) [7] and Lucas AAM [8] , on the other hand, simultaneously locate more facial landmarks. Local methods can quickly locate facial landmarks. Nevertheless, the number of facial landmarks located by them is not sufficient enough for further high-level vision applications. In addition, local methods are very sensitive to the changes of lighting and face pose. In contrast to local methods, global methods are more robust. Furthermore, they can detect more facial landmarks. In terms of processing speed, global methods can also be compared with local methods. Thus global methods are more suitable for practical application. This paper focuses on global methods, particularly, on ASM, as it has been successfully used in many real applications such as medical image segmentation [9] , hand contour segmentation [6] and location of facial feature [7] .
It is well known that the most important step in ASM is finding a new position for each landmark at each iteration. The accuracy of this finding heavily influences the overall accuracy of the location of landmarks. Normally, a new position for each landmark is located by computing all the Mahalanobis distance between the profiles centered at the candidate new positions and the local structure, the best new position for the landmark is the one with the minimal Mahalanobis distance [10] . The use of Mahalanobis distance minimization is under the assumption that enough training images are available such that the grey-level profiles of the landmark follow a multivariate Gaussian distribution. However, there could not be enough training images in practice. Thus it is very difficult to create enough profiles for each landmark, and the statistical model of profiles can't approximate multivariate Gaussian distribution very well. In this case, using Mahalanobis distance all the same is unreasonable. In this paper, support vector machine (SVM) [11] is proposed to replace the Mahalanobis distance minimization for the finding task. The finding task is coped with in a quite different way and is converted into a small sample size classification problem. SVM classifier is used for the task. Extensive experiments show that the proposed method significantly outperforms the original ASM in terms of average error and average frequency of convergence.
The rest of the paper is organized as follows. Section II and section III give a brief introduction of the original ASM and SVM, respectively. Section IV formulates the proposed SVMBASM in detail. Experimental results and discussion are presented in section V. It is concluded in section VI.
II. ASM

A. Construction ASM model
Assume there are n landmarked face images. On each image, k landmarks are marked by hand, as shown in Figure  1 . The coordinates of all landmarks in a image give a shape vecotr
where (x i j , y i j ) denote the coordinates of the jth landmark in the ith image. All shape vectors are aligned [10] . PCA is then applied on the aligned shape vectors to get the mean shapeā, eigenvalues (λ 1 , λ 2 , . . . , λ q ) and the corresponding eigenvectors(p 1 , p 2 , . . . , p q ). The first t eigenvectors (p 1 , p 2 , . . . , p t ) are selected such that the shape vector can be 
where b is a vector of t elements containing the model parameters. To locate new positions, local structure [10] for each landmark should be constructed in advance. For the ith landmark in the jth training image, as shown in Fig. 2 , a grey-level vector is obtained by sampling m pixels on either side along the direction perpendicular to the line connecting its previous and next landmarks. In the original ASM, the normalized first order derivative of this grey-level vector is regarded as a profile g ij for this landmark. The same operation is repeated for each training image. It thus gives n profiles (g i1 , g i2 , . . . , g in , ) for the ith landmark. The mean profileḡ i and covariance S i of these profiles are then computed and treated as the local structure for this landmark. This is repeated for each landmark, giving one local structure for each landmark. Thus, the Mahalanobis distance between a new profile g iq and the corresponding local structure is computed as follows:
B. Fitting ASM
At this stage, flexible shape model in equation (2) is used to find the new examples of the shapes in images. An example of the shape in image is denoted by
where During each itertion, as shown in Fig. 3 , for ith landmark, l(l > m) pixels on either side are sampled to produces 2(l − m) + 1 sub-profiles. The Mahalanobis distances between all these sub-profiles and the corresponding local structure are then computed. The center of the sub-profile with the minimal Mahalanobis distance is set as the new position for the current landmark, then a displacement dX i for this landmark can be obtained. This step is repeated for each landmark, all displacements are then put together to form a displacement vector dX = (dX 1 , dX 2 , . . . , dX k ). Then pose parameters displacements ds, dθ, dX c and dY c can be obtained by aligning X to X + dX. Then shape parameter b can be updated as follows: First equation (4) is extended to:
Since X can also take the form in equation (4), the above expression becomes:
Since
Thus
In the meantime, according equation (2), db is utilized such that
Substracting equation (9) from equation (6) gives
Combining equation (8) with equation (12), db can be obtained. The above arguments lead to the following sequence of adjusting: dX → ds, dθ, dX c , dY c → dx → db. At last, shape and pose parameters can be updated as follows:
where w t , w θ , w s are scalar weights. With the new shape and pose parameters, new model shape can be obtained first by equation (2) followed by equation (4).
III. SVM SVM [11] is a very useful machine learning algorithm, which looks for an optimal hyperplane for pattern classification with the maximum margin, as shown in Fig. 4 . SVM holds 2) Good generalization properties of the solution; 3) Common formulation for the class separable and the class non-separable problems as well as for linear and nonlinear problems; 4) Reasonable theoretical foundation based on structural risk minimization; Because these advantages, SVM has been widely used in pattern recognition area [13] [14] . A distinguishing characteristic of SVM is that the solution is determined by the pattern vectors closest to the hyperplane, where these vectors are called support vectors. This means that SVM does not require many training data to train classifier. It thus can solve small sample size classification problem. On the other hand, as described before, finding new position for landmarks is converted into a small sample size classification problem. This makes it possible for us to use SVM to deal with such finding task.
IV. SVMBASM
This section detailedly explains the SVMBASM. The proposed SVMBASM consists of two steps 1) Training a multi-class SVM classifier for each facial landmark 2) Fitting the model In the training phase, suppose for a given landmark in each training image, l pixels on either side are sampled, it then gives 2(l − m) + 1 sub-profiles which are labeled with 1, 2, . . . , 2(l−m)+1. Since there are n training images, it will give n × (2(l − m) + 1) training instances, in which each class contains n training instances. A multi-class SVM classifier for this landmark is then trained with these training instances. This is repeated for each landmark. Thus there will be k multiclass SVM classifiers as there are k landmarks in each training image.
In the fitting phase, for a given landmark in a test image, l pixels on either side are sampled as before to form 2(l − m)+ 1 sub-profiles, which are then fed into the corresponding classifier (8) and equation (12) . e) Adjust the pose and shape parameters with equation13. f) Compute the new model shape first by equation (2) followed by equation (4). g) Perform steps b and c, d, e and f for a fixed number of iterations.
V. EXPERIMENTS AND DISCUSSION
To evaluate the performance of the SVMBASM and compare it with the original ASM, SJTU(Shanghai Jiao Tong University) face database [15] is used. It contains viewvarying face images of 2278 subjects. For each subject, there are 9 different poses from left-side view to right-side view: −90
• , −60
• . All face images have the size of 640 × 480 pixels. In addition, the ground truth coordinates of 60 landmarks in each frontal face image are marked by hand. We used SJTU face database other than other publicly available face databases for the reason that our SJTU face database supplies the coordinates of the landmarks such that we can quantitatively compare the proposed SVMBASM with original ASM. In our experiments, 200 face images are slected to construct the shape model as well as to train a multi-class SVM classifier for each landmark. Other 1000 face images are chosen for testing.
A. The evaluation criteria
Our evaluation method is similar to those used in [8] . Given the initial, perturbed parameters, both the original ASM and the SVMBASM fitting algorithm should hopefully make the starting positions of the landmarks converge to the ground truth ones. Two criteria are used to quantitatively measure the performance of the two methods. One is average error:
where X(i, j) is the ground truth coordinates of the jth landmark in the ith test image while pos(i, j)is the coordinates located by the two methods, dis(X(i, j) − pos(i, j)) is the Euclidean Distance between them. The other criterion is average frequency of convergence, which can be expressed by nc r ×100%, nr being the number of fitting for each method has converged, r is the size of the test set. A method is considered to be convergable if the average error is less than a threshold after a fixed number of iterations.
B. The first set of experiments
In this experiment, both methods locate facial landmarks with the same initial positions which is aided by face detection [16] along with eye location [17] . In the training phase, to decide how many pixels on each side of the landmark should be selected to make the SVMBASM perform best regarding the average error, different numbers of pixels on either side of the landmark are chosen to construct different local structures and SVM classifiers for each landmark for original ASM and SVMBASM, respectively. Fig. 5 plots the average error with different numbers of pixels on each side against the number of iteration. From Fig. 5(a) and 5(b) , it seems that the original ASM needs fewer iterations to converge. However, neither method converges because the average error for both methods begin to increases after the so called "convergence", which is at the position with the minima average error. As shown in Fig. 5(a), 5(b) , 5(c), although neither method converges when the number of pixels on each side takes the value of 3, 4 and 5, the average error of SVMBASM is remarkably lower than that of original ASM. When this number takes the value of 6, 7 and 8, as shown in Fig. 5(d) , 5(e), 5(f), the original ASM does not converge as before, the average error of SVMBASM, on the contrary, continuously decreases. In addition, we can also see that the average error of SVMBASM does not clearly change after 25 iterations. This indicates that the SVMBASM converges after 25 iterations. The average frequency of convergence is also used to compare the convergence performance of the two methods. Unlike its definition reported in [8] , we set the minimum of the average error of the two methods as the criterion to determine the convergence. A method converges if its average error is less than such minimum after a fixed number of iterations. The average frequency of convergence for both methods is plotted in Fig. 6 . It is clearly that the average frequency of convergence for the original ASM is very low in all cases. This is because: 1) As shown in Fig. 5 , the average error of original ASM in all cases does not decrease continuously, which makes its most fitting trials disable to converge; 2) Average error of SVMBASM, always less than that of the original ASM, is selected as the criteria of the convergence; From Fig. 6 we can also see that the average frequency of convergence for SVMBASM is not satisfying when the number of pixels on each side takes the value of 3, 4 and 5. It is because that the sub-profiles used to train classifiers in these cases contain less discriminative information, which makes it difficult to efficiently distinguish them from each other. On the other side, as shown in Fig. 5 , most of the trials converge if this number takes the values of 6, 7 or 8. In fact, we find that the SVMBASM performs best when it takes the value of 12. Nevertheless, in this case, the algorithm needs more time for fitting without obvious improvement in fitting accuracy. Thus a tradeoff between accuracy and computation time is considered. In the following experiments, this number takes the value of 8 all the time. Figure 6 also indicates that the average frequency of the convergence for the SVMASM is quite higher than that of the original ASM in all cases. This further proves that SVMBASM performs better. Some location 
C. The second set of experiments
In this experiment, it is going to compare the robustness of two methods to the changes of the initial coordinates of the landmarks under affine transform. Given a test image, the ground truth coordinates of landmarks were systematically perturbed to generate the initial pose parameters to start the algorithms with. Both algorithms were performed on a large number of such trials and the average frequency of convergence was computed by measuring how often the algorithms converge after 25 iterations. We generate trials for perturbations of varying magnitude and plot the frequency of convergence against the magnitude of the perturbation. For each test image, we aligned the mean shapeā to the ground truth shape and then obtain the starting pose parameters s, θ, X c , Y c . Some turbulences were introduced by systematically displacing the ground truth shape about ±40 pixels distance in x and y directions, scaling its size by a factor of between [−0.3 ∼ +0.3], and rotating between [−30
• ∼ +30 • ]. Changes on the positions, scales and rotations were carried on separately in order to obtain the different initial positions of the landmarks for the fitting process to be done later on. The average frequency of convergence against the different displacements of pose parameters are plotted in Fig. 8 . In the experiments, if the average frequency of the convergence is larger than 90%, the relative algorithm is convergent. From Fig. 8(a) and 8(b) , it can be seen that the SVMBASM displays good convergence with up to 20 pixels(15% of the face width) displacement in x direction and 15 pixels displacement in y direction. The performance in y direction is not good as in x direction due to the affection caused by the hair. When some landmarks of the starting shape model lie on the air, the accuracy of finding task for these landmarks will suffer from the affection of hair. Fig.  8(c) shows that the SVMBASM converges on the condition that the rotation displacements of the starting shape model lies between [−15
• ∼ +15 • ]. We have presented a new method called SVMBASM for the location of facial landmarks, where the task of finding new position for facial landmark is converted into a small sample size classification problem. We have assessed the location performance of the proposed method on our SJTU face database. Two sets of experiments show that that the advocated method outperforms the original ASM in terms of the average error as well as the average frequency of convergence.
