This paper is concerned with high-dimensional error-in-variables regression that aims at identifying a small number of important interpretable factors for corrupted data from many applications where measurement errors or missing data can not be ignored. Motivated by CoCoLasso due to Datta and Zou [9] and the advantage of the zero-norm regularized LS estimator over Lasso for clean data, we propose a calibrated zero-norm regularized LS (CaZnRLS) estimator by constructing a calibrated least squares loss with a positive definite projection of an unbiased surrogate for the covariance matrix of covariates, and use the multi-stage convex relaxation approach to compute the CaZnRLS estimator. Under a restricted eigenvalue condition on the true matrix of covariates, we derive the 2 -error bound of every iterate and establish the decreasing of the error bound sequence, and the sign consistency of the iterates after finite steps. The statistical guarantees are also provided for the CaZnRLS estimator under two types of measurement errors. Numerical comparisons with CoCoLasso and NCL (the nonconvex Lasso proposed by Poh and Wainwright [17] ) demonstrate that CaZnRLS not only has the comparable or even better relative RSME but also has the least number of incorrect predictors identified.
Introduction
Over the past decade or so, high-dimensional regression is found to have wide applications in various fields such as genomics, finance, image processing, climate science, sensor network, and so on. The canonical high-dimensional linear regression model assumes that the number of available predictors p is larger than the sample size n, although the number of true relevant predictors s is much less than p. The model can be expressed as
where y = (y 1 , . . . , y n ) T is the vector of responses, X = (x ij ) is the n×p matrix of covariates, β * ∈ R p is a sparse coefficient vector with s nonzero entries and ε = (ε 1 , . . . , ε n ) T is the noise vector. Unless otherwise states, we assume that all covariates are centered so that the intercept term is not included in the model and the matrix X of covariates has normalized columns, i.e., 1 n n i=1 x 2 ij = 1 for every j = 1, 2, . . . , p. The current popular high-dimensional regression methods include convex type estimators such as Lasso [34] , adaptive Lasso [38] , elastic net [37] and Dantzig selector [8] ; and nonconvex type estimators such as SCAD [12] and MCP [36] . To some extent, these methods are imitating the performance of the zero-norm regularized LS estimator β zn ∈ arg min
where the ball constraint β ∞ ≤ R for some R > 0 ensures the well-definedness of β zn and λ > 0 is the regularization parameter, and the interested readers may refer to the article [11] and the monograph [5] for an excellent overview of these methods. Recently, by developing the global exact penalty for the equivalent mathematical program with equilibrium constraints (MPEC) of (2), Bi and Pan [3] showed that a global optimal solution of (2) can be obtained from the solution of a global exact penalization problem, and the popular SCAD estimator is the product yielded by eliminating the dual part of a global exact penalization problem. By solving the global exact penalization problem in an alternating way, they proposed a multi-stage convex relaxation approach (GEP-MSCRA), which can be regarded as an adaptive Lasso embedded with dual information. From the analysis of [3] for the clean design matrix X, we notice that the zero-norm regularized LS estimator, when computed with GEP-MSCRA, has a remarkable advantage over the Lasso in reducing the prediction error and capturing sparsity.
In many applications we often face corrupted data due to the inaccurate observation for the covariates or missing values. Common examples include sensor network data [31] , high-throughout sequencing [4] , and gene expression data [24] . In this setting, if the high-dimensional regression method for clean data is naively applied to the corrupted data, one will obtain misleading inference results (see [28] ). Then, it is natural to ask how to modify the zero-norm regularized LS estimator so that it can still display its strong points for the corrupted data. Motivated by CoCoLasso due to Datta and Zou [9] , we shall propose a calibrated zero-norm regularized LS estimator. For the convenience of discussion, we assume that a corrupted covariate matrix Z = (z ij ) n×p instead of the true covariate matrix X is observed. As mentioned in [18, 9] , depending on the specific context, there are various ways to model the measurement error. For example, in the additive model setup, Z = X + A where A = (a ij ) n×p is the additive error matrix; in the multiplicative error setup, Z = X • M where M = (m ij ) n×p is the multiplicative errors and "•" denotes the elementwise multiplication operator for vector and matrices; and missing values can be viewed as a special case of multiplicative errors.
Observe that the loss term 1 2n y − Xβ 2 in the clean Lasso can be rewritten as 1 2 β T Σβ − ξ T β + 1 2n y 2 with Σ := 1 n X T X and ξ := 1 n X T y.
By recalling that the covariates are centered, it is easy to check that (Σ, ξ) is an unbiased estimator of (Σ x , Σ x β * ) where Σ x denotes the covariance matrix of the covariates. In [17] , by means of Z and y, Loh and Wainwright constructed an unbiased surrogate ( Σ, ξ) of (Σ, ξ), and obtain an estimation for the true β * via the following model β ∈ arg min
Notice that the unbiased surrogate Σ constructed with Z may not be positive semidefinite; for example, when x ij is corrupted by the independent additive errors a ij with mean 0 and variance τ 2 , the matrix Σ = 1 n Z T Z − τ 2 I is an unbiased surrogate for Σ which has a negative eigenvalue due to n < p. Hence, the objective function of (4) may be nonconvex and low unbounded. Loh and Wainwright introduced the constraint β 1 ≤ R 0 √ s in the model (4) to guarantee that it has an optimal solution. Through some careful analysis, they showed that if R 0 is properly chosen, a projected gradient descent algorithm will converge in polynomial time to a small neighborhood of the set of all global minimizers. However, as remarked in [9] , the practical performance of the nonconvex Lasso model (4) depends greatly on the choice of R 0 . In addition, since the number s of nonzero entries of β * is usually unknown, the constraint β 1 ≤ R 0 √ s is also lack of practicability. Similar shortcoming also appears in the procedure of the paper [7] .
To overcome the shortcoming of model (4) and enjoy the convex formulation of Lasso, Datta and Zou [9] recently proposed a convex conditioned Lasso (CoCoLasso). They first obtained a nearest positive semidefinite (PSD) approximation to Σ by solving
where Σ is the unbiased surrogates of Σ constructed as in [17] with Z, W I for a small constant > 0 means that W − I is an PSD matrix, and W ∞ denotes the elementwise maximum norm of W ; and subsequently with the Cholesky factor Z/ √ n of Σ and the vector y satisfying Z T y = Z T y define the CoCoLasso estimator by
Here "∈" instead of "=" is used in (5) and (6) since their optimal solutions are not unique.
The elementwise maximum norm in the objective of (5) plays a twofold role: quantifying the approximation effect of Σ to Σ and removing a certain noise involved in Σ. Compared with other elementwise norms such as 1 -norm and Frobenius norm, the maximum norm indeed yields an approximation whose entries are closer to those of Σ. However, the computation of Σ is expensive since the model (5) is a convex program of p 2 variables which invoves two nonsmooth terms: the nonsmooth objective function and the PSD constraint. Figure ? ? indicates that when using the alternating direction method of multipliers (ADMM) described in [9, Appendix A] to solve (5), the computing time increases quickly with the increase of p or the improvement of the accuracy of solution. Consider that the ultimate purpose of the model (5) is to seek an approximation to the covariance matrix Σ x of the covariates instead of the noisy unbiased surrogate Σ. Then, it is reasonable to seek an approximation which has a little worse approximate accuracy but can be cheaply achieved, and then employ a more effective high-dimensional regression method than Lasso to define an estimator. When the elementwise maximum norm in (5) is replaced by the Frobenius norm, its solution is exactly the projection of Σ− I onto the positive semidefinite cone and can be obtained from one eigenvalue decomposition for Σ. Also, when Σ has the form Σ = 1 n Z T Z − τ 2 I, this solution well matches the structure of Σ. Motivated by this, we adopt the Frobenius norm of W − Σ as the objective function of (5) to obtain an approximation Σ, and define the calibriated zero-norm regularized LS estimator with ( Z, y) satisfying Z T Z/n = Σ and Z T y = Z T y; see Section 2. 
We also notice that a Dantzig selector type estimator and its improved version were proposed in [28, 29] and [1] , respectively, for additive measurement error models. Since these estimators are defined via an optimization problem with an D.C. (difference of convex functions) constraint, it is difficult to obtain these estimator in practice. To overcome the difficulty caused by the D.C. constraint, they recently relaxed the nonconvex constraint set into a convex set and proposed two conic programming based estimators for the same model setup [2] , which can be regarded as a relaxed version of the Dantzig selector for the clean data. In addition, Städler and Bühlmann [32] also derived an algorithm for sparse linear regression with missing data based on a sparse inverse covariance matrix estimation. In the same spirit of [17, 9] , we propose the CaZnRLS estimator which can handle simultaneously additive errors, multiplicative errors and missing data case. Although the CaZnRLS estimator is defined by a nonconvex optimization problem, the GEP-MSCRA developed in [3] (see Section 3) provides an efficient solver for it, which consists of solving a sequence of weighted 1 -regularized LS problems. In the clean data setting, the zero-norm regularized LS estimator, when computed with GEP-MSCRA, not only reduce the prediction error of Lasso greatly but also improve its sparsity much. As shown by Figure 2 in Section 5, the estimator continues to display its merits in reducing prediction error and capturing sparsity for the contaminated data.
The rest of this paper is organized as follows. In Section 2, we define the calibrated zero-norm regularized LS estimator and provide a primal-dual view on this estimator. Section 3 describes the GEP-MSCRA solver for computing the CaZnRLS estimator. In Section 4, under a restricted eigenvalue assumption on the matrix Σ, we provide the deterministic theoretical guarantees including the 2 -error bound for every iterate, the decreasing of the error bound sequence, and the sign consistency of the iterates after finite steps; and the statistical guarantees for the computed estimator under two types of measurement errors. In Section 5, we compare the performance of CaZnRLS with that of CoCoLasso [9] and NCL [17] by using simulated datasets.
To close this section, we introduce some necessary notations. Let S p be the space consisting of all p × p real symmetric matrices, equipped with the trace inner product W, Y = trace(W T Y ) and its induced Frobenius norm · F , and S p + be the cone consisting of all PSD matrices in S p . Let λ min (W ) and λ max (W ) denote the minimum and maximum eigenvalues of W , respectively. Let I and e denote an identity matrix and a vector of all ones, respectively, whose dimensions are known from the context. For a closed set Ω, δ Ω (·) denotes the indicator function on Ω, i.e., δ Ω (x) = 0 if x ∈ Ω and otherwise δ Ω (x) = +∞; and when Ω is convex, the notation Π Ω (·) denotes the projection operator onto Ω. For an index set Λ ⊆ {1, . . . , p}, write Λ c := {1, . . . , p}\Λ and denote by I Λ (·) the characterization function on Λ, and Y Λ by the submatrix of Y consisting of those columns Y j with j ∈ Λ.
Calibrated zero-norm regularized LS estimator
When the data is corrupted by measurement errors, the observed matrix Z of predictors is a function of the true covariate matrix X and random errors. In this case, one may construct an unbiased surrogate ( Σ, ξ) for the pair (Σ, ξ) with Z and y as in [17] . For the actual form of ( Σ, ξ) for various types of measurement errors, one may refer to [17, Section 2] or see Section 4. Now we only need to assume that ( Σ, ξ) has been computed. Let Σ have the eigenvalue decomposition as Σ = P Diag(θ 1 , . . . , θ p )P T where P is an p × p orthonormal matrix and θ 1 ≥ θ 2 ≥ · · · ≥ θ p are the eigenvalues of Σ.
Considering that it is time-consuming to compute an optimal solution of (5) when p is large, we replace the elementwise maximum norm in (5) by the Frobenius norm and obtain a nearest positive definite approximation to Σ via the convex PSD program Σ = arg min
Since (7) has the same set of optimal solutions as min W I W − Σ 2 F does, we have
When Σ takes the form 1 n Z T Z − τ 2 I, i.e., a low-rank matrix plus an identity matrix, clearly, the solution Σ also has such a structure. Moreover, in this case, one eigenvalue decomposition for the low-rank matrix 1 n Z T Z is enough to formulate the solution Σ. By (8) it is easy to obtain Z and y satisfying 1 n Z T Z = Σ and
, . . . ,
Now with Z and y we define our calibrated zero-norm regularized LS estimator by
Since ( Z, y) is a calibrated pair of ( Σ, ξ), we call (10) a calibrated version of the zeronorm regularized LS estimator defined with the corrupted observation Z directly as in (2) . In view of the strong convexity of Zβ − y 2 , we here remove the ball constraint.
Next we shall provide a primal-dual look into the estimator β. To this end, define
Clearly, t * = 0 is the unique minimizer of φ over [0, 1] and φ(1) = 1. It is easy to check
Since e − w, |β| = 0 and e − w ≥ 0 constitute an equilibrium constraint, this shows that the zero-norm is actually the optimal value function of a parameterized MPEC. By this characterization of the zero-norm, the problem (10) is equivalent to the following MPEC
in the sense that if β is a global optimal solution of (10), then ( β , sign(| β |)) is globally optimal to (12); and conversely, if ( β , w ) is a global optimal solution of (12), then β is globally optimal to (10) with
The equivalent MPEC formulation (12) indicates that the difficulty to compute the estimator β arises from the constraint e −w, |β| = 0, which brings the bothersome nonconvexity. Since nonconvex constraints are more difficult than nonconvex objective to handle, we consider its penalized version
where ρ > 0 is the penalty parameter. By the strong convexity of Zβ − y 2 , there exists some R > 0 such that (12) and (13) are respectively equivalent to their version with the ball constraint β ∈ {β ∈ R p | β ∞ ≤ R}. Then, by [3, Theorem 2.1], the problem (13) is a global exact penalty of (12) in the sense that it has the same global optimal solution set as (12) does when ρ is greater than a threshold, i.e., the following result holds.
Theorem 2.1 Let L f be the Lipschitz constant of the function f (β) := 1 2n Zβ − y 2 in the ball {β ∈ R p : β ∞ ≤ R}. Then, for every ρ ≥ ρ := 4aL f (a+1)λ , the global optimal solution set of (13) associated to ρ coincides with that of the problem (12).
The above discussions show that with ρ > ρ the estimator β can also be defined by
Compared to the problem (10), the exact penalization problem (14) involves an additional variable w ∈ R p which provides a part of dual information on (10) . Hence, the problem (14) can be viewed as a primal-dual equivalent version of (10). This equivalent version does not involve the combinatorial difficulty, and its nonconvexity is just due to the coupled term w, |β| which is clearly much easier than the zero-norm to cope with. In addition, it is worthwhile to point out that the SCAD function in [12] is the optimal value of the inner minimization problem in (14) with respect to w. To see this, by defining
and recalling its conjugate defined by ψ * (ω) = sup t∈R {tω − ψ(t)} (see [30] ), the inner minimization problem in (14) with respect to w can be compactly written as
After an elementary calculation, the conjugate function ψ * of ψ takes the following form
Let p γ (t) denote the SCAD function in [12] . By comparing with the expression of p γ (t),
and ρ = 2 (a+1)γ reduces to p γ (t). Thus,
3 GEP-MSCRA for computing the estimator β
From the last section, to compute the estimator β, one only needs to solve a single penalty problem (14) which is much easier than (10) to handle since its nonconvexity is from the coupled term w, |β| . The GEP-MSCRA proposed in [3] makes good use of the coupled structure and solves the problem (14) in an alternating way. Since the exact threshold ρ is unknown though one may obtain an upper estimation for it, a varying ρ is introduced in GEP-MSCRA. The iterations of GEP-MSCRA are described as follows. (S.1) Compute the following minimization problem
(S.3) Seek the unique optimal solution w k i (i = 1, . . . , p) of the minimization problem
(S.4) Let k ← k + 1, and then go to Step (S.1).
Remark 3.1 (a)
Since the function φ is strongly convex, the problem (18) has a unique optimal solution. By the expression of the function φ, it is immediate to obtain
,
Thus, the main computation work of GEP-MSCRA in each step is solving a weighted 1 -regularized LS. In this sense, GEP-MSCRA is analogous to the local linear approximation (LLA) algorithm [39] applied to the problem (16) except the start-up and the weights, where the start-up of the former depends explicitly on the dual variable w 0 , while that of the latter depends implicitly on a good estimator β 0 . Therefore, when computing the CaZnRLS with GEP-MSCRA, one actually obtains an adaptive Lasso estimator.
(b) Due to the combinatorial property of · 0 , it is almost impossible to get β exactly. The popular Lasso [34] or adaptive Lasso [38], as a one-step or series of convex approximation to (10), arises from the primal angle, while the series of weighted 1 -norm regularized LS problems in GEP-MSCRA arise from the primal-dual reformulation of (10).
In Appendix B, we provide the implementation details of GEP-MSCRA by using the semismooth augmented Lagrangian method (ALM) to solve the dual of (17) . As discussed in [19] , the semismooth ALM fully exploits the second-order information of (17) and the good structure of its dual, and is able to yield a solution of high accuracy.
Theoretical guarantees for the GEP-MSCRA
Throughout this section, we denote by S * the support of the true vector β * , and define
We say that Σ satisfies the restricted eigenvalue condition of constant κ > 0 on C(S * ) if
This REC is a little stronger than the one used in [23] for the clean Lasso and in [9] for CoCoLasso since C(S * ) ⊇ β ∈ R p : β (S * ) c 1 ≤ 3 β S * 1 , and is different from the (L, S * , N )-restricted eigenvalue condition introduced in [35] . In the next two subsections, we shall provide the deterministic theoretical guarantees for GEP-MSCRA under this REC with appropriate λ, ρ 1 and ρ 3 , which include the error bound for every iterate β k to the true β * , the decreasing analysis of the error sequence, and the sign consistency analysis of β k after finite steps. All proofs of the main results are given in Appendix A.
Error bound sequence and its descreasing
To establish the error bound for every iterate β k to the true vector β * , we introduce
The following theorem states a deterministic result for the error bound of each iterate. , then
The error bound in Theorem 4.1 has the same order as established for the clean Lasso (see [23] ), that is, O(λ √ s). From the proof of [9, Theorem 1], we know that
holds with a high probability. This means that there is a high probability for the error bound of β k not greater than 4λ √ s κ , which is a little better than the bound
in [9] although λ is allowed to be greater than 8 ε ∞ instead of 2 ε ∞ as in [9] . Theorem 4.1 provides an error bound for every iterate of GEP-MSCRA, but it does not tell us whether the error bound for the current iterate β k is better than that of the previous iterate β k−1 . To seek the answer, we shall study the decreasing of the error bound sequence by bounding (1−w k i ) 2 for i ∈ S * . Write F 0 := S * and for k ∈ N define
By Lemma 3,
. As a consequence, we can obtain the following error bound result involving I Λ k (i). 
The error bound in Theorem 4.2 consists of three parts: the statistical error ε S * induced by the noise, the identification error i∈S * I Λ k−1 (i) related to the choice of ρ k−1 , and the computation error (
, then the identification error becomes zero, and consequently the error bound sequence will decrease to the statistical error ε S * as k increases. Clearly, if min i∈S * |β * i | is not too small, it is easy to choose such ρ k−1 . In the next part, we shall provide an explicit choice range of ρ k such that the identification error is zero. From Theorem 4.2, we also observe that a smaller error bound of β 1 brings a smaller error bound for β k with k ≥ 2. In addition, the importance of β 1 also comes from the fact that one may use ξ − Σβ 1 ∞ to estimate the choice range of ρ k (k ≥ 1) since ε ∞ is unknown in practice. During the implementation of GEP-MSCRA (see Appendix B), we choose ρ 1 according to this strategy.
Sign consistency
In this part, we show that GEP-MSCRA can deliver an output β l satisfying supp(β l ) = supp(β * ) within finite steps if the smallest nonzero component of β * is not so small. In order to achieve this goal, we need the following oracle least squares solution:
Write
, and we have
Based on this observation for the solution β LS , we can establish the following result. 
In particular, when k ≥ k with k = + 1, it also holds that
Remark 4.1 (a) We here obtain the sign consistency of β k for k ≥ k under the REC of Σ on C(S * ), while Datta and Zou [9] achieved the sign consistency of β 1 under the irrepresentable condition on Σ, which seems to be stronger than the former since it makes a restriction on the maximum elementwise norm of Σ (S * ) c S * Σ −1 S * S * . From Theorem 4.3, the choice of ρ 1 is crucial for GEP-MSCRA to yield an oracle solution whose sign is consistent with that of β * after finite steps. As remarked after Theorem 4.2, whether such ρ 1 is easily chosen or not in practice depends on the error bound of β 1 .
(b) From Theorem 4.3 and Theorem 4.2, we conclude that a smaller ρ 3 entails a good output of GEP-MSCRA in terms of the error bound and sign consistency, and for those problems with high noise, a large λ is needed and the error bound of β k becomes large.
We have established the deterministic theoretical guarantees of GEP-MSCRA for computing the calibrated zero-norm regularized LS estimator under suitable conditions. From [26, 27] , if X from the Σ x -Gaussian ensemble (i.e., X is formed by independently sampling each row X i ∼ N (0, Σ x ), there exists a constant κ > 0 (depending on Σ x ) such that Σ satisfies the REC on C(S * ) with probability greater than 1−c 1 exp(−c 2 n) as long as n > cs log p, where c, c 1 and c 2 are absolutely positive constants. It is natural to ask whether such κ satisfies the requirement of the above theorems or not. In addition, is there a big possibility to choose λ, ρ 1 and ρ 3 as required in the above theorems? In the next part, we focus on these questions for two specific types of errors-in-variables models.
GEP-MSCRA under two types of measurement errors
S * S * . By using ε LS = 1 n Z T ( y − Zβ LS ) and equation (24), we have
where the second inequality is due to Σ(β * −β LS ) = ( ε S * ; G ε S * ). In addition, we have
The relations in the last two equations will be used in the next two subsections. In addition, we also need the following assumption for the entries of the noise ε.
Assumption 1 Assume that ε i (i = 1, . . . , m) are i.i.d. sub-Gaussians, i.e., there exists σ > 0 such that E[exp(tε i )] ≤ exp(σ 2 t 2 /2) for all i and t ∈ R.
Additive errors case
In this part, the matrix X is assumed to be contaminated by additive measurement error, i.e., Z = X +A where A = (a ij ) is the matrix of measurement errors. We assume that the rows of A are independent and identically distributed with zero mean, finite covariance Σ A and sub-Gaussian parameter τ 2 . Following [18] , we assume that Σ A is known, and the unbiased surrogates of Σ and ξ are given by
.
( Σ add − I) and ε add := ξ add − Σ add β * . Next we use Lemma 4.1 to show that the entries of ( Σ add − Σ)β * and ξ add can be controlled by β * 1 .
Lemma 4.2 Let
Then, there exist universal positive constants C and c, and positive function ζ (depending only on β * , τ 2 , σ 2 and λ max (Σ A )) such that
Proof: From the expression of Σ add , it immediately follows that
For a matrix Γ ∈ S p + , it is not hard to check that λ max (Γ) ≥ Γ ∞ . Thus,
From this inequality and Lemma 4.1 with = Kη 2 β * 1 ≤ 0 , there exist universal positive constants C and c and positive functions ζ (depending on β * , τ 2 , σ 2 ) such that
This shows that (28a) holds. Recall that ε add = ξ add − Σ add β * . Hence, it holds that 
Together with the last inequality and the inequality (28a), the inequality (28b) holds.
2
From the proof of [9, Theorem 1] there also exist universal positive constants C and c and positive function ζ (depending on β * S * , τ 2 and σ 2 ) such that for all ≤ min( 0 , κ 64s ),
Thus, along with Lemma 4.2 and Theorem 4.2, when computing the calibrated zero-norm regularized LS estimator with GEP-MSCRA, we have the following conclusion. where K is the constant same as in Lemma 4.2, then for all k ∈ N the following inequality
holds with probability at least 1 − p 2 C exp(−cns −2 ζ −1 ) where C and c are universal positive constants and ζ is a positive function depending on β * , τ 2 , σ 2 , κ and λ max (Σ A ).
S * S * ∞ ε add ∞ . Thus, using Lemma 4.2, Theorem 4.3 and the arguments before Corollary 4.1, we have the following sign consistency result. , then
+ 1 w.p. at least 1 − Cp 2 exp(−cns −2 ζ −1 ), where C and c are universal positive constants and ζ is a positive function depending on β * , τ 2 , σ 2 , κ and λ max (Σ A ).
Multiplicative error and missing data
In this part, we consider that the matrix X is contaminated by multiplicative measurement error, i.e. Z = X • M , where M = (m ij ) is the matrix of measurement errors. We assume that the rows of M are independent and identically distributed with mean µ M , covariance Σ M and sub-Gaussian parameter τ 2 , where the entries of µ M and Σ M +µ M µ T M are strictly positive. From [17] ,
n Z T y µ M are the unbiased surrogates of Σ and ξ, respectively, where denotes the elementwise division operator. Similar to [9] , for the multiplicative setup, we need the following additional set of regularity conditions where c X and c M are universal positive constants
From [9, Lemma 2], we know that the following conclusion holds for Σ mul and ξ mul .
Lemma 4.3
There exists universal constants C, c > 0 and positive functions ζ and 0 depending on β * S * , τ 2 , σ 2 and the constants in (30) such that for every ≤ 0 ,
( Σ mul − I) and ε mul = ξ mul − Σ mul β * . Next we use Lemma 4.3 to show that the entries of ( Σ mul − Σ)β * and ε mul can be controlled by β * 1 .
Lemma 4.4 Let
where E is the matrix of all ones and η = min 1, 
Proof: From the expression of Σ mul and the proof of Lemma 4.2, it follows that
Next we shall provide a lower bound for λ min ( Σ mul ). , the fourth one is using the positive semidefiniteness of Σ Z , and the last one is due to Z = X • M and the first two relations in (30) . Together with (32) and the definition of K, it follows that
From Lemma 4.3 with = K η 2 β * 1 ≤ 0 , there exist universal positive constants C and c and positive functions ζ (depending on β * , τ 2 , σ 2 ) and the constants in (30) such that
Thus, we get (31a). Notice that
Together with Lemma 4.3 and the probability inequality (31a), the inequality (31b) follows.
By using Lemma 4.4 and the same arguments as those for Corollary 4.1 and 4.2, the following conclusions hold for multiplicative errors, where 
Numerical experiments
We use simulated datasets to evaluate the performance of the CaZnRLS estimator, computed with GEP-MSCRA (see Appendix B for its implementation details), and compare its performance with that of CoCoLasso in [9] and NCL in [17] , respectively, in terms of the relative root-mean-square-error (RMSE), the computing time, the number of correct (NC) and incorrect (NIC) predictors identified, respectively. Let β f be the final output of one of three solvers. We calculate its relative RMSE by
, and NC and NIC by
and NIC(β
where N nz (β) := p i=1 I |β i | > 10 −8 records the number of nonzero entries of β. For NCL, we set R 0 = β * 1 √ s for comparison though it is impractical. Since the Matlab code of CoCoLasso is not available, we include our implementation in Appendix C. Since it is time-consuming for Algorithm 3 to use the stopping rule max{ k pinf , k dinf , k gap } ≤ 10 −5 , we adopt the looser one max{ k pinf , k dinf , 10 −3 k gap } ≤ 3 × 10 −4 to obtain an approximate optimal solution of (5), and then apply Algorithm 1 for solving the associated (6). All numerical results are obtained from a desktop computer running on 64-bit Windows Operating System with an Intel(R) Core(TM) i7-7700 CPU 3.6GHz and 16 GB memory.
Throughout this section, all test examples are randomly generated with the triple (p, s, n) consisting of the dimension p of predicted variable, the number of nonzero entries s of β * , and the number of sample size n, where s = round(0.5 √ p). We generate the observation data y from the model (1) where β * S * is an i.i.d. standard normal random vector, and the entries of ε are independent and identically distributed N (0, 0.5 2 ).
Performance of CaZnRLS and CoCoLasso under different λ
We test the performance of CaZnRLS and CoCoLasso with different λ by Example 5.1.
Example 5.1 We generate Z = X + A with p = 800 and n = round(5s log(p)), where the rows of X are i.i.d. standard normal random vectors with mean zero and covariance matrix Σ X = I, and the rows of A are independent and identically distributed N (0, τ 2 I). Figure 2 plots the average relative RSME, NC and NIC curves of CaZnRLS1 (i.e., CaZnRLS with k = 1), CaZnRLS and CoCoLasso for solving Example 5.1 with τ = 1 and 0.5, respectively. Among others, CaZnRLS1 and CaZnRLS are using λ = ν n Z T y ∞, and CoCoLasso is using λ = ν n Z T y ∞. For each λ, the average relative RSME (respectively, NC and NIC) is the average of the total RSME (respectively, NC and NIC) for 50 problems. The subfigures on the first column show that CoCoLasso is superior to CaZnRLS1 in terms of RSME, which means that the model (5) indeed yields better estimation for Σ than the model (7) does. However, when λ ≥ 0.1 n Z T y ∞ for τ = 1 and λ ≥ 0.05 n Z T y ∞ for τ = 0.5, CaZnRLS improves the relative RSME of CaZnRLS1 much and yields much smaller RSME than CoCoLasso does, which shows that CaZnRLS retains the merits of the zero-norm regularized LS estimator in the clean data setting. In addition, under the same λ, CaZnRLS has the almost same NC but less NIC than CoCoLasso does, and when λ increases, their NC becomes worse (or less) and NIC becomes better (or less). 
Performance for different measurement errors
We evaluate the performance of CaZnRLS, CoCoLasso and NCL for three classes of measurement errors under different sample size, by running CaZnRLS with λ = ν n Z T y ∞ and CoCoLasso with λ = ν n Z T y ∞ for all test problems generated with p = 10 3 . In view of Figure 2 , for test problems with low noise, we choose ν = 0.1 for CaZnRLS and 0.08 for CoCoLasso; and for those with high noise, choose ν = 0.2 for CaZnRLS and 0.18 for CoCoLasso. For a given sample size, the average relative RMSE (time, NC and NCI) is the average of the total relative RMSE (time, NC and NIC) of 50 test problems.
Additive errors case
Example 5.2 We generate Z = X + A where the rows of X are independent and identically distributed (i.i.d) standard normal random vectors with mean zero and covariance matrix (Σ X ) ij = 0.5 |i−j| , and the rows of A are i.i.d. N (0, τ 2 I) with τ = 0.5 or 1.0. Figure 3 plots the average relative RMSE, NC and NIC curves of three solvers under different sample size for Example 5.2. We see that whether X is corrupted by low noise or by high noise, CaZnRLS yields the smallest relative RMSE among three solvers, and its NC is a little worse (at most one lower) than that of CoCoLasso, but its NIC is much better (or lower) than that of the latter. For the high noise case, NCL has the worst performance whether by the relative RMSE, NC or NIC. time than CaZnRLS and NCL do for all problems, and for those problems with high noise, it requires about 100 times more than CaZnRLS and NCL do.
Multiplicative errors and missing data cases
Example 5.3 We generate Z = X M where the rows of X are i.i.d. standard normal random vectors with mean zero and covariance matrix Σ X = I, and the entries of W follow the log-normal distribution, i.e., log(M ij ) are i.i.d. N (0, τ 2 I) with τ = 0.5 or 0.8. Example 5. 4 We generate Z with the entries (Z ij ) n×p defined in the following way Z ij = X ij with probability 1 − τ ; 0 otherwise, where the rows of X are independent and identically distributed standard normal random vectors with mean zero and covariance matrix Σ X = I. Figure 5 and 6 plot the average relative RMSE, NC and NIC curves of three solvers under different sample size for Example 5.3 and 5.4, respectively. We see that for the two classes of errors, the relative RSME, NC and NIC of three solvers display similar performance as they do in the additive noise case. Since the size of Example 5.3-5.4 is same as that of Example 5.2, the time of three solvers for the two examples has the same performance as they do for Example 5.2, and we here do not report it.
Finally, we evaluate the performance of CaZnRLS and NCL for the problems generated with p = 5000 by the following example. Figure 7 plots the average relative RMSE, NC and NIC curves of CaZnRLS and NCL under different sample size for Example 5.5. We see that although the relative RSME of CaZnRLS is a little worse than that of NCL, its NIC is much better (or lower) than that of NIC. In addition, CaZnRLS also has better NC than NCL does. This shows that for the problems with a large scale, CaZnRLS is superior in terms of RMSE, NC and NIC.
Conclusion
For high-dimensional error-in-variables regression, we proposed a calibrated zero-norm regularized LS estimator by constructing a calibrated least squares loss with a positive definite projection Σ of an unbiased surrogate Σ for Σ. Compared with the one used in [9] , this solution Σ is much cheaper obtained though it may have a little worse approximation to Σ. In view of the latter, the zero-norm instead of the 1 -norm regularization term is used. We provided the theoretical guarantees for the CaZnRLS estimator when computed with GEP-MSCRA. Numerical simulation indicates that the CaZnRLS has the superior performance over CoCoLasso and NCL, and for three classes of measurement errors, it has the comparable even better relative RSME and more importantly the lowest NIC. In our future research, we shall focus on high dimensional error-in-variables matrix regression or other classes of vector regression with corrupted data. 
Appendix A
In this part, we write ∆β k = β k −β * , ∆ β k = β k −β LS and v k = e−w k for k = 1, 2, . . .. To achieve the conclusion of Theorem 4.1, we need to establish the following lemmas.
Lemma 1 For any β ∈ R p , it always holds that ( Σ − I), it follows that for any β ∈ R p , 1 2n
where the inequality is using the positive semidefiniteness of the matrix
Lemma 2 Suppose that for some k ≥ 1 there is an index set
By the optimality of β k and the feasibility of β * to the subproblem (17), we have
which, by using
where the second inequality is using S k−1 ⊇ S * , and the last one is due to v k i ≤ 1 for i ∈ S * and min i /
Z∆β k 2 ≥ 0, we obtain the first result. In addition, from (33) and
where the second inequality is by λ ≥ (2 + 6δ −1 ) ε ∞ . The second result follows. 2
The proof of Theorem 4.1:
We first argue that if |S l−1 | ≤ 1.5s for some l ∈ N, then the following inequality holds
Since S l−1 ⊇ S * with |S l−1 | ≤ 1.5s and λ ≥ 8 ε ∞ , using Lemma 2 for δ = 1 delivers
Combining the last two inequality with Lemma 1, we immediately obtain that 1 2n
Notice that ∆β l ∈ C(S * ) since S l−1 ⊇ S * with |S l−1 | ≤ 1.5s. By the REC of Σ, we have
This, along with ε ∞ ≤ 1 8 λ, implies the inequality (34) , and the stated conclusion holds. Next we show that |S k−1 | ≤ 1.5s for all k ∈ N. When k = 1, this inequality holds automatically since S 0 = S * implied by w 0 ≤ 1 2 e. Now assume that |S k−1 | ≤ 1.5s for k = l with l ≥ 1. From the above argument, we have
. By (19) , the latter implies ρ l |β l i | ≥ 1. So,
where the last inequality is due to
. Thus, |S l | ≤ 1.5s. Hence,
5s for all k ∈ N, and the desired error bound follows from (34) . 2
Lemma 3 Let F k and Λ k be the sets defined by (22) . Then, for each k ∈ {0} ∪ N,
) , and consequently
The proof of Theorem 4.2:
}. Since the conclusion holds automatically for k = 1, it suffices to consider the case k ≥ 2. From the proof of Theorem 4.1, |S k−1 | ≤ 1.5s for all k ∈ N. Then, we have
where the last inequality is using (37) and ρ k ≥ 1. In addition, from (36) and Lemma 3,
where the third inequality is by the definition of F k−1 . Along with (38), it follows that
where the first inequality is using ρ k−1 λ ≤ ρ 3 λ ≤ . The desired result directly follows by solving this recursion with respect to β k − β * . 2
To achieve Theorem 4.3, we need the following lemma that is parallel to Lemma 2.
where the second inequality is using S k−1 ⊇ S * . Together with Lemma 1,  where the first inequality is due to S l−1 \S * ⊆ F l−1 , the second one is since the conclusion holds for k ≤ l − 1 for l ≥ 2, the next to the last is using ρ 3 ≤ where ω i = nλ(1 −w k i ) for i = 1, 2, . . . , p are nonnegative weights. There are some solvers developed for (42); for example, the Matlab package SLEP developed by Liu and Ye [20] with the accelerated proximal gradient method [22] , and the semismooth Newton ALM developed by Li, Sun and Toh [19] . The first solver is solving (42) itself, while the second is solving its dual problem. Motivated by the numerical comparison reported in [19] , we apply the semismooth Newton ALM for solving the dual problem of (42) 
For a given µ > 0, the augmented Lagrangian function of problem (43) is defined as
The iteration steps of the augmented Lagrangian method for (43) is described as follows. 
2. Update the multiplier by the formula β j+1 = β j + µ j ( Z T ζ j+1 − η j+1 ).
3. Update µ j+1 ↑ µ ∞ ≤ ∞. Set j ← j + 1, and then go to Step 1.
end while
Next we pay our attention to the solution of the augmented Lagrangian subproblem (44). Let Φ j (ζ) := min η∈R p L µ j (ζ, η; β j ) for ζ ∈ R p . After an elementary calculation,
It is easy to verify that (ζ j+1 , η j+1 ) is an exact optimal solution of (44) if and only if
By the strong convexity of Φ j , ζ j+1 = arg min ζ∈R p Φ j (ζ) iff ζ j+1 satisfies the system ∇Φ j (ζ) = y + ζ + µ j Z Z T ζ +β j /µ j − Π Λ Z T ζ +β j /µ j = 0.
In addition, we adopted a stopping criteria similar to those in [19] for Algorithm 2:
∇Φ j (ζ j+1 ) ≤ δ j min 0.1, max( The choice of λ is specified in the experiments. In addition, we choose the parameter a in φ to be a = 6.0. We terminate GEP-MSCRA at β k whenever it satisfies or the number k of iterate satisfies k ≥ 6, where N nz (β) is defined as in Section 5. We solve the dual of (17) with Algorithm 1 in terms of the tolerance j = 10 −8 .
Algorithm 3 ADMM for solving the problem (48)
Initialization: Choose µ > 0, τ ∈ (1, √ 5+1
2 ) and an initial (W 0 , B 0 , Γ 0 ). Set k = 0. while the stopping conditions are not satisfied do 1. Compute the following strongly convex minimization problem
2. Compute the following strongly convex minimization problem
3. Update the multiplier by the formula Γ k+1 = Γ k + τ µ(W − B − Σ).
4. Set k ← k + 1, and then go to Step 1.
end while
where the equality in (52) is obtained by using the relation prox f * (G) + prox f (G) = G with prox f (G) := arg min B∈S p 1 2 B − G 2 F + f (B) and f (B) := µ −1 B ∞ for B ∈ S p . Just like [9] , we use the algorithm proposed in [10] to compute the projection in (52).
During our implementation for Algorithm 3, we adjust µ dynamically by the ratio of the primal and dual infeasibility at the iterate. By the optimality conditions of (48) and (50)-(51), we measure the primal and dual infeasibility at (W k+1 , B k+1 , Γ k+1 ) by 
