Abstract. Geometric properties of N random points distributed independently and uniformly on the unit sphere S d ⊂ R d+1 with respect to surface area measure are obtained and several related conjectures are posed. In particular, we derive asymptotics (as N → ∞) for the expected moments of the radii of spherical caps associated with the facets of the convex hull of N random points on S d . We provide conjectures for the asymptotic distribution of the scaled radii of these spherical caps and the expected value of the largest of these radii (the covering radius). Numerical evidence is included to support these conjectures. Furthermore, utilizing the extreme law for pairwise angles of Cai et al., we derive precise asymptotics for the expected separation of random points on S d .
Introduction
This paper is concerned with geometric properties of random points distributed independently and uniformly on the unit sphere S d ⊂ R d+1 . The two most common geometric properties associated with a configuration X N = {x 1 , . . . , x N } of distinct points on S d are the covering radius (also known as fill radius or mesh norm), arccos(y, x j ), which is the largest geodesic distance from a point in S d to the nearest point in X N (or the geodesic radius of the largest spherical cap that contains no points from X N ), and the separation distance ϑ(X N ) := min which gives the least geodesic distance between two points in X N . (For related properties of random geometric configurations on the sphere and in the Euclidean space see, e.g., [1, 2, 9, 15, 17] .) One of our main contributions in this paper concerns a different but related quantity, namely the sum of powers of the "hole radii". A point configuration X N on S d uniquely defines a convex polytope, namely the convex hull of the point configuration. In turn, each facet of that polytope defines a "hole", which we take to mean the maximal spherical cap for the particular facet that contains points of X N only on its boundary. The connection with the covering problem is that the geodesic radius of the largest hole is the covering radius α(X N ).
If the number of facets (or equivalently the number of holes) corresponding to the point set X N is f d (itself a random variable for a random set X N ), then the holes can be labeled from 1 to f d . It turns out to be convenient to define the kth hole radius ρ k = ρ k (X N ) to be the Euclidean distance in R d+1 from the cap boundary to the center of the spherical cap located on the sphere "above" the kth facet, so ρ k = 2 sin(α k /2), where α k is the geodesic radius of the cap.
For arbitrary p ≥ 0, our results concern the sums of the pth powers of the hole radii,
It is clear that for large p the largest holes dominate, and that using the conversion from the geodesic radius α(X N ) to the Euclidean radius of the largest hole. To state our result for the expected moments of the hole radii (Theorem 2.2), we utilize the following notation dealing with random polytopes. Let ω d be the surface area of S d , so ω d = 2π
(d+1)/2 /Γ((d + 1)/2), and define (using ω 0 = 2) (1.1)
The quantity κ d can also be defined recursively by
, d = 2, 3, . . . .
From [6] , the expected number of facets * formed from N random points independently and uniformly distributed on S d is
For dimensions d = 1 and d = 2, if the convex hull is not degenerate (i.e., no two points on S 1 coincide, or, three adjacent points on S 2 are not on a great circle), then f 1 = N and f 2 = 2N − 4. For higher dimensions, the expected number of facets grows nearly linearly in N, but the slope B d grows with the dimension: d Adapting methods for random polytope results ( [6, 19] ), we derive the large N behavior of the expected value of the sum of pth powers of the hole radii in a random point set on S d for any real p > 0, namely that
where B d,p is an explicit constant (see Theorem 2.2). For the 2-sphere, we further obtain next-order terms for such moments (see (2.5) ). The constant B d,p in (1.3) can be interpreted as the pth moment of a non-negative random variable X with probability density function
where κ d is defined by (1.1). For d = 1 the expression (1.4) reduces to the exponential distribution
e −x/π , while for d = 2 it reduces to the Nakagami distribution (see [20] ). Based on heuristic arguments and motivated by the numerical experiments in Figure 3 , we also conjecture that as N → ∞ the scaled radii N 1/d ρ 1 , . . . , N 1/d ρ f d associated with the facets of the convex hull of N random points on S d are (dependent) samples from a distribution with a probability density function which converges to (1.4); see Conjecture 2.3. Equation (1.3) suggests a conjecture for the expected value E[ρ(X N )] of the covering radius of N i.i.d. (independent and identically distributed) random points on S d . To state this conjecture, we use (here and throughout the paper) the notation a N ∼ b N as N → ∞ to mean a N /b N → 1 as N → ∞. Stated in terms of the Euclidean covering radius, we propose that
and that the coefficient is B Conjecture 2.4 and the remark thereafter).
The conjecture is consistent with results of Maehara [14] on the probability that equal sized caps cover the sphere: if the radius is larger than the righthand side of (1.5) by a constant factor, then the probability approaches one as N → ∞, whereas, if the radius is smaller than the right-hand side by a constant factor, then the probability approaches zero. Observe that the "mean value" of the hole radii (obtained by setting p = 1 in (1.3)) already achieves the optimal rate of convergence (1) for N i.i.d. random points on S 2 and remark that, somewhat surprisingly, the covering radius of random points is much more forgiving compared to their separation properties (cf. (1.8) below).
For the case of the unit circle S 1 , order statistics arguments regarding the placement of points and arrangement of "gaps" (i.e., the arcs between consecutive points) are described in [10, p. 133-135, 153] . With ϕ k denoting the arc length of the kth largest gap formed by N i.i.d. random points on S 1 , one has
Thus, the geodesic covering radius of N random points has the expected value
where γ = 0.5772156649 . . . is the Euler-Mascheroni constant, which implies that (1.5) holds for d = 1 and
For further background concerning related covering processes, see, e.g., [7, 14, 25] .
Since separation is very sensitive to the placement of points, unsurprisingly, random points have very poor separation properties. Indeed, (1.6) yields that the expected value of the minimal separation of N i.i.d. random points on the unit circle (in the geodesic metric) is
This is much worse than the minimal separation 2π/N of N equally spaced points. Here we deduce a similar result for S d (see Corollary 3.4), namely
where C d is an explicit constant. This rate should be compared with the optimal separation order N −1/d for best-packing points on S d . Using first principles, we further obtain the lower bound
with an explicit constant L d and C d as in (1.8) (see Proposition 3.6). The outline of our paper is as follows. In Section 2, we state our results concerning the moments of the hole radii as well as conjectures dealing with the distribution of these radii and the asymptotic covering radius of random points on S d . Also included there are graphical representations of numerical data supporting these conjectures. Section 3 is devoted to the statements of separation results both in terms of probability and expectation. In Section 4, we collect proofs. In Section 5, we briefly compare numerically the separation and hole radius properties of pseudo-random point sets with those of several popular non-random point configurations on S 2 . This connection to convex random polytopes can be exploited to derive probabilistic assertions for the sizes of the holes in a random point set generated by a positive probability density function. Indeed, the proof of our first result uses geometric considerations and general results on the approximation of convex sets by random polytopes with vertices on the boundary (cf. [3, 22] ) to establish large N asymptotics for the expected value of a "natural" weighted sum of the (squared) Euclidean radii 
where A k,N is the surface area of the kth facet of the convex hull,
, and V N is the volume of the convex hull. In the last term, A and V denote the surface area of S d and the volume of the unit ball in R d+1 , respectively.
By E µ we mean the expected value with respect to µ. 
as N → ∞, where ρ k = ρ k,N is the Euclidean hole radius associated with the kth facet of the convex hull of X 1 , . . . , X N , Notice that for p = 0 we deduce the following result for the expected number of facets,
which again confirms (1.2). 
where we have omitted an error term that goes exponentially fast to zero as N → ∞. Here B (1) = (1 + p/2)/2. Using (2.5), we get the following improvement of (2.4): for any positive integer L,
Recall that Euler's celebrated Polyhedral Formula states that the number of vertices f 0 , edges f 1 and faces f 2 of a convex polytope satisfy f 0 − f 1 + f 2 = 2 and Steinitz [27] proved that the conditions
are necessary and sufficient for (f 0 , f 1 , f 2 ) to be the associated triple for the convex polytope K N . In particular, if K N is simplicial (all faces are simplices), then f 2 = 2 f 0 − 4. The sum of all hole radii, on average, behaves for large N like
Here, (a) n denotes the Pochhammer symbol defined by (a) 0 := 1 and (a) n+1 := (n + a)(a) n . Furthermore, on observing that the σ 2 -surface area measure of a spherical cap C ρ k with Euclidean radius ρ k is given by (remembering that α k is the geodesic radius of each cap)
we obtain
The analogous formula for higher-dimensional spheres is 
where B(a, b) is the Beta function (see [11, Section 5.12]) defined by
and, as before, σ d (C ρ ) is the σ d -surface area of a spherical cap of Euclidean radius ρ. The leading term in the asymptotic approximation (as N → ∞) is not affected by the choice of τ ∈ (0, 2). (A change in τ yields a change in a remainder term not shown here that goes exponentially fast to zero for fixed (or sufficiently weakly growing) p.) Apart from a normalization factor (essentially E[f d ]), this right-hand side can be interpreted as an approximation of the pth moment of the random variable "hole radius" associated with a facet of the convex hull of the N i.i.d. uniformly distributed random points on S d whereas the left-hand side up to the normalization can be seen as the empirical distribution of the identically (but not independently) distributed hole radii. The normalized surface area of C ρ can be expressed in terms of a regularized incomplete beta function, or equivalently, a Gauss hypergeometric function,
where (see [11, Eq. 8.17.1])
Hence the change of variable x = ρ N 1/d leads in a natural way to the substitution
and thus by the dominated convergence theorem to the limit relation
Either integral can be easily computed using the well-known integral representation of the gamma function ([11, Eq. 5.
In fact, the right-hand side of (2.7) reduces to the same constant
we obtained in Theorem 2.2. Relation (2.7) suggests that the scaled hole radii
associated with the facets of the convex hull of the N i.i.d. uniformly distributed random points on S d are identically (but not independently) distributed with respect to a PDF that tends (as N → ∞) to the limit PDF (2.8). 
where κ d is defined in (1.1).
Remark. Note that the transformation
The surface area of a spherical cap with small radius ρ is approximately given by a constant multiple of ρ d . Thus the surface area of the caps associated with each hole follows a Gamma distribution. by means of
For d = 2 the PDF in (2.8) reduces to the Nakagami distribution (see, e.g., [12] )
with shape parameter ν = 2 and spread Ω = 8.
The covering radius of i.i.d. uniformly distributed points on S d . By Conjecture 2.3, the unordered scaled hole radii of N i.i.d. uniformly chosen random points on S d are identically (but not independently) distributed with respect to a PDF tending to (2.8). We now order the f d hole radii such that ρ =ρ 1 ≥ ρ 2 ≥ · · · ≥ ρ f d and ask about the distribution properties of the kth largest hole radius. Of particular interest is the largest hole radius ρ 1 which gives the (Euclidean) covering radius of the random point configuration.
Remark. Inspired by this conjecture, Reznikov and Saff [23] recently investigated this problem and proved results for more general manifolds. Note that Theorem 2.2 implies that
and thus the convergence rate of this "mean value" of the hole radii is smaller by a factor (log N) 1/d than the conjectured rate for the expected value of the maximum of the hole radii in (2.9).
Justification of Conjecture 2.4. Dividing the asymptotics in equation (4.11) of Section 4 through by the asymptotics for E[f d ] (given by (4.11) for p = 0) and taking the pth root, we arrive at
as N → ∞. Not shown here is a remainder term that goes exponentially fast to 0 for fixed (or sufficiently weakly growing) p. A qualitative analysis of the right-hand side of (2.10) for p growing like p = ε d log N for some ε > 0 as N → ∞ provides the basis for our conjecture. It is assumed that p grows sufficiently slowly so that the right-hand side of (2.10) provides the leading term of the asymptotics. From the proof of Theorem 2.2 we see that R(N, p) ≤ C N −2ξ/d for some ξ ∈ (0, 1). Thus, the expression {1 + R(N, p)} 1/p goes to 1 as N → ∞. The well-known asymptotic expansion of the log-gamma function log Γ(x) for large x yields
as N → ∞. Maehara's results in [14] then give that
We remark that further numerical experiments support Conjecture 2.4. They also show that the convergence is very slow when the dimension d gets larger.
Separation of Random Points
Let X 1 , . . . , X N form a collection of N ≥ 2 independent uniformly distributed random points on S d . These N random points determine
In the case of fixed dimension d † , the global behavior of these pairwise angles is captured by their empirical distribution
where δ θ is the Dirac-delta measure with unit mass at θ ∈ [0, π]. The empirical law of such angles among a large number of random points on S d is known. . With probability one, the empirical distribution of random angles µ N converges weakly (as N → ∞) to the limiting probability density function
Remark. All angles Θ j,k (1 ≤ j < k ≤ N) are identically distributed with respect to the probability density function h(θ) ([8, Lemma 6.2(i)]) but are not independent (some are large and some are small).
Remark. The PDF h(θ) appears in the following decomposition of the normalized surface area measure
Thus, the cumulative distribution function associated with h(θ),
measures the (normalized) surface area of a spherical cap with arbitrary center p ∈ S d and geodesic radius θ ∈ [0, π].
On a high-dimensional sphere most of the angles are concentrated around π/2. The following concentration result provides a precise characterization of the folklore that "all high-dimensional unit random vectors are almost always nearly orthogonal to each other". . Let Θ be the angle between two independent uniformly distributed random points X and Y on S d (i.e., cos Θ = X · Y). Then
for all d ≥ 1 and ε ∈ (0, π/2), where C ′ is a universal constant. †
The case when both d and N grow is also discussed in [8] .
Remark. As the dimension d grows (and ε remains fixed), the probability decays exponentially. Letting ε decay like c (log d)/d, where c > 1, one has that (see [8] for details)
for sufficiently large d, where C ′′ depends only on c; i.e., (3.1) can be interpreted as follows: the angle between two independent uniformly distributed points on a high-dimensional sphere is within (c log d)/d of π/2 with high probability.
The minimum geodesic distance among points of a (random) configuration on the sphere is given by the smallest angle. Let the extreme angle Θ min be defined by
The 'extreme law' of all pairwise angles Θ j,k among a large number of random points on S d is as follows.
Then for every t ∈ R, one has F N (t) → F (t), where
and the constant κ d is given in (1.1).
As we shall show, the extreme law for pairwise angles plays an important role in deriving the expected value of the (geodesic) separation distance of random points on S d .
Corollary 3.4. Let X N be a set of N i.i.d. uniformly chosen points on S d . Then
Furthermore,
We remark that the same limit relations hold if ϑ(X N ) is replaced by the pairwise minimal Euclidean distance of X N . The first few constants C d are given in Table 1 . 
In particular,
and therefore for δ = C d and C d the constant in Corollary 3.4,
The right-hand side is strictly monotonically increasing for d ≥ 1 towards 1−e γ . Moreover,
(Here, γ is the Euler-Mascheroni constant.)
By the Markov inequality, we have
and relation (3.6) gives that
Optimization of above lower bound of the expected value yields the following estimate that should compared with the one in Corollary 3.4.
Proposition 3.6. Let X N be a set of N i.i.d. uniformly chosen points on S d . Then
where C d is the constant in Corollary 3.4 and
Proofs

Proofs of Section 2.
Proof of Proposition 2.1. The volume of an upright hyper-pyramid in R d+1 of height a with a base polytope of d-dimensional surface measure A has volume Aa/(d + 1). Hence, the volume V N of a polytope with N vertices on S d that contains the origin in its interior with f d facets F 1 , . . . , F f d , where F k has surface area A k,N and distance a k to the origin, is given by the formula (4.1)
A simple geometric argument yields that the geodesic radius α k and the Euclidean radius ρ k of the "point-free" spherical cap associated with F k are related with the center distance a k by means of ρ k = 2 sin(α k /2) = 2 (1 − a k ). Now, let V N and A N be the volume and the surface area of the convex hull K N of the random points Y 1 , . . . , Y N . Further, let V and A denote the volume of the unit ball in R d+1 and the surface area of its boundary S d , respectively. We will use the following facts:
and that V N /V → 1 and A N /A → 1 as N → ∞, which are consequences of (4.1) and the fact that the random polytopes K N approximate the unit ball as N → ∞. We rewrite (4.1),
Hence, we arrive at the expected value for the measure µ given by d µ(
Observe that the last term is positive. Furthermore,
From [3, Theorem 1.1] (also cf. [19, 22, 24] ), we obtain that
and
The result follows.
For the proof of Theorem 2.2 we need the following asymptotic result.
Lemma 4.1. Let ν ≥ 1, 0 < c ≤ 1, µ > 0, β > 0, and τ > 0 be such that c τ µ < 1 and ν/µ ≥ 1. Suppose that g is a continuous function on [0, τ ] which is differentiable on (0, τ ), and satisfies |g(x)| ≤ C x κ and |g
The remainder term R c τ µ (ν/µ, N − β), given by
satisfies the estimate
vanishes and one has the more precise asymptotic expansion Proof. Let G τ (ν, N − β) denote the integral on the LHS of (4.3). Then the change of variable u = cx µ gives an incomplete beta-function-like integral
which can be rewritten as follows
The ratio of Gamma functions has the asymptotic expansion ([11, Eqs. 5.11.13 and 5.11.15])
whereas the regularized incomplete beta function admits the asymptotics ([11, Eq. 8.18.1])
so that the departure from 1 has exponential decay as N → ∞. (Note that the expression in curly braces is exact [with O-term omitted] if ν/µ is a positive integer and n ≥ ν/µ.) It remains to investigate the term R c τ µ (ν/µ, N − β). By the mean value theorem h(u) = u h ′ (ξ) for some 0 < ξ = ξ(u) < u. From
and the assumptions regarding g it follows that
(The square-bracketed expression can be omitted if g is positive. This observation simplifies the next estimates and removes the requirement that C τ κ < 1.) Hence
where the change of variable v = (1 − C τ κ )u gives the desired incomplete beta function:
and hence
Using the estimate [11, Eq. 5.6.8] for ratios of gamma functions, valid for N > β + 1 and (ν + κ)/µ ≥ 1, we arrive at the result. Furthermore, if g ≡ 0, then R c τ µ (ν/µ, N − β) vanishes and (4.7) implies the more precise asymptotic expansion given in (4.6).
Proof of Theorem 2.2. Let K N be the convex hull of N points on S d that contains the origin. The kth facet with distance a k to the origin determines a hole with Euclidean hole radius ρ k with ρ 2 k = 2 − 2a k . Hence, the sum of the pth powers (p > 0) of the f d hole radii
(If the origin is not contained in the convex hull and, say, the k * th facet is closest to the origin [there is only one such facet], then the term (2 − 2 a k * ) p/2 needs to be replaced with (2 + 2 a k * ) p/2 . In such a case ρ k * is also the covering radius of the N points.) Now let K N be the convex hull of the N random points X 1 , . . . , X N . First observe that
where a * = a * (X 1 , . . . , X N ) is the minimum of the distances from the origin to the facets of K N . For the computation of the asymptotic form of the expected value we adapt the approach in [6] and [19] . As all the vertices of K N are chosen independently and uniformly on S d , the probability that the convex hull of X 1 , . . . ,
where λ = λ(X 1 , . . . , X d+1 ) is the σ d -surface area of the smaller of the two spherical caps due to the intersection of S d with the supporting hyperplane of X 1 , . . . , X d+1 . This is because points X 1 , . . . , X d+1 form a facet of K N if and only if all subsequent points X d+2 , . . . , X N fall on the same side of the supporting hyperplane. There are
possibilities of selecting d + 1 points out of N. The probability that the origin is not an interior point of K N tends to zero exponentially fast as N → ∞ (cf. [28] ), so that
and the error thus introduced is negligible compared to the leading terms in the asymptotics. Here a = a(X 1 , . . . , X d+1 ) denotes the distance of the facet F from the origin. The integral can be rewritten using a stochastically equivalent sequential method to choose d + 1 points independently and uniformly on S d (cf. [6] and, in particular, [16, Theorem 4] ). This method utilizes in the first step a sphere intersecting a random hyperplane with unit normal vector u uniformly chosen from S d where the distance a of the plane to the origin is distributed according to the probability density function
where B(a, b) denotes the beta function. In the second independent step choose d + 1 random points x 1 , . . . , x d+1 from the intersection of the hyperplane and S d (which is a (d − 1)-dimensional sphere of radius √ 1 − a 2 ) so that the density transformation
applies, where T is the d-dimensional volume of the convex hull of the points x 1 , . . . , x d+1 and ω ′ denotes the surface area measure of the intersection of S d and the hyperplane. Furthermore, λ is the σ d -measure of the spherical cap {x ∈ S d : x · u ≥ a} and depends on a only; i.e., application of the Funk-Hecke formula (cf. [18] ) yields for 0 ≤ a ≤ 1
Thus, we arrive at
where m 
The change of variable 2(1 − a) = ρ 2 introduces the Euclidean radius of the spherical cap with σ d -surface area λ into the integral; i.e.,
and λ can be represented by (4.8) as
The last hypergeometric function reduces to a polynomial of degree d/2 − 1 for even d.
, the contribution due to λ N −d−1 decays exponentially fast; i.e.,
Consequently, up to an exponentially fast decaying contribution, (1 − ρ 2 /4), and the expected value formula simplify further to
Using Lemma 4.1 with ν = p + 4, c = 1/4, µ = 2, β = 1, and τ = √ 2 (so that c τ µ = 1/2), we arrive after some simplifications at
The regularized incomplete beta function decays exponentially fast as N → ∞. The classical asymptotic formula for ratios of gamma functions ([11, Eq.s 5.11.13 and 5.11.17]) yields
where B 
where λ is given in (4.9). We want to apply Lemma 4.1. Observe that
by [11, Eq. 5.6.4] . Furthermore, the continuously differentiable auxiliary function
for every u ∈ (0, 1) by the mean value theorem, whereas 
where we omitted the integral over [τ, √ 2] that goes exponentially to zero as N → ∞. Thus
This shows the first part of the formula. The second form follows when substituting the asymptotic expansion of the ratio Γ(N + 1)/ Γ(N + p/d).
Proofs of Section 3.
For the proof of Corollary 3.4 we need the following result. 12) where γ is the Euler-Mascheroni constant and
Proof. Let R > 0. Integration by parts gives
The last integral represents a gamma function (cf. [11, Eq. 5.9.1]); i.e.,
The asymptotic expansion for large d has been obtained using Mathematica. By the same token
Proof of Corollary 3.4. Let t ≥ 0 be fixed. Suppose
We estimate the conditional probability. Due to the condition ϑ(X ′ N ) > t, all the spherical caps of radius t/2 of equal area
Since the points in X N are independently chosen, we also have
By successive application of this inequality, we arrive at
Using the last relation with t replaced by N −2/d t, we have the following estimate for F N given in (3.2),
Using ρ = 2 sin(N −2/d t/4) in the surface area formula (2.6), we get
for some c d > 0 depending only on d. Since the right-hand side above as a function in t is integrable on (0, ∞), the Lebesgue Dominated Convergence Theorem yields
the last step following from Lemma 4.2.
Proof of Proposition 3.5. Let C(x, ε) denote the spherical cap on S d of center x ∈ S d and geodesic radius ε. If we think of selecting the random points X 1 , . . . , X N one after the other, we naturally write
By the uniformity of the distribution,
where the last inequality follows easily by induction. This establishes the first inequality in the lower bound of Prob(ϑ(X N ) ≥ ε) in (3.5). The second lower bound follows then from the well-known fact (cf., e.g., [13] ) that
The asymptotic expansion of (d + 1) −1/d / Γ(2 + 1/d) can be obtained with the help of Mathematica.
5.
Comparison with deterministic point sets 5.1. Point sets. Many different point sets have been studied and used in applications, especially on S 2 . The aim of this section is to give some idea of the distribution of both the separation distance and the scaled hole radii as a contrast to those for uniformly distributed random points. We consider the following point sets X N .
• RN Pseudo-random points, uniformly distributed on the sphere.
• ME Points chosen to minimize the Riesz s-energy for s = 1 (Coulomb energy)
As s → ∞ the minimal s-energy points approach best separation.
• MD Points chosen to maximize the determinant for polynomial interpolation [26] .
• FI Fibonacci points, with Φ = (1 + √ 5)/2 and spherical coordinates (θ j , φ j ):
(N + 1 − 2j) mod 2π, j = 1, . . . , N.
• SD Spherical t-designs with N = ⌈(t + 1) 2 /2⌉ + 1 points for t = 45, so N = 1059.
• CV Points chosen to minimize the covering radius α(X N ) (best covering).
• PK Points chosen to maximize the separation ϑ(X N ) (best packing).
• PU Points that maximize the s-polarization min x∈S 2 N j=1 1 |x − x j | s for s = 4. As s → ∞ the maximum polarization points approach best covering. All the point sets that are characterised by optimizing a criterion are faced with the difficulty of many local optima. Thus, for even modest values of N, these point sets have objective values near, but not necessarily equal to, the global optimum.
5.2.
Covering. For a variety of point sets, Figure 5 illustrates the distribution of the f 2 = 2N − 4 (so f 2 = 2044 for N = 1024) scaled (by N 1/2 ) Euclidean hole radii. When changing from random to non-random points, the distribution of hole radii changes significantly. Figure 5 has the center of the distribution at the lower end of the range of realized hole radii, whereas for points with good covering property the center of the distribution is, as expected, at the upper end of the values of hole-radii. However, one should note that, compared with the random setting, the distribution for hole radii for point sets having small Coulomb energy or large polarization are remarkable localized.
5.3. Separation. For a variety of point sets, Figure 6 illustrates the distribution of the pairwise Euclidean separation distances for which |x i − x j | ≤ 1 for the same sets of points as in Figures 5 . The vertical lines denote, as in [5, Figure 1 ], the hexagonal lattice distances scaled so that the smallest distance coincides with the best packing distance. Figure 5 . Histograms of the scaled Euclidean hole radii for the sets of points in Figure 6 
