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Abstract

The Department of Defense is currently operating in a fiscally constrained
environment, and Air Force leaders are pressured to minimize spending while pursuing
mission critical objectives. Personnel travel usurps a significant portion of the Air
Force’s annual operations and maintenance (O&M) budget each year, but receives little
attention with respect to cost saving strategies. During the Air Force’s implementation of
the Expeditionary Combat Support System (ECSS), in which over 250,000 end-users will
require training, it is vital that the Department determine the training locations that
minimize costs incurred through personnel travel.
This thesis seeks to determine which potential ECSS training locations minimize
travel costs, and thus reduce the system implementation’s impact on the Air Force’s
constrained O&M budget. Airfare and per diem rates vary significantly depending on the
travel destination, which naturally makes some potential training locations more costly,
with respect to travel expenses, than others. In this research, the findings indicate that
using a linear programming approach to identify the optimal ECSS training locations can
potentially reduce overall travel costs from 80% to more than 130%. Furthermore, the
research findings indicate that the Air Logistics Centers located at Robins, Hill, Hanscom
and Tinker are likely to minimize travel costs for ECSS training if the supply, or training
capacity, at these locations can satisfy the demand for training.
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A LINEAR PROGRAMMING APPROACH FOR DETERMINING
TRAVEL COST MINIMIZING ECSS TRAINING LOCATIONS

Chapter I: Introduction

Operating in a Fiscally Constrained Environment
In January of 2009, the Defense Business Board, submitted a report stressing that
the Department of Defense, “is poised to enter a prolonged period of fiscal constraint
with increasing deficits and competitive spending pressures;” a situation that the United
States’ recent economic hardships only exacerbates (Bayer, 2009:60). Over the past sixty
years, there have been four periods of significant increase in the Department of Defense’s
budget authority; and to date, a considerable decrease in budget authority has
immediately followed each period of growth. Figure 1 below depicts this trend and the
forecasted decrease following the recent budgetary expansion during the Global War on
Terrorism.

Figure 1: DoD Budget in Constant $FY09 (Bayer, 2009:61)
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Shortly after the Defense Business Board’s submission of the aforementioned
report, in April of 2009, Defense Secretary Robert M. Gates addressed Air Force leaders
attending the Air War College at Maxwell Air Force Base and emphasized the budgetary
constraints facing the military. Specifically targeting the services’ struggle to fund
current requirements, Secretary Gates stated that, “it is the willingness of service heads ...
to say ... 'You're going to find room in your base budget to take care of these problems,'
and then seeing to it that it happens” (Baker, 2009). By placing this responsibility on the
individual services, which have historically depended on supplemental funding from
Congress in times of funding shortages, the Secretary of Defense has challenged military
leaders to become more fiscally judicious in their decisions. Each service branch must be
creative and explore all potential cost-saving possibilities in order to continue achieving
their objectives amidst the impending decreases in budget authority.
The Operations and Maintenance (O&M) appropriation, which makes up more
than 27 percent of the Air Force’s proposed Fiscal Year 2010 (FY10) $160.5 billion
budget, is a reasonable target for cost-saving opportunities for three reasons (Spencer,
2009: 4). First, O&M is a large appropriation that encompasses a wide range of Air
Force activities, to include air operations, depot maintenance, facilities sustainment,
training and education, base support, communication, recruiting, transportation, and
mobilization (Department, 2009:i). Second, despite the potential for savings across many
of its diverse activities, the U.S. Government Accountability Office, in a 2000 report,
noted that O&M has failed to receive the scrutiny necessary to make dramatic cost
reducing changes (GAO, 2000). Finally, O&M, because of the rapid rate of its budgetary
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expansion over the past decade exceeded those of other appropriations, is likely to suffer
dramatic reductions in the near future. The charts below illustrate this point. Figure 2
shows the Department of Defense’s budget authority, by appropriation, with a significant
O&M decrease forecasted after 2008.

Figure 2: DoD Budget in $FY09 (Bayer, 2009:62)

Figure 3 displays the Air Force’s O&M budget authority in constant FY10
dollars, and evidences the decrease in O&M funding forecasted in Figure 2. After
increasing more than 26 percent from FY05-F10, the Air Force’s annual O&M budget
has decreased more than 17 percent ($9.3 billion) in the past two fiscal years; evidence
that the appropriation is undoubtedly becoming more constrained. This constrained fiscal
environment can debilitate Air Force leaders’ abilities to fund critical activities. For this
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reason, as previously mentioned, Secretary Gates has urged Service leaders to identify
and exploit cost-saving opportunities.
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Figure 3: AF O&M Budget in $FY10 (Spencer, 2009: 10)

Targeting O&M Travel
One area of potential interest for cost-savings within the O&M appropriation is
travel. In FY09, the Air Force spent$1.37 billion on personnel travel and plans to spend
$1.29 billion in FY10 (Department, 2010:14). However, despite its generation of large
annual expenses, travel rarely receives attention in discussions on cost-saving strategies.
This is simply because the Air Force does not have the ability to influence the market
forces that dictate airfare and per diem rates. To date, the Air Force, like its fellow
government agencies, has relied heavily on the annual General Services Administration
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(GSA) contract, which obtains reduced airfare between select cities for federal employees
on official travel, to reduce and stabilize its O&M travel expenses (GSA, 2009).
Although the nature of travel expenses are seemingly inflexible, opportunities to
reduce the overall impact of travel on the Air Force’s budget do present themselves
through an analysis of its facility locations, transportation networks, and the flow of its
personnel through such networks. This is simply because locations for one’s departure
and arrival are influential factors that dictate the cost of travel. For example, some
locations may typically require higher airfare costs to travel to and from than others.
Similarly, because the average cost-of-living is unique to a specific location, travelers
may require significantly higher, or lower, per diem rates depending on their destinations.
In addition, the quantity of personnel traveling and the duration of their trips significantly
influences the overall cost to the Air Force.
Given this information, it would behoove leaders across the Department of
Defense, when deciding where to position facilities or activities, to determine the impact
potential locations have on their respective service’s O&M travel expenses. Placing
activities, such as training, in locations where personnel can travel to and from
inexpensively helps minimize travel costs. This, in turn, can make the funding, otherwise
spent on travel, available to finance other previously unfunded requirements; a benefit
that would mitigate some of the problems caused by current budget constraints.
ECSS Training – An Opportunity for Research
The Air Force logistics community is currently working to develop and
implement the Expeditionary Combat Support System (ECSS), a web-based computer
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system that will replace hundreds of outdated legacy systems and streamline logistics
operations through process integration. The successful implementation of ECSS requires
thousands of its globally dispersed future end-users to receive training on how to operate
the new system. In response to this training requirement, the Logistics Transformation
Office (LTO) is currently researching potential locations where ECSS training can be
conducted. Given the Air Force’s constrained O&M budget, the question as to where
ECSS end-users should receive training provides a great opportunity to determine what
impact training facility locations can have on O&M travel budget.
Purpose of This Study
In this study, we evaluate the potential training locations for the Air Force’s
Expeditionary Combat Support System with respect to their impact on O&M travel costs.
By establishing the training location(s) that reduce travel expenses, we aim to provide
more flexibility to the Air Force’s constrained fiscal position. Furthermore, by
determining the cost minimizing location(s), we hope to not only minimize travel
expenses within the ECSS training transportation network, but also provide evidence that
the application of our approach can reduce travel expenses in other contexts within the
Department of Defense. The questions outlined in the following section guide our
research.
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Research Questions
1. Given various levels of demand for instructor led training (ILT), and ideal
supply capacities at potential ECSS training facilities, which supply
location(s) minimize O&M travel costs for the Air Force?
2. What are the supply capacity thresholds at the potential ECSS training
facilities that dictate the aforementioned travel cost-minimizing location(s)?

Chapter Summary
In an ever-constraining fiscal environment, leaders within the Department of
Defense must seek new ways to stretch available funding to accomplish their mission.
Travel expenses account for a substantial portion of the military’s budget authority and
are a suitable target for cost reductions. In an effort to alleviate some of the pressures
associated with limited budgets, we use a linear programming approach, discussed in
Chapters II and III, to determine training locations for the Expeditionary Combat Support
System that minimize O&M travel costs for the Air Force.
This chapter provided an outline of the purpose for our study and stated the
specific research questions addressed in subsequent chapters. In Chapter II, we discuss
the driving force behind ECSS, and summarize the implementation plan for training its
end users. In addition, we review previous literature pertaining to a relevant linear
programming problem, known as the classical transportation problem, as well as an
approach to finding its solution. Chapter III details the data, and its sources, used in our
study as well as the methods we employ and assumptions we make to answer the research
questions. In Chapter IV, we present the results of our research and an analysis of our
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findings. Finally, we state our concluding recommendations for ECSS training locations,
research limitations and recommendations for future research in Chapter V.
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Chapter II: Literature Review
Overview
The purpose of this chapter is to support the research methodology we employ in
Chapter III by illustrating how a linear programming approach for the selection of one or
more locations for ECSS end-user training can potentially minimize the Air Force’s
travel expenses. We begin by providing the reader a general overview of ECSS,
including its background, purpose, and plan for training implementation. Then, we
briefly review the optimization technique, known as linear programming, to demonstrate
how problems, similar to the one addressed in this research effort, have been formulated
and efficiently solved in the past.
The Need for Transformation
On the day prior to the terrorist attacks that took place on September 11, 2001,
then Defense Secretary, Donald H. Rumsfeld spoke of the need for transformation within
the Department of Defense. An excerpt from his remarks on that day follows.
Our challenge is to transform not just the way we deter and defend, but the way
we conduct our daily business. Let's make no mistake: The modernization of the
Department of Defense is a matter of some urgency. In fact, it could be said that
it's a matter of life and death, ultimately, every American's.
Although spoken nearly a decade ago, Secretary Rumsfeld’s words hold true more
so today than they did in 2001. The manner in which the Air Force conducts operations
has changed dramatically over the past two decades. Instead of a large garrison-based
force postured for the Cold War, the Air Force, which has reduced significantly in size,
now engages in multiple contingencies simultaneously around the globe (Department,
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2008:7). Current logistics processes, which date back to World War II, lack the
efficiency to guarantee sustainable support required by the Air Force in its current and
future operations (ECSS, 2009).
Surprisingly, various metrics indicate that current Air Force business operations
actually improved over the past ten years despite the fact logistics processes have not
changed, or been modernized. For example, since 1999, maintenance wait time has
decreased by nearly 36%, from 14 days to 9 days. Unfortunately, in this instance, the
improvement is a byproduct of the Global War on Terrorism, which necessitated large
capital infusions from Congress. In the United States’ current fiscal environment,
constrained government budgets will not permit such improvements to continue in the
future, especially when the archaic processes, and outdated information technology (IT)
systems used by the Air Force create inefficiencies that dramatically increase the cost of
logistics operations. Since 2003, the Air Force has spent over $27.5 billion annually on
its logistics systems and processes; a staggering figure that is expected to grow unless IT
systems and processes are updated to better align with the needs of today’s warfighter
(ECSS, 2009).
Expeditionary Logistics for the 21st Century
In response to the need for business process transformation, the Air Force has
initiated Expeditionary Logistics for the 21st Century (eLog21); a campaign plan focused
on improving logistics operations with the adoption of industry and Air Force best
practices. Through the eLog21 campaign, the Air Force hopes to produce the following
four effects: an established enterprise view, integrated business processes, optimized

10

resources, and integrated information technology (IT). An enterprise view enables Air
Force leaders in the logistics community to understand the service-wide impact of their
decisions. Integrated processes that cut across all logistics activities provide logisticians
the visibility necessary to decrease response time and increase operational flexibility.
The transformation of individuals’ roles and responsibilities to complement new
processes and IT systems eliminates non-value added tasks and optimizes their ability to
support the warfighter. Similarly, streamlined financial processes optimize monetary
resources to increase logistics capabilities. Finally, IT integration creates transparency
across all logistics processes that tie the previously mentioned effects together, “end-toend business processes are enabled, an enterprise view is established, and resources are
leveraged to support enterprise goals” (Department, 2008:22).
The Expeditionary Combat Support System (ECSS)
The IT enabler for the eLog21 campaign is an Enterprise Resource Planning
(ERP) system, which is a commercial technology solution, typically used by large
corporations. An ERP system consolidates functions such as manufacturing, financials
and distributions by facilitating, “the seamless flow of information across an
organization…and standardizing business processes and tools across the entire
enterprise.” An ERP implementation aims to increase an organization’s efficiency by
reducing inventory levels, maintenance cycles and the effort required for financial
analysis and reporting. In addition, ERP systems can assist leaders in making timelier
and better-informed decisions, and allow organizations to allocate its resources more
efficiently (ECSS, 2009).
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The Air Force’s ERP implementation, known as the Expeditionary Combat
Support System (ECSS), is a modified version of the Oracle Corporation’s E-Business
Suite, a collection of computer applications dedicated to ERP, supply-chain management
and procurement (Oracle, 2009). This modified collection of software packages, or the
Oracle Product Suite (OPS), comprises the core of the ECSS system and is intended to
integrate data from, and replace, over four hundred of the Air Force’s legacy IT systems
(CSC, 2009:54). Labeled by senior leaders as, “the single biggest change in the history
of Air Force Logistics,” ECSS is a monumental undertaking that will change the daily
activities of more than 250,000 end-users (ECSS, 2009).
Implementation and Training
Due to its logistical complexity and the large number of end-users it demands, the
fielding of ECSS is slated to require three separate release events. During each release,
end-users that fulfill specific functions will be targeted to receive training in order to
transition from their roles within the Air Force’s dated logistical business processes to the
new processes enabled by ECSS. In other words, individuals whose day-to-day activities
will be impacted by the implementation of ECSS will be taught how to accomplish their
tasks, which previously required the use of Air Force legacy systems. Release 1 will
target end-users that perform base and intermediate level maintenance duties and logistics
readiness functions. Release 2 will concentrate on the individuals that manage
purchasing and supply chain management, product life cycle management and other
support functions. Finally, Release 3 will focus on depot-level maintenance and supply,
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as well as any other remaining logistics functions remaining from the previous release
events (ECSS, 2009).
The ECSS Program Management Office (PMO) and the Logistics Transformation
Office (LTO) have teamed with the Computer Sciences Corporation (CSC) to ensure
ECSS end-users are adequately trained for a successful transition from the Air Force’s
old to new logistics business processes. CSC is currently anticipated to train all of the
estimated 250,000 ECSS end-users in the Air Force; however, due to the global
dispersion of the trainees, CSC will provide approximately ninety percent of the training
via computer-based, web-accessed material. The remaining end-users who do not receive
computer-based training (CBT), roughly ten percent of all ECSS trainees, will receive
instructor-led training (ILT), whereby CSC instructors interact with training participants
in a face-to-face classroom setting (CSC, 2009:20).
Concerns with the Proposed Training Approach
In a 2009 study, researchers found that CSC’s current approach to ECSS end-user
training, which emphasizes the use of CBT, varies drastically from those used by other
large businesses that have successfully implemented ERP systems. In fact, according to
the managers interviewed in the study, paper based training is the only training approach
that is inferior to, or less preferred than, CBT. The study’s respondents argue that CBT is
helpful in providing generalized training, but should not be a primary training method,
especially for something as important and complex as an ERP system. In their opinion,
CBT does not accurately portray the many complexities end-users face during their dayto-day activities within the system. Conversely, the results of the study indicate that ILT
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is clearly the preferred approach to training ERP end-users. Each company included in
the study used ILT for its primary training because it allows employees to escape daily
work distractions, focus on training, ask questions, and learn to work in the actual system
as opposed to simply watching a tutorial online (Sprague, 2009).
After sponsoring the aforementioned research paper, the Logistics Transformation
Office (LTO), whose responsibility is to gather, “end-user requirements and ultimately
[be] the voice of, and the advocate for, the end-user community” (Cain, 2007:36), has
expressed its concern for the current ECSS training approach, particularly the decision to
use CBT as the primary training medium. The Air Force is familiar with CBT as it uses
this approach to accomplish a large majority of the refresher training it requires of its
members each year. However, as indicated by the managers in the study mentioned
above, CBT works well when learning general concepts and simple processes, but not
when learning to use complicated systems that require hands on experience to gain
familiarity.
ILT, on the other hand, provides end-users with the interactive training
environment that fosters the knowledge transfer required for end-users to understand the
intricacies of a complex system. With only ten percent of ECSS end-users scheduled to
receive ILT, the Air Force and LTO are concerned that the remaining ninety percent
receiving CBT will be inadequately trained to successfully implement what has been
dubbed, “the world’s largest, single instance ERP [system]” (Hartman, 2007:24).
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An Organic In-House Training Solution
To alleviate the growing concern for adequately trained ECSS end-users, the LTO
is investigating potential training locations where Air Force personnel, rather than CSC
employees, can provide ILT to ECSS end-users that would otherwise receive CBT. The
Combat Readiness Test Centers (CRTCs) and Air Logistics Centers (ALCs) listed below
are all being considered as potential training locations because they have facilities in
place that can accommodate the simultaneous training of many personnel.

1. Gulfport CRTC, Mississippi
2. Savannah CRTC, Georgia
3. Alpena CRTC, Michigan
4. Volk Field CRTC, Wisconsin
5. Hill ALC, Utah
6. Hanscom ALC, Massachusetts
7. Tinker ALC, Oklahoma
8. Robins ALC, Georgia
Providing organic training at one or more of the above installations would
increase the number of end-users who receive ILT without increasing the Air Force’s
financial obligation to CSC because the training would be facilitated by Air Force
personnel. However, despite avoiding the cost of increasing the contractor’s ILT
responsibilities, organic training, depending on its scope, can carry a heavy price tag,
particularly for travel. For example, if the LTO determines that fifty percent of all the
estimated 250,000 end-users require ILT then forty percent, or approximately 100,000
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personnel, will have to be trained by organic in-house trainers in addition to the 25,000
personnel already receiving ILT from CSC employees. Undoubtedly, a large portion of
these 100,000 end-users would require travel and lodging accommodations at a location
away from their home station.
As discussed in the previous chapter, personnel travel usurps a large quantity of
the Air Force’s O&M dollars each year, and providing organic in-house training to ECSS
end-users would intensify the strain placed on the Service’s already tight budget. To this
end, it is in the LTO’s best interest to determine, what potential training locations
minimize costs to the Air Force, and thus minimize the burden placed on the Service’s
O&M budget.
Although the question of which training location or locations minimize travel
costs is straightforward, the solution to such a problem is not necessarily easy to come
by. Thousands of trainees spread across the globe, each of which requires various levels
of funding to accommodate their specific travel arrangements, coupled with training
facility capacity constraints dramatically increases the complexity of the situation.
Fortunately, questions of this nature have inspired past researchers to develop an
interdisciplinary field of study, known as operations research, which centers on finding
the optimal solutions to such problems. We discuss a brief background of the operations
research field of study and review some of the literature pertaining to its relevant
applications in the following sections.
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Applying Operations Research
Organizations have changed dramatically in size and complexity over the past
several centuries. Increases in the division of labor, the segmentation of management
responsibilities, and technological advancements throughout the years have all
contributed to the creation of today’s large, multifaceted organizations. These
organizations have enjoyed increases in efficiency and innovations that have created
countless benefits for the members of the organizations as well as their customers and/or
communities. However, in addition to these benefits, the aforementioned growth in size
and complexity has created new problems and challenges that many organizations must
address to succeed in achieving their goals. For example, oftentimes, “the efficiency of
[an] [organization’s] parts comes at the expense of the efficiency of its whole” (Champy
et al., 1993:8). In other words, as organizations grow and responsibilities are segmented,
it is possible that the segmented subcomponents become, “autonomous empires with their
own goals and value systems, [and] thereby [lose] sight of how their activities mesh with
those of the overall organization” (Hillier et al., 1986:3).
The Department of Defense clearly demonstrates this problem, especially in
recent years; as each of the Department’s many individual subcomponents vie over scarce
monetary resources. In the context of our research, consider the Air Force units (Wings,
Squadrons, etc.) that require personnel to receive ILT for ECSS. Naturally, each unit
would prefer the training location(s) to be located such that the training’s impact on their
travel budget would be minimized. However, the location that can accommodate
everyone’s preference is most likely nonexistent and some units will have to spend more
than others for their personnel to travel and receive the required training. In this instance,
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it is difficult for the individual units to recognize the value of choosing a training location
through compromise and determining what destination might minimize the costs to the
overall Air Force because the outcome of such actions may ignore their individual unit’s
best interest. This competitive nature between organizational subcomponents leads to
inefficiencies that are further exacerbated when the organization’s resources are
significantly constrained. Problems of this nature, in the military, business, and industry
alike, “and the need to find a way to resolve them provided the environment for the
emergence of operations research” (Hillier et al., 1986).
An often-quoted definition of operations research is, “a scientific method of
providing executive departments with a quantitative basis for decisions regarding the
operations under their control” (Morse et al., 1951:1). Also known as management
science or decision science, operations research is interdisciplinary in nature because it
applies practices from other academic disciplines to include mathematics, statistics,
economics and computer science (Ragsdale, 2007). As the definition states, operations
research is a scientific method. It is an organized activity, with a body of techniques
focused on finding definite solutions to organizations’ operational problems. These
techniques serve the executive departments, or leaders, within an organization by
providing numerically comparable alternatives to a problem. It is then up to the decision
makers within an organization to interpret the alternatives and react accordingly.
The quantitative aspects provided to executives through operations research
techniques create a foundation for implementing a solution to a problem but oftentimes is
not the only consideration required to make a decision. “Many other aspects can enter:
politics, morale, tradition, items often important but impossible to express in numbers”
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(Morse et al., 1951:1). Therefore, despite providing valuable insight into potential
solutions to complex problems, results found using operations research techniques may
only answer questions concerning a mere fraction of the problem’s overall context. This
is true for our research.
Effectively providing the organic in-house ILT, discussed above, to thousands of
ECSS end-users is a complex problem that includes many aspects beyond the scope of
this research effort. However, determining the training location that minimizes travel
costs is nonetheless a critical element that weighs on the overall decision of where
organic ILT should be provided. The challenge in our research then is to determine what
operations research approach can be used to best answer the question, and then apply it.
Optimization
Recognizing that our research concentrates on determining what potential ECSS
training locations result in the lowest travel expenses to the Air Force, we focus our
literature review on the field of operations research know as optimization, or
mathematical programming. Optimization identifies, “the optimal, or most efficient, way
of using limited resources to achieve the objectives of an individual or [organization],”
using mathematical models (Ragsdale, 2007). These models are sets of mathematical
relationships that characterize the construct of the problem, which can provide decision
makers insight into how resources may be allocated in order to attain objectives such as
maximizing profits or minimizing costs.
Mathematical programming provides the capability of answering a wide range of
questions across many different situations. Naturally, the mathematical models that
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accommodate such a variety of problems fall within a broad spectrum of complexity. For
this reason, many techniques exist to solve the numerous types of optimization problems.
Fortunately, the framework of the ECSS training problem we are researching fits into a
category of network optimization problems that can be solved efficiently using a
technique known as linear programming.
Linear Programming
Linear programming is a mathematical programming technique that involves
using linear objective functions and linear constraints (inequalities) to formulate and
solve optimization problems (Ragsdale, 2007:21). George Dantzig, while serving as the
Mathematical Advisor to the US Air Force Comptroller, first proposed the technique in
1947. Since that time, linear programming has been the focus of considerable research
and become a standard tool that allows organizations to make optimal decisions regarding
the allocation of limited resources among competing activities (Hillier et al., 1986). As
Dantzig states, “linear programming can be viewed as part of a great revolutionary
development which has given mankind the ability to state general goals and to lay out a
path of detailed decisions to take in order to ‘best’ achieve its goals when faced with
practical situations of great complexity” (Dantzig, 2002:42). Although applicable across
many situations, in practice, linear programming is most commonly used to solve
problems associated with network optimization (Bertsekas, 1991:ix).
Network Modeling and the Transportation Problem
Mathematical programming problems, both physical and conceptual, that can be
represented, or modeled, using a network (a collection of nodes and arcs) and indicate a
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direction, or flow, through the network are known as network flow problems (Jensen et
al., 1980:1). Most often, the fundamental objective of these problems is to determine a
solution that minimizes total costs, such as monetary payments, distance traveled, or time
elapsed, and are thus referred to as minimum cost flow problems (Ahuja et al., 1993:4).
To better illustrate the concept of a minimum cost flow problem, consider the description
of a typical application below.
Think of the nodes [within a network model] as locations (cities, warehouses, or
factories) where a certain product is produced or consumed. Think of the arcs
[connecting the nodes] as transportation links between the locations, each with
transportation cost
per unit transported. The problem then is to move the
product from the production points to the consumption points at minimum cost
while observing the capacity constraints of the transportation links. (Bertsekas,
1998:10)
Due to their many diverse applications, minimum cost flow problems have been
studied extensively over the past half century. During this time, a select number of the
commonly structured problems have been identified as special cases; one of which is the
classical transportation problem, or the Hitchcock-Koopmans Transportation problem,
named after F. Hitchcock and T.C. Koopmans for their research contributions throughout
the 1940s (Kelly, 1991:3). The classical transportation problem, in terms of modeling, is
relatively simplistic, as it consists of only a two-level network, on which only one type of
good flows. In other words, the problem can be modeled by simply using two sets of
nodes; one set representing the origin, or source locations, and the second representing
the destination, or sink locations (these two sets of nodes can also be referred to as supply
and demand nodes, respectively). In addition, the transportation problem has only one
unit transportation cost associated with each of its network arcs, which pair the source
and destination nodes (Brandimarte et al., 2007:72). Conveniently, the simple network

21

structure of the transportation problem allows seemingly complex problems to be
modeled in a concise but understandable manner, as evidenced by the linear
programming model below.

(1)

(2)

(3)

(4)

(5)
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The objective function (1) is the summation of the costs incurred over all the arcs
within the network, assuming that an arc exists for any source-destination pair. The goal
then, is to minimize this function, which equates to the total transportation cost. The
supply constraint (2) limits the capacity of outflows from any origin. Likewise, the next
constraint (3) ensures that the demand is met at each destination node. The lower bound
(4) constrains the quantity of goods within the network to assume only nonnegative
values (Brandimarte et al., 2007:73). Finally, for a feasible solution to exist, total supply
must equal total demand, and both of these values must be nonnegative (5) (Sharma,
1977:929). Figure 4 below is a network representation of the classical transportation
problem.
In the context of our research, the nodes within the network can represent the
installations where ECSS ILT is required (demand nodes) and where it is provided
(supply nodes), while the arcs between these nodes portray the means by which trainees
take to travel from their home station to a training location. The costs associated with
each arc within the network then are the cumulative travel costs made up of each
trainee’s mode of transportation to, and the duration of their stay, at the training
destination.
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Figure 4: Network Representation of Transportation Problem (Dantzig, 1997:209)

Algorithms, Computers, and Software
As mentioned earlier, linear programming provides the ability to find optimal
solutions to problems of great complexity. However, this ability is contingent upon not
only the accurate formulation of such problems in mathematical terms, as shown above
using the transportation problem, but also an efficient means to determine their solutions
through the use of algorithms, computers, and software (Dantzig, 2002:42). The complex
problems that are typically addressed using a linear programming approach have a high
number of possible solutions. For example, consider a seemingly simple problem, where
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20 individuals must be assigned to 20 jobs. Assuming the only constraint is to ensure
that each person is assigned to exactly one job, the total number of possible solutions is
20!; a number more than 360 million times larger than the world population.
An example as simple as this clearly demonstrates why many decisions regarding
complex situations are perhaps made before an optimal solution is determined.
Oftentimes it may appear too daunting of a task to sift through and evaluate all possible
scenarios to determine the best course of action. This was undoubtedly true prior to the
late 1940s, before great strides were made in the development of computers and
algorithms that could efficiently solve optimization problems (Dantzig, 2002:42). Today,
decision makers enjoy the luxury of having a wide variety of software programs available
to execute the steps of proven algorithms on computers with great processing power that
can solve virtually any optimization problem. Nowadays, the greatest challenge in
solving optimization problems, beyond formulating the problem as a mathematical
model, is deciding what algorithm, and thus software, is most appropriate, given the
context of the problem.
Since the technique of linear programming was first established in 1947, dozens
of effective algorithms have been created for solving mathematical programming
problems. Of these, the simplex method, introduced by Dantzig, “is perhaps the most
powerful algorithm ever devised for solving constrained optimization problems...because
of the pervasiveness of its applications throughout many problem domains, [and] because
of its extraordinary efficiency” (Ahuja et al., 1993:402). The simplex algorithm proceeds
from one vertex, or extreme point, of the problem’s feasible region to another, “in such a
way as to continually decrease [increase] the value of the objective function until a
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minimum [maximum] is reached” (Luenberger, 1984:30). In other words, the feasible
region, which is the set of all possible solutions, is shaped by the problem’s linear
constraints. The vertices of this region, created by the intersections of the constraint
equations are the problem’s basic feasible solutions (Todd, 2001:4). The simplex
algorithm moves from one basic feasible solution to the next until the optimal solution is
found.
To illustrate the simplex method’s iterative process, consider a simple linear
programming problem with only two variables, X and Y, as depicted in Figure 5 below.
The feasible region, in yellow, is bound by the linear constraints, represented by the red,
blue and green lines, and the model’s lower bounds, indicated by the X and Y axes. The
vertices, or the basic feasible solutions, are located at the corners of the feasible region,
labeled A, B, C, D and E. The simplex algorithm begins at one of these corner-point
solutions, then moves to an adjacent corner-point if it is better (as measured by the
objective function).
Although infinitely many solutions exist within the feasible region, only the
vertices are analyzed. This is simply because mathematical proofs reveal that if the
problem has a bounded feasible region in the direction of improving the objective
function (i.e. a finite minimum in the case of minimizing the objective function), “then at
least one optimal solution is a basic feasible solution” (Pike, 2001 or Garvin, 1966:21).
Therefore, the algorithm ends when the current basic feasible solution is optimal with
respect to all other adjacent vertices.
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Figure 5. Linear Programming Problem and its basic feasible solutions

The example shown in Figure 5 represents a relatively simple linear programming
problem with only two variables and few constraints. Situations of greater complexity,
such as the one addressed in our research, require many decision variables and a large
number of constraints that create a feasible region, which cannot be simply depicted as a
two-dimensional shape. A linear programming problem that requires more than two
decision variables, has a feasible region that is polyhedral in shape and the number of
basic feasible solutions to be analyzed in search of an optimal solution becomes
cumbersome. It is in these complex situations where the efficiency of the simplex
method can truly be appreciated.
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Shortly after the introduction of the simplex algorithm, adaptations and extensions
to the method were made to solve network flow problems more efficiently in the 1940s
and 1950s. However, despite these advancements, the simplex method was not always
seen as the most efficient linear programming algorithm. During the 1950s and 1960s, it
was generally accepted that primal-dual algorithms were superior to the simplex method
in terms of solving network flow problems. Then, in the 1970s, research contributions
focused on the implementation of the simplex method reduced the problems the
algorithm encountered in practice, such as cycling, where the algorithm would continue
forever without converging to an optimal solution (Dantzig, 1997:149).

“These

contributions established the superiority of the network simplex method and led to its
acceptance as the most efficient for solving minimum linear cost network flow problems”
(Florian et al., 1996:266).
Numerous methods, including new primal-dual algorithms have since been
created, which rival the efficiency of the simplex method. However, in practice, the
simplex algorithm remains the dominant choice for solving linear programming
problems. This is evidenced by its wide application in the many optimization software
packages available today; particularly Microsoft® Excel Solver, “the most widely
distributed and almost surely the most widely used general-purpose optimization
modeling system” (Fylstra et al., 1998:29).
Chapter Summary
In this chapter, we discussed the driving force behind the Air Force logistics’
improvement campaign plan, elog21, and its technological enabler, ECSS. We explained
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how the rapid and dramatic changes in military operations over the past two decades have
left the manner in which the Air Force conducts its daily business outdated and how, in
an effort to alleviate the high costs and inefficiencies created by its dated processes, the
Service’s logistics community has responded.
We continued with a discussion about the inherent difficulty associated with
successfully implementing a system as complex and far-reaching as ECSS. Specifically,
we stated that adequate training must be provided to the system’s thousands of globally
dispersed end-users, but that doing so is expensive. We then reiterated that in the
Department of Defense’s currently constrained fiscal environment, it is prudent to
determine a training location that minimizes costs to the Air Force.
Next, we provided the reader a look into our thought process as we sought-after
an appropriate methodology to accomplish our research objective. Among the many
techniques within the interdisciplinary field of operations research, we found that linear
programming proves to be a suitable approach for determining a travel cost minimizing
ECSS training location. Furthermore, the structure of the classical transportation
problem and the Microsoft® Excel Solver software’s execution of the simplex algorithm
provide the blueprint and means, respectively, to move ahead with the data collection and
methodology for our research, explained in the following chapter.
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Chapter III: Data Collection and Methodology
Overview
In this chapter, we describe the data used in our analysis and the methodology we
employ to answer the research questions posed in Chapter I. First, we restate the problem
and explain the decision variables, coefficients, constraints, and objective function used
to create a suitable linear programming model for solving the problem. In addition, we
discuss where the data for these variables were acquired, and the assumptions used to
create the model’s mathematical relationships. Finally, we detail how we used
optimization software to determine the results discussed in Chapter IV.
Restatement of the Problem
As mentioned earlier, in the Department of Defense’s constrained fiscal
environment, military service leaders must seek opportunities to reduce spending while
continuing to meet operational requirements. One such requirement demands thousands
of globally dispersed end-users to receive training in order to operate the Air Force
logistics’ new enterprise resource planning system, ECSS. The problem we seek to
resolve with this research effort is to determine which of the potential training locations
will minimize the combined travel costs for the ECSS end-users, and thus reduce the
training requirement’s impact on the Air Force’s O&M budget. After reviewing the
literature for possible research methods, we found that linear programming is an
appropriate approach for finding a solution to the aforementioned problem, given its
context.
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The Linear Programming Model
To formulate the problem addressed in our research as a linear programming
model, or more specifically as a classical transportation problem, we first identify the
appropriate decision variables and objective function coefficients for the potential ECSS
training transportation network. Then we state the objective function and constraints as
linear combinations of the decision variables. Finally, we identify the lower bounds of
the decision variables to ensure the model has a bounded feasible region in the direction
of our objective function.
Decision Variables
In the context of our research problem, the decision variables, xij, represent the
number of ECSS trainees to travel from their home station i to a certain training location
j, and are ultimately what we are attempting to find the optimal values for. As mentioned
in Chapter II, the logistical complexity of implementing ECSS demands three separate
release events. Currently, the contract with CSC only covers Release 1, during which
over 40,000 end-users located among 186 installations around the globe are scheduled to
be trained. The ILT portion of Release 1 will be divided into a pilot/initial operational
test and evaluation (IOT&E) phase and eight subsequent phases, totaling nine training
phases. Thus, each of the 186 installations referred to above will have its ECSS personnel
receive training during one of the nine training phases in Release 1.
To illustrate how we define the decision variables in our linear programming
model, consider the pilot/ IOT&E training phase, during which the following six
installations will have ECSS end-users receive ILT: Hanscom Air Force Base, MacDill
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Air Force Base, Muniz Air National Guard Base, Ellsworth Air Force Base, Colonel Bud
Day Field, and Joe Foss Field. Each of these installations are designated a number 1
through 6, respectively. Now consider the eight potential training locations listed in
Chapter II and designated the numbers 1 through 8, respectively. In the network
representation of our model below, the six installations that require training are
represented as demand nodes i and the potential training locations are represented as
supply nodes j. The decision variables then, are the number of individuals traveling on
the arcs that connect the demand and supply nodes. For example, x11, is equal to the
number of trainees traveling from the first demand location, Hanscom AFB, to the first
supply location, Gulfport CRTC. Similarly, x28, represents the number of trainees
traveling from the second demand location, MacDill AFB, to the eighth supply location,
Robins ALC.
The pilot/IOT&E training phase is the smallest, in scope, of all the phases in
Release 1. The six installations that require training multiplied by the eight possible
training locations creates a linear programming model with forty-eight decision variables.
Phase 7 of the training in Release 1 considers the training demands of twenty-six
installations, and thus creates the largest of our models with over two hundred decision
variables.
The information regarding the demand locations targeted to receive ILT for all of
the phases within Release 1 were provided by the LTO and are current as of December,
2009. These locations are not likely to change; however, it is possible that some
locations will switch between phases by the time the training is actually implemented in
2012. For the purpose of this research effort, we assume that the locations currently
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considered for receiving and providing training will not change. Appendix A contains
tables that indicate which demand locations are currently scheduled to receive ILT within
each of the nine training phases.

Figure 6. Network Representation of Pilot/IOT&E Training Phase
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Objective Function Coefficients
To calculate the value of the objective function coefficients in our research
problem, cij, we summed the monetary travel costs required for ECSS trainees to travel
roundtrip from their home station i to a certain training location j. The travel costs we
accounted for include transportation expenses (i.e. airfare, personal vehicle mileage
reimbursement, airport shuttle fare), and per diem. With respect to the pilot/IOT&E
training phase discussed above, and its network representation shown in Figure 6, the
coefficients represent the costs associated with moving one person along the arcs that
connect the demand node and supply nodes.
As an example, consider c16, which equals the cost of sending one trainee from the
first demand location, Hanscom AFB, to the sixth supply location, Hanscom ALC. In this
instance, the trainee’s home station is collocated with the training facility, and thus c16 is
equal to $0 because there are no transportation costs. Similarly, c68 , which is the cost of
sending one trainee from the sixth demand location, Joe Foss Field, to the eighth supply
location, Robins ALC, is equal to an estimated $997. This is calculated by summing the
cost of roundtrip airfare from Sioux Falls, South Dakota to Atlanta, Georgia ($402.00);
the cost of a roundtrip airport shuttle from the Hartsfield Airport in Atlanta to Robins
AFB ($62); and per diem for two travel days and four training days ($533).
To estimate the cost of airfare for the coefficients in our model, we assume that
each potential ECSS trainee is a Department of Defense employee and when air travel is
necessary, the trainees fly using only government-contracted flights. Each fiscal year, the
General Services Administration (GSA) signs one-year contracts with commercial air
carriers to establish fixed airfare prices for federal employees traveling between pairs of
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select cities. These government-contracted flights are known collectively as the GSA
City Pair Program and cover more than five thousand city pairs (GSA, 2009). Assuming
that ECSS trainees use only flights from the City Pair Program allows us to ignore the
volatile impact market forces have on typical commercial airfares.
We also assume that all potential ECSS trainee’s use the Defense Travel System
(DTS) to arrange their duty related travel accommodations. DTS is a web-based system
that allows Department of Defense employees to personally plan and select the travel
means that best suit the requirements for their temporary duty assignments. More
importantly to our research, DTS provides measures to ensure travelers remain compliant
with Federal Travel Regulation 301-10.106, which states that federal employees, “must
always use a contract city pair fare for scheduled air passenger transportation service,”
unless one of the limited exceptions exist. Furthermore, DTS not only displays flights
included in the City Pair Program, but will also combine multiple contracted city pair
flights to create connections between cities that are not paired under contract (DTMO,
2009:2-51).
For example, Louisville, Kentucky and Oklahoma City, Oklahoma are not
contractually paired, but both of these cities are paired with Chicago, Illinois. In this
instance, DTS can pair Louisville and Oklahoma City via Chicago. When necessary, we
incorporate this same logic into the construction of our model by using the cheapest
connections available to pair cities that are not already connected under the City Pair
Program. In our model, ECSS trainees traveling from Standiford Field to the Tinker
ALC fly from Louisville to Chicago ($105), from Chicago to Oklahoma City ($125), and
then return on the same route for a roundtrip total of $452.
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We obtained the City Pair Program airfares used in our model from the GSA
website. Each year, GSA posts spreadsheets containing the current fiscal year’s city pairs
and their associated airfare. Historical city pairs and airfares from previous fiscal years
are also available, but for our research, we use the most current, FY 2010, data.
In our model, we assume that each potential ECSS trainee will be allowed one
travel day to arrive at any of the potential training locations, as most travelers will travel
via airplane within the continental United States. However, a significant portion of the
demand locations in our problem are located within 400 miles of a potential training
location; the distance for which one travel day is allowed for ordered travel (PDTATAC,
2009: U3A-2). Individuals at these demand locations are faced with a choice between
flying and driving a personally owned automobile (POA) to their potential training
destination. Personal preference will dictate which conveyance is used in most cases, but
for our model, we assume that all trainees, whose home station is located within 250
miles (approximately a 4.5 hour drive) of a training location, will opt to drive rather than
fly, unless doing so is monetarily disadvantageous to the government.
To determine the mileage reimbursement for the individuals we assume will drive
to their training destination, we multiply the estimated miles traveled by the 2010 mileage
rate of $0.50 per mile. To estimate the miles traveled between the demand and supply
destinations, we reference the Defense Table of Official Distances (DTOD); “the official
source for worldwide distance information used by the Department of Defense” (SDDC,
2009). For example, according to the DTOD, the Savannah/Garden City ANG located in
Garden City, Georgia is 162 miles away from Robins ALC. Using the $0.50 per mile
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rate mentioned above, the cost of a sending a Savannah/Garden City ANG trainee on the
324 mile roundtrip to Robins ALC is $162.
In our model, similar calculations are made for those individuals who must travel
more than 40 miles roundtrip to the nearest available airport. For example, ECSS endusers at Beale AFB must travel 61 miles to the airport in Sacramento, California in order
to travel to any of the potential training locations. In this instance, $61 is added to the
individuals total travel cost. Oftentimes airport shuttle services are available, and less
expensive than traveling by POV. In these instances, we add the appropriate shuttle fare
to the total travel cost. For shuttle fare prices, we referenced the Air Force installation
websites for recommended sources of travel, and chose the least expensive shuttle
available. For example, the $62 shuttle fare noted above from Hartsfield Airport to
Robins ALC is provided by Groome Transportation in Atlanta.
The final cost element that is incorporated into the calculation of our model’s
objective function coefficients is per diem. Currently, the ratio of military to civilian
ECSS end-users at each demand location is unknown. Therefore, the number of trainees
expected to obtain lodging and meals on the training installations cannot be accurately
estimated. As such, we assume that each traveler will require full per diem for lodging,
meals and incidentals. We also assume that all end-users will require one travel day to
and from their training location, CONUS travelers will require four days of training, and
OCONUS trainees will require five days of training.
Our assumptions for the training duration stem from the estimates provided by
CSC in the ECSS End Users Training Plan (CSC, 2009:8). In this document, three types
of end-users are identified: super users, regular users, and casual users. Super users
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represent 20% of all end users and are expected to require 10 days of training while
regular and casual users each represent 40% of all end users and are expected to require 3
days and 1 day of training, respectively. Given this information, the average expected
duration for all ECSS end-users is 3.6 days, which we round conservatively to 4 days.
We then assume an additional training day for end-users traveling from outside the
continental United States to account for the fact that these travelers typically arrive for
training a day early to help adjust to the change in time zone.
We obtained the FY2010 per diem and mileage rates used in our model from the
Department of Defense’s Per Diem, Travel and Transportation Allowance Committee
(PDTATAC) website, www.defensetravel.dod.mil. The final values for each objective
function coefficient used in our study are presented in Appendix A.
The Objective Function
The objective function of our linear programming model seeks to minimize the
total network’s travel costs created by the products of the decision variables and
coefficients discussed above. As an example, below is the objective function for the
pilot/IOT&E training phase for Release 1, which accounts for the six demand locations
and eight supply locations previously discussed.

(6)

38

Linear Constraints and Lower Bounds
The linear constraints used in our model ensure the demand for ECSS training at
each requiring installation is met without exceeding the training capacity at any of the
potential training locations. As mentioned in Chapter II, CSC is contracted to provide
ILT to 10% of all ECSS end-users; leaving the remaining 90% of end-users available to
receive ILT from Air Force personnel. However, of the remaining 90% of end-users, the
number that will actually receive in-house training is yet to be determined. Given this
uncertainty, we replicate our model multiple times, assuming different levels of demand
for each replication.
For example, in the first replication, we assume 10% of all end-users will receive
organic ILT; in the second replication, we assume 20% of all end-users will receive
organic ILT, and so on. In addition, we assume that the percentage used in a replication
applies to each installation. In other words, if we assume 10% of all end-users will
receive organic training, then 10% (rounded up to the nearest integer) of the users at each
installation will receive organic training. To illustrate this point, Table 1 below indicates
the total number of end-users for the pilot/IOT&E phase, and the number that will receive
in-house ILT, provided our model’s demand constraint ensures 10% will be trained.

Table 1. Pilot/IOT&E Phase Total End-Users and 10% ILT Demand
DEMAND LOCATION
Hanscom AFB
MacDill AFB
Muniz ANGB
Ellsworth AFB
Col Bud Day Field
Joe Foss Field
TOTAL

TOTAL
END-USERS
71
294
72
345
75
69
855
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10% ILT
DEMAND
8
30
8
35
8
7
86

We obtained the total training demand (number of total end-users) for each
installation, in all phases of Release 1, from the Draft Fielding Sequence, version 6.1,
provided by CSC.

These values are listed within the tables found in Appendix B.

Like the demand for training in our research problem, the supply capacities at
each potential training location are not yet established, but can be modeled using multiple
replications. In other words, the total number of traditional classroom seats (i.e.
desk/table space for each student) is known for each location, but the number that will be
available and/or functional for ECSS specific training is not yet determined. Thus, we
approach the supply capacity constraint of our model in the same manner as we do the
demand constraint; in the first model replication, we assume each training location can
dedicate 10% of its training capacity to ECSS, in the next replication we assume each
training location can dedicate 20% of its training capacity to ECSS, and so on.
The LTO conducted site surveys to determine how well the potential training
locations suit the needs of an adequate ECSS training environment. The information
collected during these surveys is what was used to estimate the training location
capacities in our model. Each installation has auditorium and classroom seating available
for students. However, in our model we assume that only classroom capacity is relevant
because the ECSS End Users Training Plan indicates that typical ILT students will
require their own workstation (CSC, 2009:31). In addition, we assume that one class will
be taught each week during the seven-week durations of the Release 1 training phases.
Table 2 below indicates the number of seats present at each potential training
location, and the seven-week capacity, given a seat availability of 10%. The values in the
seven-week capacity column of Table 2 are calculated by multiplying the installation’s
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total seats (i.e. 327) by the installation’s seat availability (10%), rounding this product
down to the nearest integer (32), and then multiplying this value by seven to account for
one class per week of the training phase (224).

Table 2. Potential Training Location Capacities
SUPPLY
LOCATION
Gulfport CRTC
Savannah CRTC
Alpena CRTC
Volk Field CRTC
Hill ALC
Hanscom ALC
Tinker ALC
Robins ALC
TOTAL

TOTAL STUDENT
SEATS
327
266
493
136
210
414
620
1332
3,798

7 WEEK 10%
CAPACITY
224
182
343
91
147
287
434
931
2,639

For both the demand and supply constraints in our model, we round the estimated
values to integers to create a conceptually accurate and parsimonious model. The
decision variables, xij, in our model represent people, and therefore must be integers (i.e.
we cannot send 0.5 persons to receive training). Conveniently, if the demand and supply
quantities in a network flow problem have integer values and the problem is solved using
the simplex method discussed in Chapter II, the optimal solution will always have integer
values (Ragsdale, 2007:235). Thus, by rounding the estimated demand and supply
quantities to integers, and using the software discussed later in this chapter, we eliminate
the need for an additional constraint requiring the decision variables to be integers.
The final constraint in our model sets a lower bound on the feasible region of the
problem by limiting our decision variables to nonnegative values (xij must be equal or
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greater than zero). Our model requires this constraint simply because it is not possible to
send a negative number of people from one location to another.
Creating and Solving the Model with Microsoft® Excel Solver
Other than being a globally popular choice for solving optimization problems, we
use Microsoft® Excel Solver to construct our model and answer our research questions
primarily for two reasons. First, this software uses the simplex algorithm to solve linear
programming problems, which is advantageous because coupled with the context of our
problem, allows us to obtain integer solutions without employing integer constraints.
Second, Microsoft® Excel Solver is not only user friendly, but also very accessible, and it
is likely that anyone who is interested in replicating or expanding on our research will
have access to a computer with this software.
To construct our model in Excel, we start by creating two tables; the first contains
the problem’s objective function coefficients (cij), and the second reflects the problem’s
decision variables (xij), demand constraints, and capacity constraints. Next, we establish
the objective function by using the software’s sumproduct function, which multiplies
corresponding components in multiple arrays, like the aforementioned tables, and returns
the sum of those products (Microsoft, 2010). Figure 7 below illustrates the initial
problem setup for the pilot/IOT&E phase.
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Figure 7. Initial Problem Setup in Excel for the Pilot/IOT&E Phase

To clarify, the top table in Figure 7 indicates the monetary cost to travel roundtrip
from the demand locations to the supply locations. The bottom table consists primarily
of changeable cells (currently populated with 0), that the Solver software will change
when it uses the simplex algorithm to find the values for these cells that minimizes the
objective function (cell K20) while satisfying the problem’s constraints.
The bottom table values in columns K and L are used in conjunction to formulate
the problem’s demand constraint. The values listed under “Trainees Available,” in cells
L13-L18, represent the 10% level of demand for ILT, discussed earlier in this chapter.
The adjacent cells in column K, under “Trainees Sent,” indicate the number of ECSS
end-users that are sent from each demand location to a supply location. For example, cell
K13 represents the number of end-users sent from Hanscom AFB to receive training and
is equal to the sum of cells C13-J13.
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The cells used for our model’s supply constraints are created and used in the same
manner. The values listed in row 20 are the 10% capacity levels for each supply location,
as noted earlier in Table 2. Just above these values, in row 19 are the end-users trained,
or received, at each supply location. For example, cell C19 represents the number of endusers trained at Gulfport CRTC and is equal to the sum of cells C13-C18.
After creating the initial framework of the problem in Excel, we identify the
objective function, decision variables, and constraints in Solver. Figure 8 below shows
how these problem elements and parameters are entered to determine the cost minimizing
solution for the pilot/IOT&E training phase.

Figure 8. Parameters to Determine the Optimal Solution for the Pilot/IOT&E Phase

The objective function (cell K20) is set as the target cell, and our goal is to
minimize this cell. Next, the decision variables (cells C13-J18) are listed as the changing
cells. The demand constraint is recognized by setting the “Trainees Sent” in cells K13-
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K18 equal the “Trainees Available” in cells L13-L18 and the supply constraint is
acknowledged by setting the “Trainees Received” in cells C19-J19 to be less than or
equal to the “Training Capacity” in cells C20-J20. Finally, the lower bound of our model
is established by stating that the decision variables (cells C13-J18) must assume values
greater than or equal to zero. Figure 9 below shows the optimal solution for the
pilot/IOT&E phase computed by the optimization software.

Figure 9. Output for the Pilot/IOT&E Phase’s Optimal Solution

From the model output, we can see that all constraints are satisfied. 100% of the
trainees available received training, none of the supply locations received a number of
students that exceeded their classroom capacity, and none of the decision variables is less
than zero. In addition, we can see that reaching the minimum travel cost of $91,494,
requires training to be provided at four locations. In this instance, Volk Field CRTC
would train 8 end-users from Luiz Munoz ANG, Hanscom ALC would train 8 of its own
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end-users, Hill ALC would train 35 end-users from Ellsworth AFB, and Robins ALC
would train 8, 30, 8, and 7 end-users from Hanscom AFB, MacDill AFB, Col Bud Day
Field, and Joe Foss Field, respectively.
This information can aid those deciding where to provide training but only applies
to a situation where the training demand and capacity are both 10%. In addition, it might
not be cost effective to set up training locations to train only eight individuals. For this
reason, we not only replicate our model with changes in training demands and capacities,
but also change the number of possible locations. We accomplish this by creating an
additional side constraint in Solver that limits the number of supply locations selected by
the model. For example, the LTO may determine that a maximum of two locations will
provide organic ILT in the Pilot/IOT&E phase due to the additional costs required to
prepare a classroom for ECSS training (i.e. computer and internet connection at each
student workstation). In this instance, we limit the number of supply locations to two,
while maintaining the same demand and capacity constraints.
To limit the model to a specified number of supply locations, we use the
following constraint, where D is the number of supply locations to be used and y is a
binary variable.

As a binary variable, y equals 1 if a supply location i is used, and 0 if supply location i is
not used. We then limit the sum of the binary variables to be equal or less than D. Figure
10 below illustrates how the binary variables are used in Excel to formulate the model
constraint.
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Figure 10. Problem Setup in Excel with Training Location Quantity Constraint

The “Linking Constraints” in row 24 simply creates a relationship, or link,
between the binary variables and the decision variables, to ensure the binary variables
assume the proper values (0 or 1) when a training location is used. For example, cell
C24=C19-(SUM(L13:L18)*C23). This relationship, when limited to a value equal or
less than zero, ensures that if Gulfport is used as a training location, cell C23 will assume
the value of 1, but if Gulfport is not used as a training location, the value of cell C23 will
remain 0. It is also important to note, the summation of cells L13-L18 used to create the
linking constraints is a substitute for an arbitrarily large number. In this instance, any
large number that adequately represents the upper bound on the optimal value of xij could
be used (i.e. 10,000) to obtain the same results. Figure 11 below shows how the linking
constraints and binary variables are set up as parameters using the Solver software.
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Figure 11. Solver Parameters with Training Location Quantity Constraint

In addition to the constraints shown previously in Figure 8, three more constraints
are needed to limit the quantity of training locations used in the model. The first
constraint limits the binary variables (cells C23-J23) to assume only binary values. The
second constraint ensures the linking relationships discussed above (cells C24-J24) are
less than or equal to zero. Finally, we limit the summation of our binary variables (cell
K23) to be less than or equal to a number of our choosing D.
As evidenced in Figure 12 below, limiting the problem to two supply locations
increases total travel costs by $9000, as the end-users from Luiz Munoz and Hanscom
AFB travel to Hill ALC and Robins ALC rather than Volk Field CRTC and Hanscom
ALC, respectively. Likewise, when we limit the model to a single supply location, all 96
available end-users travel to Robins ALC for a minimum cost of $110,690. Although this
is the least expensive alternative when limited to a single supply location, it is more than
$19,000 greater than the optimal solution using four locations.
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Figure 12. Pilot/IOT&E Phase’s Optimal Solution Limited to Two Supply Locations

We proceed in this manner, changing demand levels and capacity levels, as well
as the number of available supply locations, with each model replication to determine a
wide range of possible outcomes, and their monetary differences with respect to travel
cost. The problem we address in this research currently has many unknowns, but our
methodology of repetition is in itself a sensitivity analysis that can help answer “what if”
questions. This approach provides decision makers with a quantitative basis to
potentially decide where organic ILT training should be provided, or perhaps indicates
other areas for potential research and analysis.
Table 3 below shows how the information gathered from each model replication
is recorded in Appendices C-K. This particular table shows the optimal solutions for the
Pilot/IOT&E phase, if the training facilities can dedicate 10% of their training capacity to
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ECSS. Training demand increases in intervals of 10%, reaching a maximum of 90%, as
CSC is contracted to provide ILT to the remaining 10% of all end-users. The “Optimal”
column indicates the cost minimizing supply locations, and their associated travel cost,
with no limitation on the number of facilities used. The remaining columns, labeled “2
Locations,” and “1 Location,” show the cost minimizing supply locations, and their
associated travel costs, when restricted to a maximum of two installations and one
installation, respectively. In addition, these columns indicate the difference in cost (Δ)
from those solutions in the “Optimal” column.

Table 3. Pilot/IOT&E Phase Optimal Solutions Given a 10% Training Capacity

Chapter Summary
In this chapter, we restated our research problem of determining the travel cost
minimizing supply locations for ECSS ILT. We then explained the data and assumptions
used to determine the pertinent elements of our linear programming model, to include the
decision variables, objective function coefficients, objective function, constraints, and
lower bounds. In addition, we detailed where we obtained the data for our research.
Finally, we explained how we create our model using Microsoft® Excel Solver, and
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through replication obtain useful results despite facing many unknowns, particularly
demand and supply capacity constraints.
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Chapter IV: Results and Analysis

Overview
In this chapter, we analyze the results from our research methodology discussed
in Chapter III. We begin with a comparison between the travel costs for worst-case
scenarios and the travel cost minimizing solutions determined using our linear
programming model to estimate the potential monetary impact of our research. Next, we
restate the research questions posed in Chapter I, and describe, using a sample of the
results from our linear programming model, how the tables in Appendices C-K can
answer these questions with respect to each of the nine training phases. Finally, we
discuss how the overall results of our model indicate which supply locations should, and
should not, be considered for each training phase.
Potential Impact
In Chapter I, we mentioned how personnel travel is oftentimes overlooked in
discussions on cost saving strategies within the Department of Defense. We also stated,
presumably, that analyzing transportation networks, as we have done in this research
effort, might indicate how the Department’s overall travel costs can be significantly
reduced. Of course, the definition of significance in regards to cost savings is relative to
the person or organization that benefits from such savings, but upon analysis of the
results from our linear programming model, it is evident that our presumptions were well
founded.
Figure 13 below shows the estimated potential cost savings if 10% of ECSS endusers are trained at the locations identified by our model. The minimum values in the
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graph represent the optimal solutions of our model for each phase, given a demand level
of 10%, and ideal capacity. The maximum values then, are the antithesis of the
minimums, or the worst-case scenarios, given a demand level of 10%, and ideal capacity.
We calculate these maximum values by finding the maximum, rather than minimum,
solution to our objective function. Using the Solver software discussed earlier, this is
simply selecting the “Max” option under the “Equal to:” prompt when defining the
model’s parameters.
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Figure 13. Minimum vs. Maximum Travel Costs for 10% Training Demand

In this instance, Phase 1 of the training represents the minimum percentage
difference between potential minimum and maximum travel costs. According to our
model, $409K is the minimum travel expense required to provide ILT to 10% of the endusers in this phase. On the other hand, our model calculates a maximum of $751K to
train these same end-users, a total that is nearly 84% more costly than the minimum
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solution. Meanwhile, Phase 6 represents the maximum percentage difference between
any of the paired minima and maxima in Figure 13. In this training phase, the maximum
travel expense of $1.27M is approximately 132% greater than the potential minimum cost
of $558K. In total, the primary training phases (Phase 1-8) have maximum possible costs
that are an average of 111% greater than the potential minimum solutions, which equates
to approximately $4.5M.
Although the percentage change between travel cost minima and maxima in the
example above are considerably high, the actual dollar difference per phase is less than
$1M; a figure that many would consider insignificant when compared to the Air Force’s
total annual budget. However, the same percentage changes discussed above are
comparable to scenarios involving larger quantities of travelers, which equate to larger
monetary values. Figure 14 below illustrates this point, showing the potential differences
in minimum and maximum travel expenses given an ILT demand level of 90%.
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Figure 14. Minimum vs. Maximum Travel Costs for 90% Training Demand
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Similar to the 10% demand scenario discussed above, Phases 1 and 6 are the
primary training phases that have the smallest and largest differences, respectively,
between their potential minimum and maximum travel costs. In this instance, the
maximum cost for Phase 1 is $6.56M, roughly 84%, or $2.99M, greater than the
minimum cost of $3.57M. Similarly, the maximum cost for Phase 6 end-users to travel
and receive ILT at the potential training locations is $11.22M, nearly 125% greater than
the potential minimum cost of $4.99M; a difference of more than $6.22M. Across all
primary training phases, the maximum travel costs exceed the minimum solutions by
more than 110%, and total to approximately $39.4M.
In each phase of training, regardless of demand levels, the large disparity between
the minimum and maximum costs indicates that location selection does affect how much
the Air Force spends on personnel travel. Although it is unlikely that end-users would be
allocated in such a manner to attain the maximum costs, it is conceivable that training
locations selected without travel expense considerations could result in costs that far
exceed the possible cost minima found using our model. Therefore, in the following
sections of this chapter we discuss how the information gathered from our model can be
used to not only answer the research questions that guided this study but also to identify
how decision makers can take advantage of the apparent travel cost saving opportunities
indicated in Figures 13 and 14 above.
Research Questions Revisited
In Chapter II, we discussed past research that indicated ILT was preferred and
presumably superior to all other types of training methods when implementing complex
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ERP systems like ECSS. Therefore, our first research question below concentrates on the
goal of providing ILT to a wide possible range of end-users. However, in formulating
this question, we assume that measures to reach ideal supply capacities, if necessary, are
viable. Our second research question then, complements the first by recognizing supply
capacities are not likely to be ideal, and that satisfying various levels of demand to the
globally dispersed ECSS end-users may be fiscally challenged given the constrained
nature of the Air Force’s O&M budget. In short, we want to determine what training
locations and supply capacities minimize travel costs associated with providing the Air
Force’s ECSS end-users instructor led training. Below are the research questions, as
stated in Chapter I.
1. Given various levels of demand for instructor led training (ILT), and ideal
supply capacities at potential ECSS training facilities, which supply
location(s) minimize O&M travel costs for the Air Force?
2. What are the supply capacity thresholds at the potential ECSS training
facilities that dictate the aforementioned travel cost-minimizing location(s)?
Phase 3 Results and Analysis
At the end of Chapter III, we demonstrate how the results of our linear
programming model are recorded in the tables found in Appendices C-K. In this section,
we analyze a sample of these results from Phase 3 to answer our research questions and
exhibit how our findings can aid decision makers in determining which supply locations,
if used, can potentially minimize travel costs.
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Phase 3 is the third of eight primary training phases scheduled for Release 1 of the
ECSS implementation. In total, approximately 5,481 ECSS end-users at eighteen
CONUS and five OCONUS demand locations are targeted to receive training in this
phase. Table 4 below indicates the optimal solutions for Phase 3, given the potential
supply locations can dedicate 60% of their training capacity to ECSS end-users.

Table 4. Phase 3 Optimal Solutions Given a 60% Training Capacity

Sensitivity to Supply Location Quantity
From Table 4 it is evident that, regardless of the demand for ILT, Gulfport CRTC,
Hill ALC, Tinker ALC and Robins ALC result in the lowest travel costs when they are
effectively used as training locations. Furthermore, we can deduce that these optimal
solutions are relatively insensitive to minor changes in the number of training locations
used. For example, in this instance, our model indicates that approximately $572K is the
minimum amount required to send 10% of ECSS end-users to receive ILT. However,
when this optimal scenario is limited to a maximum of three training locations, rather
than the optimal four, the minimum travel cost increases by $10K, or 1.7%, and Gulfport
is eliminated from the solution. Likewise, when demand for ILT is 90% and a maximum
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of three training locations are used, the resulting minimum cost is only $106K, or 2%,
greater than the optimal solution when using four locations.
Despite minimal sensitivity to the reduction of a single training location, travel
costs can dramatically increase when larger decreases are made in the number training
locations used. Considering the 10% demand scenario discussed above, if the maximum
number of training locations used drops to two or one, the optimal solution’s travel costs
increase by $69K and $169K, or 12% and 29%, respectively. Similarly, for the 90%
demand scenario a reduction in facility locations from four to one increases travel costs
by nearly 32%, or roughly $1.65M.
In such instances, decision makers must weigh the non-travel costs associated
with preparing an additional training facility with the travel costs associated with not
preparing an additional training facility. In other words, for the 90% demand scenario
above, if the costs of preparing three additional training facilities to accommodate ECSS
end-users exceed the $1.65M difference in travel costs, then the Air Force is financially
better off using Robins as the sole supply location for Phase 3 training. However, if
facility preparation costs total less than $1.65M, it would benefit the Air Force,
monetarily, to use more than one training location.
Although it intuitively makes sense to choose the number of training facilities that
minimize the sum of travel and non-travel costs, other factors often force decision makers
to select costlier alternatives. For example, the number of personnel available to train
ECSS end-users may limit the number of training locations to be used, regardless of how
much it increases overall travel costs. In such instances, the results of our research
approach can still aid decision makers in choosing a training location that saves Air Force
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O&M dollars. Figure 15 below illustrates how sensitive the optimal solution travel costs
for Phase 3 are to the number of locations used given 20%, 50%, and 80% demand for
ILT. In addition, Figure 15 shows the Phase 3 worst-case scenarios, similar to those
discussed earlier in this chapter, for the demand levels just mentioned. By simple visual
inspection, it is evident that even the most costly optimal solutions using a single supply
location are still considerably less than what could potentially be spent on travel if endusers were not effectively allocated among travel cost minimizing training locations.
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Figure 15. Facility Quantity Effect on Optimal Solution Travel Costs vs. Worst-Case

Of particular interest, regarding Figure 15 is the comparison between the optimal
solutions using more than one training location for 80% demand and the worst-case
scenario for 50% demand. The relationship between these scenarios suggests that the
travel costs incurred to train 50% of end-users could exceed the minimum travel costs
required to train 80% of end-users if supply locations are not chosen in a manner that
reduces travel expenses. In other words, if the results of our model are ignored, it is

59

possible that the travel costs required to train 2,740 (50%) Phase 3 end-users could
exceed the minimum travel costs required to train 4,385 (80%) end-users, a difference of
more than 1,640 end-users. This supports our earlier discussion regarding the potential
monetary impact of our research. As the Air Force and other Department of Defense
components posture for a prolonged period of fiscal constraint, it is important to
recognize these cost saving opportunities and exploit them.
Sensitivity to Supply Location Capacity
In addition to being sensitive to the number of training facilities used, the optimal
solutions determined using our linear programming model indicate responsiveness to
changes in supply location capacity. Table 5 below lists the optimal solutions for Phase
3, given the potential supply locations can dedicate 50% of their training capacity to
ECSS end-users. Upon analyzing this table, we recognize that many of the optimal
solutions, and their associated travel costs, are identical to those listed in Table 4. For
example, the optimal solutions, given 10% and 20% demand, result in travel costs
totaling approximately $572K and $1,133, respectively, regardless if the training capacity
at the optimal locations is 60% or 50%.
Table 5. Phase 3 Optimal Solutions Given a 50% Training Capacity
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These identical solutions found in Tables 4 and 5 suggest that lower levels of
demand are insensitive to changes in supply capacity, which intuitively makes sense
because a small number of trainees are not likely to be constrained by facility capacity.
However, as demand increases training capacity at each location has the potential of
becoming a binding constraint, which can increase overall travel costs. This is evidenced
again using a comparison between Tables 4 and 5 above. The optimal solution for 90%
demand, given a 60% training capacity results in travel costs of approximately $5.23M,
which is $52K (1%) less than when the scenario is limited to 50% training capacity.
Furthermore, if this scenario is limited to a single training facility, 60% supply capacity
can satisfy the 90% training demand while minimizing travel costs to $6.87M, whereas a
50% supply capacity fails to satisfy the required demand and an optimal solution is
determined infeasible.
The Phase 3 examples discussed above demonstrate two critical points. First,
supply capacity can eliminate facility number options and thus reduce the potential
choices a decision maker faces. For example, in Phase 3 it is clear that a 50% supply
capacity eliminates the option of training 90% of end-users at a single location. Second,
the demand scenarios that are feasible across various supply capacities are relatively
insensitive to incremental (10%) changes in these supply capacities. Figure 16 below
illustrates this point by showing the affect various supply capacity levels have on optimal
solution travel costs for demand levels of 20%, 50%, and 80%. In this graph, the largest
noticeable increase in travel costs occurs when demand is 80% and supply decreases
from 40% to 20%. This change in supply capacity increases travel costs by
approximately $324K, or roughly 7%.
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Figure 16. Training Facility Capacity Effect on Optimal Solution Travel Costs
Supply Location Frequency within Optimal Solutions
Our optimal solutions’ sensitivity to changes in facility location number and
capacity levels discussed in the previous section are encouraging because they are not
volatile. In other words, decision makers can be confident the solutions found using our
research methodology do not vary randomly when the number of facilities used or the
training capacities change. In fact, our analysis of Phase 3 above indicates that the results
of our linear programming model follow a seemingly predictable pattern. For example,
referring again to Table 5 above, it is evident that if a training location is included in an
optimal solution with a restricted number of training facilities, then this same training
location is likely to be included in an optimal solution without a restricted number of
training facilities. In other words, for a specified level of demand, if an optimal solution
exists for a single training location, this same location choice is likely to be included in
an optimal solution consisting of two or more training locations. As an example, we can
see that when Phase 3 is restricted to a single training location, Tinker ALC or Robins
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ALC result in the optimal solution. Then, if the solution is restricted to a maximum of
two, three, or four training locations, both Tinker ALC and Robins ALC are also included
in the optimal solutions for these scenarios.
With an appreciation for the optimal solutions’ predictable nature described
above, we analyze the potential supply locations’ frequency among the optimal solutions
for each training phase to determine which locations are most likely to result in
minimizing travel costs for any given scenario. In other words, we determine the number
of times each potential training location contributes to the cost minimizing solutions
within a given phase. We then graph the frequencies to identify the locations that are
most likely to minimize travel costs, regardless of demand and supply levels, or the
number of training locations used. Figure 17 below shows, as a percentage, how often
each of the eight potential training locations is included in the optimal solutions for each
training phase.

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

Gulfport CRTC
Savannah CRTC
Alpena CRTC
Volk Field CRTC
Hill ALC
Hanscom ALC
Tinker ALC
Robins ALC

Figure 17. Supply Location Frequency within Optimal Solutions across All Phases
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From this graph, it is clear that some locations contribute to the travel cost
minimizing solutions more often than others do. For example, Robins ALC and Hill
ALC are present in an average of 79% and 70%, respectively, of the optimal solutions,
while Savannah CRTC and Alpena CRTC are only present in an average 14% and 6% of
the optimal solutions, respectively. However, these averages are aggregated across all
phases, which can hide the ability of certain locations, like the CRTCs at Savannah and
Alpena, to contribute to minimizing travel expenses within a single training phase.
Figure 18 below illustrates this point. Across all phases, Gulfport CRTC is found in only
20% of the optimal solutions determined by our linear programming model. However, as
evidenced in the graph, Gulfport CRTC can help minimize travel costs significantly in
training Phases 3, 4, and 5, where it is found in 57% of our model’s optimal solutions. In
addition, this figure indicates when Gulfport CRTC should be avoided. In the phases
where its frequency is near 0%, the use of Gulfport CRTC is likely to increase overall
travel expenses, and other locations should have priority. Similar graphs for each
potential training location are located in Appendix L.
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Figure 18. Gulfport CRTC Frequency within Optimal Solutions across All Phases
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Although graphs like the one above help identify the phases each potential
training location should, or should not, be considered to provide training during, this
information must be analyzed within the context of each phase in order to make an
optimal decision. For example, in Figure 18 above, it is evident that Gulfport contributes
to a significant number of the potential optimal solutions within Phase 3; however, Figure
19 below indicates that other locations should have a higher priority within this phase.
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Figure 19. Supply Location Frequency within Optimal Solutions for Phase 3
Furthermore, when compared to the information found in Tables 4 and 5
discussed earlier, we find that Gulfport CRTC only contributes to an optimal solution
when four or more training locations are used. Not coincidentally, in this training phase,
Gulfport CRTC has the fourth highest optimal solution frequency among all potential
training locations. This occurrence corresponds to the predictable nature of the optimal
solutions mentioned at the beginning of this section. Put simply, the location most
frequently found among the optimal solutions within a phase, represented by the tallest
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bar within the graph, corresponds to the majority of optimal solutions for scenarios
limited to a single training location; the tallest two bars correspond to the majority of
optimal solutions for scenarios limited to two training locations, and so on.
Graphs like Figure 19 are undoubtedly beneficial to our analysis, as they provide
a snapshot of the travel cost minimizing supply locations for each training phase and
indicate the optimal location choice when the number of training facilities used is
restricted. Similar graphs for each training phase are located in Appendix M, and can be
used to compare various scenarios for each of the ECSS Release 1 training phases, as we
have done in this chapter for Phase 3.
Chapter Summary
In this chapter, we discussed the potential monetary impact of our findings, and
determined that our research can create value for the Air Force. Specifically, our
research approach indicates that determining the travel cost minimizing training locations
can potentially reduce overall training costs and help alleviate some of the financial
pressures of operating in a fiscally constrained environment. Next, using results from
Phase 3 as an example, we showed how the information gathered from our models, and
recorded in Appendices C-K, can be referenced to determine which training locations
should be used given various levels of demand for ILT, supply capacities at potential
training locations, and quantities of supply locations to be used. In addition, we
examined a sample of the Phase 3 results’ sensitivity to changes in supply location
quantity, and supply location capacity to determine how the optimal solutions are
affected. Finally, we summarized the results of our model using graphs that indicate the
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potential supply locations’ frequencies within each training phases optimal solutions.
These graphs provide decision makers a means to determine visually the supply locations
that will most likely result in minimum travel costs, regardless of demand and capacity
levels.
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Chapter V: Conclusions
Overview
In this final chapter, we briefly summarize the overall findings of our study with a
general recommendation for each of the training phases within Release 1 of the ECSS
implementation. We then discuss potential shortcomings inherent in our model
assumptions. Finally, we close with a discussion on areas for future research.

Recommendations
When we discussed our research methodology in Chapter III, we emphasized the
importance of determining the ECSS training locations that minimize travel costs across
many different scenarios (i.e. various levels of supply, demand, and facility quantity)
because the current training situation is riddled with unknowns. Specifically, the number
of end-users to receive organic ILT and the true supply capacities at potential training
locations are yet to be determined. In addition, these unknowns make it difficult to
calculate how many training locations should be used to minimize travel costs.
Given these uncertainties, it is impossible to provide exacting recommendations
for any of the training phases discussed throughout this research. However, through the
analysis of our linear programming model results, discussed in Chapter IV, we have
identified several locations that stand out as travel cost minimizing alternatives across all
training phases. We use these locations, and assume conservative demand and supply
levels, to formulate general recommendations that can guide decision makers until more
information about true training demand levels and supply capacities becomes available.
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Table 6 below summarizes our recommended supply locations for each of the nine
training phases scheduled for Release 1.

Table 6. Recommended Locations for Organic ECSS ILT
Recommended Training Locations
Pilot/IOT&E Robins, Hill, Hanscom
Phase 1
Robins, Hill, Tinker
Phase 2
Robins, Hill
Phase 3
Robins, Hill, Tinker
Phase 4
Robins, Hill, Hanscom
Phase 5
Robins, Hill, Hanscom
Phase 6
Robins, Hill, Tinker
Phase 7
Robins, Hill, Hanscom
Phase 8
Robins, Hanscom, Tinker

The recommendations listed above are grounded on four key assumptions. First,
we assume a training demand of 60%, which encompasses all ECSS super users, and
regular users, as described in Chapter III. Second, we assume a modest 30% of the
training capacity at each training location will be available to train ECSS end-users.
Third, we assume that during this initial stage of the ECSS implementation, organic
expertise will be limited and a small number of available instructors will restrict training
to a maximum of three locations for any given phase. Finally, we assume that classroom
preparation costs are substantial and no more than four locations will be configured to
accommodate ECSS ILT training.
Despite assuming only a 30% training capacity and a maximum of three training
locations for each phase, our recommendations are very comparable to the optimal
solutions that would result if all eight potential training locations were used. Figure 20
below illustrates how well our recommendations fare against the optimal and worst case
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scenarios, given equal demand levels and supply capacities. On average, our
recommended solutions for each phase are $86K, or 3%, more expensive than the optimal
solutions. This equates to a total of approximately $772K across all phases. In addition,
our recommended solutions are an average of $2.65M, or 48%, less expensive per phase
than the worst-case scenarios. This difference totals to roughly $23.8M across all phases.
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Figure 20. Recommended Solutions vs. Optimal and Worst-Case Solutions

Besides mirroring the optimal solutions with a minimum number of training
facilities, our recommended solutions also make logical sense for two reasons. First, the
four training destinations recommended, Robins, Hill, Hanscom, and Tinker, are all
ALCs. These logistics centers, based on their mission, are more likely than the CRTC
locations to have training capacity available to train ECSS end-users. The CRTC
locations not included in our recommendations provide training to service members prior

70

to deployments, which means the available capacity at these locations are dictated by the
operations tempo at forward deployed locations. Due to the fact that wartime operations
are unpredictable, it would be difficult to accurately forecast classroom availability at
these CRTCs.
In addition to having a more stable training schedule, the ALCs in our
recommended solutions require all end-users traveling by air to fly into densely populated
metropolitan areas with large international airports. These large airports, due to their
high volume of air traffic, typically demand lower airfares from its travelers. Thus, it is
likely that end-users traveling to our recommend training locations (via airports in
Atlanta, GA; Salt Lake City, UT; Boston, MA; and Oklahoma City, OK) will pay less
airfare than those travelers flying to the CRTC locations (via airports in Gulfport, MS;
Savannah, GA; Alpena, MI; and La Crosse, WI).
Shortcomings of the Model and Assumptions
As discussed earlier, the problem addressed in this research currently has many
unknowns. Therefore, in order to create a model that can provide decision makers insight
into what potential ECSS training locations can minimize travel costs, we needed to make
several necessary, although flawed, assumptions.
First, we assume that all ECSS end-users are Department of Defense employees
and if necessary, only travel on government contracted flights. Although federal
regulations theoretically support this assumption, in reality it is relatively easy for
travelers using DTS to select flights that are not under government contract. Thus, the
accuracy of this assumption remains questionable without evidence that indicates the
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end-users at the demand locations in our model travel to the supply locations using only
government contracted flights.
Second, due to the unknown ratio of military-to-civilian end-users, we assume
that all trainees will receive full per diem when traveling away from their home station.
In reality, it is likely that a significant portion of end-users will be active duty military
members who will obtain lodging on base and receive proportional, rather than full per
diem. This would result in lower travel costs for these end-users, which would in turn
alter the values of the objective function coefficients used in our model.
Third, we assume that end-users would opt to drive a personally owned
automobile, rather than fly, to attend training if their home station is within 250 miles of a
potential training location. As mentioned in Chapter III, the mode of transportation
chosen by the end-user is dictated by personal preference, which could not be accurately
accounted for in our research. It is possible that individuals stationed beyond the 250
radius mentioned above could opt to drive, and it is also possible that individuals within
the 250 mile radius could opt to fly. In either of these cases, our assumption does not
accurately capture the end users’ travel costs, which could again alter the values of our
model’s objective function coefficients.
Fourth, we ignore the possibility that some end-users may be authorized to use
rental cars at their training destinations. Policy on rental car use during temporary duty
assignments typically varies from unit to unit, and is therefore difficult to estimate.
However, rental car use can significantly increase an end-user’s overall travel costs. In
this case, similarly to the assumptions listed above, end-user preference or unit policy can
alter the values of the objective function coefficients in our model.
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Our final assumption that potentially hinders the accuracy of our model is that
both demand for training and supply capacity for a given scenario is constant among all
demand and training locations within that scenario. In reality, it is very likely that these
percentages will not be constant across all locations. For example, it is possible that each
demand location has a different percentage of end-users that require ILT. Similarly, it is
possible that some training facilities could have 7% capacity while others have 34%
capacity. For this reason, we encourage interested parties to replicate our methodology
using accurate demand and capacity percentages when they are known, or reasonably
estimated. Doing so will result in solutions that more accurate.
Final Thoughts and Future Research
In this study, we have undoubtedly identified an area of research that should
receive more attention; especially in discussions focused on minimizing costs to provide
budget flexibility in the Department of Defense’s fiscally constrained environment. The
results of our analysis indicate that facility location plays a considerable role in
determining how much the Air Force and other Department of Defense components
spend on personnel travel. If the potential transportation network for ECSS training
examined in this research effort is indicative of other transportation networks within the
Department of Defense, it is likely that millions of dollars are wasted each year by
sending personnel to training locations that do not minimize travel costs.
During its current initiatives to reengineer business processes and maximize
efficiency across all organizational levels, the Air Force should also consider examining
travel costs from the enterprise level. As discussed in Chapter II, subcomponents of large
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organizations often act autonomously to maximize personal efficiencies or cost savings at
the expense of the organization as a whole. Thus, by understanding how facility location
influences travel expenses across the entire Air Force, decision makers could better
allocate missions and responsibilities among those installations that can minimize costs.
One area of particular interest for future research is an analysis of the Air
Education and Training Command (AETC) installations’ impact on the Air Force’s
overall travel expenses. AETC trains approximately 340,000 students annually across 12
bases. Using a similar research approach to the one used in this study, one could
determine if the training missions of the AETC bases are located in a manner that reduces
travel costs to the Air Force. In addition, if it was determined that these missions are not
ideally located, one could establish where these training missions should be located when
travel costs are considered. Based on the results of our analysis for ECSS training
locations, it is likely that significant opportunities for cost savings exist within the much
larger AETC transportation network.
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Appendix A: Objective Function Coefficients
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Appendix B: Total End-User Demand
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Appendix C: Pilot/IOT&E Model Output
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Appendix D: Phase 1 Model Output
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Appendix L: Frequency within Optimal Solutions by Base
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Appendix M: Frequency within Optimal Solutions by Phase
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1Lt Jason Boerboom, Student, AFIT
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Saving Millions of Dollars with Travel Cost Minimizing Training Locations
In recent years, the Department of Defense (DoD) has spent an average of more
than $1.25 billion annually on personnel travel. This large recurring travel expense
creates strain on the Department’s already tight budget but is seemingly unavoidable;
DoD employees must travel, and travel costs money.
Efforts have been made, in the way of government-contracted airfares, to reduce
the fiscal burden travel places on the DoD budget, but a high volume of travelers still
creates a heavy price tag each year. Fortunately, a means to cut these travel expenses,
without reducing the number of travelers, does exist.
Per diem rates and the cost of airfare vary significantly from location to location,
which means that some travel destinations are more expensive than others. Therefore, by
choosing to accomplish missions, such as training, at destinations that minimize travel
expenses, it is presumable that the DoD can potentially reduce its annual spending on
travel. To test this presumption, I examine the impact potential training locations for the
Air Force logistics’ new Expeditionary Combat Support System (ECSS) have on overall
travel costs.
ECSS is a web-based computer system that consolidates Air Force Logistics’
business functions in order to create transparency across the entire organization. This
transparency allows for improved communication between functions and provides Air
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Force decision makers the means to allocate its resources more efficiently. As a
necessarily robust system, ECSS demands more than 250,000 end-users receive training
on how to operate the system. This training requirement increases travel costs to the Air
Force, as many ECSS end-users must attend training away from their home station.
Currently, eight locations are being considered to provide a significant portion of
the ECSS end-user training; however, each location results in a different average travel
expense. In other words, some training locations are more expensive to travel to than
others because of their higher required airfares and per diem rates.
Knowing these potential differences that training locations have on overall travel
expenses, I use an optimization technique known as linear programming to determine
which of the eight potential training locations mentioned above result in the lowest
overall travel costs and thus reduce the ECSS implementation’s impact on the Air Force’s
constrained budget. In addition, I determine the travel costs associated with selecting the
worst training locations to estimate how much the optimal training locations can reduce
travel expenses.
The findings of my research are remarkable. Sending approximately 37,000
ECSS end-users to the optimal training locations determined using my linear
programming model results in overall travel costs that are an estimated $39.4 million less
than sending the same end-users to the worst training locations. This large difference in
potential travel costs is especially alarming when we consider that my research focuses
on less than 40,000 end-users and a maximum of eight potential training bases, while the
DoD trains hundreds of thousands of individuals across dozens of bases each year.
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If location selection in my ECSS research example can result in a travel cost
difference of nearly $40 million, it is reasonable to assume that even larger differences
exist when more travelers and more destinations are considered. Therefore, further
research should expand on my efforts and focus on determining locations beyond the
ECSS training context that can minimize travel costs. Doing so could undoubtedly result
in travel cost savings of tens or hundreds of millions of dollars across the DoD.
Jason Boerboom is a student at the Air Force Institute of Technology
The views expressed in this article are those of the author and do not reflect the official
policy or position of the United States Air Force, Department of Defense, or the United
States Government.

123

Bibliography
Ahuja, Ravindra K., Thomas L. Magnanti, and James B. Orlin. Network Flows: Theory,
Algorithms, and Applications. Englewood Cliffs NJ: Prentice-Hall, 1993.
Baker III, Fred W. “Gates Seeks to Shift Thinking on Budget, War.” Excerpt from
unpublished article dated 17 April 2009. n. pag. http://www.maxwell.af.mil/news.
22 September 2009.
Bayer, Michael J. and others. “Focusing a Transition: A Report By The Defense Business
Board.” Report to the Secretary of Defense, The Pentagon, Washington DC.
January 2009.
Bertsekas, Dimitri P. Linear Network Optimization: Algorithms and Codes. Cambridge
MA: The MIT Press, 1991.
Bertsekas, Dimitri P. Network Optimization: Continuous and Discrete Models. Belmont,
MA: Athena Scientific, 1998.
Brandimarte, Paolo and Giulio Zotteri. Introduction to Distribution Logistics. Hoboken
NJ: John Wiley & Sons, 2007.
Cain, Steven L. “The Logistics Transformation Office,” Air Force Journal of Logistics,
31: 34-38 (Summer 2007).
Computer Sciences Corporation (CSC). “Draft End Users Training Plan: Version 2.0.”
Beavercreek OH, 2009.
Dantzig, George B. and Mukund N. Thapa. Linear Programming 2: Theory and
Extensions. New York: Springer-Verlag, 1997.
Dantzig, George B. “Linear Programming,” Operations Research, 50, 42-47 (January
2002).
Defense Travel Management Office (DTMO). “Defense Travel System: Document
Processing Manual.” Version 1.3.25, 2009.
http://www.defensetravel.dod.mil/Training/DTS/TrnMat.cfm
Department of the Air Force. “Expeditionary Logistics for the 21st Century Campaign
Plan.” Washington DC, 2008. 22 September 2009.
http://www.af.mil/shared/media/document/AFD-060831-041.pdf
Department of the Air Force. “FY 2010 Budget Estimates May 2009: Operation and
Maintenance, Air Force Overview Exhibits.” Washington DC, 2009. 22
September 2009. http://www.saffm.hq.af.mil/budget.

124

Department of the Air Force. “FY 2011 Budget Estimates February 2010: Operation and
Maintenance, Air Force Volume 1.” Washington DC, 2010. 12 February 2010.
http://www.saffm.hq.af.mil/budget.
Surface Deployment and Distribution Command (SDDC). “Electronic Transportation
Acquisition.” n. pag. 16 November 2009. https://eta.sddc.army.mil.
Expeditionary Combat Support System (ECSS). http://www.ecssmission.com. 22
September 2009.
Florian, Michael and Denis Lebeuf. ”An Efficient Implementation of the Network
Simplex Method,” in Network Optimization. Ed. Panos M. Pardalos, Donald W.
Hearn and William W. Hager. Berlin: Springer-Verlag, 1997.
Fylstra, Daniel, Leon Lasdon, John Watson and Allan Waren. “Design and Use of
Microsoft Excel Solver,” Interfaces, 28: 29-55 (September 1998).
Government Accountability Office (GAO). Air Force Operating and Support Cost
Reductions Need Higher Priority. Washington DC: Government Printing Office.
GAO/NSIAD- 00-165. August 2000.
General Services Administration (GSA). “Airfares (City Pair Program).” n. pag.
http://www.gsa.gov/. 22 September 2009.
Hammer, Michael and James Champy. Reengineering the Corporation: A Manifesto for
Business Revolution. New York: HarperCollins Publishers, 1993.
Hartman, Paul. “ECSS Change Management,” Air Force Journal of Logistics, 31: 24-27
(Summer 2007).
Hillier, Frederick S. and Gerald J. Lieberman. Introduction to Operations Research.
(4th Edition). Oakland CA: Holden-Day, 1986.
Jensen, Paul A. and J. Wesley Barnes. Network Flow Programming. New York: John
Wiley & Sons, 1980.
Kelly, Damian J. and Garrett M. O’Neill. The Minimum Cost Flow Problem and The
Network Simplex Solution Method. MS dissertation. University College Dublin National University of Ireland, Dublin, September 1991.
Luenberger, David G. Linear and Nonlinear Programming (2nd Edition). Reading,
MA: Addison-Wesley Publishing Company, 1984.
Microsoft Corporation. “Microsoft Office Excel.” Product information. n. pag. 16
January 2010. http://office.microsoft.com/en-us/excel/default.aspx.

125

Morse, Philip M. and George E. Kimball. Methods of Operations Research. Mineola NY:
Dover Publications, 2003.
Oracle Corporation. “Oracle E-Business Suite.” Product description. 22 September 2009.
http://www.oracle.com/us/products/applications/ebusiness/index.htm
Per Diem, Travel and Transportation Allowance Committee, The (PDTATAC). The
Joint Federal Travel Regulations. Volume 1. U3005. Arlington VA, 1 June 2009.
http://www.defensetravel.dod.mil.
Pike, Ralph W. Optimization for Engineering Systems. Louisiana State University:
Minerals Processing Research Institute, 2001. 10 November 2009.
http://www.mpri.lsu.edu/bookindex.html.
Ragsdale, Cliff T. Spreadsheet Modeling & Decision Analysis: A Practical Introduction
to Management Science (5th Edition). Mason OH: Thomas South-Western, 2007.
Rumsfeld, Donald H. Secretary of Defense. “Bureaucracy to Battlefield.” Remarks
during the DOD Acquisition and Logistics Excellence Week Kickoff. The
Pentagon, Arlington VA. 10 September 2001.
Sharma, J.K. “Extensions and Special Cases of Transportation Problem: A Survey,”
Indian Journal of Pure and Applied Mathematics, 9: 928-940 (September 1978).
Spencer, Larry O. United States Air Force FY 2010 Budget Overview. Washington:
SAF/FMB, 2009. 22 September 2009. http://www.saffm.hq.af.mil/budget.
Sprague, Thomas M. Education and Training as Part of an Expeditionary Combat
Support System Implementation Strategy. MS thesis. AFIT/GLM/ENS/09-10.
School of Engineering and Management, Air Force Institute of Technology (AU),
Wright-Patterson AFB OH, March 2009 (ADA500355).
Todd, Michael J. “The Many Facets of Linear Programming,” Mathematical
Programming, 91: 417-436 (February 2002).

126

Form Approved
OMB No. 074-0188

REPORT DOCUMENTATION PAGE

The public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of the collection of information, including
suggestions for reducing this burden to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson Davis Highway,
Suite 1204, Arlington, VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of
information if it does not display a currently valid OMB control number.

PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS.

1. REPORT DATE (DD-MM-YYYY)

2. REPORT TYPE

15-03-2010
4.

3. DATES COVERED (From – To)

Sep 2009 - Mar 2010

Master’s Thesis

TITLE AND SUBTITLE

5a. CONTRACT NUMBER

A LINEAR PROGRAMMING APPROACH FOR DETERMINING
TRAVEL COST MINIMIZING ECSS TRAINING LOCATIONS

5b. GRANT NUMBER

6.

5d. PROJECT NUMBER

AUTHOR(S)

Boerboom, Jason, S., 1st Lieutenant, USAF

5c. PROGRAM ELEMENT NUMBER

5e. TASK NUMBER
5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAMES(S) AND ADDRESS(S)

8. PERFORMING ORGANIZATION
REPORT NUMBER

Air Force Institute of Technology
Graduate School of Engineering and Management (AFIT/EN)
2950 Hobson Street, Building 642
WPAFB OH 45433-7765

AFIT/GCA/ENS/10-01
10. SPONSOR/MONITOR’S ACRONYM(S)

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)

Logistics Transformation Office
Attn: Mr. Paul Marchant
4375 Chidlaw Rd Bldg262
WPAFB OH 45433-7765

DSN: 674-0817
e-mail: paul.marchant@wpafb.af.mil

11. SPONSOR/MONITOR’S REPORT
NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT
APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED.
13. SUPPLEMENTARY NOTES
14. ABSTRACT

The Department of Defense is currently operating in a fiscally constrained environment, and Air Force leaders are pressured to minimize spending while
pursuing mission critical objectives. Personnel travel usurps a significant portion of the Air Force’s annual operations and maintenance (O&M) budget each
year, but receives little attention with respect to cost saving strategies. During the Air Force’s implementation of the Expeditionary Combat Support System
(ECSS), in which over 250,000 end-users will require training, it is vital that the Department determine the training locations that minimize costs incurred
through personnel travel. This thesis seeks to determine which potential ECSS training locations minimize travel costs, and thus reduce the system
implementation’s impact on the Air Force’s constrained O&M budget. Airfare and per diem rates vary significantly depending on the travel destination,
which naturally makes some potential training locations more costly, with respect to travel expenses, than others. In this research, the findings indicate that
using a linear programming approach to identify the optimal ECSS training locations can potentially reduce overall travel costs from 80% to more than 130%.
Furthermore, the research findings indicate that the Air Logistics Centers located at Robins, Hill, Hanscom and Tinker are likely to minimize travel costs for
ECSS training if the supply, or training capacity, at these locations can satisfy the demand for training.
15. SUBJECT TERMS

Linear Programming, Expeditionary Combat Support System, ECSS, Cost Minimization, Training Location
16. SECURITY CLASSIFICATION OF:
a. REPORT

U

b.

ABSTRACT

U

17. LIMITATION OF
ABSTRACT

c. THIS PAGE

U

UU

18. NUMBER
OF
PAGES
139

19a. NAME OF RESPONSIBLE PERSON
Jeffrey A. Ogden, PhD (ENS)
19b. TELEPHONE NUMBER (Include area code)
((937) 255-3636 ext. 4653
Standard Form 298 (Rev. 8-98)
Prescribed by ANSI Std. Z39-18

127

