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Предметом исследования данной статьи явля
ются распределенные информационнотелеком
муникационные системы с пакетной передачей
данных для труднодоступных объектов. В процессе
проектирования обеспечивающих и функциональ
ных подсистем систем передачи данных возникает
ряд задач, требующих оценки количественных и
качественных показателей функционирования ап
паратнопрограммных средств [1]. При проведе
нии структурного, алгоритмического, параметри
ческого анализа таких систем необходимо учиты
вать следующие особенности: системы являются
многоканальными, их каналы связи имеют различ
ную физическую природу, невысокую пропускную
способность; системы имеют иерархическую
структуру и распределенную топологию. Такого ти
па системы с пакетной передачей данных исполь
зуются для построения систем оповещения и свя
зи, автоматизированных систем сбора оператив
ных данных (авиабазы охраны лесов, государствен
ные лесные службы, гидрометслужбы) [2]. Акту
альность исследования и создания подобных си
стем обусловлена крайней необходимостью в со
вершенствовании существующей технологии сбора
первичной информации в труднодоступных райо
нах, оперативного формирования данных в нуж
ных форматах и своевременной их передаче в кон
трольные сроки заинтересованным службам и ве
домствам.
Спецификой этого кластера систем передачи
данных является ориентация на низкоскоростные
каналы связи (КВ, УКВ радиоканалы, персональ
ная спутниковая и сотовая связь), на основе кото
рых обеспечивается функционирование резервных
систем передачи данных, обладающих высокой
живучестью в чрезвычайных ситуациях. Такие си
стемы передачи данных для труднодоступных
объектов относятся к классу сложных систем, про
ектирование, эксплуатация и модернизация кото
рых невозможны без использования различных ви
дов моделирования. Выбор метода моделирования
и необходимая детализация модели существенно
зависят от текущей стадии работы с системой. Мо
делирование на этапах проектирования и эксплуа
тации системы передачи данных имеет разное це
левое назначение, однако возможен общий подход
для анализа ситуаций при обосновании проектных
решений и при управлении объектами [3].
В работе [3] исследовалась распределенная ин
формационнотелекоммуникационная система с
пакетной передачей данных для труднодоступных
объектов, исходя из предположения, что она имеет
упорядоченную пространственную конфигурацию
и строго определенные взаимодействия между ее
составляющими. Развивая подход [3], в настоящей
работе приняты во внимание эффекты неупорядо
ченности или случайности, которые присущи лю
бой реальной системе связи. Модель распределен
ной системы (плоский граф) становится неупоря
доченным (случайным), то есть в его узлах суще
ствует конечная вероятность возникновения связи
между смежными узлами. Хотя наличие или отсут
ствие связи является исключительно геометриче
ским свойством, не имеющим отношения к тепло
вым флуктуациям, многие характеристики рассма
триваемой системы, среди них разрыв связей и воз
никновение перколяций, критические индексы и
применимость методов ренормгрупп, схожи с ха
рактеристиками фазовых переходов [4, 5]. Поэтому
распределенная информационнотелекоммуника
ционная система с пакетной передачей данных для
труднодоступных объектов проявляет свойства
безмашстабной сети (малого мира), обладая ближ
ней структурой, как у однородных систем, и даль
ней структурой, подобно случайным системам.
Техническая и программная конфигурация си
стемы передачи данных определяется исходя из то
пологии и условий местности ее развертывания и
строится на основе комбинации трех функцио
нальноориентированных аппаратнопрограм
мных комплексов (АПК), рис. 1:
• АПКЦСД – центра сбора данных (обычно раз
мещается в управлениях или территориальных
гидрометеоцентрах);
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• АПККРС – кустовых центров сбора данных
(обычно размещается на одной из наиболее до
ступных радирующих станций);
• АПКМЕТЕО – для метеостанций.
Технической основой системы связи являются
абонентские терминалы оператора метеостанции и
оператора центра сбора данных (ЦСД), а также
центральный блок связи, выполненные на базе
различных модификаций пакетного контроллера
ВИПМ, и обеспечивающие передачу данных по
проводным линиям, радио и спутниковому кана
лам связи.
Аппаратнопрограммный комплекс пакетной
связи для сбора, передачи и обработки гидрометео
рологической информации (АПКЦСД) является
компонентом многоуровневой, территориально
распределенной системы связи и обеспечивает
функционирование сети автоматизированной под
готовки первичной информации в специализиро
ванных форматах для центров коммутации сооб
щений (ЦКС) гидрометеослужб регионального
уровня.
Аппаратнопрограммный комплекс пакетной
связи для сбора, передачи и обработки гидрометео
рологической информации (АПККРС) является
компонентом многоуровневой, территориально
распределенной системы связи и обеспечивает
функционирование сети автоматизированной под
готовки первичной информации в специализиро
ванных форматах для АПКЦСД гидрометеослужб.
АПККРС занимает промежуточное положение и
предназначен для приема, обработки и обобщения
гидрометеоданных от метеостанций и передачи ме
теоинформации в центр сбора данных.
АПКМЕТЕО устанавливается на метеостан
циях и гидропостах и обеспечивает автоматизиро
ванный сбор, подготовку и передачу первичной
информации в специализированных форматах,
принятых в АПККРС, АПКЦСД, АПКЦКС.
Аппаратура системы связи с пакетной переда
чей данных обеспечивает возможность передачи
метеоданных по следующим каналам связи: спут
никовым; сотовым; радио; телефонным.
Простейшую модель рассмотренной выше ра
спределенной системы с пакетной передачей дан
ных для труднодоступных объектов можно сфор
мулировать как совокупность множества узлов и
множества ребер, соединяющих узлы. Множество
узлов системы состоит из пунктов сбора первичных
данных, кустовых центров сбора данных, центров
сбора данных. Ребра системы образованы пучком
каналов связи, которые могут иметь различную
физическую природу. Узлы изображаются жирны
ми точками, а ребра – как отрезки прямых линий,
соединяющие узлы. Топологию сети пакетной пе
редачи данных удобно представлять с помощью
плоского графа, состоящего из множества узлов и
множества ребер связи, соединяющих смежную па
ру узлов. Самонепересекающаяся упорядоченная
последовательность ребер из узла i в узел j называ
ется путем или маршрутом. Число ребер, образую
щих путь, называется рангом пути. Сумма длин
всех ребер пути называется длиной пути. Расстоя
ние между узлами i и j есть величина минимально
го по длине пути между ними. Между любыми дву
мя узлами системы можно построить, как правило,
множество путей. Пути называются независимыми
по ребрам (по узлам), если они не содержат одни и
те же ребра (узлы). Связью между двумя узлами i и
j системы называется совокупность Sij независимых
по ребрам путей между этими узлами. Длина связи
– длина кратчайшего из путей. Множество путей
связи упорядочено по возрастанию длины пути,
поэтому первым всегда рассматривается самый
кратчайший путь.
В работе [3] исследовалась распределенная ин
формационнотелекоммуникационная система с
пакетной передачей данных для труднодоступных
объектов, исходя из предположения, что она имеет
упорядоченную пространственную конфигурацию
и строго определенные взаимодействия между ее
составляющими. Развивая подход [3], примем во
внимание эффекты неупорядоченности или слу
чайности, которые присущи любой реальной си
стеме связи. В этом случае плоский граф становит
ся неупорядоченным (случайным), то есть в его уз
лах существует конечная вероятность возникнове
ния связи между смежными узлами.
Рис. 1. Обобщенная структура системы передачи данных
Концептуально простым примером случайной
системы является граф, между соседними узлами
которого существуют связи, и часть x этих связей
произвольно удаляется. В такой системе неупоря
доченность (случайность) единственным образом
определяется параметром x – частью связей, кото
рые были удалены, или частью p=1$x связей, кото
рые остались. Очевидно, что для x=0 или p=1 не
прерывная сетка связей покрывает всю систему
полностью, и ситуация не изменится, даже если x
незначительно увеличится, а p уменьшится. С дру
гой стороны, очевидно, что при p=0 сетки связей
не существует и картина существенно не изменит
ся и при малых ненулевых значениях p. Поэтому
разумно предположить, что имеется некоторое
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p<pc, непрерывной бесконечной траектории, иду
щей через узлы по связям, не существует, а реали
зуются лишь отдельные изолированные кластеры
из связанных узлов. В случае p>pc существуют бес
конечные кластеры, покрывающие всю систему.
Критическое значение pc известно как порог проте
кания, это явление называется протеканием по
связям (перколяцией), поскольку если предста
вить, что связи – это поры в некотором материале,
то существование бесконечного кластера приводит
к протеканию жидкости через этот материал.
Перколяционный переход – это своего рода ге
ометрическое фазовое превращение, в котором
критическая концентрация pc разделяет фазу ко
нечных кластеров при p<pc и фазу бесконечных
кластеров при p>pc. Это аналогично температур
ным фазовым превращениям, где концентрация p
играет роль температуры. Точно также превраще
ние характеризуется свойствами кластеров вблизи
порога протекания pc. Например, величина, схожая
с параметром порядка, это вероятность P∞ принад
лежности к бесконечному кластеру. По определе
нию P∞=0 при p<pc, а при p>pc, как известно, P∞ свя
зано с p–pc степенной зависимостью
что аналогично зависимости параметра порядка от
температуры. Другая величина, представляющая
интерес, – это длина корреляции ξ, то есть среднее
расстояние между узлами в конечном кластере.
При p, близком к pc, длина корреляции задается
формулой
(1)
Другие схожие величины, представляющее ин
терес, – это среднее число связей в конечном кла
стере, распределение кластеров по размерам, а так
же вероятность того, что выбранная связь принад
лежит к бесконечному кластеру при p>pc. Вопросы
протекания имеют большое практическое значе
ние во многих областях техники, таких как прово
димость смеси из проводников и диэлектриков, до
быча нефти на месторождении, пакетная передача
данных в распределенных информационнотеле
коммуникационных системах для труднодосту
пных объектов.
Проанализируем переход от однородного графа
к случайному. В общем случае под графом понима
ется набор вершин, соединенных между собой ре
брами. Однородный граф – это граф, в котором
каждый узел связан с k ближайшими соседями
(среди которых могут быть как ближайшие соседи,
так и соседи ближайших соседей и т. д.), а в случай
ном графе связан с k случайными соседями. Два
параметра характеризуют свойства «ближнего по
рядка» графа и «дальнего порядка» графа, содержа
щего Nвершин и Nk/2 хорд. Параметр «дальнего
порядка» – это среднее минимальное число хорд
h(l), необходимое для того, чтобы перейти из одной
вершины в другую, находящуюся на расстоянии l,
и оно определяет кратчайший путь между двумя
вершинами. Характер зависимости кратчайшего
пути от l различен для однородных и случайных
графов. В то время как для однородного графа оче
видно, что h(l)~l, для случайного графа h(l)~ln(l).
Это можно подтвердить простым доказательством.
У каждой вершины есть среднее число связанных с
ней вершин, равное k, и каждая из них также связа
на с k вершинами, так, что для каждой вершины k2
вершин имеют число h=2 и т. д. Таким образом, че
рез h шагов можно достичь вершины, расположен
ной на расстоянии l от заданной вершины, где kh=l
или h~ln(l)/ln(k). Можно также определить коэф
фициент кластеризации C, который является сред
ней долей соседних вершин, соединенных с задан
ной вершиной. Этот параметр определяет ближний
порядок, и очевидно, что он приближается к еди
нице для однородного графа и мал для случайного
графа. Отсюда следует, что h и C велики для одно
родного графа и малы для случайного графа. Еще
один тип графа, занимающий промежуточное по
ложение между однородным и случайным, рис. 2,
предложен в [4].
При формулировке модели информационно
телекоммуникационной системы с пакетной пере
дачей данных для труднодоступных объектов возь
мем за основу модель малого мира [4]. Рассмотрим
граф G с N вершинами и K ребрами, который явля
ется не взвешенным (ребра эквивалентны), редким
(K<<N(N–1)/2) и связанным (существует, по край
ней мере, один путь, соединяющий две любые вер
шины с конечным числом шагов). Поэтому G мож
но представить, просто задавая матрицу смежности
N×N, чей матричный элемент aij равен 1, если есть
ребро, соединяющее вершину i с вершиной j и ра
вен 0, если ребра нет. Важным свойством G – явля
ется степень вершины i, то есть, число ki ребер, вы
ходящих из вершины i (число ближайших соседей
вершины i). Среднее значение ki равно k=2K/N.
Когда матрица aij задана, ее можно использовать
для вычисления матрицы путей с самой короткой
длиной dij между двумя вершинами i и j. Тот факт,
что G связанный граф, подразумевает, что матрич
ные элементы dij положительные и конечные для
любого i≠j. Для количественного описания струк
турных свойств вводятся две различных величины:
характерная длина пути L и коэффициент класте
ризации C. L есть среднее расстояние между двумя
вершинами L=[N(N–1)]–1Σdij, а C – локальная ха
рактеристика, равная C=(N–1)ΣCi. Здесь Ci – число
ребер, составляющих Gi – подграф ближайших со
седей вершины i, разделенный на максимальное
возможное число ki(ki–1)/2.
Используем простой метод, производящий
классы графов с увеличивающейся хаотичностью.
Начальный граф G выберем так, чтобы он был од
номерной решеткой, в которой каждая вершина,
связанна с k ближайшими соседями, и удовлетво
рял периодическим граничным условиям. Случай
но генерируя каждое новое ребро с вероятностью p,
.cp p
δξ −≈ −
( ) ,cP p p
β
∞ ≈ −
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G может быть перестроен непрерывным способом
из правильной решетки (p=0) в случайный граф
(p=1). Для регулярной решетки мы ожидаем
L≈N/2k и большое значение коэффициента класте
ризации C=3(k–2)/4(k–1), в то время как для слу
чайного графа L~ln(N)/ln(k–1) и C~k/N. Хотя в эт
их предельных случаях большому C соответствует
большой L, и наоборот маленькому C соответству
ет маленький L, числовой эксперимент показывает
промежуточный режим при маленьком p. В этом
случае система обладает сильным ближним поряд
ком подобно регулярной решетке, все же имея ха
рактерные пути малой длины подобно случайным
графам. Такая модель поведения системы называ
ется маленьким миром и хорошо описывает пове
дение некоторых реальных социальных и биологи
ческих сетей [4].
Для описания реальной распределенной ин
формационнотелекоммуникационной системы с
пакетной передачей данных для труднодоступных
объектов ограничения модели малого мира (не
взвешенность, редкость, связанность) являются
неприемлемыми, поэтому необходимо формулиро
вать более общую модель. Покажем, что, вопер
вых, поведение такой системы можно описать с по
мощью единственной переменной с ясным физи
ческим значением – эффективность передачи ин$
формации E; вовторых, величины 1/L и C могут
быть получены как предельные случаи переменной
E, соответственно, в глобальном и локальном мас
штабе; и, втретьих, можно убрать перечисленные
ограничения на модель. Представим распределен
ную сеть связи с пакетной передачей данных как
взвешенный (и возможно даже нередкий и несвя
занный) граф G. Такой граф нуждается в двух ма
трицах: матрице смежности aij, определенной так
же как и в случае не взвешенного графа, и матрицы
lij физических расстояний, имеющей смысл неко
торой метрики. Число lij может быть расстоянием
между этими двумя вершинами или силой их воз
можного взаимодействия. Предполагаем, что lij из
вестно, даже если в графе нет никакого ребра меж
ду i и j. Например, lij может быть географическим
расстоянием между узлами связи в системе переда
чи данных, или временем передачи информацион
ного пакета между узлами связи. Конечно, в специ
фическом случае не взвешенного графа lij=1 для
любого i≠j. Элемент матрицы путей с самой корот
кой длиной dij между двумя вершинами i и j являет
ся наименьшей суммой физических расстояний по
всем возможным путям в графе от i до j. Матрица dij
может быть рассчитана, используя содержавшуюся
информацию в матрице aij и в матрице lij. Мы име
ем dij≥lij для любого i≠j, причем равенство выполня
ется, когда есть ребро между i и j.
Поскольку система с пакетной передачей дан
ных параллельна (каждая вершина одновременно
посылает информацию по сети, через ее ребра), то
эффективность связи εij между вершинами i и j тог
да может быть определена, как величина обратно
пропорциональная самому короткому расстоянию:
εij=1/dij для любого i, j. Когда нет никакого пути в
графе между i и j, dij=+∞ и, следовательно, εij=0.
Средняя эффективность передачи информации в
графе G может быть определена как
(2)
Чтобы нормировать E, рассмотрим идеальный
случай Gid, в котором граф G имеет все N(N–1)/2
возможных ребра. В таком случае информация рас
пространяется самым эффективным способом для
dij≥lij для любого i, j, и E принимает максимальное
значение при E(Gid)=[N(N–1)]–1Σlij–1. Эффектив
ность E(G), используемая ниже всегда делится на
E(Gid) и, поэтому 0≤E(G)≤1. Хотя равенство E=1
выполняется, когда есть ребра между всеми верши
нами, реальные сети тоже могут достигнуть высо
кого значения E.
Опишем распределенную информационноте
лекоммуникационную систему с пакетной переда
чей данных для труднодоступных объектов, ис
пользуя единственную величину E, чтобы одновре
менно анализировать и локальное и глобальное по
ведение системы, а не две различных переменные L
и C. Величина E в (2) – есть глобальная эффектив
ность G, и поэтому определим ее как Eglob. Так как E
определенна и для несвязанного графа мы можем
описать локальные свойства G, оценивая для каж
дой вершины i эффективность Gi, подграфа бли
жайших соседей i. Определим локальную эффек
тивность как среднюю эффективность локальных
подграфов, Elok=N–1ΣE(Gi). Эта величина играет
роль, подобную роли коэффициента кластериза
ции C. Так как i не принадлежит Gi, локальная эф
фективность Elok показывает насколько система то
1 1 1( ) [ ( 1)] [ ( 1)] .ij ij
i j G i j G
E G N N N N dε− − −
≠ ∈ ≠ ∈
= − = −∑ ∑
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Рис. 2. Три типа графов: однородный А; однородный с небольшим количеством кратчайших путей (малый мир) Б; случайный В
?    ?    ?
лерантна к ошибкам (сбоям). Она показывает, нас
колько эффективна связь между первыми ближай
шими соседями i, когда i удален. Таким образом,
определение распределенной информационноте
лекоммуникационной системы с пакетной переда
чей данных для труднодоступных объектов может
быть качественно сформулировано в терминах ин
формационного потока: система имеет высокие
Eglob и Elok, то есть, очень эффективна в глобальной и
локальной связи. Это определение правильно, как
и для не взвешенного, так и для взвешенного гра
фа, и может быть применено к несвязанным и
(или) нередким графам.
Интересно проследить связь между нашей ве
личиной E и переменными 1/L и C. Фундаменталь
ное различие состоит в том, что Eglob является эф
фективностью параллельной системы, где все узлы
в сети одновременно обмениваются информа
ционными пакетами, в то время как 1/L описывает
эффективность последовательной системы (только
один информационный пакет продвигается по се
ти). 1/L – предельный случай Eglob, когда нет ника
ких больших различий среди расстояний в графе, и
это объясняет, почему 1/L хорошо работает в не
взвешенных сетях [4]. Но, вообще, L может значи
тельно отличатся от Eglob. Например, в распределен
ной информационнотелекоммуникационной си
стеме с пакетной передачей данных для труднодо
ступных объектов, наличие нескольких АПК с
чрезвычайно медленными связями практически не
приводит к уменьшению полной эффективности
системы. Присутствие таких очень медленных
АПК будет незаметным, потому что другие тысячи
АПК обмениваются пакетами между собой очень
эффективным способом. Здесь 1/L дал бы число
очень близкое к нолю (строго 0 в специфическом
случае, когда АПК отсоединен от других и L=+∞),
в то время как Eglob дает правильную меру эффек
тивности системы. Локальная характеристика сети
C является только одной среди многих возможных
величин, показывающих как хорошо соединился
кластер (группа). Когда в графе, большинство его
локальных подграфов Gi не редко, тогда C – хоро
шее приближение к Elok. Поэтому вместо двух раз
личных переменных, описывающих систему с па
кетной передачей данных в глобальном и локаль
ном масштабе, разумно использовать только одну
величину с очень ясным физическим значением:
эффективностью в передаче информации.
Введем вероятность P(l)~l–δ существования свя
зи между двумя вершинами в графе на расстоянии l.
Если δ=0, P(l) постоянная и связи всех размеров
одинаково вероятны, как в случайном графе, рис. 2.
С другой стороны, если величина δ очень велика, то
дальние связи малы, поэтому получается однород
ный граф, содержащий только ближние связи. При
δ, принимающей промежуточное значение, получа
ем модель малого мира. Получается, что при δ<δ1
система ведет себя как случайный граф, при δ<δ1<δ2
как граф малого мира, а при δ>δ2 как однородный
граф. Предположим, что степенной закон распре
деления P(l)~l–δ вероятности реализации связи меж
ду вершинами выполняется для распределенной
системы с пакетной передачей данных. Централь
ная предельная теорема утверждает, что для незави
симых случайных событий с конечным средним a и
дисперсией σ случайная переменная x подчиняется
нормальному закону распределения:
Колоколобразная кривая нормального закона
распределения, вероятно, является наиболее часто
встречаемой в литературе. В нашем случае вместо
закона нормального распределения имеет место
степенной. Он совпадает с пространственной зави
симостью функции корреляции в критической
точке фазового перехода (1) и зависимостью длины
корреляции в низкотемпературной области. В от
личие от этих частных случаев систем, находящих
ся в состоянии равновесия, существует большой
класс неравновесных явлений, подчиняющихся
степенным законам [5]. Вследствие внутренней ди
намики такие системы спонтанно переходят в кри
тические состояния вне зависимости от значений
внешних параметров, поэтому такое поведение на
зывается самоорганизованной критичностью. Дру
гое название этих систем – безмасштабные систе
мы, т. к. степенной закон является масштабноин
вариантным и не включает в себя характерные дли
ны. Эти случаи аналогичны равновесной системе
вблизи критической точки, в которой малые длины
не имеют значения, а важна только характерная
длина, являющаяся длиной корреляции. Послед
няя расходится в критической точке, поэтому в
этом состоянии характерная длина отсутствует.
Выводы
1. Распределенная информационнотелекомму
никационная система с пакетной передачей
данных для труднодоступных объектов про
являет свойства безмасштабной сети (малого
мира), обладая ближней структурой, как у одно
родных систем, и дальней структурой, подобно
случайным системам.
2. Такая сеть описывается степенным законом ра
спределения для вероятности реализации связи
между двумя вершинами и имеет топологиче
скую структуру, заметно отличающуюся от
обычной (экспоненциальный закон распреде
ления), которая характерна для сетей, подчи
няющихся нормальному закону распределения.
В экспоненциальных сетях почти все вершины
имеют более или менее одинаковое число свя
зей, близкое к среднему, и система однородна. В
распределенной информационнотелекомму
никационной системе с пакетной передачей
данных (безмашстабной сети) все подругому.
3. Динамика этих сетей такова, что отвечает прин
ципу «богатый богатеет еще больше» или «поб
едитель получает все». Это означает, что безмас
штабные сети очень неоднородные и очень
1/ 2 2( ) (2 ) exp[ ( ) / 2 ].P x x aπσ σ−= − −
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немного вершин (концентратов) имеют боль
шое количество связей, а большинство вершин
имеют лишь несколько связей, рис. 2. Такая
структура довольно типична для распределен
ной информационнотелекоммуникационной
системы с пакетной передачей данных для труд
нодоступных объектов, которая соединяет мно
жества узлов связи, используя концентраторы
(например, АПККРС) в качестве промежуточ
ных станций для соединения маршрутов, рис. 1.
4. Важное отличие между экспоненциальной и
безмашстабной сетью – это различная реакция
на повреждение. Под повреждением понимает
ся устранение некоторых вершин и всех связей,
идущих от вершины. Интуитивно ясно, что без
масштабные сети весьма устойчивы по отноше
нию к случайным повреждениям, однако очень
чувствительны к намеренным повреждениям,
направленным на концентраторы, которые
приводят к разрушению большого количества
связей и нарушению взаимодействия между
различными частями сети. Если агрессивное
воздействие будет направлено на уничтожение
концентраторов, то даже если устранить менее
10 % таких узлов, сеть связи распадется на не
связанные между собой кластеры.
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Разрабатываемая сеть на основе пакетного кон
троллера [1] предполагает проектирование на кон
цептуальном уровне и формирование некоторой
модели распределения узлов обработки и передачи
данных. В виду того, что предполагаемое использо
вание сети определяется обработки сведений огра
ниченного распространения, требуется повышен
ное внимание к защищенности и надежности
функционировании сети, обеспечению информа
ционной безопасности.
При создании сложной иерархической структу
ры распределенной сети передачи данных необхо
димо уделить большое внимание надежности ее ра
боты [2]. Принципиальным моментом является то,
что в условиях значительной удаленности населен
ных пунктов, отсутствия развитой инфраструктуры
нет возможности заменить или быстро наладить
сеть. Проектируемая сеть, как правило, может ра
ботать в режимах «точкаточка» и «центр – широ
ковещательная передача из центра».
Рассматривая схемы по повышению надежно
сти, можно выделить следующие из них, которые
подходят для построения надежной распределен
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