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Abstract
The recent proliferation of satellite networks for personal communication systems has led to
an increase in interest in understanding the dynamics of constellations of satellites. One of
the problems associated with constellations of satellites is the determination of the control
requirements of each individual satellite in order to meet a top level requirement. The
most common metric for analysis of constellations is the percent coverage. The goal of this
work was to develop a systematic, extensible approach to determining the station-keeping
requirements on individual satellites based on a coverage requirement for the constellation.
An analytical approach to calculating the coverage of a constellation was developed.
This approach contrasts with more typical numerical algorithms, which are often too slow
for detailed analysis. The analytical method is based on integrating the area in the regions
defined by the overlap of satellite footprints. The constellation coverage is assembled from
these overlap areas using basic combinatorics. The coverage may be determined over any
region on a sphere which can be defined by the intersection of circles on the surface. This
approach proves to be faster than numerical approaches for reasonable precision for most
constellations.
An algorithm for determining the best orbital element limits on individual satellites to
meet a coverage requirements was developed. The uncontrolled dynamics of the satellite
orbits was examined to determine in what way the coverage of the constellation fails. That
pattern was used to systematically vary the configurations of the constellation, and the
coverage was calculated for each perturbed configuration. This approach produces coverage
contours. The position on the contour which minimizes the fuel usage for station-keeping
was chosen as the requirement for the constellation. These results were validated for the
Ellipso constellation using the ASKS system developed by Naresh Shah [27]. The results of
the simulations confirmed the qualitative behavior predicted by the analysis.
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Chapter 1
Introduction
One of the more striking trends in the space industry is the tendency toward mission
designs utilizing more than one spacecraft. This trend is the result of several fac-
tors. The current NASA credo of "faster, better, cheaper" has driven the industry
toward production of smaller and simpler satellites, with less redundancy and shorter
development times. For a given size of instrumentation, decreasing the size of the
satellite limits what may be accomplished with a single spacecraft. Distributing the
payload across several spacecraft takes advantage of the cost savings inherent in these
smaller spacecraft, as smaller satellites are typically cheaper to launch, transport, and
test. Distributing the payloads on multiple platforms also mitigates the increased risk
which results from the shorter development times and decreased redundancy.
In addition, increasing numbers of scientific missions and industrial initiatives re-
quire instantaneous access to a large portion of the surface of the earth. Scientific
missions (such as those studying global climatic change) are becoming more demand-
ing in that they require measurement of such parameters as atmospheric pressure
and temperature on a high precision global grid. In industry, the ever growing "infor-
mation superhighway" is creating a demand for global satellite telecommuncations.
These demands also require a large number of spacecraft.
The types of multiple satellite configurations may be divided into three classes.
The first is known as "formation-flying" and just consists of two or more satellites
orbiting in the same plane with a relatively small fixed distance between them. The
second class is a "cluster", which is a group of satellites in slightly different orbits.
These configurations tend to be unstable and typically have been proposed to study
local variations (such as in the earth's magnetic field) for short durations. The final
class is a "constellation," which consists of a number of widely spaced satellites in
similar orbits. Constellations can provide visibility of the entire surface of the earth
for extended periods of time. The wide range of applications of multiple spacecraft
configurations fall into these classes and can be treated similarly.
The use of these configurations all place new demands on satellite design. For
formation-flying and clusters, high-precision position and pointing information are
often critical. And all of them require new approaches to navigation and control
of the spacecraft. This work attempts to study the dynamics of constellations, in
particular, and to develop a systematic approach to the determination of the control
requirements for individual satellites necessary to meet a system objective.
1.1 Description of Constellations
Despite the immature state of our understanding of their dynamics and control, there
are already a number of constellations which are either in orbit or approaching comple-
tion. These satellites fall into three categories: global navigation, satellite telecom-
munications, and scientific studies of global change. These categories are listed in
roughly the order of their development.
1.1.1 Navigation
Global navigation systems utilize multiple spacecraft to determine the user's position
precisely. The Global Positioning System (GPS) is the best known example of this
type of constellation, although the former Soviet Union also operates a similar satellite
navigation system (GLONASS). Each GPS satellite contains a high precision atomic
Table 1.1: Key parameters for the Global Positioning System
clock, and the signal the satellite emits contains a time signature. The GPS receiver
determines from this signal the current distance to the satellite (as the signal travels
at the speed of light). With simultaneous data from at least four satellites, the three
position elements of the receiver may be determined precisely. The fourth satellite is
necessary in order to correct the imprecision in the receiver clock.
The program began in 1973, and the first satellite was launched in 1978. The
operational GPS constellation, the GPS block II satellites, consists of 24 satellites
placed in circular 12-hr orbits. The orbital data for the GPS constellation is listed in
Table 1.1 [30].
1.1.2 Telecommunications
The telecommunications industry is responsible for most of the effort put into studying
satellite constellations over the past several years. The success of cellular phone
technology has led to a number of proposals for handheld telephone service provided
via satellite. In addition, the ever increasing demand for instantaneous access to
information has led to several similar proposals for providing data transmission. Some
of these constellations are discussed below. There are also a number of constellations
which intend to provide high-speed data transmission in a similar fashion, such as
ORBCOMM and Teledesic, but these will not be considered here.
GPS
Number of Planes 6
Number of Satellites 24
Semi-major Axis (km) 26561.75
Eccentricity < 0.02
Inclination (deg) 55
Argument of Perigee (deg)
Table 1.2: Key parameters for the Iridium System
Iridium
Iridium is the name of a satellite telecommunications service developed by Motorola
Corporation. Originally designed to have 77 satellites, it was named after the element
with an atomic number of 77, although, in the current design, there are only 66
satellites. The satellites are distributed into 6 planes, evenly spaced in longitude of
the ascending node. They are in circular polar orbits at an altitude of 780 km. The
orbital information for Iridium is listed in Table 1.2 [11].
Because of the low altitude of the Iridium satellites, each satellite can only see a
small portion of the surface at a time. In addition, the low altitude leads to a short
orbital period. This indicates that each satellite travels across the sky at a large
angular rate. Iridium relies on satellite cross-links and rapid call hand-offs to try to
resolve these issues.
Iridium received its FCC license in 1995. With 33 satellites on-orbit, Iridium is
currently the largest constellation in existence.
Globalstar
Globalstar is another low earth orbit (LEO) satellite telecommunications constella-
tion. It is the property of Loral Corporation and will consist of 48 satellites in 8
orbital planes. The constellation is a Walker delta pattern [32] inclined at 52 degrees.
The orbital data for Globalstar is listed in Table 1.3 [24]. The Globalstar program
was formed in 1991. Initial service is expected to be available in August, 1998, and
the constellations will be fully operational by January, 1999.
Iridium
Number of Planes 6
Number of Satellites 66
Semi-major Axis (km) 7158
Eccentricity 0.0013
Inclination (deg) 86.4
Argument of Perigee (deg) 90.0
Table 1.3: Key parameters for the Globalstar System
Ellipso
Ellipso is the MCHI Corporation personal communication network. It consists of
three planes of satellites with apogees which are much higher than the other two
discussed above. The first plane, known as Concordia, contains seven satellites in a
circular equatorial orbit. The other two planes, collectively known as Borealis, are
more interesting. They are moderately elliptical and critically inclined, which allows
the argument of perigee of the orbits to be fixed. For Borealis, it is set to be 270
degrees, which fixes the apogee of the orbits above the northern hemisphere. Since
satellites spend more time at apoapsis than at periapsis, this focuses the coverage of
the Borealis planes on the northern hemisphere, where the potential market for the
system is greatest. The Borealis constellation provides the primary coverage for the
northern hemisphere, while Concordia provides coverage in the southern hemisphere
to 55 degrees south and supplements Borealis in the north.
In addition, the Borealis planes are sun-synchronous, which simplifies the satellite
design, and have fixed ground-tracks (8:1 repeat cycle), which simplify the ground
station operations. The data for the two components of Ellipso are shown in Ta-
ble 1.4 [8]. The parameters listed for the Borealis constellation actually vary slightly
between the planes, in order to maintain both sun-synchronicity and critical inclina-
tion. Ellipso received its FCC license in 1997.
Globalstar
Number of Planes 8
Number of Satellites 48
Semi-major Axis (km) 7792
Eccentricity 0.05
Inclination (deg) 52.0
Argument of Perigee (deg) 90.0
Table 1.4: Key parameters for the Ellipso constellation
1.1.3 Earth Observing Constellations
In addition to the systems described above, which are all in existence already or well
along in their design, there is also unrealized potential for the use of constellations
in studying global change. The Earth Observing System (EOS), which will have its
first satellite launched in 1998[2], will provide a massive amount of data on the earth
system, but to truly understand the long-term physical and chemical processes in the
earth's atmosphere and oceans, global real-time data covering an extended period of
time is necessary. In order to obtain this information, a satellite network is required.
Presumably, as global change and climatic variations become hotter issues, there will
be proposals for constellations to study them.
1.2 Metric for Constellations
As has already been mentioned, the move from individual satellites to constellations
creates new challenges in satellite control. These challenges are primarily in the field of
system engineering, in that they pertain more to deciding how to budget the top-level
constellation requirements down to individual satellites rather than to the process of
meeting the requirements at a satellite level. Regardless of whether the satellite is
part of a constellation or operating independently, the control methodology is the
same. A maximum allowable deviation from some reference trajectory is defined,
Ellipso (8:1)
Borealis Concordia
Number of Planes 2 1
Number of Satellites 10 7
Semi-major Axis (km) 10559 14440
Eccentricity 0.3457 0.0
Inclination (deg) 116.5 0.0
Argument of Perigee (deg) 270.0
Minimum Elevation Angle (deg) 25 10
and, if there is a violation, some velocity correction is determined to eliminate the
violation and, if the methodology is designed properly, to maximize the time between
such violations. The new issues concern the proper definition of that control box.
As an example, consider a group of satellites spaced evenly in the same orbital
plane. If these satellites are all displaced evenly in mean anomaly, i.e. the entire plane
is rotated, there is no impact on what part of the earth is visible to the plane as a
whole, although, of course, what each individual satellite covers does vary. If we were
to consider each satellite individually, they would all require position corrections, in
this case costly mean anomaly burns. When the plane is viewed as whole, however,
no corrections are necessary.
The deviation from nominal trajectories is therefore not a good measure of the
performance of the constellation. What is important is how much the constellation
as a whole sees, not what the contribution from any individual satellite is. The
parameter which quantifies this measure of performance is the percent coverage of
the constellation. The percent coverage C is defined as the ratio of the area which is
visible to at least one satellite to the total area of interest:
Area Visible
Total Area
As noted above, the coverage is a function of time, a snapshot of the area visible
to the constellation at a given instant. As such, it depends only on the position of
the satellites at that time, not their velocities. If we are interested in the overall
performance of the constellation, we must take the time average of the coverage over
one orbital period, or perhaps over one repeat cycle of the constellation.
There are a large number of varieties of coverage-like parameters. Multiple cover-
age, or the percent of the area visible to n or more satellites, may also be calculated.
This is of interest for navigation systems such as GPS which require four or more
satellites to provide complete information. We can determine coverage as a function
of latitude and/or longitude. There are also other parameters which attempt to in-
clude time information (such the average duration of lapses in coverage) along with
visibility to improve over pure coverage. See Wertz [19] for a discussion of the value
of these different parameters. Despite the existence of these different approaches,
the percent coverage is by far the most commonly used metric for the evaluation of
constellation performance. Some of the theory involved in calculating this metric is
discussed in the next chapter.
1.3 Overview
Chapter 2 gives a brief description of the history of constellation design. Chapter 3
develops an analytic approach for determining the coverage area of a given constel-
lation configuration. It develops the theory for integrating the area defined by the
overlap of satellite footprints. Chapter 4 describes the algorithm by which the analytic
coverage theory is implemented. It also discusses the advantages and disadvantages
of the method, including extensions to the theory and a comparison to more typical
approaches to calculating coverage. Chapter 5 develops the systematic approach for
deriving requirements for individual satellites based on an overall requirement for the
constellation. In Chapter 6, numerical simulations are utilized to test the require-
ments derived in the preceding chapter. Finally, Chapter 7 discusses future work
which is suggested by this work and provides a conclusion.
Chapter 2
Literature Review
This chapter examines the history of the design and analysis of constellations of satel-
lites. It begins with the early work of J. G. Walker and others in the development of
symmetrical circular constellations through more complicated elliptical orbit constel-
lations. Descriptions of the various methods and metrics used to analyze constellation
performance are developed.
2.1 Constellation Design
Early work in constellation design focused on developing configurations for global
coverage with a minimal number of satellites [1]. These configurations were, of course,
symmetric polyhedra with various number of vertices. These configurations were not
practical, in that given the dynamical system, the satellites would not remain evenly
distributed, as they were static designs and did not take into account the dynamics
of the the system. Gradually, the constellation designs became more practical.
2.1.1 Early Work
Some of the earliest work in the field of satellite constellations was done by Frank
Gobetz [12]. He considered two types of configurations: polar and polyhedral. The
first class consists of a set of evenly distributed orbital planes which all intersect at
two points at antipodal points of the earth. The choice of these points was limited
to the north and south poles as a result of earth oblateness effects. This class of
constellation is therefore known as a polar constellation.
The second class of orbits consist of planes parallel to the regular polyhedra.
As it was known that the best configurations for instantaneous coverage are these
regular polyhedra, it was natural to model constellations on these geometries. Gobetz
analyzed the minimum altitude required for a given number of satellites in each
configuration, utilizing the natural symmetries of the constellations to determine the
worst-case configurations. His analysis demonstrated that for a given number of
satellites the minimum altitude required for complete global coverage was larger for
the polyhedral constellations than for the polar constellations. He concluded that
polar constellations were a more efficient approach for providing earth coverage. He
further developed a symmetric constellation containing six satellites in two orbits
with altitude of 5260 nmi which provided complete coverage. He also developed a
five satellite constellation in three planes which also provided global coverage, but
dismissed it because it required a much larger satellite altitude.
The defining work in the design of constellations was contributed by J. G. Walker
in a series of papers from 1971 through 1984. In an early paper [32], he develops the
constellation configuration which has come to be known as the Walker delta patterns.
While Walker was not the first to recognize the possible advantage of the delta pattern
configuration, he was the first to provide a thorough analysis of the coverage obtained
through such constellations.
His analysis begins by identifying the primary weakness in polar constellations,
that because all of the satellite orbits converge at a point, coverage is not distributed
evenly across the surface of the earth. His solution was to create a configuration in
which the orbital planes all had a fixed inclination relative to some plane, taken in
practice, again because of earth oblateness effects, to be the equatorial plane. In
such a configuration, no more than two orbits intersect at any one point; therefore,
the coverage of the constellation is more evenly distributed. The inclination of the
orbits relative to the reference frame was referred to as 6 in his nomenclature. These
constellations are therefore referred to as delta patterns.
He then determined that five satellites in circular orbits was the minimum num-
ber to provide global coverage. Any four satellites must, at some point, lie all in
the same plane, and, at this point, cannot provide complete coverage for less than
infinite altitude. He then develops minimal constellations for single and double global
coverage, consisting respectively of five and seven planes with one satellite per plane.
In addition, he details a constellation of six satellites in two planes which provides
global coverage in a wide range of configurations. A similar constellation consisting
of nine satellites in three planes is also developed.
In later works [33], he developed the classic TPF nomenclature for describing
delta pattern constellations. T is the number of satellites in the constellation, and P
is the number of orbital planes in the constellation. The satellites are evenly divided
amongst the orbital planes. F is the angle, in units of 27r/T, from one satellite
to its ascending node when a satellite in the adjacent plane is at its node. Walker
tabulated the coverage performance (in terms of minimum elevation angle) for various
TPF values for different degrees of coverage.
2.1.2 Elliptical Orbits
The Walker and polar patterns both rely on circular orbits. Some improvements may
be made through the use of elliptical orbits. Specifically, the minimum number of
satellites necessary to provide continuous coverage may be reduced. For elliptical
orbits, orbits may be chosen such that four satellites do not ever fall into one plane.
Draim [9] develops a set of constellations consisting of four satellites in four satellite
planes which provide continuous global coverage. The orbits must have period of at
least 26.5 hours, but such constellations may be designed for a range of eccentricities
and inclinations. Draim focuses on one with a 48 hour period and inclination of 28.5
degrees, to correspond with the latitude of Kennedy Space Center for ease of launch.
Such constellations provide an intriguing alternative to geostationary orbits. Geo-
stationary orbits are becoming quite overpopulated. They do not cover polar regions
adequately. The Draim orbits populate a wide range of orbital parameters, allowing
flexibility in design (in choice of a repeat groundtrack, for example), without the high
satellite density in the geostationary belt. These orbits could, in principle, be applied
for communications, weather, or other earth-viewing missions.
Constellations consisting entirely or partially of elliptical orbits are becoming more
and more popular. They may be developed in ways similar to polar or delta patterns,
but, through judicious design, may be used to focus the coverage over particular
regions. One example of such a design is the Borealis planes of the Ellipso constella-
tion [26], discussed previously, which is designed to focus its coverage on the northern
hemisphere during daytime hours. Another example is the well-known Molniya satel-
lite orbit, which uses the long dwell-time near apogee to provide coverage of high
latitudes over Europe and the former Soviet Union. Recently, Palmerini [23] has been
doing some more general analysis of elliptical orbits, in particular for regional cover-
age, based on superimposition of coverage "streets," which are the locus of all points
a satellite can view through a period of its orbit. The study of constellations based
on elliptical orbits is young, and much more analysis is necessary.
2.2 Coverage Analysis
In the past, there have been a number of different methods used to evaluate coverage.
For most applications, numerical methods have been utilized, although one analytical
approach will be described. The numerical methods have fallen into one of two
categories, depending on the way they approximate the surface: the grid or the
meridian methods. These two methods will be discussed, but, in the interest of
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where Oi and qi are the colatitude and longitude of point i, f is the minimum elevation
angle, and Vis represents the visibility function , which has value 1 if a satellite is in
view above the minimum elevation angle, and value 0 if there is no satellite visible.
A similar but more complicated equation may be written for the case in which the
ellipticity of the earth is included.
The advantages of the grid method are its simplicity and flexibility. A grid can
be generated for an arbitrarily complex surface. There is, however, a rather severe
drawback to this method. Being a numerical method, the results are not exact.
There is a loss of precision inherent in the process of representing a surface as a grid
of points. In order to get accurate results, a large grid (_ 104 - 105 elements) must
be employed. Such large grid sizes result in a large number of computations per time
step, which may, of course, lead to unacceptably long computer run times.
2.2.2 The Meridian Method
The meridian method represents an attempt to decrease the loss of precision inherent
in simple grid-bases methods. It was first developed by Casten and Gross [6]. Instead
of approximating the earth by a set of points, the surface was represented by a set of
great circles passing through the poles, or meridians (see Figure 2-2). The latitude
range for each meridian for which there is a satellite in view is stored. This information
is assembled to provide the percent coverage for each meridian. At this point, it is
simple to integrate and average in longitude to determine the overall coverage.
The advantage of this method is that the latitude range of a given meridian for
which a given satellite is visible may be calculated analytically. We can calculate the
colatitude of the intersection of a satellite footprint and a meridian by using the law
of cosines for spherical trigonometryl:
cos A = cos 0sat cos 0 + sin 0sat sin 0 cos AL (2.2)
1The analysis in this work relies heavily on an understanding of spherical trigonometry. Green [13]
is a good source for more information on this subject.
Figure 2-2: Longitude lines in meridian method
where A is the central angle of the satellite footprint (as discussed further in the fol-
lowing chapter), ,sat is the colatitude of its subsatellite point, and AL is the longitude
difference between the subsatellite point and the meridian in question. We note that
this equation is of the form
K = A cos 0 + B sin 0
which can be solved
defining the angle 0
by dividing both sides by the radical A 2 + B 2 . We proceed,
by
COS Osat
cos =
cOS2 sat Sin 2 sat COS 2 AL
sin Osat cos AL
sin =
/cos2 0 sat + sin 2 0 sat COS 2 AL
(2.3)
(2.4)
deriving that
cos A
cOS2 sat + sin 2 0sat COS 2 AL
= cos 0 cos 4 + sin 0 sin 4 = cos (0 - 4)
Since the inverse cosine has both positive and negative roots, the colatitudes of the
two intersection points are given by
( o arccos (2.5)0 cO arccos /cos2 0 sat+ sin2 0 sat cos 2 AL)(
where 4 can be determined from either of Equation 2.3 or Equation 2.4.
The advantage of this method over the grid-based methods is that you lose less
precision, as there is only one approximation(longitude) rather than two. It also
decreases the number of calculations that are necessary for similar reasons. This
improvement in precision and speed is accomplished at the price of some loss of
information. The grid-based methods provide both latitude and longitude dependence
for the coverage. In the meridian method, coverage is stored for each individual
meridian, resulting in the loss of latitude dependence (unless, of course, you wish to
store latitude information for each meridian for each time step, in which case there
is a steep price in memory usage). The improvement in speed and precision often
makes the loss of latitude dependence worthwhile. It is still, however, an approximate
method and is still slow computationally for high density meshes.
2.2.3 Hayes Method
The approach to calculating coverage detailed in the next chapter is not the first
analytical approach to determining coverage. Elizabeth Hayes developed a simple
approach to determining this area [14]. Her approach was to divide an n-sided overlap
region into an n-sided spherical polygon and n chord regions. The example shown in
Figure 2-3 consists of a spherical triangle and three chord regions. The area of a
spherical polygon is given by
Ap olyg on = c Oi - (n - 2)1
Figure 2-3: Overlap region for Hayes method
Figure 2-4: Chord area
where n is the number of sides and the ai are the corner angles of the polygon. The
chord area is given by the difference between the corresponding wedge of the circle
and the appropriate spherical triangle, as shown in Figure 2-4. The chord area is
therefore given by
Achord = a (1 - cos A) - (a + + -)
= i-acosA-03-7
The overlap area is then given by the sum of the area of the polygon and the chord
areas. The method developed by this author is equivalent in execution time to the
Hayes method. In addition, because it relies on classical analytic geometry rather
than direct integration for area determination, the Hayes method does not provide
an approach to extending the theory, computationally or analytically, to include such
effects as the ellipticity of the earth or non-nadir pointing satellites.
Chapter 3
Coverage Theory
This chapter develops the basics for evaluating the coverage of a constellation of
satellites. First, some preliminary topics are addressed. After that, an analytic
approach to evaluating earth coverage is developed. The analytic theory is applied
to a single plane of satellites, and some results of the theory are developed.
3.1 Preliminary Topics
In the last chapter, we defined coverage, but it was defined in terms of the percent of
the surface which is "visible" to the constellation. The concept of visibility requires a
more precise definition. The simplest definition of visibility is based on whether the
satellite is above the horizon of the surface point in question, assuming the surface
is a perfect sphere. This, of course, fails to take into consideration the possibility of
interference from buildings, mountains, etc. It is, of course, impractical to completely
detail the position of all possible interfering bodies precisely; some middle ground
is necessary. What is typically done is to define the visibility at some elevation
angle. This measures whether the satellite is above the horizon by some fixed angle.
This compensates for the existence of shadowing without needlessly complicating
calculations. This results in some circular footprint, centered on the sub-satellite
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h R
~ R
Point on
Surface
Figure 3-1: Earth-viewing geometry
point, which defines the region of visibility. The angular radius of this region is the
earth central angle A.
In order to derive the equation for visibility, we examine the geometry of a typical
earth-viewing satellite, as shown in Figure 3-1. There are three angles of interest.
The elevation angle c is the angle the satellite is above the horizon. The nadir angle
rT is the angle connecting the line connecting the satellite and the point of interest on
the surface and the nadir, the line between the satellite and the center of the earth.
This angle is often of interest for sensors or communications systems whose beam
footprints typically target only part of the available field-of-view. The last angle A,
the central angle of the satellite footprint, is the angle we wish to solve for.
It is clear from basic principles that the angle a is given by
2
and that
a + C + 1 -7W
which implies that
A(3.1)
2
The next step is to eliminate the dependence on 1. From the law of sines, we note
that
sin 7 sin ( + )
R R+h
where R is the radius of the central body and h is the altitude of the satellite above
the surface. Solving for 9, we find that
=arcsin R+h cos ~
Substituting this result back into Equation 3.1, we derive that
A = - - - arcsin cos) (3.2)2 R+h
which relates the central angle of the satellite footprint to the satellite altitude and
the minimum elevation angle.
In order to determine whether a given point is visible to a particular satellite, all
that is required is that the angle between the vectors pointing to the satellite and
the surface point, 0, be less than the A calculated from Equation 3.2 for the satellite.
The angle 0 can be determined easily from the dot product of the two vectors. This
derivation implies that, for the purpose of calculating coverage, a constellation is
completely described by the latitude and longitude of the subsatellite point and the
central angle of the footprint for each satellite in the constellation.
This method as described relies on evaluating two inverse trigonometric functions.
While these evaluations can be slow numerically, they may be accelerated either
by creating a look-up table for the inverse cosine or by recognizing that the cosine
function is monotonically decreasing for angles between zero and pi. This suggests
that the requirement for visibility may be expressed in terms of the cosines of the
angles 0 and A. Some simple trigonometric substitutions yield the requirement for
visibility given in Equation 3.3.
rpoint Tsat > R 2 +in 1- 2
rpontrsat - R+h (R + h)2
While this form of the visibility condition is more complicated, it is faster numerically
and may be used when speed is important.
3.2 Analytic Approach
This section develops a general theory for the integration of regions defined by the
overlap of circular sections on the surface of a sphere. This question is addressed by
examining the problem of integrating the area of a circular section not centered at
the pole from one longitude line to another. Once a solution to this problem is found,
it is simple to assemble the area of the overlap region.
3.2.1 Footprint Area
The first question which must be examined is the area contained in the footprint of
a single satellite, or the surface area of a region of a sphere bounded by a circle. This
area can be derived simply from /A 2r
Afootprint = 2  sin OdO j do (3.4)
where A is the central angle of the satellite footprint, as defined in Equation 3.2. This
may be easily integrated to yield
Afootprint = 27r (1 - cos A) (3.5)
Figure 3-2: "Wedges" of an overlap region
where, here and hereafter, we have set the radius of the earth to unity, as, in the
coverage calculations, the radius dependence is eliminated by the ratio.
Here we have made two assumptions. The first is that the earth is spherical.
This assumption allows free rotation of the reference frame, in this case such that
the center of the circle is located at the pole. The second assumption is that the
satellite is nadir-pointing. These two assumptions ensure that the satellite footprint
is circular. These are the only assumptions which are required for the analytic method
to produce an exact result.
3.2.2 Overlap Area
The next step in the coverage analysis is to determine the area in a general n-way
overlap. First, note that, in general, an n-way overlap region can be divided into n
or fewer wedge-shaped regions, as shown in Figure 3-2. Each "wedge" is a section
of a single satellite footprint, and its area can be determined by integrating that
footprint over the appropriate boundary. In general, the central point of the wedges
is contained by all of the satellite footprints involved in the overlap region but is
not necessarily at the center of any of them. The problem of integrating the overlap
Figure 3-3: Depiction of the wedge area problem
region, then, reduces to integrating the area of a wedge of a circular region where the
originating point of the wedge is displaced from the center by some angle 6. The area
to be integrated is shown in Figure 3-3.
The surface integral of a region on a sphere with unit radius is given by
A =]2 d J0 sin Od0 (3.6)
where ¢ is the longitude and 0 the colatitude. Integrating in theta, we find
A = (1 - cos 0( )) do01
= 1 - 40 - cos 0(¢)do (3.7)
Clearly, a relationship between 0 and ¢ is required.
We begin with the equation for a circle centered at the pole. If we take the central
angle of the circle to be A, the equation for this circle, parameterized in terms of the
longitude q, is given by
sin A cos q
sin A sin q
cos A
(3.8)
The equation for a similar circle offset from the pole by an angle 6 is found
multiplying by an appropriate rotation matrix:
sin A cos q
sin A cos 6 sin q - cos A sin 6
sin A sin 6 sin q + cos A cos 6
Note that this
reference at (6,
rotation places the center of the circle in the transformed frame of
-2). Transforming back to spherical coordinates, we find that
cos 0(q) = sin A sin 6 sin q + cos 6 cos A (3.9)
(3.10)1tan O(q) = sin A cos(sin A cos 6 sin q - cos A sin 6)
sin A cos q
In these equations, both 0 and 0 are parameterized in terms of the longitude of the
unrotated circle. It is desirable to eliminate this extra parameter. By squaring both
sides of equation 3.10 and combining terms, we find that
(cos2 + tan2)sin2 q -2cotAsin6cos6sinq + (cot2 Asin26- tan 2 ) = 0
Using the quadratic formula to solve for sin q, we derive
sinq = 26 + 2 cot A sin 6 cos 6 ± tan 01 - csc 2 A sin 2 + tan2 ) (3.11)
COS2 tan2
r (q)
0
cos 6
sin 6
0
- sin 6
cos 6
sin A cos q
sin A sin q
cos A
T (q) =
When the rotation angle 6 is zero, equation 3.11 reduces to
1 _ _ tan s
sinq=+ tan 1 + tan2 = +  =- sine
1 + tan 2  1+ tan2
Since, in this case, nothing has been done in the rotation, the initial longitude q
should be the same as the final longitude 0. We conclude that the positive root is
the correct solution. Substituting equation 3.11 back into equation 3.9, we derive the
rather complex result:
cos A sin 2 6 cos 6
cos 0(¢) = cos cos +
Cos 2 + tan2
+ sin A sin6 tan 1 - csc 2 A sin 2  + tan2  (3.12)
cos 2 6 + tan2 0
Integrating the Area Equation
We wish to determine the integral of Equation 3.12 to solve Equation 3.7, and we
will set the interval of the integration to be [-2, 0]. The first term clearly integrates
simply to
(01 - 0) cos 6 cosA
but the other two terms are more complex. They both do become integrable with ap-
propriate substitutions. First, we define the constant a = cos 6. Using this definition
and the substitution x = tan 0, the integral of the second term becomes
cos A sin2 6COS 6 = COS A in2 6 cos 6 d (3.13)
cos 2 6 +tan 2  (a2 + x2) (1 + x 2)
Using partial fractions, the integrand becomes
1 1 1
1 (3.14)(a2 + x2)(1 + x 2) a2 + X2 1 + 2
which is easily integrable. Combining Equation 3.13 and Equation 3.14 and substi-
tuting back in for z and a, we conclude that
cos A sin 2 6 cos 6
2- cos
2 6 + tan2
- cos A - - Cos Acos 62 2
+ cos A tan-
1 tan
- 0 cos A cos 6
Note the cancellation with the first term.
We now turn our attention to the final term. Using the substitution x = tan2 ¢,
and defining a = cos 6 and b2 = 1 - csc 2 A sin2 6, we find that the third term becomes
- sin A sin
2
Using partial fractions again,
_ tan 1 1-csc2
]- cos 2 6 + tan 2 q$
b2 + d x
(a 2 + x)( (x) dx
1
A sin 2 6 + tan 2 q do = 2
which integrates to
1- b2tan - ' - a2- b2 tanvI/b + X)
Substituting back in for a, b, and x, we find
sin A sin 6
tan-l1
tan /1_csc2Asin 2
cos 2 6 + tan2
1 - csc 2 A sin 2 6 + tan2
csc A sin 6
6 + tan 2 do =
:os A tan-1
v/1 csc 2  sin 2 6
cot A sin 6
(3.15)
Sv/b2 + x a2 +x
1 a21 --a2[
1 I)dxIl+x)
(b 2 ± b
'a 2 - bJ2
-
+ tan2 2)
If we define
sin 6
cos a in = (3.16)
sin A
we derive that
sin A sin 6 tan1 - csc 2 A sin2 tan2 d =S-S cos 2 6+ tan2
tan-1 sinatan2 -cos X tan- 1 ( 2tain~+ tn )COs a cos cos A cos a
- (1 - cos A) (3.17)2
Combining these results, we find that
A( ) -(1- -cos A) + - cos A tan - tan- sn + tancos 6 cos a
(sin 2 a +tan2 \
+ cos A tan-  cos A cos a
(3.18)
which is the result needed. Equation 3.18 is the basis for integrating the area of
overlap regions. Once the overlap region has been divided into wedges, the area of
each wedge can be integrated.
Calculating N-way Coverage
The next step is to understand how to develop the total coverage of the constellation
from the areas of all of the n-way overlaps. For the overall one-way coverage, the
answer, often known as the Inclusion-Exclusion Principle, is simple [4]:
n n-1 n
A (S U S2  ... §n) = SA ) - A (S n S) +...
i=1 i=1 j=i+1
+ (-1)n + ' A (S, n S2 n... n S,)
which states that the union of n sets consists of each individual set minus all of the
intersections of two sets plus all of the intersections of three sets, etc. until the nth
way overlap is accounted for.
The values we determine through the method described in this chapter are the
values on the right-hand side of this equation, that is the area contained in all the
different possible intersections. If we call the total area in n-way intersections An, the
question is how to determine the n-way coverage, Cn, or the area covered by n or more
satellites. The two are not identical, as the area included in the Ai include higher
degree intersections many times, while the Ci should account for each region exactly
once. Determining the relationship between the two is a combinatorical problem.
The answer is asserted without proof to be
n j-1
Ci = E (-1)i+  J- A, (3.19)
3=i i - 1
Although it is not obvious from the form of this equation, it states that the Ci are
related to the A, by the Pascal matrix, the matrix equivalent of the well-know Pascal
triangle.
3.3 Application to Planar Coverage
Before discussing the implementation of this theory as a coverage tool, it is interesting
to apply the theory to a simple case, that of a group of satellites sharing the same
orbital plane, separated only in mean anomaly. In this case, two-way overlap is often
the maximum depth necessary to describe the problem.
3.3.1 Two-Way Overlap
We begin this analysis by examining the special case of the overlap of two satellite
footprints. In this case, the best point in the region to integrate about is clearly
Figure 3-4: A two-way overlap region
the midpoint of the line connecting the two vertices, as shown in Figure 3-4. The
satellites need not be at the same altitude, and this is indicated by the difference
in the radius of their footprints in Figure 3-4. If the angular distance between the
subsatellite points is A and the central angles of the two regions are A1 and A2
respectively, the distance from the central point to the first circle is easily derived to
be
cos )2 - COS X1 COS /
tan 61 - cos A2 - cos A cos (3.20)
cos A1 sin A
Using the fact that the overlap region is symmetric about the line connecting the
subsatellite points, we can divide the contributions to the area as follows:
Aoveria = 2A1/ 4 (61, A1) + 2A 1/4 (62, A2) (3.21)
where A1/ 4 is
A 1/4 (6, A) = A(6, A,2) + A(6, A, 0) (3222)
= cos A tan-1  tan aos(3.22)
where a is defined as in Equation 3.16.
3.3.2 Circular Orbits
Now that we have derived the area in an overlap of two satellite footprints, we derive
the equation for the area visible to a plane of satellites. Here we will assume that there
are n satellites in a circular orbit. As all the satellites are at the same altitude, their
footprints all have the same central angle A. We will assume the mean anomalies of
the satellites Mi are given and that the array elements are increasing monotonically.
The 6i are determined by Equation 3.20, which reduces in this case to
1 16 = - = - (M+ - M) (3.23)
2 2
We note that, as M3 = M+, the 6i are related by
62 = x(3.24)
i=1
The contribution to the total area of each individual satellite is the difference of
the area of its footprint and the area of an adjoining overlap region. The total area
covered by one plane of satellites is therefore
n-1
A = 27n (1 - cosX) - 4 A1/4 (6i) - 4A 1/4 ( - 61 - ... n-1) (3.25)
where e have us dEquation 3.24 in the last term. One feature of Equation 3.25
where we have used Equation 3.24 in the last term. One feature of Equation 3.25
is that it depends only on the 6 j, the differences in mean anomalies, not the actual
mean anomalies themselves. This indicates that the coverage is unaffected when all
of the satellites are rotated within the plane by an equal amount. This suggests that
if coverage is the prime consideration, it is unnecessary to correct net rotation of the
plane.
The next step is to examine the sensitivity of area to phasing changes. The first
term in Equation 3.25 is constant. The derivatives of the other terms are of interest.
The effect of changes to 6 on the overlap area is given by
dA1/4 COS 2 s
d = c1- (3.26)
We can now evaluate the sensitivity of the band area to changes in 6.
dA = -4 dA 1/4,i dA1/ 4,n (3.27)
d6, d6z d6,
Setting Equation 3.27 to zero yields the equation for an extremum. Combining Equa-
tion 3.26 with Equation 3.27 and solving for 6i gives that
cos2 6i = cos2 6n (3.28)
or that 6, = 6,. This indicates that we have maximal coverage when the satellites are
evenly spaced in mean anomaly.
It is also interesting to notice that in the process of maximizing coverage, we have
also minimized the two-way coverage of the plane of satellites. This may indicate
that, if multiple satellite coverage is required, it would be better to distribute the
satellites unevenly within the plane, but further study is required.
3.3.3 Elliptical Orbits
It is possible to derive a similar expression for the area covered by a set of satellites in
an elliptical orbit, but the equations are far more complex, although it can be shown
analytically that the area visible to a satellite averaged over an orbit, does not depend
on anything but the semi-major axis of the orbit (Appendix A). The central angles
of the satellites now differ, which results in asymmetric overlap regions. In addition,
neither the 6i nor the Ai are constant over the orbit, which forces us to time average
over the orbit for any meaningful analysis of the coverage. The combination of these
two differences from the circular case complicates the equation to the point that it
becomes necessary to investigate the question computationally.
It seems likely that the optimal phasing occurs when the satellites are evenly
spaced in mean anomaly. Designating the coverage area for that case as nominal, we
can determine the area covered for deviations from that phasing. We define a phase
factor 0M to be
n
= (M - Miref) 2  (3.29)
i=1
where we have adjusted the reference mean anomalies to remove the average rotation
of the plane, again using the fact that the coverage is not affected by a global rotation
in the plane. The coverage, normalized by the nominal coverage, of a large number
of possible choices of mean anomaly for a plane of the Ellipso constellation is shown
in Figure 3-5. This seems to validate the assumption that evenly distributing
the satellites in mean anomaly is also the optimal phasing for an elliptical orbit.
It also indicates that the phase factor OM is an excellent measure of the coverage
characteristics of the plane of satellites.
Effect of Phasing on Planar Coverage
S0 -
60 -
4a
20 -
I I I I I
5 0I
Mean Square Phase Error (radians)
Figure 3-5: Normalized coverage area for an Ellipso plane with phasing varying.
Chapter 4
Description of Coverage Tool
The previous chapter discussed the development of a theory for determining the
coverage characteristics of a constellation of satellites. This chapter discusses the
issues involved in the actual implementation of this theory. The structure of the
coverage tool used in analyzing earth coverage is described, and its performance
relative to a typical grid-based numerical approach is evaluated.
4.1 Algorithm
The basic approach of the analytic method, as mentioned briefly in the previous
chapter, is to integrate all of the possible overlap regions and to assemble the area
covered from set theory. It is easy to see that, for large constellations with high levels
of overlap, there is potential for an extremely large number of calculations. With a
little care, however, most extraneous calculations can be eliminated.
The algorithm utilized is recursive, searching for n-way overlaps only if the first
n-I have a positive overlap. The first step is to scan for "redundant" satellites, whose
footprints at the current time make no contribution to the coverage area. These can
occur at the overlap of two orbital planes if there is no mean anomaly phasing between
the planes or in the case where some satellites are much higher than others. It can
also occur if the optional latitude restrictors are included. The redundant satellites
are removed. The program next scans for intersections. For each satellite, a list of the
other satellites whose footprints intersect its own is generated and the information
stored. This prevents the program from having to scan through all the satellites at
every overlap level, greatly reducing the number of calculations. The latitude and
longitude of the intersections are also stored for later use. These operations comprise
the preliminary analysis.
The program then moves on to the actual area calculations. For each satellite,
the area of its footprint is calculated and added to the one-way area total. Then,
the two-way overlap of the current satellite and the first satellite in the intersection
list is calculated, and the two-way area total is updated. If there are higher levels
of overlap, then those are calculated and similarly stored. This continues until all
degrees of overlap are accounted for.
The final stage is to extract the coverage information from the area in each level
of overlap. This is accomplished by using Equation 3.19. The coverage is then
determined by dividing by the total area of interest. This is simply 47 if global
coverage is required, but can have a different value if the latitude restrictors are
employed. The final n-way coverage values are calculated.
4.1.1 Input
The coverage procedure takes an array of Keplerian orbital elements as input. From
these elements a consistent set of latitudes, longitudes, and altitudes / central angles
are determined. As the coverage calculated is an instantaneous result, and, in general,
it is the coverage over an extended period of time which is of interest, it is necessary
to average the coverage over time. For most constellations, averaging the coverage
over one orbital period is sufficient to obtain the long-term performance of the con-
stellation, neglecting, of course, orbital drift, which typically occurs on a much longer
time scale than the orbital period. The procedure implements a simple Keplerian
propagation and averages the instantaneous coverage over one orbital period. The
procedure receives, as input, the number of time steps per orbit required. In practice,
twenty to thirty time steps is sufficient for reasonable precision.
4.1.2 Restriction of the Coverage Region
One disadvantage inherent in the analytical approach is the loss of the latitude and
longitude dependence of the coverage. While it is difficult to recover this information
analytically, it is often unnecessary. Typically, coverage requirements are given as
a minimum coverage for a given elevation angle over some latitude range; therefore,
what is important is to calculate the coverage in a restricted latitude range.
It is possible to restrict that latitude range for which the analytic method de-
termines the coverage, and this has been implemented in the coverage tool. This is
possible because the analytic method views satellite footprints simply as circles on
the surface of the earth. It is simple to define latitude restrictors as circles centered
on the poles and to subtract away the overlap with these restrictors at each level of
overlap.
The coverage tool accepts as input a south and north latitude which becomes the
central angle of the restrictor. In addition, it accepts a sun position (latitude and
longitude) in order to calculate daytime or night-time coverage. In principle, it is
possible to calculate the area in any region which can be defined by circular regions
on the sphere. In this implementation, however, only three restrictors, the two at the
poles and one representing the sun position, are allowed.
4.2 Preliminary Analysis
Before the actual area calculations occur, some preliminary measures are taken to
prevent unnecessary calculations. The first checks for redundant satellites. As will be
shown later, not all redundancies may be removed before the area calculations occur,
but the effects of these on computational performance are minimal. The next step
determines which circles intersect and the coordinates of their intersections. This
information is needed at every level of overlap; it is therefore much more efficient to
calculate this data before the recursion begins.
4.2.1 Redundant Satellites
Determining redundant satellites is a nontrivial issue. In this implementation, a
simple method was chosen which, while it does not remove all redundancies, removes
many of them quickly and simply. The program simply scans for satellites whose
footprints are wholly contained by another satellite footprint. If it finds one, that
satellite is removed. The mathematical condition for a satellite i to be removed is
that
Ai +Ai 3 < A j (4.1)
for some satellite j, where A represents the central angle of the appropriate satellite
and Aj, is the angular distance between the two subsatellite points.
This procedure will remove all satellites whose footprints are identical to or wholly
contained in the footprint of another satellite. This type of redundancy can occur
in two ways. The first is if one satellite is at a much lower altitude than another in
the constellation. This occurs in the southern hemisphere and near the equator of
the Ellipso constellation, where the Borealis satellites are near their perigee altitude
and overlap with the Concordia satellites in much higher circular orbits. This type of
redundancy may also occur for constellations with no mean anomaly phasing between
orbital planes. For any two planes at the same inclination, there exist two nodes where
they overlap. If there is no mean anomaly phasing between the planes, satellites from
each plane reach the node at very close to (in theory, exactly at) the same time. When
this occurs, the footprints of the satellites are identical. Removing these redundancies
can improve the calculation time significantly.
This method removes the redundancies in the constellation which only involve
one other satellite. It is possible, however, for a satellite footprint not to be fully
contained in the footprint of any one other satellite, but to be contained completely
by two or more. One example of this case is shown in Figure 4-1. This case does
Figure 4-1: Multiple satellite redundancy
not occur frequently. It is handled in the area calculation section.
It should be noted that the removal of the redundant satellites has a large impact
if the latitude restrictors are employed. For latitude restrictions of 30 degrees at each
pole, at least 12, and sometimes 24, of the 66 Iridium satellites may be removed from
the calculation, because the constellation is polar. Because, at the poles, the Iridium
constellation can have as many as 18 satellites overlap, the number of calculations is
decreased dramatically.
4.2.2 Intersection of Circles
The intersection preliminary consists of determining which satellites overlap and the
coordinates of their. intersections. Both of these steps can be accomplished with some
*basic spherical trigonometry. The first part is trivial. Satellites i and j intersect if
Ai + A7 > A (4.2)
Figure 4-2: Two intersecting circles on a sphere
where, again, A represents the central angle of the satellite footprint and A is the
angle between the two subsatellite points. This, of course, is simply the triangle
inequality. This requirement is sufficient because the simple redundant cases have
already been removed. For each satellite, the satellites whose footprints intersect
its own are determined and stored. This allows the program to look for high order
(greater than two-way) overlap only among satellites which are known to intersect.
The next step is slightly more complicated. It is necessary to determine the
latitude and longitude for each intersection point. We consider the two intersecting
circles shown in Figure 4-2. Each circle has central angle A and colatitude 0, and
their longitude difference is L 1 - Lo. For simplicity, we take the longitude difference
to be positive. We recall the angular distance between the subsatellite points is given
by
cos A = cos 00 cos 01 + sin 00 sin 01 cos (LI - Lo) (4.3)
which is simply the law of cosines in spherical trigonometry. The two other angles of
Figure 4-3: Triangle formed by intersection of circles
this triangle, a0o and ac can also be calculated from the law of cosines.
cos 01 - cos 0o cos A
cos o = (4.4)sin 00 sin A
where there is a similar equation for al. The quadrant of the angles can be determined
easily if we also use the law of sines.
sin ao _ sin (L 1 - Lo) (45)
sin 01 sin A
With Equation 4.4 and Equation 4.5, it is simple to take the inverse tangent to
determine o and al.
Next we consider the spherical triangle formed by the centers of the circles and one
of the intersections, as shown in Figure 4-3. The angle /3 can be found in the same
fashion we determined a0o above, although the sine does not need to be calculated;
Figure 4-4: Final triangle
as intersections occur for +io, all of the necessary information is contained in the
cosine. 3o is given by
cos A1 - cos Ao cos A
cos sin A
sin Xo sin A
(4.6)
We consider one final triangle to determine the coordinates of the intersections,
shown in Figure 4-4. We determine the colatitude of the intersections from
cos 0 = cos 0o cos Ao + sin Oo sin Ao cos (ao ± o) (4.7)
The longitude of the intersections are given by
sin (L - Lo) sin (ao ± 0o)
sin Ao
(4.8)
sin 0
These two equations give the coordinates of the intersections for any two circles on a
sphere. This process is singular if the first satellite is directly over one of the poles.
In this case, it is possible to follow exactly the same process using the second satellite
instead. At least one of the satellites will be nonsingular, as, if they were both directly
over the pole, one would be redundant and would already have been removed.
4.3 Area Calculation
With the list of intersecting satellites determined, the program begins the calculation
of the overlap areas. The process is recursive. The first step in the recursion is to
calculate the area of the footprint of the current satellite. Then, the area in the two-
way intersection between the current satellite and the first satellite in the intersection
list is determined. After this, the program determines whether there is a higher order
intersection by scanning the next satellites in the intersection list. If satellite i in the
list intersects the satellites in the n-way overlap, then a level n+1 overlap exists. This
continues until all of the overlap areas have been calculated.
The actual area determination is straight forward. The vertices of the overlap
region is determined, a point in the region is chosen. The reference frame is rotated
such that the point chosen is now at the pole. The area of each wedge is then
calculated using Equation 3.18, and the sum of the wedges yield the overlap area.
4.3.1 Determination of Vertices
In order to integrate the overlap area, the vertices of that region must be found,
as they define the bounds of integration. The coordinates of each intersection have
already been determined, but not all of them will be vertices of the overlap. The
vectices are the intersections which are also contained in all of the other circles, i.e.
an intersection is a vertex if and only if the distance between it and the center of
circle i is less than or equal to that circles central angle for all i. This process yields
a set of points which form the vertices of the overlap region.
Once the vertices have been determined, it is necessary to find a point contained
in the overlap region. As nothing is required of this point other than its being in the
region, the algorithm is chosen for simplicity. The point determined by the average of
the colatitudes and the longitudes of the vertices is chosen. This point is certain to be
within the region since all of the bordering curves have negative curvature everywhere,
i.e. the line connecting any two points on the boundary is completely contained in
the region. The reference frame is then rotated such that this point is at the pole.
The new coordinates of the vertices are found from the appropriate rotation matrix.
4.3.2 Integration
The integration proceeds as follows. The vertices are sorted by longitude. The first
two vertices are chosen. These vertices must bound a section of one of the circles
involved in the intersection. For each vertex, the two circles which intersect at it are
stored. The circle which they have in common is the circle which forms this section
of the boundary.
The system is rotated such that the center of that circle is placed on the -2
meridian. We are now in position to utilize Equation 3.18 to determine the area
of this section. The colatitude of the center of the circle which bounds the current
section is 6, and its central angle is A. The longitudes of the two vertices are /o and
01. The area of the wedge is given by
Awedge = A(6, A, 01) - A(6, A, ¢o) (4.9)
The sum of the area of the wedges is the area of the overlap.
4.3.3 Redundant Case
There is one case which makes this more complicated. For the redundant case pictured
in Figure 4-1, it is not immediately obvious computationally which circle forms the
boundary of the region. The end points of two sides of the overlap regions are both
formed by the same two circles. In this case, the circle which should be integrated
over is the one which is "closer" to the pole. This condition is equivalent to choosing
the circle with larger radius of curvature, i.e. the circle with the larger central angle.
4.4 Performance Analysis
In order to examine the performance of this coverage algorithm, it is compared with
a typical grid-based method. The grid was chosen to be evenly spaced in latitude and
longitude. Although the numerical algorithm was not optimized for speed (using any
of the number of numerical tricks available), it was given a sizeable advantage in the
comparison. In order to accelerate the numerical approach, only one-way coverage
was calculated. This implies that, for a given point, once one satellite is found to be
visible, it is not necessary to examine the other satellites. If a point is visible to the
constellation, it will be visible to the first half of the constellation about half of the
time. Limiting the search to single coverage therefore speeds up the process by about
50 percent. This biases the comparison in favor of the grid-based method.
The results of the computational method for various grid densities are compared to
those of the analytical approach. The differences in the results and the time required
to obtain them are discussed in the following sections.
4.4.1 Precision
The output produced for various grid sizes are plotted in Figure 4-5. The relative
deviation of the computational results from the analytical result is plotted against
the number of grid points. As can immediately be seen from the plot, the numerical
method converges to the analytical result as the grid density increases. It is also
clear that this convergence is exceedingly slow, with performance improving linearly
with the number of points on the grid. For a constellation with almost complete
coverage, this indicates that, for the numerical method to converge to four places
(0.01 % error), the grid must contain on order of 105 points. This can be unwieldy,
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Figure 4-5: Precision comparison : analytical vs. numerical
both in the memory required and the sheer number of calculations required, as will
be discussed in the next section.
The other point of interest from Figure 4-5 is that all three constellations show
qualitatively the same behavior. They all have approximately the same error from the
analytic result for the same grid density. This indicates that the analytical method
provides better precision regardless of the size of the constellation.
4.4.2 Calculation Time
The results of the comparison of the execution time for the different approaches are
shown in Figure 4-6. The ratio of the execution time for the numerical method to
that of the analytical is plotted on the abscissa. In all cases, the time required for
the numerical approach increases close to linearly with the grid density. This occurs,
of course, because, each grid point requires exactly the same number of calculations;
naturally, the time scales linearly with the number of points. The time required for
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Figure 4-6: Execution times for analytical and numerical methods
the analytical method, of course, was constant.
Also, it is clear that there are two different sorts of behavior. The analytical
coverage method performs substantially better for Ellipso and Globalstar than for
Iridium. It would be easy to attribute the performance difference to the large number
of satellites in the Iridium constellation, but that would be a mistake. There is almost
no difference in performance between Ellipso and Globalstar, although the latter has
almost three times as many satellites as the former. Clearly, the longer execution
time for Iridium is not simply a result of the number of satellites.
The most significant difference between Iridium and the other two constellations
is that Iridium is polar, while the Globalstar is a Walker pattern and Ellipso is an
elliptical hybrid of a Walker pattern. In a polar constellation, all of the orbital planes
share common nodes, i.e. they all intersect in the same place, in this case at the north
and south poles. This leads to a large number of satellite footprints intersecting near
the poles. This does not occur for Walker patterns. Because there are no nodes
common to all of the orbital planes, the maximum level of overlap tends to be much
lower.
While this is a problem if coverage near the poles is an important issue, that
is rarely the case. There is little market for telecommunication services near the
poles. Thus, for example, when sufficiently large latitude restrictors are added, the
performance of the analytical method for Iridium quickly improves.
That being noted, the performance speed for the analytical method is still quite
good. For convergence to four places, the analytical approach for Iridium breaks even
with the numerical and, for the other two constellations, is far superior. In fact, for
Globalstar and Ellipso, the analytical method runs more quickly even for very small
grids. While there are a number of numerical tricks which may be applied to accel-
erate the grid-based method, many of these (such as a lookup table for trigonometric
functions) could be equally well applied to the analytical algorithm. Despite the sub-
stantial advantage which was provided to the numerical approach (limiting analysis
to single coverage), it is clear that the analytical coverage algorithm is superior to
the most common numerical approach where high precision is required, and at least
competitive for low precision applications.
4.4.3 Ellipticity of the Central Body
The results of the precision analysis described above need to be qualified slightly.
The analytical result produces an exact coverage for a spherical planet. The earth,
however, is not exactly spherical, and deviation from a perfect sphere could adversely
effect the accuracy of the result. The largest deviation of the earth from a perfect
sphere is the flattening of the poles, which results from the rotation of the earth,
and the measure of this effect is the ellipticity of the earth, which is the ratio of the
polar radius to the equatorial radius. For the earth, this equatorial excess is only
1/300. This is a small effect and may not influence the coverage significantly at all,
but further study is necessary to be certain of this.
Ellipticity, and, in fact, arbitrary deviations from a perfect sphere, can be acco-
modated by grid-based methods, although some care is necessary. The grid can be
chosen to fit an arbitrary surface. The challenge lies in determining the proper area
element. For an oblate spheroid, the denominator of Equation 2.1 will not simply be
cos 0, but something slightly more complex. It is possible that the effects of ellipticity
may be compensated for in the analytic method, possibly by a Taylor series expan-
sion of the area equation in terms of ellipticity. Such an analysis has not yet been
attempted. Additional work in this area is required.
Chapter 5
Control Requirements
One of the difficulties in engineering any system lies in finding a systematic approach
for determining the requirements and specifications of the components of the systems
from the requirements of the system as a whole. This is one of the basic problems
of system engineering. In this chapter, system engineering techniques are applied to
control of a constellation of satellites. An approach for budgeting control specifica-
tions for individual satellites from a top-level requirement (in this case, coverage) is
developed. This approach is then applied to several of the constellations discussed
previously.
5.1 Approach
The approach to deriving the control requirements for individual satellites in the con-
stellation depends on understanding in what fashion the performance of constellations
degrade. There are two primary modes in which the coverage of a constellation may
decrease, as shown in Figure 5-1. The first is a global decrease in the semi-major
axis of the satellite orbits. The lower altitudes associated with this mode decrease
the size of the satellite footprints, which, in turn, adversely effects the coverage. The
second mode through which coverage may degrade occurs when the phasing of the
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Figure 5-1: Modes of coverage degradation of a constellation: (a) semi-major axis
decrease and (b) incorrect phasing.
constellation suffers, i.e. when satellites in a plane or entire orbital planes bunch
together. The poor phasing of the constellation may create gaps in the coverage.
The mode by which a constellation fails varies, of course, with the orbital elements
of the constellation, the characteristics of the individual satellites, and the time epoch
of the analysis. Determining which failure mode actually occurs therefore requires
a dynamical simulation of the perturbations to which the constellation is actually
exposed. Once the failure mode is determined, the requirements on the individual
satellites may be determined from varying the constellation elements in the appropri-
ate mode to determine the coverage characteristics. The point at which the coverage
violates the requirement is the maximum allowable variation in the orbital parameter.
This sort of analysis is simple for the first mode of failure. One simply decreases
the semi-major axis of the entire constellation until the coverage fails. Analysis of
the second mode is more complicated. One must choose a pattern for the dephasing
of a constellation. In addition, the ascending node must be varied as well as the
mean anomaly for this case. Contour plots of coverage are developed. For a given
coverage requirement, these provide a curve relating the control requirement on mean
anomaly with that for ascending node. If a control strategy for these two parameters
is assumed, the Av required to correct a given configuration can be determined
for any parameter set chosen. The point on a given coverage contour for which
the Av requirement is minimized represents the optimal choice of station-keeping
requirements for this control strategy. Once requirements for both modes of failure
are determined, it is simple to return to the results of the simulation and determine
which mode is correct. The requirements associated with that mode become the
orbital element limitations of choice.
This approach can be generalized for missions with other types of configurations.
In the general case, coverage will no longer be the metric of choice, but, as long as
a metric can be developed, the analysis will proceed similarly. The sensitivity of the
metric to changes in various orbital parameters is examined to determine the most
important parameters to control. Given a control strategy, it is possible to determine
the best choice of control requirements for a given value of the metric. Further work
in this area is necessary.
5.1.1 Constellation Sensitivity Analysis
The rate of change of the orbital elements of a satellite is typically small enough that
the element rates may be approximated as constant over the time interval between
successive corrections. Under this approximation, the semi-major axis, eccentricity,
and inclination all vary linearly with time. The other mean element rates depend
upon all of these three; their variations are therefore more complex.
The simplest of these occurs for mean anomaly. The mean anomaly rate, also
known as the mean motion n, is determined from Kepler's Third Law,
n2a 3 = p (5.1)
where a is the semi-major axis of the orbit, and p is the product of the gravitational
constant and the mass of the central body. Taking the time derivative of both sides
and rearranging slightly, we find that
3n
= --- a (5.2)
2a
For slow variations about a given orbit, the fractional variation in mean motion is
proportional to the fractional variation in semi-major axis. In the linear regime,
therefore, the mean motion rate is proportional to the semi-major axis rate. As the
mean motion rate is the second derivative of the mean anomaly, the mean anomaly
error will grow as a quadratic in time.
A similar result can be found for the longitude of the ascending node, although the
equations are slightly more complex. We begin with the equation for the regression
of the node of an orbit in a gravitational potential including only the central force
and J 2 effects [3].
= 3nJ - cosi (5.3)
where Re is the equatorial radius of the central body, i is the inclination of the orbit, p
is its parameter, and J2 is the measure of the oblateness of the central body. For most
nonpolar orbits about the earth, this effect dominates the evolution of the longitude
of the ascending node.
If we assume a given reference orbit, with fixed inclination io and fixed node rate
Q0 given by Equation 5.3, and a linear perturbation of the inclination, the node rate
of the satellite is given by
= k cos i + t (5.4)
where k is the constant multiplying the cosine term in Equation 5.3, and with apolo-
gies for the i nomenclature. If we assume that the change in inclination is small
relative to the inclination, Equation 5.4 can be expanded as
di
2 = o - k t sini (5.5)
The node rate, under these assumptions, varies linearly in time, which implies that,
like the mean anomaly, the error in the ascending node is a quadratic in time. This
sort of behavior is also observed for the argument of perigee, but its variation tends
to be less important, at least for the constellations examined here. For Ellipso, the
orbit is critically inclined, causing the J2 contribution, again by far the dominant
effect, to be small. Also, argument of perigee control for Ellipso is effectively free, as
it tends to vary in the same fashion as longitude of the ascending node. For the other
constellations, the eccentricities are all very small. For these near circular orbits,
variations in argument of perigee have no significant impact on the coverage of the
constellation.
5.1.2 Formation Flying
Although the number of parameters describing the constellation has been reduced by
a factor three, there are still far too many to be convenient for analysis. The next
step is to determine parameters which summarize the error in the mean anomaly and
ascending node for the entire constellation. One parameter which suggests itself is
the mean error. The mean error of some set of points x, from their reference values
ri is given by
n
= E xi - i (5.6)
i=1
In general, this would be expected to be a good measure of the vector xi from its
nominal state. For the orbital elements of interest, as has been pointed out before,
the performance of the constellation is not effected by global rotation of a plane of
satellites or all of the orbital planes.
To account for this symmetry, the average displacement of the satellites must be
removed. For a plane of satellites, the average rotation of the satellites is given by
1s
= - Mref, (5.7)
n. i=1
where n, is the number of satellites in the plane. Typically, it is desired, for reasons
explored in Chapter 3, that the satellites be spaced evenly in mean anomaly. If the
elements of Mi are in increasing order, Equation 5.7 may be rewritten as
6M= E M 2w (5.8)
ns z=1 ns
The reference positions of the satellites in the plane are then rotated to remove the
average rotation. The new mean anomalies are defined by
Mi = Mz - 6 M (5.9)
The mean variation in mean anomaly for the plane is therefore given by
a = E i (5.10)i= M s
The coverage of a plane of satellites was discussed in a previous chapter. The
planar coverage for one plane of the Ellipso Borealis constellation was plotted against
aM in Figure 3-5. It is clear that there is a strong correlation between the two
parameters. This correlation is weaker for constellations which contain more satellites
in each plane. This results from the larger number of degrees of freedom in possible
variations of the in-plane phasing. When the satellites are near even distribution in
the plane, however, the coverage is a quadratic in the mean anomaly variation vector.
This parameter is therefore a good measure of the coverage of the plane of satellites
for small deviations from nominal even for large constellations.
A similar parameter may be derived to describe the deviation from nominal of
the longitude of the ascending node of the planes in the constellation. In this case,
as there are more than one satellite in each plane, the ascending node for that plane
must be determined from the average of the ascending nodes for each satellite in the
plane. In general, the ascending nodes of the satellites in a given orbital plane are
almost identical. Strong resonances over a long period of time are required to cause
differential changes in the orbits of satellites which start in the same orbital plane.
The equation for the mean deviation of the ascending node is
n( 21ri
as = T i (5.11)
i= 1 ,p
where n, is the number of planes in the constellation and the Q' are determined from
the average ascending node of each plane of satellites in a manner precisely analogous
to the derivation of Equation 5.9.
This parameter is well defined for simple Walker pattern and polar constellations,
but is not clear how best to apply it to a hybrid constellation such as Ellipso. Ellipso,
as has been discussed before, consists of two inclined, elliptical orbital planes aug-
mented by an equatorial plane of satellites. For the purposes of the coverage analysis,
Ellipso could be considered a polar constellation rotated 90 degrees, but this would
needlessly complicate the orbital propagation. For Ellipso, in particular, it is doubly
irrelevant, as the variation in the node is fixed not only by coverage requirements
but by sun-synchronicity, and because the slow orbital drift rate of the Concordia
orbit [28] makes it possible to ignore variations in it for the derivation of control
requirements. These issues will be discussed in more detail in later sections.
One nice feature of the parameters which have been defined in this section is that
they separate the determination of control requirements into control of the planes of
satellites and control of satellites within the plane. This is an appropriate approach,
as, with the exception of mean anomaly, the orbital elements of satellites in a similar
plane tend to change at the same rate. This may simplify mission operations, as it
immediately distinguishes between planar and plane change orbit maneuvers, which
are required with differing frequencies and should be handled separately.
The coverage of each constellation is explored for a range of these two parameters,
aM and an. As, for a given value of one of these parameters, there are many possible
configurations, it is necessary to choose a pattern for the deviations from nominal.
The choice made in this coverage analysis is the case in which all of the satellites are
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Figure 5-2: Phasing pattern for coverage analyses
superimposed at a point for 100 percent dephasing, as shown in Figure 5-2. The
equations for this form of dephasing are different for an odd number of satellites in a
plane than for an even number. If we assume the satellites to be ordered by increasing
mean anomaly, the dephasing equations for an odd number of satellites is
0 if i = 0
6M -= 2 ria if 1 < i < -I (5.12)
ns - - 2
ns 2
and, for an even number of satellites, is
(2i+l)ra if i < s
6Mi = n, 2 (5.13)
(2i+1)a if i > ns
ns - 2
where 6M is the mean anomaly alteration resulting from the dephasing, and n, is the
number of satellites in the plane. The coverage analyses for the constellations can
now be performed, and the coverage contours in the parameter space determined.
5.1.3 Control Philosophy
The coverage analysis provides contours (or, for 100 percent coverage, a region) for a
given level of coverage. Since each point on the contour corresponds to requirements
on mean anomaly and ascending node, any point on the curve could be chosen as the
control requirement for the satellites. It is better, however, to take into account a
control strategy to determine which configuration is best.
There are many different methodologies for correcting a satellite orbit, and, in
general, the choice of approach must be determined separately for each constellation,
after taking into account the type of orbit and the dominant perturbations to which
it is subjected. Once this strategy is determined, the amount of Av , and, therefore,
the quantity of fuel, required for a given correction can be determined. This provides
a metric for the comparison of points on a given coverage contour to determine which
is the optimal choice of requirements for a given control methodology.
General LEO Case
In the absence of a strong resonance, the behavior of satellites in circular, low altitude
orbits is dominated by the effects of drag. The primary secular effects of drag on a
satellite is to reduce the its altitude and to circularize its orbit. The second effect
tends to eliminate the necessity to control eccentricity, but the first leads to frequent
semi-major axis corrections. The changes in semi-major axis influence both the node
rate and the mean motion of the satellite. Typically, the effects of drag affect all
satellites in a constellation with similar semi-major axis and eccentricity in the same
fashion, which causes the node rate and mean motion to remain approximately equal
for all of the satellites in the constellation. This corresponds to the first failure mode
discussed above. In this case, the control is simple. The semi-major axes of all of the
satellites in the constellation are raised at once, in order to avoid the mean anomaly
phasing errors which result from differing semi-major axes. The amount the orbit is
raised is not limited by coverage concerns and may be chosen for a preferred frequency
of reboost operations. In practice, the maximum semi-major axis may be limited by
such factors as the maximum slant range for which the link may be made (for a
communications satellite), by maximum resolution (for a surveillance or surveying
mission), or by other factors altogether.
Resonance-Driven Case
The general LEO case described above is a very desirable situation. In some cases,
however, requirements dictate that the satellite orbits be in a regime where resonance
effects, whether tesseral harmonics, third body, or radiation pressure, have differential
effects on orbital planes or on satellites within a given plane. In these cases, the
phasing of the constellation suffers, and the complexities of the second failure mode
described above must be dealt with.
For this case, the mean anomaly and the ascending node of the satellite must be
controlled separately. Mean anomaly is most efficiently controlled through the semi-
major axis of the orbit, and the node rate will be controlled through the inclination.
In this case, the elements must be controlled much more tightly than in the prior
case. Also, variations in both the positive and negative directions must be removed;
having too slow or too fast a mean motion or node rate causes the constellation
to dephase equally quickly. The control strategy is chosen to maintain the orbital
elements within the chosen boundaries with a minimum number of corrections. We
begin by determining the proper semi-major axis correction for a given violation of
mean anomaly.
The vector z, defined as the difference of the orbital elements [aei wM]T of the
satellite from those of the reference, measures the deviation of the satellite from its
nominal. We begin by assuming that the inclination of the orbit remains constant
as the semi-major axis varies linearly in time. Also, we assume that the satellite has
just reached the limit imposed on the mean anomaly. For this situation, we wish to
derive the Aa necessary to correct the mean anomaly.
The mean motion of the satellite is determined from Equation 5.1. Assuming that
we have just boosted the semi-major axis, the satellite mean motion may be written
as
3
sat = V/(ao + Aa + t) (5.14)
where ao is the reference semi-major axis, Aa is the amount above nominal chosen
for the correction, and a is the semi-major axis rate. Expanding around the nominal
value, the mean motion is approximately
nsat Vao 2 (1 3 a + (5.15)2 ao
The mean motion of the reference is given by
3 1
nref = V/iao 2 + -z 6  (5.16)
where n, is the number of satellites in the plane, and the second term takes into
account the variation of the reference due to formation flying. The rate of the mean
anomaly error is the difference of the actual and the reference, which may be solved
to yield
z6 = 1 a 2 ( a + it) (5.17)21+
Integrating Equation 5.17 yields the mean anomaly error.
3 I- 1
Z6 =- i 21 1 0 2 (Aat + 2&t (5.18)
where z6 i is the mean anomaly at the time of correction and is therefore equivalent
to the allowed variation in mean anomaly. A typical phase space curve for the mean
anomaly and semi-major axis errors is shown in Figure 5-3. The motion in the figure
is counter-clockwise along the phase-space curve.
We wish to choose Aa such that we maximize the time between corrections. As
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Figure 5-3: Qualitative behavior of mean anomaly error after a correction
the behavior of z6 is parabolic, it is clear that it will reach an extremal value. This
extremal value of the mean anomaly error occurs, of course, when its rate is zero,
which, from Equation 5.17, is clearly when
text = Aa (5.19)
If we increase Aa, we clearly increase the time between violations on the same side
of nominal as the original violation. If, however, the value of Aa is made too large,
the mean anomaly will violate on the opposite side of nominal. The maximum time
between corrections clearly occurs when the vertex of the extremal value of z6 is set
to be -z 6i. This family of mean anomaly histories with a mean anomaly limit of five
degrees is shown in Figure 5-4.
In order to correct mean anomaly in this manner we require that the mean anomaly
error be -z 6i at 2text. Making this substitutions into Equation 5.18 and solving for
-4 / 
-6
E\\ /
0-2 \ 2 \ 
.,./
28 a203/
major axis error.
Aa is clearly undefined if ai and a have the same sign. This restricts corrections
z4 rt mOVing tOward their nominal value, and the correction should wait until it is
moving away from nominal again. In order to prevent violations in this case, it may
be appropriate to create an interior limit on the node more stringent than the actual
requirement to prevent having to tolerate violations of the true limit while in the
wrong quadrant.
This interior limit is also valuable to protect against variations in the effects
of drag. This analysis assumed that the semi-major axis rate is constant over the
corrections cycle. Variations in the solar cycle, however, may change the semi-major
axis rate significantly, which will alter the behavior of the satellite. Maintaining an
interior limit provides a margin for error to help absorb some of these effects. If more
precision is required, this approach may be easily modified to determine numerically
the optimal choice of Aa for a given drag model, although this is unnecessary for this
analysis.
A similar analysis may be undertaken for the error in the ascending node. In this
case, the errors are corrected by slight changes in the inclination. The analysis is
completely analogous to the derivation of 5.20 and will therefore be omitted. The
resulting inclination deviation after the burn is given by
Ai= 4 z4i ( 1+ 3 (5.21)
where z42 is the node error at violation, io is the nominal inclination, np is the number
of planes, z3 is the rate of the inclination deviation, and a is the proportionality
constant in Equation 5.3, or
a = -n J2 (5.22)
There are again limitations on where corrections may take place in order for the rad-
icand of Equation 5.21 to be positive, as in the case of the mean anomaly correction,
and similar caveats apply.
Fuel Usage
In the analysis of the Av usage, there are clearly two different types of corrections
required. The first requires a change in the semi-major axis. The most efficient
method for changing the semi-major axis of the orbit without affecting the other
orbital elements is the elliptic Hohmann transfer1. The Av used in this maneuver is
1For cases in which the ratio of the semi-major axis of the final orbit to that of the initial orbit
is large, the bielliptic transfer can be more efficient, but, for small orbital corrections, the Hohmann
transfer is clearly both more practical and more efficient.
given by
AV - (O ) g /-e- 1-et) (5.23)
V al
where rpo is the perigee height of the lower orbit, ral is apogee height of the second
orbit, and the eccentricity of the transfer orbit is given by
et = ral - rpo (5.24)
Tal + rpo
The second maneuver is an inclination change. The Av used in this maneuver is
given by
2pu AiAv = -sin -- (1 ±e cos w) (5.25)
h 2
where h is the angular momentum of the orbit, w is its argument of perigee, e is
eccentricity, and Ai is the change in inclination required.
Between Equation 5.23 and Equation 5.25, it is possible to determine the amount
of Av used in the corrections determined for a given set of element limits. In addition
to coverage contours, there are also Av contours, and the best choice of requirements
is determined from the intersection of the coverage contour corresponding to the
coverage requirement and the minimal Av contour to intersect it.
5.2 Sample Requirements
The numerical simulations of the orbital evolution of these constellations was carried
out with the Draper Semi-Analytic Satellite Theory (DSST). These simulations in-
clude, among other perturbations, zonal harmonics, tesseral resonance up to 21x21,
third-body effects, drag, and radiation pressure. Planes of satellites were simulated to
determine whether the individual satellites in each plane were perturbed differently.
The results were then assembled to understand the relative evolution of the orbital
planes. As has been discussed before, if the satellites are all perturbed equally, then
no dephasing of the constellation occurs, and semi-major axis decay is the primary
mode of coverage degradation. For this case, the orbital element limits are devel-
oped simply by determining at what altitude does coverage decay below the allowed
value. For the case where dephasing is important, the coverage and Av contours are
developed, as described above, and the optimal choice of requirements is developed.
5.2.1 Globalstar
For Globalstar, a LEO constellation which is not in a repeating ground-track, there is
no reason to expect any contribution from resonance effects. In addition, at such a low
altitude, the contributions of drag are expected to dominate the perturbations on the
satellite orbits. It is therefore expected that the constellation fail due to semi-major
axis degradation, and this result was born out by the numerical simulations.
The mean anomaly difference from reference (in a formation-flying scenario) is
plotted in Figure 5-52. This plot represents a five year history of the mean anomaly
deviation for the orbital plane with an initial ascending node of 0 at an epoch of
Jan 1, 1997. As can easily be seen from the scale of the mean anomaly variations,
the satellite phasing remains intact over the time scale of the simulation. In fact,
the variations in mean anomaly are so small as to suggest that they are merely the
artifacts of numerical noise rather than any real physical effect. This behavior is
typical for all of the planes in the Globalstar constellation.
A similar result is obtained for the ascending node of the orbital planes. In
Figure 5-6, the time evolution of a single satellite (0 mean anomaly at epoch) from
each orbital plane is plotted. Only comparing one satellite from each plane is a
valid approach, as it has already been shown that all of the satellites in a given plane
evolve similarly. The deviations in the ascending node clearly grow at the same rate,
indicating that the constellation stays perfectly in phase as it evolves. This behavior
2The orbital elements plotted in all of the history plots in this work are sampled every 50 itera-
tions, or "frames." The iteration time is constrained to be less than the orbital period; consequently,
the unit of time in these plots varies for different constellations.
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Figure 5-7: Semi-major axis requirement determination for Globalstar
is again typical of circular LEO constellations for which the dominant perturbation
is atmospheric drag.
As the coverage degradation clearly results only from the lowering of the semi-
major axis of the constellation, the requirement analysis proceeds along the first path.
The coverage for Globalstar was analyzed as the semi-major axis varies for the latitude
range from 700 N to 700 S for an elevation angle of 100. The results are plotted in
Figure 5-7. As can be seen from the plot, the coverage gaps do not begin to appear
until the semi-major axis has been lowered by more than 70 km, a huge variation
from an astrodynamics standpoint and one which does not occur during the lifetime
of the constellation.
While the parameters chosen for the coverage analysis are variable (such as ex-
tending the coverage region to ±750 latitude or using an elevation angle of 100, and
such changes would have an effect on the semi-major axis variation allowable, the
magnitude of the variation required to have a negative effect on the overall coverage
0.025
Inclination Diff from Ref
0. 0
0
-0.005
-0.01
-0.015
-0.02
-0.025
0 10 20 30 40 50 60 70 80
Figure 5-8: Inclination evolution of an Ellipso Borealis plane over six months
is so large that the essential conclusion remains the same. The coverage of the Glob-
alstar constellation does not decay significantly for long periods of time. Therefore, if
coverage is the metric for station-keeping, no control is required for the constellation
over a reasonable lifetime (- 10 yr).
5.2.2 Ellipso
Ellipso, unlike Globalstar, is at a much higher semi-major axis and is, as a result,
less likely to be dominated by drag effects. The Borealis constellation is, in addition,
in an 8:1 repeat ground-track. The combination of repeat ground-track and sun-
synchronicity with high apogee heights suggests that resonance plays a large role in
the orbital evolution, and this, in fact, has already been observed [26]. These effects
are easily verified.
The inclination history for one plane of the Ellipso Borealis constellation is plotted
for a six month period in Figure 5-8. The inclination evolves approximately linearly
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Figure 5-9: Semi-major axis evolution of an Ellipso Borealis plane over six months
over the time frame of the simulation, but the inclination rate varies among the
satellites in the plane. This behavior is not unexpected for a sun-synchronous orbit
with a repeat ground-track. This combination causes the satellite to be in the same
position in the orbit relative to the sun over some repeat cycle. The satellite is
therefore in resonance for solar third-body effects as well as for radiation pressure.
This suggests that maintaining the proper phasing for the constellation may well be
an issue.
The semi-major axis deviation for the same plane and time frame is shown in Fig-
ure 5-9. Again there is clear evidence of the impact of radiation pressure resonance.
The satellites evolve quite differently; one even receives a net increase in semi-major
axis. These variations in the semi-major axes of satellites in a given plane also suggest
some difficulty in maintaining proper intersatellite-phasing.
These suspicions are borne out by the evolution of the mean anomaly deviations.
In Figure 5-10, variations in mean anomaly (from a formation-flying reference) are
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Figure 5-10: Mean anomaly deviation of an Ellipso Borealis plane over six months
plotted for a six month period. The mean anomaly deviations reach 30' within six
months, which contrasts sharply with the benign behavior of the Globalstar constel-
lation. Clearly, a large gap in the planar coverage is being created. Ascending node
varies in a similar, if not quite as dramatic, pattern.
Unlike the two Borealis planes, the variations in the Concordia plane are much
more benign. This is illustrated in Figure 5-11. This result is hardly unexpected, as
the Concordia plane is not sun-synchronous and is at such a high altitude that non-
spherical earth effects will be small. In the coverage analysis, therefore, the phasing
of the Concordia plane will not be perturbed.
The analysis of the Ellipso constellation proceeds as described above. The cov-
erage contours generated are shown in Figure 5-12. The contours, especially as
they approach 100 percent, show signs of numerical noise, a consequence of the in-
terpolation routine MATLAB utilizes to produce them. It is interesting that such a
wide variation in both node and mean anomaly may occur without violating global
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Figure 5-12: Coverage contours for the Ellipso constellation
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Figure 5-13: Av contours for the Ellipso constellation
coverage (at 25 degree elevation angle). This is primarily a result of how effective
Concordia is at covering the low to mid latitudes. With the Concordia constellation
in proper phase, the only requirement on the Borealis planes is that a few of its satel-
lites be near the north pole to supplement Concordia at the high latitudes. This is
not a terribly difficult requirement to meet, and this is reflected in Figure 5-12.
The Av contours for the Ellipso constellation are shown in Figure 5-13. The
interesting facet of this figure is that the contours are almost vertical. This is typical
of this form of control and is a result of two factors. The first is that inclination
burns are so much more expensive than in-plane maneuvers. The second is that the
mean anomaly corrections are much more frequent than the node corrections. The
node rate drift is so much smaller than the drift in mean motion that it is possible to
eliminate node corrections if the restriction on the node is made large enough. The
requirement for which no node corrections are required over the five year lifetime used
in this analysis may be seen in Figure 5-13 as the value for which the Av contours
are no longer linear.
The Av behavior indicates that the proper approach to controlling the Ellipso
constellation is to control mean anomaly as precisely as possible and to let the node
essentially drift where it will. If it were possible to maintain mean anomaly perfectly,
the maximum node variation allowed for Ellipso is slightly larger than 12 degrees. In
practice, of course, maintaining mean anomaly so precisely would require maneuver-
ing too frequently. But maintaining mean anomaly within 0.5 degrees only requires
burns every couple of weeks, a reasonable frequency. What a reasonable frequency
is is mostly a matter of operational philosophy (and operational complexity and the
maximum thrust available from the propulsion system, etc. ), but the algorithm re-
mains the same.
The best choice of requirements for maintaining 100 percent coverage at 25 degree
elevation angle can be read right off of Figure 5-12 to be 0.5 degree in mean anomaly
and 12 degrees in node. The Ellipso satellites, however, are being designed under the
assumption of maintaining sun-synchronicity, and the limit on node variations MCHI
has chosen is only 0.2 degrees [8]. For this choice of node limit, the allowable mean
anomaly variation is 9.5 degrees. In the following chapter, the results of these two
choices for station-keeping requirements will be compared.
5.2.3 GPS
The coverage analysis for GPS presents a slightly different challenge. The goal of the
GPS constellation is to provide navigation data to the entire surface of the earth.
Since at least four satellites are required for a position fix, three for the spatial
coordinates and one to correct the clock on the GPS receiver, it makes little sense
to design or control the GPS constellation for one-way coverage, and, in fact, the
constellation definition for GPS required continuous 5-way global coverage [30].
The performance of the GPS receiver is affected by two factors which may be
controlled through constellation design. The first is the number of satellites in view.
The second is the geometric dilution of precision (GDOP). The optimal metric for
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Figure 5-14: Five year history of mean anomaly for a GPS plane
evaluating GPS constellation performance would include some combination of the
effects of both of these parameters and would probably vary with the filtering routine
used to determine position. For this analysis, however, multiple satellite coverage will
be the sole metric.
The GPS satellites, like Ellipso, are in fixed ground-track orbits. It is not sur-
prising, therefore, that the coverage of the GPS constellation also decays through
dephasing. Figure 5-14 shows the five year history of the mean anomaly variations
for a GPS plane. The node variations among planes shows similar signs of drifting
out of phase. The analysis of the requirements therefore proceeds similarly to that
for Ellipso.
An interesting fact was discovered in the process of determining phase contours for
GPS. Optimal 5-way and 6-way coverage does not occur for satellites evenly spaced
within the orbital planes. Instead, displacing pairs of satellites together actually
increases the coverage performance of the GPS constellation. This behavior is dis-
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Figure 5-15: 6-way coverage contours for GPS configuration choice
played in Figure 5-15. The coverage contours for 5-way coverage are topologically
similar, although the 100 percent coverage region is much larger, encompassing the
complete 6-way coverage region. From Figure 5-15, two conclusions may be drawn.
First, variations in ascending node decrease the performance of the GPS constella-
tion. Second, variations in mean anomaly may improve the performance of GPS. The
optimal choice of mean anomaly "pairing" of satellites in the plane is approximately
8.5 degrees. This choice maximizes 6-way coverage of GPS; this configuration will
be used as nominal for the analysis of GPS station-keeping requirements. It should
be noted that this analysis neglected the effects of variations in inter-plane phasing
(the F factor in Walker's terminology). In addition, the effect of these changes on the
GDOP performance of the constellation remains unknown.
The coverage analysis may now proceed as before. The results of the coverage
analysis for 6-way coverage are shown in Figure 5-16. The Av contours are again
approximately vertical; the optimal choice of station-keeping requirements again de-
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Figure 5-16: 6-way coverage contours for GPS
pends on the maximum reasonable frequency for satellite maneuvers. Again choosing
1 degree as the maximum variation in mean anomaly, the corresponding station-
keeping requirement for the ascending node is 0.5 degrees. The maintenance of the
GPS constellation will be further examined in the following chapter.
Chapter 6
Verification
In the previous chapter, station-keeping requirements for several constellations were
determined. In this chapter, the performance of these constellations is tested for
these requirements. The Av necessary to maintain the constellation is determined
through the Automated Station-Keeping Simulator, developed at Draper Laboratory
by Naresh Shah [27]. The coverage of the constellations is calculated with the coverage
algorithm described in Chapter 4.
6.1 ASKS
ASKS is a complex, parallel system which performs station-keeping maneuvers for
a number of satellites simultaneously, utilizing MPI (Message Passing Interface) to
implement parallel processing. A process is created for each satellite which requires
station-keeping. Each process propagates both a reference and an actual trajectory,
determines if the satellite is going to violate the orbital element limits, and calcu-
lates an appropriate burn to correct the violations. The processes are coordinated
and controlled from a single main program, which also outputs element histories and
coverage data as well as redefining the reference trajectories appropriately. The or-
bit propagation is implemented by means of DSST. The target element sets in case
of a violation are determined from the equations in Chapter 5. The optimal burn
sequences are calculated through a numerical scheme based on primer vector theory.
6.1.1 DSST
The Draper Semi-Analytic Satellite Theory (DSST) is a mean-element orbital prop-
agator derived from the much larger Goddard Trajectory Determination System, de-
veloped at Draper Laboratory. In a comparison of DSST to several other orbital
propagators, the authors conclude that DSST provided the best combination of ac-
curacy and computation time [5].
Mean Elements
An orbital propagator is a software system which solves the equation of motion for an
object near a large central body (such as the earth). For it to be generally useful, it
must take into account the perturbations to the simple Keplerian motion which result
from disturbances such as a non-spherical central body, other gravitating bodies, drag,
etc. The equation of motion for such a system can be written as
d2rp
+d2  = ad (6.1)dt2 3
where r is the position vector of the satellite relative to the center of mass of the
central body, and ad is the combined acceleration from all perturbative forces. The
solution to this equation gives the state of the orbiting object, the vector consisting of
position and velocity, as a unique function of time and the initial state of the system.
This approach is referred to as special perturbations. Most propagators solve this
system of equations, and, indeed, this approach is the most straight-forward.
It is possible, however, to improve the computational behavior of the system as
well as gaining valuable physical insight into the problem by transforming the problem
to a different set of variables, the classical orbital elements. This approach is beneficial
because most of the elements vary slowly when compared to the state variables r and
v; this allows larger step sizes to be used. In addition, as orbits are typically designed
in terms of the classical elements, the response of a system to various perturbations
often becomes clearer when presented in its alternate form. The disadvantage of this
approach is the loss of the simplicity in the implementation.
While it is not intended to include here a full development of mean element prop-
agation theory (the interested reader may find more complete analysis in the refer-
ences [10, 25]), it is important to understand the basis of the theory. We begin by
noting that Equation 6.1 may be divided into two separate equations.
dr = v (6.2)
dt
dv -- r + ad (6.3)
dt r3
The perturbative forces are typically much smaller than the inverse square force of
the central body. It is therefore reasonable to model the perturbations as slowly
modifying the basic two-body trajectory. If, following Battin [3], we take the six
orbital elements a as the constants of integration, the unperturbed trajectory can be
written as
r = r (t, a) (6.4)
v = v (t, a) (6.5)
The derivative of the position vector along the disturbed trajectory is, by the chain
rule,
dr dr r da
= - (6.6)dt Ot da dt
If we require the velocity vector of the undisturbed motion, 2 to be the same as the
velocity of the disturbed motion, it is clear from Equation 6.6 that
Or da
= o (6.7)8a dt
Similarly, we may conclude that
dv doa= ad (6.8)
Da dt
These two equations may be combined into a simpler form. If we pre-multiply
Equation 6.7 by [Ov/Oa]T and Equation 6.8 by [Dr/Dc] T and take the difference, we
get that
Dcx a c d [D [9 T ad (6.9)8a da a Baa dt la
where the multiplier on the left-hand side is called the Lagrange matrix. The inverse
is of the Lagrange matrix is the much more commonly known Poisson matrix, whose
elements are found from the Poisson bracket.
Dx [Dol D [ (6.10)
1a T T
Pi = (ai, aJ) = -(6.10)Dr [Dv J Dv DrI
Using the Poisson matrix, we may rewrite Equation 6.9 as
d PT Dc T ad (6.11)
Substituting in the transpose of Equation 6.10, we find that
da Ta r T rT
S= - -_ - ad (6.12)dt (v Br ar av
which clearly reduces to
= -9 ad (6.13)
dt av
Equation 6.13 provides a basis for determining the equations which describe the
evolution of the orbital elements of the system. All that is needed is to calculate
the partial derivatives of the orbital elements with respect to the velocity vector, a
straight-forward if tedious process. The resulting variational equations are known as
Gauss' equations and are summarized below:
da 2a2 ( P )
- 2a e sin fad, + 
-adO
dt h r
de 1dt - {p sin fadr + [(p + r) cos f + re] adO}dt h
di r cos 0
d - h adhdt h
dQ r cos 0
--- adhdt hsini
dw 1 r sin 0 cos i
dt = [-p cos fad, + (p + r) sin fade] - hsini adhdt he h sin
dM _ bdt n + [(p cos f - 2re) adr - (p + r) sin fade] (6.14)
dt ahe
These equations may be averaged over some time interval. This removes the high-
frequency variations in the elements, which are often uninteresting in comparison
to long-term variations. Typically, the first five mean elements vary slowly (i.e. on
a time scale significantly larger than the orbital period), while the mean anomaly
varies quickly. This can be seen in the presence of the mean motion n in the varia-
tional equation for mean anomaly. These equations form the basis for mean element
propagators, although, in practice, these equations are typically transformed further
to eliminate the singularities of the classical orbital elements for zero eccentricity or
inclination.
Semi-Analytic Theory
For many perturbations, it is possible to solve these equations analytically. The solu-
tions to various perturbations are then superimposed to produce the actual trajectory
for the satellite. Propagators which follow this route are said to use general pertur-
bations. The advantage of this approach is that, since all results are analytical, the
entire trajectory is determined at once and no numerical integration is required. This
means that the calculation time required to produce a trajectory is independent of
the duration of that trajectory. This approach can produce high accuracy if enough
perturbations at high enough orders are included but at the expense of computation
time. In practice, for reasonable computation times, the accuracy suffers.
Semi-analytic theory is an attempt to find a middle ground between special and
general perturbations, including the physical insight of the latter with the speed and
accuracy of the former. Gauss' equations are averaged over some time interval in
order to remove high frequency components. These high frequency effects are often
uninteresting, especially if it is the long-term behavior that is desired. As the iteration
time step is limited by the period of the shortest frequency effect to be studied, this
approach allows much larger steps sizes than those required in special perturbative
methods. The high frequency terms, or short-periodics, may be recovered, if desired,
as Fourier expansions in the fast variable.
Capabilities
The standalone DSST propagator is a powerful tool for orbital analysis. The pertur-
bations to the mean elements which are available in DSST for earth orbits are [10]:
* Nonspherical central body gravitational potential, including zonal and tesseral
harmonics to 21 by 21.
* Third body point mass effects for the sun and moon.
* Atmospheric drag, assuming a spherical cross-section, using either Jacchia-
Roberts or Harris-Priester atmosphere models.
* Solar radiation pressure with cylindrical shadowing, also assuming a spherical
cross-section.
* J second order effects, expanded to first order in eccentricity.
Short periodic variations resulting from several of these perturbations are also avail-
able, but for station-keeping purposes, only the mean element variations were of
interest.
The propagator calculates mean and osculating equinoctial elements, mean ele-
ment rates, and position and velocity vectors at each time step. These parameters are
available either in the true of reference or mean of 1950 reference frames. The true
of date reference frame is, of course, preferable, and, while this capability is being
added to DSST, it was not available for this analysis.
6.1.2 Primer Vector Theory
Primer vector theory was developed by Lawden [20] as a method for determining
if a trajectory defined by impulsive burns is optimal. It assumes that all burns are
impulsive and that linearization of the equations of motion about the initial trajectory
is reasonable. Consider another form of the equations of motion
dr
d = g  (6.15)
dt
If we now examine small variations about this coasting trajectory, we find that the
equations of motion for the perturbations is given by
= F
bis 6y
(6.16)
where the matrix F is defined by
oI
F= o
r o
(6.17)
The vectors [q5 A]T are defined as the adjoint
evolution of A is described by
to the perturbation state [6r 6v]T . The
d2 AQ)
dt2 -
(6.18)dg
where we have used the fact that the gravity gradient matrix must be symmetric. The
adjoint to the velocity perturbation A is known as the primer vector, and it clearly
must satisfy the same differential equations as 6r.
The primer vector also represents a Lagrange multiplier in the Hamiltonian rep-
resentation of the impulsive rendezvous problem. Lawden analyzed this problem in
terms of the primer vector and developed four conditions which are necessary for a
trajectory to be optimal. The Lawden's conditions on the primer vector are:
* The primer vector and its derivative must be continuous.
* At any time an impulse occurs, the primer vector must be aligned with the
impulse and have unit magnitude.
* The magnitude of the primer vector must always be less than one on a coasting
arc (any time not at a burn).
* The primer vector must be at a maximum at each burn.
Lawden's conditions provide a test of the optimality of a solution to the impulsive
rendezvous problem and also indicate approximately where an additional burn could
be applied to improve the solution. Shah [28] derives an explicit equation for the time
of impulse and burn velocity which most effectively reduce the cost of the maneuver,
but concludes that it is more practical to explore numerical methods. A complete
optimization would require the exploration of a four-dimensional parameter space
(time and the three velocity components), but, as we have already assumed that the
impulsive maneuvers cause only small perturbations to the coasting trajectory, Shah
recognizes that these four parameters may be reduced to one, the time at which the
interior burn occurs.
He then formulates a numerical approach which provides near-optimal solutions.
The time interval for which an interior burn is desired is discretized. At each time,
the interior burn which reduces the total cost of the maneuver most is determined.
The magnitude and direction of the perturbation at the time of the interior burn
can be derived from primer vector theory. When this is known, the determining the
new burn sequence is equivalent to solving several Lambert boundary value problems.
Gauss' solution to the two body Lambert problem described in Battin [3] is used as
an initial guess for the proper trajectories and is refined in the presence of disturbing
accelerations through comparison with DSST predictions. This provides the best
burn sequence for each grid point within the time interval. The burn sequence which
requires the least Av is the optimal solution. Interior burns are added until Lawden's
conditions are met everywhere. This yields a good approximation to the optimal
trajectory.
6.1.3 Interface
The ASKS reads in constellation data from an input deck. The deck contains the
initial Keplerian element sets of both the reference and actual orbits for each satellite
in the constellation. It also contains orbital element limits for each plane of satellites.
All of the perturbations to the mean elements which DSST provides can be controlled
independently for both reference and actual trajectory for each individual satellite.
Finally, several targeting strategies for station-keeping are available, although only
the approach described previously, which is method 5 with formation flying on, is
used in this analysis. A sample input deck is shown in Appendix B.
The main process outputs the orbital elements and the element rates of both the
reference and actual trajectories for all of the satellites, as well as the errors and error
rates at fixed intervals into several text files. Coverage data may also be outputted.
In addition, each satellite process outputs information particular to itself, including
the number of each type of burn required, the average burn magnitude, and the total
Av used by that satellite.
6.2 Simulations
Simulations were performed for the Ellipso constellation. Ideally, simulations would
be attempted for all of the constellations analyzed previously, but, unfortunately, the
Simulation Node Limit (deg) Mean Anomaly Limit (deg)
1 0.2 0.5
2 0.2 9.5
3 0.5 12.0
Table 6.1: Station-Keeping Requirements for the Ellipso Simulations
parallel nature of ASKS as well as the enormous CPU usage each process requires, it
was impractical to study large constellations. The simulations were run on an eight
processor SGI machine, and, on this particular computer, Ellipso was the largest
constellation which could be handled in reasonable time frames. Therefore, the El-
lipso constellation was used in order to validate the algorithm for station-keeping
requirements.
Two simulations were run for Ellipso, the first using the orbital element limits
currently chosen by MCHI, and the second with the ones derived previously. The
ASKS results demonstrate that much less stringent requirements than those cur-
rently proposed for Ellipso will maintain equally good coverage. Simulations of the
station-keeping of the Ellipso constellation were run for the three sets of requirements
developed in the previous chapter: the baseline MCHI set, the set derived for main-
taining sun-synchronicity, and the set derived while ignoring the sun-synchronous
requirement. The node and mean anomaly limits for these simulations are shown
in Table 6.1. For each constellation, ASKS was run for a one year period in order
to determine the coverage performance for the given station-keeping requirements.
Coverage calculations were made using a 25 degree elevation angle for the northern
hemisphere only. Since the Borealis satellites are always close to perigee when in
the southern hemisphere, the Concordia plane bears the responsibility of covering
the southern hemisphere; as Concordia does not get out of phase over the lifetime of
the constellation, coverage of the southern hemisphere remains at nominal without
control. In addition, each Borealis plane was simulated independently over a two year
period in order to get a more accurate estimate of the Av usage.
The complete element histories and coverage performance for these simulations
Satellite Number Case 1 Case 2 Case 3
1 13.142 15.409 10.841
2 15.537 17.810 11.145
3 14.372 14.874 13.680
4 15.729 19.116 13.508
5 13.596 15.248 11.913
6 11.058 10.732 10.340
7 12.007 48.257 12.061
8 6.178 8.783 9.128
9 29.924 20.691 16.958
10 25.978 16.885 11.821
Average 16.168 15.505 12.148
Table 6.2: Average yearly delta v (m/s) requirement for simulations
can be found in the appendices; only a cross-section of the results will be included
here. The average yearly Av usage which resulted from these simulations is shown in
Table 6.2. In this table, the anomalously large Av requirement for Satellite 7 in the
second simulation results from an error in ASKS in which the targeting mechanism
forces the variations from nominal rather than damping them. The cause for this will
be discussed in a later section.
With this in mind, the average Av usage for the satellites was calculated omitting
Satellite 7. The results agree qualitatively with the expectations from the analysis in
Chapter 5. Simulation 1 had the most stringent requirements and, consequently, the
highest Av usage. Simulation 2 was only slightly better, as increasing the allowed
mean anomaly variation only slightly decreases the Av necessary. Simulation 3
required the least maintenance, which is not surprising, as no node corrections were
required over the time period of the simulation. All three configurations maintained
100 percent coverage of the northern hemisphere at 25 degree elevation angle (see
Figures C-1, D-1, and E-i).
What is more interesting is to examine the two-way coverage in more detail. The
two-way coverage contours produced by the coverage analysis are shown in Figure 6-1.
From these contours, we may determine the expected two-way coverage performance
for each simulation. For Simulation 2, for example, the predicted minimum two-way
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Figure 6-1: Two-way coverage contours for the Ellipso constellation
coverage is 84.5 percent. The actual two-way coverage for Simulation 2 is shown in
Figure 6-2. The observed minimum value of the two-way coverage is 84.7 percent.
For the other two cases, the correspondence of the predictions and simulations is not
as good, but they still parallel each other closely.
The two primary sources of error of the predicted value of two-way coverage from
what is actually observed in the simulations are variations in eccentricity and argu-
ment of perigee. The coverage analysis in Chapter 5 may be extended, however, to
include these effects. The argument of perigee varies in phase with the longitude of
the ascending node, as similar equations govern their evolution in the presence of J2.
The eccentricity variation is more complex, both in cause and effect. Virtually
every perturbation included in the simulation changes the evolution of the eccentric-
ity in some fashion, and the exact characteristics change over time. Variations in
eccentricity cause the node rate and perigee rate to change. As eccentricity is being
controlled when semi-major axis changes are made, the frequency of mean anomaly
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Figure 6-2: One year history of the two-way coverage in Simulation 2
corrections will have an impact on the frequency and magnitude of ascending node
corrections.
There are two approaches to extending the coverage analysis to include the effects
of eccentricity variations. A worst-case eccentricity rate may be determined from
the uncontrolled run which proceeds the coverage analysis. This rate would be used
in the coverage analysis. The analysis would require two changes. The node (and
perigee) rate would vary as the eccentricity evolved from nominal. Also, the equation
for the Av required to correct the mean anomaly variations would change slightly to
account for the initial and final orbits having different eccentricities. Both of these
alterations are easily accomplished.
The other approach to including eccentricity effects would require more restructur-
ing of the algorithm. Instead of determining worst-case element rates, the coverage
program would utilize the orbital propagator to determine in exactly what fashion all
of the elements vary. The coverage at each step would be calculated, and coverage
101
Mean Anomaly Diff from Ref
.. .. . . ... .. . .... .. .... . . . .. . .... .. ..... ... . .. .
..'' ' .. ..
•I , " ' ! " i i
.i. i i ._ .! 1 , i. ,,-•
0 .2 - ii
-0.6 :i I I I
0 20 40 60 80 100 120 140
Figure 6-3: mean anomaly error history for a Borealis plane
contours would be plotted against the largest mean anomaly and node errors which
actually occurred at that time step. This would give more accurate results, but the
analysis would be much more time intensive. Both methods, however, allow for the
extension of the theory to include eccentricty and argument of perigee variations.
Another important question to answer is how well the linear targeting strategy
developed in Chapter 5 worked in the simulations. Figure 6-3 shows the mean anomaly
history of the node-at-noon plane in Simulation 1. The mean anomaly remains well
bounded within the specified range. The occasional excursion from the defined control
requirement is the result of the program choosing not to make the correction until
the semi-major axis rate is positive. All of the element rates are composed of three
terms: a secular (linear) drift over time, oscillations about the secular rate, and short-
periodics, which were not included in the simulation. The program waits until the
semi-major axis rate is no longer working to correct the deviation. In some cases,
the satellite will drift back to nominal, and, for others, it decreases the size of the
the satellite will drift back to nominal, and, for others, it decreases the size of the
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Figure 6-4: Two year semi-major axis error history for a Borealis plane
burn required. If such rare excursions are unacceptable, it is a simple correction to
force ASKS to respond more rapidly. It should be noted, however, that this violation
clearly was acceptable, as the coverage of the constellation did not suffer for it.
Another feature of Figure 6-3 is that the linearized targeting scheme, while ad-
equate, was clearly not a perfect model. The semi-major axis corrections cause the
satellite to drift back past nominal, but do not consistently force it to reach an ex-
tremal mean anomaly at the opposite coverage limit. This results from variations
in the semi-major axis drift rate which, in this case, is dominated by the gradual
increase of atmospheric drag. The density of the upper atmosphere varies with the
solar cycle, and, at the epoch chosen for the simulations, is increasing for the first
two years. This, of course, causes the semi-major axis to decay more quickly.
This effect can also be seen in Figure 6-4, which shows the semi-major axis devia-
tion for this same case. Increasing the drag also increases the frequency of corrections
required to maintain the satellite within the same mean anomaly limits, and this can
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be seen in the compression of the peaks in Figure 6-4. At the end of the simulation,
mean anomaly corrections are required approximately weekly. Another result of the
changing element rate is that the size of the semi-major axis correction necessary
varies with time. These features are all present in the inclination and node deviation
plots but, due to the much longer time scale of the motion, are not as obvious.
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Chapter 7
Future Work
The analysis described in previous chapters applies systems engineering methodology
to the problem of determining station-keeping requirements for satellites in a specific
type of constellation, namely one for which coverage is the only criterion. This analysis
was undertaken through the use of the analytic coverage theory developed in Chapter
3 and the ASKS described in the preceding chapter. This work, while interesting in
its own right, opens up a number of interesting theoretical avenues for constellation
analysis. This chapter discusses what the next steps in this area should be and what
further elements are necessary in order to take them.
7.1 Coverage Theory
The analytical coverage theory developed previously provides for fast, accurate cal-
culation of the n-way percent coverage of a sphere by a constellation of satellites as a
function of time. In addition, it may be used to determine the coverage of any subset
of a spherical surface which may be defined by some combination of circles projected
onto that surface. In this analysis, that capability was utilized to determine coverage
within a given latitude range, as well as to distinguish between daytime and night-
time coverage. But the generalization of this concept leads to some other intriguing
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applications.
7.1.1 Applications
One example of a case for which the use of additional restrictor circles would be ap-
propriate is for the analysis of synthetic aperture radar (SAR) satellite constellations.
Synthetic aperture radar is a method of improving the resolution and performance
of a radar system without increasing the size of the antenna, which is typically the
limiting factor in these systems. Essentially, a moving radar antenna can be made,
with the aid of proper analysis techniques, to simulate a larger stationary antenna.
For this technique to work properly, however, the object to be imaged must be a
certain distance away from the nadir track.
For a satellite, this implies that the footprint of a given satellite is the projection
of an annulus onto a sphere rather than a circle, as we assumed in the analysis of the
telecommunications systems. This situation can be handle easily within the coverage
theory already developed. Instead of a single array, consisting of subsatellite points
and central angles, there would now be two arrays, one for the outer circle and one
for the inner circle. The second array, the inner circle data, would be treated as
restrictors, in exactly the same fashion as latitude restrictors were used before.
Another example of a problem for which this approach would be useful is the is-
sue of satellite system geometric interference. With the number of proposed satellite
telecommunications constellations, there are going to be more satellites in orbit at
various altitudes than ever before. When two satellites align with a ground station,
the interference of the two signals may prevent proper communication between the
satellite and the ground segment. This could, if not considered and handled properly,
interrupt service for a large region, presumably full of (unhappy) customers. Some
preliminary work concerning interference between LEO constellations and geostation-
ary satellites has already been done by Lang [18].
The analysis would proceed similarly to that of the SAR systems. In this case,
however, rather than excluding the region of overlap between primary and restrictor
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arrays, only that overlap would be of interest. In addition, as interference would
occur only for close to perfect alignments, the effective elevation angles would be very
high (close to 90 degrees). For this problem, the number of overlaps would be very
small, the highest level of overlap would never be much larger than two satellites. The
combination of these two factors indicate that the analytical method would greatly
outperform numerical analysis techniques for this problem.
One final example of a problem for which the analytical technique is appropriate
is that of above-the-horizon (ATH) coverage. This is a military term and refers to
the ability to detect incoming objects at various altitudes. The ATH coverage could
represent the probability of missile detection at various altitudes.
Such detection often depends on instrumentation sensitive to infrared radiation,
but sensitive infrared receivers often cannot point directly at the earth, for fear of
saturating or burning out the sensors. They therefore are typically pointed almost
tangentially to the earth's surface. The coverage problem is therefore similar to the
one for SAR systems, the overlap of multiple annuli, although, in this case, the annuli
are much thinner. In addition, here the coverage depends not only on the altitude
of the satellites, but the minimum altitude available for detection, which depends on
how close to the horizon the sensors may be pointed.
Also, the analytic approach may be applied to systems which look outward rather
than toward some nearby central body. An example of this type of system is an orbital
interferometer, in which several satellites arranged in some fixed pattern are used to
simulate an antenna much larger than any that can actually be built. This approach
could, for example, allow imaging of planets around distant stars. In this case, it is
interesting to examine the overlap of the fields-of-view for all of the satellites, as it is
only in concert that they can provide worthwhile observations. For this problem, the
important parameter for each satellite is the beam width of the antenna rather than
some fixed elevation angle, but this does not require any alteration of the analytic
coverage theory.
It is interesting and exciting that one single methodology may handle such a wide
range of applications efficiently and accurately. As more satellite constellations are
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designed and deployed, the analytical coverage method will certainly provide a useful
analysis tool.
7.1.2 Extensions
As was discussed in Chapter 3, two assumptions were made in the course of the
coverage analysis: that the coverage surface is spherical and that the satellites are
nadir-pointing. The next step in extending this theory is to attempt to relax these
requirements. The easier of the two to relax is the requirement of a spherical surface.
The surface of the earth is well described as an oblate spheroid, and the deviation of
the appropriate oblate spheroid from a perfect sphere is, as has been noted previously,
quite small. This suggests two approaches to handling the discrepancy.
The first approach is optimistic. It may well be that the ellipticity of the earth
is sufficiently small that it has no significant impact on coverage calculations. If
this were the case, of course, the first assumption is valid. The error produced by
ellipticity effects may be calculated numerically and compared to the result of the
analytical method. We may predict that such effects will be largest at the poles
and the equator, where the actual altitude of the satellite is higher (or lower) than
expected. This may be important in the formation and dissolution of coverage gaps,
but should not change the actual coverage percentage significantly.
The second avenue of analysis is to attempt to extend the analytic theory to in-
clude ellipticity effects selectively. The spherical earth assumption has two important
results. The first is that the satellite footprints are circular, and the second that, as
all orientations are equivalent, the reference frame may be rotated freely. The second
is clearly a far more important restriction than the first. For analysis purposes, it
is appropriate to include ellipticity in the derivation of the area equation, perhaps
exactly, perhaps as a power series expansion about the spherical case, but still to al-
low the reference frame to be rotated freely. I believe this approach may yield useful
results if ellipticity effects are found to be significant.
The second requirement, that of nadir-pointing satellites, is a much more dif-
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ficult one to remove, but the rewards are much greater. Satellites are often not
nadir-pointing, but instead are skewed off nadir throughout their orbit. Even in
telecommunications satellites, this may be the case. The Odyssey system satellites
are designed to alter their attitude to focus coverage area on land masses. Also, if
off-nadir pointing could be incorporated, it would allow analysis of beam patterns,
which are often intersections of cones with common vertex (an antenna).
Analytical analysis of this problem is much more difficult. Instead of simple circles,
the satellite footprints are now a complex egg-shaped regions. Therefore, rather than
describing the region simply by a central angle, multiple parameters, possibly an
average central angle, a measure of something like an "eccentricity," and an angle
indicating the direction of the long axis, would be required. An added complication
lies in the fact that the horizon of the earth may now be in the viewing region, further
altering the satellite footprint. Nevertheless, it may be that an area equation may
be determined, although the best that may reasonably be hoped for is to reduce
the problem to a dimensionless quadrature which may be evaluated numerically or
stored in a look-up table. Whether the result of such an extension maintain the speed
advantage over numerical techniques can not be predicted at this time.
7.2 ASKS
ASKS has proven to be a useful tool in analyzing station-keeping of satellite constel-
lations. There are a number of extensions which might be made to greatly improve
its functionality. Several of these relate to the orbital propagator which ASKS is
built around, such as the addition of a proper true-of-date reference frame, but the
improvement of DSST is already being addressed at Draper Laboratory [16]. These
changes will cause only small changes to the results of ASKS runs.
More important issues must be addressed in the methodology ASKS uses to main-
tain the satellite orbits. One change which would greatly improve the applicability of
ASKS results would be to allow for multiple-period orbital corrections. Currently, the
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maximum time over which a burn sequence may occur is the period of the orbit. This
results from the use of Lambert solutions to the two-body boundary value problem
as the initial guess in the numerical scheme for determining the proper burn magni-
tudes and directions; solutions of the Lambert problem result in multiple solutions
for multi-period transfers.
This problem could be solved by instead using typical maneuver methodologies as
the initial guess for the numerical scheme. Typically, for example, semi-major axis
alterations are done by a combination of perigee and apogee burns, and inclination
changes are accomplished by impulsive burns at the ascending or descending node
of the orbit. Certain stock maneuvers could be incorporated to provide an initial
estimate of the burn vectors required for a given type of maneuver, and these could
easily incorporate multiple-orbit transfers. As the maneuvers would more closely
approximate operational approaches, the Av calculated by the program could be
compared to actual cases, resulting in greater confidence in the results.
Another context in which ASKS might be improved is in targeting long-term
trajectories to maximize time between maneuvers. In Chapter 5, a linearized model
of the orbital element drift was developed, but, as was seen in the preceding chapter,
this model is not always appropriate. Instead of the linearized equations, DSST could
be used to predict the actual time between violations, and a simple numerical scheme
could easily be developed to maximize that interval. This would greatly improve the
station-keeping performance of ASKS, in terms of both deviation from the nominal
trajectory and Av expenditure, as well as reducing the burden on the user, by
eliminating the need to design an appropriate control strategy for the particular
constellation. This would provide a valuable extension to ASKS functionality.
7.3 Requirement Determination
In previous chapters, a systematic approach to determining station-keeping require-
ments for one class of missions has been developed and validated. As constellations
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become more common, it will become valuable to determine these requirements with
greater accuracy and for a larger variety of mission types. This will require improve-
ments to the approach developed here. Some possible extensions were discussed in
the previous chapter. Several more are considered here.
7.3.1 Multiple Iterations
The methodology for determining station-keeping requirements, as applied thus far,
provides a "good" set of orbital element limitations. The results of this analysis cannot
yet be said to be optimal. Optimality can, in principal, be obtained through successive
iterations of the process described previously. After determining a set of requirements,
ASKS may be run to determine performance. The orbital element histories may then
be used to determine a better model for the actual pattern in which the satellite
and planar phasing decays. This pattern would then be used to run through the
requirement analysis again, and the process would be repeated until the requirements
did not change significantly. Several iterations would yield a set of requirements close
to optimal. As the financial support for space systems decreases, any reduction in
satellite mass becomes important, and the fuel mass reduction possible with proper
choice of station-keeping requirements becomes increasingly valuable.
7.3.2 Additional Metrics
The most exciting aspect of this work lies in that it demonstrates that system engi-
neering techniques may be effectively applied to satellite constellations. System engi-
neering, in the early stages of design, includes developing a measure of performance,
a metric, and examining a trade space to provide the best possible performance. This
approach was applied to a very specific class of satellite constellations.
Now that the method has been validated, however, it seems likely that it may
be extended to include other mission types by developing an appropriate metric.
For military reconnaissance, perhaps the appropriate metric is minimum revisit time
111
between passes. For other systems, perhaps maintaining cross-links or keeping a
certain set of ground-tracks is the important issue. This approach may even prove
appropriate for other multiple-spacecraft configurations. For a cluster of satellites, one
might imagine a correlation coefficient or even something as simple as the lifetime of
the cluster as an appropriate choice of metric. In any case, if metrics can be developed
and evaluated, it is likely that appropriate parameter spaces for analysis will present
themselves, and near-optimal requirements may be developed.
7.4 Conclusion
In this work, a systematic approach for determining station-keeping requirements for
earth-viewing satellite constellations was developed. For this class of satellites, earth
coverage, within a latitude range and above a certain elevation angle, is an appropriate
measure of the performance of the constellation. In order to aid in the analysis of
these constellations, a flexible analytical approach to calculating satellite coverage of
a given latitude and longitude range was developed, and this approach was shown to
have substantial accuracy and speed advantages over traditional numerical methods,
with applications which include many exciting problems beyond those for which it was
applied to in this work. The algorithm for determining station-keeping requirements
was shown to determine the best choice of element limits for maintaining a given level
of coverage. This combination of fast coverage calculations and systematic analysis of
their performance opens up new possibilities in constellation design and optimization.
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Appendix A
Miscellaneous Astrodynamics
This section contains several simple astrodynamic derivations. The proof that the
average coverage area a satellite sees over an orbit depends only on the semi-major
axis of the orbit is developed. Also, the Av requirements for the two types of orbital
corrections discussed in Chapter 5 is determined.
A.1 Coverage Area for Elliptic Orbits
We begin with Equation 3.5, which gives the total area of a satellite footprint as a
function of its central angle.
Afootprint = 27" (1 - cos A) (A.1)
The average of a function over a period is given by
2 7~/2(f) = - f (t) dt
T JO
(A.2)
The average of the first term is clearly trivial; we need to determine the average of
cos A over an orbit.
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We also recall that the total area of a satellite footprint is given by Equation 3.2,
which defines the central angle A of a satellite footprint as a function of the elevation
angle e, satellite radius r, and the radius of the earrth R.
(A.3)A = - arcsin os
2 R+h
The time average of cos A is therefore given by
(cos A) = -2
T 0
sin 2  R
sin -cos2 + cos dt
where we have used some basic trigonometric identities to simplify the expression.
This expression is still quite complex. The general solution can not be obtained
in a closed form, but we may make some more headway if we require the elevation
angle to be zero. In this case, Equation A.4 becomes
(cos A) =2 T/2 dt
T O T
(A.5)
Kepler's second law states that a satellite traverses equal angle in equal time, i.e.
that
2 dfr2 =hdt (A.6)
where h is the angular momentum of the orbit, which is, of course, conserved over
the orbit. We may use Kepler's law to rewrite Equation A.5 as
(cos A)= 2 R f - 2T JO1''
df
1 + e cos f (A.7)
where we have also used the equation of orbit for r. This expression can be integrated
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(A.4)
analytically to show that
(cos A) = 2 p R =R (A.8)
- h - e2  a
The average area visible to a satellite is therefore
(A footprint) =2 1 - R )  (A.9)
which, indeed, depends only on the semi-major axis of the orbit.
A.2 Elliptic Hohmann Transfer
In this section, we consider a Hohmann transfer between two coaxial elliptical orbits.
We begin with the equations for position and velocity at the apses of an eccentric
orbit:
r = a (1 - e) ra = a (1 + e) (A.10)
v =- (I + e) Va = (1 - e)
The velocity equations may be rewritten in terms of the perigee and apogee heights
using the definition of the parameter p.
vp= + e
v V -- e (A.11)
This form of the velocities at the apses is more clear intuitively. The first equation,
for example, states that a satellite at apogee of an elliptical orbit is moving more
slowly than one in a circular orbit at the same height. Similarly, a satellite at perigee
of an elliptical orbit is moving more quickly than one in a circular orbit at that height.
Now we consider a two-burn transfer from an orbit with semi-major axis a0o to a
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higher one with a semi-major axis of al. The first burn will be at perigee of the initial
orbit, and the second will be at the apogee of the final orbit. This plan is optimal for
raising the orbit. The transfer orbit clearly has semi-major axis of
1
at = I (Tai + rpo) (A.12)2
Since the position of the satellite must be the same before and after the first burn,
the perigee heights of the transfer orbit and the initial orbit must be the same. This
implies that the eccentricity of the transfer orbit is given by
et Tal - rp0 (A.13)
ral + rpo
Using Equation A.11 for both the initial and transfer orbit, it is easy to show that
the velocity increment required to place the satellite into the transfer orbit is
Avr, -( + et- 1+e) (A.14)
since the two orbits have the perigee. Similarly, the impulsive burn neceesary to place
the satellite in the final orbit is
AV2 = F/- (-,/1-e - /__et) (A.15)VrTa
The total burn is clearly the sum of Equation A.14 and Equation A.15.
A.3 Inclination Change for an Elliptic Orbit
The final problem is to determine the Av for an inclination change maneuver with
a single burn. We begin with the equation for the velocity in terms of the orbital
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elements [3, 125]:
cos Q (sin 0 + e sin w) + sin Q cos i (cos 0 + e cos w)
v = - in Q(sin 0 + e sin w) + cos Q cos i (cos 0 + e cos w) (A.16)
- sin i (cos 0 + e cos w)
where 0 is defined by 0 = w + f. For determining the cost of this maneuver, we
can take the inclination and node of the initial orbit both to be zero without loss
of generality, as the reference frame may be rotated freely. Also, for there to be a
single-burn solution, the maneuver must occur at either the ascending or descending
node; the argument of latitude must therefore be either zero or r. Substituting in
these values to Equation A.16, we find that the initial velocity is
-e sin w
o/ = ecosw 1 (A.17)
h
0
Similarly, the velocity after the burn must be
-e sin w
vI = cosAi (ecosw ± 1) (A.18)
sin Ai (e cos w ± 1)
The difference of these two equations is the Av required. The magnitude of this
vector is easily shown to be
2p Ai
Av = -sin - (1 ± e cos w) (A.19)
h 2
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Appendix B
Sample ASKS Input
This is an incomplete input deck for ASKS. It contains the header information and
one plane for the first Ellipso simulation (see Chapter 6). The orbital elements for
the Ellipso 8:1 constellation [26] used in these simulations are tabulated below: This
data is in mean-of-1950 coordinates.
Table B.1: Ellipso constellation orbital elements
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Plane 1 Plane 2 Plane 3
Semi-Major Axis (km) 10559.271 10559.270 14440.137
Eccentricity 0.345705 0.235675 0.00001
Inclination (deg) 116.3074 116.8226 0.0002618
Longitude of the Ascending Node 279.3744 99.4212 89.1038
Argument of Perigee 269.948 270.052 0.294
Mean Anomaly 0, 72, 144, 0, 72, 144, 216, 0, 51.4, 102.9, 154.3,
216, 288 216, 288 205.7, 257.1, 308.6
ellipsofull.dat :
Number of Planes 3
Stat-Keep Method 1 (O=box; 1=formation)
Targeting Method 5
Power 1.00
kmax : 50
max_burns : 4
Epoch Date: 19970101.0 Epoch Time: 0.0000
Final Date: 19990101.0 Final Time: 0.0000
Iteration Time Step : 0.1030000000000000D+05 sec
Plane : 1
Sats In This Plane : 5
Maximum Parameter Limits:
Keplerian Elements:
Scale (outer limits) : 0.98
Deadband Parameter Limits:
Keplerian Elements:
Maximum Overshoot Limits :
Satellite Number
Actual State:
Keplerian Elements:
1.0000000000000000D+03
0.0002000000000000D+00
0.0000500000000000D+03
0.0002000000000000D+03
0.0010000000000000D+03
0.0005000000000000D+03
0.9500000000000000D+00
0.0009500000000000D+00
0.0000450000000000D+03
0.0001800000000000D+03
0.0009500000000000D+03
0.0047000000000000D+03
0.9800000000000000D+00
0.9800000000000000D+00
0.9800000000000000D+00
0.6500000000000000D+00
0.9800000000000000D+00
1.2500000000000000D+00
0.1055927100000000D+05
0.3457050000000000D+00
0.1163074000600000D+03
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km
deg
deg
deg
deg
km
deg
deg
deg
deg
frac
frac
frac
frac
frac
frac
km
deg
sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
sma
ecc
inc
0.2793744530100000D+03
0.2699478224900000D+03
0.000000000000000D+03
CD: 2.20000000 Rho One:
S/C Mass: 700.00000000 S/C Area:
Integrator Step: 43200.00000000
1 Atmos Mdl:
21 Mmax:
21 Mmaxrs:
1 Iszak:
Reference State:
Keplerian Elements:
Reference Switch
Reference State Rates:
Keplerian Rates:
0.00000000
0.00002500
Potent Mdl: 4
Izonal: 1 IJ2J2:
Ithird: 1
Ind Sol: 1
0.1055927100000000D+05 km
0.3457050000000000D+00
0.1163074000600000D+03 deg
0.2793744530100000D+03 deg
0.2699478224900000D+03 deg
0.000000000000000D+03 deg
0 ! (O=DSST, 1=Fixed Rates)
0.000000000000000D+00
0.000000000000000D+00
0.000000000000000D+00
1.1407711610000000D-05
0.000000000000000D+00
3.3338114140000000D-02
km/sec
1/sec
deg/sec
deg/sec
deg/sec
deg/sec
CD:
S/C Mass:
Integrator
2.20000000 Rho One:
700.00000000 S/C Area:
Step: 43200.00000000
0.00000000
0.00002500
Retro: 1 Atmos Mdl: 1 Potent Mdl: 4
Nmax: 21 Mmax: 0 Izonal: 1
Nmaxrs: 2 Mmaxrs: 2 Ithird: 1
Ind Drg: 2 Iszak: 2 Ind Sol: 2
Satellite Number : 2
Actual State:
Keplerian Elements: 0.1055927100000000D+05
0.3457050000000000D+00
0.1163074000600000D+03
0.2793744530100000D+03
0.2699478224900000D+03
0.0720000000000000D+03
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deg
deg
deg
lan
ap
ma
Retro:
Nmax:
Nmaxrs:
Ind Drg:
sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
IJ2J2:
km
deg
deg
deg
deg
sma
ecc
inc
lan
ap
ma
CD: 2.20000000 Rho One:
S/C Mass: 700.00000000 S/C Area:
Integrator Step: 43200.00000000
0.00000000
0.00002500
Retro:
Nmax:
Nmaxrs:
Ind Drg:
1 Atmos Mdl:
21 Mmax:
21 Mmaxrs:
1 Iszak:
Reference State:
Keplerian Elements:
Reference Switch
Reference State Rates:
Keplerian Rates:
Potent Mdl:
Izonal:
Ithird:
Ind Sol:
4
1 IJ2J2:
0.1055927100000000D+05 km
0.3457050000000000D+00
0.1163074000600000D+03 deg
0.2793744530100000D+03 deg
0.2699478224900000D+03 deg
0.0720000000000000D+03 deg
0 ! (O=DSST, 1=Fixed Rates)
sma
ecc
inc
lan
ap
ma
0.OOOOOOOOOOOOOO000000000000000D+00 km/sec sma
0.OOOOOOOOOOOOOO000000000000000D+00 1/sec ecc
0.OOOOOOOOOOOOO000000000000000D+00 deg/sec inc
1.1407711610000000D-05 deg/sec lan
0.OOOOOOOOOOOOOO000000000000000D+00 deg/sec ap
3.3338114140000000D-02 deg/sec ma
CD:
S/C Mass:
Integrator
2.20000000 Rho One:
700.00000000 S/C Area:
Step: 43200.00000000
0.00000000
0.00002500
Retro: 1 Atmos Mdl: 1 Potent Mdl: 4
Nmax: 21 Mmax: 0 Izonal: 1
Nmaxrs: 2 Mmaxrs: 2 Ithird: 1
Ind Drg: 2 Iszak: 2 Ind Sol: 2
Satellite Number : 3
Actual State:
Keplerian Elements:
CD:
S/C Mass:
0.1055927100000000D+05
0.3457050000000000D+00
0.1163074000600000D+03
0.2793744530100000D+03
0.2699478224900000D+03
0.1440000000000000D+03
2.20000000 Rho One:
700.00000000 S/C Area:
km sma
ecc
deg inc
deg lan
deg ap
deg ma
0.00000000
0.00002500
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IJ2J2:
Integrator Step: 43200.00000000
Retro:
Nmax:
Nmaxrs:
Ind Drg:
1 Atmos Mdl:
21 Mmax:
21 Mmaxrs:
1 Iszak:
Reference State:
Keplerian Elements:
Reference Switch
Reference State Rates:
Keplerian Rates:
Potent Mdl: 4
Izonal: 1 IJ2J2:
Ithird: 1
Ind Sol: 1
0.1055927100000000D+05 km
0.3457050000000000D+00
0.1163074000600000D+03 deg
0.2793744530100000D+03 deg
0.2699478224900000D+03 deg
0.1440000000000000D+03 deg
0 ! (O=DSST, 1=Fixed Rates)
0.000000000000000D+00
0.000000000000000D+00
0.000000000000000D+00
1.1407711610000000D-05
0.000000000000000D+00
3.3338114140000000D-02
CD: 2.20000000 Rho One:
S/C Mass: 700.00000000 S/C Area:
Integrator Step: 43200.00000000
sma
ecc
inc
lan
ap
ma
km/sec
1/sec
deg/sec
deg/sec
deg/sec
deg/sec
0.00000000
0.00002500
Retro: 1 Atmos Mdl: 1 Potent Mdl: 4
Nmax: 21 Mmax: 0 Izonal: 1 IJ2J2:
Nmaxrs: 2 Mmaxrs: 2 Ithird: 1
Ind Drg: 2 Iszak: 2 Ind Sol: 2
Satellite Number
Actual State:
Keplerian Elements: 0.1055927100000000D+05
0.3457050000000000D+00
0.1163074000600000D+03
0.2793744530100000D+03
0.2699478224900000D+03
0.2160000000000000D+03
CD: 2.20000000 Rho One:
S/C Mass: 700.00000000 S/C Area:
Integrator Step: 43200.00000000
Retro: 1 Atmos Mdl:
km
deg
deg
deg
deg
0.00000000
0.00002500
1 Potent Mdl: 4
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sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
21 Mmax:
21 Mmaxrs:
1 Iszak:
1 IJ2J2: 1
1
1
Reference State:
Keplerian Elements:
Reference Switch
Reference State Rates:
Keplerian Rates:
0.1055927100000000D+05 km
0.3457050000000000D+00
0.1163074000600000D+03 deg
0.2793744530100000D+03 deg
0.2699478224900000D+03 deg
0.2160000000000000D+03 deg
0 ! (O=DSST, 1=Fixed Rates)
0.OOOOOOOOOOOOO000000000000000D+00
0.OOOOOOOOOOOOO000000000000000D+00
0.0000000000000000D+00
.1407711610000000D-05
0.OOOOOOOOOOOOO000000000000000D+00
3.3338114140000000D-02
km/sec
1/sec
deg/sec
deg/sec
deg/sec
deg/sec
CD:
S/C Mass:
Integrator
2.20000000 Rho One:
700.00000000 S/C Area:
Step: 43200.00000000
0.00000000
0.00002500
Retro: 1 Atmos Mdl: 1 Potent Mdl:
Nmax: 21 Mmax: 0 Izonal:
Nmaxrs: 2 Mmaxrs: 2 Ithird:
Ind Drg: 2 Iszak: 2 Ind Sol:
Satellite Number : 5
Actual State:
Keplerian Elements: 0.1055927100000000D+05
0.3457050000000000D+00
0.1163074000600000D+03
0.2793744530100000D+03
0.2699478224900000D+03
0.2880000000000000D+03
CD:
S/C Mass:
Integrator
2.20000000 Rho One:
700.00000000 S/C Area:
Step: 43200.00000000
0.00000000
0.00002500
1 Atmos Mdl:
21 Mmax:
21 Mmaxrs:
1 Iszak:
Potent Mdl:
Izonal:
Ithird:
Ind Sol:
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Nmax:
Nmaxrs:
Ind Drg:
Izonal:
Ithird:
Ind Sol:
sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
IJ2J2:
km sma
ecc
deg inc
deg lan
deg ap
deg ma
Retro:
Nmax:
Nmaxrs:
Ind Drg:
4
1 IJ2J2:
1
1
Reference State:
Keplerian Elements:
Reference Switch
Reference State Rates:
Keplerian Rates:
0.1055927100000000D+05 km
0.3457050000000000D+00
0.1163074000600000D+03 deg
0.2793744530100000D+03 deg
0.2699478224900000D+03 deg
0.2880000000000000D+03 deg
0 ! (0=DSST, 1=Fixed Rates)
0.0000000000000000D+00
0.0000000000000000D+00
0.000000000000000D+00
1.1407711610000000D-05
0.000000000000000D+00
3.3338114140000000D-02
km/sec
1/sec
deg/sec
deg/sec
deg/sec
deg/sec
CD:
S/C Mass:
Integrator
2.20000000 Rho One:
700.00000000 S/C Area:
Step: 43200.00000000
0.00000000
0.00002500
Retro: 1 Atmos Mdl: 1 Potent Mdl:
Nmax: 21 Mmax: 0 Izonal:
Nmaxrs: 2 Mmaxrs: 2 Ithird:
Ind Drg: 2 Iszak: 2 Ind Sol:
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sma
ecc
inc
lan
ap
ma
sma
ecc
inc
lan
ap
ma
4
1 IJ2J2:
1
2
Appendix C
Simulation One
This appendix contains all of the output plots for the first of the three simulations
of Chapter 6. It includes coverage and the element histories of the satellites in each
plane.
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Figure C-1: Coverage history for Ellipso for one year
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Figure C-2: Two-way coverage history for Ellipso for one year
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Figure C-3: 2 year semi-major axis error history for Borealis node at noon plane
Figure C-3: 2 year semi-major axis error history for Borealis node at noon plane
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Figure C-4: 2 year eccentricity error history for Borealis node at noon plane
Inclination Diff from Ref
0.05 -...
0.04 .....
I..*
0.02' I .'
-0.01 -
,.*
0.04 -0 .. .. :, ,
-0.01
.0 3+ .. ' 2
-0.04 - -.
-0.05 I I i
0 20 40 60 80 100 120 140
Figure C-5: 2 year inclination error history for Borealis node at noon plane
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Figure C-6: 2 year ascending node error history for Borealis node at noon plane
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Figure C-7: 2 year argument of perigee error history for Borealis node at noon plane
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Figure C-8: 2 year mean anomaly error history for Borealis node at noon plane
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Figure C-9: 2 year semi-major axis error history for Borealis node at midnight plane
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Figure C-10: 2 year eccentricity error history for Borealis node at midnight plane
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Figure C-11: 2 year inclination error history for Borealis node at midnight plane
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Figure C-12: 2 year ascending node error history for Borealis node at midnight plane
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Figure C-13: 2 year perigee error history for Borealis node at midnight plane
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Figure C-14: 2 year mean anomaly error history for Borealis node at midnight plane
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Figure C-15: 5 year semi-major axis error history for Concordia plane
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Figure C-16: 5 year eccentricity error history for Concordia plane
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Figure C-17: 5 year inclination error history for Concordia plane
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Figure C-18: 5 year ascending node error history for Concordia plane
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Figure C-19: 5 year argument of perigee error history for Concordia plane
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Figure C-20: 5 year mean anomaly error history for Concordia plane
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Appendix D
Simulation Two
This appendix contains all of the output plots for the second of the three simulations
of Chapter 6. It includes coverage and the element histories of the satellites in each
Borealis plane. Concordia has been omitted, as it is the same as for the first run.
110 r
90
80
70
60
50
40 -
Northern Hemisphere 0-90N deg -- Ellipso 8:1
SI I I I I I I I
20 40 60 80 100 120 140
Time (97/01 to 98/01)
160 180 200
Figure D-1: Coverage history for Ellipso for one year
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Figure D-2: Two-way coverage history for Ellipso for one year
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Figure D-3: 2 year semi-major axis error history for Borealis node at noon plane
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Figure D-4: 2 year eccentricity error history for Borealis node at noon plane
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Figure D-5: 2 year inclination error history for Borealis node at noon plane
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Figure D-6: 2 year ascending node error history for Borealis node at noon plane
Argument of Perigee Diff from Ref
Figure D-7: 2 year argument of perigee error history for Borealis node at noon plane
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Figure D-8: 2 year mean anomaly error history for Borealis node at noon plane
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Figure D-9: 2 year semi-major axis error history for Borealis node at midnight plane
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Figure D-10: 2 year eccentricity error history for Borealis node at midnight plane
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Figure D-11: 2 year inclination error history for Borealis node at midnight plane
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Figure D-13: 2 year perigee error history for Borealis node at midnight plane
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Figure D-14: 2 year mean anomaly error history for Borealis node at midnight plane
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Appendix E
Simulation Three
This appendix contains all of the output plots for the first of the three simulations
of Chapter 6. It includes coverage and the element histories of the satellites in each
plane.
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Figure E-1: Coverage history for Ellipso for one year
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Figure E-2: Two-way coverage history for Ellipso for one year
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Figure E-3: 2 year semi-major axis error history for Borealis node at noon plane
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Figure E-4: 2 year eccentricity error history for Borealis node at noon plane
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Figure E-5: 2 year inclination error history for Borealis node at noon plane
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Figure E-7: 2 year argument of perigee error history for Borealis node at noon plane
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Figure E-8: 2 year mean anomaly error history for Borealis node at noon plane
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Figure E-9: 2 year semi-major axis error history for Borealis node at midnight plane
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Figure E-10: 2 year eccentricity error history for Borealis node at midnight plane
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Figure E-11: 2 year inclination error history for Borealis node at midnight plane
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Appendix F
Analytic Coverage Driver
This appendix describes the driver for the analytic coverage software which may be
used to confirm that the coverage calculations are being performed correctly. The
program is called test_coverage and is located in the "mpi/csrc" subdirectory of the
ASKS directory. The program requires the presence of "analytic_9.3" and "trig" to
compile properly. To create the program, type "make test" at the prompt in this
directory.
The driver creates the base configuration for six different constellations and calls the
analytic coverage routines to calculate the coverage averaged over one period of the
satellite orbits. The constellations chosen are:
1. Iridium
2. Globalstar
3. GPS
4. Ellipso, 81:10 repeat cycle
5. Ellipso, 115:14 repeat cycle
6. Ellipso, 8:1 repeat cycle
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Choice Steps C C2  C3  C4  C5  C6  C 7  Time
(sec)
1 20 100 79.7814 28.7278 14.8946 9.91539 7.11655 4.20013 22
2 20 100 100 95.615 77.9167 45.4821 21.6342 6.46261 6
3 2 100 100 100 100 100 100 96.7684 21
4 50 100 82.7165 32.954 7.27275 0.697123 0.02527 0 1
5 50 100 80.8085 30.7751 6.2842 0.23554 0 0 1
6 50 100 85.74 36.1752 7.78433 0.33769 0 0 1
Table F.1: Output data for analytic coverage driver
The n-way coverage is calculated up to a maximum level of seven. It also outputs
the time required to determine the coverage. Elevation angle and latitude restrictions
vary appropriately with the constellation.
The program is executed by typing at the prompt:
> test_coverage constellation-choice steps-per-period
The results for some test cases are listed in Table F.1. The number of time steps
per period listed in Table F.1 for the various constellations are not intended as rec-
ommendations for actual analysis; they were chosen simply to cause the coverage
calculations to be completed quickly. In addition, the listed values for time required
for each computation will, of course, vary depending on the computer system and
the process load, but does give some qualitative measure of the expected run-time for
each configuration.
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