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Abstract
We present an algorithm based on numerical techniques that have become standard for solv-
ing large-scale nonlinear integral equations: Newton’s method, homotopy continuation and the
multilevel method, to solve the inversion problem that appears when retrieving the electric field
of an ultrashort laser pulse from 2d experimental data, the trace, via FROG or d-scan. Here
we apply the solver to SHG-FROG and specify the necessary modifications for similar integrals.
The electric field is discretised with a piecewise constant function on a uniform grid and the
integral equation coarse-grained on pixelised grids. Every pixel surface average corresponds to
a single equation of a 4th order polynomial system. The system is over-determined and reduced
to square form through random matrices, similar to other approaches in stochastic optimisa-
tion and subsequently solved with Newton’s method and homotopy continuation with altering
random matrices along real continuation paths towards an optimal solution. Adaptive Tikhonov-
type regularization enables smoothing when dealing with noisy data. We compare the results
for noisy test data with a least-squares solver and propose the L-curve method to fine-tune the
regularisation parameter. The algorithm paves the way for Quasi-Newton methods and is appli-
cable to determine real solutions of other polynomial systems.
Keywords— nonlinear equations, real roots, polynomial systems, laser pulse retrieval, homo-
topy continuation, stochastic optimisation, regularization, Newton’s method
1 Introduction
A common self-referenced technique to measure phase and amplitude of an ultrashort laser pulse
is Frequency-resolved optical gating (FROG) [1]. An investigated pulse is split in two replicas,
imposing a relative delay upon the two which are guided into a nonlinear medium where second
harmonic generation (SHG) takes place. The upconverted light is measured with a spectrometer
for varying delays. This 2d intensity map, the trace, encodes all information to retrieve the electric
field of the investigated pulse. To invert the associated nonlinear integral several solvers have been
developed: approaches inspired by the Gerchberg-Saxton algorithm [2] like [3, 4, 5] and least-squares
solvers using generic optimisation or search methods [6, 7].
In this paper we present a more specialised algorithm using numerical methods [8, 9] that
have been successfully applied to other nonlinear integral equations in physics like the Ornstein-
Zernike equations [10, 11], describing the direct correlation functions of molecules in liquids and the
Chandrasekhar H-equation [12] arising in radiative transfer theory, naming two classical examples.
This is, first of all, Newton’s method. Modern Jacobian-free Newton-Krylov methods [13], variants
of Newton’s method, are the basis of large-scale nonlinear solvers like KINSOL, NOX, SNES [14, 15,
16]. At second, homotopy continuation [17, 18, 19], a technique to globalize Newton’s method, has
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proven to be reliable and efficient for computing all isolated solutions of polynomial systems and is
the primary computational method for polynomial solvers like Bertini and PHCpack [20, 21]. We
combine the continuation method with techniques from stochastic optimisation [22, 23, 24]. While
path tracking towards the solution we frequently alternate the random matrices which would be in
any case necessary to reduce the over-determined polynomial system to square form. For each path
segment and homotopy the matrix is fixed, such that the full solution path is partially continuous
and partially stochastic. This is, up to our knowledge, a novel method for real root finding of
polynomial systems and to find optimal solutions of noisy polynomial systems. For the retrieval
with realistic experimental data these methods alone would not be sufficient because Newton’s
method has certain smoothness assumptions, problematic, if noise is present. For that purpose we
chose an integral discretisation based on surface averages and Tikhonov-type regularization. The
Tikhonov factor is adaptively decreased during the solution process to obtain a near optimal amount
of regularisation at the solution which can be refined using the L-curve method [25].
The structure of the paper is as follows: Sec. 2 Notation, integral representation, discretisation.
Sec. 3 Setting real polynomial system, real roots, gauge condition. Sec. 4 Polynomial solver,
squaring the system, Newton’s method, homotopy continuation. Sec. 5 Adaptive regularisaton for
noisy traces. Sec. 6 Application examples, convergence, practical concerns, L-curve method. Sec.
7 Conclusion. Sec. 7 Modifications for similar integrals. Sec. 7 Higher order polynomials, splines.
2 Notation, integral representation, discretisation
The nonlinear integral for SHG-FROG is defined as
I[E](ω, τ) :=
∣∣∣∣∫ +∞−∞ E(t)E(t− τ)e−iωt dt
∣∣∣∣2 , (1)
where E(t) is a complex function, the electric field of the pulse which we assume to be non-zero on
the interval t ∈ [−1, 1] and zero elsewhere 1, with time units such that this interval has length 2.
The outcome of the FROG experiment is the FROG trace Iexp(ω, τ) ≈ I[Ein](ω, τ) of the pulse to
be investigated Ein(t). We obtain Ein(t) by solving the integral equation
I[E](ω, τ)− Iexp(ω, τ) = 0. (2)
We bring (1) into a form better suited for polynomial approximation by Fourier transform ω → σ,
as the explicit t, ω dependence in the integrant is removed
J [E](τ, σ) =
∫ +∞
−∞
(∫ +∞
−∞
E(t)E(t− τ)e−iωt dt
∫ +∞
−∞
E¯(t)E¯(s− τ)eiωs ds
)
eiωσ dω / (2pi)
J [E, E¯](τ, σ) =
∫ +∞
−∞
E(t)E(t− τ)E¯(t− σ)E¯(t− τ − σ) dt (3)
In the first line we have split the absolute value in (1) into a complex integral and its complex
conjugate and then applied the relation
∫ +∞
−∞ e
iω(r−(t−σ))dω = 2piδ(r − (t− σ)), where J [E](τ, σ) is
the double-delay representation of the SHG-FROG integral, also denoted as J [E, E¯](τ, σ) 2 and E¯(t)
is the complex conjugate of E(t). For E(t) non-zero on t ∈ [−1, 1] the trace J [E](τ, σ) is non-zero
on τ, σ ∈ [−2, 2]. In the following we consider only the first quadrant τ, σ ∈ [0, 2], as the others are
related through discrete symmetries. We introduce two new function for clarity of notation
Fτ (t) := E(t)E(t− τ), Gσ(t) := E(t)E¯(t− σ) (4)
1Setting E(t) on a bounded domain enables clipping of long low-amplitude wings / zooming to the region of interest
on the trace, saving computational cost. A bounded domain can be used as eiωt is removed from the integral.
2Used in the following to denote that the integral is understood as a function of two independent field variables.
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Figure 1: Illustrating example: E(t) discretised with a piecewise constant function on N = 4 intervals (top left).
Then, the associated products Fτi(t) and Fτi(t)Fτi(t− σ) (bottom) are piecewise constant as well on small parallelo-
grams such that the nonlinear integral J [E](τ, σ) (top right) can be computed via list auto-correlations along all grid
segments (red lines). We consider J only in quadrand (+,+), τ, σ ∈ [0, 2] as the other quadrands are linked through
discrete symmetries. J is non zero only below the diagonal (dashed line) as E(t) is non zero on a bounded domain
t ∈ [−1, 1] by definition. E(t) is generally complex and normalised such that max |J [E](τ, σ)| = 1.
now
J [E](τ, σ) =
∫ +∞
−∞
Fτ (t)F¯τ (t− σ)dt =
∫ +∞
−∞
Gσ(t)Gσ(t− τ)dt. (5)
For fixed τ = const the integral J [E](τ, σ) appears to be a one-dimensional auto-correlation of the
function Fτ (t). We discretise the electric field with a piecewise constant function (polynomial of
degree zero)3, in the context of numerical integration often called midpoint rule,
E(t) =
{
0 t < −1 or 1 < t
Ek t ∈ [tk, tk+1], k = 0, . . . , N − 1
(6)
on a uniform t-grid tk = −1 + k · h, k = 0, . . . , N with N intervals, where h = 2/N is the grid
spacing. In the same way we define the grids along τ and σ: τi, σi = i · h, i = 0, . . . , N . If the
delay is equal to an integer multiple of the grid spacing, thus, τ = τi, the product Fτi(t) is again
piecewise constant, see Fig. 1 (bottom left), which we abbreviate as (i)Fk = Fτi(tk) = EkEk+i.
Then the integrand of J [E](τi, σ), see Fig. 1 (bottom right), is also piecewise constant on small
parallelograms4 and integration over t disassembles into two sums of N sub-integrals for the jth σ
3It is possible to use piecewise linear or, more general polynomials or splines, see Appendix 7.
4The integration boundaries depend on σˆ, for the upper / lower triangles they are
∫ 1
σˆ−1 dtˆ /
∫ σˆ−1
−1 dtˆ.
3
interval σ ∈ [σj , σj+1] (jth column in Fig. 1 (bottom right))
J [E](τi, σ) = h
∫ 1
σˆ−1
dtˆ
N∑
k=1
(i)Fk
(i)F¯k+j + h
∫ σˆ−1
−1
dtˆ
N∑
k=1
(i)Fk
(i)F¯k+j+1, σ ∈ [σj , σj+1], (7)
J [E](τi, σ) = h(2− σˆ) corr((i)Fk, (i)F¯ k)j + h σˆ corr((i)Fk, (i)F¯ k)j+1 (8)
where σˆ ∈ [0, 2] and tˆ ∈ [−1, 1] are local coordinates on the intervals [σj , σj+1], [tk, tk+1]. The first
sum is collecting all small upper triangles per column in Fig. 1 (bottom right) and the second the
lower triangles. The expression corr((i)Fk,
(i)F¯ k)j :=
∑N
k=1
(i)Fk
(i)F¯k+j , i = 0, . . . , N − 1 denotes
the list auto-correlations of (i)Fk that can be computed with complexity N · (N log(N)) 5.
Eq. (7) and the equivalent for Gσ(t) gives the nonlinear integral along all grid segments [τi, τi+1],
[σj , σj+1], i, j = 0, . . . , N − 1, red lines in Fig. 1 (top right). Now N could be chosen such that
the τi overlap with the points of the experimental data, assuming an equally-spaced grid with K
points along τ , and the integral equation be solved similar to what follows. As a measured trace is
normally noisy, the better way to go is setting up a pixelwise instead of a pointwise representation
of the equation. Moreover, on a coarse-graining hierarchy of smaller grids N1 < N2 < · · · < K the
solver is faster and may resolve long- and short-wavelength components successively.
At first, we pixelise the integral J [E](τ, σ). For the single pixel with grid coordinates (τi, σj)
(lower left corner) we linearly interpolate the values from the left pixel boundary to the right
boundary
J [E](τˆ , σˆ)left rightij = J [E](τi, σˆ)(1− τˆ /2) + J [E](τi+1, σˆ) τˆ /2, (9)
to have the integral approximated inside the pixel. As before an over hat denotes local pixel
coordinates τˆ , σˆ ∈ [0, 2]. Then we integrate J [E](τˆ , σˆ)left rightij over the pixel surface normalised by
its area to obtain the dimensionless pixel average
〈J [E]left rightij 〉 :=
∫ 2
0
∫ 2
0
J [E](τˆ , σˆ)left rightij dτˆdσˆ /
∫ 2
0
∫ 2
0
dτˆdσˆ =
1
2
h( corr((i)F k, (i)F¯ k)j + (10)
corr((i+1)F k,
(i+1)F¯ k)j + corr(
(i+1)F k,
(i+1)F¯ k)j+1 + corr(
(i)F k,
(i)F¯ k)j+1 ).
The analog can be done for the bottom and top boundary and the correlation coefficients
corr((j)Gk,
(j)Gk)i improving the accuracy
6of the approximation. Then the total pixel average is
〈J [E]ij〉 :=
(
〈J [E]left rightij 〉+ 〈J [E]bottom topij 〉
)
/2. (11)
and the pixel average of the nonlinear integral is given by adding up the list correlation coefficients
for each corner square times 12h/2.
At last, the pixel averages of the Fourier transformed measurement trace Iexp(ω, τ)→ Jexp(τ, σ)→
〈Jexpij 〉 have to be computed to setup the polynomial system (12) where these values constitute the
constant part. This can be computed using the trapezoidal rule or simply by averaging all data
points within a pixel.
3 Setting real polynomial system, real roots, gauge condition
The integral equation (2) in double-delay representation is now discretised
〈J [E, E˜]ij〉 − 〈Jexpij 〉 = 0, (12)
5Alternatively, for the relatively small N consider here, the direct method to compute the correlation is more
efficient for N < 1000, Subsec. “FFT versus Direct Convolution” [26], than the FFT-based variant when parallelised
on thousands of cores.
6For most applications it is enough to set 〈J [E]ij〉 := 〈J [E]left rightij 〉 speeding up the computations by a factor of
two, though, sacrificing some accuracy. Note the swapping of indices for the coefficients of G.
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Figure 2: Illustrating example: Synthetic measurement trace with 129 × 129 data points on τ, σ ∈ [0, 2]. Coarse-
grained data (only imaginary part shown) on 21 × 21 pixels (40 data points per pixel) enables fast computation of
approximants to initialise refined retrievals. Every pixel of the lower triangular part (21× (21 + 1)/2) is associated to
one equation in (16). If E+ and E− are real roots, then E˜ → E¯ and 〈J [E+, E−]ij〉+ and 〈J [E+, E−]ij〉− are real and
equivalent to Re[〈J [E, E¯]ij〉], Im[〈J [E, E¯]ij〉]. Note: The exponent 1/4 is convenience for data examination as (12)
constitutes a 4th order polynomial system in the components Ek, E˜k.
as a 4th order polynomial system in the 2k complex variables, the components Ek, E˜k. Here we use
a tilde to denote E˜ as a new variable7in place of E¯, the complex conjugate of E .
Note: The so-created polynomial system has, strictly speaking, no exact solution as computing
the pixel averages of the nonlinear integral on the one hand and the pixel averages of the trace
come along with numerical and experimental errors limiting the accuracy. For the polynomial
solver introduced in Sec. 4 we employ methods from stochastic optimisation to retrieve an optimal
solution.
The two linear combinations
E+ := (E + E˜)/2 (13)
E− := (E − E˜)(−i/2) (14)
serve as a new set of independent variables in the following 〈J [E, E˜]ij〉 → 〈J [E+, E−]ij〉. Clearly,
if E+, E− are found as real roots of the polynomial system (12), we are dealing with a physical
solution. Then E+ → Re(E), E− → Im(E) are nothing but the real and imaginary part of the
electric field and E˜ → E¯. In the same fashion we create a new polynomial system introducing the
linear combinations 〈Jij〉+ = (〈Jij〉+ 〈Jij〉)/2 and 〈Jij〉− = (〈Jij〉+ 〈Jij〉)(−i/2)
〈J [E+, E−]ij〉+ − 〈Jexpij 〉+ = 0 (15)
〈J [E+, E−]ij〉− − 〈Jexpij 〉− = 0 (16)
such that the new system has real coefficients and as long as E+ and E− are real, eq. (15), (16) are
real and imaginary part of eq. (12). The reasons for these rearrangements are the following: starting
with a real initial iterate, Newton’s method remains real and we can stick to real arithmetics, which
is about five times faster than using complex variables, more importantly, we are interested in
finding real roots.
For the integral (5) the absolute phase as well as the time direction of the electric field are not
fixed: for any solution E(t), the product E(t) · exp(i const) and E(−t) are also solutions. We fix
7This step may appear confusing at first sight, as we double the number of variables: Newton’s method requires the
nonlinear function to be Lipschitz continuous to guarantee convergence which the operations of complex conjugation
or taking the absolute value prevent, see for example 1.9.1 in [9]. Similar requirements, often overseen, come in hand
with the gradient descent method when applied to least-squares.
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the rotational symmetry by adding the following equation to the system (15), (16)∫ +∞
−∞
E+(t) dt−
∫ +∞
−∞
E−(t) dt = 0 ⇒
2/N
∑N
k=1
(E+k − E−k ) = 0 (17)
which we call null gauge condition, it fixes the absolute complex phase but leaves the overall scaling
and shape of E+(t), E−(t) free. Moreover, its a polynomial equation with real coefficients.
4 Squaring the system, Newton’s method, Homotopy continuation
The systems (12),(15),(16) consist each of (N + 1)N/2 equations. Only the lower triangular part is
non-zero as E(t) is zero beyond the domain t ∈ [−1, 1]. Such that (15),(16) contribute (N + 1)N
equations. We denote the total system (15), (16), (17) with (N + 1)N + 1 equations as
F (X)− C1 = 0, F (X) :=
 F1(X1, . . . , X2N )...
F(N+1)N+1(X1, . . . , X2N )
 (18)
where X = {E+k , E−k } is the list of 2N variables and F (X) is the X-dependent part of the set
of equations Fk(X), k = 1, . . . , (N + 1)N for the lower triangular part of (12) flattened to a list
and, analogously, the constant part of (12) (pixel trace averages) is flattened to the list C1 k, k =
1, . . . , (N+1)N . The last equation F(N+1)N+1(X)−C1 (N+1)N+1 = 0 is set to be the gauge condition
(17).
The polynomial system (18) is overdetermined. Moreover, due to numerical and experimental
errors, it has no exact solution. We multiply8the vector of equations with a random matrix M having
dimensions such that the reduced system has as many equations as variables. Then, the Jacobian
of the reduced system is well defined and by alternating random matrices stochastic optimisation
can be integrated. Here we choose M with i.i.d. Rademacher random variables (taking values
{−1,+1} with probability 1/2) to reduce the first (k+1)k equations to 2k−1 and attach the gauge
condition as before at the end. We denote the reduced system as
FM (X)− CM1 = 0. (19)
It contains all isolated roots of the original system which Bertini’s theorem guarantees, see for
example §1.1.4 in [20], and additional “spurious” roots which are simple to detect as they do not
solve (18). The situation here is similar to approaches for solving nonlinear PDEs by means of
discretising them to polynomial systems, see e.g. Chapter 17 of [20] or [27]. In most cases heuristics
have to be used to decide whether a found solution actually corresponds to a physical solution of
the original PDE. And it is not clear, a priori, whether the discretisation contains any solution, a
single solution or infinitely many.
A standard iterative technique for root finding of nonlinear equations is Newton’s method. Given
an initial iterate Xn=0
9 and a nearby root X∗ the function (19) is linearised at X0
FM (X0) + F
′M (X0)∆X − CM1 = 0, (20)
8For Rademacher variables this operation is implemented without any multiplication: 50% of all equations are
added up randomly chosen and the sum of the remaining equations is subtracted to obtain one new equation. Moreover,
Rademacher variables do not rescale the noise.
9Abuse of notation, this is a variable vector of length 2k. Here the index n = 0 denotes 0th Newton iteration.
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solved for ∆X, the Newton step and a step towards the root is taken
Xn+1 = Xn + ∆X. (21)
For a one-dimensional function Xn+1 is the point, where the tangent at X0 crosses the X axes. For
vector valued functions the derivative F ′M (X0), the Jacobian, is a square matrix and eq. (21) a
linear system for the unknown ∆X. The iteration (21) is known to converge roughly quadratically
towards the root en+1 ∼ e2n, if the function is Lipschitz continuous (which polynomial functions
satisfy) and the Jacobian nonsingular, see for example 1.2.1 in [9]. Where en = ‖X∗ − Xn‖ is
the error of the nth iteration with ‖·‖ being the standard Euclidean norm on R2N . The roughly
quadratic convergence can be observed monitoring the norm10‖F (Xn)−C1‖ often called residual.
For an arbitrarily chosen initial iterate X0 there is, in general, no close enough root for the
iteration (21) to converge, then, additional tricks are required to globalise Newton’s method. As
the primary computational method for that purpose polynomial system solvers like Bertini and
PHCpack [20, 21] employ the continuation method, where a homotopy is assembled
HM (X, s) :=
(
FM (X)− CM0
)
(1− s) + (FM (X)− CM1 ) s, with HM (X(s = 0), 0) = 0 (22)
which is connecting two polynomial systems and all roots of them via smooth curves X(s), the
start system (first term) at s = 0 and the target system (second term) at s = 1, where s is the
continuation parameter; in general, a curve in the complex plane, in the following real s ∈ [0, 1].
An X(s = 0) is chosen freely (normally a Gaussian) to compute C0 := F (X(s = 0)) in forward
direction. It is guaranteed11that beginning at the solution X(s = 0) of the so-created start sys-
tem and following the curve X(s) to arrive at a solution of the target system, if H ′M (X(s), s) is
nonsingular and s an arbitrary complex curve beginning at s = 0 and ending at s = 1.
Starting at s = sm with H
M (X(sm), sm) = 0 and taking a step sm+1 = sm + ∆s with ∆s small
enough along the X(s) curve, we can guarantee to be close enough to a solution of HM (X, sm+1) = 0
when using the initial iterate X(sm). This path tracking, see Fig. 3 (top left), is usually done in
a predictor-corrector scheme with adaptive step size control. We use step size parameters as in
PHCpack [21], a predictor given by the local tangent and one Newton steps as a corrector (reusing
the Jacobian to compute the new local tangent).
The main obstacle of applying the continuation method here is that in the current form (22)
the Jacobian H ′M (X(s), s), in general, is singular12on a finite number of points along the real path.
Polynomial solvers normally circumnavigate those and take a random path through the complex
plan which is also beginning at s = 0 and ending at s = 1 but is less likely to hit a singular point,
for example Sec. 2.1.2. [20]. This is easily accomplished by multiplying the first term in (22) with
a random complex constant γ. This so-called gamma trick is not applicable here as it would render
the homotopy to have complex coefficients and the continuation path would, in general, end at
an undesirable complex root of the target system. We found a different solution: we track the
10In the ultrafast optics community instead of the Euclidean norm, typically the rms error is used, often called
FROG error or trace error.
11Algebraic closedness can only be guaranteed for complex homotopies. Two real roots can be generally connected
via complex continuation paths, though, in general, not via real paths. Moving along a random complex path we are
not guaranteed to end up at a real solution; moving along a random real paths we are not guaranteed this path is
connected to the solution.
12The structure of singular points for real homotopies like (22) has been fully characterised [28]: These singularities
are quadratic turning points or simple folds, where two real and two complex conjugated solution branches meet,
rotated by pi/2 in the complex plan and toughing at their turning points, the simple fold. Both branches smoothly
transit the turning point, if an arc-length parameter is used instead of s or pseudo arclength continuation [29].
Then it is possible to follow the real curve through the bifurcation point or, alternatively, jump onto the complex
solution branch. Following the real branch we simply return to a new real root of the start system, continuing the
complex branch we either end up on a complex root (or its complex conjugate) of the target system or eventually flow
into another simple fold where a transition to another real branch is possible. We implemented pseudo arc-length
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Figure 3: Solving polynomial system for N = 15. Top left: Path tracking the solution curve consisting of small path
segments each corresponding to a single reduced system with fixed random matrix M . Top right: Global distance
to target trace of full (colored) and reduced (gray) system decreases approxematly exponentially (on each segment
linearly). Bottom left: Local residual after predictor step (colored) and after corrector step (Newton step) (gray).
Bottom right: Relative number of up paths (increasing ‖∆C‖) and valid paths (successful Newton step) when doing
trial steps at the end of each segment to find a new path (and new M) along which ‖∆C‖ decreases.
continuation path of (22) beginning at s = 0 and hold the tracker at a break point s = sb
HM (X, sb) = F
M (X(sb))− CMb = 0, where CMb = CM0 − sb(CM0 − CM1 ), (23)
whenever close to a bifurcation point and also, if the momentary distance to the target trace
‖∆C(s)‖ = ‖F (s)−C1‖ (residual of the full system (18)) increases. Then, we create a new randomly
reduce system, using the intermediate solution X(sb) as an initial iterate for the corresponding new
homotopy beginning at s = 0. In this manner, we get a collection of path segments {sbi}i=1,...
where S = sb1 + sb2 + . . . is the total continuation time, see Fig. 3 (top left, colored segments),
with decreasing ‖∆C(S)‖ (top right, colored).
The momentary distance to the reduced target trace (top right, gray) ‖∆CM (S)‖ =
‖FM (S)− CM1 ‖ = ‖CMbi − CM1 ‖, decreases linearly for each path segment
‖CMbi − CM1 ‖ > ‖CMbi+1 − CM1 ‖ = (1− sbi)‖CMbi − CM1 ‖ ⇒ (24)
‖∆CM (S)‖ ≈ − d
dS
‖∆CM (S)‖ ⇒ ‖∆CM (S)‖ ≈ ‖∆CM (S = 0)‖e−S (25)
and as the length of each path segment is relatively small sb  S, globally, the total error decrease
appears like an exponential decay in S.
continuation. Unfortunately, after passing a simple fold along the complex branch it is unlikely that it touches another
simple fold and rather ends up on an undesired complex solution of the target system. The same phenomenon has
been observed in [30] in the attempt of bypassing these singular points towards real roots.
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Initially, the distance ‖∆C(S)‖ is decreasing approximately linearly as well on each segment. We
are moving along smooth curves, stepping along any newly create path with decreasing ‖∆C(S)‖,
which we call down paths as opposed to up paths, it is likely that the next step is also decreasing.
The number of steps before reaching a break point (‖∆C(S)‖ increases) is getting smaller as X(S)
is getting closer to the optimum, until no significant reduction of the error is possible when reaching
the accuracy limit set by numerical errors or noise floor.
At every break point trial predictor-corrector steps are computed for newly created randomised
systems until a down path has been found. If the trail step succeeds (Newton’s method converges),
the path is called valid path13which can be either an up or down path. Clearly, the probability of
finding an up path from the list of all valid paths is an important quantity which we denote as pup
14.
We found that almost every valid path is a down path before reaching the accuracy limit for noisy
systems. Then, pup rises steeply, see Fig. 3 (bottom right). This intrinsic quantity is, thus, most
practical and sensitive to stop the solver by setting a threshold pstopup > pup at p
stop
up = 50% − 90%,
for example.
5 Adaptive regularisaton for noisy traces
In this section we show how to make the algorithm work for pulse retrieval of noisy experimental
data.
One effect of computing the integral (1) in the forward direction given E is smoothing as we
are dealing with an autocorrelation-like nonlinear integral. Contrary, the inverse mapping acts as a
high-pass filter with the undesirable tendency of noise amplification; rather problematic when using
Newton’s method. We resolve this phenomenon by adding a regularization term to the equations.
Tikhonov regularization or ridge regression, when solving an ill-posed least squares problem have a
long history in statistics, see for example [31].
The pixelwise smoothing of the trace (11) is providing noise reduction and thereby implicit
regularisation. As the pixelisation is refined, steep local gradients arise when sampling a set of
continuation paths, causing the path tracker to reduce the step size to very small and leading
to smaller and smaller path segments. Until the smoothness assumptions coming with Newton’s
method do not apply. Then more direct countermeasures are asked for.
Analogously to Tikhonov regularization we add a penalty term K(X,λ) with components
Kl(X,λ), l = 1, . . . , k(k + 1) to the first k(k + 1) equations of the original system (18) which
gives preference to solutions with smaller norms, also known as L2 regularisation
15
F (X) +K(X,λ)− C1 = 0, K(X,λ) := λM ireg∂i‖X‖2, (26)
where λ is the Tikhonov factor to scale the penalty term and M ireg a shuffle matrix which remains
constant through out the path tracking and can be used for validation purposes via re-shuffling and
repeating the tracking.
13This automatically excludes all continuation paths for which the conditioning of the local Jacobian is bad and
those with high velocities / curvature. In practice, we first compute the full Jacobian and then try several random
projections. This way we have the cost of computing the full Jacobian at the beginning of every new path segment
only once.
14An efficient and still accurate enough method to estimate this quantity is, rather than computing many trail steps
for every path segment, to keep a running list of the last, say, 20 trials of preceding path segments. The step size for
computing trial steps for each path segment over the whole path has to be the same to make this quantity comparable.
15For Tikhonov regularisation the penalty term which is ‖X‖ is added to the least squares problem. Roots of the
first derivative of this sum wrt X correspond to regularised minima.
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Figure 4: Solving polynomial system including Tikhonov-type penalty term. Top right: The size of λ is constant
along each path segment (see Fig. 3) and adaptively decreased at the end of each segment, if a threshold on the
relative size of the regularisation term is crossed δregul∆C < 20% eq.(29) for three different noise levels 0% (green), 1%
(yellow), 2% (blue). Bottom Left: The relative size of the penalty term K on each segment is growing and globally
adaptively reduced. Top left: The distances to the target trace with (opaque colored) and without (full colored)
penalty term are simultaneously decreasing along each path segment, while their difference is increasing because F
is deformed slightly towards an improved match with the target trace C1 for a class of curves with similar mean
curvature. Then, in the noiseless case (green) / noisy case (yellow, blue) δregul∆C vanishes / settles where λ is near
optimal. Bottom right: Beginning at a zero phase Gaussian E(s = 0), connected by a series of smooth intermediate
solutions the path tracker continues towards the target pulse (dashed gray, only first 200 iterations shown).
For piecewise constant approximants (6) to E(t) we get
∂l‖X‖2 = ∂l
N∑
i=0
(Xi+1 −Xi)2 = 0, l = 0, . . . , N (27)
= (Xl−1 − 2Xl +Xl+1) = 0, andXl=0 = 0, Xl=N = 0 (boundary condition) (28)
which is nothing but the 2nd order finite difference of X on a three point stencil (up to a factor)
which means eq. (26) gives preference to solutions with small mean curvature and implements the
desired smoothing effect.
As the penalty term alters the solution as little regularisation as necessary is wanted at the
target solution, though, while path tracking, λ can be larger and this is actually beneficial from a
numerical point of view as it improves the conditioning of the Jacobian and smoother intermediate
solutions enable longer path segments and larger steps. By slowly decreasing16λ, see Fig. 4 (top
right), we can assure that smooth initial data is connected by as series of smooth intermediate
solutions to the smooth target Fig. 4 (bottom right).
Moving along any path segment and the related homotopy of (26), where we hold λ constant, F
is deformed slightly towards an improved match with the target trace C1 for a class of curves with
16Though, throttling λ too slowly during the path tracking, may cause an undesired prolongination of the path.
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similar mean curvature. Therefore, the difference ‖F +K − C1‖−‖F − C1‖ is growing along each
segment, while, of course, both are decreasing simultaneously, see Fig. 4 (top left). Until, to improve
the match further, the amount of smoothness must be reduced by decreasing λ (top right). Finally,
the match cannot be significantly improved by allowing rougher curves. Even further reducing λ
would cause matching F to the noise and the afore-mentioned shortening of path segments and step
size due to steeper local gradients; wasted computational cost. The relative difference
δregul∆C := (‖F +K − C1‖−‖F − C1‖) / ‖F +K − C1‖ (29)
is, thus, an ideal candidate for setting a threshold to lower λ from one path segment to the other.
Moreover, δregul∆C is inert to details of the solution and noise model and vanishes, if no noise is present.
For Fig. 4 the threshold was set at δregul∆C < 20%.
When starting from very smooth initial data, like an initial Gaussian, in the coarse initial phase
(first 100 iteration) the size of the penalty term can grow undesirably Fig. 4 (bottom left) before
the above mechanism can set in because the intermediate solutions attain flection. (For the same
reason the relative size of the penalty term grows along each path segment.) This is prevented by
adding another threshold for decreasing λ, if ‖K‖ / ‖F + K‖ rises above, say, 30%. Of course, if
informed initial data is at hand, like a solution from a coarser grid, this is not necessary.
As shown in the following section this adaptation mechanism is steering λ near optimality or
close enough for fine-tuning, for example, using the L-curve method or some other tool.
6 Application examples, convergence, practical concerns
We implemented the algorithm as a hybrid code in Mathematica (prototyping, pre- and post-
processing) and in Fortran90 (core routine path tracker). All simulations were performed on an Intel
Core i7-4790 CPU3.6GHz with 4 cores on 8Gb Ram, linux OS and using OpenMP parallelisation
and the Intel Compiler.
As a test cases we selected the pulse with index 42 (TBP2) from the data base of 101 randomly
generated pulses with time-bandwidth product (TBP) equal to 2 which were used in [7] to profile
their least-squares solver, another less intricated test pulse (TBP1) using the same generator with
TBP = 1 and a third test case (A2908). For other test cases we found the same universal convergence
behavior as shown in the following. For every run a different seed is used to initialise the Xorshift
random number generator “xoshiro256+“ [32] for computing the random matrices M .
To show the applicability to realistic defective traces Gaussian noise is added with σnoise =
1%, 2%, 3% to the synthetic trace Iexp(ω, τ) = I[Ein](ω, τ) + noise before
17Fourier transforming it
to Jexp(τ, σ). We study the effect of varying, see eq. (29), the regularisation reduction threshold
δregul∆C = 5%, 25%, 40% (controlling the decrease of λ while path tracking), see Sec. 5, as well as the
effect of varying the termination criterion to stop the solver pstopup = 50%, 70%, 90% on the error
convergence while fine-graining the pixelisation, increasing N . Where we measure the retrieval
accuracy or pulse error  as
 = ‖E − Ein‖ /
√
N /max(|E|) (30)
instead of using the relative error norm ‖E − Ein‖/‖E‖ to make results comparable with the lit-
erature, in particular, [7]. The scaling behavior with N is the same for both metrics. To measure
the (pixelwise) trace error we use the relative Euclidean distance to the target trace ‖∆C‖ / ‖C‖ as
before. In the literature on ultrafast nonlinear optics often the rms error, also called FROG error
is used.
17The noise is chosen to have zero mean, if this is not the case, either a background subtraction of Iexp(ω, τ) has
to be done or equivalently the zero mode after Fourier transform has to be removed and interpolated for Jexp(τ, σ)
which we consider the cleaner choice. The trace Jexp(τ, σ) ≈ J [Ein](τ, σ) is initially normalised to have its absolute
value maximum equal to one. Then every initial data E should be scaled for the integral J [E](τ, σ) to have the same
property.
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Figure 5: Performance overview: Retrieval time vs N with 1% additive noise and three different values for the
termination criterion pstopup and the resulting retrieval accuracy, number of iterations and retrieval accuracy after
applying additional refinement steps all averaged over 10 runs. Initial data for one level is the interpolated result
from the next coarser level. The plot implies to choose as smaller pstopup while cascading towards the final grid and do
refined retrievals there.
6.1 Initialisation, first example
As a first illustrating example, already discussed above, the retrieval of test pulse A2908 (dashed
curves) is shown in Fig. 4 (bottom right) for N = 25 with σnoise = 1%, δ
regul
∆C = 25%, p
stop
up = 90%.
Initial data was set to a Gaussian bell curve with zero phase, where the initial width of the Gaussian
is set to minimise the polynomial system including penalty term (26) for some large enough initial
value of λ.
The synthetic measurement trace with 129× 129 points was coarse grained to N ×N = 25× 25
pixels. In Fig. 4 (top left) the convergence of the trace error while iterating along the solution path
is shown, already discussed in a previous section. When averaging over 100 retrievals we get a mean
trace error / evolution time / within iterations: 0.04/1s/200, 0.02/2s/400, 0.019/2.5s/500, compare
with Fig. 4 (top left).
The null gauge (17) links the areas under the curves E+(t) and E−(t) to be equal locally, though,
simultaneously different from point to point on the continuation path. The overall scaling of E(t)
and, in particular, its shape is free to evolve. Such that initial and target pulse can be deformed
into one another, connected through a collection of smooth intermediate solutions Fig. 4 (bottom
right). In this example, this is possible for any random path. As mentioned in Sec. 4, in general, for
the combination initial data, target pulse, gauge condition there is no guarantee that every random
path is connecting as long as real homotopies are employed. Algebraic closedness can be guaranteed
for complex homotopies, though, generally ending at an unphysical complex solution.
For the test pulse TBP2 about 2% of all random paths run into this situation18when using zero
phase initial data. A possible solution that we could not try within the time of the project: There
is another real gauge condition. Setting E+(t) or E−(t) alone equal to zero is again a unique but
different null condition, fixing the absolute phase of E(t). Altering between these two gauges while
path tracking should be tried.
At the moment the following practical workaround can be used: first, compute k trial runs
(k ≈ 5) with a zero phase initial Gaussian, zero phase on a coarse grid N = 15 to N = 25 which
takes about 0.3s to 1s per run. Then, the correct initialisation for a fine grid retrieval using this
18These situation can be identified using the L-curve method or convergence rate besides comparing several re-
trievals.
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result as initial data has chances 1− 0.10k, if the coarse grid retrievals fail in, for example, 10% of
the cases.
6.2 Retrieval timing, computational cost
A more detailed overview of the timing, number of iterations and the influence of the termination
criterion of the implemented algorithm is shown in Fig. 5. Every data point corresponds to an
average over 10 runs. As a test case we used the pulse TBP1 with σnoise = 1%. Initial data for one
level is the interpolated result from the next coarser level. Then, the number of iterations before
termination decreases approximately linearly with N for noisy traces and is constant for noiseless
cases (not shown here). As mentioned before, a speedup by a factor of two is possible, as any of
the summands in eq. (11) suffice to approximated the total pixel average. Here we use both terms.
A larger value of pstopup results in higher accuracy but the additional costs usually do not justify
the small improvement on  at every intermediate level. Fig. 5 suggests using pstopup = 50% on
coarser grids before reaching the target level and doing refinement there, if required. If speed is
a concern, the number of intermediate levels can be optimised. For our purposes a single initial
coarse grid and one fine grid was enough. As an example Ninitial = 15, Ntarget = 51, we got
target ≈ 0.015, iterations ≈ 600, retrieval time ≈ 30s.
Another practical concern, if the investigated pulse has large low-amplitude wings, a large part
of the computational domain and cost are spend on this low amplitude region and a clipping or
zoom of the experimental data to the region of interest is suggestive, setting the wings to zero at
first. Then, in a follow-up retrieval a larger domain could be included using the result as initial
data, if required.
6.3 Convergence, scaling behavior
In Fig. 6 (a-d) the convergence of pulse and trace error are studied on 14 grid levelsN = 15, 18, . . . , 53
with 6 retrievals per N (opaque colored points) and their averages (full colored points) for test
pulses TBP1 and TBP2. In (e-g) the input pulse shapes are shown (solid lines) and a retrieval
result (points) on N = 15 (e), N = 30 (f), N = 51 (g). We set pstopup = 90% and do an additional
centering and two refinement steps at every level, see Subsec.6.4.
The retrieval accuracy  without noise (gray dots and stars) Fig. 6 (a) as well as the trace error
converge with ∼ 1/N2 (gray dots and stars) Fig. 6 (b) as the dominant numerical error is stemming
from the interpolating of J [E](τ, σ) from boundary values to the pixel interior (9) which is of the
order O(h2). This scaling behavior is overlayed with a ∼ N increase of the (pixelwise) relative trace
error for noisy traces Jexp, as the noise suppression scales with ∼ 1/
√
N2 when averaging over less
data points per pixel area for larger N . Still  may decrease while ‖∆C‖ is increasing as more
details of the pulse are being resolved when increase N , until  becomes approximately constant at
the accuracy limit, see Fig. 6 (c), for TBP1 with 1% noise (solid circles) at about  = 10−2, N = 50
for TBP2 with 1% (empty circles) at about  = 10−1.9, N = 65. Resolving more details beyond
this point is possible, if less noisy traces are input. The dependence of the accuracy limit on the
noise level is apparent in Fig. 6 (a) (blue, yellow, green). Analogously, for larger enough N the
minimal trace error should only depend on the amount of noise and not the particular pulse. This
is apparent in Fig. 6 (b) (empty / filled gray and blue points).
To make the numerical integration error apparent when computing pixel surface averages from
the trace Jexp(τ, σ) → 〈Jexpij 〉 we chose two different resolutions 129 × 129 points (gray dots) vs
257× 257 (gray stars) in Fig. 6 (a,b). The integration error is only relevant, if the noise level is low
enough to reach this high accuracy.
18We use the trapezoidal rule for numerical integration and first order interpolation, if the pixel boundaries do not
automatically lie on data grid. First order interpolation was used to preserve the additive nature of the noise. For
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Figure 6: Error convergence vs N : Average (full colored points) final pulse error  (a,c,d) and trace error ‖∆C‖/‖C‖ (b)
on 14 pixelisations for the test cases TBP1, TBP2 with and without noise. Two examples of the retrieved electric field on a
coarse (e) and medium (f) pixelised grid for TBP1. (g) vs (h): Comparison of our solver with the result of a least-squares solver
without regularisation. For more details see Sec. 6.3. Note: Here more intermediate grids then necessary are used. Normally, a
cascade like N → 20→ 40→ 65 is sufficient.
realistic traces, where other sources of error dominate, higher order interpolation could be used.
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Figure 7: Left: Applying the L-curve method for 9 different values of λ, 10 retrievals each (opaque colored), mean
value (full colored). Noisy oscillations begin to increase the length of the pulse ‖X‖ when decreasing λ, the trace error
‖∆C‖ improves through over-fitting. Too smooth solutions (too large λ) show deviations from the original solution
and have larger trace errors. The optimal amount of λ is within the corner of the L-curve where the pulse error  is
small. Right: 15 randomly offset retrievals of pulse TBP2 (gray lines) on N = 65 intervals. As the position of the
pulse is not fixed relative to the numerical grid, sampling on arbitrary inter-grid locations is possible.
An interesting effect becomes apparent when varying the amount of regularisation by varying
the threshold δregul∆C = 5%, 25%, 40% (pink, violet, blue), zoom into Fig. 6 (b). Though, the trace
error is larger for larger λ (violet, blue vs pink) the corresponding pulse error, as shown in (d), is
smaller (does not apply to even larger λ). This is a reminder that retrieval techniques / optimisation
codes that only aim at minimising the trace error without regularisation are prone to fitting the
noise; the right balance between over-fitting and over-smoothing has to be found. Consider this when
comparing a retrieval of our algorithm with the result of the least-squares solver (no regularisation19)
used in [7], see Fig. 6 (g) vs (h) 20. As this effect on the trace error is relatively small, one could
also express it differently: there are many possible pulse shapes of varying smoothness which have
approximately the same trace error but a rather different pulse error. Through regularisation and
coarse-graining an optimal pulse shape can be computed.
6.4 Optimal λ, refined solution, oversampled solution
The most natural choice to test and fine tune the amount of regularisation for optimality in the
presents of additive noise would be a chi-square test while varying λ because the pulse error is
not available a priori. Considering modern measurement devices and pulse retrieval setups, see
for example [33], for the problem at hand, where (difficult to quantify) systematical errors and
multiplicative noise are the most relevant sources of error, a goodness of fit test of this type does
not seem applicable yet to a measured trace. A popular practical solution that we recommend in
this case, is the so-called L-curve method [25] until more sophisticated techniques are asked for.
An application of the L-curve method for test case TBP1 with σnoise = 2%, N = 36 is shown in
Fig. 7, where for fixed λ (adaptive decrease of λ turned off) 10 retrievals (opaque colored points)
and the average (full colored points) are shown. For smallest λ the retrieved pulses have smallest
trace error (overfitting region) but they do not have the smallest pulse error. The length ‖X‖ of each
19An unpublished version (private repository) of this solver including regularisation is available by now.
20More grid points (parameters) not necessarily imply higher resolution and accuracy. An increase beyond the
number of significant parameters (effective DOF) for least-squares can cause overfitting. In Fig. 6 (g) for TBP2 with
1% noise the pulse error did improve beyond N = 65,  = 0.013 and similar to TBP1 with 1%, see Fig. 6 (c), the
accuracy limit is in both cases at about 10−2. As the position of the pulse relative to the grid is not fixed, the result
can be sampled on arbitrary inter-grid locations, see next section.
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pulse is extended by noisy wiggling about some smoother solution which is reached for increasing
λ. In the L’s corner, the amount of regularisation is optimal and the pulse error is minimal.
Note that the overfitted solutions also reveal themselves by having the smallest spread (opaque
colored points) in the trace error as they differ only by a new random sample of the reverse amplified
noise; all samples having in average about the same length.
The implemented mechanism to adaptively decrease λ while path tracking, Sec. 5, steers λ
towards optimality. Here are two examples: log10 λfinal = −1.8 for δregul∆C = 5% and for δregul∆C = 25%
log10 λfinal = −1.3 which is optimal.
As the ratio of up paths relative to all valid paths pup is estimated from a finite sample, the
number of iterations before crossing the threshold set by pstopup differ slightly. To assure the solver
cannot improve the solution within this threshold we perturb the solution sightly by shifting it one
(or more) grid points to the left or right and use it as initial data for a new retrieval. This refinement
step does not improve  much, if the threshold was already set high pstopup ≈ 90%, as shown in Sec.
6.2, Fig. 5, but yields a small improvement otherwise.
There is a translational symmetry which has not been discussed yet: E(t) → E(t + δt). This
symmetry is, strictly speaking, broken as the E(t) is defined on a bounded domain t ∈ [−1, 1] and
zero elsewhere. But as we are dealing with finite accuracy solutions and as E(t) models a physical
light pulse with low amplitude wings there are actually infinitely many similar solutions within a
given error bound which differ only by a small shift δt of the pulse relative to the numerical grid.
As a consequence, in particular on coarser grids any solution should be centered on the numerical
grid before transferring the result. As a benefit, on finer grids, if we re-process a solution shifted
by some small random inter-grid distance δt < h via interpolation, the result is a shifted solution,
sampled on slightly different points E(t + δt). With this technique the pulse can be sampled on
arbitrary inter-grid locations, as shown in Fig. 7 (right), where the above procedure was applied
for N = 65 for TBP2 with 1% noise. To be more precise, “the” over-sampled solution is rather an
error band as for noisy traces a spread of near optimal solutions within some error bound exist. A
small deviation from the original pulse is apparent when looking at its peak-value which is caused
by the discretisation error of E(t) on N = 65 intervals that should disappear as the grid is refined.
We did the same as above for the pulse TBP2 but with λ = 10−1.7 (not shown). The average pulse
error and oscillations in the error band were slightly less, though, small deviations of the mean
curve through the error band from the original pulse are visible in some regions. Implying that
care has to be taken when fine-tuning λ at the corner of the L-curve; rather choosing solutions with
slightly less λ, slightly bigger ‖X‖ and averaging to obtain a mean curve. This phenomenon is also
apparent in Fig. 7 (left, compare green, red, violet, brown) all four points have small nearby errors,
the smallest for brown, though, not the optimal choice.
7 Conclusion and Outlook
An algorithm has been developed having in mind the applicability to real experimental data for
common pulse retrieval schemes in ultrafast nonlinear optics like FROG and d-scan [1, 34]. The
employed numerical techniques are borrowed from other fields of physics, where nonlinear integral
equations of similar type appear, techniques used in polynomial system solvers and stochastic op-
timisation. It has been shown how to implement Tikhonov-type regularisation into the polynomial
equations, how to adaptively decrease it while path tracking the solution and how to fine-tune λ
at the solution when dealing with noisy, defective experimental data. The system of equations
was setup such that each equation corresponds to a pixel surface average of the original integral
equation on a grid of pixels, rather than a pointwise representation. This coarse-graining capability
enables fast computations of approximants, noise suppression and high accuracy retrievals on fine
pixelisations.
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The solution technique of altering random matrices along a collection of homotopy curves con-
stitutes a new method for path tracking real solutions of overdetermined polynomial systems. Every
movement along a path segment, corresponding to a new random reduction of the system to be
solved, causes a deformation of the momentary solution in parts in the direction of the global solu-
tion and in parts towards some random perturbation. These perturbations appear to cancel when
path tracking over a collection of many path segments. Similarly, perturbations due to added noise
seem to compensate each other. We are not aware of a theoretical foundation of these partially
stochastic homotopy paths and rely on such heuristics and numerical evidence. A link to the the-
oretical framework developed for the Newton-sketch method [22, 23], or in Randomised Numerical
Linear Algebra [35, 24] or in other areas of stochastic optimisation seems plausible.
If speed is a concern, there are two ways to accelerate the solver: The most immediate solution is
parallelising the list auto-correlations in (9) on GPUs. Secondly, it stands to reason trying Jacobian-
free Newton-Krylov methods [13] or other Quasi-Newton methods [36, 9] to replace Newton’s method
in the algorithm which could accelerate the computations by a factor of N . At third, when reducing
the full system to random linear combinations the Hadamard transform is the method of choice for
dimensional reduction [37, 38] for many other applications in stochastic optimisation.
For realistic FROG or d-scan traces an additional frequency dependent function can be intro-
duced which is multiplied with the trace that models frequency dependent systematical errors in
the nonlinear medium and the experimental setup which are otherwise neglected. This function
could be added to the list of unknowns and retrieved with the presented algorithm.
As mentioned before, for complex homotopies it is guaranteed that every random continuation
path is connecting any root of the start polynomial system with a solution of the target system,
though, in general, an unphysical complex root. For real homotopies several paths have to be tested
which can be done quickly on coarse grids to initialise a fine grid retrieval. Alternatively, switching
between two real gauge conditions as explained in Subsec. 6.1 is worth further investigation.
For refining a retrieved pulse further the pointwise representation of the integral equation should
be given a second look, see eq. (7), as the numerical integration errors could be avoided. This could
yield a small gain in accuracy.
Finally, there are other similar phase retrieval and inversion problems in optics and nonlinear
optics [39, 40], where an application of this algorithm seems plausible as soon as Quasi-Newton
methods are accessible.
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Appendix A
The algorithm is applicable to other similar pulse retrieval schemes when replacing the nonlinearity
in the integral (2), E(t)E(t − τ) → E(t)H(t − τ). For example, for polarisation-gate FROG or
third-harmonic-generation FROG we have
H(t) = E(t)E¯(t), E(t)2
and the integral (3) becomes
J [E, E¯](τ, σ) =
∫ +∞
−∞
E(t)H(t− τ)E¯(t− σ)H¯(t− τ − σ) dt,
Fτ (t) := E(t)H(t− τ), Gσ(t) := E(t)H¯(t− σ).
For the pulse retrieval scheme d-scan [34], again applying the convolution theorem, we get
I[E](z, ω) =
∣∣∣∣∫ +∞−∞ Fz(t)2e−iωt dt
∣∣∣∣2 → J [E](z, σ) = ∫ +∞−∞ Fz(t)2F¯z(t− σ)2 dt,
Fz(t) :=
∫ +∞
−∞
Eˆ(ω)φˆ(ω, z)eiωt dω → Fz(t) =
∫ +∞
−∞
E(t)φ(s− t, z) ds, (31)
where the function φˆ(ω, z) := ei z k(ω) is known and given by z the thickness of the material in
the beam path, k(ω) the dispersion of the material, Eˆ(ω) and φˆ(ω, z) are the Fourier transforms
of E(t) and φ(t, z). As before, see eq. (5), along lines of constant z the integral J [E](z, σ) is a
one-dimensional auto-correlation of the function Fz(t)
2 and the pixel average can be computed with
(33), (11). To compute Fz(t) an additional complex convolution with the material function φ(s, z)
has to be evaluated instead of a multiplication. When using piecewise-constant approximants for
E(t) and φ(s, z) the corresponding list convolution can be computed as before with eq. (7).
Appendix B
It is possible to use polynomials of higher order, like splines in each interval, compare with eq. (6)
E(t) =
{
0 t < −1 or 1 < t∑p
A=0E
A
k tˆ
A t ∈ [tk, tk+1], k = 0, . . . , N − 1
with polynomial order p and tˆ is again the local interval coordinate. Then the function Fτ (t)
(i)Fk(tˆ) = E
0
kE
0
k+i + (E
0
kE
1
k+i + E
0
kE
1
k+i)tˆ+ . . .
(i)Fk(tˆ) =
(i)C0k +
(i)C1k tˆ+ · · ·+ (i)C2pk tˆ2p
(i)F¯k(tˆ) =
(i)D0k +
(i)D1k tˆ+ · · ·+ (i)D2pk tˆ2p
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discretises into a polynomial of order 2p for which the integration in eq. (7) becomes
J [E](τi, σ) = h
(2p+1)2∑
m=0
∫ 1
σˆ−1
tˆA(m)(tˆ− σˆ)B(m)dtˆ
N∑
k=1
(i)C
A(m)
k
(i)D
B(m)
k+j + . . . , (32)
where we use an index vector (A(m), B(m)) in degree lexicographical order with lowest order first.
〈J [E]left rightij 〉 =
h
4
(2p+1)2∑
m=0
vm
(
corr((i)CA(m)k,
(i)DB(m)k)j + corr(
(i+1)CA(m)k,
(i+1)DB(m)k)j
)
+
h
4
(2p+1)2∑
m=0
wm
(
corr((i)CA(m)k,
(i)DB(m)k)j+1 + corr(
(i+1)CA(m)k,
(i+1)DB(m)k)j+1
)
As an example, consider a polynomial chain p = 1, then (i)CAk , A = 0, . . . , 2 and (2p+ 1)
2 = 9 list
correlations that have to be computed on every interval as compared to 1 for p = 0. The index
vector is (A(m), B(m)) = ((0, 0), (0, 1), (1, 0), (0, 2), (1, 1), (2, 0), (1, 2), (2, 1), (2, 2)). The canonical
integrals over tˆ in eq. (32) turn into a list of integers when integrating over tˆ and σˆ
vm = (2, −2/3, +2/3, 2/3, 0, 2/3, +2/15, −2/15, 2/9)
wm = (2, +2/3, −2/3, 2/3, 0, 2/3, −2/15, +2/15, 2/9).
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