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ABSTRACT
For nearly three centuries mathematicians have been interested in polygons which
simultaneously circumscribe and inscribe quadrics. They have shown in many con-
texts (real, complex, non-euclidean, higher dimensional, etc.) that such polygons may
be “rotated” while maintaining their circum-inscribed quality. Of particular interest
has been conditions on the quadrics which guarantee the existence of such polygons.
In 1854 Arthur Cayley provided conditions for closure general to polygons of any size
in the complex projective plane.
We show that under suitable circumstances the curve, defined by Cayley’s condi-
tions, on a fibration of Jacobians over the space of families of quadrics is a reducible
curve, particularly in genus two. We may infer additional information about points
of finite order on the Jacobians based on the component of the reducible curve in
which they lie. Using this information we are able to accomplish two tasks. First
we provide sufficient closure conditions for Poncelet’s Great Theorem in which each
vertex of the polygon lies on a distinct quadric. Next, for a polygon circum-inscribed
in quadrics in P3, we provide additional sufficient conditions for closure beyond what




1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Closure in Poncelet’s Theorem 5
2.1 Incidence Correspondence . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Cayley Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Factorization . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Closure Criteria for Poncelet’s Great Theorem . . . . . . . . . . . . . 16
2.3.1 The n = 3 Case . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 The n = 4 Case . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.3 The n = 6 Case . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.4 The n = 5 case . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.5 All 2n+ 1 ≥ 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.6 All 2n ≥ 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 Closure in Weyr’s Theorem 35
3.1 Classic Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Different Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Degenerate Families . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.1 a0 = 1, a1 = a2 . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.2 a0 = 1, a1 = a2 = a3 . . . . . . . . . . . . . . . . . . . . . . . 44
viii
3.4.3 a0 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.4 a0 = 0, a1 = a2 . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.5 a0 = 0, a1 = a2 = a3 . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Elliptic Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 Cayley Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Extending Cayley’s Criteria to the Great Weyr Theorem . . . . . . . 54
3.8 Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.9 Barth and Michel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.9.1 Lower Dimension . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.9.2 In Weyr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.10 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4 Closure In Genus Two 65
4.1 Generalized Weyr in Genus-Two . . . . . . . . . . . . . . . . . . . . . 65
4.2 Relation to Genus-Two Poncelet . . . . . . . . . . . . . . . . . . . . . 69
4.2.1 Genus-Two Analogue to the Incidence Correspondence . . . . 70
4.2.2 Weyr and Genus-Two Poncelet . . . . . . . . . . . . . . . . . 70
4.2.3 Counterexample . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Conditions for Closure . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Reducible Jacobian . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 Open Questions 86
5.1 Irreducibility for all V 2ni and all V
2n+1 . . . . . . . . . . . . . . . . . 86
5.2 Irreducibility for all W 2ni and all W
2n+1 . . . . . . . . . . . . . . . . . 86
5.3 Recursion Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.4 Rational Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Geometric Jacobian in Higher Dimension . . . . . . . . . . . . . . . . 91
5.6 Testing Symmetry Locally . . . . . . . . . . . . . . . . . . . . . . . . 92
ix





2.1 When the closure conditions are satisified, there are n-gons circum-
scribed about a circle with radius R and inscribed in a circle with
radius r, where the distance between the two centers is d. These re-
sults were first given by Chapple, Fuss, and Steiner respectively. . . . 5
2.2 When the conditions are satisfied there are n-gons inscribed in R2 =





for each solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8













for each solution. 8




will have period n on the elliptic curve,
y2 = (x − a)(x − b)(x − c) =
√
A0 + A1x+ A2x2 + · · ·, with origin
(∞,∞) when the respective condition is satisfied. . . . . . . . . . . . 9
2.5 A closed traverse given by Cayley’s criteria for (a1, a2) = (25, 9). . . . 17
2.6 A closed traverse given by Proposition 3 for (a1, a2) = (25, 9). . . . . 17
2.7 For n = 4 we compute (2.2), factor, substitute using (2.3), and list the
roots for each factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Three closed traverses which each start and end at the bolded line. . 23
2.9 Lines Qλ-adjacent to [0 : 1 : 1] for given roots, λ. . . . . . . . . . . . . 25
2.10 Values of λ for which δn is Qλ-adjacent to δm. . . . . . . . . . . . . . 26
2.11 Values of λ for which δn is Qλ-adjacent to δm. . . . . . . . . . . . . . 27
2.12 Values of λ for which δn is Qλ-adjacent to δm. . . . . . . . . . . . . . 28
xi
3.1 Each of the degenerate families of quadrics in the incidence correspon-
dence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Each of the degenerate families dual to a confocal family. . . . . . . . 43
3.3 For each n we compute (3.6) with λ = 0, and factor. Here we list the
degree of each of those homogeneous factors, but only if the factor is
new. For example for λ = 0 and n = 8 there are three factors of degree
eight and three factors of degree two, but those factors of degree two
are also factors for n = 4, so we only list the three factors of degree
eight under n = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 How to iteratively construct a desired path . . . . . . . . . . . . . . . 61
xii
List of Figures
2·1 A billiard map on an incidence correspondence using a third confocal
conic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2·2 The group of period three translations on E. . . . . . . . . . . . . . . 18
2·3 A second representation of the group of period three translations on E. 20
2·4 The group of period four and period two translations on E. The left-
subscript may be different than presented in this diagram depending
on the choice of a1, a2, and the placement of the branch cut in the
definition of the square root in Table 2.7 . . . . . . . . . . . . . . . . 21
2·5 The group of period six, period three, and period two translations on
E. Those translations for which 3T2 is the period-two component have
been made bold. Those that are of period three have been circled. . . 24
2·6 An example of how nine translations of period a power of two may be
”daisy-chained” into the identity. . . . . . . . . . . . . . . . . . . . . 33
2·7 An example of how ten translations of period a power of two may be
”daisy-chained” into the identity. . . . . . . . . . . . . . . . . . . . . 33
3·1 Projection diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3·2 Each path takes place in P2 and only the second coordinate changes
along the path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
xiii
List of Abbreviations
A the Abel-Jacobi map
C the complex numbers
Cλ A family of confocal conics parameterized by λ
C the conic on which the points from the incidence correspondence lie
D C0 – the conic to which lines in the incidence correspondence are tangent
Dnx [f ] the n
th derivative of f with respect to x
E the incidence correspondence from genus-one Poncelet
id the identity map
Jd the set of d−1
2
-dimensional linear subspaces in Qd0 ∩Qd∞
M The set of all billiard maps in a genus-one Weyr construction
N0 the natural numbers: 0, 1, 2, 3, . . .
Ox[n] a homogeneous polynomial in variable(s) x of degree n
Pn n-dimensional complex projective space
Qdλ a quadric in a family of confocal quadrics in Pd parameterized by λ
f
rTn one of ιfrλn ◦ ι∗ or ι∗ ◦ ιfrλn – distinguished by a right superscript
V n variety in P2 identifying genus-one families for which Υ0 has period n
W variety in P4 identifying genus-two families for which Υ0 has period n
ι an involution on E
rλn the r
th root of the novel factor of (2.1) for odd n
f
rλn the r
th root of the f th novel factor of (2.2) for even n
rτn one of the two involutions on J
3 associated with rλn for odd n
f
r τn one of the two involutions on J
3 associated with frλn for even n
τλ on of the two involutions on J
d associated with Qdλ
Υλ τ∞ ◦ τλ
dxe the smallest integer greater than or equal to x
· multiplication as a numerical operator or dot product as a vector operator
∗ as a superscript this indicates the dual
′ as a superscript on some τ this indicates the other such involution






Poncelet’s Theorem, published in 1822, helped establish projective geometry and has
received significant attention ever since, with a particular resurgence starting in the
1970’s [20]. Subsequent proofs have connected disparate parts of mathematics. In
applied mathematics – dynamical systems, statistical mechanics, and particle physics
– the theorem has been used to give solutions to integrable billiards [33] and QRT
maps [18]; the Toda Chain [5]; and Self-Dual Yang Mills Equations [25], respectively.
In number theory, the theorem yields numerical properties of a geometric model of
modular curves [2].
We’ll paraphrase the statement of Poncelet’s Closure Theorem and sketch the
proof as given by Griffiths and Harris [20] as it will be instrumental to our under-
standing in Section 2.1.
Theorem 1. Let D and C be two smooth conics in P2 (complex projective space) in
general position. There exists a closed polygon inscribed in C and circumscribed about
D if, and only if, there exist infinitely many such polygons, one with a vertex at any
given point x ∈ C.
Proof. Let D∗ be the set of all lines tangent to D, which is a degree-two curve in
the dual space. Let E be the incidence correspondence, {(x, l) ∈ C ×D∗ |x ∈ l}. Let
φ((x, l)) := l be a smooth map from E → D∗ and φ′((x, l)) := x be a smooth map
from E → C. Each are two-to-one maps except at four branch points – as the four
branch points are distinct for each map (the conics are in general position) that means
that E is a smooth curve. By Riemann-Hurwitz [24, IV.2] E is genus-one. Define
2
ι : E → E to be the involution that doesn’t change x but switches l to be the other
line in D∗ that contains x – this involution has a fixed point at each of the four branch
points of φ. Define ι′ : E → E to be the involution that doesn’t change l but changes
x to be the other point in C that is contained in l – this involution has a fixed point
at each of the four branch points of φ′. Let j = ι′ ◦ ι. Again, as the conics are in
general position, the four fixed points for ι are distinct from the four fixed points for
ι′ which means that j has no fixed points. The only automorphisms on an elliptic
curve without fixed points are translations. So if we select an origin for E, it becomes
an elliptic curve, and j must be a translation. If a traverse closes in n steps, that
implies that jn = id.
Poncelet’s Great Theorem1 [3, §16.6.7] says the following,
Theorem 2. If there are conics, D, C1, C2, C3, . . . Cn−1, from the same confocal
family of conics in P2, and a polygon with (possibly intersecting) edges (in order)
l1, l2, l3, . . . , ln such that each li is tangent to D, and each vertex, li∩ li+1 (1 ≤ i ≤ n,
with ln+1 = l1), is on Ci (for all 1 ≤ i < n), then there is a conic, Cn, from the same






3, . . . , l
′
n, such
that each l′i is tangent to D, and each vertex, l
′
i ∩ l′i+1 (1 ≤ i ≤ n, with l′n+1 = l′1) is
on Ci (for all 1 ≤ i ≤ n).
Any such polygon (Sometimes the polygon may be thought of as a sequence of
lines, or sometimes as a sequence of vertices) paired with such a sequence of confocal
conics is called a “closed Poncelet Traverse.” Paired subsequences are simply called a
“Poncelet Traverse.” We often think of the rays “reflecting” off of the subsequent Ci.
Poncelet’s Great Theorem is a generalization of Poncelet’s Closure Theorem, which
is restricted to the case in which all Ci are the same conic, C [4, §1.1]. We emphasize
that, in order for all closed Poncelet Traverses to be capable of rotation, the list
of conics must be included in the definition of a Poncelet Traverse otherwise every
traverse could be rotated into a closed traverse since the conic defined by rotating
ln ∩ l1 will intersect D – if ln ∩ l1 lies on D and each line is tangent to D then ln = l1.
1Also sometimes called the Full Poncelet Theorem [10], or Poncelet’s General Theorem [4].
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Throughout the history of Poncelet’s Theorem significant attention has been paid
to conditions on the conics which guarantee closure in various cases. In 1854 Cayley
[8] introduced the following theorem, giving what is known as the Cayley conditions.
Here we allow C and D to also reference the matrices defining the conics.







For any traverse li tangent to D and reflecting off C, if either of the following are
satisfied then ln+1 = l1.∣∣∣∣∣∣∣
A2 A3 · · · Am+1





Am+1 Am+2 · · · A2m
∣∣∣∣∣∣∣ = 0, n = 2m+ 1, m ≥ 1
∣∣∣∣∣∣∣
A3 A4 · · · Am+1





Am+1 Am+2 · · · A2m−1
∣∣∣∣∣∣∣ = 0, n = 2m, m ≥ 2.
1.2 Summary
Cayley’s conditions produce curves of torsion points on the fibration of Jacobians over
the space of families of quadrics. The main results from this dissertation stem from
the observation that in the right setting these curves are reducible.
In Chapter 2 we extend the incidence correspondence construction of Poncelet’s
Closure Theorem to Poncelet’s Great Theorem which allows us to consider the elliptic
curve in relation to the Great Theorem. We then show the reducibility of the curve in
genus one and use this to provide sufficient conditions for closure in Poncelet’s Great
Theorem, requiring that each quadric in the construction is distinct.
In Chapter 3 we carefully consider the relationship between Poncelet’s Theorem
4
and Weyr’s Theorem – ultimately arguing that Poncelet’s Theorem should be thought
of as a corollary to Weyr’s Theorem – which helps us establish ideas critical to Chapter
4. Along the way we examine the degenerate family in Weyr’s Theorem and we
mimic, for Weyr’s Theorem, some combinatorial results from Barth and Michel about
Poncelet’s Theorem.
Chapter 4 starts with a modern higher-dimensional generalization [10, 11] of Pon-
celet’s Theorem which concerns lines in P3 that are tangent to a pair of confocal
quadrics. In this setting the Jacobians have dimension 2. Dragović and Radnović
[17] attempt to describe a relationship between the higher-dimensional Poncelet Clo-
sure Theorem and generalized Weyr’s Theorem, but overlook a fundamental differ-
ent in the constructions. In genus two we provide a novel relationship between the
constructions. We show that Cayley’s criteria extend in a straightforward way to
the generalized Weyr’s Theorem, but that Dragović and Radnović’s straightforward
extension of Cayley’s criteria to genus-two Poncelet’s Theorem fails. Using the re-
ducibility of the curves though the fibration we are able to provide additional sufficient




Closure in Poncelet’s Theorem
The generations of scholarship around Poncelet’s Theorem arguably began some time
before Poncelet’s result. The early history of Poncelet’s Theorem is well-documented
by Bos et al 1 [3] and begins in 1746 when William Chapple introduced criteria for
closure in the specific case where n = 3, and the two conics are both circles [13]. In
this case closure occurs when
d2 = R2 − 2 r R
where d is the distance between the centers of the two circles with radii r and R.
Though Chapple’s proof was riddled with errors, and forgotten until it was rediscov-
ered at the turn of the 20th century by Mackay [29] and Cantor [6], both the proof
and Chapple appreciated the result’s connection with a porism as noted by Bos et al.
The result is often called Euler’s Triangle Formula, as Euler is often said to have
1Their work guides our presentation of the history.
n Closure Conditions
3 0 = R2 − 2Rr − d2
4 (R2 − d2)2 = 2r2 (d2 +R2)
6 3(R2 − d2)4 = 4r2(R2 + d2)(R2 − d2)2 + 16r4d2R2
Table 2.1: When the closure conditions are satisified, there are n-gons circumscribed
about a circle with radius R and inscribed in a circle with radius r, where the distance
between the two centers is d. These results were first given by Chapple, Fuss, and
Steiner respectively.
6
independently published the result in 1765, though in truth his result was different
and he did not consider the porism.
In 1797 Fuss [19] independently gave proof of the closure results for n = 3 and
n = 4, though he did not recognize the full generality of his results or their relation
to the porism. Fuss’s result was the first to be broadly known by his contemporaries.
After Poncelet published his result in 1822, mathematicians continued to produce
closure conditions for ever higher values of n. In 1827 Steiner [32] gave, without
proof, sufficient conditions for closure in the cases n = 3, 4, 5, 6, 8. When Jacobi
used elliptic functions to give a new proof of Poncelet’s Theorem in 1828 he also gave
implicit conditions for closure for general n. In 1854, using Abelian integrals, Cayley
[8] gave general conditions for closure, a result that was also proven by Lebesgue [28]
in 1942 and Griffiths and Harris [21] in 1978.
In 1870 Darboux generalized Poncelet to a line reflecting off of an ellipsoid in three
real dimensions [14], and by 1993, Chang, Crespi and Shi generalized it to arbitrary
dimensions over any algebraic field [10]. In 1988 Chang and Shi gave a Poncelet result
for trajectories in arbitrary dimensions confined to a real quadric surface[12]. In 2004
Dragovic and Radnovic gave closure criteria for Poncelet in arbitrary real dimensions,
and gave closure criteria for a trajectory confined to a quadric as a limiting case of
that result[16]. By 2010 Dragovic and Radnovic had restated their result2 in Pn
(Example 8.30 [17]).
By 1861 Cayley [9] was handling Poncelet’s Theorem with complex numbers,
though we aren’t sure if others did so as well before him.
All this is to say that interest in closure criteria has been ever-present since
mathematicians first began to investigate and develop various forms of Poncelet-type
porisms in 1746. The original results of Chapple, Fuss, and Steiner, in Table 2.1,
2We will later show that Dragovic and Radnovic’s powerful result actually pertains to a higher
dimensional generalization of Weyr’s Theorem not a higher dimensional generalization of Poncelet’s
Theorem.
7
were given in the context of a Poncelet’s Porism where there is a single tangent conic
and a single reflection conic, and even more specifically to a case where those conics
are both real circles.
But what has yet to be considered is closure conditions for the generalization to
complex projective geometry in tandem with the generalization to the Great Poncelet
Theorem, given by Poncelet himself, where the conic of reflection, in a given confocal
family, may be different for each vertex (or in the case of a pencil of conics, the conic
of tangency may be different for each edge).
In this chapter we use elliptic curve theory and basic group theory to show such
results can be given. The seemingly novel result offers a geometric way to explicitly
perform addition on the Jacobian. We will give sufficient conditions for closure for
n = 3, 4, 6 and, distinct from those conditions, alternate sufficient conditions 3 for
closure for all odd n and all even n for conics in P2. In Table 2.2 we preview some
of these results for a pencil of circles, a form most closely related to those in Table
2.1. And in Table 2.3 we give the result for a confocal family of conics, a more
contemporary setting.
3Like Cayley we won’t actually compute the conditions. My computer will crash when trying to
compute the determinant for general values when n > 20. It is that much more impressive then that
in 1947, using different techniques, S. M. Kerawala [27] was able to produce conditions much closer
to a polynomial condition for n as high as 121.
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n Circle Form Conditions
3 0 =(λ4 − 4λ3)R4 + (λ− 1)4d4 − 2
(
λ4 − 4λ3 + 3λ2
)












λ2d2 − λ2R2 − 2λd2 + 2λR2 + d2
) Distinct solutions, (d,R, λ(i)), for i = 1, 2, 3, 4




(λ4 − 4λ3)R4 + (λ− 1)4d4 − 2
(






λ4R4 + (λ− 1)3(λ+ 3)d4 − 2λ
(






λ4R4 + (λ− 1)4d4 − 2λ
(






λ3(3λ− 4)R4 + (λ− 1)3(3λ+ 1)d4 − 6(λ− 1)2λ2d2R2
)
Distinct solutions, (d,R, λ(i)), for i = 1, . . . 6
such that each factor is satisfied by exactly two
solutions or zero solutions.
Table 2.2: When the conditions are satisfied there are n-gons inscribed in R2 = (x− d)2 + y2 with one edge tangent to




(x2 + y2) for each solution.
n Confocal Form Conditions












−a1a2 + 2a1λ− λ2
) Distinct solutions, (a1, a2, λ(i)), for i = 1, 2, 3, 4 such that one




















2 − 4a1a22λ+ 6a1a2λ2 − 4a1λ3 + λ4
)
Distinct solutions, (a1, a2, λ(i)), for i = 1, . . . 6 such that each
factor is satisfied by exactly two solutions or zero solutions






with one vertex lying









3 0 = A2 0 = a
2b2 − 2a2bc+ a2c2 − 2ab2c− 2abc2 + b2c2


















a2b2 + 2a2bc− 3a2c2 − 2ab2c+ 2abc2 + b2c2
)




will have period n on the elliptic curve,
y2 = (x− a)(x− b)(x− c) =
√
A0 + A1x+ A2x2 + · · ·, with origin (∞,∞) when the
respective condition is satisfied.
In Section 2.2 we consider the proof of Cayley’s Conditions given by Griffiths and






is a point of finite
period on the elliptic curve given by y2 = (x − a)(x − b)(x − c) where the origin is
(∞,∞). Specifically we will use the finite period conditions given in Table 2.4.
To accomplish the work in Section 2.2 we must first extend the incidence corre-
spondence construction to the Great Poncelet Theorem, as we do in Section 2.1. We
show that a tangent conic paired with any reflection conic in a given confocal family
(or a reflection conic paired with any tangent conic in a given pencil) gives the same
elliptic curve.
Finally, in Section 2.3 we use the factorization in Table 2.4 and simple group
theory to give our final result, along with a number of examples. Not only does this
work yield a novel result, but in Chapter 4 we will demonstrate further significance
of the factorization in Section 2.2.1.
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2.1 Incidence Correspondence
We will extend the incidence correspondence construction, introduced in [20, §1],
to the Great Poncelet Theorem. The following work is very similar to a fibration
constructed by Barth and Michel [2], but in this case it is done in the context of the
incidence correspondence.
Let a1, a2, a3 be distinct and non-zero and let
D :=
{
(x0, x1, x2) ∈ P2







(x0, x1, x2) ∈ P2







(x0, x1, x2) ∈ P2





E := {(x, l) ∈ C ×D∗ |x ∈ l}
Eλ := {(x, l) ∈ Cλ ×D∗ |x ∈ l}
φλ((x, l)) := l.
We may occasionally use C, Cλ, and D
∗ to also refer to the matrix defining C, Cλ,
and D∗ respectively. We will call D∗ the set of all lines tangent to D. Note C = Ca3 ,
and E = Ea3 . Likewise we may refer to φa3 simply as φ.
We would like to show that “reflection” by any Cλ produces a translation on E.
From [20, §1], we know that E has group structure and reflection by Cλ produces a
translation on Eλ. To extend this result to the Great Poncelet Theorem it will suffice
to produce an isomorphism between E and each Eλ.
For any λ ∈ C, λ 6= a1, a2, a3,∞, we can construct such an isomorphism, ψλ :
Eλ → E, by defining the map at a specific point and then extending the definition to
the entire domain.












Figure 2·1: A billiard map on an incidence correspondence using a third confocal
conic.
to C. As l is not tangent to C, C ∩ l is two distinct points. Pick some x ∈ C ∩ l and
y ∈ Cλ ∩ l. Now let ψλ((y, l)) := (x, l).
We may continuously extend this definition of ψλ to all (y, l) ∈ Eλ maintaining
the condition that φλ((y, l)) = φ(ψλ((y, l))). This will produce a consistent definition
of ψλ because φ and all φλ have the same ramification points, namely the four φ
−1
λ (l)
where l is tangent to all Cλ.
In [10, §3], Chang, Crespi, and Shi construct a commutative geometric reflection in
higher dimensions, and without explicitly highlighting the incidence correspondence,
their work provides an explicit construction of a translation on E by reflection off of
Cλ.
We can use this to compute reflections. While these calculations occur in P2, it
may help to follow along to Figure 2·1 which is in R2. First, we will consider the cases
where λ is some λ0 6= 0, a1, a2, a3,∞. Given any (x(1), l1) ∈ E, and (y(1), l1) ∈ Eλ0
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such that ψλ((y(1), l1)) := (x(1), l1), let v1 be the line tangent to Cλ0 at y1. Let w1
be the pole of v1 with respect to C. The line connecting x(1) and w1 intersects C at
another point – call it x(2). The line containing y(1) and x(2) is called l2. See [10, §3]
for proof that y(1), x(1), and x(2) are distinct and that l2 is also tangent to D. We
define (x(2), l2) to be the reflection of (x(1), l1) under Cλ0 .
In the case where λ = a3 we define the reflection of (x(1), l1) to be (x(2), l2), where l2
is the other line tangent to D containing x(1); and x(2) is the other point of intersection
between l2 and C. In the case where λ = 0, it is the identity map – the line containing
w1 and x(1) is tangent to C. In the case where λ = a2, the third coordinate of the
point and the line is multiplied by −1. In the case where λ = a1, second coordinate
in the point and the line is multiplied by −1. In the case where λ =∞, l2 ∩ l1 is the
point at infinity and x(2) is co-linear with x(1) and the center. These definitions are
consistent with the limiting cases of the general definition.
For each λ 6= a1, a2, a3,∞, define ι : Eλ → Eλ to be the involution which switches
the line in the incidence correspondence, define ι∗ : Eλ → Eλ to be the involution
which switches the point, and finally define ιλ : E → E to be ψλ◦ι◦ψ−1λ . In the special
cases define the E → E maps: ιa3 to be ι∗; and each of ιa2 , ιa1 , and ι∞ respectivly by
the action of the maps [x0 : x1 : x2] 7→ [x0 : x1 : −x2], [x0 : x1 : x2] 7→ [x0 : −x1 : x2],
and [x0 : x1 : x2] 7→ [−x0 : x1 : x2] on the point and the line in the incidence
correspondence. This has the effect of the lines φ(e) and φ(ιλ(e)) intersecting at a
point on Cλ for all λ 6= a3 and all e ∈ E.
As in the incidence correspondence in the porism for any λ 6= a1, a2, a3,∞, the
composition ι∗◦ιλ (also ιλ◦ι∗) has no fixed points, and therefore must be a translation
on E, once an origin is chosen. It is also immediate that this is a translation when
λ = a1, a2, a3,∞. Additionally, for any λ1, λ2, ιλ1 ◦ ιλ2 must be a translation on E as
it is the composition of the two translations ιλ1 ◦ ι∗ and ι∗ ◦ ιλ2 .
13
In summary, we have proven the following.
Lemma 1. For any λ1, λ2, . . . λ2n, the composition iλ1 ◦ iλ2 ◦ · · · ◦ iλ2n is a translation
on E.
From which the Great Poncelet Theorem using the incidence correspondence con-
struction is immediate.
Theorem 4 (Great Poncelet Theorem - Incidence Correspondence). Given λ1, λ2, . . . λn ∈
P1, l′1 ∈ D∗, and l1, l2, . . . ln, ln+1 ∈ D∗ such that ln+1 = l1, and li ∩ li+1 ∈ Cλi.
There exists some e1, e2, . . . en, en+1 ∈ E, e′1, e′2, . . . e′n, e′n+1 ∈ E, and l′2, . . . l′n, l′n+1 ∈




i and either ιλi(ei) = ei+1 and ιλi(e
′
i) =









i ∩ l′i+1 ∈ Cλi.
This also gives us a way to compute addition on E, despite the fact that Bos et al
[3, §11.5] wrote that the Griffit’s and Harris construction did not suggest a way to do
this. Given an origin (x(0), l0), and two elements of E, (x(1), l1) and (x(2), l2) we may,
• Define y0 as l0 ∩ l1
• Identify C(1) such that (x(0), l0) reflects off C(1) to be (x(1), l1).
• Continuously deform x(0) ∈ C, y0 ∈ C(1), and l0 ∈ D∗ to x(2) ∈ C, y′0 ∈ C(1),
and l2 ∈ D∗ respectively, such that throughout the deformation the two points
remain on their respective conics and on the line which remains tangent to D∗.
• Finally, reflect (x(2), l2) off of C(1) at the newly defined y′0 to give an element of
E which is the sum of (x(1), l1) and (x(2), l2).
2.2 Cayley Conditions
Cayley described conditions on the parameters of two ellipses such that a traverse
would be closed with n sides [8]. Griffiths and Harris were able to frame these condi-
tions in an Algebro-Geometric context [21]:
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Theorem 5 (Griffiths and Harris). Let E be an elliptic curve with origin o and
p ∈ E a given point. Then p is of finite period if and only if the following condition
is satisfied: Choose rational functions x, y on E having poles of respective order 2,3
at o but which are regular elsewhere and with x(p) = 0. Then there is an equation
y2 = (x− a)(x− b)(x− c) where a, b, c are distinct and non-zero and we write
y =
√





The finite period condition is∣∣∣∣∣∣∣
A2 A3 · · · Am+1





Am+1 Am+2 · · · A2m
∣∣∣∣∣∣∣ = 0, n = 2m+ 1, m ≥ 1 (2.1)
∣∣∣∣∣∣∣
A3 A4 · · · Am+1





Am+1 Am+2 · · · A2m−1
∣∣∣∣∣∣∣ = 0, n = 2m, m ≥ 2. (2.2)
Griffiths and Harris [21] applied Theorem 5 to Poncelet’s Porism in P2 by letting
y =
√
(x− a)(x− b)(x− c) =
√
|xC +D|.
So to place the conditions in the context of a confocal family we apply the following
substituntions to Table 2.4 to produce the forms in Table 2.3:
a 7→ −1 + λ
a1




Likewise, the following matrix defines a pencil of circles, so its inverse gives a
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projectively confocal family of conics (dual to the pencil):r2 −R2 −r 0−r l + 1 0








r2 −R2 −r 0−r l + 1 0
0 0 l + 1
−1 +
r2 −R2 −r 0−r 1 0
0 0 1
−1∣∣∣∣∣∣
we compute the substitutions
a 7→ 1
b 7→ 1 + λ
c 7→ −λd
2 + λR2 +R2
R2
(2.4)
which we applied to Table 2.4 give the forms in Table 2.2. If (d,R, λ) satisfy one of
the forms in Table 2.2 then a traverse inscribed in R2 = (x− d)2 + y2 with each edge
tangent to R2 = (x− d)2 + y2 + (λ− 1) (x2 + y2) will have a period which divides n.
Curiously, note that (a1a2 − 2a2λ+ λ2) factors further into (−λr+λR+R)(λr+
λR +R). The geometric significance of this is not immediately obvious.
2.2.1 Factorization
Here we will give a general result concerning factorization as seen in the above tables.
We will work in the context of Section 2.1 using (2.3), but the same logic applies to
any context.
For n > 1, there is a variety which is the closure of [a1 : a2 : λ] ∈ P2, with a1, a2, λ
distinct non-zero, such that ι∗ ◦ ιλ has period exactly n.
16
Proposition 1. For even n > 2, the above variety is the union of three varieties: the
closure of [a1 : a2 : λ], with a1, a2, λ distinct, such that (ι∗ ◦ ιλ)n/2 is either ι∗ ◦ ιa1,
ι∗ ◦ ιa2, or ι∗ ◦ ι∞ respectively.
Proof. For each [a1 : a2 : λ] in the larger variety, with a1, a2, λ distinct, ι∞ ◦ ιλ is a
translation of period n, and so (ι∞ ◦ ι0)n/2 must be a translation of period 2. There
are only three translations of period two: ι∗ ◦ ιa1 , ι∗ ◦ ιa2 , and ι∗ ◦ ιλ.
So each connected component of the larger variety, less the points where a1, a2, λ
aren’t distinct and non-zero, must be associated with exactly one of the three trans-
lations of period two.
As that complement (the set of points in the larger variety for which a1, a2, λ
aren’t distinct and non-zero) must be a finite set of points, its removal from the
larger variety cannot make any irreducible component disconnected from itself. The
closure of the union of the connected components associated with, say ι∗ ◦ ι∞, is then
a variety. Likewise with ι∗ ◦ ιa1 and ι∗ ◦ ιa2 .
2.3 Closure Criteria for Poncelet’s Great Theorem
Cayley’s Theorem deals specifically with Poncelet’s Closure Theorem, in which there
is a single conic of tangency and a single conic of reflection. For example, when
(a1, a2) = (25, 9) we know there are an infinite number of closed 4-sided traverses in
which each edge is tangent to D and each vertex lies on C5, such as in Table 2.5.
Here we will introduce closure conditions for Poncelet traverses that close in a
small number of reflections where each quadric of reflection is different. For example,
when (a1, a2) = (25, 9) Proposition 3 will tell us that that there are an infinite number
of closed 4-sided traverses in which each edge is tangent to D and each of the four
vertices lie on C5, C45, C−15, and C15 respectively, such as in Table 2.6.
As we are essentially identifying list of points on the Jacobian which add to the
origin, we aren’t producing necessary conditions, merely sufficient ones. There are
any number of ways to produce such conditions. Here we will employ two different
strategies. First for the cases of n = 3, 4, 6 we will use different points of period n,
17








2 : 45− 5i
√













2 : 45 + 5i
√











2 : 45− 5i
√













2 : 45 + 5i
√







2 : 3 : 5
]
Table 2.5: A closed traverse given by Cayley’s criteria for (a1, a2) = (25, 9).








2 : 45− 5i
√
























































2 : 3 : 5
]



























Figure 2·2: The group of period three translations on E.
a simple analysis of groups of point of period n on the torus, and the factorization
from Proposition 1. Without using more information that the factorization from
Proposition 1 to distinguish the points of period n, this strategy will not work for
larger n, as the roots in each factor become too plentiful, and the pigeon-hole-type
arguments begin to fail – see Section 2.3.4. For the second strategy we show, by
Theorem 6, how a closure for any n can be attained by combining points with a period
which is a power of two.
A note on notation. We will use frλn to refer to the r
th root of the f th factor of
period n. In the event where there is only one factor we leave the left superscript






n to be the two translations, ιfrλn ◦ ι∗ and ι∗ ◦ ιfrλn –
the assignment as to which is which is arbitrary (for example in Figure 2·2, 1T+3 ◦ 3T+3
is 4T
−
3 , but depending on the arbitrary choice it could have been 4T
+
3 ). And we use{
fTn
}
to be the set of all translations given by the f th factor of period n.
2.3.1 The n = 3 Case







λ− 6a1a2λ2 + λ4 = 0
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there is a three-sided closed traverse tangent to D with all vertices on Cλ. There are







































































































Proposition 2. For any distinct 1λ, 2λ, 3λ ∈ {1λ3, 2λ3, 3λ3, 4λ3} and any l tangent to
D, there is a three-sided closed traverse containing l such that all edges are tangent
to D and each C1λ, C2λ, C3λ contain one of the vertices.
Proof. There are eight translations on E of period three. They are the eight transla-











Figure 2·3: A second representation of the group of period three translations on E.
Factor: Roots:
a1a2 − 2a1λ+ λ2
{
1




2λ4 = a1 −
√
a21 − a1a2
a1a2 − 2a2λ+ λ2
{
2

















Table 2.7: For n = 4 we compute (2.2), factor, substitute using (2.3), and list the
roots for each factor.
distinct. So 3T− must be one of the four compositions in Figure 2·3, say 1T+ ◦ 2T+,
then 3T+ ◦ 1T+ ◦ 2T+ = id.
2.3.2 The n = 4 Case
Now we consider n = 4 again by the substitution (2.3) and using our previous calcu-
lations we find three factors:
−
(
a1a2 − 2a1λ+ λ2
a1a2
)(







The solutions to the factors are contained in the Table 2.7.
Again, each root will yield two translations (each the inverse of the other). With
six roots that makes for 12 translations, yet there should be 16 elements of the group.
The others are the identity and the three elements of period two. They are given by
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Figure 2·4: The group of period four and period two translations on E. The left-
subscript may be different than presented in this diagram depending on the choice
of a1, a2, and the placement of the branch cut in the definition of the square root in
Table 2.7
1λ2 = a1,
2λ2 = a2, and
3λ2 =∞.
Proposition 3. For any l ∈ D∗ and any distinct 1λ, 2λ, 3λ, 4λ ∈ {11λ4, 12λ4, 21λ4, 22λ4, 31λ4, 32λ4}
such that 1λ, 2λ are of the same factor and so are 3λ, 4λ, there is a four-sided closed
traverse containing l such that all edges are tangent to D and each C1λ, C2λ, C3λ, C4λ
contain one of the vertices.
Proof. Once we show that the assignment of frλ4 in Table 2.7 is consistent with Figure
2·4 we are able to obtain the result using elementary group theoretic arguments. We
prove that the Table and Figure are consistent by computationally demonstrating
they are consistent in the specific case of (a1, a2) = (25, 9), and arguing that extends
to all a1, a2.





4 ◦ i1T+4 = i1T−4 ◦ i1T−4 = i2T+4 ◦ i2T+4 = i2T−4 ◦ i2T−4 = iT2. (2.5)
An example is given in Table 2.8 for the case a1 = 25, a2 = 9, where the pairs of
roots become (5, 45), (9 − 12i, 9 + 12i), and (−15, 15). Note we’ve projectivized the







and is contained in the line [l0 : l1 : l2] if
[p0 : p1 : p2] · [l0 : l1 : l2] = 0.
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This example shows that (2.5) is true in the case a1 = 25, a2 = 9. If we choose
the origin, o, on E such that φ(o) = [−15
√
2 : 3 : 5], then a double reflection under
any of these six quadrics will give φ(e) for some period-two e ∈ E.
As a very delicate point we note that the double reflection by C5 and C45 both
give [−15
√
2 : 3 : −5] doesn’t prove they relate to the same point of period two on
E, but for the fact that we see that the three points of period two project down to
three distinct lines, [−15
√
2 : 3 : −5], [−15
√
2 : −3 : 5], and [−15
√
2 : −3 : −5]. If we
had chosen φ(o) = [0 : 3 : 5i] then double reflection under C5, C45, C9+12i, and C9−12i
would all be indistinguishable, but this is not that case.
As (2.5) is true for a1 = 25, a2 = 9, it must be true for all non-degenerate confocal
families, because the set of all such families is connected, and for non-degenerate
confocal families the points of period two on E are a totally disconnected and discrete
set.
Therefore, in general, i1T
+
4 ◦ i2T+4 is a translation of period two. However it can’t be
iT2 (if
i
1T4 ◦ i1T4 = i1T4 ◦ i2T4 then i1T4 = i2T4), therefore it must be either the translation
associated with jλ2 or




4 ◦ i2T−4 ) must change the result, by making an appropriate choice we will be able
to to produce either jλ2 or
kλ2.








then there is an appropriate choice so that i1T
+









2.3.3 The n = 6 Case
In Z6×Z6 any element of period six can be written uniquely as an element of period
three with an element of period two. We pick the superscript and left-subscript on










fT2 ◦ rT−3 .
That we can consistently make the above assignment (such that the f and r match
on the left and right side of the equation) is given by the following proposition.
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2 : 45− 5i
√













2 : 45 + 5i
√









































































































































































2 : 3 : 5
]
Table 2.8: Three closed traverses which each start and end at the bolded line.
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Figure 2·5: The group of period six, period three, and period two translations on
E. Those translations for which 3T2 is the period-two component have been made
bold. Those that are of period three have been circled.
Proposition 4. The above assignment is possible. In other words, if two translations,
Ta and Tb have period six and are given by the same factor, but a different root, then
Ta ◦ Ta ◦ Ta and Tb ◦ Tb ◦ Tb are the same translation of order two.
Proof. As in the proof of Proposition 3, we will again show this by first showing that
it is true for a specific case. In a confocal family given by a1 = −
√
3 and a2 =
√
3,
we pick the origin, o, of E such that φ(o) = [0 : 1 : 1]. Note that in this family Tλ
















3 + 9. In
Table 2.9 we show all the points of period six on E. In the first factor, for each pair of
lines which aren’t from the same root Table 2.10 gives a λ for which the intersection
of the two lines is on Qλ. Tables 2.11 and 2.12 show the same for the second and third
factor respectively. The tables indicate that these lines are all a translation of period
three apart. This means that the period two components have canceled and therefore



































































































































































































































































































































































































































































































































































































Table 2.9: Lines Qλ-adjacent to [0 : 1 : 1] for given roots, λ.
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Table 2.10: Values of λ for which δn is Qλ-adjacent to δm.
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Table 2.11: Values of λ for which δn is Qλ-adjacent to δm.
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Table 2.12: Values of λ for which δn is Qλ-adjacent to δm.
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Proposition 5. For any two distinct elements each from any distinct three of
{11λ6, 12λ6, 13λ6, 14λ6}
{21λ6, 22λ6, 23λ6, 24λ6}
{31λ6, 32λ6, 33λ6, 34λ6}
{1λ3, 2λ3, 3λ3, 4λ3}
– call them 1λ, 2λ, 3λ, 4λ, 5λ, 6λ – and any l tangent to D, there is a six-sided closed tra-
verse containing l such that all edges are tangent to D and each C1λ, C2λ, C3λ, C4λ, C5λ, C6λ
contain one of the vertices.
Proof. Given any such 1λ, 2λ, 3λ, 4λ, 5λ, 6λ we will compute all possible translations
given by a composition of translations under C1λ, C2λ, C3λ, C4λ showing that one such
translation must be the inverse of a translation under C5λ, C6λ.
Without loss of generality we assume 1λ, 2λ ∈ {11λ6, 12λ6, 13λ6, 14λ6}, and 3λ, 4λ ∈
{21λ6, 22λ6, 23λ6, 24λ6}.
There are three cases to consider: between 1λ, 2λ, 3λ, 4λ we may have two, three,
or four distinct left-subscripts. Note that Figure 2·2 or the circled elements in Figure
2·5 may be useful with the below calculations.
Case 1: between 1λ, 2λ, 3λ, 4λ there are two distinct left-subscripts. Without loss







6 ◦ 12T+6 ◦ 21T+6 ◦ 22T+6 = 1T2 ◦ 1T+3 ◦ 1T2 ◦ 2T+3 ◦ 2T2 ◦ 1T+3 ◦ 2T2 ◦ 2T+3
= 1T
+















6 ◦ 12T+6 ◦ 21T−6 ◦ 22T+6 = 1T+3 ◦ 2T+3 ◦ 1T−3 ◦ 2T+3 = 2T−3
Case 2: between 1λ, 2λ, 3λ, 4λ there are three distinct left-subscripts. Without loss
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6 ◦ 12T−6 ◦ 21T−6 ◦ 23T+6 = 1T−3
Case 3: between 1λ, 2λ, 3λ, 4λ there are four distinct left-subscripts. Without loss



















6 ◦ 12T−6 ◦ 23T−6 ◦ 24T+6 = 1T−3
In each case no matter what 5λ and 6λ are, the compositions, 5T+ ◦ 6T+ and
5T− ◦ 6T− both must be of period three and one of them must be the inverse of one
the the four translations listed.
2.3.4 The n = 5 case
We would like to be able to offer a similar result as Proposition 2 in general, how-
ever for n = 5 a choice of any five distinct roots does not yield such a nice result.
Consider this counter example: in Z5 × Z5 the following five elements are distinct:
(1, 0), (3, 0), (0, 3), (3, 3), (3, 2). None are the negative of any of the others (which is
to say that they would each come from a distinct root). And by careful examination,
one can see that there is no way to combine all of them, each through either addition
or subtraction, to reach (0, 0).
Proposition 6. For any n > 3, any line l tangent to D, and m distinct roots of (2.1)
or (2.2), depending on the parity of n, under the substitution (2.3), 1λn, 2λn, . . . ,mλn,
where m = dln3 (2n + 1)e, there is a closed traverse containing l, that has at least three
and at most m sides, and each vertex is contained on one of the conics C1λn, C2λn,
. . ., Cmλn. In general each conic will only contain one vertex.
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Proof. Other than the origin there are 2n − 1, translations, T , on E such that T n =
id. Each root, iλn gives two translations, iT
±
n , (each the inverse of the other). By
composing the translations given by m different iλn, we can produce at most 3
m − 1




n , or neither).
If m = dln3 (2n + 1)e then 3m − 1 > 2n − 1. This means there are more ways to
combine the iT
±
n than there are translations that close when repeated n times, as all
compositions should. Therefore there are two ways to combine some iT
±
n that give
the same translation. Taking the inverse of one and then composing them will give
id.
2.3.5 All 2n+ 1 ≥ 3





















will contain one element of order n and one element of order a power of two, at most
n/2 (or possibly the identity).
















2n ◦ 2jT−2n ◦ 3kT−2n
}
will contain one element of {1Tn}, one element of {2Tn}, one element of {3Tn}, and
one element of period less than n.
Proof. For the first statement simply note (1iT
+
2n)












2n ◦ 2jT+2n)n = 3T2 which implies that 1iT+2n ◦ 2jT+2n ∈ {3T2n}. And
likewise 1iT
+





























. Note also that ki T
+











2n ◦ kjT+2n)n/2 = kT2
(ki T
+
2n ◦ kjT+2n)n/2 ◦ (kjT+2n)n = kT2 ◦ kT2
(ki T
+
2n ◦ kjT+2n ◦ (kjT+2n)2)n/2 = id
(ki T
+
2n ◦ kjT−2n)n/2 = id
so ki T
+












. Likewise if ki T
+






























2n ◦ 2jT−2n ◦ 3kT−2n ◦ (1iT+2n)2 = 1iT+2n ◦ 2jT−2n ◦ 3kT−2n.
Corollary 1. Given n ≥ 1, and one root from each of {1λ2n+1}, {2λ2n+1}, and
{3λ2n+1}, and for each 2 ≤ m < n given two roots, each from a distinct {1λ2m},
{2λ2m}, or {3λ2m} – call them all λ(1), λ(2), λ(3), . . . λ(2n+1). And given any l tangent
to D. Then there is a 2n+ 1-sided closed traverse containing l such that all edges are
tangent to D and each Cλ(1) , Cλ(2) , . . . Cλ(2n+1) , contain one of the vertices.
Proof. The three points of period 2n + 1 may be combined to give a point of period
2n such that it is not of the same variety as either of the selected points of period 2n.
They in turn may be combined to give a point of 2n−1 which is not of the same variety
as either of the selected points of period 2n−1. This process may then be iterated until
there is a sum of points which has a period of 2 which is of a different variety that the
two give points of period two, and they may be combined to give the identity.
2.3.6 All 2n ≥ 4
Corollary 2. Given n ≥ 2, for all 2 ≤ m < n one roots each from two of {1λ2m},















Figure 2·6: An example of how nine translations of period a power of two may be
















Figure 2·7: An example of how ten translations of period a power of two may be
”daisy-chained” into the identity.
{2λ2n}, or {3λ2n} – call them all λ(1), λ(2), λ(3), . . . λ(2n). And given any l tangent to D.
Then there is a 2n-sided closed traverse containing l such that all edges are tangent
to D and each Cλ(1) , Cλ(2) , . . . Cλ(2n) , contain one of the vertices.
Proof. The two extra points of period 2n may be combined into something of period
2n from a different variety than the two selected points of period 2n. The rest of the
proof follows in the same manner as in the previous proof.
These corollaries are only meaningful if we know there is a way to compute the
necessary λ values. It is slightly easier to prove this in the context of the next
chapter. There we will show (Proposition 7) that the three varieties from Proposition
1 – except the varieties we examine come from (2.2) before the transformation by
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(2.3) – are irreducible. Therefore, in this context, we may distinguish the λ values we
seek, by computing the irreducible components of (2.2), performing the substitution
(2.3), and examining their symmetry.
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Chapter 3
Closure in Weyr’s Theorem
Weyr’s theorem is a somewhat easier setting in which to handle the issue of factoriza-
tion central to this dissertation. In this chapter we will introduce a way to construct
a Weyr chain from any Poncelet traverse, and compare it with previous ways Weyr’s
Theorem has been related to Poncelet’s Theorem. We also investigate the degenerate
cases of Weyr which is compared with Bos, Kers, Oort, and Raven’s investigation of
the degenerate cases of Poncelet[4]. We examine the subtle differences between the
closure conditions for Poncelet and Weyr. We prove results about factorization for
Weyr and relate those results to Poncelet. Finally, we consider an Weyr analogue to
the results of Barth and Michel.
3.1 Classic Construction
Let’s quickly recall the Weyr construction as presented in [20], and introduce the
notation we will use hereafter.
For d > 1, and ai ∈ C
Qa1,a2,...,ad :=

−1 0 0 0
0 a1 0 · · · 0




0 0 0 · · · ad
 .




−1 0 0 0
0 a1 − λ 0 · · · 0




0 0 0 · · · ad − λ
 , Qd∞ :=

0 0 0 0
0 1 0 · · · 0




0 0 0 · · · 1
 .
By abuse of notation we will also let Qλ be the quadric given by x
ᵀQλx = 0. And





For a given family, and an odd d, we define Jd to be the set of d−1
2
-dimensional
linear subspaces in Qd0 ∩Qd∞, and when d is obvious from context we will simply refer
to Jd as J . For a detailed presentation of this see Harris [23, Lecture 22] For the rest
of this chapter J will refer to J3.
For odd d, given some p(0), p(1) ∈ Jd, if p(0) ∧ p(1) ⊂ Qdλ we say that p(0) and p(1)
are Qdλ-adjacent.
For λ 6= ∞, a1, a2, . . . , ad and odd d, as the quadric, Qdλ, is two-ruled, for each
ruling we may define a map which gives the adjacent element of J . These are smooth
maps as they are algebraic and 1-1 everywhere. We refer to these maps by τλ, τ
′
λ :
Jd → Jd. There is no natural choice between τλ and τ ′λ so we typically use τλ for the
first reference we make to such a map. As such if we haven’t yet specified and we
say something like “the function must be of the form τ(1) ◦ τ(2)” then we would also
consider τ ′(1) ◦ τ(2), τ(1) ◦ τ ′(2), or τ ′(1) ◦ τ ′(2) to be of that same form.
In the cases where λ 6= ∞, a1, a2, . . . , ad, then Qdλ is degenerate and there is only
one ruling. In that special case we may say τλ = τ
′
λ. Again τλ is a smooth map.
We call such maps billiard maps.




(3), . . . we will also enumerate
the billiard maps like τ(1), τ(2), τ(3), . . ..
For odd d and a given family of quadrics in Pd, we define the set of all billiard
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maps to be Md. Superscripts on τ always refer to iterations of the map. If there is
ever ambiguity as to d when we are dealing with τ we will not resolve it by putting a
superscript on τ , but by indicating τ ∈Md. When d is obvious from context we will
simply refer to Md as M . For the rest of this chapter M will refer to M3.
Given two linear subspaces, we define the ∧ operator to return the smallest linear
subspace which contains the given linear subspaces.
Note if p(−1), p(0), p(1), q(0), q(1) ∈ Jg, p(0) is Qdλ-adjacent to both p(−1) and p(1),
τλ(q0) = q1, and p(−1) 6= p(1), we can distinguish which of p(−1) and p(1) are which
of τλ(p(0)) and τ
′
λ(p(0)) as only q(0) ∧ q(1) ∧ τ ′λ(p(0)) will be of dimension g + 1 [23,
Lecture 22]. q(0) ∧ q(1) ∧ τλ(p(0)) will be of dimension greater that g + 1 or it will be
of dimension g in the case where p(0) = q(0).
A sequence, possibly finite, p(0), p(1), p(2), . . . ∈ J is called a Weyr chain (or a
generalized Weyr chain if d ≥ 5) if each p(i) is adjacent to p(i+1). If the sequence is
finite and p(n) = p(0) then we say that the (generalized) Weyr chain is closed, and
that it has n-sides.
The following remark is due to Griffiths and Harris [20, §2].
Remark 1. For any τ(1), τ(2), . . . τ(2n) ∈ M for some n, τ(1) ◦ τ(2) ◦ · · · ◦ τ(2n) is a
translation on M .
Remark 2. Given any distinct p(0), p(1) ∈ J3 there is a unique λ such that p(0)∧p(1) ⊂
Q3λ.




∞)p(1) is linear in λ.
Remark 3. For any τ(1), τ(2) ∈M and any n, there is some unique λ ∈ C and τλ ∈M
for which (τ(1) ◦ τ ′(1))n = τλ ◦ τ(2).
Proof. By Remark 1 (τ(1)◦τ ′(1))n is a translation. τ(2) isn’t, so (τ(1)◦τ ′(1))n◦τ(2) isn’t the
identity and there are some distinct p(0), p(1) ∈ J such that (τ(1)◦τ ′(1))n◦τ(2)(p(0)) = p(1).
Then by Remark 2 there is some λ and some τλ for which (τ(1) ◦ τ ′(1))n ◦ τ(2)(p(0)) =
τλ(p(0)), and (τ(1) ◦ τ ′(1))n(p(0)) = τλ ◦ τ(1)(p(0)). As (τ(1) ◦ τ ′(1))n and τλ ◦ τ(1) are both
translations then they must be equal.
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Remark 4. For any τ ∈ M such that (τ ◦ τ ′)2n = id, there is some unique λ ∈
{a1, a2, a3,∞} for which (τ ◦ τ ′)n = τλ ◦ τa3.
Proof. This is an important special case of Remark 3 in which τ(2) is set to be τa3 .
As (τ ◦ τ ′)n = τλ ◦ τa3 and (τ ◦ τ ′)2n = id, we know (τλ ◦ τa3)2 = id, then as τa3 is of
period two, so must be τλ.
3.2 Projection
We introduce a way to map from the set of all Poncelet traverses of a given family to
the set of all Weyr chains in the associated family in which any Poncelet traverse of
length n gives a Weyr chain of length m, for some m such that n ≤ m ≤ 2n. And also
a map from the set of all Poncelet traverses of a given family to the set of all Weyr
chains in the associated family, in which any Poncelet traverse of length 2n gives a
Weyr chain of length 2n.
Define π : P3 \ {[0 : 0 : 0 : 1]} → P2 by
[p0 : p1 : p2 : p3] 7→ [p0 : p1 : p2] . (3.1)
Define π : {Q3λ | λ ∈ P1} → {Q2λ | λ ∈ P1} by Qa1,a2,a3 7→ Qa1,a2 .
Note that a function with a superscript asterix indicates the dual. So for some
function f , we call f ∗ the function that returns the dual of the output of f .
Pick some e ∈ E and p ∈ J such that π∗(p) = φ(e) and define Π∗(p) to be e.
Because π∗ and φ are 2-1 maps with the same four branch points – the lines tangent
to all conics in the confocal family, where they become 1-1 maps – we can continuously
extend Π∗(p) = e to define Π∗ : J → E. Then the maps, as shown in Fig 3·1 commute.
The relationship between τλ and ιλ for λ 6= a3 is a little more subtle. Given
p(1), p(2) ∈ J such that ιλ(Π∗(p(1))) = Π∗(p(2)), either τλ(p(1)) = p(2) or τ ′λ(p(1)) = p(2)
depending on which φ−1(π∗(p)) is chosen to be Π∗(p) when defining Π∗.








Figure 3·1: Projection diagram
in some Q3λ, where λ 6= a3, will, under π, project down to a line tangent to Q2λ. And
two lines each from some Q3(1) and Q
3




Where the two relations differ is in how they handle lines in Weyr contained in Q3a3 ,
which, under π, project down to a point on Q2a3 .
Theorem 7. Given any Poncelet traverse l1, l2, . . . ln ∈ D∗ and λ1, λ2, . . . λn−1. Then
there are sequences e1, e2, . . . em ∈ E, and λ′1, λ′2, . . . λ′n−1 such that φ(e1) = l1 and
if φ(ιλ1(e1)) = l2 then e2 = ιλ1(e1) and λ
′
1 = λ1, otherwise φ(ιλ1(ι∗(e1))) = l2,
e2 = ι∗(e1), and e3 = ιλ1(e2). And the results for each l3, l3, . . . ln are similarly
appended to the sequence of ei and λ
′
i until the sequences terminates with em and λ
′
m.
Finally, Π∗−1(ei) for i ∈ 1, 2, . . .m is a Weyr chain for which ei ∧ ei+1 ⊂ Qλ′i.
Note that the arbitrary choice for e1 is equivalent to the arbitrary choice made
in defining Π∗. The ambiguity between each τλ and τ
′
λ is the same as the ambiguity
between ι∗ ◦ ιλ ◦ ι∗ and ιλ which emerges from an arbitrary choice made in defining
each ιλ.
In the special case of a Poncelet porism – a Poncelet traverse where all λi are
equal – this relationship between Poncelet and Weyr is the same given by Barth and
Bauer [1, §1.3]. Though they confuse π and π∗ in erroneously stating (in the dual) [1,
§4.1] that closure after reflections given alternately by C(1) and C(2) is only a property
of C(1) and C(2) independently of D. However this is not generally true, and in fact
computations show there are no such C(1) and C(2) in any confocal family.
Theorem 8. Given any 2n-sided closed Poncelet traverse, l1, l2, . . . l2n, l2n+1 ∈ D∗
with λ1, λ2, . . . λ2n such that l2n+1 = l1, define p(1) := Π
∗−1(li), and then recursively
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define p(i) to be either Π
∗−1(li) or ι∗(Π
∗−1(li)) such that p(i) ∧ p(i−1) ⊂ Q3λi−1. Then
p(1), p(2), . . . p(n), p(n+1) is a closed Weyr chain of length 2n with λ1, λ2, . . . λn.
In the special case where λ1 = λi for all odd i and λ2 = λi for all even i, this is
relationship presented by Dragović and Radnović [17, Ch 8].
3.3 Different Projections
All the work in Section 3.2 is built around our choice for the projection (3.1). The
construction would still have worked had we instead chosen, say, [x0 : x1 : x2 : x3] 7→
[x0 : x1 : x3]. But as the following example shows, a generic choice of projection will
not work.





















































which indicates this is a six-sided closed Weyr chain with the adjacency given by Q30.
Under the projection
P :=










P p(1) = [1 : 0 : −3]
P p(2) = [2 : 1 : 2]
P p(3) = [2 : −1 : 0]
P p(4) = [1 : 0 : 3]
P p(5) = [0 : −1 : −2]
P p(6) = [0 : 1 : 0]
If these points belong to some traverse they must all belong to a conic - remember
we are not working in the dual here, so the conic of tangency may change, but the conic
of reflection must be fixed. If they are all in the same conic then |q1 q2 q3 q4 q5 q6| = 0
where qi is the image of p(i) under the map [x : y : z] 7→ [x2 : y2 : z2 : x y : y z : z x].
Yet ∣∣∣∣∣∣∣∣∣∣∣∣
1 4 4 1 0 0
0 1 1 0 1 1
9 4 0 9 4 0
0 2 −2 0 0 0
0 2 0 0 2 0




It is first worth noting the full generality to which Weyr’s result applies. By [26,
Ch. 11], for a generic bik, cik ∈ P, there is a projective transformation such that
0 =
∑n
i,k=0 αikxixk and 0 =
∑n

















i . A projective transformation (defined by the appropriate diagonal








i=1(γi − γ0)−1x2i ,











i . Therefore, in the language of [10, §3], any two quadrics in general
position define a non-degenerate projectively confocal family of quadrics.































i ). So we will explore the degenerate pencils of this form.
Type E
4 = 1 + 1 + 1 + 1 non-degenerate elliptic curve
4 = 2 + 1 + 1
4 = 2 + 2
4 = 3 + 1
4 = 4
Table 3.1: Each of the degenerate families of quadrics in the incidence correspon-
dence.
Bos, Kers, Oort, and Raven’s also investigated the degenerate cases of Poncelet[4,
§7] (Table 3.1) where there is a group law for each of the degenerate cases. All of the
cases that Bos et al. report are covered by Previato.
To consider the degenerate forms of the intersection between












we projectivize in ai to explore the [a0 : a1 : a2 : a3] space. Then J is the intersection
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We can only meaningfully define a reflection if there is some λ ∈ P1 and some
[q0 : q1 : q2 : q3] , [p0 : p1 : p2 : p3] ∈ J such that [p0 : p1 : p2 : p3] 6= [q0 : q1 : q2 : q3] and
a0p0q0 = (a1 − λ)p1q1 + (a2 − λ)p2q2 + (a3 − λ)p3q3 (3.4)
as then [q0 : q1 : q2 : q3] couldn’t ever be adjacent to some [p0 : p1 : p2 : p3] 6= [q0 : q1 : q2 : q3].
The results from this section, proven below in each case, are summarized in Table
3.2. The porism only holds in the a1 = a2, a0 = 1 case.
Type J
a1, a2, a3 all distinct and a0 = 1 non-degenerate elliptic curve
a1 = a2 and a0 = 1
a1 = a2 = a3 and a0 = 1 plane conic
a1, a2, a3 all distinct and a0 = 0
a1 = a2 and a0 = 0
a1 = a2 = a3 and a0 = 0 cylinder with conic as base
Table 3.2: Each of the degenerate families dual to a confocal family.
3.4.1 a0 = 1, a1 = a2
Here J can be written as





p20 = (a3 − a1)p23
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This is a degree-four curve, and so in general the intersection of J with (3.4) will
have four solutions. By limiting arguments the porism will hold in this case.
The Jacobian matrix for J is[
0 2p1 2p2 2p3
2p0 0 0 2(a1 − a3)p3
]
.
The singular points are those for which the rank of the matrix becomes, in this case,
one: [0 : 1 : i : 0] and [0 : 1 : −i : 0]. J is the union of two plane conics – one in the
plane p3 = p0 and one in the plane p3 = −p0.
Also note that under the projection (3.1) this construction becomes a Poncelet
construction with concentric circles.









By subtracting (3.2) we find p0 = 0. Therefore J becomes the intersection of (3.2)
with p0 = 0. And (3.4) becomes
0 = (a1 − λ)q1p1 + (a1 − λ)q2p2 + (a1 − λ)q3p3












We can use this to make a substitution in (3.2) after multiplying both sides by q21.




3 = 0 by the fact that q ∈ J .
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0 = −q23p22 + 2q2q3p2p3 − q22p23
0 = −(q3p2 − q2p3)2
This indicates that the only solution will be [p0 : p1 : p2 : p3] = [q0 : q1 : q2 : q3],
and we can not meaningfully define adjacency.
3.4.3 a0 = 0
In the case that a1, a2, a3 are distinct, then a1− a3 and a2− a3 are both non-zero and
distinct from each other. So J becomes





0 = (a1 − a3)p21 + (a2 − a3)p22
And so J is made up of the four lines,[








































which all meet at [1 : 0 : 0 : 0].
3.4.4 a0 = 0, a1 = a2
From above, J becomes the two lines [x : 1 : i : 0] and [x : 1 : −i : 0] which meet at
[1 : 0 : 0 : 0].
3.4.5 a0 = 0, a1 = a2 = a3




3 and J becomes the surface[





If one tries to reflect from a point, p ∈ J , one will simply get the point p back.
3.5 Elliptic Curves
The branch points of φ : E → D∗ are the lines tangent to every conic in the family
– if we denote a line, y, by its coordinate in the dual space, [y0 : y1 : y2], then the






0 = y21 + y
2
2,
























2 becomes z0z1 = z
2
2 . For the four branch points,





















































a1 − a2 + a1 − a2
)
the branch points become



















a1 − a2 + a1 + a2
]
.
We also know that E is isomorphic to M as a 2-1 cover of P1 by λ with branch
points at λ = 0, a1, a2,∞. So when there are no degeneracies, one can construct the
same elliptic curve either as a double cover of the λ by which a “bounce” could occur,
or as a double cover over a quadric.
Now let’s consider that relationship in the context of a degeneracy. For the in-
cidence correspondence construction of the elliptic curve, a degeneracy occurs when
48
the intersection between Q2a3 and Q
2
0 has multiplicities, as in [4, §7]. Consider what
happens when the Weyr degeneracy described in 3.4.1 is projected down to Poncelet.
It will depend on which roots are equal. If a3 = a2 (likewise with a3 = a1) there are




a1 − a2 : 1 : i
]
[√
a1 − a2 : −1 : i
]
[√
a1 − a2 : 1 : −i
]
[√
a1 − a2 : −1 : −i
]
.
In the case where a1 = a2 6= a3 there are only two distinct point of intersection
between Q2a3 and Q
2
0,
[0 : 1 : i]
[0 : 1 : −i]
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3.6 Cayley Conditions
We will now turn our attention back to conditions for closure, this time in the context
of Weyr’s theorem and we will find this setting to be somewhat simpler and clearer
than in Poncelet.
Theorem 5 is cleanly applicable to the context of Weyr’s Theorem where a1, a2, a3 ∈
C are the distinct parameters defining a pencil of quadrics in P3 including Q30 and
Q3∞; J is Q
3
0 ∩Q3∞; and M is the set of billiard maps on J .
Theorem 9. Let λ ∈ C be distinct from a1, a2, a3, let τλ, τ ′λ ∈ M be the two billiard
maps given by reflection off of Q3λ, and let Ak ∈ C for k ∈ N0 such that
√





Then (τλ ◦ τ∞)2n = (τλ ◦ τ ′λ)n = id for n ≥ 2 if∣∣∣∣∣∣∣
A3 A4 · · · An+1





An+1 An+2 · · · A2n−1
∣∣∣∣∣∣∣ = 0 (3.6)
and incidentally (τλ ◦ τ∞)2n+1 = id for n ≥ 1 if∣∣∣∣∣∣∣
A2 A3 · · · An+1





An+1 An+2 · · · A2n
∣∣∣∣∣∣∣ = 0. (3.7)
Proof. By Theorem 5 we look to define a ramified covering, x, of P1 by J which is 2-1
everywhere except for the branch points on P1: a1 − λ, a2 − λ, a3 − λ, and ∞ where
it becomes 1-1. We will use that to show that (τλ ◦ τ∞)2n = id, which we then show
is equivalent to our goal: (τλ ◦ τ ′λ)n = id.





a2 − a3 :
√




(any branch of the square roots will do). Note that we have chosen o such that
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τ∞(o) = o where τ∞ ∈ M is the unique involution given by Q3∞. Define x(o) := ∞.
Then, by Remark 2, for every e ∈ J , e 6= o, there is a unique x(e) ∈ C such that
e is adjacent to o by Q3x(e)+λ. Let p = τλ(o) and p
′ = τ ′λ(o), then x(p) + λ = λ, so
x(p) = 0. By Theorem 5, if (3.6) is satisfied, p has period which divides 2n, which
is to say that (τλ ◦ τ∞)2n is the identity; and if (3.7) is satisfied, p has period which
divides 2n+ 1.








By repeatedly performing the above cancellation and commuting the translation,
τλ ◦ τ ′λ, to the outside we can show (τλ ◦ τ∞)2n(o) = (τλ ◦ τ ′λ)n(o) which means that
(τλ ◦ τ ′λ)n is the identity map.
Using Theorem 9 we can compute explicit closure conditions for Weyr’s Theorem
for small n. First, for which a1, a2, a3 will a traverse under Q
3









j − 2a2i ajak
 ·
4a22a23 + 4a21a2a3 + ∑
(i,j,k)=J
−a2i a2j − 2a2i ajak

·
4a21a23 + 4a1a22a3 + ∑
(i,j,k)=J
−a2i a2j − 2a2i ajak

·
4a21a22 + 4a1a2a33 + ∑
(i,j,k)=J
−a2i a2j − 2a2i ajak
/16384a71a72a73.
51










−aiaj − aiak + ajak.
(3.8)























































































In the case n = 10,
0 =
∣∣∣∣∣∣∣∣
A3 A4 A5 A6
A4 A5 A6 A7
A5 A6 A7 A8





























k − 56a6i a3ja3k + 20a2i a5ja5k + 50a4i a4ja4k









k)− 29a4i (a6ja2k + a2ja6k)− 9a2i (a6ja4k + a4ja6k)

























We will not print any more of these results here, but we will provide a summary
in Table 2.7.
To relax the assumption that λ = 0 we can simply substitute (ai − λ) for ai in




(−aiaj − aiak + ajak + 2aiλ− λ2).
A note on notation. We will use O[n] to be an element of the additive group
of homogeneous polynomial of degree n in C[a1, a2, a3], we may put subscripts to
indicate the variable of the polynomial. There are a number of points in the following
proof at which we can’t guarantee that cancellation doesn’t occur (or roots with
multiplicity greater than one), so the remark is a bound, though we suspect it is an
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Table 3.3: For each n we compute (3.6) with λ = 0, and factor. Here we list
the degree of each of those homogeneous factors, but only if the factor is new. For
example for λ = 0 and n = 8 there are three factors of degree eight and three factors
of degree two, but those factors of degree two are also factors for n = 4, so we only
list the three factors of degree eight under n = 8.
equality.
Remark 5. For n ≥ 2 there are at most 2(n2 − 1) solutions to (3.6).









Using induction we will show that
Dnx
[√




(x+ a1)(x+ a2)(x+ a3)Oa1,a2,a3,x[2n]
(x+ a1)n(x+ a2)n(x+ a3)n
.
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It is immediate for the n = 0 case. For the n+ 1 case,
D
[



















((x+ a1)(x+ a2)(x+ a3))
0.5−n Oa1,a2,a3,x[2n]
+ ((x+ a1)(x+ a2)(x+ a3))
0.5−nOa1,a2,a3,x[2n− 1]
= ((x+ a2)(x+ a3) + (x+ a1)(x+ a3) + (x+ a1)(x+ a2))
· ((x+ a1)(x+ a2)(x+ a3))0.5−n−1 Oa1,a2,a3,x[2n]
+ ((x+ a1)(x+ a2)(x+ a3))
0.5−n−1Oa1,a2,a3,x[2n+ 2]
= ((x+ a1)(x+ a2)(x+ a3))
0.5−n−1Oa1,a2,a3,x[2n+ 2]










Therefore by adding subindices along the diagonal of the matrix we see that (3.6) will
take the form,
(a1a2a3)
(n−1)/2Oa1,a2,a3 [2(n2 − 1)]
(a1a2a3)n
2−1 .






a3 − λOa1,a2,a3,λ[2(n2 − 1)]
((a1 − λ)(a2 − λ)(a3 − λ))n2−n/2
.
3.7 Extending Cayley’s Criteria to the Great Weyr Theorem
The work for Poncelet in Section 2.3 translates to Weyr’s Theorem in a straight
forward way.
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For example, let {a1, a2, a3} = {2,−1, 3} and substitute
a1 7→ a1 − λ
a2 7→ a2 − λ
a3 7→ a3 − λ
(3.9)
in (3.8) we find the three factors are −λ2 + 6λ− 5, λ2 − 4λ+ 7, and λ2 + 2λ− 11.
The roots of the first factor are λ = 5, 1, and the roots of the second factor are
λ = 2− i
√
3, 2 + i
√
3. There is a closed traverse,
p1 = [2 : 0 : i : 1]
p2 = [1 : −i : 0 : 1]
p3 = [−
√
3 : 1 : i : 0]
p4 = [0 : −2i : 1
√
3],
where p1 is Q
3





-adjacent to p3, which is Q
3
5-adjacent







We will define Υ[1] := τ∞ ◦ τa1 , Υ[2] := τ∞ ◦ τa2 , Υ[3] := τ∞ ◦ τa3 . More generally, for
any listed subscript (meaning a subscript containing a comma), i, j, . . . k, we define
τ∞◦τλi,j,...k to be Υ[i,j,...k] and τλi,j,...k◦τ∞ to be Υ′[i,j,...k]. And we define any Υλ := τ∞◦τλ,
specifically Υ0 := τ∞ ◦ τ0. When we make a list, λ(1), λ(2), . . ., we will likewise define
Υ(i) = τ∞ ◦ τλ(i) and Υ′(i) = τλ(i) ◦ τ∞.
For n > 1, let V n be the variety which is the closure of [a1 : a2 : a3] ∈ P2, with
a1, a2, a3 distinct non-zero, such that Υ0 has a period of exactly n. By Proposition 1
there are also varieties V 2n1 , V
2n
2 , and V
2n
3 , where each V
2n
i is defined to be the closure
of [a1 : a2 : a3] ∈ V 2n, with a1, a2, a3 distinct, such that (Υ0)n = τ∞ ◦ τai .
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1 with a1 and




1 with a1 and a3 switched.
Proposition 7. Given a power of two, n ≥ 2, V n1 , V n2 , and V n3 are irreducible.
Proof. Only an irreducible curve in P3 is still connected after removing all singular
points – any path on the union of distinct irreducible components which starts on
one component and ends on the other must pass though the intersection of the two
components which will be a singular point on the larger curve. Each irreducible
component of V n1 will contain a point on the line between [1 : 1 : 1] and [0 : 2 : 4].
So it will suffice for us to construct a path on V n1 , which contains no singular point
of V n1 , between any two points of intersection with the line. By symmetry the result
then extends to V n2 and V
n
3 . The Jacobian is nondegenerate whenever a1, a2, and a3
are distinct, so every point of intersection between V n1 and the line is a smooth point
on V n1 (the only exception might be [1 : 1 : 1] but this would only be an issue if the
line between [1 : 1 : 1] and [0 : 2 : 4] happened to intersect the curve at [1 : 1 : 1]
with multiplicity higher than a general line though [1 : 1 : 1], but these arguments
all work the same if we had chosen some point other than [0 : 2 : 4], so this is not
a concern). We will start by making some general observations about paths, then
explicitly examine the n = 2, 4, 8 cases and finally use induction to construct the
paths we desire.
Each [a1 : a2 : a3] is associated with a quadric, and the quadrics associated with
all the points on a line though [1 : 1 : 1] belong to the same family. Any path along
some V ij induces a path on the set of lines in P2 going though [1 : 1 : 1]. Conversely,
since all varieties, V ij are smooth when the a1, a2, and a3 are distinct, a path though
the set of such lines will induce, starting at some given [a1 : a2 : a3] on the initial line
and on such a variety, a path on that variety. In this way we can use a path along such
a variety starting at [a1 : a2 : a3] and ending along the same line though [1 : 1 : 1] to
induce a map from {λ ∈ C | (Υλ)i = id for some finite i.} to itself. So that if a path
induces a path sending [a1−λ : a2−λ : a3−λ] to [a1−λ′ : a2−λ′ : a3−λ′] we would
say, of either path, that the path sends λ to λ′.
Furthermore, there is a fiber bundle: for each [a1 : a2 : a3] (with a1, a2, and a3
distinct) there is a Jacobian (each element of which can be represented as Υλ or Υ
′
λ
for some λ), and such a path will also induce a path on the fiber bundle. A path
which sends λ to λ′ will send Υλ to either Υλ′ or Υ
′
λ′ .





Figure 3·2: Each path takes place in P2 and only the second coordinate changes
along the path.
We can define paths on V 21 given by [0 : 5 − 3 cos(s) + 3i sin(s) : 4] and [0 :
2 cos(s) − 2i sin(s) : 4] for s ∈ [0, 2π]. We will call these paths, respectively, p1 and
p3. We call p2 their composition (p1 and then p3). Each of these paths induce a path
on the set of lines through [1 : 1 : 1] and thus on all V ji . We will also use p1 (and
likewise p2, p3) to refer to each of the paths induced by p1. Each of the paths p1, p2,
and p3 sends each of the points [0 : 4 : 2], [−4 : 0 : −2], and [−2 : 2 : 0] to themselves.
Additionally, as τ∞ ◦ τ0 = τ0 ◦ τ∞, and τ∞ ◦ τ−2 = τ−2 ◦ τ∞, and τ∞ ◦ τ−4 = τ−4 ◦ τ∞,
the paths also send Υ[1], Υ[2], Υ[3] to themselves.
In the n = 4 case, we observe, as in Table 2.4, that the V 4i are irreducible. At
s = 0 the point on p1 is [0 : 2 : 4] at s = π the point is [0 : 8 : 4] which is [0 : 4 : 2].
As V 41 is symmetric, the roots for [0 : 4 : 2] will be the same as the roots for [0 : 2 : 4].
We will call the two roots λ1,1 and λ1,2. Either the half path (s ∈ [0, π] on p1)
switches them, or it doesn’t, but either way the full path (s ∈ [0, 2π] on p1) will not
switch them (by symmetry). So we will say the path p1 sends λ1,1 and λ1,2 each to
themselves, or that p1(λ1,1) = λ1,1 and p1(λ1,2) = λ1,2. Let the two roots of V
4
2 be
λ2,1 and λ2,2, and the two roots of V
4
3 be λ3,1 and λ3,2 (here the distinction between
the roots in each pair is arbitrary, but we reserve the right to decide which is which
later). Now if p1(λ2,1) = λ2,1, then p1(λ2,2) = λ2,2 and by symmetry, p1(λ3,1) = λ3,1
and p1(λ3,2) = λ3,2, and therefore p1 is the identity. Then by symmetry p2 and p3
are also an identity. But p1, p2, and p3 span the fundamental group, and we know
that the V 4i are irreducible so this is a contradiction. Therefore we conclude that
while p1 doesn’t switch the roots of V
4
1 , it must switch the roots of V
4
2 , and therefore
by symmetry it also switches the roots of V 43 . Likewise by symmetry p2 switches the
roots on V 41 and V
4
3 but not V
4




2 but not V
4
3 .
We could also conclude this by a direct examination of the factors a1a2−a1a3−a2a3,
−a1a2 + a1a3 − a2a3, and −a1a2 − a1a3 + a2a3.
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In general each root is associated with two translations, and now that we un-
derstand how the roots act under the paths, we would like to understand how the
translations act as well. We make an arbitrary choice in defining τλ1,1 and τλ2,1 , and
then we choose to define τλ3,1 such that
Υ[1,1] ◦Υ[2,1] = Υ[3,1] (3.10)
(note here that we aren’t just making a choice between Υ[3,1] and Υ
′
[3,1] but we are also
cashing in on our previously arbitrary choice between λ3,1 and λ3,2). As p1(λ1,1) = λ1,1,
p1(λ2,1) = λ2,2, and p1(λ3,1) = λ3,2, we know that p1(Υ[1,1]) is either Υ[1,1] or Υ[1,1]◦Υ[1];
p1(Υ[2,1]) is either Υ[2,1] ◦ Υ[1] or Υ[2,1] ◦ Υ[3]; and p1(Υ[3,1]) is either Υ[3,1] ◦ Υ[1] or
Υ[1] ◦ Υ[2]. Comparing these with (3.10) reveals that there are two possibilities (in
each case the first three equations are from above and the next two are by symmetry
from the first three): either
p1(Υ[1,1]) = Υ[1,1]
p1(Υ[2,1]) = Υ[2,1] ◦Υ[1]
p1(Υ[3,1]) = Υ[3,1] ◦Υ[1]
p2(Υ[1,1]) = Υ[1,1] ◦Υ[2]
p3(Υ[1,1]) = Υ[1,1] ◦Υ[3]
(3.11)
or
p1(Υ[1,1]) = Υ[1,1] ◦Υ[1]
p1(Υ[2,1]) = Υ[2,1] ◦Υ[3]
p1(Υ[3,1]) = Υ[3,1] ◦Υ[2]
p2(Υ[1,1]) = Υ[1,1] ◦Υ[3]
p3(Υ[1,1]) = Υ[1,1] ◦Υ[2].
(3.12)
Recall by the definition of p2 that
p3(p1(Υ[1,1])) = p2(Υ[1,1]).
If (3.11) is true then by evaluating both sides we reach a contradiction:
p3(Υ[1,1]) = Υ[1,1] ◦Υ[2].
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Whereas if (3.12) is true and we evaluate both sides we don’t reach a contradiction:
p3(p1(Υ[1,1])) = p2(Υ[1,1])
p3(Υ[1,1] ◦Υ[1]) = Υ[1,1] ◦Υ[3]
Υ[1,1] ◦Υ[1] ◦Υ[2] = Υ[1,1] ◦Υ[3].
Therefore (3.11) is false and (3.12) is true.
The n = 8 case is slightly different than the general case, so we will handle
it specially, and then we will use induction. If for some λ1,1,1 and τλ1,1,1 , we had
(Υ[1,1,1])
2 = Υ[1,1] then




(p2(Υ[1,1,1]) ◦Υ′[1,1,1])2 = Υ[3]
So p2(Υ[1,1,1]) ◦Υ′[1,1,1] has period four and by the symmetry in (3.12),
p2(p2(Υ[1,1,1]) ◦Υ′[1,1,1]) = p2(Υ[1,1,1]) ◦Υ′[1,1,1] ◦Υ[1]
p22(Υ[1,1,1]) ◦ p2(Υ′[1,1,1]) ◦Υ′[1,1,1] = p2(Υ[1,1,1]) ◦ (Υ′[1,1,1])2 ◦Υ[1]
p22(Υ[1,1,1]) ◦Υ′[1,1,1] = (p2(Υ[1,1,1]) ◦Υ′[1,1,1])2 ◦Υ[1]
p22(Υ[1,1,1]) ◦Υ′[1,1,1] = Υ[3] ◦Υ[1]
p22(Υ[1,1,1]) = Υ[1,1,1] ◦Υ[2]
All told, running the calculation for p1 and p3 as well, we find
p21(Υ[1,1,1]) = Υ[1,1,1]
p22(Υ[1,1,1]) = Υ[1,1,1] ◦Υ[2]
p23(Υ[1,1,1]) = Υ[1,1,1] ◦Υ[3]
(3.13)
We may now use induction. Assume for some power of two, n ≥ 8, that for any
λ(1) and τλ(1) where (Υ(1))
n/2 = Υ[1] then
p
n/4
2 (Υ(1)) = Υ(1) ◦Υ[2]
p
n/4
3 (Υ(1)) = Υ(1) ◦Υ[3].
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We already know this to be true in the case of n = 8.
For any λ(2) and τλ(2) such that (Υ(2))
2 = Υ(1) we then have
p
n/4








2 (Υ(2)) ◦Υ′(2))2 = Υ[2]
So p
n/4


































2 (Υ(2)) = Υ(1) ◦Υ[2] ◦Υ′(2)
p
2n/4
2 (Υ(2)) = Υ(2) ◦Υ[2]
Therefore, by induction, for any λ(1) and τλ(1) where (Υ(1))
n/2 = Υ[1] for some
power of two n ≥ 8, then
p
n/4
2 (Υ(1)) = Υ(1) ◦Υ[2]
p
n/4
3 (Υ(1)) = Υ(1) ◦Υ[3].
Given any power of two, n > 2, and some λ(3), λ(4), τλ(3) and τλ(4) where (Υ(3))
n/2 =
(Υ(4))
n/2 = Υ[1]. If λ(3), λ(4) are distinct then there is some power of two m < n such
that ((Υ(3))
m/2)n/m = Υ[1] and (Υ(3))
m/2 = (Υ(4))
m/2 ◦ Υ(5) where Υ(5) is one of Υ[1],
Υ[2], or Υ[3]. In any case, see Table 3.4, we may construct a path, p, for which
p((Υ(3))
m/2) = (Υ(4))
m/2. We may iterate this process (next with p(λ(3)) and λ(4))
until we have constructed a path sending λ(3) to λ(4).
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If Then
n/m = 2 and (Υ(3))
m/2 = (Υ(4))
m/2 ◦Υ[1] p1((Υ(3))m/2) = (Υ(4))m/2
n/m = 2 and (Υ(3))
m/2 = (Υ(4))
m/2 ◦Υ[2] p3((Υ(3))m/2) = (Υ(4))m/2
n/m = 2 and (Υ(3))
m/2 = (Υ(4))
m/2 ◦Υ[3] p2((Υ(3))m/2) = (Υ(4))m/2
n/m > 2 and (Υ(3))
m/2 = (Υ(4))





n/m > 2 and (Υ(3))
m/2 = (Υ(4))
m/2 ◦Υ[2] pn/(2m)2 ((Υ(3))m/2) = (Υ(4))m/2
n/m > 2 and (Υ(3))
m/2 = (Υ(4))
m/2 ◦Υ[3] pn/(2m)3 ((Υ(3))m/2) = (Υ(4))m/2
Table 3.4: How to iteratively construct a desired path
3.9 Barth and Michel
3.9.1 Lower Dimension
Barth and Michel’s “n-inscribed m-circumscribed” work takes place in the setting of a
pencil of quadrics in P2. The best setting for Poncelet’s Theorem in higher dimensions
is with confocal quadrics, the dual, so we will very briefly restate their work in that
context.
Let Qλ be a non-degenerate confocal family of quadrics in P2. There are four
lines, l0, l1, l2, l3 in P2 that are tangent to every Qλ. There is an involution on P2∗
that sends l to the line tangent to the Qλ that contains l ∩ l0 (note that there is a
unique such Qλ because l0 is tangent to all quadrics in the family).
For any l 6= l0, l1, l2, l3 there is a unique quadric, D, tangent to it. And there is
a unique quadric, C, containing l ∩ l0. l ∈ P2∗ then is associated with a traverse
inscribed to C, and circumscribed to D. The curve Πn ⊂ P2∗ (n > 2) refers to all
lines for which the associated traverse will close in n steps. I(l) is associated with
a traverse circumscribed to D and inscribed in C. Therefore Πn ∩ I(Πm) gives lines
that are associated with a C and D that have the curious property Barth and Michel
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0
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 .
Let’s consider the above construction in the setting of Weyr. A traverse tangent
to Q(a1−a3,a2−a3) and reflecting off Q(a1,a2) will lift up to a Weyr chain contained in
Q(a1,a2,a3) under the projection described in ??. A traverse tangent to Q(a1,a2) and
reflecting off Q(a1−a3,a2−a3) will lift up to a Weyr chain contained in Q(a1−a3,a2−a3,−a3).
Note Q(a1,a2,a3) and Q(a1−a3,a2−a3,−a3) are not in the same pencil with Q∞, so the Weyr
chains are related to different elliptic curves.
So Barth and Michel’s question transliterated into the context of Weyr is: when
is there a closed Weyr chain contained in Q(a1−a3,a2−a3,−a3), and also a closed Weyr
chain contained in Q(a1,a2,a3). This is an unsatisfying question in this context though,
because our choice of projection is arbitrary. We might want to know about closed
Weyr chains in Q(a1,a2,a3), Q(a1−a3,a2−a3,−a3), Q(a1−a2,−a2,a3−a2), and Q(−a1,a2−a1,a3−a1).
Luckily (a1, a2, a3) generates a set closed under permutation of the triplet and the
operation (a1, a2, a3) 7→ (−a1, a2 − a1, a3 − a1). This is seen by direction calculation.
For example, (a1, a2, a3) is to (−a1, a2 − a1, a3 − a1) as (a1 − a3, a2 − a3,−a3) is to
(−(a1 − a3), (a2 − a3)− (a1 − a3), (−a3)− (a1 − a3)) = (a3 − a1, a2 − a1,−a1) .
Permutations applied to each
{(a1, a2, a3) , (−a1, a2 − a1, a3 − a1) , (a1 − a2,−a2, a3 − a2) , (a1 − a3, a2 − a3,−a3)}
also generates the set. So if each of those four triplets is associated with closure in
n1, n2, n3, and n4 steps, then there would be 24 closed Weyr chains, which under
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any projection in the style of ?? (delete the x1, x2, or x3 coordinate) give 12 paired
Barth-Michel-Poncelet porisms.
The additional conditions we have placed on top of the Barth and Michel condition
mean that in general there may be no solutions. Though computations show that
there are a number of examples that satisfy all the criteria.















































then (n1, n2, n3, n4) =
(4, 4, 4, 4).
If (a1, a2, a3) =
(
6, 3 + i
√





























then (n1, n2, n3, n4) = (4, 4, 4, 6).
















then (n1, n2, n3, n4) =
(4, 4, 6, 6).
It is worth noting that all of these cases hold some permutation of the property
a1 = a2 + a3.
3.10 Discussion
Poncelet’s Theorem has generally received far more attention than Weyr’s Theorem,
and with good reason. It was discovered earlier and as part of the same work that
established the foundations of Projective Geometry. Poncelet’s Theorem also has a
convenient and compelling interpretation as an elastic billiard. And, most relevant to
this chapter, the typical way of viewing the relationship between the theorems – with
only and even-sided Poncelet Traverse being associated with a Weyr Chain – could
lend the impression that Poncelet’s Theorem is more flexible than Weyr’s Theorem.
But in the light of this chapter Weyr’s Theorem – in which each billiard map is
an involution on the elliptic curve rather than a translation – seems more precise and
flexible. Furthermore each generalization of Poncelet’s Theorem erodes the simplicity
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which makes it beautiful: in Poncelet’s Great Theorem the incidence correspondence
becomes much more delicate and it is hard to keep track of which direction the “switch
line” operation should go, unlike in Weyr’s Theorem where the two rullings of the
quadrics give the two “directions” of reflection; also in the Great Theorem one must
state “such reflections envelop a quadric” instead of the more common “if it closes
in n-steps it may be rotated and still close in n steps” as each line is tangent to
two quadrics, but only one is the quadric it envelops; and we will show in Chapter 4
how in higher dimensions closure conditions for Poncelet’s Theorem become far more
delicate than the closure conditions for Weyr’s Theorem.
It is now common to consider Poncelet’s Theorem to be a theorem about an
elliptic curve. Weyr’s Theorem is the explicit geometric construction of that curve –
one which maintains its simplicity throughout any generalization. As mathematicians
more interested in the engine behind a result than the physical interpretation of a




Closure In Genus Two
In this chapter we will consider conditions for closure in higher dimensional gene-
rializations for Poncelet’s Theorem and Weyr’s Theorem - specifically the cases of
genus two. In Section 4.1 we will reintroduce the genus-two generalization of Weyr’s
Theorem, which is the work of Reid[31], Donagi[15], Weil,and Knörrer. In Section 4.2
we will reintroduce genus-two Poncelet, and consider it’s relationship with genus-two
Weyr.
4.1 Generalized Weyr in Genus-Two
Here we will briefly review work from Griffiths and Harris, Donagi, and Reid on the
intersection of two quadrics in P5.
Given any two distinct points p(0) and p(1), let p be the line between them. The
points p(0) and p(1) are on Q50∩Q5∞, when (4.1) is satisfied. Furthermore, p ⊂ Q50∩Q5∞
when (4.2) is also satisfied.
p(0)ᵀQ50 p(0) = p(1)
ᵀQ50 p(1) = p(0)
ᵀQ5∞ p(0) = p(1)
ᵀQ5∞ p(1) = 0 (4.1)
p(0)ᵀQ50 p(1) = p(0)
ᵀQ5∞ p(1) = 0 (4.2)
Let J5 be the space of lines contained in Q50 ∩Q5∞.
Given any distinct lines p0, p1 ∈ J5. If p0∧p1 is a plane, and that plane is contained
in Q5λ, we say that p0 and p1 are Q
5
λ-adjacent to each other.
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Proposition 8. Given some line p0 ⊂ J5 and a general Q5λ there are two distinct
p−1, p1 ⊂ J5 that are Q5λ-adjacent to p0.
Proof. There is a two-ruling of Q5λ by planes [22], so there are two planes in Q
5
λ which




∞ if λ = 0)
will be a degree-two curve. It contains p0 so it must be the union of two lines. Call the
other p1. As p1 is contained in two quadrics in the pencil it is contained in Q
5
0 ∩Q5∞.
Likewise P−1 contains p−1 ∈ J5.
As in genus one, we may define billiard maps on J5 by this adjacency. And as
in genus one, to name a sequence of billiard maps it does not suffice to name a
sequence of quadrics, as we fail to differentiate between the (generally) two billiard
maps associated with each quadric. We can specify the billiard map by giving a
reference plane, l ⊂ Q5λ, with each quadric, Q5λ. Only one of p−1 and p1 will be
contained in the 4-dimensional linear subspace containing p0 and l - the one from
the other ruling. We know this because the intersection of the 4-dimensional linear
subspace with Q5λ will be a degree two surface. That intersection contains one plane,
and therefore it must be the union of two planes - one of which is l and the other
must be either p0 ∧ p1 or p0 ∧ p−1.
Let M be the set of billiard maps on J5 given by adjacency. We know there are
two distinct maps (for general Q5λ) because of the two choices for reference plane.
Given any point, p ∈ Q50∩Q5∞, there are four lines in the base locus which contain
the point. Given any two of those lines there is a plane containing them. The plane
is contained in some Q5λ. Each of the six pairs generally yield a different λ.
Given any two lines in J5, there is generally not a common point.
Let x, y, z ∈ P5. Then x ∧ y ∧ z ⊂ Q5λ for some λ when
xᵀQ5λ x = y
ᵀQ5λ y = z
ᵀQ5λ z = 0
xᵀQ5λ y = y
ᵀQ5λ z = z
ᵀQ5λ x = 0.
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Furthermore, the intersection between x ∧ y ∧ z and the base locus, Q50 ∩ Q5∞, will
be the union of two lines when [x y z ]ᵀ has rank three and [x y z ]ᵀ Q5∞ [x y z ] has
determinant zero (assuming λ 6=∞).
The following is the genus-two analogue to Weyr’s Theorem.
Theorem 10. The composition of any pair of billiard maps is a translation on J5.
As a reminder, for some Q5λ, we call the two associated billiard maps τλ and τ
′
λ.
Our choice of which is which is arbitrary unless otherwise noted.
Proposition 9. For any τ(1), τ(2) ∈M , τ(1) ◦ τ(2) = τ ′(2) ◦ τ ′(1).
Proof. Let Q5(1) and Q
5
(2) be the quadrics associated with τ(1) and τ(2), respectively.
First we consider the special cases where
τ(1) = τ(2)
when






τ(1) ◦ τ(2) = τ(1) ◦ τ ′(1) = τ ′(2) ◦ τ ′(1).





that Q5(1) and Q
5
(2) are distinct.
For any p0 ∈ J5, let p1 = τ(1)(p0) and p2 = τ(2)(p1). We first consider the
case where p0, p1, p2 are distinct. As p1 intersects both p0 and p2, p0 ∧ p1 ∧ p2 is
a 3-dimensional linear subspace. Its intersection with Q5(2) is a degree-two surface
containing the plane p1 ∧ p2. Therefore it contains another plane, P2. And it also
it contains p0 which is not in p1 ∧ p2 so p0 ⊂ P2. Likewise there is some plane
P1 ⊂ Q5(1) ∩ p0 ∧ p1 ∧ p2. As Q5(2) and Q5(1) are distinct, so must P1 and P2 be.





In the case where p0, p1, p2 are not distinct, WOLOG p0 = p1. We may assume
p1 6= p2, otherwise τ(1) ◦ τ(2) wouldn’t be a translation.
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Proposition 10. There are no closed 4-sided Weyr chains with each adjacency given
by the same quadric in P5.
Proof. Assume there were such a chain. The point of intersection between two Q5λ-
adjacent lines in the chain, p, would have to be in three distinct planes contained in
Q5λ – the plane containing p and its two neighboors, and for each of its neighbors, the
plane containing p, the neighbor, and the neighbors other neighbor. If these planes
are not distinct then the lines in the chain are not distinct. That a point in Q5λ is
contained in three distinct planes in Q5λ contradicts the fact that Q
5
λ is two-rulled.
Proposition 11. Given any two distinct p1, p3 ∈ J5, there are exactly two a, b ∈ C,
not necessarily distinct, such that τa(τb(p1)) = p3 (in the case where a = b we would
have τa(τ
′




b(p3) are the two unique
lines from J5 that intersect both p1 and p3.
Proof. First we consider the case where p1 and p3 intersect at some point, p1(0) =
p3(0). How many lines contained in Q
5
∞ ∩ Q50 contain p1(0)? A point, p, on such a














0, and so we know
that that degree four intersection must be made of 4 lines. The lines must be distinct
because they come from the four way to intersect one of the two planes ruling Q5∞
containing p1(0) and one of the two planes ruling Q
5
0 containing p1(0). Two of the
four lines are p1 and p3. Call the others p2 and p4. There are some τa, τb ∈ M such





must be that τ ′a(p1) = p4.
For the case where p1 and p3 don’t intersect, note that there is at least one p2 ∈ J5
which intersects both p1 and p3. This is evident from the fact that p1(x)
ᵀQ50 p3(y) = 0
and p1(x)
ᵀQ5∞ p3(y) = 0, where p1(x) and p3(y) are linear paramaterizations of p1
and p3, must have some solution (x0, y0) in which case p1(x0) ∧ p3(y0) ∈ J5.
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Next, p1 ∧ p3 is a 3-dimensional linear subspace of P5. Its intersection with Q50
and Q5∞ is a degree-four curve. The curve contains the three distinct lines p1, p2, and
p1(x0) ∧ p3(y0). Therefore it can contain at most one more line.
There are a, b ∈ C such that p1(x0)∧ p3(y0) = τa(p1) and p3 = τ ′b(p1(x0)∧ p3(y0)).
(Here we make choices on which involution is τ or τ ′. The decision is arbitrary and





τa(p1) and τb(p1) are the two lines in J
5 which intersect both p1 and p2. They are
distinct when a 6= b.
The following proposition is important for our work with closure, and is analogs
to Remark 4 in genus one.
Proposition 12. For any τ ∈ M such that (τ ◦ τ ′)2n = id and (τ ◦ τ ′)n 6= id,
(τ ◦ τ ′)n may be uniquely represented, up to commutation, by τz ◦ τy for some distinct
z, y ∈ {a1, a2, a3, a4, a5,∞}.
Proof. For a general p1 ∈ J5, (τ ◦τ ′)n(p1) will have no intersection with p1. Therefore
by Proposition 11 there are y, z ∈ C∞ such that (τ ◦τ ′)n(p1) = τz◦τy(p1), and as these
are translations, (τ ◦τ ′)n = τz ◦τy. Then id = (τ ◦τ ′)2n = τz ◦τy◦τz ◦τy = τz ◦τ ′z ◦τ ′y◦τy
and τz ◦ τ ′z = τy ◦ τ ′y.
Assume that τz ◦ τ ′z 6= id then by Proposition 11 either τz = τy contradicting
(τ ◦ τ ′)n 6= id or τz = τ ′y contradicting Proposition 10. So τz ◦ τ ′z = id implying
z ∈ {a1, a2, a3, a4, a5,∞}, and likewise for y.
4.2 Relation to Genus-Two Poncelet
Genus-two Poncelet is typically presented with a confocal family of quadrics [11, §6]
(as opposed to the dual of that where the quadrics form a pencil), because when
restricted to real space it is the setting reminiscent of physical billiards. In this
construction a closed traverse is a skew polygon with each edge tangent to the same
two quadrics, along with a list of quadrics which each contain a vertex of the skew
polygon – adjacent edges are then adjacent by whichever quadric in the projectively
confocal family contains their intersection.
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4.2.1 Genus-Two Analogue to the Incidence Correspondence
We construct, I, a genus-two analogue to the incidence correspondence. We start by
first defining, π1(I), to be the set of all lines in P3∗ that are tangent to both
Q3∗a4 =
{
























Now we may define, I, to be the set of all point-line pairs (x, l), such that l ∈ π1(I),
x ∈ Q3∗0 , and x ∈ l, where
Q3∗0 =
{











Let π1((x, l)) := l and π2((x, l)) := x.
We define ι∗ to be the involution which switches the point, and ι to switch the
line. Using the same procedure as in Section 2.1 we may also define ιλ to “switch the
line” so that we reflect off of Q3∗λ .
But unlike the genus-one case, I is not smooth (see where the points of tangency
between l and the two quadrics are the same point), nor is it isomorphic to the
Jacobian (it’s the wrong dimension).
4.2.2 Weyr and Genus-Two Poncelet
We will now consider ways to relate a traverse in the setting of Poncelet’s Theorem and
a chain in the context of Weyr’s Theorem and its higher dimensional generalizations
(RDK curves as Dragović and Radnović call it due to the work of Knörrer, Donagi,
and Reid). We will first examine one given by Dragović and Radnović [17, Proposition
8.35] and then introduce a new one.
First let’s consider the projection from J5, the set of lines contained in Q0 ∩Q∞
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in P5, to the set of lines tangent to both Q3∗a5 and Q
3∗
a4
in P3∗. We call π the projection
from P5 to P3 which simply removes the last two coordinates, and we call the dual of
the output, π∗ : P5 → P3∗.
Proposition 13. There is not a p ∈ J5 for which x4 = x5 = 0 for all x ∈ p ∈ J5.
Proof. Direct calculation of (4.1) and (4.2) show that any two points of such a line
could not be distinct.
Proposition 14. For any p ∈ J5, π(p) is a line in P3. If there is exactly one
[x0 : x1 : x2 : x3 : x4 : x5] ∈ p such that x5 = 0 then π([x0 : x1 : x2 : x3 : x4 : x5]) is
the point of tangency between π(p) and Q3a4. Likewise if x4 = 0 for exactly one point
x ∈ p then π(x) is the point of tangency between π(p) and Q3a5.
Proof. The first part follows immediately from the previous Proposition.
Any [x0 : x1 : x2 : x3 : x4 : x5] ∈ p can satisfy
Q5a5 =
{
x ∈ P3 | x20 = (a1 − a5)x21 + (a2 − a5)x22 + (a3 − a5)x23 + (a4 − a5)x24
}
while [x0 : x1 : x2 : x3] satisfies
Q3a5 =
{
x ∈ P3 | x20 = (a1 − a5)x21 + (a2 − a5)x22 + (a3 − a5)x23
}
if and only if x4 = 0. Every point in p must satisfy Q
5
a5
, but only one point in p has
the fourth coordinate zero, so there can be only one point in π(p)∩Q3a5 , and therefore
π(p) must be tangent to Q3a5 .
Proposition 15. For any p ∈ J5 such that for every point on p, x4 = 0, then π(p)




Proof. For any [x0 : x1 : x2 : x3 : x4 : x5] ∈ p as p ⊂ Q5a5
x20 = (a1 − a5)x21 + (a2 − a5)x22 + (a3 − a5)x23 + (a4 − a5)x24 + (a5 − a5)x25.
Since a5 − a5 and a4 are both zero that implies
x20 = (a1 − a5)x21 + (a2 − a5)x22 + (a3 − a5)x23.









then π∗(p1) = π
∗(p2).
Proof. Adjacency by Q5a4 simply changes the sign on the corresponding coordinate,
which is then deleted in the projection. In this way we can think of τa4 and τa5 to be
“invisible” involution.
Proposition 17. If p1, p2 ∈ J5 are, as a Weyr chain, Q5λ-adjacent for some λ ∈ C
where λ 6= a4, a5, then π∗(p1) and π∗(p2) are Q3∗λ -adjacent as a Poncelet traverse.
Proof. From the last three propositions we know that π∗(p1) and π
∗(p2) are lines
in P3∗ each tangent to both Q3∗a4 and Q
3∗
a5
, and as λ 6= a4, a5 we know the lines are
distinct, so we only need to show that their intersection lies on Q3∗λ , which is to say
that π(p1) ∧ π(p2) is tangent to Q3λ.
There is a point in p1 ∧ p2, lets call it p1(0) where the last two coordinates are
zero. For any point, x, in p1 ∧ p2 we know xQ5λp1(0) = 0. As the last two coordinates
of p1(0) are zero this implies π(x)Q
3
λπ(p1(0)) = 0, showing that π(p1(0)) is the point
of tangency between Q3λ and π(p1 ∧ p2), which is the same as π(p1) ∧ π(p2).
In this manner Dragović and Radnović (while restricting to the case of two alter-
nating quadrics in P5) state [17, Proposition 8.35] that any Weyr chain of length 2n
projects down to a Poncelet traverse of length 2n and that likewise any Poncelet chain
of length 2n is the projection of a Weyr chain of length 2n. We give a counterexample
to this – in which the two alternating quadrics happen not to be distinct – in Section
4.2.3. Here will we give an analogous result.
Proposition 18. Given a closed Poncelet traverse of length n in P3 there is a closed
Weyr chain of length 2n in P5 which projects down to the given Poncelet traverse
under π.
Proof. Let Q(1), Q(2), Q(3), . . . , Q(n) be the sequence of quadrics in P5 which project
down to the quadrics in the Poncelet traverse. As the traverse is closed, if n is even,
73
either1 τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) = id or τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) = τa4 ◦ τa5 . In the first case
τ(1) ◦ τa4 ◦ τ ′(2) ◦ τa4 ◦ τ(3) ◦ τa4 ◦ · · · ◦ τ(n−1) ◦ τa4 ◦ τ ′(n) ◦ τa4
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ (τa4)
n
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n)
= id.
In the second case
τ(1) ◦ τa4 ◦ τ ′(2) ◦ τa4 ◦ τ(3) ◦ τa4 ◦ · · · ◦ τ(n−1) ◦ τa4 ◦ τ ′(n) ◦ τa5
= τ(1) ◦ τ(2) ◦ · · · ◦ τn ◦ (τa4)
(n−1) ◦ τa5
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ τa4τa5
= τa4 ◦ τa5 ◦ τa4 ◦ τa5
= id.
If n is odd, as the traverse is closed either τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) = τa4 or τ(1) ◦ τ(2) ◦
· · · ◦ τ(n) = τa5 . In the first case
τ(1) ◦ τa4 ◦ τ ′(2) ◦ τa4 ◦ τ(3) ◦ τa4 ◦ · · · ◦ τ(n−1) ◦ τa4 ◦ τ ′(n) ◦ τa4
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ (τa4)
n
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ τa4
= τa4 ◦ τa4
= id.
In the second case
τ(1) ◦ τa5 ◦ τ ′(2) ◦ τa5 ◦ τ(3) ◦ τa5 ◦ · · · ◦ τ(n−1) ◦ τa5 ◦ τ ′(n) ◦ τa5
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ (τa5)
n
= τ(1) ◦ τ(2) ◦ · · · ◦ τ(n) ◦ τa5
= τa5 ◦ τa5
= id.
1We should include a notational disclaimer here that we have written all these τs without prime
marks. This amounts to a choice in how we define, say, τ(1) versus τ
′
(1), which is legitimate, as long
as we allow for the possibility that, say, τ(2) = τ
′
(1), which we do.
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Remark 7. Without transferring the projection to the Weyr setting we can distinguish
between the id, τa4 ◦ τa5, τa4, and τa5 cases in Proposition 18.
Proof. If n is even, it must either be the id case or the τa4 ◦ τa5 case. If n > 4, by
Proposition 11, we may continuously deform the closed Poncelet traverse so that τ(1)
is fixed, τ(i) for i > 4 is fixed, and τ(2) goes to τ(1). This will produce a closed Poncelet
traverse of length n− 2 without changing the case. We may repeat this process until
n = 4. Then we may use Proposition 19 to distinguish between the cases.
Alternatively if n is even, we may perturb any or all of the τ(i) by some ε. Pick
some l ∈ π1(I) such that l does not intersect itself after reflection along the perturbed
traverse. Then there are some λ, γ ∈ C such that the two lines are each adjacent to a
third line - one is Qλ-adjacent and one is Qγ-adjacent (which is to say that there are
respective lines in Weyr different by τλ ◦ τγ). If γ and λ are close to eachother then
it is the id case, whereas if they are close to a4 and a5 it is the τa4 ◦ τa5 case.
If n is odd we may use the same procedure as in the even case to reduce n to 5.
Then we may continuously deform the closed Poncelet traverse such that τ(1) goes to
τa5 . If the four remaining billiard maps are of the form in Proposition 19 then it is
the τa5 case and otherwise it is the τa4 case.
Proposition 19. Any closed 4-sided Weyr chain in P5 with four distinct lines in the
chain must be of the form τa ◦ τb ◦ τ ′a ◦ τ ′b. Which is to say, if it is given, in order, by
τa, τb, τc, τd then τc = τ
′
a and τd = τ
′
b.
Proof. As τa ◦ τb ◦ τc ◦ τd = id, we know τc ◦ τd = τb ◦ τa. By the hypothesis, for any
p ∈ J5, τc ◦ τd(p) can’t be p. p will intersect τc ◦ τd(p) when p is a fixed point of τd
or τc ◦ τd(p) is a fixed point of τc. Pick p such that that neither are the case. Then
by Proposition 11 either τc = τb and τd = τa, in which case τd(p) = τb ◦ τc ◦ τd(p); or
τc = τ
′
a and τd = τ
′
b which fits the desired form.
The following remark stands in contrast to genus-one (Weyr or Poncelet), and to
genus-two Poncelet as shown in 4.2.3.
Remark 8. There is no τ ∈M such that τ ◦ τ ′ 6= id and τ ◦ τ ′ ◦ τ ◦ τ ′ = id.
Proof. By Proposition 19, if τ ◦ τ ′ ◦ τ ◦ τ ′ = id then τ (the first billiard map listed)
would have to be equal to τ ′ (the prime of the third billard map listed). Which would
mean τ ◦ τ ′ = id.
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4.2.3 Counterexample
The conditions laid out by Dragović and Ragnović imply that there can be no non-
trivial four-sided Poncelet Porism in a genus greater than one. Examples are hard
to come by in Poncelet’s construction because the numbers, even after just a couple
reflections, generally become impossible to represent on paper. But here we offer the
following simple example of a four-sided, genus-two Poncelet Porism. The Porism
will be constructed from the projection of a Weyr Chain in the pencil given by the
parameters
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√
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3 : 4 : −2
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3 : 4 : 2
√






3 : −12 : −
√






3 : −12 :
√
21 : 3i : −12i
]
.






indicating that pi ∧ pi+1 ∈ J5.
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Computations showing 0 = (pi)
ᵀQ50(pi+2) indicate that pi ∧ pi+1 is Q50-adjacent to
pi+1 ∧ pi+2. Finally, computation showing 0 6= (pi)ᵀQ5∞(pi+2) confirm that pi ∧ pi+1 is
distinct from pi+1 ∧ pi+2.
Note that pi is distinct from pi+4 in P5, but not in P3 under a projection deleting
the last two coordinates. So as a Weyr chain this is eight-sided, but it projects down
to a four-sided Poncelet Porism.
4.3 Conditions for Closure
Dragović and Ragnović give the following result [17, Lemma 3.140] closely following
the work of Griffiths and Harris [21].
Lemma 2 (Dragović and Ragnović). Let P (x0, y0) be a non-branching point on the
non-degenerate curve y2 = (x− x1) · · · (x− x2g+1). For n > 2g equality nA(P ) = 0,
where A is the Abel-Jacobi map, is equivalent to (4.3) and n = 2m when n is even
and equivalent to (4.4) and n = 2m+ 1 when n is odd, where√
(x− x1) · · · (x− x2g+1) = B0 +B1 (x− x0) +B2 (x− x0)2 +B3 (x− x0)3 + · · · .
rank

Bm+1 Bm · · · Bg+2





B2m−1 B2m−2 · · · Bm+g
 < m− g (4.3)
rank

Bm+1 Bm · · · Bg+1





B2m B2m−1 · · · Bm+g
 < m− g + 1 (4.4)
Dragović and Radnović use this Lemma to give necessary and sufficient conditions
for closure in Poncelet. As we showed in Section ?? these are not in fact necessary
conditions, but we will show now that Dragović and Radnović’s thinking does appro-
priately apply to the genus-2 version of Weyr’s Theorem, and then we may use our
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results from the previous section to apply it to Poncelet’s Theorem.
Lemma 3. Let a1, a2, a3, a4, a5 ∈ C be distinct and non-zero, and let τ0, τ ′0 ∈ M be
the two billiard maps given by adjacency under Q50, and let Bk ∈ C for k ∈ N0 such
that √





Then (τ0 ◦ τ ′0)m = id for m ≥ 3 if
rank
Bm+1 Bm · · · B4Bm+2 Bm+1 · · · B5... ... . . . ...
B2m−1 B2m−2 · · · Bm+2
 < m− 2. (4.5)
Likewise, (τ0 ◦ τ ′0)m ◦ τ0 = τ∞ for m ≥ 2 if
rank
Bm+1 Bm · · · B3Bm+2 Bm+1 · · · B4... ... . . . ...
B2m B2m−1 · · · Bm+2
 < m− 1. (4.6)
Proof. By Lemma 2 we look to define a ramified covering, x, of P1 by M which is
2-1 everywhere except for the branch points on P1: a1, a2, a3, a4, a5, and ∞ where
it becomes 1-1. Pick some o ∈ J5 such that τ∞(o) = o where τ∞ ∈ M is the unique
involution given by Q5∞. Then for every e ∈ A(C) ⊂ J5 there is a unique x(e) such
that e is adjacent to o by Q5x(e). Let p = τ0(o) and p
′ = τ ′0(o), then x(p) = 0. By
Lemma 2, if (4.3) is satisfied, p has order which divides 2n, which is to say that
(τ0 ◦ τ ′0)2n is the identity.
Again, as in the g = 1 case,
τ0(τ∞(τ0(τ∞(o)))) = τ0(τ∞(τ0(o))) = τ0(τ
′
0(o)).
By repeatedly performing the above cancellation and commuting the translation,
τ0 ◦ τ ′0, to the outside we can show (τ0 ◦ τ∞)2n(o) = (τ0 ◦ τ ′0)n(o) which means that
(τ0 ◦ τ ′0)n is the identity map.
Likewise, by Lemma 2, if (4.4) is satisfied, p has order which divides 2n+1, which
is to say that (τ0◦τ∞)2n+1 is the identity which simplifies to (τ0◦τ ′0)n◦τ0◦τ∞ = id.
We define the variety W n ∈ P4 to be the closure of all [a1 : a2 : a3 : a4 : a5]
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for which: the ai are distinct; (τ∞ ◦ τ0)n = id; and there is no positive m < n for
which (τ∞ ◦ τ0)m = id. For some distinct i, j ∈ {1, 2, 3, 4, 5,∞} define the variety
W 2ni,j ∈ P4 to be the closure of all [a1 : a2 : a3 : a4 : a5] for which: the ai are distinct;
(τ∞ ◦ τ0)n = τai ◦ τaj (or, for instance, it were equal to τ∞ ◦ τaj when i = ∞). As in
genus one, the W 2ni,j do not intersect outside of the singular points of W
2n, which is
to say that they make up a proper decomposition.
Theorem 11. Given distinct and finite ai, for i = 1, 2, 3, 4, 5, and a traverse in the
family of confocal quadrics,
Q3∗λ =
{











for which each edge is tangent to Q3∗a4 and Q
3∗
a5
and adjacent edges meet on Q3∗0 , the
traverse will close after n reflections if any of the following conditions are satisfied
(note, the τ used below are in the context of the corresponding Weyr construction):
1. n is even and (τ0 ◦ τ ′0)n/2 = id
2. For some m which divides n, [a1 : a2 : a3 : a4 : a5] ∈ Wm.
3. n is even and (4.5) is satisfied for m = n/2.
4. n is even and (τ0 ◦ τ ′0)n/2 = τa4 ◦ τa5
5. n is even and [a1 : a2 : a3 : a4 : a5] ∈ W 2n4,5.
6. n is even and [a1 : a2 : a3 : a4 : a5] ∈ W 2n, and the irreducible component
of W 2n which contains [a1 : a2 : a3 : a4 : a5] is symmetric is a1, a2, a3, and is
symmetric in a4, a5.
7. n is odd and (τ0 ◦ τ ′0)(n−1)/2 ◦ τ0 = τa4.
8. n is odd and [a1 : a2 : a3 : a4 : a5] ∈ W 2n∞,4.
9. n is odd and (τ0 ◦ τ ′0)(n−1)/2 ◦ τ0 = τa5.
10. n is odd and [a1 : a2 : a3 : a4 : a5] ∈ W 2n∞,5.
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Proof. Conditions 1, 2, and 3 are already known to be sufficient.
Condition 4 is sufficient by Proposition 16. Condition 5 implies condition 4 by
the definition of W 2n4,5.
Any irreducible component of W 2n must be contained in one of the W 2ni,j . If
the irreducible component has the properties described in condition 6, it must be
contained in W 2n4,5, and therefore condition 6 implies condition 5.
Conditions 7 and 9 are immediate from the fact that the pushforwards of τa4 and
τa5 under the previous section’s projection from P5 to P3 are both the identity map.
Condition 8 implies 7 (and likewise 10 implies 9):
(τ∞ ◦ τ0)n = τ∞ ◦ τa4
τ∞ ◦ (τ0 ◦ τ ′0)(n−1)/2 ◦ τ0 = τ∞ ◦ τa4
(τ0 ◦ τ ′0)(n−1)/2 ◦ τ0 = τa4 .
Lemma 4. Let b1, b2, b3, b4, b5, λ ∈ C be distinct, then (τλ ◦ τ ′λ)n = id in the family
where [a1 : a2 : a3 : a4 : a5] = [b1 : b2 : b3 : b4 : b5] if and only if [b1 − λ : b2 − λ :
b3 − λ : b4 − λ : b5 − λ] ∈ V 2n.
Proof. This is immediate from Lemma 3 and the fact that τλ in the family given
by [b1 : b2 : b3 : b4 : b5] is geometrically equivalent to τ0 in the family given by
[b1 − λ : b2 − λ : b3 − λ : b4 − λ : b5 − λ].
It has been stated in passing that for any family of quadrics there is a quadric
that gives a reflection of finite period. This is trivially true if one chooses one of the
degenerate quadrics, but is otherwise false.
Remark 9. There are families for which there is no λ 6=∞, a1, a2, a3, a4, a5 such that
(τλ ◦ τ ′λ)n = id for n > 0.
Proof. Consider the case where (a1, a2, a3, a4) = (1, 2, 3, 4). For any n > 0, there
must be a finite number of tuples (a5, λ) for which a5, λ /∈ {a1, a2, a3, a4,∞} and a
traverse under Qλ closes after n steps. By Lemma 4 this is a system of two equations
with two unknowns, so each number in each tuple must be algebraic. Therefore if we
chose a5 to be transcendental, there is no algebraic λ which will satisfy Lemma 4.
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Proposition 20. For g = 2, in the limit where a4 = a5, we have Bk = Ak−1 − a4Ak




3 + · · ·
=
√
(x− a1) (x− a2) (x− a3) (x− a4) (x− a5)
= (x− a4)
√
(x− a1) (x− a2) (x− a3)
= (x− a4)
(
A0 + A1x+ A2x
2 + A3x
3 + · · ·
)
= (−a4A0) + (A0 − a4A1)x+ (A1 − a4A2)x2 + (A2 − a4A3)x3 + · · ·
4.4 Reducible Jacobian
A brief history of reducible Jacobians is provided in [7]. In particular, they give the
following.
Proposition 21. Given two elliptic curves (both with infinity as their additive iden-
tity),
Y 2 = (X − a1)(X − a2)(X − a3)
= F (X)
V 2 = (U − b1)(U − b2)(U − b3)
= G(U),
there are rational r, s, and c, such that
(a1 + r)(b1 + s) = (a2 + r)(b2 + s) = (a3 + r)(b3 + s) = c, (4.7)
and there is a hyper-elliptic curve that reduces to the two given elliptic curves by the
relations,
S2 = F (T 2 − r) = −T
6








One can solve for r, s, and c in (4.7):
r =
(a3 − a2)a1b1 + (a1 − a3)a2b2 + (a2 − a1)a3b3
a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3
=
−a1b1(a2 − a3)− a2b2(a3 − a1)− a3b3(a1 − a2)
b1(a2 − a3) + b2(a3 − a1) + b3(a1 − a2)
s =
(b2 − b3)a1b1 + (b3 − b1)a2b2 + (b1 − b2)a3b3
a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3
c =
(a2 − a1)(a3 − a2)(a1 − a3)(b2 − b3)(b3 − b1)(b1 − b2)
(a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3)2
Under certain conditions we can extend this result into the domain of Weyr.
Proposition 22. Let there be a 2n-sided Weyr chain with all adjacencies given by
Qa1,a2,a3 and a 2m-sided Weyr chain with all adjacencies given by Qb1,b2,b3.
If c
r
− s = 0, equivalently if
(a2a3 − a1a3)b1b2 + (a1a2 − a2a3)b1b3 + (a1a3 − a1a2)b2b3 = 0,
then there is a closed Weyr chain of length 2LCM(m,n) on a hyperelliptic curve
equivalent to one with a Jacobian that reduces to the two elliptic curves.









are points of order 2n on the elliptic curve, Y 2 = (X − a1)(X −










are points of order 2m on
V 2 = (U − b1)(U − b2)(U − b3).
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First we note the equivalence of hypotheses,
c
r
− s =(c− sr)(a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3)
2
r(a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3)2
=
(
(a2 − a1)(a3 − a2)(a1 − a3)(b2 − b3)(b3 − b1)(b1 − b2)
− ((b2 − b3)a1b1 + (b3 − b1)a2b2 + (b1 − b2)a3b3)
· ((a3 − a2)a1b1 + (a1 − a3)a2b2 + (a2 − a1)a3b3)
)
/(
((a3 − a2)a1b1 + (a1 − a3)a2b2 + (a2 − a1)a3b3)
· (a2b1 − a3b1 − a1b2 + a3b2 + a1b3 − a2b3)
)
=
(a2a3 − a1a3)b1b2 + (a1a2 − a2a3)b1b3 + (a1a3 − a1a2)b2b3
((a3 − a2)a1b1 + (a1 − a3)a2b2 + (a2 − a1)a3b3)
.
Any point on the hyperelliptic curve for which T 2 = r will map to a point of order
n on the first elliptic curve and will – because c
r
− s = 0 – map to a point of order
m on the second elliptic curve. Therefore the point on the hyperelliptic curve has


































































b2 − b3 − T
√






















b2 − b3 + (a1 − a2)(b2 − b3)
)



















b2 − b3 − (a1 − a2)(b2 − b3)
)
on the curve,
R2 = (W − w1)(W − w2)(W − w3)(W − w4)(W − w5).
Then a Weyr chain with all adjacencies given by Qw1−W,w2−W,w3−W,w4−W,w5−W will









a1a2b1 − a1a2b2 − a1a3b1 + a1a3b3 + a2a3b2 − a2a3b3












a1a2b1 − a1a2b2 − a1a3b1 + a1a3b3 + a2a3b2 − a2a3b3
+ (a1 − a2)(a1 − a3)(b2 − b3)
)/
a1.






























If r = s = 0, equivalently if a1b1 = a2b2 = a3b3, then there is a 2LCM(m,n)-sided
Weyr chain on a hyperelliptic curve equivalent to one with a Jacobian that reduces to
the two elliptic curves.










are points of order n on the elliptic curve, Y 2 = (X − a1)(X −










are points of order m on
V 2 = (U − b1)(U − b2)(U − b3).
The equivalence between r = s = 0 and a1b1 = a2b2 = a3b3 is immediate from
(4.7). The points on the hyperelliptic curve for which T 2 = 0 map to a points of
order n on the first elliptic curve, and the identity on the second elliptic curve. The
points on the hyperelliptic curve for which T 2 = ∞ map to a points of order m on
the second elliptic curve, and the identity on the first elliptic curve.








































Under the same transformation T = 0 and T =∞ map to W = (a1− a2)(a1− a3)
and W = −(a1 − a2)(a1 − a3) respectively.











wi + (a1 − a2)(a1 − a3)




5.1 Irreducibility for all V 2ni and all V
2n+1
For any prime p and any distinct non-zero a1, a2, a3, there will be (p
2 − 1)/2 distinct
values of λ such that a traverse reflecting off x20 = (a1 − a3)x21 + (a2 − a3)x22 and
tangent to x20 = (a1 − λ)x21 + (a2 − λ)x22 will close in p steps. This is to say that the
variety V p will have degree (p2 − 1)/2.
If one could show V p is not the union of planes then there is a closed path on the
family of non-degenerate families which sends an element of period p in the Jacobian
in the fiber bundle to a different element of period p in the Jacobian. Likewise any
element generated by that element would not be set to itself.
It seems like we ought to be able to show, using similar techniques from Proposition
7 that if V 2n+1 and V 2m+1 are irreducible then V (2n+1)(2m+1) is irreducible, and likewise
that if V 2
n
i and V
2m+1 are irreducible then V
(2n)(2m+1)
i is irreducible. Therefore if we
can show V p is irreducible we would be able to show that all V 2ni and all V
2n+1 are
irreducible.
5.2 Irreducibility for all W 2ni and all W
2n+1
It would be a significant result to show that all W 2ni and all W
2n+1 are irreducible as
we would then be able to prove the following conjecture.
Conjecture 1. The conditions in Theorem 11 are, as a whole, necessary in addition
to each being sufficient.
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The difficulty in proving that even just all W 2
n
i are irreducible is that in genus
two not all elements of the Jacobian can be represented in the form τ∞ ◦ τλ for some
λ. The result is that after we have constructed a path on the set of non-degenerate
families of quadrics which continuously deforms some element of period 2n in the
Jacobian to a different element of period 2n while maintaining the form τ∞ ◦ τλ, we
can not generally use that path to continuously deform a chosen element of period
2n+1 while maintaining the form τ∞ ◦ τλ. We only need to use a path with the same
homotopy, but we can’t even guarantee such a path would exist.
We tried several approaches to overcome this obstacle, perhaps most hopefully
we tried employing Proposition 20 to construct a path that would bring, say, a1
epsilon close to a2, constructing epsilon balls around the other ai holding them close
to a well-understood genus-one case, allowing us to manipulate the coordinates while
controlling the homotopy.
5.3 Recursion Relation
Another way to provide necessary and sufficient conditions for closure for genus-two
Poncelet, would be to explicitly compute the W 2ni . Previously Mathematicians have
closely examined the W 2n and haven’t found a way to generate them outside fo
computing the determinant, which is costly when doing so generally for all families.
But we observe that there appears to be a way to iterativly generate the V 2ni , so
possibly also the W 2ni
V 41 = a1a2 + a1a3 − a2a3
V 42 = a1a2 − a1a3 + a2a3
V 43 = −a1a2 + a1a3 + a2a3
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Notice the similarity between the above and this:





2 + (V 41 V
4
3 )
2 − (V 42 V 43 )2





2 − (V 41 V 43 )2 + (V 42 V 43 )2
V 83 = −(V 41 V 42 )2 + (V 41 V 43 )2 − (V 42 V 43 )2
Again,





2 + (V 81 V
8
3 )
2 − (V 82 V 83 )2





2 − (V 81 V 83 )2 + (V 82 V 83 )2
V 163 = −(V 81 V 82 )2 + (V 81 V 83 )2 − (V 82 V 83 )2
























2 − (V 2n1 V 2
n
3 )






















We can’t directly calculate for V 32, because it takes too long to compute the
general determinant, but we can find several solutions to the right hand side fo the
equation and compute the determinant in those specific cases on the left hand side,
to test this conjecture. It appears to hold.
We continue to note patters outside of the 2n case, for example,




















3 − V 42 V 43




2 − V 41 V 43 + V 42 V 43
V 63 = −V 41 V 42 + V 41 V 43 − V 42 V 43
and








3 − V 82 V 83




2 − V 81 V 83 + V 82 V 83
V 123 = −V 81 V 82 + V 81 V 83 − V 82 V 83
but they are generally much more complicated. If we could first prove the pattern
holds for the 2n case we would probably be able to understand how to find and prove
the other cases.
5.4 Rational Solutions
At several points we have given examples of traverse and chains. This is somewhat
uncommon because it is usually quite difficult to find one which have numbers which
can be represented on a page. The first step is finding the simplest family as possible.
So were were excited to find that the below is a solution to W 8 for all n allowing us to














(2n+ 1)2 + 1
satisfies W 8∞,5.
This was done by examining a set of rational solutions and inferring the formula.
Once we had a guess at a pattern we were able to find a complete parameterization
for n = 6 by entering in generic rational functions and solving for the coefficients.































































































5.5 Geometric Jacobian in Higher Dimension
From Section 2.1, in genus one the incidence correspondence is D∗ with additional
structure – each line in D∗ is paired with either one of its two points of intersection
with a reference conic – such that it becomes isomorphic to the Jacobian. In genus
two it is immediately clear that a naive generalization of the incidence correspondence




one of its two points of intersection with a reference quadric – does not produce
something isomorphic to the Jacobian, because π∗ is a 4-1 map to π∗(J) and this
construction would be a 2-1 cover of π∗(J).
We wonder if one could construct a geometric object in P3∗ that is isomorphic
to the Jacobian in P5. We tried out several different ideas which didn’t work. For




tangent to both Q3∗a4 at l ∩ la and l is tangent to Q
3∗
a5
at l ∩ lb. It is a 4-1 map, but it
has the wrong branch points.
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5.6 Testing Symmetry Locally
Currently to confirm condition 6 from Theorem 11 in practice would require comput-
ing the irreducible components of W 2n, and from those identifying which is W 2n4,5 base
on the symmetry of each. We wonder if there could be a computationally simpler way.
Much like one can construct a Taylor Series in single variable calculus, the irreducible
component containing a point on W 2n can be reconstructed from all of the partial
derivatives of W 2n at the point (this is how we computed the irreducible components
as computing the Grobner Basis took too long). We hope there might be some way to
use that data to surmise the symmetry of the irreducible component without actually
constructing it, as that is still somewhat computationally taxing.
5.7 Theta Functions
Theta functions are another way to describe the points of finite order on the Jacobian,
and we wonder, in genus one or higher, could this be used to say anything interesting
in the context of finding closure in Poncelet’s Great Theorem.
For example, in a genus-one Weyr construction with {a1, a2, a3} := {−1, 0, 1},






































Let K be the complete elliptic integral of the first kind, and sn the Jacobi sin
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