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Abstract
In this note we address the minimax properties of the subspace distance and the singular values of a
matrix, and point out that a theorem in [G.H. Golub, C.F. Van Loan, Matrix Computations, 3rd ed., John
Hopkins University Press, Baltimore, MD, 1996] is incomplete.
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Let Q = [Qα Qβ ], Q̂ = [Q0 Q1] are orthogonal matrices, and Qα,Q0 ∈ Rn×r , QTαQα =
QT0 Q0 = Ir×r . Then the subspace distance is sin θ = dist(ran(Qα), ran(Q0)) = ‖QTβQ0‖2 =
σmax(Q
T
βQ0) =
√
1 − σ 2min(QTαQ0). Correspondingly, cos θ = σmin(QTαQ0). The following
proposition is given as a part of Theorem 8.2.2 in [2]:
Proposition
cos θ = min
u∈ran(Qα)
v∈ran(Q0)
|uTv|
‖u‖2‖v‖2 . (1)
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The following example will show this proposition is incomplete.
Example. Let 0  φ < π2
Q = [Qα Qβ ] =
0 1 00 0 1
1 0 0
 and Q̂ = [Q0 Q1] =
0 cos φ − sin φ0 sin φ cos φ
1 0 0
 .
With the above partitions, we have QTαQ0 =
[
1 0
0 cos φ
]
, thus σmin(QTαQ0) = cos φ. But if we
choose u˜ =
00
1
, v˜ =
cos φsin φ
0
, so that u˜Tv˜ = 0, then
min
u∈ran(Qα)
v∈ran(Q0)
|uTv|
‖u‖2‖v‖2 
|u˜Tv˜|
‖u˜‖2‖v˜‖2 = 0 < cos φ = σmin(Q
T
αQ0). (2)
In fact, a modified expression for cos θ can be given as follows:
Theorem 1
cos θ = σmin(QTαQ0) = min
v∈ran(Q0)
v /=0
max
u∈ran(Qα)
u /=0
uTv
‖u‖2‖v‖2 . (3)
Proof
cos θ = σmin(QTαQ0)=min
x∈Rr
x /=0
‖QTαQ0x‖2
‖x‖2 = minx∈Rr
x /=0
‖QTαQ0x‖2
‖QT0 Q0x‖2
= min
v∈ran(Q0)
v /=0
‖QTαv‖2
‖QT0 v‖2
= min
v∈ran(Q0)
v /=0
‖QTαv‖2
‖v‖2 .
In the last step we use ‖v‖2 = ‖Q̂Tv‖2 = ‖[Q0 Q1]Tv‖2 =
∥∥∥∥[QT0 v0
]∥∥∥∥
2
= ‖QT0 v‖2. Then we
will prove
‖QTαv‖2 = max
u∈ran(Qα)
u /=0
uTv
‖u‖2 . (4)
Suppose Qα is an n × r matrix with orthonormal columns, Qα = [q1, q2, . . . , qr ]. For any
u ∈ ran(Qα), assume u = ∑ri=0 qiζi , then ‖u‖2 = (∑ri=0 ζ 2i ) 12 ,
QTαv =

qT1 v
qT2 v
...
qTr v
 def=

η1
η2
...
ηr
 , ‖QTαv‖2 =
(
r∑
i=0
η2i
) 1
2
,
uTv =
(
r∑
i=1
qTi ζi
)
v =
r∑
i=1
qTi vζi =
r∑
i=1
ηiζi .
472 H. Xiang / Linear Algebra and its Applications 414 (2006) 470–473
Applying Cauchy–Schwartz inequality, we have
uTv 
(
r∑
i=1
η2i
) 1
2
(
r∑
i=1
ζ 2i
) 1
2
= ‖QTαv‖2‖u‖2,
i.e.,
‖QTαv‖2 
uTv
‖u‖2 , ∀u ∈ ran(Qα).
The equality holds, if and only if ζi = cηi , i.e., u = c∑ri=1 qi(qTi v) = cQαQTαv, where c is a
positive proportional constant, and c = 1 indicates u is the orthogonal projection of v on ran(Qα).
Therefore, we have (4), and the theorem follows. 
We can obtain a similar representation for the distance, i.e., sin θ , between two subspaces:
ran(Qα), ran(Q0).
Theorem 2
sin θ = dist(ran(Qα), ran(Q0)) = max
v∈ran(Q0),v /=0
u∈ran(Qα)⊥,u /=0
uTv
‖u‖2‖v‖2 . (5)
Proof
sin θ =σmax(QTβQ0) = max
x∈Rr
x /=0
‖QTβQ0x‖2
‖x‖2 = maxx∈Rr
x /=0
‖QTβQ0x‖2
‖QT0 Q0x‖2
= max
v∈ran(Q0)
v /=0
‖QTβv‖2
‖QT0 v‖2
= max
v∈ran(Q0)
v /=0
‖QTβv‖2
‖v‖2 = maxv∈ran(Q0)
v /=0
1
‖v‖2 maxy∈Rn−r
y /=0
yTQTβv
‖y‖2 = maxu∈ran(Qβ ),u /=0
v∈ran(Q0),v /=0
uTv
‖u‖2‖v‖2 . 
The minimax representation for cos θ has a clear geometric interpretation. In R3, θ is the
dihedral angle between two planes in ordinary case.
Theorems 1 and 2 describe the minimax properties of σmin(QTαQ0) and σmax(QTβQ0) (i.e.,
cos θ and sin θ ). Generally, a minimax representation for the singular values of a matrix can be
given as follows.
Theorem 3. A ∈ Rm×n, i = 1 : n, j = 1 : m,
σi(A)= max
S∈Gni
min
x∈S
x /=0
‖Ax‖2
‖x‖2 = minS∈Gnn−i+1
max
x∈S
x /=0
‖Ax‖2
‖x‖2
= max
S∈Gni
min
x∈S
x /=0
max
y∈Rm
y /=0
yTAx
‖x‖2‖y‖2 = minS∈Gnn−i+1
max
x∈S,x /=0
y∈Rmy /=0
yTAx
‖x‖2‖y‖2 ,
σj (A
T)= max
T∈Gmj
min
y∈T
y /=0
‖ATy‖2
‖y‖2 = minT∈Gmm−j+1
max
y∈T
y /=0
‖ATy‖2
‖y‖2
= max
T∈Gmj
min
y∈T
y /=0
max
x∈Rn
x /=0
yTAx
‖x‖2‖y‖2 = minT∈Gmm−j+1
max
y∈T,y /=0
x∈Rn,x /=0
yTAx
‖x‖2‖y‖2 .
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Note that Gnl denotes the set of l-D subspace in Rn, and σi(A) denotes the ith largest singular
value of A. If k = 1 : min{m, n}, then σk(A) = σk(AT), the above eight equations are equivalent.
This theorem can be regarded as a generalization of Theorem 8.6.1 in [2] and Theorem 2 in [1].
Here we will prove the last equality.
Proof. By applying Courant–Fischer Minimax Theorem [2,3], we have
λj (AA
T)= min
T∈Gmm−j+1
max
y∈T
y /=0
yTAATy
yTy
,
σj (A
T)= min
T∈Gmm−j+1
max
y∈T
y /=0
‖ATy‖2
‖y‖2 = minT∈Gmm−j+1
max
y∈T
y /=0
1
‖y‖2 maxx∈Rn
x /=0
xTATy
‖x‖2
= min
T∈Gmm−j+1
max
y∈T,y /=0
x∈Rn,x /=0
yTAx
‖x‖2‖y‖2 , j = 1 : m. 
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