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Universal quantum criticality at finite temperature for two-dimensional disordered
and clean dimerized spin-1
2
antiferromagnets
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1Department of Physics, National Taiwan Normal University, 88, Sec.4, Ting-Chou Rd., Taipei 116, Taiwan
The quantum critical regime (QCR) of a two-dimensional (2D) disordered and a 2D clean dimer-
ized spin- 1
2
Heisenberg models are studied using the first principles nonperturbative quantum Monte
Carlo simulations (QMC). In particular, the three well-known universal coefficients associated with
QCR are investigated in detail. While in our investigation we find the obtained results are consis-
tent with the related analytic predictions, non-negligible finite temperature (T ) effects are observed.
Moreover, a striking finding in our study is that the numerical value for one of the universal co-
efficients we determine is likely to be different significantly from the corresponding (theoretical)
result(s) established in the literature. To better understand the sources for the discrepancy ob-
served here, apart from carrying out the associated analytic calculations not considered previously,
it will be desirable as well to conduct a comprehensive examination of the exotic features of QCR
for other disordered and clean spin systems than those investigated in this study.
PACS numbers:
I. INTRODUCTION
The two-dimensional (2D) quantum antiferromagnets,
both with and without charge carriers, are among the
most important systems in condensed matter physics.
From the experimental perspective, these materials are
related to the high temperature (high Tc) cuprate su-
perconductors. As a result, numerous associated ex-
periments were conducted and the obtained data have
triggered many theoretical studies of these systems, in-
cluding accurate determination of their low-temperature
properties such as the staggered magnetization density
and the spin stiffness [1–11].
Theoretically, at zero temperature and in the ordered
phase, the 2D spin- 12 Heisenberg antiferromagnet can
be treated classically and this region is known as the
renormalized classical regime in the literature. When
the long-range order of the system is destroyed by the
quantum fluctuations, a completely different portrait of
its ground states called the quantum disordered regime
appears. Moreover, in both regimes, as the temperature
T rises, there will be crossovers such that the system en-
ters yet another unique phase called the quantum critical
regime (QCR). In particular, due to the interplay be-
tween the thermal and the quantum fluctuations, some
exotic characteristics will emerge in QCR. These special
features of QCR is signaled out by the presence of several
universal behavior among some physical quantities of the
underlying 2D spin system [12–15].
Based on the analytic calculations using the method of
large-N expansion for the effective nonlinear sigma model
of the 2D Heisenberg antiferromagnet, three universal re-
lations are established (assuming the dynamic exponent
z is 1): χu =
Ω
c2T , S(π, π)/χs = ΞT , and c/ξ = XT .
Here χu, c, S(π, π), χs, and ξ are the uniform suscep-
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tibility, the spinwave velocity, the staggered structure
factor, the staggered susceptibility, and the correlation
length, respectively. Moreover, the coefficients Ω, Ξ, and
X are universal, namely their numerical values are in-
dependent of any microscopic details. For 2D dimerized
Heisenberg models with spatial anisotropy, QCR as well
as the related universal coefficients should be detectable
at any values of the corresponding tuning parameter. It
is probable as well that systems with (certain kinds of)
quenched disorder may exhibit features of QCR.
Interestingly, while universal behavior characterizing
QCR is indeed observed for several numerical studies of
2D dimerized spin models, crystally clear evidence only
found at the finite temperature regions above the re-
lated quantum critical points (QCPs). In other words,
when the associated calculations are conducted away
from QCPs, the emergence of the exotic QCR scaling
has not been established rigorously and numerically yet.
[16–21]. For example, as introduced in the previous para-
graph regarding QCR, a plateau is supported to appear
in a certain region of the inverse temperature β when
S(π, π)/(χsT ) is treated as a function of β. However,
such a scenario does not occur in the relevant studies
when the used data were determined away from the cor-
responding QCPs.
At the moment, numerical studies related to QCR have
been focusing on clean dimerized spin systems. The ex-
ploration of whether features of QCR, in particular the
three universal quantities mentioned previously, exist for
models with quenched disorder have been examined only
implicitly, not systematically. Motivated by this, here we
simulate a 2D spin- 12 Heisenberg model on the square lat-
tice with a kind of (quenched) disorder using the quan-
tum Monte Carlo (QMC) calculations. The employed
disorder distribution is based on the so-called configura-
tional disorder introduced in Ref. [22]. Apart from this,
the 2D clean dimerized plaquette quantum spin system
is investigated as well for comparison and clarification.
Remarkably, for both the considered disordered and
2clean models, features of QCR do emerge at their corre-
sponding QCPs. Furthermore, non-negligible T depen-
dence for the universal quantities of QCR, which was
overlooked before, is found in our investigation. The
most striking result obtained here is that, the numer-
ical values of the universal coefficient Ω determined in
our study for both the considered models are likely to
deviate significantly from those calculated previously in
Refs. [15, 18, 19, 21]. The evidence provided here for the
described variation regarding the numerical value of Ω is
convincing. This finding of ours is consistent with that
obtained in Ref. [23] for which the conclusion is based on
a detailed study of a 2D clean bilayer quantum spin sys-
tem. To better understand the sources of the discrepancy
found here, apart from carrying out the analytic calcula-
tions associated with corrections not taken into account
previously, a more thorough exploration of other disor-
dered and clean spin models than those studied here is
desirable.
The rest of the paper is organized as follows. After
the introduction, the considered models as well as the
required physical quantities for investigating the features
of QCR are described. A detailed analysis, focusing on
the three well-known universal coefficients of QCR, is pre-
sented then. In particular, the numerical evidence for the
discrepancy mentioned above is given. Finally, a section
is devoted to conclude our study shown here.
II. MICROSCOPIC MODEL AND
OBSERVABLES
The 2D spin- 12 system with a quenched disorder and
the 2D clean quantum dimerized plaquette Heisenberg
model studied here are given by the same form of Hamil-
ton operator
H =
∑
〈ij〉
Jij ~Si · ~Sj +
∑
〈i′j′〉
J ′i′j′
~Si · ~Sj , (1)
(2)
where Jij and J
′
i′j′ are the antiferromagnetic couplings
(bonds) connecting nearest neighbor spins 〈ij〉 and 〈i′j′〉,
respectively, and ~Si is the spin-
1
2 operator at site i.
The quenched disorder considered in this investigation is
based on the idea of configurational disorder [22]. Specif-
ically, in our simulations for the disordered model, the
probabilities of putting a pair of J ′-bonds vertically and
horizontally in a plaquette consisting of two by two spins
are both 0.5. (We will still use the term configurational
disorder for this employed disorder distribution in the
rest of the paper). Figure 1 demonstrates the studied
disordered and clean models. Here we use the conven-
tion that the couplings J ′ and J satisfy J ′ > J . As
a result, each of the considered system will undergo a
quantum phase transition once the ratio J ′/J exceeds a
particular value called the critical point. These special
J
J’
FIG. 1: The model with configurational disorder (top panel)
and the clean dimerized plaquette model (bottom panel) con-
sidered in this study.
points in the associated parameter spaces are commonly
denoted by (J ′/J)c in the literature.
To examine the well-known universal relations of QCR,
particularly to understand whether these relations ap-
pear for the considered disordered system, the staggered
structure factor S(π, π, L), the uniform and staggered
susceptibilities (χu and χs), the spinwave velocity c, as
well as the correlation length ξ are measured. The stag-
gered structure factor S(π, π, L) on a finite lattice with
a linear box size L is defined by
S(π, π, L) = 3L2
〈
(mzs)
2
〉
, (3)
where mzs =
1
L2
∑
i(−1)
ii+i2Szi and the summation is
over all sites. The uniform susceptibility χu and stag-
gered susceptibility χs take the forms
χu =
β
L2
〈(∑
i
Si
)2〉
(4)
and
χs = 3L
2
∫ β
0
〈mzs(τ)m
z
s(0)〉dτ, (5)
respectively. The quantity β appearing above is the in-
verse temperature. In addition, the correlation length ξ
3is expressed as
ξ =
L1
4π
√
S(π, π)
S(π + 2π/L1, π)
− 1
+
L2
4π
√
S(π, π)
S(π, π + 2π/L2)
− 1, (6)
where the quantities S(π+2π/L1, π) and S(π, π+2π/L2)
are the Fourier modes with the second largest magni-
tude. Finally the spinwave velocities c for both the in-
vestigated models are calculated through the temporal
and spatial winding numbers squared (〈W 2t 〉 and 〈W
2
i 〉
with i ∈ {1, 2}).
We would also like to point out that while the same
notations are used here for both the observables of the
two studied spin systems, whenever a physical quantity
associated with the disordered model is presented, it is
obtained by averaging over the generated configurations
of randomness.
III. THE NUMERICAL RESULTS
To study the features of QCR associated with the con-
sidered disordered and clean models, we have performed
large scale QMC simulations using the SSE algorithm
with very efficient operator-loop update [24]. For the
disordered quantum spin system, while most of the cor-
responding results presented here are obtained by averag-
ing over several hundred realizations of randomness, the
outcomes related to the spinwave velocity are calculated
using (a) few thousand disorder configurations.
For a given J ′/J and for the corresponding results
of finite T , a generated configuration of randomness is
employed for the calculations associated with several se-
quential values of β. Furthermore, for (almost) every con-
sidered temperature at least five thousand Monte Carlo
(MC) sweeps as well as the step of adjusting cut-off in
the SSE algorithm are carried out for both the processes
of thermalization and measurement. Therefore the cor-
relations among the obtained data are anticipated to be
mild. In particular, the first few data in a Monte Carlo
simulation are disregarded for the disorder average. As
a result, the potential issue of thermalization in studies
of disordered systems is under control. Indeed, the out-
comes resulting from several additional calculations using
2500 MC sweeps for the thermalization agree remarkably
well with those explicitly shown here.
We would also like to emphasize the fact that the un-
certainties of the calculated observables should be dom-
inated by the number of configurations used for the dis-
order average. This is because for each considered set of
parameter, the number of MC sweeps employed for the
related simulations is much larger than that of the asso-
ciated configurations generated. Still, the errors for the
obtained quantities are estimated with conservation so
that the statistical uncertainties resulting from the MC
simulations are not overlooked. In addition, most (a few)
of the results presented here are obtained on L = 256
(L > 256) lattices. For comparison, some outcomes de-
termined with smaller box sizes are shown as well.
To carry out a comprehesive (and detailed as well)
study of QCR for the investigated models, ideally the cal-
culations should be conducted at the associated QCPs.
In theory, close to a second order quantum phase tran-
sition and for various L and (J ′/J), if one treats the
results of data collapse of Q2/(1 + aL
−ω) as functions of
[(j − jc)/jc]L
1/ν , then a universal smooth curve should
emerge. Here j = J ′/J , jc = (J
′/J)c, ν and ω are
the correlation length and the confluent critical expo-
nents, respectively, and a is some constant. Moreover,
Q2 is the second Binder ratio which is defined by Q2 =
〈(mz
s
)4〉
〈(mz
s
)2〉2 . Interestingly, the zero temperature data we cal-
culate with the β-doubling scheme [25] are fully consis-
tent with the outcomes reached in Ref. [22]. Indeed, us-
ing a = −0.5, ω = 1.0, jc = 1.990 (these three results are
taken directly from Ref. [22]), ν = 0.7115 (the established
value for this exponent), as well as the data obtained
here, we have reproduced the associated universal curve
of Q2 just like the one shown in Ref. [22], see Fig. 2. With
a fixed ν = 0.7115, we additionally fit the observables Q2
and ρsL [26] to their expected scaling formulas near QCP.
The (J ′/J)c determined from these fits associated with
Q2 and ρsL are both given by (J
′/J)c = 1.990(1). This
strongly suggests that taking 1.990(1) as the QCP for
the investigated disordered model should be beyond any
doubt.
The fact that the (J ′/J)c resulting from Q2 and ρsL
agree quantitatively with each other indicates that the
dynamic exponent z related to the considered disordered
system is 1. We will demonstrate shortly that this is
truly the case.
Finally, the QCP of the clean plaquette model has
been calculated in Ref. [27] and is given by (J ′/J)c =
1.8230(3).
A. The determination of spinwave velocity c
The spinwave velocities c at the critical points for the
studied models are calculated using the method of wind-
ing numbers squared proposed in Refs. [23, 28]. Specifi-
cally, for a fixed box size L (and a fixed J ′/J), the value
of β is adjusted in the calculations so that the temporal
winding number squared 〈W 2t 〉 agrees quantitatively with
that of the averaged spatial winding numbers squared
〈W 2〉 = 12
∑
i=1,2〈W
2
i 〉. Under such a condition, the cor-
responding spinwave velocity c(L, J ′/J) is determined by
the equation c(L, J ′/J) = L/β⋆, where β⋆ is the inverse
temperature for which the condition described above re-
garding the winding numbers squared is fulfilled. Since
this method is valid only when the long-range antifer-
romagnetic order is present in the system, the relevant
simulations are done at J ′/J = 1.988 for the disordered
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FIG. 2: Q2/(1 + aL
−ω) (of the studied disordered model) as
functions of [(jc − j)/jc]L
1/ν for various L and J ′/J . Here j
and jc are defined as j = J
′/J and jc = (J
′/J)c, respectively.
While the numerical values of the coefficients a = −0.5, ω =
1.0, and jc = 1.990 are taken directly from the outcomes
determined in Ref. [22], the ν used in producing the universal
curve is its theoretical prediction ν = 0.7115.
system (which has (J ′/J)c = 1.990(1) [22]). For the
clean plaquette model, calculations at several selected
J ′/J < (J ′/J)c = 1.8230(3) , as well as fits and interpo-
lations are conducted in order to obtained the bulk c at
the associated critical point.
1. The spinwave velocity of the disordered system
The 〈W 2t 〉 and 〈W
2〉 as functions of β for the studied
disordered system are shown in Fig. 3. The calculations
are done at J ′/J = 1.988 and the outcomes presented
in the top and bottom panels of the figure are obtained
with L = 24 and L = 48, respectively. The corresponding
values of c estimated conservatively from these two sim-
ulated results match each other nicely. Indeed, while the
calculated result of c for L = 24 is given by c = 1.934(5)J ,
the c determined from the data of L = 48 is found to be
c = 1.931(9)J . We have additionally performed simula-
tions at J ′/J = 1.986 with L = 48. The outcome of c
from the simulations associated with J ′/J = 1.986 agrees
remarkably well with that of J ′/J = 1.988. Therefore it
should be accurate to use c = 1.931(9)J as the bulk value
of c right at the critical point.
2. The spinwave velocity of the clean plaquette model
To determine the bulk c at the critical point of the
2D clean plaquette model, a more thorough calculation
is performed. In particular we carry out simulations with
various box sizes L at several selected J ′/J ≤ 1.8227 close
to the critical point (J ′/J)c = 1.8230(3). The obtained
results are shown in Fig. 4. The bulk c(J ′/J) of each
considered J ′/J is determined by applying the following
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FIG. 3: The temporal and spatial winding numbers squared
as functions of β for the studied disordered model. The simu-
lations are conducted at J ′/J = 1.988 and the results shown
in the top and the bottom panels are determined with L = 24
and L = 48, respectively.
two ansa¨tze
a0 + a1/L
2, (7)
b0 + b1/L
2 + b2/L
3 (8)
to fit the corresponding data. This strategy of calculat-
ing the bulk values of c is inspired by the results demon-
strated in Ref. [23]. The uncertainty for the bulk c of
every used J ′/J is the standard deviation deriving from
considering Gaussian noises in the associated weighted
χ-squared fits. With the outcomes from the fits employ-
ing ansatz (8), the c corresponding to (J/′J)c is esti-
mated by interpolation based on a linear fit of the form
a(J ′/J) + b. With such a procedure, the spinwave veloc-
ity c at the critical point is found to be c = 2.163(4)J .
Here the quoted uncertainty is not determined directly
from the interpolation, but is calculated with conserva-
tion assuming that for (J ′/J)c a similar statistic as those
of the J ′/J shown in Fig. 4 is reached.
B. The universal coefficient Ω
Theoretically the universal coefficient Ω is given by
χu =
(
Ω/c2
)
T d/z−1 at the critical point, where d is di-
mensionality of the system (which is 2 here) and z is
the associated dynamic exponent. The z associated with
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FIG. 4: The estimated c as functions of 1/L for several se-
lected J ′/J of the 2D plaquette model.
the considered disordered model is estimated to be 1 in
Ref. [22].
1. The results of disordered system
The χuc
2 (determined at (J ′/J)c = 1.990 and on
L = 256 lattices) as a function of T for the studied 2D
spin- 12 system with configurational disorder is depicted
in Fig. 5. Apart from the results obtained at the critical
point (J ′/J)c, we have additionally performed simula-
tions at J ′/J = 1.989 and 1.991 with L = 256 so that for
the considered observables the corresponding systematic
errors due to the uncertainty of (J ′/J)c can be investi-
gated.
The fits carried out here for the determination of Ω are
done by fitting the data of χuc
2 to both the ansa¨tze
a+ b T 2/z−1, (9)
b1 T
2/z1−1 (10)
with a, b, b1, z, and z1 left as the fitting parameters.
With these two formulas, the numerical values of Ω are
just the parameters b and b1 calculated from the fits. In
the following z and b, instead of z1 and b1, will be used
whenever the results from the fits employing the second
ansatz are discussed, if no confusion arises.
The obtained results of z and b for all the three consid-
ered values of J ′/J are demonstrated in Figs. 6 (using the
first ansatz) and 7 (using the second ansatz). The hor-
izontal (x) axes in these figures stand for the minimum
values of β used in the fits. Interestingly, as one can see
from the figures, most of the determined values of z are
slightly above 1. Moreover, the calculated b are larger
than 0.27185 (solid horizontal lines in the bottom panels
of both Figs. 6 and 7). Although b is approaching 0.27185
when more data determined at high temperature region
are excluded in the associated fits using the first ansatz,
the majority of the obtained results of b are well above the
corresponding theoretical prediction Ω = 0.27185. Sim-
ilar to the analysis for the spinwave velocity c, here the
errors shown in the figures are the standard deviations
resulting from considering Gaussian noises in the related
weighted χ-squared fits. While not presented here, the a
determined from the fits are either with small magnitude
(of the order 10−3) or are statistically identical to zero.
It is intriguing to notice that when the first ansatz
is considered, as the magnitude of the determined z in-
creases (This occurs when more and more data calculated
at high temperatures are excluded in the fits), the value
of b obtained comes toward 0.27185. In other words, z
and Ω are correlated. Since the difference between the z
found here and that estimated in Ref. [22] is only at few
percent level, it is unlikely that such deviations are due
to the fact that the z calculated here for the studied dis-
ordered model is a new one other than that found in [22].
Instead, the observed discrepancy should be treated as a
result of not taking some corrections into account in the
analysis. Indeed, to the best of our knowledge, we are
not aware of other formulas besides those employed here
for the fits. As we will demonstrate later, such a scenario
for z and Ω occurs for the clean plaquette model as well.
Since z = 1 is beyond doubt for the considered disor-
dered system, to accurately estimate the numerical value
of Ω, particularly to understand its dependence on (fi-
nite) temperature, it is helpful to investigate the quantity
χuc
2/T as a function of the inverse temperature β. Such
a study is inspired by the fact that a flat plateau should
appear if the data of χuc
2/T are plotted against β since
z = 1. Remarkably, a very flat plateau indeed emerges
when χuc
2/T is treated as a function of β, see Fig. 8.
While it is clear that the quantity χuc
2/T receives mild
corrections from terms taking some forms in T , the qual-
ity of flatness shown in Fig. 8 strongly indicates that the
value of the universal coefficient Ω is larger than 0.27185
(which is the horizontal line in Fig. 8). The L = 120 data
of χuc
2/T obtained at (J ′/J)c are demonstrated in Fig. 8
as well. The quantitative agreement between the χuc
2/T
data of L = 120 and L = 256 rules out the possibility
that the deviations of Ω and z from their expected values
are due to finite-size effects.
Aside from the results associated with (J ′/J)c, The
χuc
2/T as functions of β for both J ′/J = 1.989 and
1.991 are shown in Fig. 9. As can been seen from the
figure, flat plateaus well above 0.27185 show up as well.
The results presented in Fig. 9 exclude the scenario that
the observed discrepancy is due to the uncertainty of the
critical point.
2. The results of clean system
While it is well-established that z = 1 for the con-
sidered 2D plaquette model, it will be useful to conduct
a calculation like that done in the previous subsection
to determine the dynamic exponent z associated with
the studied clean system. Interestingly, a scenario like
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FIG. 5: χuc
2 as a function of T for the considered disordered
model. The data are obtained at the critical point (J ′/J)c =
1.990 with L = 256.
the one of the investigated disordered model is observed.
Specifically, the values of z obtained here are slightly
above the theoretical prediction z = 1, see Fig. 10. Just
like what has been argued previously, since the devia-
tions found are only at few percent level, these deviations
should be treated as consequences resulting from (minor)
corrections not taken into account in the analysis.
Similar to the analysis done in the previous subsection,
we have also investigated the size-convergence quantity
χuc
2/T as a function of β for the 2D clean dimerized pla-
quette model [29]. The considered data are determined
at the expected critical point (J ′/J)c = 1.8230, as well as
at J ′/J = 1.8228, 1.8232 in order to take into account the
effects from the uncertainties of (J ′/J)c. The resulting
outcomes are depicted in Figs. 11 and 12.
Interestingly, while moderate T -dependence for
χuc
2/T definitely appears, as shown in the figures, one
sees clearly that flat plateaus emerge as well. Further-
more, by comparing the results presented in Figs. 8, 9, 11
and 12, the values of χuc/T
2 for which all the plateaus
take place match each other very well and are statistically
above 0.27185.
In summary, the outcomes obtained here that Ω is
quantitatively different from its theoretical prediction
0.27185 is convincing. In particular, based on the re-
sults of fits with a fixed z = 1 (in the formula (9)),
the numerical value of Ω we estimate conservatively is
about 0.306(10). A (slighly) larger number is reached if
one uses the outcomes calculated by considering only the
lower temperature data for the fits. To arrive at a more
accurate determination of Ω requires better understand-
ing of its analytic expression. This is beyond the scope
of our study presented here.
For the analysis done in the following (sub)sections,
the assumption z = 1 will be employed.
0 2 4 6 8 10 12 14β
m
J
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
z J’/J = 1.990
J’/J = 1.989
J’/J = 1.991
0 2 4 6 8 10 12 14β
m
J
0.12
0.15
0.18
0.21
0.24
0.27
0.3
0.33
0.36
Ω J’/J = 1.990
J’/J = 1.989
J’/J = 1.991
FIG. 6: The results of z (top panel) )and b (Ω, bottom panel)
for the considered disordered system. These outcomes are
obtained from the fits using the ansatz a + b T 2/z−1. The
horizontal (x) axes stand for the minimum values of β used
in the fits. The solid lines in both panels are the corresponding
theoretical predictions.
C. The universal coefficient Ξ
Theoretically, a calculation with z = 1 for the O(N)
nonlinear sigma model using the large-N expansion pre-
dicts that up to the order of 1/N , the quantity Ξ, which
is defined as S(π, π)/(χsT ), is a universal number given
by 1.09 for N= 3 (which is the case here). The observ-
ables S(π, π)/(χsT ) as functions of β for the considered
models are shown in Fig. 13. In both panels of Fig. 13
the solid lines represent the theoretical value 1.09. In
addition, an uncertainty of few percent (of 1.09, dashed
lines) is included in both panels as well. The results
shown in Fig. 13 imply that although non-negligible T -
dependence for S(π, π)/(χsT ) does appear for these mod-
els, the Monte Carlo data agree very well with the asso-
ciated theoretical predictions.
Most of the data shown in the bottom panel of Fig. 13,
which are associated with the clean plaquette model, are
determined from the results obtained on L = 256 lat-
tices. For this model, we have performed simulations
with L = 256 and L = 512 for the largest value of β
considered (β = 20). The agreement between the results
70 2 4 6 8 10 12 14β
m
J
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
z J’/J = 1.990
J’/J = 1.989
J’/J = 1.991
0 2 4 6 8 10 12 14β
m
J
0.12
0.15
0.18
0.21
0.24
0.27
0.3
0.33
0.36
Ω J’/J = 1.990
J’/J = 1.989
J’/J = 1.991
FIG. 7: The results of z (top panel) and b (Ω, bottom panel)
for the considered disordered system. These outcomes are
obtained from the fits using the ansatz b T 2/z−1. The hor-
izontal (x) axes stand for the minimum values of β used in
the fits. The solid lines in both panels are the corresponding
theoretical predictions.
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FIG. 8: χuc
2/T as functions of β for the studied disordered
model. The data are calculated at the critical point (J ′/J)c =
1.990 with L = 120 and L = 256. The horizontal solid line is
the theoretical prediction ∼ 0.27185.
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FIG. 9: χuc
2/T as functions of β for the studied disordered
model. The data are calculated at J ′/J = 1.991 and 1.989
with L = 256. The horizontal solid line is the theoretical
prediction ∼ 0.27185.
of S(π, π)/(χsT ) obtained from these two calculations is
remarkably good (The difference is only around one per-
mile). Therefore the conclusion that our Monte Carlo
data are consistent with the theoretical prediction is un-
questionable
Figure 13 also indicates that the data of S(π, π)/(χsT )
of the considered two models approach 1.0 (dashed-
dotted lines in both panels) at the regions of high tem-
perature. This is consistent with the associated analytic
calculations.
For the disordered model, in addition to the simula-
tions performed close to the critical point, we have car-
ried out calculations with J ′/J = 1.2 and 1.8. The results
of S(π, π)/(χsT ) for J
′/J = 1.2 and 1.8 are demonstrated
in Fig. 14. As shown in the figure, no plateaus appear
for these two newly obtained data sets of S(π, π)/(χsT ).
This implies that the expected QCR behavior of this
quantity does not show up when the calculations are con-
ducted away from the associated QCP. This observed
phenomenon is in agreement with the outcome deter-
mined in [19]. It is also interesting to find that at both the
regions of high and low temperatures, the corresponding
results of Ξ approach 1.0 (dashed-dotted lines in both
panels of Fig. 14). This is again consistent with the ex-
pected theoretical prediction.
D. The universal coefficient X
The final universal coefficient studied here is associ-
ated with c/(Tξ) and is predicted to be 1.04 in theory.
For the investigated disordered system, the associated
L = 120 and L = 256 data of c/(Tξ) as functions of β
are presented in Fig. 15. In the figure besides the data of
c/(Tξ), the related theoretical value and few percent er-
ror for it are also shown as the solid line and dashed lines,
respectively. Similar to the scenario found in our analysis
of S(π, π)/(χsT ), a noticeable dependence on T for the
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FIG. 10: The results of z for the clean plaquette model.
These outcomes are obtained from the fits using the ansatz
a+ b T 2/z−1 (top panel) and b1 T
2/z1−1 (bottom panel). The
horizontal (x) axes stand for the minimum values of β used
in the fits.
quantity c/(ξT ) is observed. In addition, while the bulk
results of the universal coefficient X are reached only for
those with β < 7.5, it is likely that for β ∈ [7.5, 9.0) the
associated X are the bulk ones as well. Considering the
fact that there is a broad range of β where the determined
X are within the theoretical predicted value with a rea-
sonable estimated error for it, the claim that our results
shown in Fig. 15 are consistent with the outcomes con-
ducted in Refs. [12, 13, 15] is unquestionable. While not
shown here, a similar situation occurs when c/(ξT ) of the
clean dimerized plaquette model is considered. In partic-
ular, analogous finite-size and finite-temperature effects
as those appeared in Fig. 15 are found.
IV. DISCUSSIONS AND CONCLUSIONS
Using the first principles nonperturbative QMC simu-
lations, we have investigated the exotic characteristics of
QCR related to both a 2D spin system with configura-
tional disorder and a 2D clean dimerized spin- 12 Heisen-
berg model. These unique properties of the considered
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FIG. 11: Size-convergence χuc
2/T as a function of β for the
studied 2D dimerized plaquette model. The data are calcu-
lated at the critical point (J ′/J)c = 1.8230 and the horizontal
solid line is the theoretical prediction ∼ 0.27185.
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FIG. 12: Size-convergence χuc
2/T as functions of β for the
studied 2D dimerized plaquette model. The data are calcu-
lated at J ′/J = 1.8228 and 1.8232. The horizontal solid line
is the theoretical prediction ∼ 0.27185.
models result from the interplay of the thermal and the
quantum fluctuations. We firstly reconfirm that the dy-
namic exponent z for the disordered model studied here
is 1. With this result, as well as the fact that z = 1
for the clean dimerized plaquette model, the three uni-
versal coefficients associated with QCR, namely Ω, Ξ,
and X are calculated. We find our Monte Carlo data of
both the disordered and the clean systems are consistent
with the analytic results based on the large-N calcula-
tions of the O(N) nonlinear sigma model. It is interest-
ing to notice that while quantum systems with certain
kinds of quenched disorder, such as the configurational
disorder employed in this study, violate the Harris crite-
rion [22, 30–33], 2D disordered spin- 12 models with bond
dilution fulfill this principle [25, 34–37]. The results pre-
sented here seem to imply the scenario that disordered
systems which violate the Harris criterion conform the
theoretical predictions of QCR. It will be compelling to
investigate whether for models satisfy the Harris crite-
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FIG. 13: S(pi, pi)/(χsT ) as functions of β for the disordered
model (top panel) and the clean dimerized system (bottom
panel) investigated in this study. In both panels, data sets are
determined at the corresponding critical points and the hori-
zontal solid lines are the theoretical predictions 1.09. Most of
the outcomes shown in the bottom panel are from the results
of simulations with L = 256.
rion, the corresponding values of the three universal co-
efficients of QCR remain the same as the known ones in
the literature.
While the numerical data obtained from the QMC sim-
ulations are in good agreement with the corresponding
analytic predictions, non-negligible dependence on T is
observed for these three universal coefficients. Further-
more, for both the considered models, the estimated val-
ues of Ω, which is related to χuc
2, are different statis-
tically from the analytic and numerical ones established
in the literature (except that determined in Ref. [23]).
The difference between the values of Ω estimated here
(Ω = 0.306(10)) and the theoretical result previously
known (Ω ∼ 0.27) is more than 10 percent, which cannot
be accounted for by the potential systematic uncertain-
ties resulting from the calculations of c conducted in this
study. Among the relevant studies associated with Ω,
only the dedicated work of Ref. [23] agrees with ours.
It is also interesting to notice that the Ω estimated in
Ref. [23] is somewhat (slightly) larger than what has been
calculated here. We attribute this to the fact that data
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FIG. 14: S(pi, pi)/(χsT ) as functions of β for the studied dis-
ordered model with J ′/J = 1.2 (top panel) and J ′/J = 1.8
(bottom panel). In both panels, the horizontal solid lines are
the theoretical prediction 1.09. These results are calculated
using 8000 (4000) MC sweeps for the thermalization (mea-
surement).
with temperatures (lattice sizes) lower (larger) than ours
were used in that work for the related analysis. Indeed,
in our investigation with a fixed z = 1, the magnitude of
Ω is increasing when more and more data of higher T are
excluded in the fits. Aside from that, finite-temperature
effect clearly shows up for χuc
2/T , as can been seen in
Figs. 8 and 11. Such an effect to some extent will influ-
ence the determination of Ω if the formula χuc
2 = ΩT is
used to extract the value of Ω.
It is intriguing that while the analytic outcome of Ω
including both the leading and subleading contributions
deviates significantly from its numerical estimations ob-
tained in this study and in Ref. [23], the theoretical pre-
diction of Ω by considering only the leading term is in
better agreement with our results and that of Ref. [23].
In summary, the numerical evidence reached here for the
described discrepancy is quite convincing. A detailed
study of χu for the clean bilayer spin-
1
2 model demon-
strates such a deviation as well [23]. To shed light on
this deviation, besides conducting analytic studies asso-
ciated with corrections not considered before, it will be
desirable as well to simulate other disordered and clean
dimerized models other than those investigated here.
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FIG. 15: c/(Tξ) as functions of β for the disordered model
investigated in this study. The data sets are determined at
the corresponding critical point (J ′/J)c = 1.990 and the hor-
izontal solid line is the theoretical prediction 1.04.
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