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Resumo 
 
 
Com esse trabalho é possível observar, como obter-se estimativas para os 
valores de uma função em pontos não tabulados, quando são fornecidos os dados 
experimentais que geralmente formam um sistema inconsistente. A razão provável 
de esse sistema ser inconsistente e nenhuma função se ajustar precisamente aos 
dados, é a presença de erros, ocasionados por falhas de observações ou por 
equipamentos com defeitos. Resolveremos sistemas inconsistente utilizando o 
Método dos Mínimos Quadrados (MMQ), e que também tal método nos permite 
resolver problemas de ajuste de curvas, ou seja, “ajustar” a melhor curva polinomial 
de aproximação, quando o erro envolvido for a soma dos quadrados das diferenças 
entre os valores de y  na curva de aproximação e os valores de y  dados. Assim o 
Método dos Mínimos Quadrados é o procedimento mais adequado para determinar 
melhores aproximações e fazer ajuste de curvas. 
 
Palavras-chaves: Sistema Inconsistente, Método dos Mínimos Quadrados, 
Melhores Aproximações, Ajuste de Curvas 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 viii 
Sumário 
 
Introdução...................................................................................................................10 
Capítulo 1 – Espaço Vetorial e Produto Interno.........................................................12 
1.1 – Espaços Vetoriais..............................................................................12 
1.2 – Subespaços Vetorias........................................................................15 
1.3 – Base de um Espaços Vetorial...........................................................20 
1.4 – Dimensão de um Espaço Vetorial.....................................................20 
1.5 – Produto Interno..................................................................................21 
1.6 – Bases Ortonormais............................................................................31 
1.7 - Processo de ortogonalização de Gram-Schmidt................................35 
Capítulo 2 – Projeção Ortogonal................................................................................40 
2.1 – Complemento Ortogonal...................................................................40 
2.2 - Espaço-Linha, Espaço-Coluna e Espaço-Nulo..................................43 
2.3 – Projeções Ortogonais........................................................................46 
Capítulo 3 - Problemas dos Mínimos Quadrados.......................................................51 
3.1 - Projeções ortogonais vistas como aproximações..............................51 
3.2 - Teorema da melhor aproximação......................................................53 
3.3 - Problemas dos mínimos quadrados...................................................54 
3.4 - Solução de Mínimos Quadrados........................................................55 
3.5 - Resolução de Sistemas Lineares Inconsistente por Mínimos                               
Quadrados.................................................................................................56 
Capitulo 4 - Ajustes de Curvas por Mínimos Quadrados...........................................60 
4.1 - A reta ajustada por mínimos quadrados............................................60 
4.2 - O polinômio ajustado pelos mínimos quadrados...............................65 
Capítulo 5 – Considerações Finais............................................................................74 
Referências Bibliográficas......................................................................................... 75 
 
 
 
 
 
 
 
 ix 
Índice de Figuras 
 
Figura 1: W  é um subespaço vetorial de 2ℝ .............................................................15 
Figura 2: 3RV =  e VW ⊂ é um subespaço................................................................16 
Figura 3: Um plano como subespaço do 3ℝ ..............................................................17 
Figura 4: O círculo unitário com a norma euclidiana 22 yxu += ...........................25 
Figura 5: O círculo Unitário com norma 
49
22 yx
u += ..............................................26 
Figura 6: Se piθ ≤≤0  então, ]1,1[cos −∈θ .................................................................28 
Figura 7: wv ⊥ ...........................................................................................................30 
Figura 8: Processo de ortogonalização de Gram-Schmidt.........................................35 
Figura 9: A reta T  é o conjunto dos vetores ortogonais a V .....................................40 
Figura 10: Rep. Geométrica de {( , ,0) / , }W a b a b⊥ = ∈ℝ .............................................42 
Figura 11: 21 wwu +=  onde Ww ∈1  e ⊥∈Ww2 ..........................................................46 
Figura 12: 21 wwu +=  onde Ww ∈1  e ⊥∈Ww2 ..........................................................47 
Figura 13: 21 wwu +=  pode ser escrito como )( uprojuuproju WW −+= .....................49 
Figura 14: Q  é o ponto de W  mais próximo de P .....................................................51 
Figura 15: wu −  é minimizado por uprow W= ..........................................................52 
Figura 16: b está mais próximo de bprojAx W=  
                 do que de iAx  para outro ix  qualquer.......................................................55 
Figura 17: Relação de hidratante em relação a perfume...........................................61 
Figura 18: Pontos dados e seus desvios correspondentes  
                 em relação a reta de mínimos quadrados.................................................62 
Figura 19: Reta de mínimos quadrados.....................................................................64 
Figura 20: Gráfico de dispersão dos valores tabelados ............................................66 
Figura 21: Função do 2º grau ajustado por mínimos quadrados...............................69 
Figura 22: Gráfico de dispersão dos dados................................................................70 
Figura 23: Função exponencial ajustado por Mínimos Quadrados............................73 
 
 
 
 x 
Introdução  
  
 Responder as perguntas, “Como a partir de um conjunto de pontos dados 
num plano cartesiano, encontrar uma função que passe, ou mais se aproxime 
desses pontos?”, ou ainda “Como encontrar uma solução aproximada para um 
sistema incompatível, já que não existe solução?”, foi o que motivou-me a 
desenvolver o trabalho sobre Ajuste de Curvas por Mínimos Quadrados. 
Em 1809, Carl Friedrich Gauss (1777-1855) publicou um artigo demonstrando 
que a melhor maneira de determinar um parâmetro desconhecido de uma equação 
de condições é minimizando a soma dos quadrados dos resíduos, sendo 
posteriormente denominado de Mínimos Quadrados por Adrien-Marie Legendre 
(1752-1833). Em abril de 1810, Pierre-Simon Laplace (1749-1827) apresenta a 
generalização a problemas com vários parâmetros desconhecidos.  
 
 No capítulo 1 trataremos da fundamentação teórica, falaremos sobre Espaços 
e Subespaços Vetoriais e suas propriedades, Espaço-solução de um Sistema 
Linear, Base e Dimensão de um espaço vetorial e então, Produto Interno, onde 
trataremos de distância entre vetores, Bases Ortogonais e Ortonormais e finalmente 
falaremos sobre o Processo de Gram-Schmidt que é um método para encontrar uma 
base ortonormal a partir de uma base qualquer de um espaço vetorial. 
 
 No capítulo 2, poderemos observar que Projeção Ortogonal, é parte 
importante do trabalho, pois quando tratamos de encontrar a solução de um sistema 
bAx = , por Mínimos Quadrados, estamos procurando um vetor Ax b−  que seja 
ortogonal a b . Abordaremos Complemento Ortogonal e também verificaremos a 
relação fundamental entre o espaço-nulo e o espaço-linha de uma matriz. 
  
Capítulo 3, trataremos nesse capítulo de sistemas incompatíveis e como 
projeções ortogonais podem ser usadas para resolver problemas de aproximações. 
Temos por objetivo encontrar solução desses sistemas utilizando o Método dos 
Mínimos Quadrados, de modo que, a diferença entre a solução por mínimos 
quadrados e a solução “exata” do sistema seja a menor possível. 
 xi 
 No capítulo 4, mostraremos como fazer ajuste de curvas a um conjunto de 
pontos discretos no plano cartesiano utilizando o método dos Mínimos Quadrados. A 
aproximação por mínimos quadrados consiste em, dados um “tipo de função” e um 
conjunto de pontos, encontrar entre estas funções, a que melhor se aproxima do 
conjunto de pontos. Após ter utilizado esse método para fazer o ajuste dos pontos a 
um polinômio de grau um, podemos generalizar esse método para encontrar 
polinômios de grau  2≥n , e ainda para sistemas não lineares. 
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1. ESPAÇOS VETORIAIS E PRODUTO INTERNO 
 
 
Abordaremos nesse capítulo definições sobre espaço vetorial, subespaço 
vetorial, base e dimensão, por ser necessário para um bom entendimento do 
trabalho. Contudo estaremos interessados em formalizar os conceitos de produto 
interno e a partir dessa formalização definir as noções de comprimento, distância e 
de ângulos em espaço vetoriais. Com isso teremos processos para que possamos 
medir num espaço vetorial, da mesma forma pela qual se mede no plano 2ℝ . 
 
1.1- Espaços Vetoriais 
 
Seja um conjunto V , não-vazio, sobre o qual estão definidas as operações 
adição e multiplicação por escalar, isto é: 
VvuVvu ∈+∈∀ ,,  
, ,u V u Vα α∀ ∈ ∀ ∈ ∈ℝ  
O conjunto V  com essas duas operações é chamado de espaço vetorial real 
(ou espaço vetorial sobre ℝ ) se forem verificados os seguintes axiomas: 
Para diferenciar do número real zero (0) utilizaremos o símbolo (o) para o vetor nulo. 
A) Em relação à adição:  
A1) Vwvuwvuwvu ∈∀++=++ ,,),()( (associatividade) 
A2) Vvuuvvu ∈∀+=+ ,, , (comutatividade) 
A3) ; ,o V u V u o u V∃ ∈ ∀ ∈ + = ∈ , (existência de vetor nulo) 
A4) , ( ) ; ( )u V u V u u o∀ ∈ ∃ − ∈ + − = , (existência de vetor oposto) 
 
M) Em relação à multiplicação por escalar: 
M1) )()( uu βααβ = , (associatividade) 
M2) uuu βαβα +=+ )( , (distributiva a esquerda por um vetor) 
M3) vuvu ααα +=+ )( , (distributiva a esquerda por um escalar) 
M4) uu =1 , (existência de elemento neutro) 
Para Vvu ∈∀ ,  e ,α β∀ ∈ℝ . 
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Exemplo 1.1: O conjunto 2 {( , ) / , }V x y x y= = ∈ℝ ℝ  é um espaço vetorial com 
as operações de adição e multiplicação por um número real assim definidas: 
),(),(),( 21212211 yyxxyxyx ++=+  e ),(),( yxyx ααα = . Essas são as operações usuais 
de adição e multiplicação por escalar. 
Para verificarmos os oito axiomas de espaço vetorial, consideremos 
),( 11 yxu = , ),( 22 yxv =  e ),( 33 yxw = . Tem-se: 
 
A1) ),()),(),(()( 332211 yxyxyxwvu ++=++  
                      ),()),(( 332121 yxyyxx +++=  
                      ))(,)(( 321321 yyyxxx ++++=  
                      ))(),(( 321321 yyyxxx ++++=  
                                 )),((),( 323211 yyxxyx +++=  
                                 )),(),((),( 332211 yxyxyx ++=  
                                 )( wvu ++=  
 
 A2) )(),( 2211 yxyxvu ++=+  
                        ),( 2121 yyxx ++=  
                        ),( 1212 yyxx ++=  
                        ),(),( 1122 yxyx +=  
                        uv +=  
 
A3) 2 2 1 1(0,0) , ; ( , ) (0,0)o u u o x y∃ = ∈ ∀ ∈ + = +ℝ ℝ  
                                                             )0,0( 11 ++= yx  
                                                             ),( 11 yx=  
                                                             u=  
 
 A4) 2 21 1 1 1 1 1 1 1( , ) , ( ) ( , ) ; ( ) ( , ) ( , )u x y u x y u u x y x y∀ = ∈ ∃ − = − − ∈ + − = + − −ℝ ℝ  
                                                                                       ),( 1111 yyxx −−=  
                                                                                        (0,0) o= =  
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M1) ),()( 11 yxu αβαβ =  
                           ))(,)(( 11 yx αβαβ=  
                            ))(),(( 11 yx βαβα=  
                           ),( 11 yx ββα=  
                           )( uβα=   
 
 M2) ),)(()( 11 yxu βαβα +=+  
                               ))(,)(( 11 yx βαβα ++=  
                               ),( 1111 yyxx βαβα ++=  
                               ),(),( 1111 yxyx ββαα +=  
                               ),(),( 1111 yxyx βα +=  
                               uu βα +=  
 
 M3) )),(),(()( 2211 yxyxvu +=+ αα  
                              ),( 2121 yyxx ++= α  
                              ))(),(( 2121 yyxx ++= αα  
                              ),( 2121 yyxx αααα ++=  
                              ),(),( 2211 yxyx αααα +=  
                              ),(),( 2211 yxyx αα +=  
                              vu αα +=  
 
 M4) ),(11 11 yxu =  
                     )1,1( 11 yx=  
                     ),( 11 yx=  
                     u=  
 
Exemplo 1.2: Os conjuntos 3 4, ,..., nℝ ℝ ℝ  são espaços vetoriais com as 
operações de adição e de multiplicação por escalar usuais. A verificação dos 
conjuntos acima citados é de forma análoga ao que foi feita para o 2ℝ . 
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1.2- Subespaços Vetoriais 
 
 Definição 1.2.1: Dado um espaço vetorial V , um subconjunto W , não vazio 
será um subespaço vetorial de V  se: 
 i) Para quaisquer u  e Wv ∈  tivermos Wvu ∈+ . 
 ii) Para quaisquer α ∈ℝ , Wu ∈ tivermos Wu ∈α . 
 
Podemos fazer três observações: 
a) As condições da definição acima garantem que ao operarmos em W (soma 
e multiplicação por escalar), não obteremos um vetor fora de W . Isto é suficiente 
para afirmar que W  é ele próprio um espaço vetorial, pois assim as operações ficam 
bem definidas e, além disso, não precisamos verificar as propriedades de )i  a )viii  
de espaço vetorial, por que elas são validas em V  que contém W . 
b) Qualquer subespaço W  de V  precisa necessariamente conter o vetor nulo 
(por causa da condição )ii  quando 0α = ). 
c) Todo espaço vetorial admite pelo menos dois subespaços (que são 
chamados de subespaços triviais), o conjunto formado apenas pelo vetor nulo e o 
próprio espaço vetorial. 
Às vezes, é necessário detectar, dentro de um espaço vetorial V , 
subconjuntos W  que sejam eles próprios espaços vetoriais “menores”. Tais 
conjuntos serão chamados de subespaços de V . Isto acontece, por exemplo, em 
2V = ℝ , o plano, onde W  é uma reta deste plano, que passa pela origem. 
 
 
Figura 1: W  é um subespaço vetorial de 2ℝ . 
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 Veja que a reta W , funciona sozinha como espaço vetorial, pois, ao 
somarmos dois vetores de W  e se multiplicarmos um vetor em W  por um número, o 
vetor resultante ainda estará em W . Isto é, o subconjunto W  é “fechado” em relação 
á soma de vetores e multiplicação deste por um escalar. Estas são as condições 
exigidas para que um subconjunto W  de um espaço vetorial V  seja um subespaço. 
 
Exemplo 1.2.1: Sejam 2V = ℝ  e 2{( , ) / 2 }S x y y x= ∈ =ℝ  ou {( ,2 ); }S x x x= ∈ℝ , 
isto é, S  é o conjunto dos vetores do plano que têm a segunda componente igual ao 
dobro da primeira. 
 Temos que φ≠S , pois S∈)0,0( . 
 Verificaremos agora as condições i) e ii). 
Consideremos Sxxu ∈= )2,( 11  e Sxxv ∈= )2,( 22 . 
i) Sxxxxxxxxxxxxvu ∈++=++=+=+ )(2,()22,()2,()2,( 212121212211 , pois a 
segunda componente de vu +  é igual ao dobro da primeira. 
ii) Sxxxxxxu ∈=== ))(2,()2,()2,( 111111 αααααα , pois a segunda componente é 
igual ao dobro da primeira. 
Portanto S é um subespaço de 2ℝ . 
 
Exemplo 1.2.2: 3V = ℝ  e VW ⊂ , um plano passando pela origem. 
 
 
Figura 2: 3V = ℝ  e VW ⊂ é um subespaço. 
 
 Podemos observar geometricamente a validade de i) e ii). Temos que se 
W não passasse pela origem, não seria um subespaço (pois pela condição ii) 
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qualquer subespaço precisa necessariamente conter o vetor nulo, no caso de 0=α ) 
e ainda, os únicos subespaços do 3ℝ  são a origem, as retas e planos que passam 
pela origem, e o próprio 3ℝ . 
 Assim podemos ter a falsa impressão de que o espaço vetorial 2ℝ  é um 
subespaço de 3ℝ , contudo 2ℝ  não é nem mesmo um subconjunto de 3ℝ . (Os 
vetores do 3ℝ  têm todos três componentes enquanto os vetores do 2ℝ  têm apenas 
duas). 
O conjunto {( , ,0); , }W x y x y= ∈ℝ  é um subconjunto do 3ℝ que se “parece” e 
“age” como o 2ℝ , apesar de ser diferente do 2ℝ . W é um subespaço do 3ℝ , pois o 
vetor nulo está em W  e também é fechado em relação a soma de vetores e à 
multiplicação por escalar, porque estas operações em vetores de W , sempre 
produzem vetores cujas terceiras componentes são iguais a zero (e, assim, 
pertencem a W ). Portanto W é um subespaço de 3ℝ . 
 
 
Figura 3: Um plano como subespaço do 3ℝ . 
 
 Se bAx =  é um sistema de equações lineares, então cada vetor x  que 
satisfaz esta equação é chamado um vetor-solução do sistema. O teorema a seguir 
mostra que os vetores solução de um sistema linear homogêneo formam um espaço 
vetorial. Chamamos o conjunto de todas as soluções deste sistema de espaço-
solução. 
 
 Teorema 1.2.2: Se 0=Ax  é um sistema linear homogêneo de m  equações 
em n  incógnitas, então o conjunto dos vetores-solução é um subespaço vetorial de 
n
ℝ . 
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Demonstração: Consideremos W o conjunto dos vetores-solução de 0=Ax . 
Temos que em W  existe pelo menos um vetor nulo ( )o  por se tratar de um sistema 
linear homogêneo. Para mostrar que W  é um subespaço vetorial de nℝ , precisamos 
mostrar que W  é fechado na adição e na multiplicação por escalar, para isso 
consideremos x  e Wx ∈' , vetores-solução e k ∈ℝ  um escalar qualquer. 
 De fato: 
 i) Se 0=Ax  e 0'=Ax , então, 000')'( =+=+=+ AxAxxxA . 
 ii) Temos que, 00)()( === kAxkkxA . 
Desse modo como x  e Wx ∈'  e k ∈ℝ  um escalar qualquer, mostramos que 
W  é fechado na adição e na multiplicação por escalar e portanto W  é um subespaço 
vetorial de nℝ . 
■ 
 Exemplo 1.2.3: Considere o sistema linear com três equações e três 
incógnitas 





=+−
=+−
=+−
0963
0642
032
zyx
zyx
zyx
, temos que o conjunto solução do sistema é um 
subespaço de 3ℝ , veja: 
 Transformando num sistema matricial temos, 










=




















−
−
−
0
0
0
963
642
321
z
y
x
, onde: 
032
000
000
321
~
963
642
321 331
221
3
2
=+−⇒









 −










−
−
−
→+
→+
zyx
LLL
LLL
 ou zyx 32 −= , isto é, a solução 
do sistema é a equação de um plano que passa pela origem com vetor normal 
)3,2,1( −=n . Segue do teorema 1.2.2 que o conjunto solução do sistema se trata de 
um subespaço vetorial de 3ℝ . 
 Temos que em um sistema homogêneo de três incógnitas as soluções 
formam subespaços vetoriais de 3ℝ . Geometricamente isto significa que cada 
espaço-solução deve ser uma reta que passa pela origem, um plano que passa pela 
origem, somente a origem ou todo o 3ℝ . 
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 Definição 1.2.3: Sejam os vetores nvvv ,...,, 21  do espaço vetorial V  e os 
escalares naaa ,...,, 21 . Qualquer vetor Vv ∈  da forma nnvavavav +++= ...2211  é uma 
combinação linear dos vetores nvvv ,...,, 21 . 
 
 Seja V  um espaço vetorial. Consideremos um subconjunto 
VvvvA n ⊂= },...,,{ 21 , φ≠A . 
 O conjunto S  de todos os vetores de V  que são combinações lineares dos 
vetores de A  é um subespaço vetorial de V . 
 Então podemos escrever 1 1 2 2 ... n nu a v a v a v= + + +  e nnvbvbvbv +++= ...2211 , 
como sendo dois vetores de S , assim: 
 =+ vu ++++ )...( 2211 nnvavava )...( 2211 nnvbvbvb +++  
 Svbavbavbavu nnn ∈++++++=+ )(...)()( 222111   e 
 Svavavau nn ∈+++= )(...)()( 2211 αααα  
 Assim, podemos concluir que S  é um subespaço vetorial de V . De fato, o 
subespaço S  é: 
 1 1 2 2 1 2{ / ... , , ,..., }n n nS v V v a v a v a v a a a= ∈ = + + + ∈ℝ . 
 
 O subespaço S  diz-se gerado pelos vetores nvvv ,...,, 21 , ou gerado pelo 
conjunto A , e representado por: 
 ],...,,[ 21 nvvvS =  ou )(AGS = . 
 
 Os vetores nvvv ,...,, 21  são chamados geradores do subespaço S , enquanto 
A  é o conjunto gerador de S . Para o caso particular de A  somente conter o vetor 
nulo, define-se [ ] { }A o= . 
 
 Exemplo 1.2.4: Os vetores )0,1(=i  e )1,0(=j  geram o espaço vetorial 2ℝ , 
pois qualquer 2( , )x y ∈ℝ  é combinação linear de i  e j . 
 ),(),0()0,()1,0()0,1(),( yxyxyxyjxiyx =+=+=+=  
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1.3- Base de um espaço vetorial 
 
 Definição 1.3.1: Se },...,,{ 21 nvvvS =  é um conjunto não-vazios de vetores, 
então a equação vetorial 0...2211 =+++ nnvavava , tem pelo menos uma solução a 
saber, 01 =a , 02 =a ,..., 0=na . Se esta é a única solução, então o conjunto de 
vetores é linearmente independente. Se existem outras soluções, então S  é um 
conjunto linearmente dependente. 
 
 Definição 1.3.2: Um conjunto VvvB n ⊂= }...,,{ 1  é uma base do espaço 
vetorial V se: 
 i) B  é Linearmente Independente (LI); 
 ii) B  gera V . 
 
 Exemplo 1.3.1: )}0,1(),1,1{( −=B  é base do 2ℝ . 
 De fato: 
 i) B é LI, pois )0,0()1,1()1,1( =−+ ba  implica em



=
=−
0
0
a
ba
, assim 0== ba . 
 ii) B  gera 2ℝ , pois para todo 2( , )x y ∈ℝ , tem-se:  
)0,1()1,1(),( −+= bayx   ⇒     



=
=−
ya
xba
, donde ya =  e xyb −= , o que implica em 
)0,1)(()1,1(),( −−+= xyyyx . 
 
1.4- Dimensão de um Espaço Vetorial 
 
 Definição 1.4.1: A Dimensão de um espaço vetorial de dimensão finita V  é 
definida como o número de vetores de uma base de V e denotada por )dim(V . Além 
disso, definimos o espaço vetorial nulo como tendo dimensão zero. 
 Assim se V  possui uma base com n  vetores, então V tem dimensão n  e 
anota-se nV =dim .  
 
Exemplo 1.4.1: Seja 3{( , , ) / 2 3 4 0}W x y z x y z= ∈ − + =ℝ um subespaço vetorial 
de 3V = ℝ , vamos encontrar uma base e determinar a sua dimensão. 
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 Para encontrar a base, vamos encontrar um conjunto gerador de W  e verificar 
se é L I. 
 De fato; 
 
2 42 3 4 0 3 2 4
3 3
x y z y x z y x z− + = ⇒ = + ⇒ = + , assim podemos escrever W  
como 3
2 4{( , , ) }
3 3
W x x z z= + ∈ℝ  
32 4{( , ,0) (0, , ) }
3 3
W x x z z= + ∈ℝ  
 
32 4{ (1, ,0) (0, ,1) }
3 3
W x z= + ∈ℝ  
 
2 4[(1, ,0) (0, ,1)]
3 3
W B= + =  
Logo B  é o conjunto gerador para S . Falta verificar se B  é L I. 
 
2 4(1, ,0) (0, ,1) (0,0,0)
3 3
a + =  
 
0
2 4 0 0
3 3
0
a
a a a b
b
=


⇒ + = ⇒ = =

=
, como o sistema tem solução única é L I. 
Portanto B  é base para W  e ainda como a base possui dois vetores, isso implica 
que dim 2W = . 
 
1.5- Produto Interno  
 
 Definição 1.5.1: Um produto interno num espaço vetorial V , é uma função 
que, a cada par de vetores u  e v  em V  associa um número real >< vu,  de tal 
maneira que os seguintes axiomas são satisfeitos por quaisquer vetores vu,  e w  de 
V  e qualquer escalar α . 
 i) Vvuuvvu ∈∀>>=<< ,,,  (axioma de simetria) 
 ii) Vwvuwvwuwvu ∈∀><+>>=<+< ,,,,,  (axioma de aditividade) 
 iii) Rvuvu ∈∀><>=< ααα ,,  e Vvu ∈,  (axioma de homogeneidade) 
iv) 0, >≥< vv  e , 0v v v o< >= ⇔ =  (axioma de positividade) 
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 Um espaço vetorial real com produto interno é chamado espaço com produto 
interno real. 
 Obs.: O produto interno euclidiano para o nℝ  deve ser entendido como 
produto interno usual para o espaço nℝ . 
 
 Exemplo 1.5.1: O produto escalar usual de vetores do espaço 3ℝ  para 
),,( 321 xxxv =  e ),,( 321 yyyw =  é 332211, yxyxyxwv ++=>< . De modo análogo, define-
se o que chamamos de produto interno usual para o espaço nℝ . 
 De fato: 
Dados )...,,,( 21 nxxxv =  e )...,,,( 21 nyyyw =  ⇒ nn yxyxyxwv +++>=< ..., 2211  
 
 Exemplo 1.5.2: Sejam 2PV = , 0122 axaxap ++=  e 0122 bxbxbq ++=  vetores 
quaisquer de 2P . A fórmula 001122, bababaqp ++>=<  define um produto interno em 
2P . Por exemplo, se: 
 762 2 +−= xxp  e 533 2 ++= xxq , então, 235.73.63.2, =+−>=< qp  
 Podemos notar que 1122, babaqp +>=< , não define sobre V , um produto 
interno, pois existem polinômios Vp ∈  tais que 0, >=< pp  sem que 0=p . Por 
exemplo, se 500 2 ++= xxp . Isso acarreta uma falha no axioma iv. 
 
 O produto interno euclidiano é o mais importante dos produtos internos, 
contudo existem outros produtos internos relevantes como o Produto interno 
euclidiano ponderado. Mais precisamente, se nwww ...,,, 21 , são números reais 
positivos, que designaremos por pesos e se )...,,,( 21 nxxxu =  e )...,,,( 21 nyyyv =  são 
vetores do nℝ , então:  
nnn yxwyxwyxwvu +++>=< ..., 222111 ,  
define um produto interno no nℝ , denominado de Produto interno euclidiano 
ponderado  com pesos nwww ...,,, 21 . 
  Para entendermos melhor uma maneira pela qual pode surgir um produto 
euclidiano ponderado, suponha que um experimento físico possa produzir qualquer 
um de n  valores numéricos nxxx ...,,, 21  e que m  repetições do experimento 
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fornecem esses valores com várias frequências, ou seja, que 1x  ocorre 1f  vezes, 2x  
ocorre 2f  vezes e assim por diante. Como há um total de m  repetições do 
experimento, temos mfff n =+++ ...21 .  
 Assim a média aritmética dos valores observados ( x ) é; 
)...(1
...
...
2211
21
2211
nn
n
nn xfxfxf
mfff
xfxfxf
x +++=
+++
+++
=  
 Se escrevermos )...,,,( 21 nffff = , ),...,,( 21 nxxxx =  e 
m
www n
1
...21 ==== , 
então a fórmula da média aritmética pode ser escrita como o produto interno 
ponderado; 
nnn xfwxfwxfwxfx +++>==< ..., 222111  
 
 Exemplo 1.5.3: Sejam ),( 21 xxu =  e ),( 21 yyv =  vetores do 2ℝ . O produto 
interno euclidiano ponderado 2211 23, yxyxvu +>=< , satisfaz os quatro axiomas de 
produto interno. 
 De fato: 
i) >=<+=+>=>=<< uvyxyxyxyxyyxxvu ,3223),(),,(, 212222112121  
ii) Se ),( 21 zzw = , então, 
>+>=<+< ),(),,(),(, 212121 zzyyxxwvu  
                          222111 ).(2).(3 zyxzyx +++=  
                          22221111 2233 zyzxzyzx +++=  
                          )23()23( 22112211 zyzyzxzx +++=  
                          ><+>=< wxwu ,,  
 
iii) Seja α ∈ℝ , então: 
 >>=<< ),(),,(, 2121 yyxxvu αα  
                       2211 )(2)(3 yxyx αα +=  
                       )2()3( 2211 yxyx αα +=  
                       )23( 2211 yxyx += α  
                       ><= vu,α  
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iv) 22212211 2323, yyyyyyvv +=+>=< , assim 0, >≥< vv  para qualquer 2v ∈ℝ  e 
também, 023, 2221 =+>=< yyvv  se, e somente se 021 == yy  o que vai implicar em 
v o=  , o que satisfaz o axioma iv.  
Vamos formalizar agora a noção de comprimento e distância em espaços com 
produto interno 
 
Definição 1.5.2: Se V é um espaço com produto interno, então a norma (ou 
comprimento) de um vetor Vv ∈  é denotada por v  e é definida por  
2
1
, >=< vvv  
A distância entre dois vetores u  e v  é denotada por ),( vud  e é definida por 
vuvud −=),(  
 Se 1=v , isto é, 1, 21 =>< vv , v  é chamado de vetor unitário. Dizemos nesse 
caso que v  está normalizado. 
 Observe que todo vetor não nulo Vv ∈  pode ser normalizado, basta 
multiplicar v  por 
v
1
, assim teremos um vetor u  tal que 
v
v
u = . Consideremos por 
exemplo, 3V = ℝ  e >< ,  produto interno usual, então se 31 2 3( , , )v x x x= ∈ℝ , 
2
3
2
2
2
1, xxxvvv ++=><=  que é o comprimento do vetor v . Assim para )12,1( −=v  
teremos o vetor normalizado 


−



=
−++
−
==
6
1
,
6
2
,
6
1
)1(21
)1,2,1(
222v
v
u . 
 
 Exemplo 1.5.4: De maneira análoga podemos estender para o nℝ . Considere 
)...,,,( 21 nxxxu =  e )...,,,( 21 nyyyv =  dois vetores do nℝ  com produto interno 
euclidiano.O comprimento do vetor u  será: 
22
2
2
1
2
1
..., nxxxuuu +++=>=<  e 
22
22
2
11
2
1 )(...)()()).((),( nn yxyxyxvuvuvuvud −++−+−=>−−=<−= . 
Exemplo 1.5.5: É importante salientar que norma e distância dependem do 
produto interno que se está sendo usado. Se o produto interno for mudado, então o 
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comprimento e a distância também mudam. Vejamos para o caso de )4,3(=u  e 
)1,2( −=v  do 2ℝ  com o produto interno euclidiano nós temos: 
52543 22 ==+=u  e 
26251)14()23(),( 22 =+=++−=vud  
 Agora, se mudarmos para o produto interno euclidiano ponderado 
2211 23, yxyxvu +>=< , então teremos: 
5932274.4.23.3.3, 2
1
=+=+=>=< uuu  e 
535035.5.21.1.3)5,1).(5,1()(),(),( 2121 =+=+=>=<>−−=<−= vuvuvuvud . 
 
 Se V  é um espaço com produto interno, então o conjunto dos pontos de V  
que satisfazem 1=u  é chamado de esfera unitária, ou então, círculo unitário de V . 
No 2ℝ  e 3ℝ  estes são os pontos que distam uma unidade da origem. 
 
 Exemplo 1.5.6: a) Vejamos como é o esboço gráfico de um círculo unitário 
num sistema de coordenadas xy  em 2ℝ , usando o produto interno euclidiano 
2211, yxyxvu +>=< . 
 Se ),( yxu =  então, 2221, yxuuu +=>=< , de modo que a equação do 
círculo unitário é 11 2222 =+⇒=+ yxyx . Como é de se esperar o gráfico 
desta equação é um círculo de raio 1 centrado na origem (figura 4). 
 
Figura 4: O círculo unitário com a norma euclidiana 22 yxu += . 
 26 
 b) Agora se mudarmos para o produto interno euclidiano ponderado 
49
,
2211 yxyxvu +>=<  o esboço do círculo unitário no sistema de coordenadas xy  em 
2
ℝ  será: 
 Se ),( yxu =  então 1
49
,
22
2
1
=+=>=<
yx
uuu , elevando ao quadrado os dois 
membros da equação temos, 1
49
22
=+
yx
. O gráfico desta equação é uma elipse 
mostrada na figura 5. 
 
 
Figura 5: O círculo Unitário com norma 
49
22 yx
u += . 
 
Teorema 1.5.3: Se u , v  e w  são vetores em um espaço com produto interno 
real e α  é um escalar qualquer então são validas as seguintes propriedades: 
 a) 00,,0 >=>=<< vv  
 b) ><+>>=<+< wuvuwvu ,,,  
 c) ><>=< vuvu ,, αα  
 d) ><−>>=<−< wvwuwvu ,,,  
 e) ><−>>=<−< wuvuwvu ,,,  
 
Demonstração: 
 a) 0,0,0,0
)
>=<=>>=<< vvvvv
iii
, como >>=<< vv ,00,  então 00, >=< u  
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 b) ><+><=><+><=>+<=>+< wuvuuwuvuwvwvu
iiii
,,,,,,
)))
 
 c) ><=><=><=>< vuuvuvvu
iiiii
,,,,
)))
αααα  
 d) ><−>>=<−<+>>=<−+<=>−< wvwuwvwuwvuwvu
ii
,,),(,),(,
)
 
 e) ><−>>=<−<+>>=<−+>=<−< wuvuwuvuwvuwvu ,,)(,,)(,,  
■ 
Teorema 1.5.4: Seja V um espaço vetorial com produto interno. Para 
quaisquer v , w  em V  e α ∈ℝ . 
 i) 0≥v  e 0=v  se, e somente se, v o= . 
 ii) vv .αα =  
 iii) wvwv ≤>< ,  (desigualdade de Cauchy-Schwarz) 
 iv) wvwv +≤+  (desigualdade triangular) 
 
Demonstração: 
i) Por definição temos 0≥v . Por outro lado, 
( )21 1 22 20 , 0 ( , ) (0) , 0v v v v v v v v o= ⇔ < > = ⇔ < > = ⇔ < >= ⇔ = . 
 
 ii) vvvvvvvv .,,, 22 αααααα =><=><=><= . 
 
 iii) Sejam v  e w  em V  com 0≠v . (Para v o=  vale a igualdade 
0, ==>< wvwv ).  
 De fato, >=<⇒><= vvvvvv ,, 2 , assim por definição para qualquer α ∈ℝ  
temos 0≥+ wvα , ou seja; 
0,,2,
)(),(
2
2
≥><+><+>=<
>++=<+
wwwvvv
wvwvwv
αα
ααα
 
 Temos então um trinômio do 2º grau que deve ser positivo para qualquer valor 
de α . Como o coeficiente >< vv,  de 2α  é sempre positivo ( )v o≠ , o discriminante 
∆  deve ser negativo: 0,,4),2( 2 >≤><<−><=∆ wwvvwv .  
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Isso significa que, 
222
222
222
222
,
,
4,4
04,4
wvwv
wvwv
wvwv
wvwv
≤><⇒
≤><⇒
≤><⇒
≤−><
 
 E portanto, wvwv ., ≤>< , que é o que queríamos provar. 
 
iv) >++<=+ wvwvwv ,2 ><+><+><+>=< wwvwwvvv ,,,,  
                 
22222 )(2,2 wvwvwvwvwv +=++≤><++=  
Logo, 22 )( wvwv +≤+  que extraindo a raiz quadrada da ambos os lados 
podemos concluir que wvwv +≤+ . 
■ 
A desigualdade de Cauchy-Schwarz nos dá a possibilidade de definir ângulos 
entre dois vetores em um espaço vetorial V , munido de um produto interno 
arbitrário. Suponha v  e w  são vetores não nulos do espaço vetorial V . Se 
dividirmos ambos os lados da fórmula 222, wvwv ≤><  por 22 wv , (observamos 
que a desigualdade de Cauchy-Schwarz pode ser escrita sob a forma de 
222
, wvwv ≤>< ). Assim: 
⇔≤>< 22
22
22
2
,
wv
wv
wv
wv
 ⇔≤>< 1, 22
2
wv
wv
 1,11, ≤><≤−⇔≤><
wv
wv
wv
wv
 
Ocorre que se θ  é o ângulo cuja medida em radianos varia de 0  a pi , então θcos  
toma qualquer valor entre 1−  e 1, inclusive os extremos, uma única vez. 
 
Figura 6: Se piθ ≤≤0  então, ]1,1[cos −∈θ . 
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 Seguindo esse raciocínio temos que por 1,1 ≤><≤−
wv
wv
, existe um único 
ângulo θ  tal que: 
wv
wv ><
=
,
cosθ  e 0 θ pi≤ ≤  
 Dessa maneira definimos θ  como sendo o ângulo entre v  e w . 
 
 Exemplo 1.5.7: Tomando o produto interno euclidiano em 3ℝ  os vetores 
)3,2,1(=v  e )1,2,3(=w , vamos calcular o ângulo θ  entre eles. 
 
 De fato: 
15321 222 =++=v , 15323 222 =++=w  e 101.32.23.1, =++>=< wv  assim, 
3
2
15
10
15.15
10,
cos ===
><
=
wv
wvθ  o que implica, °≅= 19,48
3
2
cosarcθ . 
 Com exceção do 2ℝ  e 3ℝ , há pouca necessidade de se calcular ângulos 
entre dois vetores, Contudo é de suma importância, verificar se dois ângulos são 
ortogonais entre si, ou seja, se o ângulo formado por eles é 2piθ = . 
 Consideremos v  e Vw∈  dois vetores não nulos e θ  o ângulo entre eles, 
então 0,cos =><=
wv
wvθ , se e somente se, 0, >=< wv . Isso sugere a próxima 
definição. 
 
 Definição 1.5.3: Dois vetores v  e w  de um espaço vetorial com produto 
interno são chamados ortogonais se 0, >=< wv , e é representado por wv ⊥ . 
 
 Utilizando a definição acima podemos provar que o Teorema de Pitágoras é 
válido para qualquer espaço com produto interno. 
 
 Teorema 1.5.6: Se v  e w  são vetores ortogonais em um espaço com produto 
interno, então: 
222
wvwv +=+  
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Demonstração: 
 A ortogonalidade de v  e w  implica em 0, >=< wv , assim: 
22
22
2
,2
,,,,
,
wv
wwvv
wwvwwvvv
wvwvwv
+=
+><+=
><+><+><+>=<
>++=<+
 
■ 
Exemplo 1.5.8: Seja 2V = ℝ  um espaço vetorial euclidiano em relação ao 
produto interno 22212211 2),(),,( yxxxyxyx +>=< . Em relação a esse produto interno 
os vetores )2,3(−=v  e )3,4(=w  são ortogonais, pois: 
012123.2.24.3)3,4(),2,3(, =+−=+−>=−>=<< wv  
 
 
Figura 7: wv ⊥ . 
 
 Exemplo 1.5.9: Sejam 2MV =  as matrizes quadradas de ordem 2 reais e o 
produto interno dado pela expressão: 
dhcgbfae
hg
fe
dc
ba
+++=










 32,  
Vamos calcular o ângulo entre as matrizes 





− 21
32
 e 





− 01
41
, segundo este 
produto interno. Então: 
23032420).2()1.(1.34.3.21.2
01
41
,
21
32
=+−+=−+−++=





−






−
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2943184)2(1.33.22.2
21
32
,
21
32
21
32 222
=+++=−+++=





−






−
=





−
 
63633210)1.(34.21.1
01
41
,
01
41
01
41 222
==++=+−++=





−−






−
=





−
 
°≅=⇒==
−−






−






−
= 6,44
29.6
23
cos
29.6
23
6.29
23
01
41
21
32
01
41
,
21
32
cos arcθθ  
 
1.6- Bases Ortonormais 
 
 Definição 1.6.1: Uma base },...,,{ 21 nvvvB =  de um espaço vetorial euclidiano 
V  é ortonormal se B  é ortogonal e todos os seus vetores são unitários, isto é: 



=
≠
>=< jise
jise
vv ji
,1
,0
,  
 
 Exemplo 1.6.1: Em relação ao produto interno usual o conjunto 
)}1,0(),0,1{(=B  é uma base ortonormal do 2ℝ , pois: 
01.00.1)1,0(),0,1(, 21 =+>=>=<< vv  
1101)0,1(),0,1()0,1( 22211 ==+=>=<=v  
1110)1,0(),1,0()1,0( 22212 ==+=>=<=v  
 
 Exemplo 1.6.2: Seja o conjunto 5 2 2 5{( , ), ( , )}
3 3 3 3
B = − , podemos verificar 
que também é uma base ortonormal em relação ao produto interno euclidiano, pois: 
 1 2
5 2 2 5 5 2 2 5 2 5 2 3
, ( , ), ( , ) . . 0
3 3 3 3 3 3 3 3 9 9
v v< >=< − >= − + = − + =  
 
1 2 22
1
5 2 5 2 5 2 5 4( , ) ( , ) ( ) ( ) 1 1
3 3 3 3 3 3 9 9
v = =< > = + = + = =  
 
1 2 22
2
2 5 2 5 2 5 4 5( , ) , ( ) ( ) 1 1
3 3 3 3 3 3 9 9
v = − =< − > = − + = + = =  
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 Exemplo 1.6.3: De maneira análoga ao exemplo 1.6.2, no espaço euclidiano 
3
ℝ  o conjunto )}1,0,0(),0,1,0(),0,0,1{(=B  é ortonormal. Vejamos por exemplo a 
norma de 11001)0,0,1()0,0,1( 22221 ==++=>=<  e o produto interno 
00.01.00.1)0,1,0(),0,0,1( =++>=< . 
 Em geral, para todo 2n ≥  o conjunto )}1,...,0,0(,...),0,...,1,0(),0,...,0,1{(=B  é 
ortonormal no espaço euclidiano nℝ . A verificação é análoga ao exemplo 1.6.2. 
 
 Já vimos que se 1=v , isto é, 1, 2
1
=>< vv , v  é chamado de vetor unitário. 
Dizemos nesse caso que v  está normalizado. E ainda que todo vetor não nulo Vv ∈  
pode ser normalizado, basta multiplicar v  por 
v
1
, assim teremos um vetor u  tal que 
v
v
u = . 
 Assim, uma base ortonormal sempre pode ser obtida de uma base ortogonal, 
normalizando cada vetor. 
  
 Exemplo 1.6.4: Seja a base ortogonal },,{ 321 vvvB = , onde 1 (1, 1,3)v = − , 
2 (2, 2,0)v =  e 3
2( 1,1, )
3
v = −  em relação ao produto interno euclidiano. Normalizando 
cada vetor, teremos: 
 
1
1 2 2 2
1
(1, 1,3) (1, 1,3) 1 1 3( , , )
11 11 11 111 ( 1) 3
v
u
v
− −
= = = = −
+ − +
 
 
 
2
2 2 2 2
2
(2,2,0) (2, 2,0) 2 2( , ,0)
8 8 82 2 0
v
u
v
= = = =
+ +
 
 
 
3
3
2 2 23
2 2( 1,1, ) ( 1,1, ) 3 3 23 3 ( , , )
2 22 22 22 22( 1) 1 ( )
3 9
v
u
v
− −
= = = = −
− + +
 
 
 33 
 Agora verificaremos se ' 1 2 3{ , , }B u u u= , onde 1
1 1 3( , , )
11 11 11
u = − , 
2
2 2( , ,0)
8 8
u =  e 3
3 3 2( , , )
22 22 22
u = − , é uma base ortonormal. 
De fato: 
 
 i) Verificação da ortogonalidade entre os vetores. 
 
1 2
1 1 3 2 2 1 2 1 2 3
, ( , , ), ( , ,0) . . .0
11 11 11 8 8 11 8 11 8 11
2 2 0 0
88 88
u u< >=< − >= − +
= − + =
 
 
1 3
1 1 3 3 3 2 1 3 1 3 3 2
, ( , , ), ( , , ) . . .
11 11 11 22 22 22 11 22 11 22 11 22
3 3 6 0
242 242 242
u u< >=< − − >= − − +
= − − + =
 
 
 
2 3
2 2 3 3 2 2 3 2 3 2
, ( , ,0), ( , , ) . . 0.
8 8 22 22 22 8 22 8 22 22
6 6 0 0
176 176
u u< >=< − >= − + +
= − + + =
 
 
 ii) Verificando se os vetores são unitários. 
 
1 2 2 22
1 1 1
1 1 3 1 1 9
, ( ) ( ) ( ) 1 1
11 11 1111 11 11
u u u=< > = + − + = + + = =  
 
 
1 2 2 22
2 2 2
2 2 4 4
, ( ) ( ) (0) 0 1 1
8 88 8
u u u=< > = + + = + + = =  
 
 
1 2 2 22
3 3 3
3 3 2 9 9 4
, ( ) ( ) ( ) 1 1
22 22 2222 22 22
u u u=< > = − + + = + + = =  
 Portanto ' 1 2 3{ , , }B u u u=  é uma base ortonormal. 
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 Exemplo 1.6.5: Vamos construir a partir do vetor 1 (1,2, 1)v = −  uma base 
ortogonal do 3ℝ  relativamente ao produto interno usual e obter, a partir dela uma 
base ortonormal. 
 De fato; 
 Seja },,{ 321 vvvB =  a base ortogonal a ser determinada. 
Seja ),,(2 zyxv = , temos que 2v  deve ser ortogonal a 1 (1,2, 1)v = − , então, 
0, 21 >=< vv ,  
⇒ (1,2, 1), ( , , ) 0x y z< − >=   
⇒  2 0x y z+ − =   
⇒  2x y z= − +  
Assim existem infinitos vetores ortogonais a 1v  da forma ( 2 , , ) / ,y z y z y z− + ∈ℝ . 
 Fazendo 0=y  e 1=z  obtemos o vetor 2 (1,0,1)v =  que é ortogonal a 1v , pois 
0, 21 >=< vv . 
 Ainda necessitamos de mais um vetor para obtermos uma base ortogonal. 
Seja ),,(3 cbav =  de maneira que 13 vv ⊥  e 23 vv ⊥ , isto é; 
 



>=<
>=<
0,
0,
23
13
vv
vv
 
 
( , , ), (1, 2, 1) 0
( , , ), (1,0,1) 0
a b c
a b c
< − >=
⇒ 
< >=
 
 
2 0
0
a b c
a c
+ − =
⇒ 
+ =
 
 a b c⇒ = − = −  
 Portanto os vetores ortogonais a 1v  e 2v  são da forma ( , , ) /c c c c− ∈ℝ . 
 Fazendo 1=c  obtemos o vetor 3 ( 1,1,1)v = − , logo: 
 {(1, 2, 1), (1,0,1), ( 1,1,1)}B = − −  é uma base ortogonal do 3ℝ  em relação ao vetor 
1v . 
 Agora normalizando cada vetor de {(1, 2, 1), (1,0,1), ( 1,1,1)}B = − − , obteremos 
uma base ortonormal },,{ 321' uuuB =  
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1
1 1 2 2 221
(1,2, 1) (1, 2, 1) (1,2, 1) 1 2 1( , , )(1,2, 1) 6 6 61 2 ( 1)(1,2, 1), (1,2, 1)
v
u
v
− − −
= = = = = −
− + + −< − − >
 
 
2
2 1 2 2 222
(1,0,1) (1,0,1) (1,0,1) 1 1( ,0, )(1,0,1) 2 21 0 1(1,0,1), (1,0,1)
v
u
v
= = = = =
+ +< >
 
 
3
3 1 2 2 223
( 1,1,1) ( 1,1,1) ( 1,1,1) 1 1 1( , , )( 1,1,1) 3 3 3( 1) 1 1( 1,1,1), ( 1,1,1)
v
u
v
− − −
= = = = = −
−
− + +< − − >
 
 Assim },,{ 321' uuuB =  é uma base ortonormal. 
 
 Obs.: Esse exemplo tem infinitas soluções, apresentamos apenas uma delas. 
No próximo tópico será inserido o processo de ortogonalização de Gram-Schmidt, 
que serve para encontrar uma base ortonormal a partir de qualquer base, sendo ela 
ortogonal ou não. 
 
1.7- Processo de ortogonalização de Gram-Schmidt 
 
 Temos que a partir de uma base qualquer de um espaço vetorial, podemos 
encontrar uma base ortonormal. Para facilitar o entendimento vamos utilizar esse 
processo para encontrar uma base ortonormal a partir de uma base },{ 21 vv=β . Mais 
adiante vamos generalizar essa ortogonalização para uma base }...,,,{ 21 nvvv=β . 
 Considere 1'1 vv = , precisamos encontrar a partir de 2v  um novo vetor '2v  
ortogonal a '1v , ou seja, 0, '1'2 >=< vv . 
 Para isso tomamos '12'2 cvvv −= , com c ∈ℝ  tal que 0, '1'2 >=< vv , substituindo 
'
2v  por '12 cvv −  temos: 
 0, '1
'
12 >=−< vcvv  
 0,, '1
'
1
'
12 >=<−><⇒ vcvvv  
 0,, '1
'
1
'
12 >=<−><⇒ vvcvv  
><>=<⇒ '1
'
1
'
12 ,, vvcvv  
><
><
=⇒
'
1
'
1
'
12
,
,
vv
vv
c  
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Figura 8: Processo de ortogonalização de Gram-Schmidt. 
 
 Assim temos que  1'1 vv =  e '12'2 cvvv −=  o que implica em '1'
1
'
1
'
12
2
'
2 .
,
,
v
vv
vv
vv
><
><
−= . 
 Observe que '2v  foi obtido de 2v , subtraindo deste a projeção do vetor 2v  na 
direção de '1v , '1'
1
'
1
'
12
1 .
,
,
v
vv
vv
cv
><
><
=  e que '1v  e '2v  são vetores ortogonais não nulos. 
Podemos então normalizá-los 
'
1
'
1
1
v
v
u =  e 
'
2
'
2
2
v
v
u = , obtendo uma base ortonormal 
},{' 21 uuB = . 
 
 Exemplo 1.7.1: Seja )}2,2(),2,4{(=β , uma base do 2ℝ . Vamos obter a partir 
de β  uma base ortonormal em relação ao produto interno usual. 
 Sejam )2,4(1 =v  e )2,2(2 =v . 
)2,4(1'1 == vv   
 
'
12
'
2 cvvv −=  
Como já vimos anteriormente a condição de que '2v  seja ortogonal a '1v  vai 
implicar em 
><
><
=
'
1
'
1
'
12
,
,
vv
vv
c , e portanto; 
 
)2,4.(
416
48)2,2()2,4.()2,4(),2,4(
)2,4(),2,2()2,2(.
,
,
'
1'
1
'
1
'
12
2
'
2 +
+
−=
><
><
−=
><
><
−= v
vv
vv
vv  
 
     )
5
4
,
5
2()
5
6
,
5
12()2,2()2,4.(
5
3)2,2( −=−=−=  
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Normalizando estes vetores temos, 
)
20
2
,
20
4(
24
)2,4(
)2,4(),2,4(
)2,4(
)2,4(
)2,4(
222
1'
1
'
1
1 =
+
=
><
===
v
v
u  
 
)
20
4
,
20
2(
5
20
)
5
4
,
5
2(
25
20
)
5
4
,
5
2(
)
5
4()
5
2(
)
5
4
,
5
2(
)
5
4
,
5
2(
)
5
4
,
5
2(
)
5
4
,
5
2(
)
5
4
,
5
2(
222
1'
2
'
2
2
−=
−
=
−
=
=
+−
−
=
>−<
−
=
−
−
==
v
v
u
 
 
Então, },{ 21' uu=β  é uma base ortonormal. 
 
 Como já havíamos visto o processo de ortogonalização de dois vetores pode 
ser generalizado para uma base }...,,,{ 21 nvvv=β . Tomemos como no caso anterior  
1
'
1 vv =  e 
'
12
'
2 cvvv −=  onde 
><
><
=
'
1
'
1
'
12
,
,
vv
vv
c , então '1v  é ortogonal a '2v . Queremos 
encontrar agora um vetor '3v  que seja ortogonal ao mesmo tempo a '1v  e '2v , como 
no caso anterior, vamos estabelecer que '1'23'3 kvmvvv −−=  e determinar os valores 
de m  e k  de modo que 0, '1'3 >=< vv  e 0, '2'3 >=< vv . Desenvolvendo essas duas 
condições temos; 
 
0,,,0,0, '1
'
1
'
1
'
2
'
1
'
3
'
1
'
1
'
2
'
3
'
1
'
3 >=<−><−><⇔>=−−<⇔>=< vvkvvmvvvkvmvvvv  
 
Assim como 0, '1'2 >=< vv  temos, 0, '2'3 >=< vv  se, e somente se 
><
><
=
'
1
'
1
'
13
,
,
vv
vvk . 
Da mesma forma 0, '2'3 >=< vv , se e somente se, 
><
><
=
'
2
'
2
'
23
,
,
vv
vv
m . 
 E, portanto '1'
1
'
1
'
13'
2'
2
'
2
'
23
3
'
3 .
,
,
.
,
,
v
vv
vv
v
vv
vv
vv
><
><
−
><
><
−= . 
Observe que '3v  é obtido de 3v  subtraindo-se duas projeções sobre '1v  e '2v . 
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Procedendo de maneira análoga, obtemos os vetores nvv ,...,4 . 
 Assim a partir de uma base }...,,,{ 21 nvvv=β  de um espaço vetorial V , 
construímos a base ortogonal }...,,{ ''1 nvv  dada por; 
 1
'
1 vv =  
 
'
1'
1
'
1
'
12
2
'
2 .
,
,
v
vv
vv
vv
><
><
−=  
 
'
1'
1
'
1
'
13'
2'
2
'
2
'
23
3
'
3 .
,
,
.
,
,
v
vv
vv
v
vv
vv
vv
><
><
−
><
><
−=  
  ⋮    
 
'
1'
1
'
1
'
1'
2'
2
'
2
'
2'
'
1
'
1
'
1'
.
,
,
....
,
,
.
,
,
v
vv
vv
v
vv
vv
v
vv
vv
vv nn
nn
nn
n
nn
nn
nn
><
><
−−
><
><
−
><
><
−=
−
−−
−
−−
−
 
 Este procedimento é conhecido como processo de ortogonalização de Gram-
Schmidt. 
 Sendo assim se precisarmos construir uma base ortonormal, será preciso 
apenas fazer a normalização dos vetores iv , ou seja, tomando 
'
'
i
i
i
v
v
u = , obtemos a 
base }...,,{ ''1 nuu  de vetores ortonormais. 
 
 Exemplo 1.7.2: Seja )}1,0,0(),1,2,0(),1,1,1{(=β  uma base do 3ℝ . Vamos obter 
a partir de β  uma base ortonormal em relação ao produto interno usual. 
 De fato; 
 Sejam )1,1,1(1 =v , )1,2,0(2 =v  e )1,0,0(3 =v  
 )1,1,1(1'1 == vv  
 
)1,1,1.()1,1,1(),1,1,1(
)1,1,1(),1,2,0()1,2,0(.
,
,
'
1'
1
'
1
'
12
2
'
2
><
><
−=
><
><
−= v
vv
vv
vv  
      )0,1,1()1,1,1(1)1,2,0()1,1,1.(
111
120)1,2,0( −=−=
++
++
−=  
 
 
'
1'
1
'
1
'
13'
2'
2
'
2
'
23
3
'
3 .
,
,
.
,
,
v
vv
vv
v
vv
vv
vv
><
><
−
><
><
−=  
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     )1,1,1.()1,1,1(),1,1,1(
)1,1,1(),1,0,0()0,1,1.()0,1,1(),0,1,1(
)0,1,1(),1,0,0()1,0,0(
><
><
−−
>−−<
>−<
−=  
     )1,1,1(
111
100)0,1,1.(
011
000)1,0,0(
++
++
−−
++
++
−=  
     )1,1,1(
3
1)0,1,1(0)1,0,0( −−−=  
     )
3
1
,
3
1
,
3
1()1,0,0( −= )
3
2
,
3
1
,
3
1( −−=  
 Agora falta-nos apenas normalizar os vetores 
 )
3
1
,
3
1
,
3
1(
3
)1,1,1(
111
)1,1,1(
)1,1,1(),1,1,1(
)1,1,1(
2
1'
1
'
1
1 ==
++
=
><
==
v
v
u  
 
 )0,
2
1
,
,2
1(
2
)0,1,1(
011
)0,1,1(
)0,1,1(),0,1,1(
)0,1,1(
2
1'
2
'
2
2
−
=
−
=
++
−
=
>−−<
−
==
v
v
u  
 
 
9
6
)
3
2
,
3
1
,
3
1(
9
4
9
1
9
1
)
3
2
,
3
1
,
3
1(
)
3
2
,
3
1
,
3
1(),
3
2
,
3
1
,
3
1(
)
3
2
,
3
1
,
3
1(
2
1'
3
'
3
3
−−
=
++
−−
=
>−−−−<
−−
==
v
v
u  
       )
6
2
,
6
1
,
6
1(
3
6
)
3
2
,
3
1
,
3
1(
−−=
−−
=  
E portanto },,{ 321 uuu=β  é uma base ortonormal. 
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2. Projeção Ortogonal 
 
 
Neste capítulo mostraremos a importância de projeção ortogonal, pois permite 
encontrar um vetor que tem a menor distância de um vetor considerado, critério que 
servirá de base para o Método dos Mínimos Quadrados que abordaremos no 
capítulo 3. Projeção ortogonal também é utilizada para construção de bases 
ortogonais e ortonormais de espaços com produto interno. 
. 
2.1- Complemento Ortogonal  
 
Seja V  um espaço vetorial euclidiano e W  um subespaço vetorial de V . Um 
vetor Vu ∈  é dito ortogonal a W  se é ortogonal a cada vetor de W , e o conjunto de 
todos os vetores de V  que são ortogonais a W  é chamado de complemento 
ortogonal de W e representado por ⊥W . 
Assim;  
{ / , 0, }W u V u v v W⊥ = ∈ < >= ∀ ∈  
 
 Exemplo 2.1: Considere V  um plano passando pela origem do 3ℝ com o 
produto interno euclidiano, então, todos os vetores ortogonais a V , formam a reta T  
passando pela origem, que é o conjunto dos vetores ortogonais a V . Sendo assim 
podemos dizer que um é complemento ortogonal do outro. 
 
Figura 9: A reta T  é o conjunto dos vetores ortogonais a V  
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Teorema 2.1.1: Seja V  um espaço vetorial euclidiano e W  um subespaço 
vetorial de V , de dimensão finita então: 
i) ⊥W  é um subespaço de V . 
ii) O único vetor comum a ⊥W  e W é { }o . 
iii) O complemento ortogonal de ⊥W  é W , ou seja WW =⊥⊥ )( . 
 
Demonstração: 
i) ⊥W  é um subespaço de V . 
Temos que , 0o w< >=  para cada vetor Ww∈ , assim verificamos que ⊥W  contém 
pelo menos o vetor nulo. De fato, seja u  e ⊥∈Wv , para qualquer Ww∈ pela 
definição de complemento ortogonal 0, >=< wu  e 0, >=< wv  então 
0,,,
)
>=+<=><+>< wvuwvwu
ii
 o que implica em ⊥∈+ Wvu . Considere k ∈ℝ , u  e 
⊥∈Wv , temos que ⊥∈=>=<=>< Wkvukvku
iii
00,,
)
. Assim mostramos que, a soma 
de dois vetores de ⊥W  é ortogonal a cada vetor de W  e que a multiplicação de um 
vetor em ⊥W  por um escalar é ortogonal a cada vetor de W . Portanto ⊥W  é um 
subespaço de V . 
 
ii) Se { }W o≠  para qualquer ( )v W W ⊥∈ ∩  então, 
)
, 0
iv
v w v o< >= ⇒ =  o que 
mostra que { }W W o⊥∩ = . 
 
 iii) Temos que se Ww∈  e ⊥∈Wu , então , 0u w< >= , assim ⊥⊥∈ )(Ww . 
Portanto, ( )W W ⊥ ⊥⊂ . Seja um vetor v  tal que uwv +=  onde Ww∈  e ⊥∈Wu , dessa 
maneira temos que w  é ortogonal a u , assim 
 >>=<<+>=<+>>=<+>=<=< uuuuuuwuuwuvu ,,0,,)(,,0  
ou seja 0, >=< uu  o que implica que u o= , então wv = , logo Wv ∈ e portanto segue 
que ( ) .W W⊥ ⊥ ⊂ E assim concluímos que ( ) .W W⊥ ⊥ =  
■ 
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 Exemplo 2.2: Seja 3V = ℝ , com o produto interno usual e 
{(0, 0, ) / }W z z= ∈ℝ . Então: {( , ,0) / , }W x y x y⊥ = ∈ℝ , Vejamos como é sua 
representação geométrica. 
 
Figura 10: Rep. Geométrica de {( , ,0) / , }W x y x y⊥ = ∈ℝ . 
 
 Exemplo 2.3: Seja o produto interno usual no 4ℝ  e o subespaço de dimensão 
2, )]0,1,2,1(),1,0,1,1[( −−=W , vamos determinar ⊥W  e uma base ortonormal de ⊥W . 
 Um vetor ⊥∈= Wtzyxv ),,,(  se:  
 



>=−<
>=−<
0)0,1,2,1(),,,,(
0)1,0,1,1(),,,,(
tzyx
tzyx
 



−=⇒=+−
+=⇒=−+
⇒
xyzzyx
yxttyx
202
0
 então a solução do 
sistema será yxt +=  e xyz −= 2 . Isso implica que, 
 {( , , 2 , )}/ , }W x y y x x y x y⊥ = − + ∈ℝ  
 Assim uma base de ⊥W  será, )}1,2,1,0(),1,1,0,1{( −=B  pois, 
01001)1,1,0,1(),1,0,1,1( =−++>=−−< , 01010)1,2,1,0(),1,0,1,1( =−++>=−<  
00101)1,1,0,1(),0,1,2,1( =+−+>=−−<  e 00220)1,2,1,0(),0,1,2,1( =++−>=−<  
 
Aplicaremos agora o processo de Gram-Schmidt a base B  para encontrar a base 
ortonormal },{ 21' uuB = . 
 Consideremos '1 1 (1,0, 1,1)v v= = −  e 2 (0,1,2,1)v =  
 
 
'
' '2 1
2 2 1' '
1 1
, (0,1, 2,1), (1,0, 1,1)
. (0,1,2,1) .(1,0, 1,1)
, (1,0, 1,1), (1,0, 1,1)
v v
v v v
v v
< > < − >
= − = − −
< > < − − >
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                )
3
4
,
3
5
,1,
3
1()1,1,0,1.(
3
1)1,2,1,0()1,1,0,1.(
111
12)1,2,1,0( =−+=−
++
+−
−=  
  
Agora falta-nos apenas normalizar os vetores 
 
'
1
1 1' 21
(1,0, 1,1) (1,0, 1,1) (1,0, 1,1) 1 1 1( ,0, , )
1 1 1 3 3 3 3(1,0, 1,1), (1,0, 1,1)
v
u
v
− − −
= = = = = −
+ +< − − >
 
 
'
2
2 ' 1
22
1 5 4 1 5 4 1 5 4( ,1, , ) ( ,1, , ) ( ,1, , )
3 3 3 3 3 3 3 3 3
1 5 4 1 5 4 1 25 16 51( ,1, , ), ( ,1, , ) 13 3 3 3 3 3 9 9 9 3
v
u
v
= = = = =
< > + + +
 
 
                )
51
4
,
51
5
,
51
3
,
51
1(=  
 
E, portanto  },{ 21' uuB =  é uma base ortonormal de ⊥W . 
 
2.2- Espaço-Linha, Espaço-Coluna e Espaço-Nulo  
 
 O teorema 2.2.3, fornece uma relação fundamental entre o espaço-nulo e o 
espaço-linha de uma matriz. Antes, vamos definir o que é espaço-nulo, espaço-linha 
e espaço-coluna. 
 Temos que os três espaços citados acima são espaços vetoriais importantes 
associados a matrizes. 
 
 Definição 2.2.1: Para uma matriz nm×   












=
mnmm
n
n
aaa
aaa
aaa
A
⋯
⋮⋱⋮⋮
⋯
⋯
21
22221
11211
, os vetores  
)...,,,(
)...,,,(
)...,,,(
21
222212
112111
mnnnm
n
n
aaar
aaar
aaar
=
=
=
⋮⋮
 em nℝ  formados pelas 
linhas de A , são chamados os vetores linhas de A  e os vetores ),...,,( 121111 maaac = , 
),...,,( 222122 maaac = ... )...,,,( 21 mnnnn aaac =  , em mℝ  formados pelas colunas de A  são 
chamados de vetores coluna de A . 
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Definição 2.2.2: Se A  é uma matriz de ordem nm× , então o subespaço de 
n
ℝ  gerado pelos vetores-linha de A  é chamado espaço-linha de A  e o subespaço 
de mℝ  gerado pelos vetores-coluna de A  é chamado de espaço-coluna de A . O 
espaço-solução do sistema homogêneo 0Ax =  que é um subespaço do nℝ  é 
chamado de espaço-nulo de A . 
 
Exemplo 2.2.1: Considere bAx = , o seguinte sistema linear 





=+
−=+−
=−+
23
632
52
zx
zyx
zyx
, 
mostraremos que b  está no espaço-coluna de A  e que  b  pode ser expresso como 
combinação linear dos vetores-coluna de A . 
De fato, escrevendo o sistema na forma de expressão matricial temos; 










−=




















−
−
2
6
5
.
103
321
112
z
y
x
  
Onde, a solução do sistema é 1=x , 2=y  e 1−=z , como o sistema é 
consistente, b  está no espaço coluna de A  e ainda o sistema linear bAx =  pode ser 
escrito como uma combinação linear deste vetor solução; 










−=









−
−










−+










2
6
5
1
3
1
0
2
1
2
3
1
2
 
 
Teorema 2.2.3: Se A  é uma matriz de ordem nm× , então; 
i) o espaço-nulo de A  e o espaço-linha de A  são complementos ortogonais 
em nℝ  com relação ao produto interno euclidiano. 
ii) O espaço-nulo de TA  e o espaço-coluna de A  são complementos 
ortogonais em mℝ  com relação ao produto interno euclidiano.  
 
 Veremos através do exemplo a seguir, a idéia da demonstração deste 
teorema. Nós queremos mostrar que o complemento ortogonal do espaço-linha de 
A  é o espaço-nulo de A . Para fazer isso, nós precisamos mostrar que se um vetor 
v  pertence ao espaço-nulo, então v  é ortogonal a cada vetor do espaço-linha. 
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 Exemplo 2.2.2: Consideremos o sistema linear, 
2 3 0
4 0
5 3 0
x y z
x y z
y z
− − =

− + =

− − =
, Mostraremos 
que o espaço-nulo de A  e o espaço-linha de A  são complementos ortogonais em 
n
ℝ  com relação ao produto interno euclidiano. 
 
 Transformando o sistema numa expressão matricial e usando o método de 
Gauss para resolvê-lo temos; 
2 3 1 0
4 1 1 0
0 5 3 0
x
y
z
− −     
     
− =     
     
− −     
 
 
1 2 2 2 3 322 3 1 0 2 3 1 0 2 3 1 0
4 1 1 0 ~ 0 5 3 0 ~ 0 5 3 0
0 5 3 0 0 5 3 0 0 0 0 0
L L L L L L− → − →
− − − − − −     
     
− − − − −     
     − − − −     
, assim; 
 
2 3 0 5 52 3 0
5 3 0 3 3
6 9 5 0
6 4 0
2
3
x y z
z y x y y
y z
x y y
x y
x y
− − =
⇒ = − ⇒ − + =
− − =
− + =
− =
=
  
Desse modo a solução do sistema será 2 5{( , , ) / }
3 3
y y y y− ∈ℝ  
 De fato; 
 Seja 1 (2, 3, 1)r = − − , 2 (4, 1,1)r = −  e 3 (0, 5, 3)r = − −  o espaço-linha de A  e 
2 5{( , , ) / }
3 3
y y y y− ∈ℝ  o espaço-nulo de A , então; 
 1
2 5
, ( , , ) 0
3 3
r y y y< − >=  
2 5(2, 3, 1), ( , , ) 0
3 3
y y y< − − − >=  
4 53 0
3 3
y y y− + =  
00 =  
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 2
2 5
, ( , , ) 0
3 3
r y y y< − >=  
2 5(4, 1,1), ( , , ) 0
3 3
y y< − − >=  
8 5 0
3 3
y y y− − =  
00 =  
 
3
2 5
, ( , , ) 0
3 3
r y y y< − >=  
2 5(0, 5, 3), ( , , ) 0
3 3
y y y< − − − >=  
5 5 0y y− + =  
00 =  
Portanto o espaço-nulo e o espaço-linha são complementos ortogonais. 
 
2.3- Projeções Ortogonais  
 
 É relativamente fácil visualizar geometricamente que no 2ℝ  ou 3ℝ , com o 
produto interno euclidiano, que se W é uma reta ou um plano que passa pela origem 
então cada vetor u  do espaço pode ser escrito como uma soma  21 wwu +=  onde 
Ww ∈1  e 
⊥∈Ww2 . 
Para o caso de W ser uma reta. 
 
Figura 11: 21 wwu +=  onde Ww ∈1  e 
⊥∈Ww2 . 
 
Para o caso de W  ser um plano  
 47 
 
Figura 12: 21 wwu +=  onde Ww ∈1  e 
⊥∈Ww2 . 
 
Teorema 2.3.1: Se W  é um subespaço de um espaço vetorial V  de 
dimensão finita com produto interno, então cada vetor u  de V  pode ser expresso 
precisamente de uma única maneira como 21 wwu += , de onde Ww ∈1  e ⊥∈Ww2 . 
 
 Demonstração: 
 Temos por hipótese que W  é um subespaço vetorial de V , assim pelo 
processo de Gram-Schmidt existe uma base ortonormal }...,,,{ 21 nvvv  para W . 
 De fato, precisamos mostrar que 21 wwu +=  com Ww ∈1  e ⊥∈Ww2 , e é único 
para qualquer Vu ∈ . 
 Dado Vu ∈ , tomando nn vvuvvuvvuw ><++><+>=< ,...,, 22111  e 12 wuw −= . 
Então 211121 )( wwuuwuwww +=⇒=−+=+ , agora falta mostrar que Ww ∈1  e 
⊥∈Ww2 . Contudo temos que Ww ∈1 , pois é combinação linear da base de W . Para 
mostrarmos que ⊥∈Ww2 , basta verificarmos que 0,2 >=< ww , para qualquer Ww∈ . 
 Temos que w  pode ser escrito como combinação linear de W , assim  
nnvkvkvkw +++= ...2211  e lembrando também que 12 wuw −= , logo; 
 ><−>>=<−>=<< wwwuwwuww ,,,, 112                                                         (1) 
 De >< wu, , temos >+++>=<< nnvkvkvkuwu ...,, 2211  
                                                    ><++><+>=< nnvkuvkuvku ,...,, 2211  
                                                     ><++><+><= nn vukvukvuk ,...,, 2211   
e ainda ><++><+>>=<< nnvkwvkwvkwww ,...,,, 12211111  
                          nn kvwkvwkvw ><++><+>=< ,...,, 1221111   
                          ><++><+><= nn vwkvwkvwk ,...,, 1212111  
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temos que 21 wuw −= , assim, 
   nn kvwukvwukvwuww >−<++>−<+>−>=<< ,...,,, 22221121  
     nnn kvwvukvwvukvwvu ),,(...),,(),,( 222221121 ><−><++><−><+><−><=  
onde 2 , 0iw v< >= , para todo 1,2,3,...,i n=  então, 
 ><++><+><>=< nn vukvukvukww ,...,,, 22111 , o que podemos concluir que 
>>=<< wwwu ,, 1  e assim por )1(  temos que 0,2 >=< ww , que é o que queríamos 
provar. 
 Para provar a unicidade 21 wwu +=  com Ww ∈1  e ⊥∈Ww2 , vamos supor que 
podemos escrever '2'1 wwu +=  onde Ww ∈'1  e ⊥∈Ww '2 , então; 
 )()( 21'2'1 wwwwuu +−+=−  
)()(0 2'21'1 wwww −+−=  
 2
'
2
'
11 wwww −=−                                                                                               (2) 
  Como 2w  e '2w  são ortogonais a W , sua diferença também é ortogonal a W , 
pois Ww∈∀  temos, 000,,, 2'22'2 =−>=<−>>=<−< wwwwwww . 
 Contudo, '2w  e 2w  também pertencem a W , pois '11 ww −  está em W , pela 
igualdade  )2( , assim podemos concluir que 2'2 ww −  é ortogonal a si mesmo, ou 
seja, 0, 2'22'2 >=−−< wwww . 
 Isso quer dizer que 02'2 =− ww  o que implica que 2'2 ww =  e ainda por )2(  
1
'
1 ww = . Portanto u  pode ser expresso de uma única maneira. 
■ 
 
 Temos que Ww ∈1  é a projeção de u  em W  que é denotado por uprojW . O 
vetor 2w  é chamado de componente de u  ortogonal a W  que é denotado por 
uprojW ⊥ .  
 Assim, podemos escrever a fórmula do teorema 2.3.1 da seguinte forma:  
 
)(1221 uprojuuprojuuprojuuprojwuwwwu WWWW −+=⇒−=⇒−=⇒+= ⊥  
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Figura 13: 21 wwu +=  pode ser escrito como )( uprojuuproju WW −+= . 
 
 Teorema 2.3.2: Seja W um subespaço de dimensão finita de um espaço 
vetorial V , com o produto interno. 
 i) Se }...,,,{ 21 nvvv  é uma base ortonormal de W  e u  um vetor qualquer de V , 
então; 
 nnW vvuvvuvvuuproj ><++><+>=< ,...,, 2211  
 
 ii) Se }...,,,{ 21 nvvv  é uma base ortogonal de W  e u  é um vetor qualquer de V , 
então; 
 n
n
n
W v
v
vu
v
v
vu
v
v
vu
uproj 222
2
2
12
1
1 ,
...
,, ><
++
><
+
><
=  
 
 Demonstração  
i) Consideremos Vu ∈  e também ⊥+= WWV , então podemos escrever 
'vvu += , onde Wv ∈  e ⊥∈Wv' . Por definição de projeção ortogonal de u  sobre W  
temos vuprojW = . Como Wv ∈ , v  pode ser escrito como combinação linear da base 
ortonormal de W , },...,,{ 21 nvvv , assim nnW vavavauproj +++= ...2211 . 
Para mostrarmos quem são os coeficientes ia  devemos verificar que 
ii avu >=< , . Para isso considere mmnnn vbvbvavavau ++++++= + ...... 112211  onde, 
},...,,,...,,{ 121 mnn vvvvv +  é uma base ortonormal de V . Então, 
>++++++>=<< + immnnni vvbvbvavavavu ,......, 112211  
           ><++><+><++><+><= + immininnii vvbvvbvvavvavva ,...,,...,, 112211  
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Por hipótese temos que  },...,,{ 21 nvvv  é uma base ortonormal para W , logo os 
produtos internos serão 0  ou 1, assim, 1, >=< ii vv  e 0, >=< ji vv  para ji ≠ , de 1 até 
n . 
Para produtos internos de n  até m  será 0 , pois é o produto interno de um 
vetor de W  com outro vetor no seu complemento ortogonal ⊥W . Assim de 
nnW vavavauproj +++= ...2211  temos, nnW vvuvvuvvuuproj ><++><+>=< ,...,, 2211 , 
que é o que queríamos provar. 
 
 ii) Temos por hipótese que },...,,{ 21 nvvv  é uma base ortogonal de W  e u  um 
vetor de V . Podemos encontrar uma base ortonormal a partir de uma base 
ortogonal normalizando cada um de seus vetores, assim 






n
n
v
v
v
v
v
v
,...,,
2
2
1
1
 é uma 
base ortonormal. Utilizando a parte i) desse mesmo teorema, temos; 
n
n
n
n
W
v
v
v
v
u
v
v
v
v
u
v
v
v
v
uuproj ><++><+>=< ,...,,
2
2
2
2
1
1
1
1
 e ainda pela parte c) do 
teorema 1.5.3  o lado direito da igualdade pode ser reescrito como, 
n
n
n
nW
v
v
v
vu
v
v
v
vu
v
v
v
vuuproj .1,....1,.1,
2
2
2
2
1
1
1
1 ><++><+>=< , assim, 
n
n
n
W v
v
vu
v
v
vu
v
v
vu
uproj 222
2
2
12
1
1 ,
...
,, ><
++
><
+
><
= , que é o que queríamos provar. 
■ 
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3- Problemas dos Mínimos Quadrados 
 
 
Trataremos nesse capítulo de sistemas incompatíveis e como projeções 
ortogonais podem ser usadas para resolver problemas de aproximações. Tais 
sistemas podem ter sua origem em algum experimento físico/científico onde por, 
talvez, na coleta dos dados ou ainda por erros de arredondamentos produz um 
sistema sem soluções. Temos por objetivo encontrar solução(ões) desses sistemas 
utilizando o Método dos Mínimos Quadrados, de modo que, a diferença entre a 
solução por mínimos quadrados e a solução “exata” do sistema seja a menor 
possível. 
 
3.1- Projeções ortogonais vistas como aproximações 
 
 Tendo em vista que a menor distância entre um ponto P  a uma reta r  ou a 
um plano α  é uma reta perpendicular a reta r ou ao plano α  passando por P , 
consideremos um ponto P  no espaço 3ℝ  e W  um plano pela origem, então 
baixando uma perpendicular de P  a W , obtemos o ponto Q  de W  mais próximo de 
P . Escrevendo 
→
= OPu , a distância entre P  e W  é dada por uprojuu W−=  
 
Figura 14: Q  é o ponto de W  mais próximo de P . 
 
 Isso quer dizer que para qualquer vetor Ww∈ , onde Ww proj u= , é a menor 
distância entre P  e W , ou seja, minimiza wu − . 
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Figura 15: wu −  é minimizado por Ww proj u= . 
 
 Exemplo 3.1.1: Seja W  um subespaço do 3ℝ  com base ortonormal },{ 21 ww , 
onde )
3
2
,
3
1
,
3
2(1 −−=w  e )2
1
,0,
2
1(2 =w  e o produto interno usual em 3ℝ , vamos 
encontrar a projeção ortogonal de )3,1,2(=v  sobre W  e o vetor u  que é ortogonal a 
todo vetor em W . 
 Temos que pelo teorema 2.3.2 i), 
 2211 ,, wwvwwvvprojw W ><+>=<=  
      )
2
1
,0,
2
1()
2
1
,0,
2
1(),3,1,2()
3
2
,
3
1
,
3
2()
3
2
,
3
1
.
3
2(),3,1,2( ><+−−>−−=<  
      )
2
1
,0,
2
1).(
2
30
2
2()
3
2
,
3
1
,
3
2).(2
3
1
3
4( +++−−−−=  
      )
2
1
,0,
2
1(
2
5)
3
2
,
3
1
,
3
2
.(1 +−−−=  
      )
2
5
,0,
2
5()
3
2
,
3
1
,
3
2( +−=  
      )
6
19
,
3
1
,
6
11(=   
e 
 )
6
1
,
3
2
,
6
1()
6
19
,
3
1
,
6
11()3,1,2( −=−=−= wvu  
 Assim podemos observar que a distância de v  ao plano W  é dado pelo 
comprimento do vetor wvu −= , ou seja, uprojv W− . 
 Então a distância entre v  e o plano W  será dado por: 
 
2
1
36
1
9
4
36
1)
6
1
,
3
2
,
6
1(),
6
1
,
3
2
,
6
1( 21 =++=>−−=<− uproju W  
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3.2- Teorema da melhor aproximação 
 
Teorema 3.2.1: Seja W um subespaço de dimensão finita de um espaço vetorial V , 
com produto interno euclidiano, se u  é um vetor de V , então uprojW  é a melhor 
aproximação de u  em W , no seguinte sentido: 
 wuuproju W −<− , para cada vetor Ww∈  diferente de uprojW . 
 
Demonstração: 
Seja w  um vetor qualquer de W , então,  
)()( wuprojuprojuwu WW −+−=− . 
Como w  e uprojW  estão em W , wuprojW −  está em W  e uproju W−  é 
ortogonal a W . Sendo assim wuprojW −  e uproju W−  são ortogonais, logo 
22
12 ),( >−−<=− wuwuwu  
            >−+−−+−=< )()(),()( wuprojuprojuwuprojuproju WWWW  
            
22
wuprojuproju WW −+−=  
Se uprojw W≠  então 
2
wuprojW −  é positivo e  
22
uprojuwu W−>−   ⇔   uprojuwu W−>− . 
Assim, segue que uprojW  é o vetor em W  que minimiza 
2
wu −  e portanto, 
wu − . 
■ 
 
No exemplo 3.1.1, )
6
19
,
3
1
,
6
11(=− uproju W  é o vetor em W  mais próximo de 
)3,1,2(=v . 
 
Os sistemas incompatíveis aparecem em várias situações e devemos 
encontrar um método de lidar com eles. Sistemas incompatíveis de equações 
lineares também são importantes em aplicações físicas. É comum que em alguns 
experimentos físicos leve um sistema bAx = , (que na teoria deveria ser consistente), 
a uma inconsistência, e a causa poderia ser, por exemplo, erros na coleta dos dados 
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ou ainda equipamentos com defeitos, etc. Então a solução seria encontrar um x  que 
faça com que Ax  fique tão próximo da solução b  quanto possível, ou seja, no 
sentido que minimiza o valor de bAx −  em relação ao produto interno euclidiano. A 
quantidade bAx −  pode ser vista como uma medida do “erro” que resulta por 
considerar x  uma solução aproximada de bAx = . 
 Podemos pensar em Ax  como uma aproximação de b . Se o sistema for 
consistente, e x  é uma solução do sistema então 0=− bAx , o que implica em dizer 
que o erro é zero. 
 
3.3- Problemas dos mínimos quadrados  
 
Dado um sistema bAx =  de m  equações e n  variáveis, encontre se possível, 
um vetor x  que minimiza bAx −  em relação ao produto interno euclidiano de mℝ . 
Um tal vetor é chamado uma solução de mínimos quadrados de bAx = . 
Vamos considerar bAxe −=  como sendo o vetor erro resultado da 
aproximação do vetor x  do sistema bAx = . Sendo ),,(
...,21 neeee =  e considerando a 
equação  bAxe −=  temos, bAxe −=  ⇒  bAxe −= , assim desenvolvendo apenas 
o primeiro membro encontramos a origem do termo mínimos quadrados. 
 
2
1
, >=< eee  
 
22
2
2
1 ... neeee +++=  
 
22
2
2
1
2
... neeee +++=  
 Uma das características de um problema de mínimos quadrados é que, 
independentemente do vetor x  selecionado, o vetor Ax  pertence ao espaço-coluna 
de A . Para cada matriz coluna x  de tamanho 1×n , o produto Ax  é uma 
combinação linear dos vetores coluna de A . Assim como x  varia sobre nℝ , o vetor 
Ax  varia sobre todas possíveis combinações lineares do vetor-coluna de A , ou seja, 
o vetor Ax  varia sobre todo espaço-coluna  W . 
 Geometricamente, resolver um problema de mínimos quadrados significa 
encontrar um vetor x  de nℝ  tal que Ax é o vetor em W  mais próximo de b . 
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 Pelo teorema 3.2.1, o vetor em W  que mais se aproxima de b  é a projeção 
ortogonal de b  em W . Assim para um vetor x  ser uma solução de mínimos 
quadrados de bAx = , este vetor deve satisfazer 
bprojAx W= . 
Veja a figura 16, bprojW  é o vetor que mais se aproxima de b . (É importante 
lembrar que se b  está em W , então b  é da forma Ax  para algum x , e tal x  é a 
solução de mínimos quadrados). 
 
Figura 16: b está mais próximo de bprojAx W=  do que de iAx  para outro ix  qualquer. 
 
 
3.4- Solução de Mínimos Quadrados  
 
 Uma maneira de encontrar a soluções de mínimos quadrados seria encontrar 
o vetor bprojW  e posteriormente resolver a equação bprojAx W= , no entanto há 
outra maneira mais prática de resolver utilizando alguns resultados já descritos. 
Pelo teorema 2.3.1 e figura 13 do capítulo 2, temos que bprojbAxb W−=− , é 
ortogonal a W . Como W  é o espaço coluna de A  e Axb −  é ortogonal a W , pelo 
teorema 2.2.3, Axb −  está no espaço-nulo de TA . Desse modo uma solução de 
mínimos quadrados de bAx =  deve satisfazer, 
0)( =− AxbAT   ⇔   bAAxA TT =  
 Esse sistema é denominado de sistema normal associado a bAx =  e as 
equações que o compõem são chamadas de equações normais associadas a 
bAx = . 
 Sendo assim, o problema de encontrar uma solução de mínimos quadrados 
foi reduzido a encontrar uma solução exata do sistema normal associado. 
 Com base no que acabamos de ver podemos enunciar o próximo teorema. 
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 Teorema 3.4.1: Para qualquer sistema linear bAx = , o sistema normal 
associado bAAxA TT =  é consistente e todas as soluções do sistema normal são 
soluções de mínimos quadrados de bAx = . Além disso, se W é um espaço-coluna 
de A  e x  é qualquer solução de mínimos quadrados de bAx = , então a projeção 
ortogonal de b  em W  é AxbprojW =  
 
Demonstração 
 O sistema normal bAAxA TT =  é consistente, pois é satisfeito por uma solução 
de mínimos quadrados de bAx = , como visto anteriormente. Fica fácil verificar que, 
se W é um espaço-coluna de A  e x  é qualquer solução de mínimos quadrados de 
bAx = , então a projeção ortogonal de b  em W  é AxbprojW = , veja a figura 16. 
■ 
 
3.5- Resolução de Sistemas Lineares Inconsistente por Mínimos Quadrados 
 
 Os exemplos a seguir são de sistemas inconsistentes e serão resolvidos 
utilizando o processo descrito no teorema 3.4.1. 
 
Exemplo 3.5.1: Vamos determinar a solução de mínimos quadrados do 
sistema linear bAx =  dado por 





=−
−=−
=+
432
32
52
yx
yx
yx
 e encontrar a projeção ortogonal de b  
no espaço-coluna de A . 
 De fato; 










−
−=
32
12
21
A  e 










−=
4
3
5
b  
Verifica-se que os vetores-colunas de A  são L I, logo existirá apenas uma única 
solução de mínimos quadrados. Então, 
 





−
−
=










−
−





−−
=
146
69
32
12
21
312
221
AAT  
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 





=










−





−−
=
1
7
4
3
5
312
221
bAT  
E, portanto, o sistema normal bAAxA TT = , neste caso é, 
 





=











−
−
1
7
146
69
y
x
 
Resolvendo esse sistema obtemos a solução de mínimos quadrados 
 
162
104
=x  e 
162
51
=y  
Pelo teorema 3.3.1 temos que AxbprojW = , ou seja, a projeção de b  no espaço-
coluna A  será dado por; 
 










=















−
−==
16246
162157
162206
16251
162104
32
12
21
AxbprojW  
 
Exemplo 3.5.2: Utilizar o método dos mínimos quadrados para resolver o 
sistema bAx =  dado por 





=++
=++
=−+
5539
225
13
zyx
zy
zyx
de modo que o “vetor erro” seja mínimo, 
após calcularemos o vetor erro, isto é, e Ax b= − . 
 
 Transformando o sistema numa expressão matricial e usando o método de 
Gauss para resolvê-lo temos, 










=



















 −
5
2
1
539
125
311
z
y
x
 










−
−










−
−
−









 −
→−→−
→−
2
3
3
000
1630
311
~
4
3
3
3260
1630
311
~
5
2
1
539
125
311 332221
331 25
9
LLLLLL
LLL
, o que implica em 
um sistema incompatível, então vamos encontrar uma solução de mínimos 
quadrados para o sistema. Sendo assim; 
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 Seja 









 −
=
539
125
311
A  e 










=
5
2
1
b , vamos calcular AAT  










=
=










++++−++−
++−++++
++−++++
=









 −










−
=
351447
141438
4738107
251915234553
152394127101
45532710181251
539
125
311
513
321
951
AAT
 
 










=










++−
++
++
=




















−
=
24
20
56
2523
1541
45101
5
2
1
513
321
951
bAT  
 
Assim o sistema normal bAAxA TT = , será 










=




















24
20
56
351447
141438
4738107
z
y
x
 
Resolvendo esse sistema pelo método de Gauss 
 





−





−−





−





−
−










→+→−
→−
0
12
56
000
33540
4738107
~
~
64
12
56
15362880
288540
4738107
~
24
20
56
351447
141438
4738107 332221
331 5428810738
10747
LLLLLL
LLL
 
Assim, 
54
3312
331254
123354
zy
zy
zy
−
=
−=
−=−−
    
Então para 0=z  teremos 
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9
2
54
12
1254
123354
=
=
=
−=−−
y
y
y
zy
              e             
9
4
963
428
9
7656107
56
9
2
.38107
564738107
=
=
−=
=+
=+−
x
x
x
x
zyx
 
Isso implica que a solução do sistema utilizando o método dos mínimos quadrados 
é, 
9
4
=x  
9
2
=y  e 0=z   
Pelo teorema 3.3.1 temos que AxbprojW = , ou seja, a projeção de b  no espaço-
coluna A  será dado por; 
 










=










++
++
++
=



















 −
==
314
38
32
096936
094920
09294
0
92
94
539
125
311
AxbprojW  
 O vetor 










=
314
38
32
Ax  é a melhor aproximação de b , vamos calcular o erro 
fazendo, 
( ) ( )
3
2)
3
1()
3
2()
3
1()5,2,1()
3
14
,
3
8
,
3
2(,)5,2,1()
3
14
,
3
8
,
3
2( 22221 =−++−=>−−=<− bAx  
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4- Ajustes de Curvas por Mínimos Quadrados 
 
 
No capítulo anterior vimos que em determinadas situações nos deparamos 
com sistemas inconsistentes e que através do método dos mínimos quadrados 
podemos encontrar a melhor aproximação possível de modo que diferença entre a 
solução por mínimos quadrados e a solução “exata” do sistema seja a menor 
possível. 
Um fato que atrai pesquisadores aplicados das mais diversas áreas é a 
possibilidade de obter uma função real que passe nos pontos ou pelo menos passe 
próximo dos pontos dados. Geralmente, medimos o valor de y  para um valor de x  
dados, então, marcamos no plano cartesiano os pontos ),( yx . Com base no gráfico 
resultante tentamos encontrar uma relação entre as variáveis x  e y  que pode 
então, ser utilizada para prever novos valores de y  para determinados valores de x . 
 A aproximação por mínimos quadrados consiste em, dados um “tipo de 
função” e um conjunto de pontos, encontrar entre estas funções, a que melhor se 
aproxima do conjunto de pontos. 
 
 
4.1- A reta ajustada por mínimos quadrados 
 
Vamos considerar a seguinte situação. 
Exemplo 4.1.1: Em determinada marca de um sabonete líquido, a quantidade 
de hidratante presente no produto é controlada pela quantidade de perfume utilizado 
no processo por litro. Recolhidas algumas amostras e feita a análise foi construída a 
seguinte tabela.  
 
Perfume (gramas por litro) 3 4 5 6 7 8 9 
Hidratante (gramas por litro) 4,5 5,5 5,7 6,6 7,0 8,5 8,7 
 
Os pontos dessa tabela estão marcados no plano cartesiano, figura 17. 
Vamos supor que a quantidade de perfume em relação a quantidade de 
hidratante seja dada por uma equação linear, ou seja, por uma função do primeiro 
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grau cujo gráfico é uma linha reta. Mas se fizéssemos novamente os experimentos, 
valores ligeiramente diferentes de hidratante seriam encontrados para a mesma 
quantidade de perfume, pois todas as medidas estão sujeitas a erros experimentais. 
Dessa maneira os pontos marcados no plano não pertencem exatamente à reta. 
Vamos usar o método de mínimos quadrados para encontrar a reta que melhor se 
ajuste aos dados coletados nos experimentos. Essa reta é chamada de reta de 
mínimos quadrados. 
 
 
Figura 17: Relação de hidratante em relação a perfume. 
 
Vamos supor que sejam dados n  pontos ),(),...,,(),,( 2211 nn yxyxyx  com no 
mínimo dois dos ix  distintos. Queremos encontrar uma reta de mínimos quadrados 
01 bxby += , que melhor se ajuste aos pontos dados.  
Se os pontos ),( ii yx com ni ,...,2,1=  estiverem exatamente sobre a reta de 
mínimos quadrados, teríamos, 01 bxby ii += . 
Contudo em alguns destes pontos podem não pertencer exatamente a reta, 
então; 
iii ebxby ++= 01 , com ni ...,,2,1=  
Onde ie  é o desvio vertical do ponto ),( ii yx  à reta de mínimos quadrados. Na figura 
18 mostramos quatro pontos de dados ),(),,(),,(),,( 44332211 yxyxyxyx  e seus desvios 
correspondentes 4321 ,,, eeee  da reta de mínimos quadrados. 
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Figura 18: Pontos dados e seus desvios correspondentes em relação  
a reta de mínimos quadrados 
 
Se fizermos  












=
ny
y
y
b
⋮
2
1
, 












=
1
1
1
2
1
nx
x
x
A
⋮⋮
, 





=
0
1
b
b
x  e 












=
ne
e
e
e
⋮
2
1
 
então podemos escrever as equações como uma única equação matricial  
eAxb +=  
 Temos que, geralmente o sistema linear bAx =  é inconsistente, então vamos 
encontrar uma aproximação por mínimos quadrados utilizando o teorema 3.4.1 
)( bAAxA TT = . 
 De fato; 






=




























=
742
42280
19
18
17
16
15
14
13
1
9
111111
876543
AAT  
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





=




























=
5,45
7,290
5,8
7,7
0,7
6,6
7,5
5,5
5,4
1111111
9876543
bAT  
 
E, portanto, o sistema normal bAAxA TT = , neste caso é 
 






=











5,45
7,290
742
42280
0
1
b
b
 
 
Resolvendo esse sistema utilizando o método de Gauss temos. 
 



−−









→−
6,530
7,290
196
42
0
280
~
5,45
7,290
7
42
42
280 221 28042 LLL
 
 
7071,2
196
6,530
6,530196
0
0
0
=
=
−=−
b
b
b
                 
6296,0
30,176280
7,2907071,2.42280
1
1
1
=
=
=+
b
b
b
 
 
Então 





=





=
7071,2
6296,0
0
1
b
b
x   
 Portanto, uma equação para a reta de mínimos quadrados é 
7071,26296,0 += xy , onde x  é a quantidade de perfume e y  é a quantidade de 
hidratante. 
 Veja como ficou a reta de mínimos quadrados na figura a seguir. 
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Figura 19: Reta de mínimos quadrados. 
 
 Vamos agora calcular o vetor erro comparando as duas tabelas, os valores 
tabelados originais e os valores tabelados “ajustados”, após ter encontrado a função 
da reta de mínimos quadrados.  
 
Perfume (gramas por litro) 3 4 5 6 7 8 9 
Hidratante (gramas por litro) 4,5 5,5 5,7 6,6 7,0 8,5 8,7 
 
Perfume (gramas 
 por litro) 
3 4 5 6 7 8 9 
Hidratante  
(gramas por litro) 
4,5959 5,5225 5,8551 6,4847 7,1143 7,7439 8,3735 
 
 Assim, 2
12
7
2
6
2
5
2
4
2
3
2
2
2
1 )( eeeeeeeebAx ++++++==−  onde  
0091,0)5959,45,4( 221 =−=e   
7535,0)2255,55,5( 222 =−=e  
0240,0)8551,57,5( 223 =−=e  
0132,0)4847,66,6( 224 =−=e  
0130,0)1143,70,7( 225 =−=e  
5716,0)4939,75,8( 226 =−=e  
1066,0)3735,87,8( 227 =−=e então, 
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2210,1)1066,05716,00130,00132,00240,07535,00091,0( 21 ≅++++++=e
 
 
4.2- O polinômio ajustado pelos mínimos quadrados  
 
 Dependendo dos dados fornecidos é preciso encontrar um polinômio de grau 
predefinido que melhor se ajuste aos pontos. O método apresentado para a 
obtenção da reta de mínimos quadrados pode ser generalizado para encontrar 
polinômios de grau 2≥n . 
 Considere que sejam dados n  pontos ),(),...,,(),,( 2211 nn yxyxyx . Queremos 
encontrar um modelo matemático do tipo  
i
m
m
m
m eaxaxaxay +++++=
−
− 01
1
1 ... , 1−≤ nm  
que melhor se ajuste a esses dados. 
 Fazendo, 
 












=
ny
y
y
b
⋮
2
1
, 














=
−
−
−
1
1
1
21
2
2
2
1
22
1
2
1
1
11
nn
m
n
m
n
mm
mm
xxxx
xxxx
xxxx
A
⋯
⋮⋮⋮⋮⋮⋮
⋯
…
, 
















=
−
0
1
1
a
a
a
a
x
m
m
⋮  e 












=
ne
e
e
e
⋮
2
1
 
podemos escrever as n  equações na forma de equação matricial eAxb += . 
De maneira análoga a obtenção da reta por mínimos quadrados, uma solução 
para o sistema normal bAAxA TT = , é uma aproximação por mínimos quadrados 
para bAx = . Com esta solução garantiremos que bAxe −=  é mínimo. 
Para encontrarmos o polinômio de mínimos quadrados 
01
1
1 ... axaxaxay
m
m
m
m ++++=
−
−
, que melhor se ajuste aos dados 
),(),...,,(),,( 2211 nn yxyxyx , onde 1−≤ nm  e pelo menos 1+m  dos ix  são distintos, é o 
seguinte: 
Forme 












=
ny
y
y
b
⋮
2
1
, 














=
−
−
−
1
1
1
21
2
2
2
1
22
1
2
1
1
11
nn
m
n
m
n
mm
mm
xxxx
xxxx
xxxx
A
⋯
⋮⋮⋮⋮⋮⋮
⋯
…
, 
















=
−
0
1
1
a
a
a
a
x
m
m
⋮  e em seguida 
resolva o sistema normal bAAxA TT =  pelo método de Gauss. 
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Exemplo 4.2.1: considerando a tabela abaixo vamos determinar a equação 
que melhor se ajusta aos dados. 
 
x -1,0 -0,75 -0,6 -0,5 -0,3 0,0 0,2 0,4 0,5 0,7 1,0 
y 2,0 1,153 0,45 0,4 0,5 0,0 0,2 0,6 0,512 1,2 2,05 
 
Primeiramente vamos inserir os pontos dados no plano cartesiano para 
observar o comportamento de seu “traçado”. 
 
 
Figura 20: Gráfico de dispersão dos valores tabelados. 
 
O gráfico de dispersão nos sugere uma aproximação a um polinômio do 
segundo grau, ou seja, devemos aproximar a um polinômio do tipo 0122 axaxay ++= . 
 
Obs.: Se utilizarmos um polinômio de grau maior que 2 , é provável que 
encontraríamos uma curva que “melhor” se ajustaria, mas dependendo da aplicação 
desejada não compensa trabalhar com um polinômio de grau maior que 2, pois as 
contas seriam muito maiores. 
Assim, utilizando o procedimento citado anteriormente temos; 
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

































−
−
−
−
−
=
111
17,049,0
15,025,0
14,016,0
12,004,0
10,00,0
13,009,0
15,025,0
16,036,0
175,05675,0
111
A  










=
0
1
2
a
a
a
x  


































=
05,2
2,1
512,0
6,0
2,0
0,0
5,0
4,0
45,0
153,1
0,2
b  
 
Vamos calcular, =AAT  
 


































−
−
−
−
−










−−−−−=
111
17,049,0
15,025,0
14,016,0
12,004,0
10,00,0
13,009,0
15,025,0
16,036,0
175,05675,0
111
11111111111
17,05,04,02,00,03,05,06,075,01
149,025,016,004,00,009,025,036,05675,01
 
 










−
−−
−
=
1135,02075,4
35,02075,4253625,0
2075,4253625,085205625,2
AAT  
 
Vamos calcular também =bAT  
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











































−−−−−=
05,2
2,1
512,0
6,0
2,0
0,0
5,0
4,0
45,0
153,1
0,2
11111111111
17,05,04,02,00,03,05,06,075,01
149,025,016,004,00,009,025,036,05675,01
 
 










−=⇒
065,9
05875,0
8313,5
bAT  
 
E, portanto o sistema normal bAAxA TT = , neste caso é 
 










−=




















−
−−
−
065,9
1087,2
8313,5
1135,02075,4
35,02075,4253625,0
2075,4253625,085205625,2
0
1
2
a
a
a
 
 
Para efeito de diminuir os cálculos utilizaremos apenas 4 casas decimais. 
 
Resolvendo esse sistema utilizando o método de Gauss temos. 
 
~
065,9
0587,0
8313,5
11
35,0
2075,4
35,02075,4
2075,42536,0
2536,08520,2 221
331
8520,22536,0
8520,22075,4
LLL
LLL
→−−
→−





−−





−
−
−
 
~
3181,1
3114,1
8313,5
6689,13
0688,0
2075,4
0688,00
9354,110
2536,08520,2
~
332 9354,110688,0 LLL →+−





−
−
−
−





−
−
−
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




−
−
−
−





−
−
6418,15
3114,1
8313,5
1390,163
0688,0
2075,4
00
9354,110
2536,08520,2
~  
 Logo; 
0963,0
1390,163
6418,15
6418,151390,163
0
0
0
=
=
−=−
a
a
a
                        
1078,0
9354,11
3179,1
0958,0).0688,0(3114,19354,11
1
1
1
=
−
−
=
−+−=−
a
a
a
 
 
9138,1
8563,2
4563,5
8313,54030,0028,08250,2
8313,52075,42536,08250,2
2
2
2
012
=
=
=+−
=+−
a
a
a
aaa
 
 
Assim, 
 










=
0963,0
1078,0
9138,1
Ax  
 
Portanto obtemos o modelo do polinômio do 2º grau  
0963,01078,09138,1 2 ++= xxy  
 
Observe como é o comportamento da curva ajustada por mínimos quadrados 
aos pontos dados. 
 
Figura 21: Função do 2º grau ajustado por mínimos quadrados. 
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 Em determinados momentos é apropriado supor que os dados estejam 
relacionados exponencialmente, isso requer que a função de aproximação seja do 
tipo axbey = , com a  e Rb ∈ . 
 Geralmente o método utilizado quando suspeita-se que os dados estejam 
relacionados exponencialmente é “linearizar” a função axbey = , assim, 
 
axbey =  
 
axbey lnln =  
 
axeby lnlnln +=  
 eaxby lnlnln +=  
 axby += lnln  
 Em seguida deve-se ajustar a imagem da função, iy  para cada ix  dado, ou 
seja, deve-se ajustar a tabela para a nova função linear obtida. No entanto a 
aproximação obtida dessa maneira não é a aproximação por mínimos quadrados 
para os dados iniciais. Essa aproximação, em alguns casos, difere da aproximação 
por mínimos quadrados do problema original.  
 
 Exemplo 4.2.2: Consideremos a tabela a seguir. 
 
 
 
Vamos construir o gráfico de dispersão e verificar qual é a “função que melhor se 
ajusta” aos dados. 
 
Figura 22: Gráfico de dispersão dos dados. 
x -2 -1 0 1 2 3 4 5 6 
f(x) 10 8 4 3,5 2,1 1 0,5 0,3 0,2 
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Temos que pela posição dos pontos no gráfico a “função que melhor se 
ajusta” é uma função exponencial do tipo axbey −=  que não é linear, assim temos 
que “linearizar” a função e após aplicar os mesmos procedimentos já vistos. 
De fato axbey −=  é equivalente a axby −= lnln , considere 
xxgy 12)(ln αα −==  agora vamos ajustar os dados iniciais para a nova função linear. 
 
 
 
 
Vamos encontrar uma aproximação por mínimos quadrados utilizando o 
teorema 3.4.1 )( bAAxA TT = . 
 De fato, 

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


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
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
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

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
−
−
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16
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

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2
1
α
α
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
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
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

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−
−
−
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60,1
20,1
69,0
0
74,0
25,1
38,1
08,2
30,2
b  
Vamos calcular AAT  
 






=




























−
−





 −−
=
918
1896
16
15
14
13
12
11
10
11
12
111111111
654321012
AAT  
 
x -2 -1 0 1 2 3 4 5 6 
ln y 2,30 2,08 1,38 1,25 0,74 0 -0,69 -1,20 -1,60 
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E, portanto, o sistema normal bAAxA TT = , neste caso é 
 





−
=











53,4
31,22
918
1896
2
1
α
α
 
 
Resolvendo esse sistema utilizando o método de Gauss temos. 
 



−
−
−





−



→−
16,831
31,22
540
18
0
96
~
53,4
04,22
9
18
18
96 221 9618 LLL
 
 
54,1
540
6,831
6,831540
2
2
2
=
=
−=−
α
α
α
                      
52,0
96
76,49
04,2254,1.1896
1
1
1
−=
−
=
−=+
α
α
α
 
 
 
Entretanto, xxgaxbyxg 12)(lnln)( αα −=⇒−==  o que implica em  
66,454,1lnln 54,12 =⇒=⇒=⇒= bebbb α  
52,0)52,0(1 =⇒−−=⇒−= aaa α  
Então a função procurada é xexg 52,066,4)( −= . 
Veja como ficou a curva que representa a função xexg 52,066,4)( −=  acima no 
plano cartesiano. 
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Figura 23: Função exponencial ajustado por Mínimos Quadrados. 
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Considerações Finais 
 
 
Nesse trabalho mostramos como encontrar soluções aproximadas para 
sistemas lineares inconsistentes através do Método dos Mínimos Quadrados, 
utilizando projeções ortogonais para uma melhor aproximação. O problema de 
encontrar uma solução de mínimos quadrados foi reduzido a encontrar uma solução 
exata do sistema normal associado bAAxA TT = . Este sistema normal associado é 
consistente para qualquer sistema linear e todas as soluções do sistema normal são 
soluções de mínimos quadrados de bAx = . 
Observamos que em algumas situações é preciso encontrar uma curva que 
“melhor se ajuste” aos dados tabulados para se fazer uma estimativa para os valores 
de uma função em pontos não tabulados. E a abordagem mais acertada é encontrar 
a melhor “curva” de aproximação resolvendo o sistema normal associado 
bAAxA TT = , mesmo que ela não coincida precisamente com os dados em nenhum 
ponto. 
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