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APPROXIMATING CONDITIONAL DISTRIBUTIONS
ALBERTO CHIARINI, ALESSANDRA CIPRIANI, AND GIOVANNI CONFORTI
Abstract. In this article, we discuss the basic ideas of a general procedure to adapt the Stein–
Chen method to bound the distance between conditional distributions. From an integration-by-
parts formula (IBPF), we derive a Stein operator whose solution can be bounded, for example,
via ad hoc couplings. is method provides quantitative bounds in several examples: the filter-
ing equation, the distance between bridges of random walks and the distance between bridges
and discrete schemes approximating them. Moreover, through the coupling construction for a
certain class of randomwalk bridges we determine samplers, whose convergence to equilibrium
is computed explicitly.
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1. Introduction
Stein’s method is a powerful tool to determine quantitative approximations of random vari-
ables in awide variety of contexts. It was first introduced by Stein (1972) and developed byChen
(1975a,b), which is why it is oen called the Stein–Chen method. Stein originally implemented
it for a central limit approximation, but later his idea found a much wider range of applications.
In fact, his method has a big advantage over several other techniques, in that it can be used for
approximation in terms of any distribution on any space, and moreover does not require strong
independence assumptions. Enhancing the method with auxiliary randomization techniques
as the method of exchangeable pairs (Stein, 1986) and using the so-called generator interpre-
tation (Barbour, 1988), the Stein-Chen method has had a tremendous impact in the field of
probability theory. Its applications range from Poisson point process approximation (Barbour
and Brown, 1992), to normal approximation (Bolthausen, 1984, Go¨tze, 1991), eigenfunctions
of the Laplacian on a manifold (Meckes, 2009a), logarithmic combinatorial structures (Arratia
et al., 2003), diffusion approximation (Barbour, 1990), statisticalmechanics (Chiarini et al., 2015,
Eichelsbacher and Reinert, 2008), Wiener chaos and Malliavin calculus (Nourdin and Peccati,
2009, 2010). For a more extensive overview of the method, we refer the reader to Barbour and
Chen (2005, 2014). In this article we are interested in comparing conditional distributions. at
is, given two laws P, Q on the same probability space Ω, an observable φ : Ω→ E and e ∈ E
we aim at bounding the distance d(P (·|φ = e), Q(·|φ = e)). is task may be quite demand-
ing, even when the non-conditional laws are well-understood. Here, relying on some simple
but quite general observations on conditioning, we propose a way of adapting Stein’s method
to conditional laws. In particular, we obtain a fairly general scheme to construct a characteris-
tic (Stein) operator for P (·|φ = e) provided that the behavior of P under certain information
preserving transformations is known. e final estimates, obtained with the classical Stein’s
method, are quantitative. us they are very useful when one wants to implement simulations
of stochastic processes with a precise error rate. We will see one such example concerning
random walk bridges where we characterize the measure of the bridge as the invariant distri-
bution of a stochastic process on path space. One can in principle use such dynamics, and the
related estimates for convergence to equilibrium, to sample the distribution of the bridge.
To keep our paper self-contained and beer explain this procedure, let us recall some basic
notions on the Stein’s method.
1.1. Generalities on Stein’s method. We consider a probability metric of the form
d(P, Q) := sup
h∈H
∣∣∣∣∫
Ω
hdP −
∫
Ω
hdQ
∣∣∣∣ , (1.1)
where P , Q are probability measures on a Polish space Ω with the Borel σ-algebra B(Ω), and
H is a set of real valued functions large enough so that d is indeed a metric. Natural choices
forH are the set of indicator functions of measurable subsets of Ω, which gives the total vari-
ation distance, and the set of 1-Lipschitz functions, which defines the first order Wasserstein-
Kantorovich distance. Next, we consider a probability measure P on Ω which is completely
characterized by a certain operator A acting on a classD of functions from Ω to R. at is,∫
Ω
Af dQ = 0, ∀ f ∈ D
if and only Q = P . e operator A is called characteristic operator, or Stein’s operator.
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Now suppose that we are able to solve the following equation for any given datum h ∈ H:
Af = h−
∫
Ω
hdP (1.2)
and call the solution fh ∈ D. en, by integrating (1.2) with respect to Q and taking the
supremum for h ∈ H, we obtain
d(P,Q) = sup
h∈H
∣∣∣∣∫
Ω
hdP −
∫
Ω
hdQ
∣∣∣∣ = sup
h∈H
∣∣∣∣∫
Ω
Afh dQ
∣∣∣∣ . (1.3)
A closer look at (1.3) tells us that we will be able to estimate the distance between P and Q
by a careful analysis of the Stein’s operator. Of course, all this discussion is worth only if the
right hand side of (1.3) is easier to bound than the le hand side, which turns out to be oen
the case.
Observe that the mere fact that we ask for existence of solutions to (1.2) for h ∈ H tells us
that the operator A is characterizing for Q. Indeed,
EQ[Ag] = 0, ∀ g ∈ D⇒
∫
Ω
hdQ =
∫
Ω
hdP, ∀h ∈ H
which impliesQ = P , since otherwise d(P,Q) as defined above would not be a metric.
Remark 1.1. e method becomes particularly effective when both measures have a characteriz-
ing operator and one is a “perturbation” of the other. Say that P is characterized by A and Q by
A˜. en using that
∫
Ω A˜fh dQ = 0 we get
d(P,Q) = sup
h∈H
∣∣∣∣∫
Ω
(A− A˜)fh dQ
∣∣∣∣ ,
which tells us that P and Q are close if their characterizing operators are close.
1.2. Outline of the method. To keep things simple, we assume in this introduction Ω to be
at most countable, that the support of P is Ω and that P (φ = e) > 0. However, at the price
of additional technicalities, the same principles remain valid in more general setups, such as
those considered in this article. In this section we do not make rigorous proofs but rather give
some general ideas, which then have to be implemented ad hoc in the cases of interest.
A) If Q is such thatQ(φ = e) > 0, then Q(·|φ = e)-almost surely we have
dQ(·|φ = e)
dP (·|φ = e) (ω) =
1
Z(e)
dQ
dP
(ω), with Z(e) =
P (φ = e)
Q(φ = e)
. (1.4)
us, if we have the Radon–Nikodym derivative for the unconditional laws, we also
have it for the conditional laws upon the computation of a normalization constant.
is can be shown rigorously and we refer the reader to Pap and van Zuijlen (1996,
Lemma 1) for a precise statement of (1.4). Although the normalisation constant in (1.4)
may be quite hard to compute, such computation is never required for our method to
work.
B) If τ : Ω→ Ω is an injective transformation which preserves the information, i.e.
τ({ω ∈ Ω : φ(ω) = e}) ⊆ {ω ∈ Ω : φ(ω) = e}
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then P (·|φ = e)-almost surely we have
P (τ(ω)|φ = e)
P (ω|φ = e) =
P (τ(ω))
P (ω)
.
We can rephrase this by saying that if one has a change-of-measure formula for τ under
P , i.e. for all F bounded
EP [F ◦ τ ] = EP [FGτ ], (1.5)
then the same formula is valid for the the conditional law
EP (·|φ=e)[F ◦ τ ] = EP (·|φ=e)[FGτ ].
Indeed, as it easy to see, Gτ = P (τ
−1(ω))/P (ω), where τ−1 is a le inverse of τ .
Let us now see how A) and B) are useful for our purposes. We assume that T0 is a family of
injective transformations ofΩ such that that for all τ ∈ T0 the change of measure formula (1.5)
is known explicitly for P . For instance, one might think to the case when P is the Wiener
measure and T0 is the family of translations by Cameron-Martin paths.
en, by concatenating different formulas, it is possible to deduce (1.5) for τ ∈ T, where
T = {τn ◦ · · · ◦ τ1 : τ1, . . . , τn ∈ T0}. (1.6)
In the example of Brownian motion, obviously T0 = T. However, there are situations where
T0 $ T, and the elements in T \ T0 are those which we use for the construction of the char-
acteristic operator. A toy example for this is given in Subsection 1.3; more elaborate examples
are in Section 3.
If Tφ,e ⊆ T is the subset of transformations which preserve the observation, then B) tells that
for all F bounded and τ ∈ Tφ,e
EP (·|φ=e)[F ◦ τ ] = EP (·|φ=e)[FGτ ]. (1.7)
If Tφ,e is large enough to span the whole space, in the sense that for all ω, ω
′ with φ(ω′) =
φ(ω) = e there exist τ1, . . . , τn, τ
′
1, . . . , τ
′
m ∈ Tφ,e such that
τ ′m ◦ · · · ◦ τ ′1(ω′) = τn ◦ · · · ◦ τ1(ω), (1.8)
then (1.7) together with the obvious requirement that P ({φ = e}|φ = e) = 1 is indeed
a characterization of P (·|φ = e). Clearly, the smaller Tφ,e, the beer the characterization.
e construction of a characteristic operator is now straightforward and follows a kind of
“randomization” procedure. at is, for f, τ fixed we consider (1.7) with F (ω) = (f(ω)− f ◦
τ−1(ω))1τ(Ω)(ω), and then sum over τ ∈ Tφ,e. We arrive at
EP (·|φ=e)
 ∑
τ∈Tφ,e
(f ◦ τ − f) +Gτ (f ◦ τ−1 − f)1τ(Ω)
 = 0
for all functions f . us, the characteristic operator is
Af :=
∑
τ∈Tφ,e
(f ◦ τ − f) +Gτ (f ◦ τ−1 − f)1τ(Ω), (1.9)
which is the generator of a continuous Markov chain whose dynamics is the following:
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• once at state ω, the chain waits for an exponential random time of parameter |Tφ,e| +∑
τ∈Tφ,e
Gτ (ω) and then jumps to a new state.
• e new state ω′ is chosen according to the following law:Prob(ω
′ = τ(ω)) = 1|Tφ,e|+
∑
τ ′∈Tφ,e
Gτ ′1τ ′(Ω)
(ω) for τ ∈ Tφ,e,
Prob(ω′ = τ−1(ω)) = Gτ|Tφ,e|+
∑
τ ′∈Tφ,e
Gτ ′1τ ′(Ω)
(ω) for τ ∈ Tφ,e, ω ∈ τ(Ω)
.
Once the characteristic operator has been found, it is possible to follow the classical ideas of
Stein’s method to bound the distance between the conditional laws. Let us remark that the
explicit description of the dynamics associated to the Markov generatorA turns out to be very
useful in order to bound the derivatives of the solution to Af = g by means of couplings. In
Section 3 in the context of random walk bridges we construct some ad hoc couplings, which
may be of independent interest and, we believe, are among the novelties of this article.
e use of observation A) is to “bootstrap” a characteristic operator for a conditional dis-
tribution provided we know one for another, typically simpler, conditional distribution. In-
deed, assume the knowledge of the density dQdP := M and of a characteristic operator A for
P (·|φ = e) in the form (1.9). Since A satisfies a kind of product rule
A(fg) = fAg + gAf + Γ(f, g) (1.10)
with
Γ(f, g) =
∑
τ∈Tφ,e
(f ◦ τ − f)(g ◦ τ − g) + (f ◦ τ−1 − f)Gτ (g ◦ τ−1 − g)1τ(Ω)
then we can write, for all f ,
EQ(·|φ=e)[Af ]
A)
=
1
Z(e)
EP (·|φ=e)[MAf ]
=
1
Z(e)
EP (·|φ=e)[A(fM)− f(AM)− Γ(f,M)]
= − 1
Z(e)
EP (·|φ=e)[M(Af) + Γ(f,M)]
= −EQ(·|φ=e)[Af +
1
M
Γ(f,M)],
where we used that P (·|φ = e) is the reversible measure for A in order to write E[f(AM)] =
E[(Af)M ] in the third equality. us, the operator A˜ = Af + 1/(2M ) Γ(f,M) is a char-
acteristic operator for Q(·|φ = e). Clearly, the operator Γ in (1.10) depends a lot on the
underlying space Ω and on the operator A, and is typically easier to handle in continuous
rather than discrete spaces. For instance, when A is a diffusion operator, it is well known that
Γ(f, g) = ∇f · ∇g, so that 1/M Γ(f,M) = ∇f · ∇ logM . In Section 2 we will use the
procedure just described in the context of filtering.
Conditional equivalence. Let us reformulate A) in a slightly more accurate way.
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A’) If Q is such that Q(φ = e) > 0, and dQdP takes the form
dQ
dP
(ω) = h(φ(ω))M(ω)
for some h : E → [0, +∞) andM : Ω→ [0, +∞), thenQ(·|φ = e)-almost surely we
have
dQ(·|φ = e)
dP (·|φ = e) (ω) =
1
Z(e)
M(ω), with Z(e) = EP (·|φ=e)(M).
In addition to what could be deduced from A), we can see that there may be different probabil-
ities whose conditional laws are equal. It suffices that the density is measurable with respect to
the observation, i.e.
dQ
dP
(ω) = h(φ(ω))
for some h : E → [0, +∞). is is not so surprising, since conditioning is oen seen as
a kind of projection. Several explicit examples of conditional equivalence are known, espe-
cially for bridges, see for instance Benjamini and Lee (1997), Clark (1991), Conforti and Le´onard
(2016), Fitzsimmons (1998). ese considerations suggest that whatever bound is obtained for
conditional probabilities, it has to be compatible with this equivalence in order to be satisfac-
tory. at is, if it is of the form
d(P (·|φ = e), Q(·|φ = e)) ≤ K(P,Q, φ, e),
for some metric d on the space of probability measures, then the “function” K has to be such
that
K(P,Q, φ, e) = K(P,Q′, φ, e)
whenever Q, Q′ are conditionally equivalent in the sense above. A nice feature of the bounds
we propose in this article is that they comply with the compatibility requirement.
1.3. A toy example: Poisson conditioned on the diagonal. To illustrate more concretely
the previous ideas we shall describe the special case of a two-dimensional vector with Poisson
components conditioned to be on the diagonal of N2. Even though the computations are quite
straightforward, this example can be considered paradigmatic, since it contains the key ideas
behind our method.
Finding the characteristic operator. Let λ1, λ2 > 0 and P ∼ Poi(λ1) ⊗ Poi(λ2) so that for
this example Ω = N2. Let us set the observable φ(n1, n2) := n1 − n2. We are interested in
P (·|φ = 0). Notice that such conditional law can be computed explicitly:
P ((n1, n2) = (n, n)|φ = 0) = 1∑
k≥0
(λ1λ2)
k
(k!)2
(λ1λ2)
n
(n!)2
=
1
I0(2
√
λ1λ2)
(λ1λ2)
n
(n!)2
(1.11)
with I0 the modified Bessel function of the first kind. However the knowledge of the distribu-
tion will not be needed below. Our goal is to find a characteristic operator for the conditional
probability exploiting observation B). For this, consider the family of injections T0 = {τ1, τ2}
with τ1(n) = n+(1, 0)
T , τ2(n) = n+(0, 1)
T for n = (n1, n2) ∈ N2. e change-of-measure
formulas (1.5) are well known, see (Chen, 1975a):
EP [F ◦ τi(n)] = EP [F (n)niλi−1], i = 1, 2 (1.12)
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for every bounded function F : N2 → R. However, neither τ1 nor τ2 are information preserv-
ing, i.e. φ ◦ τi 6= φ for i = 1, 2. is is an example where iterating the formulas (1.12) helps in
producing new ones, which in turn can be used to characterize the conditional law. Indeed, in
the current setup, T defined in (1.6) is
T = {τv}v∈N2 , with τv(n) = n+ v
and τw preserves the information when w = (1, 1)
T . e change of measure formula for τw
under P is easily derived concatenating (1.12) for i = 1, 2: for all F bounded
EP [F (n+ (1, 1)
T )] = (λ1λ2)
−1EP [F (n)n1n2].
Moreover, one can check that the set Tφ,e = {τw} is connecting in the sense of (1.8). us, the
conditional law P (·|φ = 0) is characterized by the change of measure formula
EP (·|φ=0)[F (n+ (1, 1)
T )] = (λ1λ2)
−1EP (·|φ=0)[F (n)n1n2]
for F bounded, and the Stein’s operator for it is
Af(n1, n2) = (λ1λ2)(f(n+ (1, 1)
T )− f(n)) + (f(n− (1, 1)T )− f(n))1{n1,n2≥1}.
With a slight abuse of notation we identify P (·|φ = 0) with its push-forward through the map
(n, n) 7→ n and regard it as a measure on N. In this case A acts on bounded f : N → R and
reads
Af(n) := (λ1λ2)(f(n+ 1)− f(n))− n2(f(n− 1)− f(n))1{n≥1}, n ∈ N, (1.13)
i.e. A is the generator of a birth-death chain with birth rate (λ1λ2) and death rate n
2.
Bounding the distance. Assume we have two other parameters µ1, µ2 > 0, thatQ ∼ Poi(µ1)⊗
Poi(µ2) and that we wish to bound, say, the 1-Wasserstein distance dW,1(P (·|φ = 0), Q(·|φ =
0)). is situation falls in the framework of Remark 1.1; indeed a characteristic operator for
Q(·|φ = e) can be obtained as we did for P (·|φ = e). erefore we can deduce the following
result.
Lemma 1.2. For all µ1, µ2 > 0 we have
dW,1(Q(·|φ = 0), P (·|φ = 0)) ≤ 9 |λ1λ2 − µ1µ2|
Proof. Let f be the solution of the Stein’s equation Af = g with input datum a 1-Lipschitz
function g. We can bound
dW,1(Q(·|φ = 0), P (·|φ = 0)) ≤ sup
g∈Lip1
∣∣∣EQ(·|φ=0) [Af − A˜f]∣∣∣
where A˜ is the generator (1.13) with µ1, µ2 in place of λ1, λ2. Hence∣∣∣EQ(·|φ=0) [Af − A˜f]∣∣∣ ≤ |λ1λ2 − µ1µ2|EQ(·|φ=0) [|f(n+ 1)− f(n)|]
≤ 9 |λ1λ2 − µ1µ2| . (1.14)
In the last line we have used the bound supn∈N |f(n + 1) − f(n)| ≤ 9 on the gradient of the
Stein solution f ; this bound can be deduced from Proposition 3.14, which we prove later on in
the article with a coupling argument. 
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Finally, let us observe that the bound obtained is compatible with what is known about con-
ditional equivalence and mentioned in A’). Indeed, in Conforti (2015, Example 4.3.1) it is shown
that P (·|φ = 0) = Q(·|φ = 0) if and only if λ1λ2 = µ1µ2.
Structure of the paper. e paper consists of two main parts. Section 2 is devoted to the study of
the classical one-dimensional filtering problem. We present the setup and preparatory results
in Subsections 2.1-2.3 and show our main eorems in Subsections 2.4 and 2.5.
In Section 3 we are concerned with the study of bridges of random walks. We begin by
considering random walks on the hypercube in Subsection 3.1. We then pass to the random
walk on the euclidean laice in Subsection 3.2, and extend the results to homogeneous and non-
homogeneus (Subsection 3.3) jump rates. We conclude by analysing the speed of convergence
of a scheme approximating the continuous-time simple random walk in Subsection 3.4.
Notation
We write N0 := N ∪ {0} = {0, 1, 2, . . .}. We denote by D([a, b], G), for G a metric
space, the space of ca`dla`g paths on [a, b] for the topology induced by G. dW, 1 denotes the
1-Wasserstein distance. When we have a piecewise-constant trajectory (Xt)t≥0 we use the
notation Xt− := lims↑tXs. e set of smooth and bounded functions on a set X is called
C∞b (X). For functions f, g, we will use the abbreviation fg(x) := f(x)g(x). e set of non-
negative reals [0, ∞) is called R+. e set of all probability measures on a measurable space
(A,A) shall be denoted by P(A). e maximum between a, b ∈ R is denoted as a ∨ b, and
the minimum a ∧ b. Given two measurable spaces (X1, Σ1) and (X2, Σ2) the notation f#µ
denotes the push-forward of the measure µ : Σ1 → R+ through the measurable function
f : X1 → X2.
2. Filtering problem
2.1. Setup and main result.
e model. In this Section, we consider the filtering problem in one dimension (see for exam-
ple Øksendal (2013, Chapter 6)). In this classical problem, one is interested in estimating the
state of a 1-dimensional diffusion process, the signal, given the trajectory of another stochas-
tic process, the observation, which is obtained applying a random perturbation to the signal.
More precisely, fix a time horizon T > 0, α ∈ R and denote by C0([0, T ];R2) the set of con-
tinuous functions defined on [0, T ] with values in R2 and vanishing at zero. We denote by
(Xt, Zt)t∈[0,T ] the canonical process in C0([0, T ];R
2) which we endow with the canonical fil-
tration.
We consider a first system of signal and observation (X, Z) whose law P on the space
C0([0, T ];R2) is governed by the system of equations{
dXt = dVt, X0 = 0,
dZt = αXtdt+ dUt, Z0 = 0.
(2.1)
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We will call such a system the linear one. We then consider a second system whose law P b is
characterized by the SDE {
dXt = b(Xt)dt+ dVt, X0 = 0,
dZt = αXtdt+ dUt, Z0 = 0,
(2.2)
and call it the non-linear system. Here U, V are one-dimensional independent standard Brow-
nian motions under P resp. P b. In filtering one is concerned with the study of the conditional
laws Pz , P
b
z ∈ P(C0([0, T ];R)) defined by
Pz(·) := P (X ∈ ·|Z = z), P bz (·) := P b(X ∈ ·|Z = z),
where z lies in a subset of C0([0, T ];R) such that both conditional laws are well defined. It is
not hard to see that there exists a subset of measure 1 for the Wiener measure where z can be
chosen. Typical quantities of interest are the conditional mean, also known as filter, and the
conditional variance. Since explicit calculations can be done only for the linear case and few
others, it is common in applications to approximate systems as (2.2) through linear ones such
as (2.1). is allows chiefly to “forget” the dri b(·) which naturally complicates the control on
the conditional laws.
antifying the error in the linear approximation. Our goal is to understand how big the error
we are making in neglecting the dri is. us, for a given z we aim at finding bounds for
dW,1(P
b
z , Pz), where dW,1 is the 1-Wasserstein distance associated to the supremum norm ‖·‖∞
onC0([0, 1];R). Although some assumptions on b have to bemade to provide concrete bounds,
we stress that our aim is to look at cases outside the asymptotic regime where b is a small
perturbation. Actually, our analysis covers up to the case when b(x) grows sublinearly. Since
we work with distances on the path space, our results allow to go well beyond the one-point
marginals, and they apply to a much wider class of functionals than the conditional mean.
What we can say is that, under a sublinear growth assumption on b(·), the approximation can
be explicitly given and depends on the behavior of the dri and its derivatives up to second
order (eorems 2.1-2.2).
Notation.We shall denote by ϕ = (ϕt)t∈[0, T ] the mean of the Gaussian process Pz , that is,
ϕt := EPz [Xt] and by σs,t its covariance, i.e. σs,t = EPz [(Xt − ϕt)(Xs − ϕs)]. When s = t,
we simply write σt. We define P
0
z to be the centered version of Pz , that is, P
0
z (X ∈ ·) :=
Pz(X −ϕ ∈ ·). Finally, we use the constant 1/Z to normalize a measure, and note that it may
vary from occurrence to occurrence. It will be clear from the context that we are not referring
to the observation process (Zt)t∈[0, T ].
Main result. We assume that b : R→ R is twice continuosly differentiable and
(i) there exists a constantK ≥ 0 and γ ∈ (0, 1) such that for all x ∈ R
|b′(x)| ≤ K(1 + |x|)−γ . (2.3)
(ii) there exists a constantM ≥ 0 such that ‖b′′‖∞ ≤M .
In the following results we shall distinguish between the cases γ ∈ (0, 1/2) and γ ∈ [1/2, 1).
Under the above stated conditions we are able to prove the following bounds.
eorem 2.1. Let γ ∈ [1/2, 1). Almost surely in the random observation z ∈ C0([0, T ], R)
dW, 1(P
b
z , Pz) ≤ EP 0z [‖X‖2∞]
{
|b(0)| + TW+ K
1− γV
1−γ
}
(2.4)
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where
(a) W := K|b(0)| +K2/(1− γ) +M/2,
(b) V is the maximal positive root of the polynomial
p(x) := x2 − ζx2−γ − ηx− σT . (2.5)
with
η := W
∫ T
0
σs,Tds+ σT |b(0)| + |ϕT |, ζ := σTK
1− γ . (2.6)
eorem 2.2. Let γ ∈ (0, 1/2). Almost surely in the random observation z ∈ C0([0, T ], R)
dW,1(P
b
z , Pz) ≤ EP 0z
[‖X‖2∞] {|b(0)| + (c2 + c3)T + c3T 1/2+γV1−2γ + c1V1−γ}
where
(I) the constants c1, c2, c3 are defined by
c1 :=
K
1− γ , c2 := K|b(0)|+
M
2
, c3 :=
K2
1− γ . (2.7)
(II) V is the largest positive root of the polynomial
p(x) := x2 − σ¯ −
(
σ¯
√
2|b(0)| + σ¯
√
2T (c22 + 2c
2
3) + Ψ(ϕ)
1
2
)
x
− 2σ¯c3T γx2−2γ −
√
2σ¯c1x
2−γ
with Ψ : C0([0, 1];R) → R+ being defined by
Ψ(X) :=
∫ T
0
|Xs|2ds+ |XT |2, X ∈ Ω
and
σ¯ :=
∫ T
0
σsds+ σT .
Remark 2.3 (e bound is explicit). e bounds in eorem 2.1 and eorem 2.2 are given in
terms of the conditional mean ϕ and covariances σs,t for the linear system, and the constants
M,γ,K from the hypothesis. Note that the functions ϕt and σs,t can be calculated explicitly,
using Hairer et al. (2005, eorem 4.1 and Lemma 4.3). We have
ϕT :=
1
cosh(Tα)
∫ T
0
sinh(sα)dZs,
σs,t :=
1
2α
· sinh(αT − α|t− s|)− sinh(αT − α(s + t))
cosh(αT )
.
Some explanation is due concerning V and EP 0z [‖X‖2∞]. For V, some simple algebraic manipu-
lations allow to get explicit bounds as a function of ζ, σT and η. Concerning EP 0z [‖X‖2∞], we
observe that it is independent of z and that, drawing from the large literature about maxima of
centered Gaussian random variables, several bounds for it can be derived. us the estimate in
eorem 2.1 is totally explicit.
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Remark 2.4 (A remark on the density bounds of Zeitouni (1988)). In the vast literature on
filtering, especially relevant to our work is Zeitouni (1988, eorem 1 and following Remark) which
proves density bounds for the unnormalised one-time marginal density. ese may be in fact an
alternative starting point to prove approximation results as the ones we present. Although these
bounds are available in a more general seing than the one considered in eorem 2.1, to obtain a
quantitative result one must deal with the normalisation constant and estimate it. Typically good
bounds for such constant are very hard to obtain unless one works in an asymptotic regime whereas
our approach is independent of normalisations, as pointed out in the Introduction. Moreover, our
approximation results cover more than the one-time marginals.
Outline of the proof.e proof is done comparing a Stein operator for the linear and the non-
linear filter, following Remark 1.1. Since the covariance structure and mean of the Gauss-
ian process Pz can be given explicitly, a Stein operator is readily obtained following Meckes
(2009b). However, for the sake of completeness, we will also provide an alternative derivation
of this result, following point A). A Stein operator for P bz can then be obtained from a Stein
operator forPz and Girsanov theorem, thus following B). Once we have the Stein operators, we
need to estimate their difference, which involves studying the moments of the canonical pro-
cess underP bz . Note that Stein operators for both the linear and non linear filtermay be deduced
from Hairer et al. (2005), Hairer et al. (2007); however, we will work with different character-
istic operators, which naturally generalize the finite-dimensional approach of Meckes (2009b).
We will distinguish our result into two cases, according to the exponent γ being larger or
smaller than 1/2. is is due to the fact that for γ ≥ 1/2 the quantity β′(·) := bb′(·) + b′′(·)/2
is bounded, and therefore only an estimate on the one-time marginal XT is needed. In the
complementary case instead, the estimate involves the whole trajectory, therefore we have to
introduce a norm on the path space to evaluate the required moments.
2.2. Linear filter. For the linear casemany results are already at our disposal. We think chiefly
of Hairer et al. (2005), which gives formulas for the conditional mean and covariance, and char-
acterizes Pz as the invariant measure of an SPDE. For the sake of completeness, we would like
to sketch how one can obtain the formulas for conditional means and covariances using the ob-
servations at the basis of this article. To simplify the exposition we restrict the aention to the
finite-dimensional case, determining the conditional distribution of a multivariate Gaussian.
LetX = RN , Z = RM , Y = X⊗Z and P be a Gaussian law on Y. We denote as Y = (X, Z)
the typical element of Y, 〈·, ·〉 the inner product on Y and 〈·, ·〉X , 〈·, ·〉Z the inner products on
X and Z respectively. e covariance matrix and mean of P are, in block form,
Σ =
(
ΣXX ΣXZ
ΣZX ΣZZ
)
, m =
(
mX
mZ
)
Let us also define the matrix Γ := Σ−1, for which we adopt the block notation as well
Γ =
(
ΓXX ΓXZ
ΓZX ΓZZ
)
e following integration-by-parts formula can be seen as the “limit” as ε → 0 of the change
of measure (1.5) for τ εv = y + εv. For all directions of differentiation v = (vX , vZ) and test
functions f it holds that (Meckes, 2009b, Lemma 1 (1))
EP
(
〈∇f(Y ), v〉
)
= EP
(
f〈v,Γ(Y −m)〉
)
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If we want to study Pz = P (X ∈ ·|Z = z), we look at the transformations τ εv associated to
vectors of the form (vX , 0). Using the notation above, the integration by parts can be rewrien
for one such vector as
EP (〈∇Xf, vX〉X) = E(f〈vX ,ΓXX(X −mX)〉X + 〈vX ,ΓXZ(Z −mZ)〉X).
According to the general paradigma (namely A)), this formula characterises Pz . Upon seing
mX|Z := m
X − Γ−1XXΓXZ(z −mZ), it holds that
EPz(〈∇Xf, vX〉X) = EPz
(
f〈vX ,ΓXX(X −mX|Z)〉X
)
.
From this we deduce that Pz is a Gaussian with mean mX|Z and inverse covariance matrix
ΓXX . Using standard results for inverting block matrices we obtain that the mean of Pz is
mX|Z = mX +ΣXZΣ
−1
ZZ(z −mZ)
and its covariance matrix is
ΣX|Z = Γ
−1
XX = ΣXX − ΣXZΣ−1ZZΣZX .
e same result is derived in greater generality in Hairer et al. (2005, Lemma 4.3).
2.3. Non-linear filter.
2.3.1. Liing the Stein operator via densities from the linear to the non-linear filter. As we saw
in the Introduction, probability ratios are preserved by conditioning, and point A) informally
states that Radon–Nikodym derivatives of conditional measures can be found easily once we
know those of the unconditional laws. In the context of the linear and non-linear filter point A)
is translated into the following.
Lemma 2.5 (Girsanov theorem for filters). e following holds for almost every z:
dP bz
dPz
(X) =
1
Z
exp
(
B(XT )−
∫ T
0
β(Xs)ds
)
, (2.8)
where B(·) is a primitive of b(·) and β(·) := (b′ + b2)(·)/2.
is Lemma is not an original result of this article, see for instance Zeitouni (1988, Eq. (2.5)
and Eq. (2.6)). For this reason, we do not make its proof.
2.3.2. Stein equation for the non-linear filter. Let Ω := C0([0, T ];R). We say that a function
F : Ω→ R is 1-Lipschitz if
|F (X)− F (Y )| ≤ ‖X − Y ‖∞, for all X, Y ∈ Ω.
Let Φ be the set of smooth cylindrical functionals with bounded second derivative defined by
Φ :=
{
F : Ω→ R : F (X) = f(Xt1 , ..,XtN ) for some N ∈ N,
0 ≤ t1 < · · · < tN ≤ T, f ∈ C2(RN ) such that ‖f ′′‖∞ <∞
}
,
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and let S be the set of functions in Φ that are also 1-Lipschitz. We set for any F (X) =
f(Xt1 , ..,XtN ) ∈ Φ and for any Y ∈ Ω,
DF (X)[Y ] :=
N∑
i=1
∂if(Xt1 , ..,XtN )Yti , D
2F (X)[Y ] :=
N∑
i,j=1
∂ijf(Xt1 , ..,XtN )YtjYti .
(2.9)
As a remark, it is immediate to see that any F ∈ Φ is twice Freche´t differentiable in (Ω, ‖ · ‖∞)
and that the derivatives correspond to those in (2.9).
Recalling that ϕ is the mean of Pz , we define for any F ∈ Φ the operator
AF (X) := −DF (X)[X − ϕ] + EP 0z
[
D2F (X)[X˜ ]
]
, (2.10)
where the expectation is taken with respect to X˜ ∈ Ω, that is,
EP 0z
[
D2F (X)[X˜ ]
]
=
∫
Ω
D2F (X)[X˜ ]dP 0z (X˜).
Lemma 2.6. In the above seing, the following hold.
(1) Pz satisfies the integration-by-parts formula
EPz(GAF ) = EPz(GAF ) (2.11)
for all F, G ∈ Φ. In particular, EPz(AF ) = 0 for all F ∈ Φ.
(2) Let F ∈ Sbe such that EPz [F ] = 0. en the equation
AG(X) = F (X)
admits as solution
G(X) = −
∫ 1
0
1
2t
EP 0z
[
F
(√
tX +
√
1− tX˜ +
(
1−√t
)
ϕ
)]
dt. (2.12)
Moreover, G ∈ S.
(3) P bz satisfies the formula
EP bz
(
AbF
)
= 0 (2.13)
for all F ∈ Φ, where Ab is defined by
AbF (X) := AF (X)− EP 0z
[
DF (X)[X˜ ]
(∫ T
0
β′(Xs)X˜sds− b(XT )X˜T
)]
.
Proof. In the whole proof fixF (X) = f(Xt1 , . . . , XtN )with f ∈ C2(RN ) such that ‖f ′′‖∞ <
∞. Furthermore, set x := (Xt1 , ..,XtN ), γ := (ϕt1 , .., ϕtN ), p := (Xt1 , ..,XtN )#Pz and
p0 := (Xt1 , ..,XtN )#P
0
z .
Let us start with the proof of (1). If we define σij := EPz(XtiXtj ) it is seen, using (2.9), that
AF (X) =
N∑
i,j=1
σij∂ijf(x)−
N∑
i=1
∂if(x)(xi − γi).
Observe now that p is a Gaussian law on RN with covariance matrix (σij)1≤i,j≤N and mean
vector γ. us, (1) is a simple consequence of the well-known results about finite dimensional
Gaussian distributions.
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Let us now show (2). Since F ∈ S, we can rewrite (2.12) as
G(X) = −
∫ 1
0
1
2t
∫
RN
f(
√
t(x− γ) +√1− tx˜+ γ)p0(dx˜) =: g(x)
From the formula above, using that f ∈ C2(RN ) and thatF is 1-Lipschitz, it is straightforward
to show that g ∈ C2(RN ), that ‖g′′‖∞ <∞ and thatG is 1-Lipschitz, in particularG ∈ S; for
more details we refer to Meckes (2009b, Lemma 2).
We now show that G solves AG = F . Since p0 is a centered Gaussian law and f is such
that Ep0 [f(· + γ)] = EPz [F ] = 0, an application of Meckes (2009b, Lemma 1 (3)) shows that
g(·+ γ) solves
N∑
i,j=1
σi,j∂ijg(x+ γ)−
∑
i
∂ig(x+ γ)xi = f(x+ γ).
We underline that Meckes’s result, although stated for smooth functions, works when one
requires the less restrictive condition f ∈ C2(RN ). e change of variables x 7→ x−γ implies
that g solves
Ag(x) :=
N∑
i,j=1
σij∂ijg(x)−
∑
i
∂ig(x)(xi − γi) = f(x).
e conclusion follows observing that for all X ∈ Ω
AG(X) = Ag(x) = f(x) = F (X).
To show (3), we first observe that, according to Lemma 2.5 we have
dP bz
dPz
(X) ∝ exp
(
B(XT )−
∫ T
0
β(Xs)ds
)
. (2.14)
Next, for any N define
jN (x1, . . . , xN ) := − T
N
N∑
i=1
β(xi) +B(xN ), J
N (X) := jN (XT/N , . . . ,XT ).
We would like to use (2.11) with exp(JN ), however exp(JN ) does not belong to Φ in general.
To circumvent this issue, we define for ǫ > 0 and R > 0 the regularized function jNǫ,R :=
(ρǫ ∗ jN )ηR, where ρǫ is an approximation of the identity as ǫ→ 0 and ηR ∈ C∞(RN ) is such
that ηR ≡ 1 on {|x| ≤ R}, ηR ≡ 0 on {|x| > R+ 1}, 0 ≤ ηR ≤ 1 and ‖∇ηR‖∞ ≤ 2. We set
JNǫ,R(X) := j
N
ǫ,R(XT/N , . . . ,XT ), and observe that exp(J
N
ǫ,R) ∈ Φ.
Using (2.9) and the definition of Awe get the following equality, valid for allX ∈ Ω:
A(F (X) exp(JNǫ,R(X))) = (AF (X)) exp(J
N
ǫ,R(X)) + F (X)(Aexp(J
N
ǫ,R(X)))
+ 2EP 0z
[
DF (X)[X˜ ]DJNǫ,R(X)[X˜ ]
]
exp(JNǫ,R(X)).
We employ to show that
EPz
[
(AF ) exp(JNǫ,R)
]
= EPz
[
A(F exp(JNǫ,R))− F (Aexp(JNǫ,R))
]
− 2EP 0z
[
DF [X˜]DJNǫ,R[X˜ ]
]
EPz
[
exp(JNǫ,R)
]
.
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Using (1) and rearranging terms give
EPz
[
AF exp(JNǫ,R) + EP 0z
[
DF [X˜]DJNǫ,R[X˜]
]
exp(JNǫ,R)
]
= 0. (2.15)
Next, we send first ǫ→ 0, using that ρǫ ∗ jN (together with the gradient) converges uniformly
on compact sets to jN , and then R→∞ to obtain by dominated convergence that
EPz
[
AF exp(JN ) + EP 0z
[
DF [X˜]DJN [X˜ ]
]
exp(JN )
]
= 0. (2.16)
Dominated convergence is easily justified by the fact that ‖ηR‖∞ ≤ 1, ‖∇ηR‖∞ ≤ 1 and that
for some constant C > 0 and all N ∈ N
| exp(JN (X))|∨ ‖DJN (X) exp(JN (X))‖ ≤ C(1+‖X‖1/2∞ ) exp
(
C(1+‖X‖2−γ∞ )
)
, (2.17)
which follows from (i)-(ii) and Lemma 2.7. e right hand side of (2.17) is clearly integrable
under the Gaussian measure Pz . e fact that (3) holds follows by leing N → ∞ in (2.16),
by (2.14), the definition of JN and dominated convergence as above. 
2.4. Proof of eorem 2.1. We need two preparatory Lemmas; the first one is a technical
and rather straightforward estimate on the dri coefficient b.
Lemma 2.7. Under (i)-(ii) we have the following inequalities valid for all x ∈ R:
|b(x)− b(0)| ≤ K
1− γ
(
(1 + |x|)1−γ − 1
)
, (2.18)
|β′(x)| =
∣∣∣∣bb′(x) + b′′(x)2
∣∣∣∣ ≤ K · |b(0)| + M2 + K21− γ (1 + |x|)1−2γ . (2.19)
In particular, for γ ∈ [1/2, 1)
|β′(x)| ≤ K · |b(0)| + K
2
1− γ +
M
2
=: W. (2.20)
Proof. We start with (2.18). We consider only the case x > 0 as x < 0 is completely analogous.
By integration
|b(x)− b(0)| ≤
∫ x
0
|b′(y)|dy ≤
∫ x
0
K(1 + y)−γ dy =
K
1− γ
(
(1 + x)1−γ − 1
)
,
which leads to the conclusion. For what concerns (2.20), by using the triangular inequal-
ity, (2.18) and the assumptions on b′ and b′′ we get∣∣∣∣bb′(x) + b′′(x)2
∣∣∣∣ ≤ K ·(|b(0)| − K1− γ
)
(1 + |x|)−γ + K
2
1− γ (1 + |x|)
1−2γ +
M
2
. (2.21)
e bound is readily obtained by recalling that γ ∈ [1/2, 1). 
Remark 2.8. From (2.21) we find that the following slightly improved estimate holds:∣∣∣∣bb′(x) + b′′(x)2
∣∣∣∣ ≤ K1{|b(0)|≥ K
1−γ
} ·
(
|b(0)| − K
1− γ
)
+
K2
1− γ +
M
2
.
Next, we need a bound on the moments of P bz .
Lemma 2.9. Let V be as in (b). en
EP bz
[|XT |1−γ] ≤ V1−γ . (2.22)
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Proof. Let us consider a function of the form F (X) = f(XT ). en (3) reduces to
EP bz
[
σT f
′′(XT )− f ′(XT )(XT − ϕT )− f ′(XT )
( ∫ T
0
β′(Xs)σs,Tds− σT b(XT )
)]
= 0.
If we choose f(x) := x2/2, then F ∈ Φ and we obtain, aer rearranging some terms,
EP bz
[
X2T
]
= σT + ϕTEP bz [XT ]− EP bz
[
XT
∫ T
0
β′(Xs)σs,Tds
]
+ σTEP bz [XT b(XT )]
Using the bounds (2.18), (2.20) and (1 + |x|)1−γ ≤ |x|1−γ + 1 we get the inequality
EP bz
[
X2T
] ≤ σT + ηEP bz [|XT |] + ζEP bz [|XT |2−γ]
with η, ζ as in (2.6). Using Jensen’s inequality and seing x := EP bz
[
X2T
]1/2
we obtain
x2 ≤ σT + ηx+ ζx2−γ ,
fromwhich it follows thatx ≤ V. e desired conclusion then follows with another application
of Jensen’s inequality. 
We are ready to give the final proof.
Proof of eorem 2.1. First we notice that, with an approximation argument, the Wasserstein
distance can be computed by taking the supremum over the set S defined in Subsubsection 2.3.2,
instead of all 1-Lipschitz functions. In the spirit of Remark 1.1, as a consequence of (2)-(3) and
the previous observation, we obtain
dW, 1
(
Pz, P
b
z
)
≤ sup
G∈S
∣∣∣∣∣EP bzEP 0z
[
DG(X)[X˜ ]
(∫ T
0
β′(Xs)X˜sds− b(XT )X˜T
)]∣∣∣∣∣ . (2.23)
Since G is 1-Lipschitz, |DG(X)[X˜ ]| ≤ ‖X˜‖∞. Combining this with (2.20) and some standard
calculations we see that the right hand side of (2.23) can be bounded above by
EP 0z [‖X˜‖2∞]
[
EP bz [|b(XT )|] + TW
]
. (2.24)
Using the bound (2.18) we are le with computing
EP bz [|b(XT )|] ≤ |b(0)| +
K
1− γEP bz
[
(1 + |XT |)1−γ − 1
]
≤ |b(0)| + K
1− γEP bz
[
|XT |1−γ
]
(2.25)
being γ < 1. anks to Lemma 2.9 we haveEP bz
[
|XT |1−γ
]
≤ V1−γ , fromwhich the conclusion
follows. 
2.5. Proof ofeorem 2.2. e proof of theeorem is based on Lemmas 2.7 and 2.10. Define
the constants c1, c2, c3 by (2.7). en from Lemma 2.7 we deduce
|b(x)− b(0)| ≤ c1|x|1−γ , (2.26)
|β′(x)| ≤ c2 + c3(1 + |x|)1−2γ . (2.27)
In the next Lemma, we aim at finding a bound for EP bz [Ψ].
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Lemma 2.10. We have
EP bz [Ψ(X)]
1
2 ≤ V (2.28)
where V has been defined in (II).
Proof. To obtain a bound for Ψ we shall use the fact that P bz is invariant for Ab. To be precise,
by considering the Riemann sum approximation to the integral part of Ψ, applying (2.13) and
then passing to the limit under the integral sign we get
EP bz
[
EP 0z [D
2Ψ(X)[X˜ ]]
]
− EP bz [DΨ(X)[X − ϕ]]
= EP z
b
[
EP 0z
[
DΨ(X)[X˜ ]
(∫ T
0
β′(Xs)X˜sds+ b(XT )X˜T
)]]
.
(2.29)
Here DΨ(X)[X˜ ] is meant to be the Fre´chet derivate of Ψ atX in the direction X˜ .
A simple calculation gives
DΨ(X)[X˜ ] = 2
∫ T
0
XsX˜sds+2XT X˜T , DΨ(X)[X] = 2Ψ(X), D
2Ψ(X)[X˜ ] = 2Ψ(X˜).
is entails in particular
EP 0z
[
D2Ψ(X)[X˜ ]
]
= 2
∫ T
0
σsds+ 2σT =: 2σ¯. (2.30)
For convenience, call Θ the right-hand side of (2.29). en, through rearranging, taking abso-
lute values and using Cauchy–Schwartz we obtain
EP bz [Ψ(X)] − σ¯ ≤ EP bz [Ψ(X)]
1
2Ψ(ϕ)
1
2 +
|Θ|
2
(2.31)
where we used that EP bz [|DΨ(X)[ϕ]|] ≤ 2EP bz [Ψ(X)]1/2Ψ(ϕ)1/2.
Let us now look at |Θ|/2. First observe that, using the explicit form of DΨ(X)[X˜ ], we get
1
2
∣∣∣∣EP 0z [DΨ(X)[X˜ ](∫ T
0
β′(Xs)X˜sds+ b(XT )X˜T
)]∣∣∣∣
≤
∫ T
0
∫ T
0
|Xs||β′(Xr)||σs,r|dsdr + |XT |
∫ T
0
|β′(Xr)||σr,T |dr
+ |b(XT )|
∫ T
0
|Xs||σs,T |ds+ σT |b(XT )||XT |.
Using repeatedly the inequality |σr,s| ≤ σ1/2s σ1/2r , Cauchy–Schwartz and some algebraic ma-
nipulation allow to bound the above expression by
σ¯
(∫ T
0
|Xs|2ds+ |XT |2
) 1
2
(∫ T
0
|β′(Xs)|2ds+ |b(XT )|2
)1
2
. (2.32)
Taking the expectation with respect to P bz in (2.32) and using Cauchy–Schwartz gives that
|Θ|/2 is bounded above by
σ¯EP bz [Ψ(X)]
1
2EP bz
[∫ T
0
|β′(Xs)|2ds+ |b(XT )|2
]1/2
.
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We now use the bounds (2.26), (2.27) and the simple inequalities
(a+ b)2 ≤ 2a2 + 2b2 a, b ∈ R,
(1 + a)2−4γ ≤ 2 + 2a2−4γ a ≥ 0
to obtain∫ T
0
|β′(Xs)|2ds+ |b(XT )|2
≤ 2c22T + 4c23
(
T +
∫ T
0
|Xs|2−4γds
)
+ 2|b(0)|2 + 2c21|XT |2−2γ
≤ 2 (|b(0)|2 + (c22 + 2c23)T )+ 4c23T 2γ (∫ T
0
|Xs|2ds
)1−2γ
+ 2c21|XT |2−2γ
≤ 2 (|b(0)|2 + (c22 + 2c23)T )+ 4c23T 2γΨ(X)1−2γ + 2c21Ψ(X)1−γ ,
where in the second inequality we used Jensen’s inequality. us we can bound |Θ|/2 by
σ¯
√
2EP bz [Ψ(X)]
1
2
(
|b(0)|2 + (c22 + 2c23)T + 2c23T 2γEP bz [Ψ(X)]1−2γ + c21EP bz [Ψ(X)]1−γ
) 1
2
.
(2.33)
Finally, seing x := EP bz [Ψ(X)]
1
2 , and incorporating the above bound in (2.31), we arrive at
the inequality
x2 − σ¯ ≤ xΨ(ϕ) 12 + σ¯
√
2x
(|b(0)|2 + (c22 + 2c23)T + 2c23T 2γx2−4γ + c21x2−2γ) 12 . (2.34)
Via the inequality (a21 + . . .+ a
2
k)
1/2 ≤ a1 + . . .+ ak we get that x satisfies
x2 ≤ σ¯ +
(
σ¯
√
2|b(0)| + σ¯
√
2T (c22 + 2c
2
3) + Ψ(ϕ)
1
2
)
x+ 2σ¯c3T
γx2−2γ +
√
2σ¯c1x
2−γ
from which the conclusion follows. 
We have now gathered all the tools to show the final eorem concerning filtering.
Proof of eorem 2.2. As before we get
dW,1(P
b
z , Pz) ≤ EP 0z [‖X‖2∞]EP bz
[∫ T
0
|β′(Xs)|ds+ |b(XT )|
]
, (2.35)
which can be bounded thanks to (2.26) and (2.27) by
EP 0z [‖X‖2∞]
(
|b(0)|+ c1EP bz [|XT |1−γ ] + (c2 + c3)T + c3EP bz
[∫ T
0
|Xs|1−2γds
])
≤ EP 0z [‖X‖2∞]
(
|b(0)| + c1EP bz [Ψ(X)]
1−γ
2 + (c2 + c3)T + c3T
1/2+γEP bz [Ψ(X)]
1−2γ
2
)
.
As EP bz [Ψ(X)]
1/2 ≤ V by Lemma 2.10, we have shown our result. 
3. Random walk bridges
3.1. Bridge of the random walk on {0, 1}d.
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3.1.1. Seing and notation. In this Subsection we are interested in studying a continuous time
random walk on the hypercube {0, 1}d, d ≥ 1. We assume that the walker jumps in the
direction ei with rate αi ≥ 0, i = 1, . . . , d. To obtain bounds on this object, we will start with
the walk on {0, 1} and then use the fact that the randomwalk on the d-dimensional hypercube
is a product of 1-dimensional random walks. We denote by P the law on the space of ca`dla`g
paths D([0, 1]; {0, 1}) of the continuous time random walkX on {0, 1} with jump rate α and
time horizon T = 1. e bridge of the random walk from and to the origin is given by
P 00(·) := P ( · |X0 = 0, X1 = 0).
We observe that the space of ca`dla`g paths with initial and terminal point at the origin, which
we denote by D0([0, 1]; {0, 1}), is in bijection with the set of all subsets of (0, 1) with even
cardinality,
U := {U ⊆ (0, 1) : |U | < +∞, |U | ∈ 2N},
where, for a set A, |A| denotes its cardinality. In fact, the bijection is simply given by the
map U : D0([0, 1]; {0, 1}) → U that associates to each path its jump times; we denote its
inverse by X := U−1. We shall endow Uwith the σ-algebra U induced by U, that is, we say
that A ∈ U if and only if X−1(A) belongs to the Borel σ-algebra of D0([0, 1]; {0, 1}). With
a lile abuse of notation, we will still denote by P 00 the probability measure on (U,U) given
by the pushforward of P 00 via U. Note that since U is only defined on D0([0, 1]; {0, 1}) (
D([0, 1]; {0, 1}) and P 00 is a measure on D([0, 1]; {0, 1}), the pushforward may not be well-
defined. However here we do not have to worry since P 00 is supported on D0([0, 1]; {0, 1}).
In order to characterize P 00 as the unique invariant distribution of a given generator, we
introduce a set of perturbations of Uwhich allows the complete exploration of the support.
For r 6= s ∈ (0, 1), we define Ψr,s : U→ U by
Ψr,s(U) :=

U ∪ {r, s}, if {r, s} ∩ U = ∅,
U \ {r, s}, if {r, s} ⊂ U,
U, otherwise.
.
Remark 3.1. Let U ∈ U be the set of jump times of a sample path X ∈ D0([0, 1]; {0, 1}). It is
easy to see that Ψr,sU , r < s, corresponds to the path X + 1[r,s) if {r, s} ∩U = ∅, toX − 1[r,s)
if {r, s} ⊂ U and to X otherwise.
For convenience in the exposition, we will need the following additional notation.
• A := {(r, s) ∈ (0, 1)2 : r < s}.
• For U ∈ U, we denote by [U ]2 := {(r, s) ∈ A : r, s ∈ U}. In words, [U ]2 is the set of
pairs of elements of U .
Choice of the distance. We equip U with the graph distance d induced by Ψ. at is, we say
that U and V are at distance one if and only if there exist (r, s) ∈ Asuch thatΨr,sV = U . e
distance between two arbitrary trajectories U, V ∈ U is defined to be the length of shortest
path joining them. It is worth to remark that U is a highly non-trivial graph, as every vertex
has uncountably many neighbors. Nonetheless, the distance is well-defined: by removing one
pair aer the other, we notice that anyU ∈ Uhas distance |U |/2 from the empty set. It follows
in particular that the graph is connected.
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3.1.2. Identification of the generator. As stated in the Introduction, our goal is to obtain a Mar-
kovian dynamics stemming from a change-of-measure formula, already present in Conforti
and Rœlly (2017, Example 30). We can exploit it to obtain the following proposition.
Proposition 3.2. P 00 is the only invariant measure of a Markov process {Ut}t≥0 on Uwhose
generator is
Lf(U) := α2
∫
A
(f(Ψr,sU)− f(U)) drds+
∑
A∈[U ]2
(f(ΨAU)− f(U)) (3.1)
for all f : U→ R bounded measurable functions.
Proof. To show that P 00 is invariant forL, we show that for any boundedmeasurable function
EP 00(Lf) = 0,
which yields the conclusion. An application of Conforti and Rœlly (2017, eorem 12) gives
a characterization of P 00 as the only measure on D([0, 1]; {0, 1}) such that P 00(X0 = X1 =
0) = 1 and for all bounded measurable functions F : D([0, 1]; {0, 1}) × A→ R
α2EP 00
(∫
A
F (X + 1[r,s), r, s)dsdr
)
= EP 00
 ∑
r<s,r,s∈U(X)
F (X, r, s)
 ,
where the symbol + stands for the sum in Z/2Z and
(X + 1[r,s))t =
{
Xt + 1 if t ∈ [r, s)
Xt otherwise.
Passing to the image measure, that is, considering functionals of the type F (X, r, s) =
G(U(X), r, s) we obtain that for all G : U× A→ R bounded and measurable
α2EP 00
(∫
A
G(Ψr,sU, r, s)dsdr
)
= EP 00
 ∑
(r,s)∈[U ]2
G(U, r, s)
 , (3.2)
where we took advantage of the fact that, for anyX ∈ D0([0, 1]; {0, 1}), we have that U
(
X +
1[r,s)
)
= Ψr,sU for almost every r, s ∈ A. If we now fix f : U→ R bounded and measur-
able, define G(U, r, s) = f(U) − f(Ψr,sU) and plug it back into (3.2), we obtain the desired
result, observing that Ψr,s(Ψr,sU) = U . We do not prove uniqueness here, as it is implied by
Proposition 3.3, which we prove later. 
In the next pages we will construct explicitly a dynamics (Ut)t≥0 starting in U ∈ Uwhose
infinitesimal generator isL. We denote by PU the law of such process, by EU the correspond-
ing expectation and, for any f : U→ R bounded measurable function, by
Stf(U) := EU [f(Ut)]
the semigroup associated to (Ut)t≥0. e proof thatL is characterizing boils down to showing
that for any f ∈ Lip1(U) such that EP 00 [f ] = 0, the Stein equation
Lg = f,
has a solution. is is achieved with the following fundamental proposition.
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Proposition 3.3. For any f ∈ Lip1(U), all U, V ∈ U and all t ≥ 0
|Stf(U)− Stf(V )| ≤ (4 exp(−t/2) + exp(−t))d(U, V ). (3.3)
e proof of Proposition 3.3 is based on a coupling argument. It will suffice to construct two
Markov chains (Ut)t≥0, (Vt)t≥0 with generatorLstarting from neighbouring pointsU, V ∈ U
such that Ut, Vt are at most at distance two and coalesce within an exponentially distributed
time.
As a remarkable consequence of Proposition 3.3 we can show that for any probability mea-
sure ν ∈ P(U), the measure ν#St, determined by ν#St(A) := Eν [St1A], converges exponen-
tially fast to P 00 in the 1-Wasserstein distance on (U, d). In particular, this implies that for
any f ∈ Lip1(U) with EP 00 [f ] = 0 the function
g(U) := −
∫ ∞
0
Stf(U) dt, U ∈ U (3.4)
is well-defined and solves the Stein equationLg = f (see Proposition 3.14 below). is allows
for the following quantitative estimate of the distance between two bridges of random walks
on the hypercube with different jump rates.
Proposition 3.4. Let P 00 and Q00 be the law on U of the bridges from and to the origin of
random walks on {0, 1} with rates α and β respectively. en,
dW, 1
(
P 00, Q00
) ≤ 9
2
∣∣α2 − β2∣∣ .
Proof. We shall see that the proof is an easy application of Proposition 3.3 and of (3.4). To
simplify notation, let us write P and Q rather than P 00 and Q00. Let LQ, LP be as in (3.1)
with associated semigroup (SQt )t≥0 and (S
P
t )t≥0. By definition of Wasserstein distance we
have that
dW,1(P,Q) = sup
f∈Lip1(U),EP [f ]=0
|EQ[f ]| .
Next, fix any f ∈ Lip1(U) such that EP [f ] = 0. We have that LP g = f , where g is given
by (3.4). Using EQ[L
Qg] = 0, Tonelli’s theorem and invoking Proposition 3.3 we deduce that
|EQ[f ]| =
∣∣E[LQg −LP g]∣∣
≤ ∣∣α2 − β2∣∣ ∫ ∞
0
EQ
[∫
A
|SPt f(Ψr,sU)− SPt f(U)|drds
]
dt
≤ ∣∣α2 − β2∣∣ ∫ ∞
0
∫
A
4 exp(−t/2) + exp(−t) drds dt
=
9
2
∣∣α2 − β2∣∣ ,
which is a uniform bound in f and thus proves the Proposition. 
Remark 3.5. e bound obtained is compatible with what is known about conditional equiva-
lence. In fact it is shown in Conforti and Rœlly (2017) that two random walks on {0, 1} with jump
rates α and β have the same bridges if and only if α = β.
Remark 3.6. Clearly, the same inequality of Proposition 3.4 holds also for P 00 and Q00 as
measures on D0([0, 1]; {0, 1}) with metric dD(X,Y ) := d(U(X),U(Y )) for all paths X,Y ∈
D0([0, 1]; {0, 1}). Here, U is the bijection between D0([0, 1]; {0, 1}) and U described above.
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Remark 3.7 (Extensions). e scope of application of Proposition 3.3 and Proposition 3.2 can go
well beyond comparing two walks with homogeneous jump rates. Arguing as in Subsection 3.3
and Subsection 3.4, it is possible to derive distance bounds between simple random walk bridges on
the hypercube and bridges of random walks with non-homogeneous and possibly time-dependent
rates, as well as to show convergence rates for certain approximation schemes. Another extension
one may want to consider is to bridges whose terminal point is different from the origin. For brevity
we do not include in this paper such bounds as they do not present any additional difficulty with
respect to those for bridges of walks on Z.
Proposition 3.4 can be easily extended to random walks on the d-dimensional hypercube. In
fact, we have the following corollary of which we only sketch the proof.
Corollary 3.8. Let d ≥ 2 and let P 0, d and Q0, d be the laws of two bridges of random walks on
{0, 1}d with jump rates αi resp. βi in the direction ei, for i = 1, . . . , d. en
dW, 1(P
0, d, Q0, d) ≤ 9
2
d∑
i=1
∣∣α2i − β2i ∣∣ .
where the Wasserstein distance is taken on (Ud, dUd) with the metric given by
dUd(U, V ) :=
d∑
i=1
d(Ui, Vi), U, V ∈ Ud.
Proof. e proof is in fact a straightforward consequence of the fact that the random walk
on the d-dimensional hypercube is just a product of one-dimensional walks. is allows to
construct a dynamic on Ud by considering simply d independent processes (U1,t, . . . , Ud,t)t≥0
with (Ui,t)t≥0 associated to a generator L
i as in Proposition 3.2 with parameter αi. e gen-
erator of (U1,t, . . . , Ud,t)t≥0 is then just Lf(U) :=
∑d
i L
if(U), with Li acting only on the
i-th coordinate. is allows to conclude together with the estimate (3.3). 
e next subsections are devoted to the proofs of Proposition 3.2 and Proposition 3.3.
Holding times and jump kernel. A continuous time Markov chain can equivalently be described
via its generator or through a function c : U → R+ and a jump kernel µ := {µU (·)}U∈U ⊆
P(U). Once these have been chosen the Markov dynamics is obtained by the following simple
rules (Bre´maud, 2013, Chapter 9, Section 3):
• the chain sits in its current state U for a time which is exponentially distributed with
parameter c(U), and then makes a jump.
• e next state is chosen according to the probability law µU .
We call this dynamics a (c, µ)-Markov chain. In the next lines we shall define a pair (c, µ) for
describing our Markov chain. We define c via
c(U) :=
α2
2
+
(|U |
2
)
.
To define µU , we first introduce the measure λU ∈ P(U) through
EλU (f) :=
∫
A
f(Ψu,vU)dudv
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and then
µU :=
1
c(U)
(
α2λU +
∑
A∈[U ]2
δΨAU
)
(3.5)
Let us note that µU is supported on the set
N(U) := {ΨAU}A∈A.
In the following Subsection we construct concretely a Markov process which is a (c, µ)-
Markov chain. We show in particular that a (c, µ)-Markov chain has generator L (see Propo-
sition 3.2).
An informal description of a Markov chain (Ut)t≥0 admiing L as generator is as follows:
at any time, each pair of points in Ut dies at rate 1 and a new pair of uniformly distributed
points in [0, 1]2 is added to U at rate α2. When one of such events occurs, everything starts
afresh.
3.1.3. Construction of the dynamics. To prove Proposition 3.2 we will employ a rather construc-
tive approach. More precisely, we build a (c, µ)-Markov chain inductively by defining all the
interarrival times, we will then show that such a process has generator L. is approach is
rather convenient since it allows to construct couplings which we use to perform “convergence
to equilibrium” estimates. Finally, these estimateswill be used to solve Stein equation and show
uniqueness of the invariant distribution for L.
We begin by defining noise sources, that is, by introducing the clocks that force points to
appear or disappear in Ut.
Noise sources. We consider a probability space (Ω, F, P) on which a family Ξ := {ξA}A∈A
of independent Poisson processes of rate 1 each is defined, together with a Poisson random
measureβ on [0,+∞)×A, which is independent from the family {ξA}A∈Aandwhose intensity
measure is α2λ⊗ λA, where λ is the Lebesgue measure on [0,+∞) and λA is the measure on
Agiven by
λA(A) =
∫
A∩A
dudv
for all Borel sets A ∈ B(A) (recall that A is an open subset of (0, 1)2). For each A ∈ A, the
process ξA will account for the dying clock of the pair A, and the process β will indicate the
rate at which a pair of new jump times is added. e canonical filtration is defined as usual as
Ft := σ
(
{ξAs }s≤t,A∈A∪ {βs(B)}s≤t,B∈B(A)
)
where we use the notation {βs(B)}s≥0 for β([0, s] × B). We remark that βs(B) is a Poisson
process with intensity α2λA(B). Similarly, we define for any t the family {ξA,t}A∈A and the
random measure βt via:
ξA,ts := ξ
A
t+s − ξAt , βts(B) := β((t, t + s]×B) (3.6)
Ξt is then {ξA,t}A∈A. Moreover, for any A′ ⊆ A, and any t > 0 we define
ΞA
′,t = {ξA,t}A∈A′ .
e following proposition is a version of the Markov property for Ξ and β (Bre´maud, 2013,
Chapter 9, Section 1.1).
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Lemma 3.9. Let T be a stopping time for the filtration (Ft)t≥0 and let FT be the associated sigma
algebra. en (ΞT , βT ) is independent from FT and distributed as (Ξ, β).
For any finite F ⊆ Awe define
τ(F ) = τ(ΞF , β) := inf{t ≥ 0 : ξAt = 1 for some A ∈ F or βt(A) =1}
and, shortening τ(ΞF , β) as τ ,
A(F ) = A(ΞF , β) :=
{
A if βτ ({A}) = 1 for some A ∈ A
argmaxA∈F ξ
A
τ otherwise
In words, τ(F ) is the first time when one between the Poisson processes {ξA}A∈F and β(A)
jumps andA(F ) identifies which Poisson process has jumped at first.
e following is obtained as an application of the competition theorem for Poisson processes
(see e.g. Bre´maud (2013, Chapter 8, eorem 1.3)).
Proposition 3.10. Let U ∈ U. en, for any t ≥ 0, O ⊂ N(U) measurable, we have
P
(
Ψ
A([U ]2)U ∈ O, τ([U ]2) ≥ t
)
= µU (O) exp(−c(U)t).
Proof. Observe that it is enough to show the statement for measurable sets O for which there
exist A1,A2 ∈ B(A) such that
O = {ΨAU}A∈A1 ∪ {ΨAU}A∈A2 , A1 ⊆ [U ]2, A2 ⊆ A\ [U ]2.
By linearity, we can restrict the aention to the cases when |A1| = 1,A2 = ∅ or A1 = ∅.
Let us start by analyzing the first case. Pick A ∈ [U ]2 and consequently let O := ΨAU . We
have, by definition ofA,{
Ψ
A([U ]2)U ∈ O
}
=
{
A([U ]2) = A
}
=
{
ξA
τ([U ]2)
= 1
}
.
First, recall that {ξAt }A∈[U ]2 , βt(A) are independent Poisson process with rates 1 and α2/2
respectively. erefore,
P
(
ξA
τ([U ]2)
= 1, τ([U ]2) ≥ t
)
=
1
|[U ]2|+ α2/2 exp(−t(|[U ]
2|+ α2/2))
=
1
c(U)
exp(−c(U)t). (3.7)
On the other hand, since A ∈ [U ]2, it is easy to verify that µU(ΨAU) = 1/c(U) from (3.5).
Let us now consider the second case, that is, O = {Ψu,vU : (u, v) ∈ A2} and A2 ∈ B(A)
such that A2 ∩ [U ]2 = ∅. We have{
Ψ
A([U ]2)U ∈ O
}
=
{
A([U ]2) ∈ A2
}
=
{
βτ([U ]2)(A2) = 1
}
.
As before, the processes {ξA}A∈[U2], β(A2) and β(A\A2) are independent Poisson processes
with rates 1, α2λA(A2) and α
2λA(A\A2) respectively. erefore
P
(
βτ([U ]2)(A2) = 1, τ([U ]
2) ≥ t
)
=
α2λA(A2)
c(U)
exp(−c(U)t).
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Now let us compute µU (O). Since A2 ∩ [U ]2 = ∅ we have
µU (O) =
α2
c(U)
∫
A
1O(Ψu,vU)dudv =
α2
c(U)
∫
A∩A2
dudv =
α2λA(A2)
c(U)
which is the desired conclusion. 
In the previous Lemma, we set up how the first step of the (c, µ)-chain works. We proceed by
defining the successive steps by induction. For a given U ∈ U, we first set TU0 := 0, Z0 := U .
We then set recursively the jump times
TUn+1 − TUn := τ
(
Ξ[Zn]
2, TUn , βT
U
n
)
, AUn+1 := A
(
Ξ[Zn]
2, TUn , βT
U
n
)
(3.8)
and the jump chain
Zn+1 := ΨAUn+1
Zn, n ≥ 0.
In words, TUn+1 is the first instant aer T
U
n when one between the clocks ξ
A with A ∈ [UTn ]2
andβ(A) rings, whileAUn+1 represents the corresponding pairwhich is going to be respectively
added or removed. Finally we define the continuous time process (Ut)t≥0 by
Ut := Zn, if T
U
n ≤ t < TUn+1, n ≥ 0. (3.9)
For allU ∈ U, we denote by PU the law of (Ut)t≥0 onD(R+, U) and by EU the corresponding
expectation.
Lemma 3.11. e process (Ut)t≥0 defined in (3.9) is a (c, µ)-Markov chain with L as generator
and P 00 as invariant distribution.
Proof. We first show that (Ut)t≥0 is a (c, µ)-Markov chain and then that its generator is L. In
the proof, since there is no ambiguity, we drop the superscript U from TUn and A
U
n , that is,
we simply write Tn andAn. We shall prove that for any n ∈ N, any bounded and measurable
f : U→ R and t ≥ 0, we have almost surely that
E
[
f(UTn+1)1{Tn+1−Tn≥t}
∣∣∣FTn] = EµUTn [f ] exp (− c(UTn)t), (3.10)
where E denotes the expectation with respect to P. From (3.10), by choosing f ≡ 1 we obtain
that, conditionally on FTn , Tn+1 − Tn is distributed as an exponential random variable of
parameter c(UTn). By seing t = 0 we obtain that, conditionally on FTn , UTn+1 is chosen
according to µUTn . By leing f and t vary, we also get that conditionally on FTn , Tn+1−Tn is
independent from UTn+1 . Now let us observe that, by construction, P[UTn+1 ∈ N(UTn)] = 1.
Moreover, we also have that µUTn is supported on N(UTn). As a consequence we can reduce
ourselves to proving (3.10) when f supported onN(UTn). In particular, it suffices to check the
formula for f(U) = 1{U∈O} for some measurable O ⊆ N(U). Using (3.8) we can rewrite
E
[
f(UTn+1)1{Tn+1−Tn≥t}
∣∣∣FTn]
= P
[
Ψ
A(Ξ[UTn ]
2,Tn ,βTn)
UTn ∈ O, τ(Ξ[UTn ]
2,Tn , βTn) ≥ t|FTn
]
.
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anks to the Markov property of Lemma 3.9, (ΞTn , βTn) is distributed as (Ξ, β) and indepen-
dent from FTn . erefore, we can apply Proposition 3.10 to conclude that
P
[
Ψ
A(Ξ[UTn ]
2,Tn ,βTn )
UTn ∈ O, τ(Ξ[UTn ]
2,Tn , βTn) ≥ t|FTn
]
= µUTn (O) exp(−c(UTn)t)
which is what we wanted to prove.
We now show that (Ut)t≥0 admits L as generator. Let f : U→ R be bounded and mea-
surable. Using that T1 ∼ Exp(−c(U)) and that T2 − T1 ∼ Exp(−c(UT1)) conditionally to
FT1 , it is not hard to show that the chance that there are two or more jumps before time t is
P[T2 ≤ t] = O
(
t2
)
. us,∣∣E [(f(Ut)− f(U))1{T2≤t}]∣∣ ≤ 2‖f‖∞O (t2) .
erefore,
lim
t↓0
E[f(Ut)− f(U)]
t
= lim
t↓0
E
[
(f(UT1)− f(U))1{T1≤t<T2}
]
t
(3.10)
= lim
t↓0
(EµU (f)− f(U))
(
1− e−c(U)t)
t
= α2
∫
A
[f(Ψr,sU)− f(U)] drds+
∑
A∈[U ]2
(f(ΨAU)− f(U)) = Lf(U) (3.11)
and we conclude. 
3.1.4. Construction and analysis of the coupling. In this paragraph we aim at constructing a
coupling between two Markov chains associated to Lwhich start from neighboring points in
U. We begin by fixing a pair U, V ∈ U such that Ψr,sV = U with r < s, r, s /∈ V (see
Figure 1). Next, we define the Markov chain (Ut)t≥0 such that U0 = U as we did in the former
Subsection. To construct the chain (Vt)t≥0 started at V ∈ Uwe use the same noise sources that
U
V
r s
Figure 1. U = Ψr, sV .
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determined (Ut)t≥0. More precisely, pairs that are added or removed from Vt are exactly those
added or removed from Ut up to the time T
U
m that a pair containing either r or s is removed
from Ut. At time T
U
m we have two possibilities:
1) the pair (r, s) is removed from Ut. As (r, s) does not belong to Vt, the two processes
now coincide and will continue moving together.
2) either (r, u) or (u, s), u /∈ {r, s}, is removed from Ut, say for the sake of example (r, u)
is removed. Nothing happens to Vt at time T
U
m . At later times, pairs that are added or
removed from Vt are exactly those added or removed from Ut up to the time T
U
M ≥ TUm
when a pair containing s, say (v, s) for some v, is removed fromUt. At this time the pair
(u, v) is removed from Vt. Now the two processes coincide and will move henceforth
together.
Let us now describe the above construction more rigorously. Clearly, there is a bijection
between Aand the set of unordered pairs {{u, v} : u 6= v, u, v ∈ (0, 1)}. With a lile abuse
of notation, we will at times regard A ∈ Aas a subset of (0, 1) with two elements. First recall
the notation in (3.8). We define the random variable
m := min{k : {r, s} * UTU
k
}.
In this way,
TUm := inf{t ≥ 0 : {r, s} * Ut} (3.12)
is the first time a clock associated to a pair present in U but not in V rings. Further, define
ζ := {r, s} \AUm, η := AUm \ {r, s}.
ζ represents the point between r and s (if any) which is not removed at time TUm , and η is the
point that was removed together with {r, s} \ ζ (see Figure 2). Note that the sets ζ and η have
at most one element, when they are non-empty we shall at times regard them as elements of
(0, 1). We define
M := min{k ≥ m : ζ ∩ UTU
k
= ∅}.
In this way,
TUM = inf{t ≥ TUm : ζ ∩ Ut = ∅}, (3.13)
is the first time aer TUm when a clock involving ζ rings. Both T
U
m and T
U
M are Ft-stopping
times, and we have TUm = T
U
M if and only if ζ = ∅. e event {ζ = ∅} just means that the clock
associated to the pair of (r, s) has rung. Observe that to implement 2), the process Vt must
use the clocks ξ(ζ,u) with u ∈ (0, 1) in place of the clocks ξ(η,u) aer TUm . We shall define a
random bijection σ : Ω→ AA that implements this idea of “switching the clocks”. is allows
to write a formula (see (3.15) below) for the noises that determine Vt via the noises (Ξ, β) that
determine Ut. We set σ := idA on the event {ζ = η = ∅}. Otherwise, ζ and η are singletons
and we set
σ(A) =

A if ζ, η /∈ A or ζ ∪ η = A
(A \ ζ) ∪ η if ζ ∈ A, η /∈ A
(A \ η) ∪ ζ if η ∈ A, ζ /∈ A
, (3.14)
where we used the aforementioned convention of understanding A ∈ A as a subset of (0, 1)
with two elements, and ζ and η as elements of (0, 1). Note that σ is FTUm -measurable, where we
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UTUm
VTUm
r s = ζ u = η
$
(a) Clock of (r, u) rings, u 6= s. Here ζ = s, η = u.
UTUM
VTUM
s = ζ v
u = η
: =
:
(b) e clocks of (ζ, v) in Ut and (η, v) in Vt are synchronised aer
(r, η) dies at UTU
m
.
Figure 2. An illustration of the coupling dynamics.
precise that onAAwe put the standard cylinder σ-algebra. We define the family Γ = {γA}A∈A
by
γAt = ξ
A
t 1{t<TUm}
+
(
ξATUm
+ ξ
σ(A),TUm
t−TUm
)
1{TUm≤t<T
U
M}
+
(
ξATUm
+ ξ
σ(A),TUm
TUM−T
U
m
+ ξ
σ(A),TUM
t−TUM
)
1{t≥TUM}
.
(3.15)
Finally, we define the process (Vt)t≥0 in the same way as in (3.8) and (3.9) by replacing U with
V and Ξ with Γ. Namely, fixing T V0 = 0 andW0 = V , we set recursively the jump times
T Vn+1 − T Vn := τ(Γ[Wn]
2,TVn , βT
V
n ) AVn+1 := A(Γ
[Wn]
2,TVn , βT
V
n ) (3.16)
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and the jump chain
Wn+1 := ΨAVn+1
Wn, n ≥ 0.
As before, we define the continuous time process (V )t≥0 by
Vt :=Wn, if T
V
n ≤ t < T Vn+1, n ≥ 0. (3.17)
We have not shown yet that (Vt)t≥0 is a (c, µ)-Markov chain started in V . e next Lemma
will be fundamental to show that the pair (Ut, Vt)t≥0 is indeed a coupling. It asserts that if we
construct another family Γ by exchanging the increments of ξA with the increments of ξσ(A)
aer a certain time T , the distribution of Γ is the same of Ξ, provided that σ(ω) : A→ A is a
bijection. e proof, being rather technical but standard, is postponed to Appendix A.
Lemma 3.12. Let T be a Ft-stopping time and σ : Ω → AA a random bijection which is FT -
measurable. Define the family {ρA}A∈A by (recall (3.6))
ρAt := ξ
A
t 1{t<T} + (ξ
A
T + ξ
σ(A),T
t−T )1{t≥T}.
en {ρA}A∈A is distributed as Ξ.
Proposition 3.13. e pair (Ut, Vt)t≥0 is a coupling of P
U and PV .
Proof. By definition PU is the law of (Ut)t≥0 on D(R+, U). erefore, the only thing to show
is that PV is the law of (Vt)t≥0 on D(R+, U). For that it is enough to prove that Γ = Ξ in
distribution, since (Vt)t≥0 is constructed as (Ut)t≥0 by simply replacing the driving noise Ξ
with Γ and U with V .
An application of Lemma 3.12 for T = TUm and σ as in (3.14) tells that Θ := {θA}A∈A = Ξ
in distribution, where
θAt := ξ
A
t 1{t<TUm}
+
(
ξATUm
+ ξ
σ(A),TUm
t−TUm
)
1{t≥TUm}
.
Applying again Lemma 3.12 for T := TUM and σ as in (3.14) we obtain that the process Θ :=
{θA}A∈A = Θ in distribution, where
θ
A
t := θ
A
t 1{t<TUM}
+
(
θA
TU
M
+ θ
σ(A),TUM
t−TUM
)
1{t≥TUM}
(this is (3.15)). Using the fact that σ(σ(A)) = A for all A ∈ A, it is possible to see that Θ = Γ,
from which the conclusion follows. 
Let us collect below some properties of the coupling (Ut, Vt) defined above which follow
readily from the construction. From now on, since there is no ambiguity, we write Tm and TM
instead of TUm , T
U
M .
(i) For t < Tm we have Ut = Ψr,sVt = Vt ∪ {r, s} and {r, s} ∩ Vt = ∅.
(ii) For any Tm ≤ t < TM we have Ut = (Vt \ η) ∪ ζ .
(iii) For any t ≥ TM we have Ut = Vt.
(iv) In particular, for all t ≥ 0
d(Ut, Vt) = 1{t<Tm} + 21{Tm≤t<TM}. (3.18)
We finally come to the proof of Proposition 3.3, of formula (3.4) as well as to the proof that
P 00 is the unique invariant distribution of the Markov chain (Ut)t≥0. We start by proving
Proposition 3.3.
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Proof of Proposition 3.3. e first step is to prove that for all t ≥ 0
E[d(Ut, Vt)] ≤ 4 exp(−t/2) + exp(−t), (3.19)
for which we shall use (3.18). We bound P[t < Tm] by P[ξ
(r, s)
t = 0] ≤ exp(−t), since ξ(r, s)
is a Poisson process with rate 1. e second summand of (3.18) will give a contribution of
4 exp(−t/2), using that
{Tm ≤ t < TM} ⊆
{
Tm ≥ t
2
}
∪
{
TM − Tm ≥ t
2
}
.
Note that the second event implies that the coupling has not been successful within time t/2
from Tm, meaning no one of the clocks {ξA : A ∈ [Ut′ ]2, ζ ∈ A, t′ ∈ [Tm, Tm + t/2)} has
rung yet. e proof of (3.19) is now complete.
Let us now show (3.3). LetW1, W2 ∈ U and assume first d(W1,W2) = 1. If we denote by
(Wi,t)t≥0 the process with law P
Wi , i = 1, 2, then by (3.19) and the Lipschitz continuity
|Stf(W1)− Stf(W2)| ≤ |E[f(W1,t)− f(W2,t)]|
≤ E[d(W1,t,W2,t)] ≤ 4 exp(−t/2) + exp(−t).
In the case when d(W1,W2) > 1, it suffices to consider a path of length d(W1,W2) fromW1
toW2 and use the triangular inequality. 
We now show that the Stein equation Lg = f admits a solution for all f ∈ Lip1(U)
with EP 00 [U] = 0 given by the formula (3.4). is follows from convergence-to-equilibrium
estimates included in the next Proposition. For any probability measure ν ∈ P(U), recall that
we denote by ν#St the measure determined by ν#St(A) := Eν [St1A].
Proposition 3.14. Let µ, ν ∈ P(U) be probability measures. en
dW,1(ν#St, µ#St) ≤ (4 exp(−t/2) + exp(−t))dW,1(µ, ν). (3.20)
In particular, P 00 is the only invariant distribution of St. Furthermore, for any f ∈ Lip1(U) such
that EP 00 [f ] = 0 the function
g(U) := −
∫ ∞
0
Stf(U)dt, U ∈ U,
solves Lg(U) = f(U) for all U ∈ U. Moreover g is a 9-Lipschitz function.
Proof. By definition of 1-Wasserstein distance
dW,1(ν#St, µ#St) = sup
f∈Lip1(U)
∣∣∣∣∫ Stf dν − ∫ Stf dµ∣∣∣∣
≤ (4 exp(−t/2) + exp(−t)) sup
g∈Lip1(U)
∣∣∣∣∫ g dν − ∫ g dµ∣∣∣∣
= (4 exp(−t/2) + exp(−t))dW,1(ν, µ),
where we used that Stf is Lipschitz with constant 4 exp(−t/2) + exp(−t). e uniqueness
of the invariant distribution is obvious from (3.20). e fact that g solves Lg = f for f ∈
Lip1(U),EP 00 [f ] = 0 is a simple consequence of four steps: passing to the limit in the equality
f(U)− Suf(U) = −
∫ u
0
LStf(U) dt,
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using Fubini’s eorem, the particular form ofL and
|Suf(U)| = |Suf(U)− EP 00 [f ]| ≤ (4 exp(−t/2) + exp(−t))dW,1(δU , P 00),
which holds thanks to (3.20). e Lipschitz constant of g is obtained also from Proposition 3.3.

3.2. e continuous time random walk on Z.
3.2.1. Seing and notation. In this Section we discuss how the ideas for the random walk on
the hypercube can be transported to the case of a continuous time randomwalk onZ (andmore
generally onZd, see Corollary 3.18). We state the results without detailed proofs, as everything
can be done by repeating almost word by word the arguments of the previous section. We
assume that the walker starts in 0, jumps up by one at rate j+ and down by one at rate j−. We
denote by P 0 the law on D([0, 1];Z) of such walk up to time T := 1. e bridge of the random
walk from and to the origin is given by
P 00(·) := P 0(·|X0 = 0, X1 = 0)
and supported on the space of piecewise constant ca`dla`g paths with initial and terminal point
at the origin and jumps of sizes ±1, which we denote by Π([0, 1];Z). Let
V :=
{
U = (U+, U−) : |U+|, |U−| <∞ and U+ × U− ⊂ (0, 1)2 \∆
}
where∆ := {(u, u), u ∈ (0, 1)}. We consider the map U : D([0, 1];Z)→ Vthat to each path
X ∈ D([0, 1];Z) associates (U+, U−) where U+ ⊂ (0, 1) is the set of times of positive jumps
of X and U− ⊂ (0, 1) is the set of times of negative jumps of X .
As for the case of the hypercube, it will be convenient to characterize P 00 as a measure on
the set of jump times. We observe that Π([0, 1];Z) is in bijection with
U :=
{
U = (U+, U−) ∈ V : |U+| = |U−|
}
.
e bijection is given by the restriction ofU toΠ([0, 1];Z), we denote byX : U→ Π([0, 1];Z)
the inverse. We endow Uwith the σ-algebraU of setsA such thatU−1(A) belongs to the Borel
σ-algebra of D([0, 1];Z).
e perturbations that we choose to characterizeP 00 are those preserving the “parity” of the
path, meaning that they add or remove simultaneously a positive and negative jump. More pre-
cisely we redefineA := (0, 1)2\∆ (and from now on, this notationwill be assumed throughout
the rest of the Section) and for (r, s) ∈ Awe define Ψr,s : U→ U by
Ψr,sU = Ψr,s(U
+, U−) :=

(U+ ∪ {r}, U− ∪ {s}) if r /∈ U+, s /∈ U−,
(U+ \ {r}, U− \ {s}) if r ∈ U+, s ∈ U−,
U otherwise.
We endow Uwith the graph structure induced by the maps {Ψr,s : (r, s) ∈ A}. at is, we say
that U, V ∈ U are neighbors if there is (r, s) ∈ (0, 1)2 \∆ such that U = Ψr,sV , see Figure 3
for an example of two neirest-neighbor paths. We put on U the graph distance d : U×U→ N.
Observe that U is connected, since any point U ∈ Uhas distance |U+| to 0 := (∅, ∅).
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U
V
r s
Figure 3. U = Ψr, sV . e red segment is a +1 jump and the black a −1 jump.
Proposition 3.15. P 00 is the only invariant measure of a Markov process {Ut}t≥0 on U with
generator
Lf(U) := j+j−
∫
A
(f(Ψr,sU)− f(U))drds+
∑
(r,s)∈U+×U−
(f(Ψr,sU)− f(U)) (3.21)
for all f : U→ R bounded and measurable.
Proof. As in the hypercube example (proof of Prop. 3.2) we want to show EP 00 [Lf ] = 0 for
all functions f bounded and measurable. Again we rely on Conforti and Rœlly (2017, Example
28), who give the following integration-by-parts characterization of the bridge measure P 00
on D([0, 1];Z): for all bounded and measurable F : D([0, 1];Z) × (0, 1) × (0, 1)→ R
j+j−EP 00
 ∑
(t1, t2)∈U(X)+×U(X)−
F (X, t1, t2)

=
∫
[0, 1]2
EP 00
[
F
(
X + 1[t1, 1] − 1[t2, 1], t1, t2
)]
dt1dt2 (3.22)
where (t1, t2) ∈ U(X)+ × U(X)− means that Xt−1 + 1 = Xt1 , Xt−2 − 1 = Xt2 (the reader
can compare the notation with the proof of Prop. 3.2). Again we can consider functionals
F (X, t1, t2) of the form G(U(X), t1, t2) with G : U× (0, 1) × (0, 1) → R, and note that
U(X + 1[r, 1] − 1[s, 1]) = Ψr, sU almost everywhere in r and s. Taking G to be a difference,
we can conclude in the same way as in Prop. 3.2 that P 00 is indeed invariant for L (the proof
of uniqueness will follow as a consequence to Prop. 3.16 as we shall see below). 
Below we will rapidly discuss how to construct for any U ∈ U a continuous time Markov
chain {Ut}t≥0 on Uwith generator L and started from U . We will denote by PU the law of
such process on D(R+; U), by EU the corresponding expectation and by
Stf(U) := EU [f(Ut)], f : U→ R
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its semigroup. e construction ofUt via Poisson processeswill be quite convenient in showing
the following key proposition.
Proposition 3.16. For any f ∈ Lip1(U) with EP 00 [f ] = 0, any U, V ∈ U and all t ≥ 0
|Stf(U)− Stf(V )| ≤ (4 exp(−t/2) + exp(−t))d(U, V ). (3.23)
Proposition 3.16 can be proved via a coupling argument. As in the preceding Section, with
a few changes, we construct two processes (Ut)t≥0 and (Vt)t≥0 with generatorL and starting
from neighbouring points U, V ∈ U in such a way that they are at most at distance two and
coalesce in an exponential time. We will provide few details in the next paragraph.
e consequences of Proposition 3.16 are the same as those of the preceding section. In
fact, using (3.23) and the same argument as in Proposition 3.14, we can prove that for any
f ∈ Lip1(U) such that EP 00 [f ] = 0
g(U) := −
∫ ∞
0
Stf(U)dt, (3.24)
is well-defined and solves Lg = f . is allows to obtain the following bound in the Wasser-
stein distance on (U, d) for bridges of random walks on Z with spatially homogeneous jump
rates.
Proposition 3.17. Let P 00, Q00 be the laws of two continuous-time random walk bridges on
[0, 1] with jump rates j+, j− and h+, h− respectively. en
dW, 1(P
00, Q00) ≤ 9 |j+j− − h+h−| .
Proof. Given Proposition 3.16, the proof is analogous to the hypercube case. e difference in
a factor two in the constant comes from the fact that we are integrating over (0, 1)2 \∆ rather
than {(u, v) ∈ (0, 1)2 : u < v}. is is beer explained by saying that in the hypercube case
jumping up or down is the same thing. 
e same argument as in Corollary 3.8 leads to a bound for the distance between bridges of
random walks on Zd. We will omit the proof.
Corollary 3.18. Let d ≥ 2 and let P 0, d andQ0, d be the laws of two bridges of random walks on
Zd with jump rates j(i)+ , j
(i)
− resp. h
(i)
+ , h
(i)
− in the i-th coordinate. en,
dW, 1(P
0, d, Q0, d) ≤ 9
d∑
i=1
∣∣∣j(i)+ j(i)− − h(i)+ h(i)− ∣∣∣ .
Remark 3.19. Once again, we wish to stress that the bound in Proposition 3.17 (resp. Corol-
lary 3.18) is compatible with what is known about conditional equivalence for bridges of random
walks on Z (resp. Zd) with spatially homogeneous jump rates. Indeed, two random walk share
their bridges if and only if j+j− = h+h−.
Coupling construction. e construction of a Markov process with generator L can be per-
formed similarly to the previous section defining on a common probability space (Ω,F,P) a
family of independent identically distributed Poisson processes Ξ := {ξA}A∈A with rate one
and a Poisson random measure β on R+ × A with intensity j+j−λ ⊗ λA, where λ is the
Lebesgue measure on R+ and λA is the Lebesgue measure on A. Using the noises (Ξ, β), it is
now straightforward to construct inductively a continuous-time Markov chain (Ut)t≥0 started
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in U ∈ U by sampling the interarrival times as in (3.8) and (3.9). In words, the dynamics fol-
lows a birth-and-deathmechanism. Birth occurs aer an exponentially distributed time of rate
j+j−, when a pair positive-negative jump (r, s) is sampled uniformly from A, r is added to
U+t , and s is added to U
−
t . Death occurs at rate U
+
t U
−
t when a pair (r, s) is sampled uniformly
from U+t × U−t , r is removed form U+t and s from U−s . It follows from the same argument of
Lemma 3.11 that (Ut)t≥0 has generator L. We denote by P
U its law on D(R+; U), by EU the
corresponding expectation and by (St)t≥0 its semigroup.
Wewill describe in words the coupling constructionwhich is based on the one for the hyper-
cube of Subsubsection 3.1.4. To simplify the exposition, by “adding (removing) (u, v) to (from)
UTU
k
” we mean that u is added to (removed from) U+
TU
k
and v is added to (removed from) U−
TU
k
.
Following closely the notation used for the hypercube, we consider the times {TUk : k ∈ N},
representing the jump times of the chain (Ut)t≥0 and the sequence {AUk : k ∈ N}, represent-
ing the pair in Awhich is either added or removed from the chain at time TUk .
Let us begin by fixing U, V ∈ U such that U = Ψr,sV with r /∈ V + and s /∈ V − as in
Figure 3. We want to construct a coupling (Ut, Vt)t≥0 of P
U and PV . Our coupling works
algorithmically as follows: we start at time k = 0. For all k such that both r ∈ U+
TUk
and
s ∈ U−
TU
k
1) add(remove) simultaneously the same points to(from)V +
TUk
, V −
TUk
that are added to(removed
from) U+
TU
k
, U−
TU
k
. In other words we use the clocks {ξ(u,v), (u, v) ∈ U+
TU
k
× U−
TU
k
} to
remove r from V +
TU
k
and s from V −
TU
k
and the process β in order to add new pairs.
Letm := inf{k : either r /∈ U+
TU
k
or s /∈ U−
TU
k
} so that, as before,
TUm := inf{t > 0 : either r /∈ U+t or s /∈ U−t },
and the pairAUm is removed at timeT
U
m is of the form (r, s) or (r, w) or (w, s) for somew 6= r, s.
For the sake of example, say thatAUm = (r, w), w 6= s, is the pair that is removed at time TUm .
en
2) AUm is removed from UTUm and nothing happens in VTUm . Set ζ to be the point between
r and s which is not removed (in our example ζ := s) and η the point that is neither r
or s and that is removed (in our example η := w) (see Figure 4).
3) For t > TUm repeat 1) with the difference that for the dynamic (Vt)t≥0 we replace each
clock ξ(u, η) with the clock ξ(u, ζ) for any u ∈ (0, 1).
e algorithm is built in such a way that at the first instant TUM > T
U
m when a Poisson clock
involving ζ rings the two dynamics will coincide and continue together almost surely. By
construction, we have that almost surely for all t ≥ 0
d(Ut, Vt) = 1{t<TUm} + 21{TUm≤t<TUM}
, (3.25)
which leads immediately to the following.
Proof of Proposition 3.16. As a first step one uses (3.25) to show that for all U, V ∈ U such that
d(U, V ) = 1 and all t ≥ 0
E[d(Ut, Vt)] ≤ (4 exp(−t/2) + exp(−t)).
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From here, (3.23) is derived in the same way as for the hypercube case. 
UTUm
VTUm
r s = ζ w = η q
$
(a) Clock of (r, w) rings. Here ζ = s, η = w.
UTUM
VTUM
s q
w
: =
:
(b) e clocks of (q, s) in U and (q, w) in V are synchronised aer
(r, w) dies in U .
Figure 4. An illustration of the coupling dynamics.
Mimicking the proof of Proposition 3.14 we can now state the following consequence of
Proposition 3.16:
Proposition 3.20. Let µ, ν ∈ P(U) be probability measures. en,
dW,1(ν#St, µ#St) ≤ (4 exp(−t/2) + exp(−t))dW,1(µ, ν). (3.26)
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In particular, P 00 is the only invariant distribution of St. Furthermore, for any f ∈ Lip1(U) such
that EP 00 [f ] = 0
g(U) := −
∫ ∞
0
Stf(U)dt, U ∈ U
solves Lg(U) = f(U) for all U ∈ U and
|g(U) − g(V )| ≤ 9d(U, V ), ∀U, V ∈ U. (3.27)
3.3. Non-homogeneous continuous-time random walks. In this Subsection we consider
continuous time random walks bridges on the integers with possibly non-homogeneous jump
rates. Generalizations to higher dimensions can be obtained in the same fashion as Corol-
lary 3.8. Recall thatP 00 of Subsection 3.2 is the law of a randomwalk bridgewith homogeneous
jump rates j+, j−. To simplify maers, we fix the rates as j− = j+ := 1.
We will use the same seing of subsection 3.2.1. In particular we will consider the set U
of jump times that uniquely identifies a bridge, the map U that associates to a bridge X its
jump times U(X) = (U(X)+,U(X)−) and its inverse X which allows to reconstruct the path
from the jump times. We will oen regard measures on the path space as measures on the set
U via the pushforward U. Define on D([0, 1]; Z) the law P of a random walk X on Z with
infinitesimal generator
Gf(j) := a(j)(f(j + 1)− f(j)) + b(j)(f(j − 1)− f(j)), j ∈ Z (3.28)
where f : Z→ R has bounded support and a, b : Z→ (0, +∞) are the jump rates.
Let us write P00 for the bridge of X conditioned to be at 0 at time 1:
P
00 (X ∈ ·) := P (X ∈ ·|X0 = 0, X1 = 0) .
Wewant to get bound in theWasserstein distance on (U, d) betweenP 00 andP00. For that we
shall implement the strategy presented in Remark 1.1. e first step is to identify an operator
which admits P00 as invariant measure. is is achieved using the observation A). Define for
X ∈ D([0, 1];Z)
M(X) := exp
(
−
∫ 1
0
Ξ(Xt−)dt
) ∏
t∈U(X)+
a(Xt−)
∏
s∈U(X)−
b(Xs−), (3.29)
where Ξ(j) := a(j) + b(j) is the total jump rate at j ∈ Z.
en, we have the following Proposition.
Proposition 3.21. P00 is an invariant law for the generator Gon U defined by
Gf(U) :=
∫
[0, 1]2
(f(Ψu, vU)− f(U))M(X(Ψu,vU))
M(X(U))
dudv
+
∑
u∈U+,v∈U−
(f(Ψu, vU)− f(U)) (3.30)
for any f : U→ R bounded and measurable.
Remark 3.22. Note that we do not need to know thatP00 is the unique law satisfying the above
Proposition. We will only use for our purposes that P00 is one such law.
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Remark 3.23. It is possible to extend the proposition above and the considerations that follow
to jump rates a(t, j), b(t, j), j ∈ Z, that also depend on time. For that it suffices to identify the
suitable change of measure dP/dP , which in fact is available in Conforti and Le´onard (2016).
Proof. e main idea of this proof is the following: we begin by working on the path space,
where IBP formulas are available, and in the endwewill transfer the results to the set U, finally
proving that EP00 [Gf ] = 0 for all f : U× [0, 1] × [0, 1] → R bounded and measurable. We
begin by noticing that Girsanov’s formula (cf. Conforti and Le´onard (2016, Section 3, Eq. (13)))
yields
dP00
dP 00
(X) ∝ exp
 ∑
t:Xt− 6=Xt
log
(
a(Xt−)1{t∈U(X)+} + b(Xt−)1{t∈U(X)−}
)
−
∫ 1
0
(a(Xt−) + b(Xt−)) dt
)
= exp
(
−
∫ 1
0
(a(Xt−) + b(Xt−))dt
) ∏
t∈U(X)+
a(Xt−)
∏
s∈U(X)−
b(Xs−) =M(X).
Consider now (3.22) for a random walk bridge with unit jump rates. Take as test function
F (X, u, v)M(X)
where F is any bounded and measurable function. By multiplying and dividing the le-hand
side by the Radon-Nikodym derivative (3.29) we obtain
EP00
[∫
[0, 1]2
F (X + 1[u, 1] − 1[v, 1], u, v)
M(X + 1[u, 1] − 1[v, 1])
M(X)
dudv
]
= EP00
 ∑
(u, v)∈U(X)+×U(X)−
F (X, u, v)
 .
As before, we now pass to the image measure, i.e. we choose F (X, u, v) := G(U(X), u, v)
with G : U× (0, 1) × (0, 1)→ R. We thus obtain
EP00
[∫
[0, 1]2
G(Ψu, vU, u, v)
M(X(Ψu,vU))
M(X(U))
dudv
]
= EP00
 ∑
(u, v)∈U+×U−
G(U, u, v)
 .
e conclusion follows by choosing
G(U, u, v) := f(U)− f(Ψu, vU). 
Having the generator, we can now employ the Stein-Chen method to obtain a bound in the
Wasserstein distance as desired. Recall that∆ is the diagonal of [0, 1]2.
Corollary 3.24. Let P 00 be as in Subsection 3.2 with unit jump rates. Let P00 be the law of
a continuous-time random walk bridge with rates a(·), b(·) as above. If M is as in (3.29) and
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∇u, v logM(U) := (M(X(U)))−1(M(X(Ψu, vU))−M(X(U))) then
dW, 1
(
P
00, P 00
) ≤ 9EP00
[
sup
(u, v)∈(0, 1)2\∆
|∇u, v logM(U)|
]
.
Proof. Let
H(U, u, v) :=
M(X(Ψu,vU))
M(X(U))
(3.31)
for any U ∈ U, (u, v) ∈ (0, 1)2 \∆. We begin by observing that if g solves
Lg = f, f ∈ Lip1(U), EP 00 [f ] = 0,
(cf. (3.24)) we can bound the 1-Wasserstein distance betweenP00 and P 00 by computing
|EP00 [Lg − Gg]| ≤ EP00
[∫
[0, 1]2
|g(Ψu,vU)− g(U)| |H(U, u, v)− 1| dudv
]
Eq. (3.27)
≤ 9EP00
[∫
[0, 1]2
|H(U, u, v)− 1| dudv
]
. (3.32)
To conclude, observe that
H(U, u, v)− 1 = ∇u, v logM(U). 
Remark 3.25 (Bridges and reciprocal characteristics). e bound in Corollary 3.24 is compatible
with the results of Conforti and Le´onard (2016) on conditional equivalence for bridges, in the sense
that we show that two random walks with the same bridges on Z satisfy the same estimate. In
fact Conforti and Le´onard (2016, eorem 2.4) show that two random walks have the same bridges
if and only if the quantities a(i)b(i+1) and Ξ(i+1)−Ξ(i) coincide for all i ∈ Z. e functions
i 7→ a(i)b(i+1) and i 7→ Ξ(i+1)−Ξ(i) are known in the literature under the name of reciprocal
characteristics. ey naturally identify two important families of random walk bridges:
• the bridges of reversible random walks, when a(i)b(i + 1) is constant,
• the bridges of constant speed random walks, when Ξ(i+ 1)− Ξ(i) is zero.
We will now consider these two types of bridges and will give quantitative bounds on the
approximation by the bridge of the simple random walk in the 1-Wasserstein distance.
3.3.1. e case of continuous-time reversible random walks. Assume that
a(j)b(j + 1) = 1 (3.33)
for all j ∈ Z. In this case,P is the law of a reversible random walk on Z. A reversible measure
π can be found, up to a multiplicative constant, by imposing
π(j + 1) = π(j)a(j)2, ∀ j ∈ Z.
Moreover,M as defined in (3.29) takes the form
M(X) := exp
(
−
∫ 1
0
(
a(Xt−) + b(Xt−)
)
dt
)
.
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is is due to the fact that, since |U(X)+| = |U(X)−| and X is a bridge, we can define a
bijection m : U(X)+ → U(X)− such that Xm(t) = Xt + 1 for all t ∈ U(X)+ and use
a(j)b(j + 1) = 1 to simplify. In particular,
∇u, v logM(U) = exp
(
−
∫ max{u, v}
min{u, v}
∇sgn(v−u)Ξ(X(U)t−)dt
)
− 1
where Ξ(j) := a(j) + b(j) is the total jump rate at j ∈ Z and we have set ∇±h(i) := h(i ±
1) − h(i) for h : Z → R. is can be used as a starting point to get distance bounds. For
example we can immediately prove the following universal bound which depends only on the
speed of the random walk.
Proposition 3.26. Let P00 be the law of the bridge of a continuous-time random walk satisfy-
ing (3.33) and for which there exists κ > 0 such that for all j ∈ Z
|Ξ(j + 1)− Ξ(j)| ≤ κ.
en
dW, 1
(
P
00, P 00
) ≤ 9(2 · eκ − 1− κ
κ2
− 1
)
.
Proof. is is a direct consequence of (3.32) and the bound
exp(−κ|u− v|)− 1 ≤ ∇u, v logM(U) ≤ exp(κ|u− v|)− 1, ∀u, v ∈ (0, 1). 
3.3.2. e case of continuous-time constant-speed random walk. We would like now to provide
some explicit bounds for a certain class of random walk bridges on Z whose underlying ran-
dom walk measure has constant speed. Namely, also in the measure-theoretic seing of sub-
section 3.2.1, we will consider the randomwalkPwhose generatorG is given in equation (3.28)
and whose jump rates a, b : Z→ (0, +∞) satisfy
Ξ(j + 1)− Ξ(j) = κ, ν ≤ a(j)b(j + 1) ≤ µ, ∀ j ∈ Z, (3.34)
where µ ≥ ν > 0. Notice that the walk does not need to be reversible. Its bridge will, as before,
have law
P
00(X ∈ ·) := P(X ∈ ·|X0 = 0, X1 = 0).
Our target process will remain the same of the previous pages, that is, the random walk bridge
with unit jump rates whose law is P 00; any choice of homogeneous jump rates is also possible.
In fact, the only thing that we need is that we can solve the Stein’s equation forLassociated to
P 00 and provide estimates for the solution. Generalization to higher dimensions, e.g. random
walks on Zd, are also possible.
eorem 3.27. In the above seing
dW, 1(P
00, P 00) ≤ 9
(
µ · I0(2µ/
√
ν)
I0(2
√
ν)
−√µν + |1−√µν|
)
where I0 is the modified Bessel function of the first kind.
Remark 3.28. Observe that with the choice µ = ν we find back the bound as in Proposition 3.17.
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Proof. LetP 00λ be the bridge of a randomwalk onZwith jump rates j+, j− such that j+j− = λ,
λ > 0. en
dW,1(P
00, P 00) ≤ dW,1(P 00λ , P 00) + dW,1(P00, P 00λ ). (3.35)
Clearly, by Proposition 3.17 we have dW,1(P
00
λ , P
00) ≤ 9|1− λ|. We now proceed to estimate
the second contribution, which boils down to geing estimates for the ratio (3.31). Since (3.34)
ensures that a(Xt−) + b(Xt−) = κ for all t, we can replace this in (3.29) and get
M(X) = exp(−κ)
∏
t∈U(X)+
a(Xt−)
∏
s∈U(X)−
b(Xs−),
We claim that
Claim 3.29. For every X ∈ Π([0, 1];Z) and uniformly over u, v ∈ (0, 1), u 6= v
ν · (ν/µ)|U(X)+| ≤ M(X + 1[u, 1] − 1[v, 1])
M(X)
≤ µ · (µ/ν)|U(X)+|.
It follows by the same technique as in Corollary 3.24 and Claim 3.29 that
dW,1(P
00
λ ,P
00) ≤ 9EP00
[∣∣∣µ(µ/ν)|U(X)+| − λ∣∣∣ ∨ ∣∣∣ν(ν/µ)|U(X)+| − λ∣∣∣] .
We see that choosing λ :=
√
µν entails∣∣∣µ(µ/ν)|U(X)+| −√µν∣∣∣ ∨ ∣∣∣ν(ν/µ)|U(X)+| −√µν∣∣∣ ≤ µ(µ/ν)|U(X)+| −√µν,
thus, all is le to do is to find a bound for
µEP00
[
(µ/ν)|U
+|
]
,
where with a slight abuse of notation we have pushed forward the measure EP00 via U, thus
callingU := U(X). Hence it will suffice to bound the exponential moments of |U+|. Introduce,
for t ∈ R, the Laplace transform φ(t) := EP00 [exp(t|U+|)] under P00 as well as ξ(t) :=
EP 00 [exp(t|U+|)]. By change of measure
φ(t) =
EP 00 [e
t|U+|+logM(X(U))]
EP 00 [e
logM(X(U))]
.
Since |U+| = |U−| and (3.34) holds, one can derive the bound
|U+| log ν − κ ≤ logM(X(U)) ≤ |U+| log µ− κ
for every U , so that we get the following two-sided estimate:
ξ(log ν + t)
ξ(log µ)
≤ φ(t) ≤ ξ(log µ+ t)
ξ(log ν)
.
Under the law P 00, |U+| has the law described in Subsection 1.3, that is, Poi(1)⊗Poi(1) con-
ditioned on the diagonal. A direct computation on the Laplace transform following from (1.11)
yields that
ξ(t) =
I0(2e
t/2)
I0(2)
.
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erefore we can set t := log(µ/ν) and obtain
µEP00
[
(µ/ν)d(U, 0)
]
= µφ(log(µ/ν)) ≤ µ · I0(2µ/
√
ν)
I0(2
√
ν)
. (3.36)
Finally (3.36), together with (3.35) and the fact that we chose λ =
√
µν , gives the bound. 
Proof of Claim 3.29. We prove that P00-almost surely
M(X) ≤ exp(−κ)µ|U+(X)|. (3.37)
An identical arguments can then be used to show thatM(X) ≥ νU+(X); the claim then easily
follows observing that |U+(X + 1[u, 1] − 1[v, 1]))| = |U+(X)| + 1. Let us prove (3.37) by
induction on |U+(X)|. e case |U+(X)| = 0 is obvious, since the only path verifying this
condition which is also in the support of P00 is the zero path. Let |U+| = n + 1. en either
Xt > 0 for some t ∈ (0, 1) or Xt < 0 for some t ∈ (0, 1); we assume w.l.o.g. that the first
condition is met. Define M := maxt∈[0,1]Xt, τM := inf{t : Xt = M}, and θM as the first
jump time ofX aer τM . Observe that, by construction,
τM ∈ U(X)+, θM ∈ U(X)−, and (XτM−,XτM ,XθM ) = (M − 1,M,M − 1). (3.38)
Consider now the path Z obtained by removing the jumps at τM , θM , i.e.
Z = X − 1[τM , 1] + 1[θM , 1].
By construction Xt and Zt coincide outside [τM , θM ) and Zt makes no jumps in [τM , θM ],
whereas in the same intervalX goes first fromM−1 toM (at τM ) and then fromM toM −1
(at θM ), see (3.38). us we have
M(X) =M(Z)a(M − 1)b(M).
Since |U(Z)+| = n, the conclusion follows using the inductive hypothesis and (3.34). 
3.4. An approximation scheme for the simple random walk bridge. In this Subsection
we will be interested in schemes for approximating the continuous-time random walk bridge
with rates j+ = j− := 1. Its law P
00 has been defined in Subsection 3.2.
Let N ∈ N be fixed. Consider a sufficiently large probability space (Ω,F, Q) on which we
can define independent random variables ξ1, . . . , ξN , τ1, . . . τN such that for all j = 1, . . . , n
Q(ξj = 1) = Q(ξj = −1) = 1/N, Q(ξj = 0) = 1− 2/N
and τj is uniformly distributed on Ij := ((j − 1)/N, j/N ]. We define the process Y with
values in D([0, 1];Z) via
Yt :=
N∑
j=1
ξNj 1[τj , 1](t), t ∈ [0, 1],
and call P 0N its law. Let P
00
N be the distribution of its bridge:
P 00N (·) = P 0N (·|Y1 = 0).
e bridge measure P 00N is clearly supported in Π([0, 1];Z) which is in bijection with U. As in
the previous sections, we shall still use the notation P 00N for the pushforward of P
00
N through
U. In this subsection we shall prove the following.
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eorem 3.30. For all N ∈ N we have
dW,1(P
00
N , P
00) ≤ 1
N
· 9
(
9N3 − 54N2 + 64N − 16)
(N − 2)3 .
e theorem will be proved at the end of the Section. As usual, we make no distinction
between P 00N and its push forward through U.
e first step towards the proof of the result is exhibiting a dynamics for which P 00N is
invariant. erefore for every U ∈ U define
B(U) :=
{
(r, s) ∈ A : ⌈rN⌉ 6= ⌈sN⌉ and (I⌈rN⌉ ∪ I⌈sN⌉) ∩ (U+ ∪ U−) = ∅
}
where recall thatA := (0, 1)2 \∆. Consider the operator defined for any bounded measurable
function f : U→ R as
L
Nf(U) :=
(
1− 2
N
)−2 ∫
B(U)
(f(Ψr,sU)− f(U))drds+
∑
(r,s)∈U+×U−
(f(Ψr,sU)− f(U)).
(3.39)
We will show below that such an operator admits P 00N as invariant distribution. To do so, first
we want to calculate dP 00N /dP
00. In fact, the knowledge of the Radon–Nikodym derivative
can be used to derive an integration by parts formula for P 00N by bootstrapping that of P
00 in
the spirit of (1.10) and subsequent discussion.
Lemma 3.31. Let
S = {U : |(U+ ∪ U−) ∩ Ij| ≤ 1 for all j = 1, . . . , N}. (3.40)
We have
dP 00N
dP 00
(U) =
1
Z
1{U∈S}
(
1− 2
N
)N−2|U+|
.
Proof. Recall that P 0 is the law of the continuous time random walk started at 0, without
conditioning at the terminal point. We prove that
dP 0N
dP 0
(U) = e2
(
1− 2
N
)N−2|U+|
1{U∈S} =: M(U), (3.41)
e conclusion then follows from the fact that the conditional density dP
00
dP 00N
is equal to dPdPN
up to a multiplicative constant, and that P 00N (|U |+ = |U−|) = 1. It follows from the construc-
tion of Y that P 00N (S) = 1. Moreover, we observe that a basis for the restriction to S of the
canonical sigma algebra is given by events of the form
A =
⋂
j=1,...,N
i=1,...,L
{|U+ ∩ (a+ij , b+ij ]| = k+ij} ∩ {|U− ∩ (a−ij , b−ij ]| = k−ij} (3.42)
where, for all 1 ≤ j ≤ N , we have that∑Li=1(k+ij+k−ij) ≤ 1, that the intervals {(a+ij , b+ij ] : i =
1, . . . , L} form a disjoint partition of Ij and so do the intervals {(a−ij , b−ij] : i = 1, . . . , L}.
us all what we have to show is that for an event A as in (3.42) we have
P 0N (A) = EP 0 [M1A] .
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Since
M ≡ e2
(
1− 2
N
)N−∑i,j(k+ij+k−ij)
on A, we can equivalently show that
P 0N (A) = e
2
(
1− 2
N
)N−∑i,j(k+ij+k−ij)
P 0(A).
To check this define
J+ :=
{
j :
L∑
i=1
k+ij = 1
}
, J− :=
{
j :
L∑
i=1
k−ij = 1
}
and for all j ∈ J+ (resp. J−) define ij as the only index such that k+ijj = 1 (resp. k−ijj = 1).
en, sinceU+ andU− underP 0 are distributed as a Poisson point process withmeanmeasure
the Lebesgue measure,
P 0(A) = e−2
∏
j∈J+
(b+ijj − a+ijj)
∏
j∈J−
(b−ijj − a−ijj)
On the other hand, using the explicit construction of Y ,
P 0N (A) =
∏
j∈J+
Q
(
ξj = 1, τj ∈ [a+ijj, b+ijj)
) ∏
j∈J−
Q
(
ξj = −1, τj ∈ [a−ijj, b−ijj)
)
×
×
∏
j /∈J−∪J+
Q(ξj = 0)
=
(
1− 2
N
)N−∑i,j(k+ij+k−ij) ∏
j∈J+
(b+ijj − a+ijj)
∏
j∈J−
(b−ijj − a−ijj)
= e2
(
1− 2
N
)N−∑i,j(k+ij+k−ij)
P 0(A),
where we used the fact that |J+ ∪ J−| =∑i,j(k+i,j + k−ij). e Lemma is now proven. 
Proposition 3.32. P 00N is invariant forL
N , i.e. for all f : U→ R bounded and measurable
EP 00N
[LNf ] = 0. (3.43)
Proof. LetM be the density given in (3.41) and S as in (3.40). Using the fact that
M(U) = 0⇒M(Ψr,sU) = 0, (r, s)− almost everywhere,
we can reason exactly as in Proposition 3.21, to obtain that for all f bounded and measurable
EP 00N
∫
A
(f(Ψr,sU)− f(U))M(Ψr,sU)
M(U)
drds+
∑
(r,s)∈U+×U−
(f(Ψr,sU)− f(U))
 = 0.
Assume thatU ∈ S and (r, s) /∈ B(U); then either one among I⌈Nr⌉∩U+, I⌈Nr⌉∩U−, I⌈Ns⌉∩
U+, I⌈Ns⌉∩U− is non-empty or ⌈Nr⌉ = ⌈Ns⌉. Assume that I⌈rN⌉∩U+ 6= ∅, the other cases
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being completely analogous. en (Ψr,sU)
+ ∪ (Ψr,sU)− has at least two points in I⌈rN⌉ and
thus is not in S. erefore
(r, s) /∈ B(U)⇒ M(Ψr,sU)
M(U)
= 0.
In the same way, one can show that (r, s) ∈ B(U) ⇒ Ψr,sU ∈ S. Moreover, since (Ψr,sU)+
has exactly one element more than U+,
M(Ψr,sU)
M(U)
=
(
1− 2
N
)−2
.
Summing up,
M(Ψr,sU)
M(U)
=
(
1− 2
N
)−2
1{(r,s)∈B(U)} P
00
N -a.s.
from which the conclusion follows. 
Having identified in LN an operator which has P 00N as invariant distribution, we are ready
to prove eorem 3.30.
Proof of eorem 3.30. Arguing as in Corollary 3.24, we are le to evaluate
dW,1(P
00
N , P
00) ≤ 9 sup
g∈Lip1(U)
EP 00N
[|Lg −LNg|] .
Using the explicit form ofL in (3.21),LN in (3.39) and the fact that g is 1-Lipschitz, we readily
obtain the bound (λ here denotes the Lebesgue measure on [0, 1]2)
|Lg −LNg| ≤
((
1− 2
N
)−2
− 1
)
λ(B(U)) + λ(A\B(U))
=
((
1− 2
N
)−2
− 1
)
+
(
2−
(
1− 2
N
)−2)
λ(A\B(U)). (3.44)
Define for 1 ≤ i, j ≤ N , the square Sij := Ii × Ij and for any v ∈ U+ ∪ U− the index
kv as that of the interval Ikv containing v. Note that k
v is P 00N -almost surely a bijection. As a
consequence the family {kv}v∈U+∪U− is made of |U+|+|U−| = 2|U+| elements. Also observe
that, by definition of B(U), we have that
Sij 6⊂ B(U)⇒ i = j or one between i, j equals kv for some v ∈ U+ ∪ U−. (3.45)
Since there are less than 4N |U+|+N pairs (i, j) verifying (3.45), thenA\B(U) is contained
in the union of at most 4N |U+|+N squares, each having areaN−2. us we obtain the bound
λ(A\B(U)) ≤ 4
N
|U+|+ 1
N
. (3.46)
All what is le to do is to estimate EP 00N
[|U+|]. Plugging f(U) := |U+| into (3.43), we obtain
EP 00
N
[|U+|2] =
(
1− 2
N
)−2
EP 00
N
[λ(B)] ≤
(
1− 2
N
)−2
,
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from which we deduce, aer an application of Jensen’s inequality that
EP 00N
[|U+|] ≤
(
1− 2
N
)−1
. (3.47)
e conclusion then follows taking the expectation under P 00N in (3.44) and using (3.46)-(3.47).

Appendix A. Proof of Lemma 3.12
We recall here the statement of the Lemma, for the reader’s convenience.
Lemma. Let T be a Ft-stopping time and σ : Ω → AA a random bijection which is FT -
measurable. Define the family {ρA}A∈A by (recall (3.6))
ρAt := ξ
A
t 1{t<T} + (ξ
A
T + ξ
σ(A),T
t−T )1{t≥T}.
en {ρA}A∈A is distributed as Ξ.
Proof. Observe that ρ coincides with ξ up to time t < T , and for t ≥ T
ρAt = ξ
A
T + ξ
σ(A)
t − ξσ(A)T .
Since the family {ξA}A∈A is obtained by choosing σ ≡ idA it is sufficient to show that for any
family A′ := {A1, .., An} ⊆ Aof pairwise disjoint subsets, any 0 ≤ t0 < t1 < · · · < tm and
any bounded F-measurable functions (fkj)1≤j≤n,1≤k≤m, the quantity
E
 ∏
1≤k≤m
1≤j≤n
fkj
(
ρ
Aj
tk
− ρAjtk−1
)
is independent of the the particular random bijection σ : Ω → AA. We can w.l.o.g. restrict to
the case when P(T ∈ Θ) = 1 and P(σ ∈ S) = 1 for some finite sets Θ ⊂ [0, +∞) and S a
subset of bijections of A. e general case follows with a standard approximation argument.
We have
E
 ∏
1≤k≤m
1≤j≤n
fkj
(
ρ
Aj
tk
− ρAjtk−1
) = ∑
θ∈Θ, π∈S
E
 ∏
1≤k≤m
1≤j≤n
fkj
(
ρ
Aj
tk
− ρAjtk−1
)
1{T=θ, σ=π}
 .
(A.1)
Fix now θ and π and call kθ the smallest index k such that tk ≥ θ. Since σ is a bijection of
A there exist B1, .., Bn ∈ A all different such that π(Aj) = Bj for all 1 ≤ j ≤ n. Using the
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definition of ρ one deduces
E
 ∏
1≤k≤m
1≤j≤n
fkj
(
ρ
Aj
tk
− ρAjtk−1
)
1{T=θ,σ=π}
 = E
 ∏
1≤k≤kθ−1
1≤j≤n
fkj
(
ξ
Aj
tk
− ξAjtk−1
)
×
×
∏
1≤j≤n
fkj
(
ρ
Aj
tkθ
− ρAjtkθ−1
) ∏
kθ+1≤k≤m
1≤j≤n
fkj
(
ξ
Bj
tk
− ξBjtk−1
)
1{T=θ,σ=π}
 . (A.2)
Since σ is FT -measurable and θ ≤ tkθ the event {T = θ, σ = π} belongs to Ftkθ . e
random variable ξ
Bj
tk
− ξBjtk−1 is a Poisson of parameter tk− tk−1 independent from Ftk−1 for all
k ≥ kθ +1, and hence from Ftkθ . We can therefore use the independence of the increments of
the Poisson processes and their stationarity to conclude that the right-hand side of (A.2) equals∏
kθ+1≤k≤m
1≤j≤n
µtk−tk−1(fkj)×
E
 ∏
1≤k≤kθ−1
1≤j≤n
fkj
(
ξ
Aj
tk
− ξAjtk−1
) ∏
1≤j≤n
fkj
(
ρ
Aj
tkθ
− ρAjtkθ−1
)
1{T=θ,σ=π}
 . (A.3)
Now for all 1 ≤ j ≤ n one sees that(
ρ
Aj
tkθ
− ρAjtkθ−1
)
1{T=θ,σ=π} =
(
ξ
Bj
tkθ
− ξBjθ + ξ
Aj
θ − ξ
Aj
tkθ−1
)
1{T=θ,σ=π}.
e random variable ξ
Bj
tkθ
−ξBjθ is a Poisson of parameter tkθ−θ independent from Fθ , whereas
both ξ
Aj
θ and ξ
Aj
tkθ−1
are Fθ-measurable. is observation gives, using again independence, that
E
 ∏
1≤k≤kθ−1
1≤j≤n
fkj
(
ξ
Aj
tk
− ξAjtk−1
) ∏
1≤j≤n
fkj
(
ρ
Aj
tkθ
− ρAjtkθ−1
)
1{T=θ,σ=π}

= E
[ ∏
1≤k≤kθ−1
1≤j≤n
fkj
(
ξ
Aj
tk
− ξAjtk−1
) ∏
1≤j≤n
µtkθ−θ(f
∗
kθj
)1{T=θ,σ=π}
]
. (A.4)
Here for all j = 1, . . . , n we have defined f∗kθ,j as the function
z 7→ fkθ,j
(
ξ
Aj
θ − ξ
Aj
tkθ−1
+ z
)
.
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Puing together (A.1)-(A.5) we arrive to
E
 ∏
1≤k≤m
1≤j≤n
fkj
(
ρ
Aj
tk
− ρAjtk−1
) =∑
θ∈Θ
∏
kθ+1≤k≤m
1≤j≤n
µtk−tk−1(fkj) ×
×E
[ ∏
1≤k≤kθ−1
1≤j≤n
fkj
(
ξ
Aj
tk
− ξAjtk−1
) ∏
1≤j≤n
µtkθ−θ(f
∗
kθj
)1{T=θ}
]
.
Since this last expression is independent from σ the conclusion follows. 
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