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Il crescente numero di servizi  offerti all'utenza sfruttando le tecnologie di rete, ha fatto scaturire 
   
la necessità di sviluppare degli strumenti capaci di monitorare non solo la rete in quanto tale 
(router, switch, ecc...), ma anche i servizi erogati (web servers, E-mail servers, DNS Servers, 
ecc.). 
Lo scopo di un sistema di monitoraggio è quello di tenere costantemente informati 
system/network administrator di una organizzazione, sullo stato delle macchine e dei servizi in 
modo da poter intervenire rapidamente in caso di necessità. 
L’Istituto di Informatica e Telematica del Consiglio Nazionale delle Ricerche (IIT - CNR), 
gestisce molteplici servizi sia verso l'interno che verso l'esterno: nasce perciò  la necessità che 
ogni amministratore venga informato tempestivamente di ogni eventuale problema. 
 
 
1. Monitoraggio dei servizi  
   
1.1. Aspetti tecnici 
 
1.1.1. Locazione dei servizi e controllo sul loro stato di funzionamento 
 
Una  rete è un insieme di calcolatori collegati fra loro. A livello fisico le informazioni che si 
scambiano viaggiano sotto forma di segnali elettrici. 
Internet è a sua volta una rete di reti (fig.1): dalla più piccola rete domestica (LAN), alla rete di 




Se prendiamo come esempio un frammento di una possibile rete vedremo che essa è formata da 
un certo numero di macchine. Elenchiamo alcune di queste macchine: per esempio gli hosts che 
possono essere usati come  client e/o server; i Bridges, i Routers, gli Switches ecc. Mentre gli 
ultimi hanno funzioni ben precise, in quanto offrono servizi per il buon funzionamento della rete 
stessa, sugli hosts server sono installati applicativi che offrono  servizi di vario genere ed utilità. 
   
 
In figura (fig.2) si può notare come siano dislocati alcuni dei servizi. Per esempio l'Host H offre 




             fig.2 
  
host può offrire o usufruire di servizi. La quantità di servizi offerti può essere molteplice, E' 
quindi importante avere degli strumenti che permettono di controllare automaticamente il loro 
funzionamento ed avvisare tempestivamente gli amministratori quando si verificano dei 
problemi. Un sistema di monitoraggio, quindi, non è altro che un insieme di strumenti  per 
acquisire informazioni sullo stato delle macchine e sullo stato dei servizi. Possono essere adibite 
a svolgere tale funzione una o più macchine eventualmente anche dedicate.  
Nel caso mostrato in figura, l'Host A invia delle richieste “query” ad intervalli di tempo regolari 
(ogni query sarà caratterizzata dal tipo di servizio che si intende controllare), alle altre macchine  
esempio spedendo dei pacchetti ed aspetta di ricevere una determinata risposta. Una mancanza di 
risposta od una risposta di errore produrrà, a seconda della gravità, codici di errore appropriati. 
Un buon sistema di monitoraggio dei servizi, dopo aver riscontrato degli errori, provvederà ad 
inviare un avviso (tramite e-mail e/o SMS), all'amministratore responsabile del servizio e/o Host 
su cui tale errore è stato rilevato, contenente sia il tipo di errore riscontrato (es. ftp error ), sia il 
nome della macchina. Per l'invio delle segnalazioni di errore via  SMS è necessario dotarsi di un 
modem GSM e di una  linea telefonica; E' anche possibile fare un accordo con una società di 




   
 
1.1.2. Tecnologia per l'acquisizione di informazioni 
 
Come già accennato nel paragrafo precedente, le tecniche usate per il monitoraggio dipendono 
dal tipo dei servizi da controllare. Descriveremo di seguito, a titolo di esempio, alcuni servizi e 
alcune modalità di controllo.  
 
Monitoraggio di un host. 
Questo controllo si può fare con il client ping (Packet INternet Groper),  (per maggiori 
informazioni vedere RFC 2925) che è normalmente installato per default su tutti gli host. 
Il client ping invia uno o più pacchetti IP a una macchina destinataria, la quale risponde 
immediatamente con un pacchetto di ritorno. Quindi il ping permette di verificare se un host è  
connesso alla rete Internet e funzionante. 
 
Monitoraggio del DNS. 
Il Domain Name System è un database distribuito contenente la corrispondenza tra il nome 
simbolico di una macchina (ad es. www.iit.cnr.it) e il suo  indirizzo IP (ad es. 146.48.96.6), (per 
maggiori informazioni vedere RFC1033-4-5, RFC1536-7, RFC1591, RFC1912).  
Un sistema di monitoraggio, per controllare il funzionamento di un DNS, può usare uno dei più 
comuni clientDNS: host, nslookup, dig per tentare la risoluzione di un nome simbolico o di un 
indirizzo IP, oppure tentare una connessione TCP sulla porta 53.. 
 
Monitoraggio di un server FTP. 
FTP è un comune protocollo di trasferimento di files fra host connessi in rete.  
Il client controlla la sessione e sulla base di comandi opportuni, è generalmente in grado di 
eseguire le seguenti operazioni:  
• copiare file dal sistema server a quello locale e viceversa;  
• navigare tra le directory dell'host server;  
• visualizzare i file contenuti nelle directory presenti sul sistema server;  
• creare ed eliminare directory sul sistema server;  
• rinominare, creare ed eliminare file sul sistema server.  
(per maggiori informazioni vedere RFC114, RFC141, RFC172, RFC265, RFC354 e RFC454). 
Un sistema di monitoraggio può usare il client ftp per eseguire una qualche operazione su un 
server remoto e quindi verificarne la funzionalità. Può anche essere sufficiente verificare la 
possibilità  di connessione TCP sulla porta 21 di un server FTP (un server FTP rimane in ascolto 
i connessioni da parte dei client sulla porta 21), oppure sulla porta 22 di un server SSH. d 
 
Monitoraggio di un server di Posta Elettronica 
Il servizio di Posta Elettronica permette lo scambio di  messaggi (testo, immagini e in generale 
files) tra utenti diversi (ciascun utente identificato da un indirizzo: ad es. 
Nome@Server.Dominio). Lo scambio dei messaggi tra gli host avviene utilizzando il protocollo 
SMTP (Simple Mail Trasmission Protocol specificato nello RFC 821). 
Gli utenti  comunicano con un server mediante un client di posta elettronica (Microsoft Outlook, 
Ximian Evolution, Netscape Messenger, ecc.). I client, per la ricezione dei messaggi utilizzano i 
protocolli POP e/o IMAP. 
Il protocollo SMTP utilizza la porta 25, il POP la porta 110 ed IMAP la 143, quindi per il 
monitoraggio di un server di posta elettronica potrebbe essere sufficiente verificare la connettività 
alle porte 25, 110 e 143. 
 
   
 
Monitoraggio di un server Web.
In generale un server web mette a disposizione dei client risorse di vario tipo. La comunicazione 
tra client e server utilizza il protocollo HTTP. I client sono chiamati comunemente browser e i 
più comuni sono: Internet Explorer, Netscape, Opera, Mozilla, ecc. 
Comunemente le risorse messe a disposizione dal server sono pagine in formato HTML 
contenenti testo e/o immagini che sono visualizzate dal browser. Le pagine sono identificate dalla 
loro URL (Uniform Resource Locator) come per esempio la 
http://www.iit.cnr.it/introduzione.html. 
Il server rimane in ascolto sulla porta 80 (valore di default) e 443 (valore di default per la 
connessione cifrata https).  
Per monitorare il funzionamento di un server potrebbe essere sufficiente verificare la connessione 
alla porta 80 e/o 443. Nel caso in cui il server mette a disposizione pagine generate 
dinamicamente, sono necessari maggiori controlli per verificare il corretto funzionamento di tutti 
i componenti software utilizzati per generate tali pagine (ad es. funzionamento di DataBase quali 
MySQL, PostgreSQL, ecc).  
 
   
 1.2. Requisiti 
 
1.2.1. Caratteristiche ottimali 
 
La nostra ricerca si basa nel trovare uno strumento efficiente, che sia non solo di utilità per l'IIT, 
ma che possa essere flessibile ed adattabile anche ad altri Istituti del CNR. 
I nostri principali criteri di scelta si sono basati sulla: 
• utilizzo di prodotti OpenSource; 
• flessibilità nelle impostazioni; 
• possibilità di effettuare una configurazione semplice (se possibile tramite interfaccia Web); 
• stabilità: test su versioni stabili, escludendo le beta release; 
• possibilità di poter effettuare delle analisi temporali sullo stato dei servizi (per esempio 
attraverso dei grafici); 
• possibilità di aggiungere plugins che soddisfino le esigenze di servizio; 
• possibilità di modificare il codice sorgente mediante linguaggi familiari (Perl, C, ...) in modo 
da potere eventualmente migliorare le caratteristiche e l'efficienza; 
• possibilità di inviare messaggi di 'alert' tramite e-mail, sms, wap. 
• capacità 'multiamministrativa': monitoraggio di gruppi di macchine da parte di amministratori 
diversi (amministrazione decentrata, fig.4);  
 
 
         fig. 3 
 
Nell' esempio di figura (fig.3) abbiamo rappresentato uno schema possibile: ogni amministratore 
(di un sistema di monitoraggio) ha la capacità di vedere e/o modificare il proprio gruppo di 
macchine ( es. Admin 1 gestisce  la Lan1, Admin G.M. gestisce Gruppo Macchine , Admin 3A 
   
gestisce la sottorete 3A ); i gruppi di macchine possono  non appartenere a nessuna rete locale 
(es. Gruppo Macchine); esiste un amministratore (ADMIN) capace di vedere e modificare tutto 
l'insieme. 
Ogni amministratore deve avere la possibilità di collegarsi con un proprio account, ed acquisire 
tutti i privilegi di amministratore (inserire/togliere servizi, host, etc) solo per il proprio gruppo di 
macchine. Il servizio di monitoraggio deve risiedere su una macchina (o più macchine in cluster). 
In pratica si tratta di gestire tre livelli (due di amministrazione): 
 'superamministratore (gestione totale)' --> 'amministratori (locali)' --> 'utenti' . 
 
Sulla base delle caratteristiche precedentemente elencate abbiamo esaminato alcuni fra i 






Il supporto hardware che abbiamo utilizzato per svolgere i vari tipi di test è stato piuttosto 
modesto: una macchina Pentium III a 600 Mhz ed una  Pentium II 450 Mhz con 256 Mb di RAM 
ciascuna. La fase di sperimentazione è stata svolta utilizzando la rete dell'Istituto di Informatica e 
Telematica.Gli ambienti preferenziali per l'installazione dei vari prodotti sono stati il Sistema 
Operativo Linux RedHat 9.0 e Windows 2000 Professional. 
Il Web Server utilizzato è stato Apache 2.0. I database richiesti come supporto nelle installazioni 
sono stati in prevalenza MySQL e PostgreSQL. 
    
 
    
   
 
2. Sistemi di Monitoraggio OpenSource  
 
Esistono molteplici prodotti, sia OpenSource che proprietari, in grado di effettuare il lavoro di 
verifica e controllo sullo stato dei servizi presenti in rete. 
La nostra ricerca si è orientata verso prodotti OpenSource che abbiano il maggior numero di 
caratteristiche (anche se alcuni sistemi di monitoraggio proprietari potrebbero essere più 
funzionali). 
Citiamo alcuni di questi, a nostro parere interessanti, analizzando e descrivendo in maniera 




2.1. Angel Network Monitor 
 
Angel Network Monitor è un’applicazione scritta in Perl (sorgente disponibile) che supporta in 
generale Sistemi Operativi Unix. Viene distribuita gratuitamente: l’applicazione alla data del 
presente lavoro è distribuita all’URL http://www.paganini.net/angel, la versione utilizzata per la 




























   
 
2.1.1. Angel Network Monitor: configurazione ed aspetti tecnico-sistemistici 
 
L’installazione di Angel Network Monitor è molto semplice. Tuttavia è necessario, prima di 
installare il prodotto, che siano presenti alcuni requisiti di base: Web Server Apache;  Perl 
versione 5.005_01 o superiore; installazione di alcuni moduli Perl scaricabili dall’archivio 
CPAN. 
 
Altri requisiti di base post-installazione sono l’installazione di Java Applet  per una corretta 
visualizzazione nella pagina web dei LEDSign e l’installazione di plugins contenenti script con i 
vari tipi di controlli da effettuare sugli hosts e sui servizi. 
Una volta installato il prodotto (per esempio sotto la directory /usr/local/), troveremo la seguente 
struttura: 
  
     documentazione:   angel/html/docs/ 
     file di configurazione:  angel/conf/angel.conf  ed hosts.conf 
     file di log:  angel/html/ 
     check e plugin   angel/plugins/ 
     packages   angel/packages/ 
 
La documentazione è esigua ma sufficiente per una guida di base alla configurazione. Dopo aver 
creato un’ account (user, group) angel, è consigliabile definire un accesso protetto alle pagine 
HTML. Un esempio di configurazione in Apache è il seguente: 
 
## Angel network monitor home page ## 
Alias /angel  “/usr/local/angel/html/” 




Allow from 127.0.0.1 .iit.cnr.it 
</Directory>  
 
quindi creare il file .htaccess (per proteggere l'accesso con user e password) nella directory da 
proteggere (in questo caso: /usr/local/angel/html ) ed infine definire lo user e la password  con il 
comando htpasswd. 
 
Angel consiste in due principali programmi: 
 - uno relativo all’interfaccia web (utilizza applet Java) configurabile in angel.conf 
 - e l’altro di interfaccia con altri script perl  (check di monitoraggio), configurabile in hosts.conf. 
 La configurazione di hosts e servizi avviene tutta in un unico file (hosts.conf), di cui riportiamo di 
seguito un esempio :   
 





















2.1.2. Angel Network Monitor: caratteristiche 
 
Le principali caratteristiche si possono riassumere in alcuni punti: 
 
• Monitoraggio dei servizi di rete (SMTP, POP3, NNTP, HTTP, ecc.) tramite l’esecuzione di 
script facilmente aggiungibili 
• Monitoraggio delle risorse degli hosts (CPU load, spazio disco, etc) 
• Possibilità di inoltrare notifiche via e-mail, tramite NetMind 
• Interfaccia web per visualizzare lo stato degli hosts e dei servizi, cronologia dei problemi  
• Angel Network Monitor restituisce informazioni di carattere generale sugli hosts e servizi non 
funzionanti 
• Supporto SSH 
Nel controllo diretto, Angel,  esegue lo script specificato (controllo sull’host o sul servizio), 
interpreta i valori di ritorno ed il risultato viene mostrato nella relativa pagina web. 
Nel Controllo indiretto: le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 
vengono monitorate tramite l’installazione di un “Agent” sull’host da controllare. 
Uno degli Agent disponibili quali  bcnu–systems monitor, Web Minds (funzionante anche come 
Network Monitor ), SNARE, NRPE ed NSCA di Netsaint ed altri disponibili su 
http://sourceforge.net . 
 
2.1.3. Angel Network Monitor: efficienza e limitazioni 
 
Angel è molto semplice da installare e configurare ma non è molto flessibile.  
Ad esempio il controllo sugli hosts e sui servizi  (tramite i vari “check”) viene lanciato 
periodicamente e simultaneamente tramite crontab. A titolo esemplificativo:  
   
#Angel Settings 
  0,5,10 * * * *        root    perl /home/angel/angel/bin/angel  
 
viene aggiornata la pagina web ogni 5 minuti, mostrando a video il risultato dei vari check inviati 
in maniera automatica nei 5 minuti precedenti.  
In Angel : 
• C’è la possibilità di aggiungere script per nuovi tipi di check 
• Si può visualizzare lo stato degli hosts e dei servizi via web      
• Non si ha la possibilità di poter inoltrare gli ‘alert’ via SMS, nel caso di qualche 
malfunzionamento  
• Non si possono effettuare analisi temporali, non si possono generare grafici e statistiche 
   
sugli eventi 
• Non ha la caratteristica di multiamministratività, non ha possibilità di creare gruppi e simple 
user 
 
2.2. Mon  
 
Mon (Service Monitoring Daemon) è un’applicazione scritta in Perl (sorgente disponibile) che 
supporta Linux, FreeBSD, Solaris, emulatori quali Cygwin ed in generale i Sistemi Operativi Unix. 
Viene distribuita gratuitamente: la versione utilizzata per la sperimentazione è la mon-0.99.2.tar.gz 


































2.2.1. Mon: configurazione ed aspetti tecnico-sistemistici 
 
L’installazione e la configurazione è un po’ più complessa di Angel Network Monitor, ma presenta 
caratteristiche di flessibilità e personalizzazione maggiori. E’ necessario, prima di installare il 
prodotto, che siano presenti alcuni requisiti di base:  Apache, MySQL, librerie UCD-snmp, Perl 
5.005_01 o superiore, alcuni moduli Perl scaricabili dall’archivio CPAN  ed il plugin Mon-
   
0.11.tar.gz, inoltre mon.cgi-1.52  o superiore per l’interfaccia web, fping-2.2b1.tar.gz per il monitor 
fping, mon-talk-0.4.tar.gz per le gerarchie e la documentazione. 
Fra i moduli Perl da installare controllare che siano presenti i seguenti: Sys::Syslog, 
Text::ParseWords, Time::Period, Time::HiRes, Convert::Ber . 
 
Una volta scompattato ed installato il prodotto (per esempio sotto la directory /usr/local/), 
troveremo la seguente struttura: 
 
documentazione:   mon/doc/ 
file di configurazione:      mon/mon.cf   e mon/cgi-bin/config/ 
file cgi :    mon/cgi-bin/  
file di log:   mon/log.d/ 
comandi di alert:  mon/alert.d/ 
check e plugin   mon/mon.d/ 
 
Ha una buona documentazione ma non copre tutte le caratteristiche e le potenzialità del prodotto. 
Dopo aver creato un account (users, group) mon,  bisognerà aggiungere le seguenti linee in 
/etc/services: 
 
 mon 2583/tcp  #MON 
 mon 2583/udp  #MON traps 
 
L’accesso protetto (oltre a quello impostabile con Apache: vedi Angel Network Monitor), è 
configurabile nel file mon/etc/auth.cf e/o nel file mon/etc/users.cf. La configurazione di utenti, 
gruppi, contatti, hosts e check sui servizi e sugli hosts è impostabile in un unico file : mon.cf. 
Riportiamo di seguito un esempio tipico di come si può configurare un controllo su un servizio 
quale il DNS: 
 
hostgroup DNS_Serv  dns.iit.cnr.it dns.pi.cnr.it 
watch DNS_Serv 
service dns 
        description dns_check in DNS 
        interval 5m 
       monitor dns.monitor -zone iit.cnr.it -master dns.iit.cnr.it dns.pi.cnr.it 
allow_empty_group 
  period wd {Mon-Sat} 
  alert mail.alert d.vannozzi@iit.cnr.it, g.succurro@iit.cnr.it 
alertevery 1h 
 
Notiamo come la flessibilità nelle impostazioni risulti maggiore rispetto al prodotto visto in 
precedenza: in questo caso abbiamo impostato di avvertire, via e-mail da lunedì a venerdì, 
l’amministratore del servizio nel caso di un malfunzionamento, con al massimo un avviso ogni ora.      
La configurazione della parte web avviene nel file mon.cgi. 
Lo start iniziale del processo può avvenire sia tramite linea di comando (./mon –f –c mon.cf –b)  che 
tramite gli  script di boot: il comando mon serve anche come test di configurazione. In definitiva 
Mon consiste in due principali sottoprogrammi uno relativo all’interfaccia web (monshow), ed uno 
con funzioni di interfaccia con script aventi varie funzionalità (check di monitoraggio, alert, …,etc). 
   
 
 2.2.2. Mon: caratteristiche 
 
La possibilità di poter personalizzare più facilmente il prodotto unita alle caratteristiche seguenti: 
 
• Monitoraggio dei servizi di rete (SMTP, POP3, NNTP, HTTP, ICMP, ecc.) tramite 
l’esecuzione di script facilmente aggiungibili 
• Monitoraggio delle risorse degli hosts (CPU load, spazio disco, quotas, RAID, etc) 
• Possibilità di definire dei “contacts” per le notifiche via e-mail e/o SMS (necessita di un 
Modem), ecc. 
• Possibilità di implementare e/o utilizzare degli script di alert oltre i precedenti: AIM, 
WinPopup, Qpage, ecc.  
• Interfaccia web per visualizzare lo stato degli host e dei servizi. Mantiene una  cronologia dei 
problemi e delle notifiche, ha la possibilità di disabilitare il controllo su host e/o servizi  e/o 
alert ecc. 
• Restituzione di informazioni dettagliate sull’host e/o servizio monitorato 
 
fanno  di Mon un prodotto più appetibile rispetto ad Angel Network Monitor. 
Nel controllo diretto Mon  esegue lo script specificato (controllo di hosts e/o  servizi), interpreta i 
valori di ritorno ed intraprende le azioni opportune: notifiche, event handler, ecc. 
Nel controllo indiretto: le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 





2.2.3. Mon: efficienza e limitazioni 
 
Mon è un prodotto che può considerarsi soddisfacente in quanto si ha la possibilità di configurare 
ed ottimizzare ogni singolo controllo (per esempio si può decidere l’intervallo di tempo fra un 
check ed il successivo, oppure le caratteristiche intrinseche di ogni singolo check: percentuale 
della soglia di alert, quantità di pacchetti da inviare, ecc.)  
 
In Mon : 
• C’ è la possibilità di aggiungere script (in Perl o altri linguaggi) per nuovi tipi di check, e la 
possibilità di intervenire nel codice sorgente per eventuali personalizzazioni 
• Si può visualizzare lo stato degli hosts e dei servizi via web in maniera dettagliata, si 
possono abilitare (disabilitare) i controlli sugli hosts e/o servizi e/o invio di alert via web     
• Si ha la possibilità di poter inoltrare gli ‘alert’ via e-mail di default o via SMS installando  
un plugin, nel caso di qualche malfunzionamento  
• Mantiene uno storico sullo stato degli hosts e dei servizi: si possono effettuare analisi 
temporali, ma non si possono generare grafici e statistiche sugli eventi 
• Non ha la caratteristica di multiamministratività, ma ha la possibilità di creare gruppi e 
simple user 
• Ha una notevole flessibilità nelle impostazioni ed ha un proprio accesso protetto 








Nagios nasce col nome di NetSaint e cambia nome nel 2001. E’ un’applicazione scritta in C 
(sorgente disponibile) che supporta in generale Sistemi Operativi Linux ed Unix (esistono porting 
per FreeBSD, AIX, Solaris, IRIX). Viene distribuita gratuitamente: la versione utilizzata per la 
sperimentazione è la nagios-1.1.tar.gz e la nagios-1.1-3.dag.rh90.i386.rpm (versioni aggiornate si 





   
 
2.3.1. Nagios: configurazione ed aspetti tecnico-sistemistici 
 
I requisiti di base che necessitano al prodotto sono l’installazione del WebServer Apache, del 
Database  MySQL o PostgreSQL e le librerie snmp. 
 
L’installazione tramite rpm è abbastanza semplice. L'installazione  avviene nelle seguenti directory: 
    documentazione:   /usr/share/doc 
   file di configurazione:   /etc/nagios 
    file cgi e plugins:   /usr/lib/nagios 
    file di log:   /var/log/nagios 
 
Dopo aver installato correttamente il prodotto si nota che non è presente alcuno script per l’invio di 
check di controllo, infatti  Nagios consiste in un programma centrale interagente con plugins esterni 
scaricabili a parte (nagios-plugins-1.3.1-5.dag.rh90.rpm), che saranno installati nella directory  
/usr/lib/nagios/ 
La documentazione è soddisfacente e particolareggiata. La creazione di un account (user, group) 
nagios viene fatta in maniera automatica (alla installazione dell'rpm).  
Per l’ accesso protetto, è necessario configurare opportunamente il server Apache e porre il file 
.htaccess: 
 
##### Nagios .htaccess ##### 





nella directory da proteggere (in questo caso /usr/lib/nagios/cgi/), ed infine creare lo user e la 
password con il comando htpasswd.  
 
La configurazione segue un proprio schema logico, si può di fatto suddividere nei seguenti tipi: 
 
• Main configuration file (nagios.cfg) 
• Resource file (resources.cfg) 
• Object configuration file 
• CGI configuration file (cgi.cfg) 
• Extended information configuration files 
 
questo permette una notevole flessibilità, modificabilità ed un’alta configurabilità. 
Per la configurazione di hosts e servizi di fatto saremo interessati al tipo “Object configuration 
file”. 
 
I file che contengono gli “object definitions”  sono: 
 
• checkcommands.cfg:  
vengono definiti i nuovi check i cui script risiedono in /usr/lib/nagios 
• contactgroups.cfg : 
vengono definiti i gruppi di contatti  
 
• contacts.cfg: 
vengono definiti i nuovi contatti (e-mail, numeri telefonici per l’invio SMS, etc) 
   
• dependencies.cfg: 
vengono definite, se esistono, le dipendenze fra i vari hosts 
• escalations.cfg: 
viene definito l’intervallo fra le notifiche, ecc. 
• hostgroups.cfg: 
vengono definiti i gruppi di hosts 
• hosts.cfg:  
vengono definiti i nuovi hosts (IP, Alias, ecc.) 
• misccommands.cfg: 
vengono definiti le modalità di notifica (via e-mail, SMS, epager, ecc.) 
• services.cfg: 
vengono definiti i nuovi servizi da monitorare, (Ping, DNS, HTTP) associati ai relativi hosts  
• timeperiods.cfg: 
vengono definiti intervalli di tempo per l’invio di alert (per esempio WorkTime potrebbe 
indicare di inviare gli alert da Lunedì a Venerdì dalle ore 9.00 alle ore 18.00) 
 
define timeperiod  { 
timeperiod_name WorkTime 
monday  09:00-18:00 
tuesday  09:00-18:00 
wednesday 09:00-18:00 
thursday  09:00-18:00 
friday  09:00-18:00 
} 
 
Mostriamo in un esempio come si possa configurare un nuovo host nel file di configurazione 
hosts.cfg: 
 
## 'DNS1' host definition 
define host{ 
 use   generic-host;  
Name of host template to use 
 
 host_name  DNS_IIT 
 alias   DNS #1 
 address   146.48.96.3 
 check_command  check-host-alive 
 max_check_attempts 10 
 notification_interval 120 
 notification_period 24x7 
 notification_options d,u,r 
 } 
 




# Service definition 
define service{ 
            use           generic-service; Name of         
servicetemplate to use 
 
       host_name            spn5,spn7,psp2,dynamic,testmon, 
                DNS_IIT,DNS_IIT_2,mx,mx2 
 
       service_description         PING 
       is_volatile                 0 
       check_period                24x7 
       max_check_attempts          3 
       normal_check_interval       5 
       retry_check_interval        1 
       contact_groups              aix-admins 
       notification_interval       120 
       notification_period         24x7 
       notification_options        c,r 
       check_command               check_ping!100.0,20%!500.0,60% 
 } 
 
La corretta configurazione viene testata allo start (o restart) del servizio (service nagios restart)  
oppure tramite linea di comando: nagios –v /etc/nagios/nagios.cfg . 
Esistono, inoltre alcuni addons (OpenSource), disponibili in rete, che aggiungono funzionalità al 
prodotto Nagios: 
 
•NAGAT (NAGios Administration Tool) è un’interfaccia web in PHP (è quindi necessaria 
l’installazione di PHP 3 o superiore: consigliabile PHP 4) per l’ amministrazione dei file di 
configurazione di Nagios: consente di aggiungere, modificare ed eliminare, in maniera semplice ed 
intuitiva, hosts e servizi. Dopo l’installazione è necessario creare nella ‘directory’ dei file di 
configurazione di Nagios i file nagatcfg.dat e nagatobjs.dat  
 
•NRPE (Netsaint Remote Plugin Executor) è un agente che permette di eseguire plugins su hosts 
remoti (esecuzione sia in daemon-mode che mediante inetd) 
 
•NSCA (Netsaint Service Check Acceptor) consente di inviare, da un host remoto al server Nagios, 
i risultati dell’esecuzione locale dei plugins  
 
•Yaps (yaps-0.96.tar.gz) è un modulo aggiuntivo che permette l’invio di ‘Alert’ tramite SMS da un 
modem connesso al server Nagios.  
   
 
2.3.2. Nagios: caratteristiche 
 
Le caratteristiche di questo prodotto sono allettanti e si possono riassumere nei seguenti punti: 
• Monitoraggio dei servizi di rete (SMTP, POP3, NNTP, HTTP, ecc.) tramite l’esecuzione di 
plugins facilmente aggiungibili 
• Monitoraggio delle risorse degli hosts (CPU load, spazio disco, ecc.) 
• Interfaccia web per visualizzare lo stato degli host e dei servizi, cronologia dei problemi e delle 
notifiche, abilitazione/disabilitazione monitoraggio hosts e/o servizi 
• Interfaccia web per la configurazione di hosts e servizi (NAGAT) 
• Possibilità di definire dei “contacts” da notificare (via e-mail, SMS, ecc.) in caso di problemi con 
host e/o servizi e possibilità di definire degli account abilitati alla consultazione di alcune sezioni 
dell’interfaccia web 
• Possibilità di creare “gerarchie di hosts” (definizione di “parent host”) in modo da rilevare “hosts 
irrangiungibili” 
• Possibilità di definire degli “event handlers”  da eseguire su host remoti in caso di problemi o 
disservizi 
 
Nel controllo diretto Nagios esegue il plugin specificato (controllo sull’host o sul servizio), 
interpreta i valori di ritorno ed intraprende le azioni opportune: notifiche, event handler, etc 
Nel controllo indiretto: le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 
vengono monitorate tramite l’installazione di un “Agent” sull’host da controllare. 
In Nagios si può effettuare il controllo “passivo” di hosts e servizi ( tramite “Agent”): raccolta di 
risultati provenienti dai plugins eseguiti sugli hosts remoti. I check “passivi” sono utili per: 
• Monitorare servizi ed hosts localizzati dietro un firewall 
• Monitorare servizi “asincroni” (SNMP traps, security alerts, ecc.) 
• Monitorare servizi ed hosts non collegati direttamente alla rete ma attraverso una porta seriale ad 
un altro host già collegato in rete 
   
2.3.3. Nagios: efficienza e limitazioni 
 


























ottimizzare ogni singolo controllo, è possibile: 
• Aggiungere script (in Perl o altri linguaggi) per nuovi tipi di check, con la possibilità di 
intervenire nel codice sorgente per eventuali personalizzazioni 
• Visualizzare lo stato degli hosts e dei servizi  via web in maniera dettagliata. Si possono 
abilitare (disabilitare) i controlli sugli hosts e/o servizi e/o l’invio di alert via web, e 
configurare hosts e servizi via web (NAGAT) 
• Visualizzare via web lo storico sullo stato degli hosts e dei servizi tramite file di log      
• Inoltrare gli ‘alert’ via e-mail  o via SMS, nel caso di malfunzionamenti  
• Interagire interattivamente tramite tecnologia WAP (con l’installazione di un plugin 
aggiuntivo) 
• Effettuare analisi temporali, con la possibilità di generare semplici grafici (vedi fig.7) e 
semplici statistiche sugli eventi relativi al funzionamento degli hosts e dei servizi 
• Ha la possibilità di creare gruppi,  simple user e diversificare gli accessi e le autorizzazioni 
per ogni singolo utente (authorized for system information, authorized for configuration 
information, authorized for all host, etc) 
• Ha una notevole flessibilità nelle impostazioni ed un’ alta personalizzazione   






   
 
Zabbix è un’applicazione scritta in C (sorgente disponibile) che supporta i Sistemi Operativi Linux, 
FreeBSD, Mac OS X, AIX, Solaris, HP-UX, OpenBSD, Linux ed in generale Unix. La versione 
(beta) utilizzata per la sperimentazione è la zabbix-1.0beta12.tar.gz (versioni aggiornate si possono 
ottenere dal sito http://zabbix.sourceforge.net), ma  esistono anche degli rpm che però hanno 


























2.4.1. Zabbix: configurazione ed aspetti tecnico-sistemistici 
 
Zabbix è un prodotto ancora in una fase di beta test, ma viste le sue caratteristiche abbiamo voluto 
sperimentarne l’ efficienza. I prerequisiti di base necessari sono: Apache, MySQL o PostgreSQL, 
PHP (è consigliabile : Apache2 e PHP4 ), PHP GD module, le librerie net-snmp e Open SSL. 
 
L’installazione tramite tar.gz  per esempio sotto /usr/local/ avviene nelle seguenti path: 
 
    documentazione:   zabbix/doc/ 
    file php:    zabbix/frontends/php/  
    file di log:   zabbix/ 
    file sorgente:                                          zabbix/src/ 
    SQL script:     zabbix/create/ 
   
 
La documentazione non è molto dettagliata ma soddisfacente, ed il prodotto (essendo una beta 
release), richiede un po’ d’attenzione:  
 
• Necessita della creazione di un database zabbix (con MySQL) 
• Creazione di un account (users, group)  zabbix   
• Bisogna operare la configurazione e la compilazione del codice sorgente:  
./configure –with-mysql  –   with-net-snmp 
make 
make install 




Oltre all’accesso protetto mediante Apache, si possono sfruttare le risorse del prodotto modificando 
i valori user e password del database zabbix in frontends/php/include/db.inc. 
Una volta eseguiti i suddetti passi  si procede con il copiare i file zabbix_agent.conf, 
zabbix_agentd.conf, zabbix_suckerd.conf  e zabbix_trapperd.conf  sotto la directory /etc/zabbix 
dove si definisce una prima configurazione. 
Dopodiché la configurazione di host, servizi, contatti, gruppi, ed altro avviene esclusivamente via 
web: esiste un file di “esempio” (STANDALONE) in cui sono elencati tutti i servizi disponibili 
(check http, ping, ecc.), quindi ad ogni nuovo host inserito viene associato l’intero pacchetto in cui 








   
Il  ‘daemon’ può essere avviato sia tramite terminale con ./zabbix_suckerd (‘daemon check’) 
e  
./zabbix_trappered (‘daemon alert’ ), che tramite gli script di boot 
Zabbix consiste in una struttura suddivisa in più parti: 
• Un database zabbix 
• Interfaccia web (PHP) per la visualizzazione e la configurazione 
• Daemon e vari agent (SNMP agent e simple check), per l’esecuzione periodica delle  procedure. 
• Processi (zabbix_trapperd) per l’invio d’informazioni  a zabbix_sender (invio e-mail e/o sms). 
 
 
2.4.2. Zabbix: caratteristiche 
 
In definitiva le principali caratteristiche di questo prodotto si possono riassumere in: 
• Monitoraggio dei servizi di rete (SMTP, POP, HTTP, IMAP ecc.) tramite l’esecuzione di check  
• Monitoraggio delle risorse degli host (CPU load, spazio disco, ecc.) 
• Interfaccia web per visualizzare lo stato degli hosts e dei servizi, cronologia dei problemi e delle  
notifiche, grafici abilitazione/disabilitazione monitoraggio host e/o servizi. Interfaccia web per la 
configurazione di host, servizi, contatti, gruppi, notifiche, ecc.  
• Possibilità di definire dei “contacts” da notificare (via e-mail, SMS, ecc.) in caso di problemi con 
hosts e/o servizi. 
• Possibilità di creare mappe personalizzate (vedi fig.10) e di generare grafici sullo stato degli 

























   
Nel controllo diretto Zabbix esegue il check selezionato (controllo sull’host o sul servizio), 
interpreta i valori di ritorno ed intraprende le azioni opportune: notifiche, event handler (per host o 
per servizio), etc 
Nel controllo indiretto: le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 




2.4.3. Zabbix: efficienza e limitazioni 
 
Il prodotto, anche se ha qualche pecca nel funzionamento, può considerarsi un buon prodotto; in 
attesa che venga rilasciata una release stabile e con una maggiore efficienza, riassumiamo nei 
seguenti punti pregi e difetti: .  
• In Zabbix si può visualizzare lo stato degli hosts e dei servizi  via web in maniera 
dettagliata, si possono abilitare (disabilitare) i controlli sugli hosts e/o servizi e/o invio di 
alert via web 
• Configurazione di hosts e servizi via web  
• Si può visualizzare via web lo storico sullo stato degli hosts e dei servizi tramite file di log      
• E’ possibile inoltrare  ‘alert personalizzati’ via e-mail o via SMS, nel caso di  
malfunzionamenti  
• Si possono effettuare analisi temporali, generare grafici e statistiche sugli eventi relativi al 
funzionamento degli hosts e dei servizi 
• Ha una buona flessibilità nelle impostazioni ed una alta personalizzazione   
d’altro canto: 
• Non ha la caratteristica di multiamministratività, ma ha la possibilità di creare gruppi,  
simple user e nuovi amministratori e diversificare gli accessi e le autorizzazioni per ogni 
singolo utente,  e la possibilità di intervenire nel codice sorgente per eventuali 
personalizzazioni 
• Per aggiungere nuovi tipi di check, bisogna intervenire nel codice sorgente nel file di 
esempio STANDALONE 
• Ha una installazione complessa ed una configurazione di media difficoltà 
   
 




NOCOL (Network Operations Centre On-Line) è stato per un certo numero di anni in continua 
evoluzione. La  crescita tecnologica è stata lenta, benché sia ancora attivo. Il controllo sullo stato 
dei servizi in rete viene effettuato tramite il Demone “Portmon Network Monitoring”, che si 
interessa anche di inviare le notifiche sugli eventi tramite SMS ed e-mail. Alcuni servizi che offre  
il Postmon Network Monitoring sono, per esempio, POP3 httpd, IMAP, www. Tutti i servizi 
relativi al monitoraggio sono caricati da una lista situata nel modulo keepalive_monitory.pl. 
L'interfaccia Perl permette tramite la libreria snipslib.pl di aggiungere nuovi moduli. 
Il controllo dello SNMP è disponibile; ma è noioso da installare. 
La gestione viene effettuata tramite terminale, però si possono generare anche delle pagine Web 
(webnocol.cgi). Queste permettono di aggiungere dei commenti sui servizi o sugli host non 
funzionanti, ma non ne modificano il controllo. L'archiviazione è relativamente semplice. 
L'installazione e la configurazione è abbastanza ostica. Una volta aggiunto un nuovo “monitor” il 
sistema deve essere riavviato. L'ultima versione rilasciata alla data della presente pubblicazione è 




E' un sistema di monitoraggio basato esclusivamente su pagine web (o su pagine WML per 
WAP) e dipende da un browser grafico; infatti non è sufficiente una consolle e poiché contiene  
 
fig.11 
   
 
molte GIF animate ciò tenderà a rallentare il tutto. E' stato scritto in C da Sean MacGuire,  
funziona sia in ambiente Unix/Linux che  su piattafome NT/Win2K/Win2003 servers. 
Supporta plug-ins scritti anche in altri linguaggi. Inoltre il bagaglio di plug-ins ha un largo range 
di utilità dal controllo sui vari Database Servers (Oracle, MySQL, ...) alla capacità di acquisire 
informazioni sulla temperatura della CPU. I test inclusi nel prodotto sono il controllo sui servizi 
ftp, http, https, smtp, pop3, dns, telnet, imap, nntp e ssh servers. Gli altri si possono aggiungere 
facilmente. Ha la possibilità di inviare gli “alert” tramite e-mail o SMS. Un amministratore 
avvisato su un disservizio, presente su uno degli host monitorati, anche se  provvede nel riparare 
il “guasto software”, viene ulteriormente informato: poiché l'alert rimane attivo. Questo implica 
che per aggiornare lo stato dei servizi bisogna riavviare l'intero sistema di monitoraggio.  
Non c'è un sistema di autenticazione crittografata per la la sicurezza dell' IP. Ha un bagaglio 
completo di caratteristiche e di notifiche. L'installazione richiede una discreta attenzione. I 
'Warning' ed in genere i vari livelli di allarmi sono facilmente reimpostabili. Il Web Display può 
essere facilmente personalizzabile. La versione rilasciata alla data della presente pubblicazione è 





PENEMO (PErl NEtwork MOnitor ) è un prodotto di monitoraggio, scritto in Perl, con un 
sistema di verifica modulare. 
E' possibile eseguire tutte le funzioni di controllo di base: ping, http, snmp e molte altre. La 
capacità di verifica del SNMP dipende di fatto dal pacchetto OpenSource net-snmp (attualmente 
sono supportati mib-2 ed ucd MIBs). 
Molte delle caratteristiche, se non tutte, si possono ottenere, aggiungendo a piacere, dei plugins 
(fra l'altro in maniera davvero semplice) fra cui: 'alert' via e-mail, notifiche a più livelli, warning 
per interruzioni momentanee ed altro.  
Poiché PENEMO supporta mib-2 ed ucd, si può monitorare lo spazio-disco, il carico medio, le 
interfacce, ecc. Su una macchina remota per questo tipo di controllo si avrà bisogno di caricare 
un agent.  
L'installazione è moderatamente semplice mentre la configurazione, molto lineare e povera di 
documentazione, avviene in due file: agent.conf e penemo.conf.  Ha una interfaccia grafica via 
web per la presentazione dei risultati.  
Non essendo PENEMO un demone, deve essere eseguito periodicamente (per es. sotto Linux in 
/etc/crontab) specificando ogni quanto tempo si vuole che si esegua.  
In ogni caso è conveniente lanciare il programma da linea di comando come root. Ambiente di 
lavoro è UNIX/Linux e la versione stabile rilasciata alla data della presente pubblicazione è la 
penemo1.0.tar.gz. 











L'accesso al servizio non è  protetto. I servizi di monitoraggio offerti sono SMTP, IMAP, POP3, 
HTTP, FTP, SSH, ed altri; però non includono NNTP, telnet ed il DNS. Non c'è nessuna 
gerarchia riguardante la rete ed il sistema deve essere riavviato se si aggiungono nuovi servizi od 
host. 
Non c'è nessun supporto di paginazione disponibile. Le notifiche sui relativi problemi ai servizi 
vengono inoltrati via e-mail tramite SPOTS (è un e-mail server basato sul web, l'ultima versione 
disponibile è la spots3.3 ). 
Gira su sistemi UNIX/LINUX in congiunzione con SPOTS. La versione rilasciata alla data della 
presente pubblicazione alla data della presente pubblicazione è la mars-1.4.1. MARS ed è 





Questo prodotto è un  controllo ICMP (Internet Control Message Protocol) malleabile. Non 
supporta altre forme di test e non ha un sistema gerarchico. Conserva le informazioni sullo stato  
de vari servizi. L'interfaccia verso l'esterno è solo attraverso X11/Tk; tramite moduli perl è 
possibile aggiungere l'utilità per l'invio di e-mail o fare altre azioni di controllo sul cambiamento 
di stato dei servizi. La documentazione è in lingua Francese ed in Inglese.    
La versione disponibile alla data della presente pubblicazione è la netup1.2, in ambiente 
Linux/UNIX. Esiste la versione la 1.3, ad un piccolo costo in ambiente Windows.  




Spong è deliberatamente un semplice package di monitoraggio scritto in Perl. Può monitorare sia 
in locale che in remoto e si può gestire sia attraverso interfaccia web che tramite linea di 
comando ed anche via WAP.  
        fig.13 
 
Il monitoraggio in remoto viene alleggerito da un programma sul client che invia gli 
aggiornamenti sullo stato al 'sever monitoring'; in questo modo aumenta la sicurezza, ma richiede 
un impegno maggiore sulla configurazione delle macchine in remoto e più dispendio di risorse. 
Spong permette di disabilitare il servizio di monitoraggio durante un periodo di sospensione, ma 
non supporta le gerarchie ed i tests locali paralleli. Spong è facilmente estensibile; è supportata 
un' interfaccia modulare e per costruire ulteriori check viene usata una interfaccia separata. La 






E' un prodotto specificatamente progettato per una piccola rete (al massimo 90 hosts). 
L'installazione è veloce e facile. L'interazione avviene attraverso HTML o attraverso una 
applicazione Tk. Si ha la possibilità di estendere la quantità di 'checks' esistenti usando 
un'interfaccia standard. Non possono essere utilizzati contemporaneamente più 'checks' su una 
stessa porta e non è supportata una gerarchia. La versione attuale ha cambiato nome in 
PingALink ed è a pagamento. I protocolli di monitoraggio di default sono : ping (ICMP), http, 
https, smtp, pop3, dns, Routers, ftp, ecc. Le caratteristiche principali si possono riassumere in: 
possesso di informazioni in tempo reale, sistema di allarme schedulato, monitoraggio contenuto, 
possibilità di interfacciarsi tramite WAP, invio di 'alert' tramite e-mail, SMS, pager, ICQ 
   
(abbreviazione di 'I seek you').L'ambiente di lavoro  è Linux/Unix o Windows. Si può ottenere 




Sysmon è uno strumento basato sul TCP che supporta la gerarchia di rete. Le documentazione è 
molto scarsa, le verifiche in parallelo non sono disponibili ed è necessario riavviare il servizio per 
aggiornare la configurazione. I checks non sono modulari: per aggiungere un nuovo monitor è   
fig.14 
 
necessario modificare il codice sorgente. L’ “output” avviene tramite terminale o attraverso e-
mail/pager; non è dotato di interfaccia web. La versione disponibile alla data della presente 





PIKT è un sistema di monitoraggio imponente ed uno strumento di amministrazione in remoto. 
Il codice sorgente è scritto in C, ma si possono creare degli ibridi con il Perl. E’ basato su uno 
“scripting language” con cui vengono ottimizzati le distribuzioni di file, gruppi e piattaforme 
eterogenee. PIKT è alquanto impegnativo (installazione e configurazione) e perciò non è una 
soluzione “out-of-the-box” per i problemi di monitoraggio della rete. Ciò nonostante, PIKT può 
maneggiare i checks molto facilmente; non necessita del riavvio del programma (per es. per 
l’inserimento di nuovi monitor, hosts, …); può avere delle distribuzioni gerarchiche. Può anche 
essere usato per conservare una lista di accesso conforme ed una configurazione di file attraverso 
piattaforme di diverso tipo. L’“output” avviene tramite linea di comando. L’ambiente è 
usualmente Linux/UNIX, la versione disponibile alla data della presente pubblicazione è la PIKT 
1.17.0 (versioni aggiornate sono disponibili all’URL 
http://linux.tucows.com/preview/8553.html). 




3. Sistemi di Monitoraggio Proprietari 
 
In questo paragrafo analizzeremo e descriveremo alcuni prodotti proprietari, rilasciati da alcune 




E’ un prodotto proprietario (distribuita dalla TAI Corporation) scritto in Java ed in C, supporta in 
generale Linux, Unix: ha versioni personalizzate per ogni Sistema Operativo. La  versione 
































3.1.1. NeMO: configurazione ed aspetti tecnico-sistemistici 
   
 
Il prerequisito richiesto  è  che  sulla macchina vi sia installato il Sistema Operativo ‘pulito’ ovvero 
senza alcun servizio presente, ed in particolare non sia impegnata da altri sistemi di monitoraggio. 
Un altro requisito, per la configurazione via web di hosts e servizi, è la necessità d’installazione del 
browser Microsoft Internet Explorer 5 o superiore sulla macchina da cui si intende configurare.   
 
La dimostrazione, nella versione demo, non è disponibile. 
L’installazione, non particolarmente complessa, si può riassumere nel seguente schema: 
• Decompressione del file .bz2  sotto /opt 
• Creazione di un account (user, group)  
• Modifica dei diritti e dei files per renderli accessibili ed eseguibili allo user precedentemente 
creato. 
 
Dopo la scompattazione  avremo i seguenti moduli (configurati per il funzionamento esclusivo del 
prodotto) sotto  /opt/TAI :  
• Apache-1.3.26: Web server   
• Mysql-3.23.58: Database 
• -dk1.3.1_05 e jakarta-tomcat-4.1.12. 
• Kannel-1.2.0:  kannel è un gateway WAP (per visualizzare pagine HTML  sui telefonini), e 
supporta anche i protocolli per l’invio/ricezione degli SMS 
• Nemo-3.0.1: modulo per il monitoraggio. 
 
 
Si procede  con lanciare il programma setup.pl in /opt/TAI/bin, che fornisce una configurazione 
guidata: 
• Per la creazione nel database  di un’account  (user e password) 
• Per l’impostazione di alcuni parametri per l’invio degli sms 
• Per impostare le informazioni sull’ hardware disponibile  
 
Infine si avviano tramite linea di comando ./nemo_control sotto /opt/TAI/bin i moduli 
controllati: Apache, Mysql, tomcat, nemo, kannel, sendsms 
La configurazione di host, servizi, contatti ecc. avviene via web con uno schema piuttosto rigido: 
  
Aggiunta host Æ servizio associato Æ  contatto Æ  gruppo di contatti Æ gruppo di host 
  
Ad ogni passo si devono confermare i dati, salvarli e riavviare il processo nemo. 
In definitiva Ne.M.O. consiste in un programma principale (Nemo-3.0.1) interagente con altri 
moduli personalizzati (apache, mysql, ecc.). 
 
3.1.2. NeMO: caratteristiche 
 
Le caratteristiche salienti che abbiamo potuto notare durante la fase di test si possono 
compendiare in: 
• Monitoraggio dei servizi di rete (SMTP, POP3, HTTP, ecc.) tramite l’esecuzione di “check” 
(/opt/TAI/nemo/libexec/) 
• Monitoraggio delle risorse degli hosts (CPU load, spazio disco, ecc.) 
• Interfaccia web per visualizzare lo stato degli hosts e dei servizi, cronologia dei problemi e delle 
notifiche, abilitazione/disabilitazione monitoraggio hosts e/o servizi. Interfaccia web per la 
configurazione di hosts, servizi, contatti, gruppi, notifiche, ecc.  
• Possibilità di definire dei “contacts” da notificare (via e-mail, SMS, ecc.) in caso di problemi con 
   
hosts e/o servizi. 
• Possibilità di creare “gerarchie di host” (definizione di “parent host”) in modo da rilevare “host 
irraggiungibili” 




Possibilità di definire degli account per la gestione dei propri host: consultazione e configurazione. 
Ogni utente può gestire i propri hosts con la propria account (fig.18);  ma per poter aggiungere 
nuovi hosts e/o check di controllo sui servizi deve accedere con l’account di  amministratore: 
identico per tutti gli utenti. 
fig.17 
 
NeMO nel controllo diretto esegue il check specificato (controllo sull’host o sul servizio relativo 
all’host), interpreta i valori di ritorno ed intraprende le azioni opportune: notifiche, event handler 
(per host o per servizio), etc 
   
Nel controllo indiretto le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 
vengono monitorate tramite l’installazione di un “Agent” sull’host da controllare 
agent_linux_rh9.tar.bz2  





3.1.3. NeMO: efficienza e limitazioni 
 
In NeMO si possono: 
• Aggiungere script (in Perl o altri linguaggi) per nuovi tipi di check, ed ottimizzarli tramite 
interfaccia web 
• Visualizzare lo stato degli hosts e dei servizi  via web in maniera dettagliata, si possono 
abilitare (disabilitare) i controlli sugli hosts e/o servizi e/o invio di alert via web, 
configurazione di hosts e servizi via web  
• Visualizzare via web lo storico sullo stato degli hosts e dei servizi tramite file di log      
• Inoltrare gli ‘alert’ via e-mail  o via SMS, nel caso di qualche malfunzionamento  
• Interagire interattivamente tramite tecnologia WAP  
• Ha una notevole flessibilità nelle impostazioni ed un’ alta personalizzazione   
• Effettuare analisi temporali, e si possono generare semplici grafici e statistiche sugli eventi 
relativi al funzionamento degli hosts e dei servizi 
d’altro canto: 
• Non ha la caratteristica di multiamministratività, ma ha la possibilità di creare gruppi,  
simple user che hanno la possibilità di gestire il proprio parco macchine ed eventualmente 
aggiungerne di nuove  accedendo tramite la propria interfaccia come amministratore 


















3.2. ActiveXperts Network Monitor 
 
   
ActiveXperts Network Monitor è un’ applicazione proprietaria (ActiveXperts Software: i sorgenti 
non sono disponibili) che supporta Sistemi Operativi Windows 2000 o  Windows NT. La versione 
dimostrativa disponibile è la amonitor.exe dal sito http://www.activexperts.com. 
Altri moduli disponibili sono: aemail.exe (personalizzazioni delle e-mail di alert), 




























3.2.1. ActiveXperts Network Monitor: configurazione ed aspetti tecnico-
sistemistici 
 
L’installazione è molto semplice: basta avviare l’eseguibile. Rispetta le seguenti path:   
 
C:\programmi\ActiveXperts\Network Monitor\Server\Help:     documentazione 
C:\programmi\ActiveXperts\Network Monitor\Server \logs:              file di log 
C:\programmi\ActiveXperts\Network Monitor\Server\scripts:           scripts 
C:\programmi\ActiveXperts\Network Monitor\Server\      file .dll 
 
Ha una buona documentazione.                                                          
La configurazione di hosts, servizi, contatti, ecc. avviene attraverso interfaccia grafica locale. 
 
 
   
 
 
3.2.2. ActiveXperts Network Monitor: caratteristiche  
 
Riassumiamo le principali caratteristiche nei seguenti punti: 
• Monitoraggio dei servizi di rete (SMTP, POP3, HTTP, ecc.) tramite l’esecuzione di “check”  
• Monitoraggio delle risorse degli host (CPU load, spazio disco, ecc.) 
• Interfaccia grafica locale per visualizzare lo stato degli host e dei servizi, cronologia dei 
problemi e delle notifiche.  
• Interfaccia grafica locale per la configurazione di host, servizi, contatti, gruppi, notifiche, ecc.  
• Possibilità di definire dei “contacts” da notificare (via e-mail, SMS, ecc.) in caso di problemi con 


























ActiveXperts consiste in un’applicazione eseguibile integrata con il sistema Windows  2000 o NT 
 
esegue il “check” specificato (controllo sugli’hosts e/o sui servizi), interpreta i valori di ritorno ed 
intraprende le azioni opportune: notifiche, event handler, etc 
 
Nel controllo indiretto le risorse non pubbliche (es. spazio disco di un PC, carico CPU, etc) 
vengono monitorate tramite l’installazione di un “Agent” sull’host da controllare.  
   
3.2.3. ActiveXperts Network Monitor:  efficienza e limitazioni 
   
 
ActiveXperts Network Monitor è molto semplice da installare e configurare ma ha una flessibilità 
limitata.  
Il controllo sugli hosts e sui servizi  (tramite i vari “check”) viene lanciato periodicamente in 
maniera automatica non personalizzabile.  
In ActiveXperts Network Monitor: 
• Non c’è la possibilità di aggiungere script per nuovi tipi di check 
• Ni può visualizzare lo stato degli hosts e dei servizi solo in locale (desktop)      
• Si ha la possibilità di poter inoltrare gli ‘alert’ via e-mail o SMS, nel caso di qualche 
malfunzionamento  
• Si possono effettuare analisi temporali e statistiche sugli eventi, ma non si possono generare 
grafici  






3.3. Altri Sistemi di Monitoraggio Proprietari: accenni 
 
 
3.1.1. Alchemy EyE 
 
Alchemy Eye della Alchemy Lab è un sistema di monitoraggio  flessibile e dalle buone 
prestazioni. Supporta ambienti Windows in generale ed è disponibile una versione demo ‘eye.zip’ 
sul sito http://www.alchemy-lab.com/products/eye. 
Fra le caratteristiche più salienti questo prodotto permette, nel caso di un qualche 
malfunzionamento presente sulla rete, di avvertire l’amministratore sia attraverso SMS che via e-
mail . Per ogni tipo di Server, Alchemy Eye funziona usando una varietà di protocolli e servizi: 
ICMP, NT Event Log, http(s)/FTP, Free Disk Space, SQL query result monitor, NetBIOS Lan 
Monitor, LDAP, TCP/IP monitor e molti altri Plugins e add-ons. Le principali azioni che 
intraprende in presenza di un malfunzionamento sono: 
• Invio di messaggi: email alerts 
• Invio di applicazioni WinPopup 
• Restart del computer o del servizio 
• Esecuzione di scripts SQL ed esecuzione di programmi 
• Invio SMS 
• Invio di messaggi tramite pager. 
Alchemy Eye da la possibilità di consultare in maniera dettagliata (via testo o HTML) i file di log 
relativi agli eventi accaduti sulla rete. Ha anche la possibilità di creare delle statistiche sullo stato 
dei servizi e più in generale sullo stato della rete.  
   
 
  
     
3.1.2.  End2End 
 
End2End è un sistema di monitoraggio basato sul web, supporta diversi sistemi operativi (in 
generale Windows, Unix ed MVS mainframes), e sei differenti protocolli (TCP, UDP, SPX, IPX, 
RTP, SNA). Si suddivide in sei moduli: Application Monitor, Network Monitor, Service 
Monitor, System Monitor, Diagnostics on Demand (optional), Expert Analysis (optional). 
Analizza costantemente la rete ed i relativi servizi, supporta oltre 80 differenti applicazioni: Mail, 
POP3/SMTP email, Lotus Notes, Active Directory, Exchange, Web, FTP, DNS, PointCast, 
Oracle, SAP R/3, Baan, etc…  
Determina chiaramente se sono presenti problemi sulla rete, misura il traffico presente ed 
intraprende le opportune contromisure. Un dettagliato prospetto sulle potenzialità di questo 
strumento è consultabile sul sito www.seki.com.sg/products/network/end2end_overview.htm. 





Esiste un numero elevato di applicazioni  sia proprietarie che OpenSource che possono essere più 

























fig.20   
 
L’analisi si è però concentrata solo su alcuni di questi prodotti, facendo cadere la scelta su quelli 
aventi le caratteristiche specifiche già esposte nel paragrafo 1.2.1. 
alcuni di questi prodotti facendo cadere la scelta su alcune specifiche caratteristiche già  esposte 
nel paragrafo 1.2.1. 
   
 
A conclusione della sperimentazione abbiamo riassunto le proprietà più salienti in alcune tabelle 
che evidenziano pregi e difetti dei vari prodotti testati (fig. 21):   
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Iit Istituto di Informatica e Telematica                   C
Tabella riassuntiva prodotti testati   II
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Come si evince dalla figura 21 in verticale sono presenti i prodotti mentre in orizzontale le 
caratteristiche che sono di nostro interesse. 
 
Le celle che presentano un  si, stanno ad indicare che il servizio è presente; mentre quelle vuote 
indicano che la caratteristica in questione è completamente assente. Il ‘si’ fra apici indica che la 
caratteristica è presente, ma ha qualche problema risolvibile o accettabile.  
Si può notare, innanzitutto, che nessun prodotto testato possiede la caratteristica di 
multiamministratività. Il prodotto che meglio si avvicina a questa caratteristica è NeMO. Con 
qualche ‘trucchetto’ (piuttosto che metter mano al codice), si può ottenere la caratteristica di 
multiamministratività, (o per lo meno ci si può avvicinare ad essa), con la maggior parte dei 
prodotti visti: ovvero si possono creare dei cloni dello stesso prodotto di Network Monitoring 
sulla stessa macchina per monitorare gruppi di macchine distinte aventi diversi amministratori. 
La possibilità di ottenere informazioni via Web è presente in quasi tutti i prodotti, mentre la 
possibilità di poter configurare hosts e servizi, sempre via Web, la ritroviamo, ad oggi, solo in 
Nagios, Zabbix e NeMO. E’ da notare che, la tecnologia WAP viene implementata da Nagios e 
NeMO. Inoltre nessuno dei prodotti presenta la caratteristica di effettuare dei controlli incrociati; 
cioè controllare che ad ogni passo della fase di configurazione degli host e dei servizi, le 
impostazioni effettuate siano corrette. Il test sulla configurazione viene fatto solo dopo aver 
impostato tutte le sezioni configurabili. 
 
































API Application Programming Interfaces  
CPU Central Process Unit 
DHCP Dynamic Host Configuraion Protocol  
DNS Domain Name System (or Services ) 
FTP File Tansfer Protocol  
GNU GNU's Not Unix 
GSM            Global System for Mobile Comunications 
HTTP HyperText Transfer Protocol  
HTTPS HyperText Transfer Protocol Secure 
ICMP Internet Control Message Protocol  
IMAP Internet Message Access Protocol 
IRCD Internet Relay Cliet Daemon 
LAN Local Area Network 
LDAP Lightweight Directory Access Protocol  
MAN Metropolitan Area Network 
MTA Mail User Agent 
MUA Mail Transfer Agent  
NFS Network File System  
NNTP  Network News Transport Protocol  
NTP Network Time Protocol 
POP Post Office Protocol  
RFC Request For Comment  
SMB Server Message Block 
SMS Small Messagging System o Short Message Service   
SMTP Simple Mail Transfer Protocol  
SNMP Simple Network Managment Protocol 
SQL Structured Query Language 
SSH Secure Shell 
SSI Server Side Include 
TCP/IP Trasmission Control Protocol / Internet Protocol  
UDP User Datagram Protocol  
UPS Uninterruptibile Power Suppy  
URL Universal Resource Locator 
WAN Wide Area Network 
WAP Wireless Application Protocol 











   





ActiveXperts  http://www.activexperts.com  
Alchemy EyE  http://www.alchemy-lab.com/products/eye/  
Angel Network Monitor          http://www.paganini.net/angel  
Apache   http://www.apache.org 
Autostatus         http://www.angio.net/consult/autostatus 
BigBrother         http://bb4.com   
End2En Network Monitor    http://www.seki.com.sg/products-  
   /network/end2end_networkMonitor.htm 
Jmon   http://www.dsp.sun.ac.za/jjb/jmon 
MARS         http://www.altara.org/mars.html  
Mon         http://www.kernel.org/software/mon  
Nagios         http://www.nagios.org  
Nemo   http://www.tai.it 
Netup        http://www.pasteur.fr/units/sis/netup  
NocMonitor   http://www.nocmonitor.net 
Nocol                                       http://www.netplex-tech.com/software/nocol 
OverCR         http://www.molitor.org/overcr  
Penemo        http://www.penemo.org  
PIKT   http://pikt.org 
Spong         http://spong.sourceforge.net  
Sysmon   http://www.sysmon.org 
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