Computational fluid dynamics (CFD) is increasingly used to simulate complex industrial systems. Most CFD analysis relies on the Reynolds-averaged Navier-Stokes (RANS) approach and traditional two-equation turbulence models. Higher-fidelity approaches to the simulation of turbulence such as wallresolved large eddy simulation (LES) and direct numerical simulation (DNS) remain limited to smaller applications or to large supercomputing platforms. Nonetheless, continued advances in supercomputing are enabling the simulation of physical systems of increasing size and complexity. These simulations can be used to gain unprecedented insight into the physics of turbulence in complex flows and will become more widespread as petascale architectures become more accessible. As the scale and size of LES and DNS simulations increase, however, the limitations of current algorithms become apparent. For larger systems, more temporal and spatial scale must be resolved, thus increasing the time-scale separation. While the smaller time scales dictate the size and the computational cost associated with each time step, the larger time scales dictate the length of the transient. An increased time-scale separation leads to smaller time steps and longer transients, eventually leading to simulations that are impractical or infeasible. In practice the presence of multiple and strongly separated time scales limits the effectiveness of CFD algorithms for LES and DNS applied to large industrial systems. Moreover, the situation is likely to become worse on future computer architectures, as even larger systems will be simulated, thus increasing the size and length of transients. At the same time transients currently simulated on petascale architectures are unlikely to become any faster on exascale architectures. In this paper we consider a technique to accelerate current transient simulations aimed at collect averaged turbulent statistics. The focus is on ergodic flows and simulations. This technique is ensemble averaging, commonplace in machine learning and artificial neural networks. Ensemble averaging is the process of creating multiple models and combining them to produce a desired output. It is also at the basis of RANS/URANS turbulence modeling. In the proposed approach, multiple instances of the same ergodic flows are simulated in parallel for a short timeframe and summed to create an ensemble. Provided each instance is sufficiently statistically decorrelated, this allows considerable reduction in the time to solution. This paper focuses on the theory and implementation of the methodology in Nek5000, a massively parallel open-source spectral element code. Moreover, we present the application of the method to the DNS and LES simulation of channel flow and pipe flow.
ABSTRACT
Computational fluid dynamics (CFD) is increasingly used to simulate complex industrial systems. Most CFD analysis relies on the Reynolds-averaged Navier-Stokes (RANS) approach and traditional two-equation turbulence models. Higher-fidelity approaches to the simulation of turbulence such as wallresolved large eddy simulation (LES) and direct numerical simulation (DNS) remain limited to smaller applications or to large supercomputing platforms. Nonetheless, continued advances in supercomputing are enabling the simulation of physical systems of increasing size and complexity. These simulations can be used to gain unprecedented insight into the physics of turbulence in complex flows and will become more widespread as petascale architectures become more accessible. As the scale and size of LES and DNS simulations increase, however, the limitations of current algorithms become apparent. For larger systems, more temporal and spatial scale must be resolved, thus increasing the time-scale separation. While the smaller time scales dictate the size and the computational cost associated with each time step, the larger time scales dictate the length of the transient. An increased time-scale separation leads to smaller time steps and longer transients, eventually leading to simulations that are impractical or infeasible. In practice the presence of multiple and strongly separated time scales limits the effectiveness of CFD algorithms for LES and DNS applied to large industrial systems. Moreover, the situation is likely to become worse on future computer architectures, as even larger systems will be simulated, thus increasing the size and length of transients. At the same time transients currently simulated on petascale architectures are unlikely to become any faster on exascale architectures. In this paper we consider a technique to accelerate current transient simulations aimed at collect averaged turbulent statistics. The focus is on ergodic flows and simulations. This technique is ensemble averaging, commonplace in machine learning and artificial neural networks. Ensemble averaging is the process of creating multiple models and combining them to produce a desired output. It is also at the basis of RANS/URANS turbulence modeling. In the proposed approach, multiple instances of the same ergodic flows are simulated in parallel for a short timeframe and summed to create an ensemble. Provided each instance is sufficiently statistically decorrelated, this allows considerable reduction in the time to solution. This paper focuses on the theory and implementation of the methodology in Nek5000, a massively parallel open-source spectral element code. Moreover, we present the application of the method to the DNS and LES simulation of channel flow and pipe flow.
INTRODUCTION
Computational fluid dynamics (CFD) is increasingly used to simulate turbulent flows. Most CFD analysis, especially in industry, relies on the Reynolds-averaged Navier-Stokes (RANS) approach and traditional two-equation turbulence models. Higher-fidelity approaches to the simulation of turbulence, such as wall-resolved large eddy simulation (LES) and direct numerical simulation (DNS), remain limited to smaller applications or to large supercomputing platforms. In fact, since the Reynolds number dictates the local resolution, large machines are currently necessary to simulate engineering systems with turbulence-resolving techniques.
Nonetheless, continued advances in supercomputing are enabling the simulation of physical systems of increasing size and complexity. Current supercomputers can accommodate grids that reach tens to hundreds of billions of points, enabling the simulation of entire rod bundles with wall-resolved LES using CFD algorithms with good scalability properties. As supercomputer become more powerful and larger, LES and DNS simulations become possible. With traditional algorithms, however, little can be done to make the solution of traditional problems run faster once the strong-scaling limit is reached. Therefore, the time to solution of traditional algorithms is inherently limited. This problem will be particularly severe as computing platform move toward exascale. Because of power constraints, highperformance computing architectures are being designed to support extreme concurrency. Unfortunately, little can be done to reduce internode latency, which sets the node-level granularity of simulations and, ultimately, the rate at which work can be carried out. Extreme concurrency provides an avenue to solve larger problems rather than to solve today's problems faster (assuming, as in the present case, that we are already running at the strong-scale limit). That will mean running cases orders of magnitude larger (at higher Reynolds numbers or for larger domain size) for longer integration times, as the time-scale separation will increase. Consequently, accelerating turbulence calculations will become an imperative on larger architectures.
In the present work we limit our attention to the ergodic flows. We seek to estimate expected values for the key quantities of interest in turbulent flows. The traditional approach is to exploit the ergodicity assumption and use time averaging as the basis of the estimate. But, as pointed out, statistical convergence is becoming increasingly slow given the eddy decorrelation timescale associated with large-scale engineering flows.
As an alternative, we propose and demonstrate here a direct Ensemble Averaging approach, whereby we carry out multiple statistically independent realizations of the flow and directly estimate the expected quantities using ensemble averaged statistics. This allows to employ efficiently larger processor counts. We describe the method in the next section, we then describe the Nek5000 code and present some results for channel and pipe flow.
METHODS
We focus here on the solution of the constant-properties incompressible Navier-Stokes equations:
between times t=0 and t=T. In ergodic turbulent flows equations (1) and (2) are highly unsteady, and the velocity and pressure signal are time dependent, while preserving timeindependent statistical properties. Such properties may include the mean 〈⃗ 〉 and the rms 〈́2 ⃗⃗⃗⃗ 〉, as well as higher statistics (skewness, flatness). While several types of averaging have been applied in theory to estimate such properties [3] , in practice the most common way to estimate mean and rms is to apply time-averaging:
and so on for higher statistics. Here 0 and 1 are respectively the initial time of collection of statistics (i.e., the time it reaches a statistical steady state) and the final time of collection. The latter is selected until further collection of statistics does not affect the result. This approach forces an additional time scale on the problem represented by (1) and (2) and given by 1 − 0 . This in turn leads to a significant computational burden because this time scale can be large, often larger than the time required to reach a statistical steady state. Moreover, it may grow if higher statistics or turbulence budgets are of interest. The consequence is large typical time-to-solution values for turbulent flow simulations, which limit their practicality. In addition to affecting the time to solution, the lack of time parallelism implies that, assuming simulations are already run at the strong-scaling limit and turbulent flow simulations are unable to employ effectively larger processor counts.
In this work we present an alternative method for estimating the constant-properties Navier-Stokes equations and other statistical properties. The method relies directly on the concept of ensemble and exploits finer granularity. Assuming n independent solutions ⃗ to the time-dependent problem (1-2), an estimator can be constructed:
where 0 and 1 are the beginning and end of the integration time, respectively, and are typically much smaller than 0 and discuss later, and will determine the resulting efficiency. As a proof of concept, however, we will here examine the most straightforward choice: Let each ⃗ be a solution of (1-2) starting from a different initial condition ⃗ 0 at time t=0. This is clearly not optimal because it does not guarantee sufficient decorrelation a priori. However, we will demonstrate that even such a simple choice provides surprisingly powerful results. Each independent i solve of (1-2), with i from 1 to n, is referred to in the following as a session. Each session is completely independent of the others and can be performed on a set of disjoint processors with minimal communication. This allows to exploit larger processor counts effectively. All methods have been implemented in the spectral-element code Nek5000. We point out here that all sessions are carried out in a single run with minimal user involvement.
NEK5000
The Argonne-based open-source fluid/thermal simulation code Nek5000 [4] is designed specifically for transitional and turbulent flows in complex domains. Nek5000 is based on the spectral-element method (SEM) [5] , a high-order weighted residual technique that combines the geometric flexibility of finite elements with the rapid convergence and tensor-product efficiencies of global spectral methods. Globally, the SEM is based on a decomposition of the domain into E smaller subdomains (elements), which are assumed to be curvilinear hexahedra (bricks) that conform to the domain boundaries. Locally, functions within each element are expanded as Nthorder polynomials cast in tensor-product form, which allows The principal advantage of the spectral-element method is that convergence is exponential in N, which implies that significantly fewer gridpoints per wavelength are required to accurately propagate a signal (or turbulent structure) over the extended times associated with high Reynolds number flow simulations. A high-order code involves slightly more work per gridpoint but not more memory access. We emphasize that the reduction in the number of gridpoints is a function of the discretization choice, independent of the implementation; the savings is realized by having an efficient SEM code that does not lead to increased cost per gridpoint.
In addition to its high-order foundation, Nek5000 has several other features. Temporal discretization is based on a high-order splitting that is third-order accurate in time and reduces the coupled velocity-pressure Stokes problem to four independent elliptic solves per timestep: one for each velocity component and one for the pressure. The velocity problems are diagonally dominant and thus easily solved by using Jacobi-preconditioned conjugate gradient iteration. The pressure substep requires a Poisson solve at each step, which is effected through multigridpreconditioned GMRES iteration coupled with temporal projection to find an optimal initial guess. Particularly important components of Nek5000 are its scalable coarse-grid solvers that are central to parallel multigrid. The code features a fast direct solver that is optimal up to processor counts of P ≈ 10 4 and fast algebraic multigrid for P = 10 5 and beyond.
Counts of 15 GMRES iterations per timestep for billiongridpoint problems are typical with the current pressure solver. Nek5000 scales extremely well on the BG/P and BG/Q architectures. The code realizes excellent strong scaling, sustaining 60% parallel efficiency with as few as 2,000 points per process for P=1,048,576. Typically, production runs are made with 5,000-10,000 points per process and thus run at higher parallel efficiencies.
The approach used to simulate turbulence in the present work is LES, with an explicit filter that mimics the de-convolution method [6] . In LES, large-scale turbulence is simulated while smaller scales are modeled. Since smaller scales have a nearly universal behavior, LES is a more reliable methodology than is Reynolds-averaged Navier-Stokes, in the sense that it generally depends less on the modeling assumptions. Nek5000 has been validated extensively both in DNS and LES mode [7, 8] .
RESULTS
In the following, we present results for two canonical cases: turbulent channel flow and turbulent pipe flow. The results are compared with DNS data whenever possible [9] . The channel flow results are analyzed in more detail. The pipe flow results have the primary objective to show that the method is not limited to simplified geometries but has a broad appeal. 
Channel flow
Two sets of turbulent channel flow simulations were performed by using the high-order spectral-element code Nek5000. The first set was a single session run with 16 processors and a long simulation time (T = 1000) while the second set used 64 parallel sessions with a shorter time domain (T = 100). The goal was to employ an ensemble-averaging technique and achieve significant reduction in the time to solution with a computational cost comparable to that of the conventional timeaverage method. Figure 1 illustrates the differences between the time-average and ensemble-average runs. The shaded area in the beginning of each block represents the time interval during which data was disregarded in order to wait until fully turbulent flow was developed and spatial velocity profiles across the sessions were decorrelated. Each session was started with similar but slightly different initial conditions adding random noise (i.e, using the session number i as a seed for the random number generator for instance). The blue area with white horizontal lines shows the segment of the time domain where time-averaged data was collected. For the time-average run, this area was 90% of the entire time domain. Time-averaged velocity profiles were generated during this entire time interval. Data collection segments for the ensemble runs across the sessions constitute the last 20% of the time domain. directions, where  is the channel half-width. The streamwise direction was along the x-axis. Periodic boundary conditions are applied in both the x and z directions. Both the time and ensemble runs of channel flow simulations were performed with polynomial order 9, for a total of approximatively 512,000 collocation points. A sensitivity study was performed to ensure this resolution was sufficient at the given polynomial order. The filtering for the deconvolution LES model was set to 5% on the last mode. In both cases the flow was driven by demanding a fixed bulk flow velocity -U b , with Re b = 10,000. The bulk Reynolds number is defined here as = ⁄ .
Fig. 3.
Plot showing u+ as a function of y+ with time-averaged and ensemble-averaged data sets for turbulent channel flow. Re = 10,000, Re  = 300 Figure 3 shows u+ as a function of y+ for both data sets along with the log-law (red line) with constants k = 0.41 and B = 0.52. Figure 4 illustrates <u 2 > (scaled by friction velocity) obtained from the time-averaged and ensemble-averaged runs along with DNS results by Kasagi et al. [9] for channel flow at Re = 10,000. These plots were generated at the center of the x and z domain using 1,000 interpolation points in the y direction between the center of the channel and the wall ([0, ]).  ) with time-averaged and ensemble-averaged data along with DNS results [9] . Turbulent channel flow simulation at Re = 10,000 Re  = 300.
These plots demonstrate that the time and ensemble averages agree well with each other and also with theoretical and DNS results. The dependence of the u+ velocity profile on the number of sessions used in calculating averages was also examined, and results are presented in Fig. 5 . The calculations were done for 5, 10, 20, and 64 sessions. The figure shows that the 20-session results are already close to convergence and produce satisfactory agreement with the 64-session results, which in turn has an excellent agreement with the log-law. Table 1 summarizes the computational costs and time to solution for the time-averaged and ensemble-averaged cases with different numbers of sessions for channel flow . Since these simulations were performed on different platforms, a conversion factor was necessary to exclude the performance differences between different CPUs when comparing computation costs. This factor was determined based on wall time per time step in each case and turned out to be around 4.5 for channel flow simulations. The ensemble run was performed with 64 sessions and 128 CPUs (256 MPI ranks). However, in Table 1 we also provide computational costs for the 45-and 20-session runs. We chose 45 because it represents the same total time domain as for the time-averaged case (45 x 20 => T = 900) and should have the same precision as the time-averaged results. The computational cost for 20 sessions was calculated because according to Fig. 5 results from 20 sessions already agree well with the theoretical prediction. The table suggests that the ensemble-averaging technique tends to have a higher computational cost than does the time-averaging approach. The reason is that even after the turbulence is established, some of the statistics during the ensemble runs are disregarded (solid blue regions in the middle of the ensemble time domains in Fig.  1 ) in order to ensure decorrelation among the sessions. However, the 20-session ensemble run, which is close to the correct solution, has about the same computational cost as does the long time-averaged run. We conclude that using ensemble runs significantly reduce the time to solution. This conclusion suggests that ensemble runs can utilize the full potential of a supercomputing platform, whereas the conventional time-averaged approach is subject to the strongscaling limit and acquiring turbulence statistics for a long time domain often becomes unfeasible. Table 1 . Computational cost and time to solution for timeaveraged and ensemble-averaged runs for channel flow.
Pipe flow
A similar study was performed for pipe flow. Figure 6 presents the differences between time-averaged and ensemble-averaged runs. Data was collected for the time-averaged run for T = 250 units and T = 80 for the ensemble average runs. The first 50 units of time were needed to reach turbulent flow. The ensemble-averaged had slightly perturbed initial conditions based on the session number i. Only the data collected during last 10 time units was used for the collection of statistics. It is likely the time T could have been shortened in the ensemble averaging sessions, but due to time constraints that test was not performed here. We emphasize that this particular calculation was carried out only for demonstration purposes. It is likely The ensemble run was performed with 32 sessions and 256 CPUs in each session (512 MPI ranks). A refined computational mesh with 8,320 elements used for the pipe flow simulations is shown in Fig. 7 . The filter assumed for the deconvolution LES model was 5% on the last mode of each element. The flow direction was along the z-axis. Periodic boundary conditions are applied in z and the length of the domain the streamwise direction is set to 14D. Both the timeaveraged and ensemble-averaged runs were performed with polynomial order 5 for a total of less than 2 million collocation points. The results are slightly under-resolved result ( Fig. 8-9 ) at this polynomial order and should be considered as such. The primary objective of this simulation is to demonstrate the method can be applied to complex geometries. [9] for comparison. Both plots show that time-averaged and ensemble-averaged runs produce almost the same velocity profiles, and they both agree reasonably well with the DNS data given the slight under-resolution. The bulk Reynolds number = ⁄ under investigation is equal to 5,310.
Fig. 9
Plot showing <uz> rms (scaled by u  ) with timeaveraged and ensemble-averaged data and DNS results [9] for turbulent pipe flow. Re = 5310 Re  = 180.
As in the case of the channel flow, computational costs and time-to-solution numbers were also calculated for pipe flow.
The results are summarized in Table 2 . Two cases are provided in the table for ensemble results: one for 32 sessions, which was the actual number that the simulation was run with, and the other for 25 sessions to represent the scaled case with the same total time domain (25 x 10 => T = 250) as the time-averaged run. Ens. Scaled 25 x 256 x 1 = 6400 1 computational cost are even higher than they were for the channel flow simulations. The reason is that the fraction of the time domain for the ensemble run during which statistics was recorded and used for calculations was 12.5% compared with 20% for the channel flow (Fig. 6) . The ensemble-averaging technique applied to the turbulent pipe flow example also successfully demonstrated that this approach allows collecting high-quality statistics in just one hour. We point out that an analysis of the type carried out in Fig. 5 was not performed. Moreover, as already pointed out the ensemble average runs were too long and thus not optimal. Therefore the increase of computational cost observed here is likely due to a lack of optimization.
CONCLUSIONS
A novel technique for the computation of statistical properties of ergodic turbulent flows has been presented and demonstrated on two canonical flows. This technique, which relies directly on the concept of ensemble, exploits larger processor counts while maintaining the same granularity, by effectively parallelizing the statistics collection phase.
The results indicate that even with the most simplistic form of decorrelation, one can achieve massive speedups in terms of time to solution. Moreover, these speedups can be achieved with a minimal increase in computational cost in terms of CPUhours if special care is taken in minimizing the number of sessions (Table 2) .
While the main purpose of this paper is to provide a proof of concept, the method can be used to accelerate a collection of statistics in massive simulations where the strong-scaling limit has already been already reached.
Future work will focus on better characterization of the correlation between sessions. We will also optimize the process to decrease the lead time between the beginning of a session and the start of the data collection. Moreover the method will be demonstrated in additional geometries and more complex cases. Extension to non-ergodic flows will also be considered. 
