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Matrices aléatoires et applications
Depuis le début du XXème siècle et l’apparition des statistiques multivariées, beaucoup de travaux ont été con-
sacrés à la mise au point de nouveaux outils statistiques pour traiter de grandes quantités de données. Tradi-
tionnellement, ces outils ont été développés dans le cas où l’on dispose d’un grand nombre N d’observations
statistiques (ou échantillons) de dimension raisonnable M , et se basent relativement souvent sur l’utilisation de
la matrice de covariance empirique des observations. Si les N observations statistiques sont représentées par les








Le comportement des matrices de covariance empirique a donné également lieu à de nombreux travaux, notam-
ment sur la caractérisation de la loi jointe des valeurs propres et vecteurs propres. Le comportement asymptotique
de ces matrices a également été étudié, dans le cas où le nombre d’observations disponibles tend vers l’infini, tan-
dis que la dimension des observations est fixe (voir par exemple les références classiques Anderson [2] etMuirhead
[33]).
Aujourd’hui, les progrès des différentes technologies ont entraîné une nette augmentation de la dimension
des données à traiter (M grand), sous des contraintes de temps toujours plus fortes (limitations sur N ). La plupart
des outils classiques (estimateurs, tests) ont été étudiés quand le nombre d’échantillons N est bien plus grand
que la dimension des observations N . Or, dans beaucoup de domaines, il n’est pas toujours possible de dis-
poser d’un nombre trop grand d’observations, notamment quand les modèles ne sont stationnaires que sur une
courte période de temps. Citons notamment comme exemple le domaine des communications multi-antennes
où il est crucial de pouvoir estimer les canaux de transmission en un minimum de temps (et donc un minimum
d’échantillons), car leurs propriétés statistiques évoluent très vite, et tout en ayant la possibilité d’avoir un grand
nombre d’antennes (dimension des observations) qui permet d’augmenter le débit de transmission. Ces con-
traintes sont également présentes en finance par exemple, où l’on dispose de grands portefeuilles d’actions, mais
de peu d’échantillons, car là encore les modèles évoluent très vite. Il apparaît dès lors que les outils statistiques
classiques affichent des comportements différents, notamment ceux basés sur l’estimée empirique des matrices
de covariance.
Ainsi, il est devenu nécessaire de disposer de nouveaux outils performants dans le cas où la dimension des
observations est grande, et du même ordre de grandeur que le nombre d’échantillons disponibles. Ceci passe par
une meilleure compréhension du comportement asymptotique de quantités fondamentales telles que les valeurs
propres et vecteurs propres des matrices de covariance empirique, quand la dimension et le nombre des observa-
tions tendent vers l’infini au même rythme. Ces problèmes trouvent leur réponse grâce à la théorie des grandes
matrices aléatoires. Le régime asymptotique considéré est donc celui oùM ,N →∞ de telle sorteM/N → c > 0.
Les premières applications des matrices aléatoires aux statistiques remontent à la fin des années 1980, avec
les travaux de Girko (voir par exemple [21]), fondateur de la théorie de la "G-estimation" (G pour "Generalized").
Dans le cas de modèles dits "à covariance", les observations y1, . . . ,yN ∈CM s’écrivent
yn =R1/2xn ,
où x1, . . . ,xn sont des vecteurs indépendants et identiquement distribués (i.i.d.), dont les entrées sont i.i.d. centrées
et de variance 1, et R est la matrice de covarianceM ×M des observations. L’idée de la "G-estimation" repose sur










avec λˆ1, . . . , λˆM les valeurs propres de Rˆ, est proche, quand M ,N →∞ et M/N → c > 0, d’une distribution déter-
ministe. Plus précisément (Silverstein [39], Girko [21]), on a presque sûrement
Fˆ (λ)−F (λ)→ 0, (1)
où F est la fonction de répartition d’une mesure de probabilité déterministe, fonction des valeurs propres de R
et du ratio M/N . Girko a développé un certain nombre d’estimateurs pour des fonctionnelles de la matrice de
covariance R, en utilisant la relation existante entre F et ces fonctionnelles de R, puis en utilisant le fait que F est
estimable de façon consistante par Fˆ . Ces mêmes idées ont été reprises par El Karoui [18] en 2008, dans le cadre
de l’estimation des valeurs propres de la matrice R. Plus récemment en 2009, Mestre [49] a également proposé un
nouveau point de vue sur l’estimation des valeurs propres et vecteurs propres de R, basé sur des représentations
en intégrales de contour facilement estimables.
L’application des matrices aléatoires au domaine des télécommunications est relativement récente, malgré
l’importance des problèmes. Les premiers travaux concernent la théorie de l’information (Telatar [43] en 1999),
où la capacité de certains canaux de communications MIMO (Multiple Inputs Multiple Outputs) est étudiée. Il est
ainsi montré que cette capacité peut être interprétée en terme de fonctionnelle des valeurs propres de matrices
aléatoires. En effet, la capacité ergodique par antenne d’un canal MIMO gaussien àM antennes de réception et N












où H est la matrice M ×N du canal dont les entrées sont i.i.d. gaussiennes complexes standards, ρ est le rapport






où Fˆ (λ) est la distribution empirique des valeurs propres de HH∗. En utilisant (1), il est ainsi possible de montrer
que I (ρ) converge vers une quantité constante, dont on connaît l’expression analytique. Ces idées basées sur les
fonctionnelles de valeurs propres de matrices aléatoires ont été également reprises dans le contexte des grands
systèmes CDMA (Code DivisionMultiple Access - voir Tse &Hanly [45], Verdu & Shamai [47]), où lesmatrices aléa-
toires en jeu ne sont plus gaussiennes. Plus récemment, ces idées ont également été utilisées dans les problèmes
d’optimisation de la capacité, où le but est de précoder les signaux transmis de manière à maximiser la capacité
de transmission (voir par exemple Chuah et al. [13], Moustakas et al. [32], Dumont et al. [17]).
Dans le contexte du traitement statistique du signal, qui est l’objet principal de cette thèse, les travaux sont peu
nombreux. Une première contribution de Silverstein et Combettes [41] pose le problème de la détection de signal
dans les grands réseaux de capteurs, quand le nombre d’antennes et le nombre d’échantillons disponibles sont
grands et dumême ordre de grandeur. Il est ainsi montré experimentalement que les valeurs propres de lamatrice
de covariance empirique se séparent en deux groupes, le groupe des plus grandes valeurs propres étant directe-
ment relié au nombre de sources émettrices. Ces résultats ont été formalisés plus récemment avec l’introduction
des "spiked models", qui sont des matrices aléatoires perturbés multiplicativement par des matrices de petit rang
(voir Baik et al. [6], Baik & Silverstein [7]). Des algorithmes de détection basés sur ce phénomène de séparation
des valeurs propres de la covariance empirique ont ainsi été développés, notamment par Nadakuditi & Edelman
[34], Kritchman & Nadel [30]. Tout récemment, Bianchi et al. [10] ont proposé une étude des performances du
test du maximum de vraisemblance généralisé pour la détection d’une seule source, en développant des résultats
de grandes déviations sur la plus grande valeur propre de la matrice de covariance empirique. Parallèlement à la
détection de sources, des travaux ont été conduit dans le domaine de la localisation de sources. Ainsi, Mestre et
Lagunas [51] ont proposé une méthode d’estimation des directions d’arrivée, basés sur l’algorithme MUSIC, qui
présente de bonnes performances pour unnombre d’antennes et d’échantillons dumêmeordre ordre de grandeur.
Les travaux deMestre-Lagunas constituent le point de départ du travail de cette thèse et sont résumés dans la sec-
tion suivante.
Quelques résultats classiques et applications aux grands réseaux de capteurs
La théorie des grandesmatrices aléatoires est bien antérieure aux problèmes statistiques évoqués précédemment,
et trouve ses fondations en physique nucléaire dans les travaux de Wigner [48] de 1958. Wigner a notamment
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étudié le spectre de certainesmatrices aléatoires hermitiennes etmontré que la distribution empirique des valeurs
propres converge vers la loi du demi-cercle.
Il faut attendre 10 ans plus tard pour voir apparaître les premiers résultats asymptotiques concernant les ma-
trices de covariance empiriques, grâce aux travaux de Marcenko & Pastur [31]. Considérons M ,N ∈ N∗ tels que





avec σ > 0 et XN une matrice de taille M ×N dont les éléments sont des variables aléatoires i.i.d. centrés et de
variance 1. Comme précédemment, nous définissons la mesure spectrale deΣNΣ∗N (où distribution empirique de








avec λˆ1,N ≤ . . .≤ λˆM ,N les valeurs propres de ΣNΣ∗N et δx la mesure de Dirac en x. Marcenko & Pastur ont notam-























cN )2 et λ+N =σ2(1+
p
cN )2. Quand N →∞, il est clair que νN tend vers une loi limite ν∞, appelée
mesure spectrale limite de ΣNΣ∗N . Le support de ν∞ est donné par l’intervalle
[
σ2(1−pc)2,σ2(1+pc)], com-
munément appelé "bulk" dans la littérature. La convergence (3) signifie que l’histogramme des valeurs propres de
ΣNΣ
∗
N se concentre autour de la distribution ν∞, pourN grand, commemontré dans l’exemple numérique donné
en figure 1.

















Figure 1: Densité de la loi ν∞ pour σ = 1, c = 0.5, et histogramme des valeurs propres de ΣNΣ∗N dans le cas où
N = 2000, cN = 0.5 et σ= 1, pour une réalisation de la matrice aléatoire XN .
L’approche originale de la preuve de Marcenko & Pastur repose sur l’utilisation de la transformée de Stieltjes





λ− z , pour tout z ∈C\R,
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et consiste à prouver que mˆN (z)−κN (z)→N 0 p.s., où κN (z) est la transformée de Stieltjes de νN . Cette méthode















grâce à laquelle des calculs peuvent être réalisés aisément. De nombreux résultats ont été obtenus par la suite sur
le comportement des valeurs propres de ΣNΣ∗N , prises individuellement. Il a ainsi été montré en particulier que








Les valeurs propres deΣNΣ∗N sont ainsi toutes "absorbées" dans un voisinage du "bulk"
[
σ2(1−pc)2,σ2(1+pc)2]
à partir d’un certain rang N .
Pour comprendre les applications potentielles de ce résultat au traitement du signal, considérons un ensemble
de K sources émettant sur un réseau deM antennes, avecM >K . A l’instant discret n, le signal reçu s’écrit
yn =Asn +vn ,
où
• A est unematrice déterministe complexe de tailleM×K contenant les coefficients de transmission entre les
K sources et le réseau d’antennes,
• sn = [s1,n , . . . , sn,K ]T le vecteur des signaux transmis (non observable), supposés gaussien i.i.d. centrés de
covariance RS = E[sns∗n]. Les signaux sont également supposés i.i.d. dans le domaine temporel.
• vn un vecteur gaussien complexe (moyenne nulle, covariance σ2IM ), réprésentant le bruit de transmission
indépendant du signal source.
En collectant N échantillons du précédent signal dans la matrice ΣN = 1p
N





où SN = [s1, . . . ,sN ] et WN = 1p
N
[v1, . . . ,vN ]. Dans le cas où aucun signal n’émet sur le réseau d’antennes, ΣN =WN
présente la même distribution que (2), et donc toutes les valeurs propres de la matrice de covariance empirique
des observations sont concentrées dans un voisinage de
[
σ2(1−pc)2,σ2(1+pc)2], pour un nombre d’antennes et
d’échantillons suffisamment grands. En présence de signal, le modèle (5) est par contre équivalent à
ΣN =Γ1/2N XN (6)
où ΓN = ARSA∗ +σ2IM et XN une matrice M ×N dont les entrées sont complexes gaussiennes standards et in-
dépendantes. Sous l’hypothèse que A et RS sont de rang plein, on a rang(ARSA∗) = K , et les M −K plus petites
valeurs propres de ΓN sont toutes égales à σ2 sauf les K plus grandes qui sont strictement supérieures. En posant
σ = 1 sans perte de généralité, ΓN est donc une perturbation de rang K de la matrice identité IM , et (6) apparaît
donc comme une perturbation multiplicative de (2). Il convient de quantifier la perturbation engendrée sur les
valeurs propres deΣNΣ∗N , dans un premier temps lorsque K est petit comparativement àM ,N . Le comportement
des valeurs propres dans un tel cadre est donné par les résultats sur les "spikedmodels" (voir Baik et al. [6], Baik &
Silverstein [7]).
Considérons plus précisément le modèle (6), où ΓN est une matrice déterministe definie positive de valeurs
propres λ1,N ≤ . . .≤λM ,N et XN une matrice dont les entrées sont i.i.d. centrées de variance 1. Supposons comme
précédemment que M est une fonction de N et cN = M/N → c ∈]0,1], posons K un entier indépendant de N .
On suppose de plus que les M −K plus petites valeurs propres de ΓN sont égales à 1, i.e. λ1,N = . . . = λM−K ,N =
1, et que les K plus grandes valeurs propres λM−K+1,N ,N , . . . ,λM ,N convergent vers des limites 1 < γ1 ≤ . . . ≤ γK
quand N →∞. Comme ΓN est une perturbation de l’identité de petit rang K comparé aux dimensionsM ,N , il est
attendu que le comportement global des valeurs propres deΣNΣ∗N soit proche du cas (2), i.e. que leur distribution
empirique soit proche de la loi de Marcenko-Pastur. En effet, si µˆN désigne la mesure spectrale empirique de
ΣNΣ
∗
N dans le cadre du modèle (6), alors on a toujours µˆN −νN
e−−−−→
N→∞
0, où νN est donnée par (4) (Silverstein
[39]). Neanmoins, quand N → ∞, toutes les valeurs propres de ΣNΣ∗N ne se concentrent pas autour du bulk
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[
σ2(1−pc)2,σ2(1+pc)]. En effet, il est montré (voir Baik & Silverstein [7]) que les K plus grandes valeurs propres
λˆM−K+1,N , . . . , λˆM ,N deΣNΣ∗N peuvent converger vers des limites en dehors du bulk si γ1, . . . ,γK , les valeurs propres





γk + cγkγk−1 si γk > 1+
p
c(
1+pc)2 sinon . (7)
Notons que γk > 1+
p
c implique γk + cγkγk−1 >
(
1+pc)2. Les résultats énoncés en (7) sont illustrés en figure 2.

















Figure 2: Densité de la loi de Marcenko-Pastur ν∞ pour σ = 1, c = 0.5, et histogramme des valeurs propres de
ΣNΣ
∗
N dans le cadre dumodèle (6). Les paramètres sont K = 3, N = 2000, cN = 0.5 et σ= 1, pour une réalisation de
lamatrice aléatoireXN . Les 3 plus grandes valeurs propres deΓN sont 3,5,7, et les valeurs propres correspondantes
de ΣNΣ∗N sont entourées en pointillés.
Les implications dans le cadre applicatif du réseaud’antennes (5) sont immédiates. Si lesK valeurs propres non
nulles de ARSA∗ associées aux K sources émettrices sont suffisamment grandes, alors pour N ,M suffisamment
grands, les K plus grandes valeurs propres de ΣNΣ∗N seront séparées des M −K plus petites. Ces phénomènes
spécifiques aux "spiked models" ont notamment été exploités dans des problèmes de détection des sources (voir
les travaux de Nadakuditi & Edelman [34], Kritchman & Nadler [30], Nadler [35], Bianchi et al. [10]).
Dans le cas où le nombre de sources n’est plus négligeable comparativement aux nombres d’antennes et
d’échantillons, il est nécessaire de considérer un cadre plus général pour étudier le comportement des valeurs pro-
pres de ΣNΣ∗N . On considère donc le modèle (6) où ΓN est une matrice définie positive telle que supN ‖ΓN‖ <∞.




presque sûrement, où µN est unemesure de probabilité déterministe et absolument continue de support compact




0, pour tout z ∈C+, (9)





)−1 est la transformée de Stieltjes de µˆN et oùmN (z)=∫R+ dµN (λ)λ−z , la transformée de




Tr (ΓN (1− cN − cN zmN (z))− zIM )−1 , pour tout z ∈C\supp(µN ), (10)
avec supp(µN ) le support de µN . La différence essentielle par rapport au modèle (2) réside à présent dans le fait
que les différentes quantités décrivant le comportement global asymptotique des valeurs propres deΣNΣ∗N ne sont
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plus connues explicitement, mais uniquement par l’intermédiaire d’équations. Ainsi, il ne sera plus possible de
déduire des résultats précis concernant le comportement des plus grandes valeurs propres deΣNΣ∗N . Néanmoins,




1− cN − cN zmN (z)
. (11)
Alors Bai & Silverstein [5] ont montré que, pour un intervalle [a,b] tel que [a− ǫ,b+ ǫ]∩ supp(µN ) = ;, pour un
certain ǫ> 0 et à partir d’un certain rang N , on a wN (a)<wN (b) et
card{k : λˆk,N < a}= card{k :λk,N <wN (a)} et card{k : λˆk,N > b}= card{k :λk,N >wN (b)}, (12)
avec probabilité 1, pour N suffisamment grand. Autrement dit, si par exemple les valeurs propres de ΓN sont
scindées en deux groupes suffisamment séparés, de telle manière que
λ1,N ≤ . . .≤λM−K ,N <wN (a)<wN (b)<λM−K+1,N ≤ . . .≤λM ,N ,
où K peut dépendre de N , alors presque sûrement, pour N grand,
λˆ1,N ≤ . . .≤ λˆM−K ,N < a < b < λˆM−K+1,N ≤ . . .≤ λˆM ,N .
Ce phénomène de séparation est illustré en figure 3, où l’on constate la séparation des valeurs propres de ΣNΣ∗N
en 3 groupes.














Figure 3: Densité de la loi µN pour σ= 1, cN = 0.5, et histogramme des valeurs propres de ΣNΣ∗N dans le cadre du
modèle (6). pour N = 3000, une réalisation de la matrice aléatoire XN . Les valeurs propres de ΓN sont 1 (multiplic-
ité 750), 7 (multiplicité 300) et 25 (multiplicité 450).
Ces résultats généraux sur lesmodèles dematrices aléatoires à covariance ont été exploités parMestre [51] dans
le cadre de la localisation de sources. Dans ce contexte, il est courant de supposer que la matrice A du modèle (5)
s’écrit A = [a(θ1), . . . ,a(θK )], où a(θ1), . . . ,a(θK ) représentent les vecteurs directionnels linéairement indépendants
associés aux K sources émettrices, et θk représente l’angle d’arrivée de la k-ième source. En supposant la matrice
de covariance des signaux RS de rang plein, il est facile de voir que l’espace propre associé à la valeur propre σ2 de
ΓN = ARSA∗+σ2IM est engendré par les vecteurs a(θ1), . . . ,a(θK ). En notant u1,N , . . . ,uM ,N les vecteurs propres de
ΓN associés respectivement aux valeurs propres λ1,N , . . . ,λM ,N , ceci implique que les angles θ1, . . . ,θK sont racines





1Ils sont les uniques zéros sous certaines conditions portant sur la fonction θ 7→ a(θ), par exemple pour le modèle classique a(θ) =[
1,eiπsin(θ), . . . ,ei(M−1)πsin(θ)
]







k,N est le projecteur sur le sous-espace propre de ΓN associé à la valeur propre σ
2. Quand M est








k,N est le projecteur sur le sous-espace propre associé auxM−K plus petites valeurs
propres de lamatrice de covariance empiriqueΣNΣ∗N (dont les vecteurs propres sont notés uˆ1,N , . . . , uˆM ,N ). Les an-
gles θ1, . . . ,θK peuvent alors être estimés en considérant les K plus petits minima de θ 7→ ηˆN (θ), c’est l’algorithme
d’estimation MUSIC ("MUltiple SIgnal Classification"), mis au point par Schmidt [38] dans les années 1980. Cet
estimateur a fait l’objet d’une littérature foisonnante en traitement statistique du signal, et sa consistance et nor-
malité asymptotique ont en particulier été étudiés (voir Stoica & Nehorai [42]) dans le régime asymptotique où










)∥∥∥ ne tend plus vers 0. Récemment, Mestre [50] a proposé une approche
séduisante pour étudier le cas où M ,N →∞ et M/N → c ∈]0,1[, en exploitant les principes de la G-estimation
initiée par Girko et les résultats de localisation des valeurs propres (12) de Bai & Silverstein pour les modèles à







a(θ)∗ (ΓN −wIM )−1 a(θ)dw, (14)
où C est un contour orienté dans le sens antitrigonométrique, entourant uniquement la valeur propre σ2 de ΓN .
De plus, sous certaines hypothèses ne dépendant uniquement que du comportement du support de µN , il existe
un rectangle R = {u+ iv : u ∈ [t−, t+],v ∈ [−δ,δ]}, avec δ, t−, t+ > 0 indépendants de N , pour lesquels wN (∂R) est
un contour admissible pourC , i.e. wN (∂R) est un contour entourant uniquement la valeurσ2 deΓN et laissant les
autres valeurs propres à l’extérieur. Dans ces conditions, le changement de variable w =wN (z) dans (14) permet






a(θ)∗TN (z)a(θ) (1− cN − cN zmN (z))w ′N (z)dz. (15)
où TN (z) = (ΓN (1− cN − cN zmN (z))− zIM )−1 est la matrice intervenant dans la trace (10), et w ′N (z) la dérivée de
wN (z) définie en (11). En appliquant en particulier (9), l’intégrande
gN (z)= a(θ)∗TN (z)a(θ) (1− cN − cN zmN (z))w ′N (z)
peut être approchée par 2
gˆN (z)= a(θ)∗QN (z)a(θ) (1− cN − cN zmˆN (z)) wˆ ′N (z),





)−1 et wˆ ′N (z) la dérivée de wˆN (z) = z1−cN−cN zmˆN (z) . gˆN (z) est une fraction rationnelle
dont les pôles sont les valeurs propres λˆ1,N , . . . , λˆM ,N de ΣNΣ∗N et les zéros ωˆ1,N < . . . < ωˆM ,N de la fonction z 7→
1− cN − cN zmˆN (z), qui sont tous réels et au nombre de M . Il est important de mentionner que les hypothèses
formulées sur supp(µN ) impliquent, du fait des propriétés de séparation exacte des valeurs propres deΣNΣ∗N , que
p.s. pour N suffisamment grand,
λˆ1,N , . . . , λˆM−K ,N ,ωˆ1,N , . . . ,ωˆM−K ,N ∈ [t−, t+] et λˆM−K+1,N , . . . , λˆM ,N ,ωˆM−K+1,N , . . . ,ωˆM ,N > t++ǫ,


















2On a également utilisé le fait que
∣∣a(θ)∗ (QN (z)−TN (z))a(θ)∣∣→N 0 p.s. pour tout z ∈C+.
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on a donc ηˆrmt,N (θ)−ηN (θ)→ 0 p.s., et donc ηˆrmt,N (θ) est un estimateur consistant de la fonction de localisation
ηˆrmt,N (θ) dans le régime asymptotique M ,N → ∞, cN = M/N → c ∈]0,1]. Cette intégrale n’est par calculable
numériquement en pratique, car la connaissance du rectangle R n’est pas accessible. Néanmoins, il est possible
de calculer explicitement cette intégrale car la position des pôles de gˆN (z) par rapport au rectangle R est connue.

























pour k >M −K .
Bien que les travaux deMestre aient un portée relativement générale 3, l’application au contexte de localisation de
sources n’est valide que pour des signaux gaussiens i.i.d. et indépendants entre eux (la matrice SN a des colonnes
i.i.d), ce qui élimine un bon nombre d’exemples pratiques, notamment le cas où les signaux sont corrélés tem-
porellement (e.g. processus AR) ou dont la loi varie au cours du temps. Par ailleurs, il est important de noter que
les travaux de Mestre établissent la consistance de l’estimateur de la fonction de localisation, mais la consistance
de l’estimateur angulaire (les minima de la fonction de localisation) n’est pas traitée, et nécessite en particulier de
montrer une consistance de type uniforme,
sup
θ∈[−π,π]
∣∣ηˆrmt,N (θ)−ηN (θ)∣∣ p.s.−−−−→
N→∞
0, (18)
un résultat qui n’est pas une conséquence directe de la convergence ηˆrmt,N (θ)−ηN (θ)→N 0.
L’objectif de cette thèse consiste donc à étendre l’approche de Mestre au cas où les signaux sont vus comme
déterministes, ce qui permet de considérer un plus large panel d’hypothèses en pratique. Dans ce contexte, il est
nécessaire de considérer le cas des matrices aléatoires dites "information plus bruit", et (5) peut être maintenant
considéré comme le modèle plus généralΣN =BN +WN , où BN est une matrice déterministe (dans le cas de la lo-
calisation de source BN = ASNp
N
est de rang K ) et WN est unematrice aléatoire dont les entrées sont i.i.d gaussiennes
complexes centrées de covarianceσ2IM . Les principales contributions du présent travail de recherche concernant
le modèle information plus bruit sont données dans la section suivante.
Contributions de la thèse
Les contributions de la thèse s’articulent en deux axes principaux. Le premier axe concerne l’étude du spectre
desmatrices aléatoires de type information plus bruit, et notamment la localisation des valeurs propres en grande
dimension (voir par exemple (12) dans le cas des modèles à covariance). Le second axe de recherche concerne
l’étude d’un algorithme de localisation amélioré, en adaptant la procédure de Mestre évoquée dans la section
précédente.
Spectre des matrices aléatoires gaussiennes information plus bruit
Le premier axe de de cette thèse s’articule donc autour du modèle "information plus bruit"
ΣN =BN +WN , (19)
où BN est une matrice déterministe M ×N de rang K < M telle que supN ‖BN‖ < ∞ et WN une matrice dont
les entrées sont gaussiennes complexes i.i.d centrées de variance σ
2
N
. Rappelons que l’on considère le régime
asymptotique où M ,K sont des fonctions de N , et cN = M/N → c ∈]0,1[ (le cas c = 1 sera éludé pour alléger le
manuscript). Ce modèle de matrice aléatoire a fait l’objet de peu de recherches, et les principales contributions
sont dues à Dozier & Silverstein [16] [15] et Girko [21]. En particulier, ces travaux étudient la convergence de la
distribution empirique µˆN des valeurs propres de ΣNΣ∗N , de la même manière que pour (8). Ainsi on a µˆN −
3Les mêmes idées peuvent être employées pour trouver des estimateurs consistants des valeurs propres et des formes quadratiques de





0 p.s., où µN est toujours une mesure de probabilité déterministe absolument continue, mais dont la




Tr TN (z), (20)
pour tout z ∈C\R+, avec TN (z) la matrice
TN (z)=
(







Une analyse de supp(µN ), le support de µN , est donnée dans Dozier & Silverstein [15], mais la procédure de déter-







où x−1,N < x+1,N < . . .< x−Q,N < x+Q,N sont les 2Q extrema positifs de la fonction
φN (w)=w(1−σ2cN fN (w))2+σ2(1− cN )(1−σ2cN fN (w)),





)−1. L’obtention de (22) passe en particulier par l’analyse des propriétés de la fonc-




)2−σ2(1− cN )(1+σ2cNmN (z)) . (23)
Cette caractérisation du support est une étape indispensable à l’étude de résultats sur la localisation presque sûre
des valeurs propres de ΣNΣ∗N , pour N grand, résultats qui n’ont pas encore établis dans des travaux antérieurs.
Nous montrons dans un premier temps qu’aucune valeur propre de ΣNΣ∗N n’appartient à supp(µN ) p.s. à partir
d’un certain rangN . Plus précisément, si [a,b] est un intervalle et qu’il existe ǫ> 0 tels que [a−ǫ,b+ǫ]∩supp(µN )=
; à partir d’un certain rang N , alors
card
{
k : λˆk,N ∈ [a,b]
}= 0, (24)
p.s. pourN grand. Ce résultat est l’analogue d’un résultat démontré par Bai & Silverstein [4] dans le cadre desmod-
èles à covariance, non nécessairement gaussiens. Pour montrer (24), nous utilisons une méthode plus simple que
[4], basée sur l’exploitation du caractère gaussien du modèle, et qui a été proposée par Haagerup & Thorbjornsen
[22] dans le cas desmatrices deWigner (matrices hermitiennes à entrées gaussiennes). Nous déduisons également
un ordre de décroissance pour la probabilité qu’une valeur propre λˆk,N de ΣNΣ
∗
N sorte du support: si K est un
compact contenantSN à partir d’un certain rang N et V un voisinage compact deK , avecK ,V indépendants de
N , alors
P





, pour tout l ∈N. (25)
La méthode de [22] peut également être utilisée pour montrer une propriété de séparation des valeurs propres de
ΣNΣ
∗
N analogue à (12), où la fonction wN est donnée désormais par (23). Ces résultats sont notamment exploités
dans le cadre des "spiked models" gaussiens non centrés, pour établir la convergence des plus grandes valeurs
propres de ΣNΣ∗N . En effet, sous l’hypothèse K indépendant de N et en supposant que les K valeurs propres
non nulles de BNB∗N , i.e. λM−K+1,N , . . . ,λM ,N , convergent respectivement vers les limites 0 < γ1 < . . . < γK , nous










Ainsi (26) montre que l’on peut exploiter les valeurs propres de ΣNΣ∗N pour la détection de sources. En effet,
dans le cadre du modèle à traitement d’antennes, où BN = ASNp
N
, les K plus grandes valeurs propres de ΣNΣ∗N se
détacheront des autres si γ1 = limN λ1,N > σ2
p
c. La quantité σ2
p
c constitue en ce sens un seuil de détectabilité.
Ces résultats ont été démontrés pour la première fois par Benaych & Nadakuditi [9], dans un cadre plus général
que le cas gaussien, mais la méthodologie utilisée est relativement différente.
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Application des modèles gaussiens information plus bruit à la localisation de source
Le second axe de cette thèse consiste donc à étendre au cas de signaux déterministes les résultats d’estimation
sous-espace obtenus par Mestre pour les signaux gaussiens i.i.d (cadre des modèles à covariance). A l’aide des
résultats développés préalablement sur le support de la distribution asymptotique µN , nous montrons ainsi que
la fonction de localisation ηN (θ) =
∑M−K
k=1 a(θ)
∗uk,Nu∗k,Na(θ), où u1,N , . . . ,uM ,N désignent désormais les vecteurs










sous certaines hypothèses de séparation des sous-espaces bruit et signal (i.e. entre le sous-espace associé aux
M −K valeurs propres nulles de BNB∗N et son complément orthogonal). L’étape suivante consiste à estimer de
façon consistante le terme sous l’intégrale, par des quantités ne dépendant que de la matrice ΣN , ce qui implique
notamment de montrer que a(θ)∗QN (z)a(θ) est un estimateur consistant de la forme quadratique a(θ)∗TN (z)a(θ)















où wˆ ′N (z) est la dérivée de wˆN (z) = z
(
1+σ2cN mˆN (z)
)2 −σ2(1− cN )(1+σ2cN mˆN (z)). Les résultats sur la local-
isation des valeurs propres de ΣNΣ∗N , et plus particulièrement les résultats de séparation, permettent ensuite
d’évaluer l’intégrale estimée (27) à l’aide du théorème des résidus, pour obtenir une formule ne dépendant plus
que de σ,cN et des valeurs propres et vecteurs propres de ΣNΣ∗N . Ceci nécessite également un résultat de sépara-
tion pour les zeros du dénominateur z 7→ 1+σ2cN mˆN (z). Ayant développé un estimateur consistant de la fonction
de localisation ηN (θ), nous nous intéressons ensuite à la consistance de l’estimateur des angles d’arrivées, définis
comme étant les K minimas les plus significatifs de cette fonction. Pour étudier cette consistance, nous proposons
une approche basée sur un calcul de moments de l’estimateur, après régularisation par une fonction dont le but
est de séparer et confiner les pôles de l’intégrande (27). Nous utilisons notamment (25) et prouvons un résultat
similaire pour lesM zeros de z 7→ 1+σ2cN mˆN (z), le dénominateur dans (27).
Organisation du manuscript
Le chapitre 1 est consacré au résumé des outils fondamentaux qui seront utilisés tout au long de ce travail. En
particulier, les principales propriétés concernant la transformée de Stieltjes, l’outil central dans l’étude des valeurs
propres, sont données.
Le chapitre 2 présente les bases dumodèle information plus bruit, en particulier le résultat de la convergence de la
distribution empirique des valeurs propres est donné, ainsi qu’une étude complète du support de la distribution
asymptotique. En complément, nous examinons le cas où le rang de BN dans (19) est indépendant deN , référencé
dans la littérature sous le nom de "spiked models".
Le chapitre 3 est consacré à l’analyse de la localisation des valeurs propres deΣNΣ∗N . En particulier, les propriétés
de séparation des valeurs propres sont établies, et utilisées dans le cadre des "spikedmodels" pour étudier la limite
des plus grandes valeurs propres.
Le dernier chapitre 4 étudie l’équivalent de l’estimateur sous-espace de Mestre dans le cas où les signaux sources
sont supposés déterministes. Les résultats des chapitres précédents sont utilisés pour montrer la consistance de
l’estimateur de la fonction de localisation obtenu, ainsi que la consistance de l’estimateur des angles d’arrivée.
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Notations and basic tools
In this chapter, we introduce in the first section the notations which will be used throughout the manuscript. The
remaining sections are devoted to introduce fundamental tools and basic results.
1.1 Notations
We give here a list of the main notations.
• The set of non-negative integers is N and the fields of real and complex numbers are denoted respectively
R,C. R+ and R− represents respectively the set non-negative numbers and non-positive numbers, and we
denote R∗ ≡ R\{0}, R+∗ ≡ R+\{0}, R−∗ ≡ R−\{0}. We also define C+ ≡ {z ∈ C : Im(z) > 0} and C− ≡ {z ∈ C :
Im(z) < 0}, and write C∗ ≡ C\{0}. The set of m ×n matrices with entries in the field K is written Km×n or
Mm×n(K). The set of n ×n square matrices is simply denoted by Mn(K) and M s.an (K) is the set of n ×n
Hermitian matrices. If E ⊂ R, E c , Int(E ) and ∂E represent respectively the complementary, the interior and
the boundary of E , If E has a finite number of elements, its cardinal is denoted by |E |.
• For a complex number z, we denote by Re(z) and Im(z) its real and imaginary part, as well as z∗ or z its
conjuguate. The imaginary unit is denoted i. The vectors andmatrices will be respectively written with bold
lower-case and bold upper-case letters, e.g a ∈ Cn , A ∈Mn(C). The transpose, conjuguate, and conjuguate
transpose of A ∈Mn(C) are respectively denoted by AT ,A and A∗, its trace and spectral norm by Tr (A) and
‖A‖. If A,B ∈ Mn(C), A ≥ B stands for A−B non-negative definite. The canonical basis vectors of Rn are
denoted e1, . . . ,en with e j having all entries equal to 0 except the j -th which is 1.
• For a set E ⊂C, C (Rn ,E ), C 1(Rn ,E ) and C∞(Rn ,E ) correspond to the set of functions on Rn taking values in
E , which are respectively continuous, continuously differentiable and infinitely differentiable. If we consider
bounded functions, we add the index "b" to the previous sets, and if the functions are compactly supported,
we add the index "c". The support of a function ϕ is denoted supp(φ).
• A function γ˜ : R2 7→ C can be written as γ˜(x, y) = γ(z,z) with x = Re(z) and y = Im(z). If γ˜ ∈ C 1(R2,C), we























In this context, we directly write γ ∈C 1(R2,C) instead of γ˜ ∈C 1(R2,C).
• A complex valued random variable Z = X + iY follows the distribution C N (α+ iβ,σ2) if X and Y are in-












respectively. The expectation of Z is
denoted E[Z ]=α+ iβ and its variance as Var[Z ]= E|Z −E[Z ]|2 =σ2. If (Xn), (Yn) are two sequences of com-
plex random variables, Xn −Yn a.s−−−−→
n→∞ 0 stands for the almost-sure convergence to 0 of Xn −Yn . If (µn) and
(νn) are two sequences of positive measures on R, we denote by µn −νn w−−−−→
n→∞ 0 the weak convergence of






ϕdνn →N 0 for all ϕ ∈Cb(R,R).
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1.2 The Stieltjes transform and its properties
The results of this section can be found in Akhiezer [1] and in Krein & Nudelman [29].





λ− z ∀z ∈C\supp(µ),
which satisfies the following straightforward property.
Property 1.2.1. Ψµ is holomorphic on C\supp(µ) and such thatΨµ(z)∗ =Ψµ(z∗). Moreover,
• z ∈C+ impliesΨµ(z) ∈C+,
• supp(µ)⊂R+ and z ∈C+ imply zΨµ(z) ∈C+.
Finally,Ψµ satisfies the bound
∣∣Ψµ(z)∣∣≤ µ(R)dist(z,supp(µ)) and ∣∣Ψµ(z)∣∣≤ µ(R)|Im(z)| .
The following property shows how to recover the measure µ from the Stieltjes transformΨµ.
Property 1.2.2. The mass µ(R) can be recovered through the formula
µ(R)= lim
y→∞−i yΨµ(i y). (1.1)






















We now give sufficient conditions for a function to be a Stieltjes transform. The second set of conditions can
be found in Tillmann [44], and extends the Stieltjes transform for signed measures.
Property 1.2.3. • If
1. Ψ(z) is holomorphic on C+
2. z ∈C+ impliesΨ(z) ∈C+
3. limsupy→∞
∣∣i yΨ(i y)∣∣<∞
thenΨ(z) is the Stieltjes transform of a positive finite measure on R.
• If
1. Ψ(z) is holomorphic on C\K with K a compact set,
2. Ψ(z)→ 0 as |z|→∞,
3. there exists a constant C > 0 and n ∈N such that for all z ∈C\R, |Ψ(z)| ≤max{dist(z,K )−n ,1},
then Ψ(z) is the Stieltjes transform of a finite signed measure on R whose support is the set of singularities of
Ψ contained in K .
We now give the fundamental result, which states the equivalence between pointwise convergence of Stieltjes
transform and weak convergence of probability measures.
Theorem 1.2.1. Let (µn), µ be probability measures on R and (Ψµn ),Ψµ the associated Stieltjes transform. Then the
following two statements are equivalent.





Remark 1.2.1. If (µn) and (νn) are sequences of probability measures, it also holds that µn −νn w−−−−→
n→∞ 0 iffΨµn (z)−
Ψνn (z)→n 0 for all z ∈ C+. This will be useful in the next chapters because we will often deal with sequences of
Stieltjes transforms which do not necessarily converge, but are close to other Stieltjes transform sequences.
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1.3 Standard results of matrix analysis
1.3.1 Various inequalities
The following two properties give various inequalities for trace and quadratic forms of matrices. They are straight-
forward applications of singular value decomposition, Cauchy-Schwarz and Jensen’s inequalities.
Property 1.3.1. Let A,B ∈Mn(C). Then it holds
• A≥ 0 implies |Tr (AB)| ≤ ‖B‖Tr (A),
• |Tr (AB)| ≤pTr (AA∗)pTr (BB∗).
Property 1.3.2. Let A ∈Mn(C). Then for all x ∈Cn ,










In this subsection, we give some properties of the resolvent of Gram matrices, a fundamental tool in the analysis
of spectral distribution of random matrices. Let Σ = [ξ1, . . . ,ξn] a m×n complex matrix. The resolvent of ΣΣ∗ is
defined as
Q(z)= (ΣΣ∗− zIm)−1 for all z ∈C\R+.
Remark 1.3.1. If Fˆ (λ) = 1
m
card{eigenvalues of ΣΣ∗ ≤ λ}, commonly referred as the spectral distribution of matrix
ΣΣ
∗, then it is easily seen that the Stieltjes transform of Fˆ (λ) is 1
m
Tr Q(z). Thus Stieltjes transforms of spectral dis-
tributions are closely related with resolvents, and this link provides an approach to the study of asymptotic spectral
distribution of randommatrices, as we will see in the next chapter.
Note that Q(z) satisfies the bounds ‖Q(z)‖ ≤
∣∣Im(z)−1∣∣ and ‖Q(z)‖ ≤ dist(z, spec(ΣΣ∗))−1, where spec(ΣΣ∗) is
the spectrum of ΣΣ∗.
We now set Σ = B+W and denote as above Q(z) = (ΣΣ∗− zIn)−1. It will be useful for the next chapters to
have differentiation formulas with respect to the elementsWk,l of W. Using the differential of the inverse ∂A
−1 =
−A−1(∂A)A−1, classical differential calculus leads to the following property.
Property 1.3.4. The resolvent Q(z) is a continuously differentiable function of W and we have
∂[Q(z)]i , j
∂Wk,l




=−[Q(z)]k, j [Q(z)Σ]i ,l .
1.3.3 Eigenvalues perturbation
The following inequality is particularly useful to perform additive perturbation of eigenvalues.
Theorem 1.3.1 (Ky Fan [19]). Let A,B ∈Mn(C) and denote σk (A), σk (B) and σk (A+B) the respective singular values
(in increasing order) of A,B and A+B. Then,
σn−i− j (A+B)≤σn−i (A)+σn− j (B).
for proper indexes i , j .
Next, we state the well-known result on the continuity of the eigenvalues, as functions of the coefficients of the
matrix.
Theorem 1.3.2. Let f (z) ∈Cn[z] given by f (z)= zn+αn−1zn−1+ . . .+α0. Denoteα= [α0, . . . ,αn−1]. Then its n roots,
z1(α), . . . ,zn(α), viewed as functions of the coefficients, are continuous.
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Next, wemake use of this result to express the derivative of regular functions of the eigenvalues with respect to
the entries of the matrix. We will consider the special case of additive model. For a real function ϕ defined on R
and an Hermitian matrix A, we define
ϕ(A)=UDiag(φ(λ1), . . . ,φ(λm))U∗,
with λ1, . . . ,λm and U the eigenvalues and the eigenvectors matrix of A respectively.
Lemma 1.3.1 (Haagerup & Thorbjornsen [22]). Let I ⊂ R an open interval and t 7→ A(t ) ∈ Mn(C) a C 1 function









In particular, if B a fixed matrix, then the function
W→Tr ϕ((B+W) (B+W)∗)






As a consequence of lemma 1.3.1, we can express the derivative of the eigenvalues, up to an additional condi-
tion.
Lemma 1.3.2. Let B a fixed matrix and let W 7→λk (W) the k-th eigenvalue of (B+W)(B+W)∗, viewed as a function
of thematrix W. Let W(0) such that λk (W






= e∗j (B+W(0))∗Π(0)k ei ,
withΠ(0)
k
the projector onto the eigenspace associated with the k-th eigenvalue of (B+W(0))(B+W(0))∗.
Proof. From theorem 1.3.2, one can find a bounded neighborhood W0 of W(0) and a bounded open interval (a,b)
such that λk (W) ∈ (a,b) and λl (W) 6∈ [a− ǫ,b+ ǫ] for l 6= k and some ǫ > 0 small enough. The proof follows from
theorem 1.3.1 by taking a function ϕ ∈C 1c (R,R) such that
ϕ(λ)=
{
λ for all λ ∈ [a,b]
0 for all λ 6∈ [a−ǫ,b+ǫ].
1.4 Standard probability results
1.4.1 Tools for Gaussian variables
This section is devoted to the introduction of two fundamental tools, a correlation identity and a Poincaré in-
equality for Gaussian random variables, which will be of constant use for the computations in the next chapters.



















The following result is a well-known correlation identity.
Theorem 1.4.1. Let f : Cn 7→ C and assume f ∈ C 1(R2n ,C) such that f and its partial derivative are polynomially




]= e∗kΓE[∇z f ] and E[zk f (z)]= e∗kΓE[∇z f ] .
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Proof. The result is well-known and has been used e.g. by Novikov [36]. To give some insights, we prove the
result for a real Gaussian variable (the complex multivariate case can be obtained with the same technic). Let
X ∼N (0,σ2). Using an integration by part, we get
E
[




2/2σ2 ( f (−a)− f (a))+σ2E[ f ′(X )1|X |≤a]
and using the polynomial bound on f , f ′, dominated convergence theorem yields the desired result by taking the
limit a→∞.
The next result is known in the literature as the Poincaré inequality.
Theorem 1.4.2. Let f : Cn 7→ C and assume f ∈ C 1(R2n ,C) such that f and its partial derivative are polynomially




]=Var[ f (z)]≤ E[(∇z f )∗Γ(∇z f )]+E[(∇z f )∗Γ(∇z f )] .
Proof. A complete proof can be found in Chen [12]. We give here a proof from Pastur [37] in the simpler real
scalar case and when f is real and twice continuously differentiable, bounded together with its first and second




]= E[ f (X )2]− (E[ f (X )])2 = E[g (y)− g (z)] ,
with g :R2→R defined by g (a1,a2)= f (a1) f (a2) and y= [X ,X ]T , z= [X1,X2]T . Clearly,
E
[




























































































































































1− t ∼N (0,σ2), and consequently the
righthandside of (1.4) does not depend on t , which concludes the proof.
1.4.2 Results for Wishart matrices





entries. It is well-known (see e.g. James [27])
that the distribution of theM eigenvalues ofWW∗ is absolutely continuous, which implies that they are all different
with probability one.
The following concentration result is also well-known.
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Theorem 1.4.3 (Davidson & Szarek [14, Th. II.13]). Let c = M
N
and X = ‖W‖. Then it holds that E [X ] ≤ 1+pc and
for all t > 0,
P
(
X > 1+pc+ t)≤ e−N t22 .










X ≥ t +1+pc)p(t +1+pc)p−1dt ,
and thus E[X p ]≤K <∞, with K a constant independent ofM ,N , for all p ∈N.
Finally, from [27], for B ∈MM ,N (C) deterministic, the eigenvalues of the matrix (B+W)(B+W)∗ also have an
absolutely continuous distribution, and thus have also multiplicity one almost surely.
Chapter 2
Asymptotic spectral distribution of complex
Gaussian information plus noise models
The present chapter is devoted to the introduction of themodel of randommatrices whichwill be used throughout
themanuscript, namely the information plus noise model. AM×N information plus noise matrixΣ of this model
writes
Σ=B+W, (2.1)
where matrix B is a complex deterministic matrix (the "information" part) and W a complex random matrix (the
"noise" part) with i.i.d zero mean and variance σ2/N entries. We will review some of the basic results concerning
the informationplus noisemodel. Roughly speaking, themost important one, states that the empirical eigenvalues
distribution of the Grammatrix ΣΣ∗ (referred as spectral distribution of ΣΣ∗), i.e
Fˆ (λ)= 1
M
card{eigenvalues of ΣΣ∗ ≤λ}, (2.2)
which is a random function, is almost surely close to a deterministic probability distribution F (λ) (referred to
as "deterministic equivalent spectral distribution"), when M ,N →∞ such that the ratio M/N → c > 0. We will
considered the case where c < 1, to enlight the exposition. This asymptotic regime, which will be considered in
all the manuscript, suggests to adapt the notation, and we will consider M as a function of N , and all matrices
and related quantities will be denoted with index N . In this context, the result writes FˆN (λ)−FN (λ)→N 0 a.s. The
proof of this result relies on the use of the Stieltjes transform, and especially on theorem 1.2.1 in chapter 1, i.e it is
equivalent to prove the convergence mˆN (z)−mN (z)→N 0, where mˆN andmN are the Stieljes transform of FˆN and









In this chapter, we will review the main results concerning the convergence of mˆN (z)−mN (z) to zero, and
provide further results. Wewill refine a result ofDumont et al. [17] andprove thatN2|E [mˆN (z)]−mN (z)| is bounded
by a certain product of polynomials in |Im(z)| and |z|, independent of N . independent of N . This result will be the
corner stone of the technics used to prove results about the localization of the eigenvalues of ΣNΣ∗N , developped
in the next chapter 3. We will also characterize the asymptotic behaviour of certain bilinear forms related with
mˆN (z), a result which will be useful in chapter 4 for the subspace estimation.
We also give several properties of the deterministic probability distribution FN . In particular Dozier & Sil-
verstein [15] proved that FN is absolutely continuous with density π−1Im(mN (x)) where mN (x) is the continuity
extension ofmN on the real axis. [15] also provides a way to numerically compute the support SN of FN . We will
refine here this analysis and prove formally that SN is the union of a finite number of compact disjoint intervals.
Moreover, it appears, in the same way as [15], that the boundary points of SN can be computed by looking at the
local extrema of a certain function depending on the eigenvalues of BNB∗N , σ
2 and the ratio cN =M/N . Finally,
once the support SN of the limiting spectral distribution is identified, it is possible, using a contour integration
technique developed in Mestre [49], to obtain the mass, by FN , of any connected component composing SN .
This chapter is organized as follows. In section 2.1, we introduce the information plus noise model and the
main related assumptions. The main result concerning the convergence of the empirical spectral distribution is
also given, as well as the refinement of the bound of N2 (E [mˆN (z)]−mN (z)) mentionned above. We also prove
a similar property for bilinear forms of the resolvent (ΣNΣ∗N − zIM )−1, a central tool in the study of spectrum
of random matrices (see remark 1.3.1 in the previous chapter), and which will be also useful in the applicative
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part of this thesis, concerning the subspace estimation. Sections 2.3, 2.4 and 2.5 provide several properties of
the deterministic equivalent spectral distribution, and particularly a complete study of its support. Finally, we
postpone in section 2.7 several long proofs.
2.1 The complex Gaussian information plus noise model and notations
In this section, we present the information plus noise model of random matrices, which will be used throughout
this thesis.
We consider M ,N ∈N∗ such that M =M(N ), M < N and cN =M/N → c ∈ (0,1) as N →∞. A Gaussian infor-
mation plus noise matrix is aM ×N randommatrix defined by
ΣN =BN +WN ,
where
• matrix BN is deterministic such that supN ‖BN‖ ≤Bmax <∞,





Remark 2.1.1. Note that most of the results derived in this manuscript hold in the general case where cN ,c ≤ 1, but
we choose to consider cN ,c < 1 to enlight the computations. Some results can be also extended to the non-Gaussian
case.
The spectral decomposition of BNB∗N and ΣNΣ
∗
N will be denoted respectively by
BNB
∗
N =UNΛNU∗N and ΣNΣ∗N = UˆN ΛˆN Uˆ∗N , (2.3)
with UN ,UˆN unitary matrices and ΛN = Diag
(
λ1,N , . . . ,λM ,N
)
, ΛˆN = Diag
(
λˆ1,N , . . . , λˆM ,N
)





N will be ordered such that 0≤λ1,N ≤ . . .≤λM ,N and 0≤ λˆ1,N ≤ . . .≤ λˆM ,N .
2.2 Resolvent ofΣNΣ
∗
N and convergence of the empirical spectral measure









with δx the Dirac measure at point x.







for all z ∈C\R+. Its normalized trace 1
M









The weak convergence of µˆN can be studied by characterizing the convergence of
1
M
Tr QN (z) as N →∞ (theorem
1.2.1 in chapter 1). The main result of this section is the following.
Theorem 2.2.1. It exists a deterministic probability measure µN , satisfying supp(µN ) ⊂ R+, and such that µˆN −
µN
w−→ 0 as N →∞with probability one. Equivalently, the Stieltjes transformmN of µN satisfies mˆN (z)−mN (z)→ 0












satisfying Im(zmN (z))> 0 for z ∈C+.
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This result has been first proved by Girko [20] and later by Dozier-Silverstein [16]. Note that this result is also
true in the non Gaussian case. The measure µN is referred from now on as the asymptotic spectral measure of
ΣNΣ
∗















for all z ∈C\R+.









N converges to the distribu-










1+σ2cm(z) − z(1+σ2cm(z))+σ2(1− c)
.
It is also possible to obtain further results concerning the convergence of E[mˆN (z)]. The following result
(proved in appendix 2.7.2) is a consequence of the complex Gaussian assumption, and does not hold in the general
case.
Theorem 2.2.2. For all z ∈C\R,









for all large N, with P1,P2 two polynomials with positive coefficients independent of N, z.
From theorem 2.2.1, we know that 1
M
Tr QN (z) is a good approximation of
1
M
Tr TN (z). A natural question is to
know if the entries of QN (z) also approximate the entries of matrix TN (z). The answer is given by the following
result (proved in appendix 2.7.3).
Theorem 2.2.3. Let (d1,N ) and (d2,N ) be two sequences of deterministic vectors such that supN ‖d1,N‖, supN ‖d2,N‖ <
∞. Then, d∗1,N (QN (z)−TN (z))d2,N →N 0 almost surely for all z ∈C\R. Moreover,






for all large N, with P1,P2 two polynomials with positive coefficients independent of N, z.




in theorem 2.2.2. The result of theorem 2.2.3 has also been extended to the non-Gaussian case [24], but at a slower
rate of N−1/2. The almost-sure convergence d∗1,N (QN (z)−TN (z))d2,N →N 0 will be essential in chapter 4 for the
subspace estimation problem.
2.3 Function mN and density of µN
In this section, we review some properties of the Stieltjes transformmN of the deterministic probability measure
µN defined in theorem 2.2.1. Most of the results have been shown in Dozier & Silverstein [15]. We define SN =
supp(µN ), the support of µN .
First, we give the following fundamental bounds.
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Proof. (2.7) is a consequence of property 1.2.1, and (2.8) is proved in appendix 2.7.1.
The main properties ofmN are gathered in the following result.
Theorem 2.3.1. 0 does not belong to SN and the function mN satisfies the following properties.
1. The limit of mN (z), as z ∈C+ converges to x ∈R, exists and is still denoted by mN (x).
2. The function x→mN (x) thus defined is continuous on R and analytic on R\∂SN .
3. mN (x) is solution of (2.4) for x ∈R\∂SN .
4. µN is absolutely continuous with density given by fµN (x)=π−1Im(mN (x)).
Proof. Items 1, 2 and 3 have been proved in [15], but only for x 6= 0. We show in appendix 2.7.4 that 0 6∈ SN if
cN < 1, a property not established in [15]. This immediately implies thatmN (0) is well-defined and satisfies (2.4),
because the Stieltjes transformmN is holomorphic in the neighborhood of 0, and item 3 also follows. Item 4 was
also proved in [15].
Theorem 2.3.1 essentially states that the definition ofmN (z) can be extended to the real axis by continuity on
the upper half plane.





for x ∈R if cN < 1.
Remark 2.3.2. From the last item of theorem 2.3.1, we have Int(SN )=
{
x ∈R+ : Im(mN (x))> 0
}
, and mN (x) ∈R for
x ∈R\SN .
We now end this section with the following fundamental bound, derived in appendix 2.7.5.
Property 2.3.1. The following inequality Re(1+σ2cNmN (z))≥ 1/2 holds for each z ∈C.
2.4 Functions wN , φN and support of µN
This subsection is devoted to characterize the support SN of µN . A study of the support is already provided in
Dozier & Silverstein [15], and we will refine here the analysis.
The study of [15] is essentially based on characterizing 1+σ2cNmN (x) for x ∈ SN among the solutions of a




)2−σ2(1− cN )(1+σ2cNmN (z)) , (2.9)
defined for all z ∈C, which is believed to simplify the analysis, and will be crucial for the subspace estimation part
1. As we will see, wN is closely related to the function
φN (w)=w(1−σ2cN fN (w))2+σ2(1− cN )(1−σ2cN fN (w)), (2.10)





)−1. We will make the following additional assumption on the rank of BN .
Assumption A-1: Matrix BN has rank K =K (N )<M, and the eigenvalues of BNB∗N have multiplicity one for all N.
Thus 0=λ1,N = . . .=λM−K ,N <λM−K+1,N < . . .<λM ,N . Note that K may scale-up with N or stay constant.
Remark 2.4.1. Assumption A-1 is not essential to study the properties of function φN , but this assumption will be
necessary for the chapter 4. In fact, φN will have different behaviours depending on whether BN is full rank or not,
cN < 1 or cN = 1. These different cases will impact the support SN , in particular the property if 0 belongs or not to
SN .
1The characterization of the support given in this section (in theorem 2.4.1), can also be directly deduced by using the results of [15]. We
choose here to develop and use the properties of the function wN , which will often appear in the next chapters.
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Wenow turn to the functionwN whosemain properties are gathered in the following result, proved in appendix
2.7.6.
Property 2.4.1. The following assertions hold:
1. The function z 7→ wN (z) is continuous on C+∪R and the function x 7→ wN (x) is continuously differentiable
on R\∂SN .
2. Im(wN (z))> 0 if Im(z)> 0 and wN (x) ∈R\{λ1,N , . . . ,λM ,N } for x ∈R\SN .
3. For z ∈C\∂SN , it holds that
1+σ2cNmN (z)= (1−σ2cN fN (wN (z)))−1 (2.11)
and wN (z) is solution to the equation φN (w)= z.
4. For x ∈R\SN , it holds that w ′N (x),φ′N (wN (x)),1−σ2cN fN (wN (x))> 0.
5. Int(SN )= {x ∈R : Im(wN (x))> 0}.
Property 2.4.1 is basically stating the fact that it is sufficient to study the behavior of Im(wN (x)) in order to
characterize the supportSN . Item 3 is themost important one since it shows thatwN (x) is solution of the equation
φN (w)= x, for x ∈ R\∂SN . This observation will be the basis of the method used to characterize the support SN ,
which consists in identifying wN (x) out of the solutions of φN (w)= x.
Remark 2.4.2. By taking derivatives with respect to z on both sides of the equation φN (wN (z))= z, we see that
w ′N (z)φ
′
N (wN (z))= 1
holds for z ∈C\∂SN (if z ∈R\∂SN , the derivative is taken in the real sense). From item 2,
φ′N (wN (x))= lim
y↓0
φ′N (wN (x+ i y))
is well defined, as well as w ′N (x) (item 1). Thus, we deduce w
′
N (x)= limy↓0w ′N (x+ i y).
Remark 2.4.3. Under Assumption A-1, the equation in φN (w) = x for x ∈ R is in fact equivalent to a polynomial
equation of degree 2(K +1). This can be readily seen by using the expression of fN (w), so that we can express φN (w)


































, we end up with a polynomial
equation of degree 2(K +1).
The following result gather the main properties of function φN .











2. FunctionφN admits 2K +2 real different zeros denoted z−0,N < z+0,N < . . .< z−K ,N < z+K ,N , with z+0,N , z−1,N , . . . ,z−K ,N
the K +1 zeros of function w 7→ 1−σ2cN fN (w). Moreover,
• z−0,N ,z
+
0,N < 0 and φ′N (z−0,N )> 0, φ′N (z+0,N )< 0,
• z−1,N ,z
+
1,N ∈ (0,λM−K+1,N ) and φ′N (z−1,N )< 0, φ′N (z+1,N )> 0,
• for k = 2, . . . ,K , z−
k,N ,z
+
k,N ∈ (λM−K+k−1,N ,λM−K+k,N ) and φ′N (z−k,N )< 0, φ′N (z+k,N )> 0.







































Figure 2.1: Typical representation of φN (w): in this case, K = 3 and black dots represent the zeros z−k,N ,z+k,N .
3. Function φN admits 2Q positive local extrema, with Q = Q(N ), 1 ≤ Q ≤ K + 1, whose preimages, denoted
w−1,N < 0<w+1,N <w−2,N < . . .<w−Q,N <w+Q,N , belong to the set {w ∈ R : 1−σ2cN fN (w)> 0}. Moreover, we also
have
• the local extrema x−q,N ,φN (w
−





0< x−1,N < x+1,N < x−2,N < . . .< x−Q,N < x+Q,N , (2.12)
• each eigenvalue λk,N of BNB
∗




q,N ), q = 1, . . . ,Q,
• each interval (w−q,N ,w
+
q,N ), q = 1, . . . ,Q contains an eigenvalue of BNB∗N ,
• φN is increasing on (−∞,w−1,N ), (w+Q,N ,∞), (w+q,N ,w−q+1,N ) for q = 1, . . . ,Q−1.
4. For x ∈ R\⋃Qq=1[x−q,N ,x+q,N ], the equation φN (w) = x admits a unique solution satisfying 1−σ2cN fN (w) > 0
and φ′N (w)> 0.
Proof. Property 2.4.2 follows from an elementary analysis of the functionφN , except the ordering (2.12) (proved in
appendix 2.7.7), which is non-trivial.
A typical representation of functionφN is given in figure 2.1. We are now in position to completely characterize
the support SN .



















q,N ]. From remark 2.4.3, the equation φN (w)= x
has 2K +2 solutions. Therefore, to prove that x 6∈ Int(SN ), we have to verify thatwN (x) can not be a non-real
solution of φN (w)= x, from property 2.4.1 items 3 and 5, and thus it is sufficient to prove that every solution
of φN (w)= x is real. From property 2.4.2 items 1 and 2, we deduce that the equation φN (w)= x has at least
2K real solutions (see figure 2.1 for an example):
• one solution in (0,z−1,N ) and one in (z
+
1,N ,λM−K+1,N ),
• one solution in (λM−K+k,N ,z−k+1,N ) and one in (z
+
k+1,N ,λM−K+k+1,N ) for k = 1, . . . ,K −1.
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Assumemoreover x ∈ (0,x−1,N ), then using property 2.4.2, we easily deduce the existence of two real solutions
located in (z−0,N ,z
+
0,N ), and therefore the equation φN (w) = x has 2K +2 real solutions. If x ∈ (x+Q,N ,∞), it is
also clear fromproperty 2.4.2 that there exists two real solutions in (λM ,N ,∞). Finally set x ∈ (x+q,N ,x−q+1,N ) for
some q ∈ {1, . . . ,Q−1}. By property 2.4.2 item3, x+
q,N and x
−
q+1,N are twopositive local extremawith preimages
w+q,N and w
−
q+1,N located in one of the intervals (0,λM−K+1,N ), (λM−K+k,N ,λM−K+k+1,N ) for k = 1, . . . ,K −1





w : 1−σ2cN fN (w)> 0
}




are located in one of the intervals (0,z−1,N ), (λM−K+k,N ,z
−




q+1,N ) the equation φN (w) = x will admit two more solutions in one of the intervals (0,z−1,N ),
(λM−K+k,N ,z−k+1,N ) for k = 1, . . . ,K − 1 (see further figure 2.1). This proves once again that the equation
φN (w)= x has 2K +2 real solutions for x ∈ (x+q,N ,x−q+1,N ). Therefore all the solutions of equation φN (w)= x













q,N ). From the previous arguments, we deduce that equation
φN (w)= x has at least 2K real solutions:
• one solution in (0,z−1,N ) and one in (z
+
1,N ,λM−K+1,N ),
• one solution in (λM−K+k,N ,z−k+1,N ) and one in (z
+
k+1,N ,λM−K+k+1,N ) for k = 1, . . . ,K −1,
and we can check that none of these solutions satisfy both the conditions 1−σ2cN fN (w) > 0 and φ′N (w) >
0. Since there are 2K + 2 solutions to the equations, it remains two more solutions. If the two remaining
solutions of the equation are real, then they are necessarily located in one of the intervals (z+
k,N ,λM−K+k,N )
for k = 1, . . . ,K (see figure 2.1) and therefore do not verify the inequality 1−σ2cN fN (w) > 0. Therefore, x 6∈
R\SN , otherwisewN (x) would be one of the real solutions andwould satisfies the inequality 1−σ2cN fN (w)>
0 (property 2.4.1 items 3 and 4). On the other hand, if the two remaining solutions are complex conjuguate,













q,N )⊂ Int(SN ).
Remark 2.4.4. If x ∈R\SN , it is easy to see from property 2.4.2 and the arguments of the proof of theorem 2.4.1 (see
also figure 2.1), that wN (x) is the unique solution of φN (w)= x satisfying 1−σ2cN fN (w)> 0 and φ′N (w)> 0. More-
over, wN maps (x+q,N ,x
−









Therefore, since wN is continuous on R, we get
wN (x
−
q,N )=w−q,N and wN (x+q,N )=w+q,N . (2.13)
Moreover, from remark 2.4.2, we have the equality φ′N (wN (x))w
′






(and similarly for x+q,N ), which shows that the derivative w
′
N (x) is unbounded when x approaches the boundary of
the support ∂SN .
The next result states that the support of µN does not escape to infinity.




Proof. Recall that Bmax = supN ‖BN‖. Thus, for w >Bmax
sup
N
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and since φ′N (w) = (1−σ2cN fN (w))2−2σ2cNw f ′N (w)(1−σ2cN fN (w))−σ4cN (1− cN ) f ′N (w) converges towards 1






Q,N =wN (x+Q,N )= x+Q,N (1+σ2cNmN (x+Q,N ))2−σ2(1−cN )(1+σ2cNmN (x+Q,N )), and property 2.3.1








which concludes the proof.
Theorem 2.4.1 states that the supportSN is a disjoint reunion of compact intervals, which will be referred to as
"clusters". Each of these clusters [x−q,N ,x
+
q,N ] can be computed from function φN since x
−
1,N < x+1,N < . . . < x−Q,N <
x+
Q,N coincide with the set of all positive extrema of functionφN . Moreover, each cluster is associated to an interval
of the type [w−q,N ,w
+
q,N ], q = 1. . .Q, in the sense that x−q,N =φN (w−q,N ) and x+q,N =φN (w+q,N ) (property 2.4.2 item 3).
On the other hand, we also see that a specific eigenvalue λk,N , k = 1, . . . ,M , always belongs to one, and only one of
the intervals [w−q,N ,w
+
q,N ] (property 2.4.2 item 3). This motivates the following terminology.




Observe that this association is not a one-to-one correspondence, in the sense that multiple consecutive eigen-
values of BNB∗N may be associated with the same cluster. Notice moreover that 0 is always associated with the
cluster [x−1,N ,x
+
1,N ]. We now show that the mass of any cluster by µN is directly related to the number of associated
eigenvalues. Define
Iq = {k ∈ {1, . . . ,K } :λM−K+k,N ∈ (w−q,N ,w+q,N )}, (2.14)
and |Iq | = card(Iq )> 0. Note that |Iq | > 0 from property 2.4.2, and |Iq | is the number of non zero eigenvalues of
BNB
∗




q,N ]. The following result in proved in appendix 2.7.8.






















Property 2.4.3 basically states that themass of a cluster by µN is exactly the proportion of eigenvalues of BNB∗N
associated with this cluster.
2.5 The special case of spiked models
In this section, we consider the special case where the rank of BNB∗N is independent ofN . In this case, it is possible
to compute explicitely the boundary points of the support SN , and thus to obtain the precise characterization of
µN , in terms of its support and concentration of its mass. We replace Assumption A-1 by the following stronger
assumption.
Assumption A-2: The rank K > 0 of BNB∗N does not depend on N and for all k = 1, . . . ,K , the positive sequence
(λM−K+k,N )writes
λM−K+k,N = γk +εk,N ,
with limN→+∞ εk,N = 0 and γ1 < . . .< γK .
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Before characterizing the support SN , we discuss some consequences of assumption A-2. From theorem 2.2.1
(section 2.1), it is straightforward to see that for z ∈C+, mˆN (z)→N m(z) almost surely, with
m(z)= 1−z(1+σ2cm(z))+σ2(1− c) . (2.15)








We now study the support SN of measure µN , under the assumption A-2. We recall that an eigenvalue λk,N of
BNB
∗




q,N ] if λk,N ∈ (w−q,N ,w+q,N ) (see section 2.4 for details). Recall also that
eigenvalue 0 is always associated with [x−1,N ,x
+
1,N ]. The following theorem is proved in appendix 2.7.9.
Theorem 2.5.1. Under Assumption A-2, define Ks = card{k : γk >σ2
p
c} and assume that σ2
p
c 6∈ {γ1, . . . ,γK }, i.e
γ1 < . . .< γK−Ks <σ2
p
c < γK−Ks+1 < . . .< γK .






q,N ]. The first cluster is


















For q = 2, . . . ,Ks +1 and k = q−1, the cluster [x−q,N ,x+q,N ] is associated with λM−Ks+k,N and






















Under the spiked model assumption, measure µN is intuitively expected to be very close to the Marcenko-
Pastur distribution µ, and particularly SN should be close to supp(µ)= [σ2(1−
p
c)2,σ2(1+pc)2]. Theorem 2.5.1
shows the first cluster [x−1,N ,x
+
1,N ] is very close to the support of the Marcenko-Pastur distribution and we have
presence of additional clusters if the eigenvalues of BNB∗N are large enough. Indeed, if Ks eigenvalues of BNB
∗
N
converge to different limits, above the threshold σ2
p
c, then there will be Ks additional clusters in the support of
SN for all large N .
Theorem 2.5.1 also states that the smallestM −Ks eigenvalues of BNB∗N are associated with the first cluster, or





, and that µN ([x−k,N ,x
+
k,N ])= 1M for k = 2, . . . ,Ks
2.6 Discussion and numerical examples
In this section, we discuss the results of theorem 2.4.1 of section 2.4, and give some numerical examples.
The analysis provided in the previous sections shows that the boundary points of SN x−1,N < x+1,N < . . .< x−Q,N <
x+
Q,N coincide with the set of all positive extrema of function φN , and moreover we have seen that the eigenvalues




q,N ] if λk,N ∈ (w−q,N ,w+q,N ), with
w−q,N ,w
+




q,N by φN .
In figures 2.2, 2.3 and 2.4, we have represented the typical behaviour of function φN , for a rank K = 3 matrix
BN . Several situations are drawn, which are commented below.




1,N ]. There exists no positive local
extrema other than x−1,N and x
+
1,N , and thus SN has only one cluster, i.e SN = [x−1,N ,x+1,N ].
In figure 2.3, eigenvalue 0 is associated to [x−1,N ,x
+




2,N ], andλM ,N
is associated with [x−3,N ,x
+
3,N ]. The support SN is composed of 3 clusters.
In figure 2.4, each eigenvalue is associated to a different cluster.













































































































Figure 2.4: φN (w): Case 3
The conditions for the supportSN to split into several clusters depend in a non-trivial way ofσ, the eigenvalues
of BNB∗N and the distance between them. Nevertheless, under the stronger Assumption A-2 (i.e. K independent of
N and convergence of the eigenvalues to different limits), we have obtained explicit conditions for the separation
of the eigenvalues: an eigenvalue ofBNB∗N is separated from the others if its limit is greater thanσ
2pc (see theorem
2.5.1). The non-separated eigenvalues are those associated with [x−1,N ,x
+
1,N ]. Therefore in the spiked model case,
the behaviour of the clusters of SN is completely characterized.
In figure 2.5, we plot the density of µN in the case where cN = 0.5, σ = 1 and the eigenvalues of BNB∗N are 0
(multiplicityM −2), 5, 10, for N = 20,100,200,2000. With this parameters, 5>σ2pcN and thus there are two clus-
ters associated with eigenvalue 5 and 10. Moreover, the width of each cluster tends to 0 at rate O (N−1/2) (theorem
2.5.1).
In figure 2.6, we have plotted the density of µN , in the context where N = 20, M = 10, σ = 1 and BNB∗N is
diagonal with three different eigenvalues, 0 withmultiplicity 5, 5 withmultiplicity 2 and 10 withmultipliticy 3. The
density is plotted by computing x 7→π−1Im(mN (x+ i y)) for y << 1 (see theorem 2.3.1). Note thatmN (z) for z ∈C+
is evaluated iteratively using the fixed point equation (2.4), and this procedure always converges as proved in [23].
On figure 2.6, we also notice that the density behaves as a square root near the boundary points of the support, a
result already proved in [15]. This result will be of importance, for proving thatw ′N is integrable in a neighborhood
of the boundary points (property 2.7.1 in appendix 2.7.8).
In figure 2.7, we have plotted the functionwN (x) for x ∈R, in the same settings as for figure 2.6. More precisely,
figure 2.7 represents Im(wN (x)) versus Re(wN (x)). As stated in property 2.4.1, we see that wN (R) does not meet
any eigenvalue, wN (x) has positive imaginary part for x ∈ SN and is real for x ∈ R\SN . If Cq,N = {wN (x) : x ∈
[x−q,N ,x
+
q,N ]}∪ {wN (x)∗ : x ∈ [x−q,N ,x+q,N ]}, this shows that Cq,N encloses the eigenvalues of BNB∗N associated with
[x−q,N ,x
+









and 10 with [x−3,N ,x
+
3,N ]. Therefore, in figure 2.7, C1,N encloses eigenvalue 0, and eigenvalue 5 is in turn enclosed
by C2,N and 10 by C3,N . This property will be fundamental in the chapter on subspace estimation, to perform
contour integration. Note that this property is also used in the proof of 2.4.3 in appendix 2.7.8.
2.7 Appendix
2.7.1 Bound on ‖TN (z)‖
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(a) N = 20











(b) N = 100











(c) N = 200





















(d) N = 2000
Figure 2.5: Illustration of the spiked model assumption on the density of µN









Figure 2.6: Density of µN
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2,N ) wN (x
−







Figure 2.7: Im(wN (x)) versus Re(wN (x)) for x ∈R
with SN = supp(µN ). It is shown in Hachem et al [23, Th. 2.4 & Prop. 2.2]) that TN coincides with the Stieltjes






Since mN (z) is solution to the equation (2.4), it is clear that
1
M
Tr µN = µN . In order to establish (2.16), we follow
the proof of in Hachem et al. [23, Prop.5.1]. We first remark that function m˜N (z) defined by
m˜N (z)= cNmN (z)−
1− cN
z
is the Stieltjes transform of the probability measure µ˜N = cNµN+(1−cN )δ0. The support of µ˜N thus coincides with









By using the identity,










































for z ∈ C\R, but also for z ∈ C\SN because both members of the above inequality are continuous on C\SN . This
immedialely leads to (2.16).
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2.7.2 Proof of theorem 2.2.2
In this section, we prove that it exists two polynomials P1,P2 independent of N , with positive coefficients, such
that









for all z ∈ C\R. Since mˆN andmN are Stieltjes transforms, mˆN (z∗) = mˆN (z)∗ andmN (z∗) =mN (z)∗, and thus we
only need to prove the result for z ∈C+. For the remainder of this section, P1,P2 will be used as generic polynomials
whose values may change from one line to another.
Some auxiliary quantities
For ease of reading, we will use the notations














From section 1.2 in chapter 1, it is easy to check that αN (z) and α˜N (z) are Stieltjes transforms of respectively the
finite measures σcNE[µˆN ] and σcNE[µˆN ]+σ(1− cN )δ0, carried by R+. Thus, for z ∈ C+, αN (z), zαN (z), zα˜N (z)
and α˜N (z) belong to C+. Similarly, δN (z) and δ˜N (z) are Stieltjes transforms of the finite measures σcNµN and
σcNµN +σ(1− cN )δ0.
Moreover, [−z(1+σαN (z))]−1 and [−z(1+σα˜N (z))]−1 are also Stieltjes transform of probability measures car-
ried by R+, which in particular imply
∣∣∣ 11+σαN (z)
∣∣∣≤ |z|Im(z) . Similarly, we have the same bounds for [−z(1+σδN (z))]−1
and
[−z(1+σδ˜N (z))]−1.














































The above remarks show that
‖RN (z)‖ = min
k=1,...,M








)∣∣∣∣−1 ≤ 1Im(z) .
The same bound of course holds for R˜N (z), as well as TN (z), T˜N (z). We finally remark that
1
N
Tr RN (z) is the Stieltjes
transform of a probability measure carried by R+.
A fundamental system of equations




TN (z) and use the mere definition of
RN (z), TN (z) to get
σ
N
Tr (RN (z)−TN (z))=
(
α˜N (z)− δ˜N (z)
)






RN (z)BN B∗N TN (z)
(1+σαN (z))(1+σδN (z)) and vN (z),
σ2
N





R˜N (z)− T˜N (z)



























we easily deduce that
ǫ˜N (z), α˜N (z)−
σ
N

















1+σα˜N (z) , which implies uN (z) =
u˜N (z). Therefore, gathering the previous expressions, we obtain the following 2×2 linear system
[
αN (z)−δN (z)




uN (z) zvN (z)
zv˜N (z) uN (z)
][
αN (z)−δN (z)








The determinant associated with this system is defined by
∆N (z)= (1−uN (z))2− z2vN (z)v˜N (z).
Bound for ǫN (z)










Of course, the same type of bound holds also for ǫ˜N (z) from (2.20) .
We first consider the following useful result.
Lemma 2.7.1. For z ∈C\R, let (MN (z)) a sequence of deterministic matrix such that



































Proof. As the proofs of the two statements are similar, we just prove the first statement of the lemma. We first
remark that
∂[QN (z)]p,q










i , j ,N
=−[QN (z)]i ,q [QN (z)ΣN ]p, j ,
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∣∣∣[Σ∗NQN (z)MN (z)QN (z)] j ,i














∗MN (z)∗QN (z)∗QN (z)MN (z)QN (z)ΣNΣ∗N
]
.






leads the desired result.













It is shown in Dumont et al. [17] that for all z ∈R−∗ ,
















































It is easy to see that the lefthandside and the righthandside of (2.25) are holomorphic matrix-valued functions on
C\R+, and thus (2.25) holds not only on R−∗ , but also on C\R
+ by analytic continuation. As it will become apparent
below, the entries of matrix∆N (z) converge towards 0.
The general expression of α˜N (z)−τ˜N (z) given in [17] is complicated. However, the simplicity of themodel con-
sidered in this work (matrices D and D˜ in [17] are reduced to σIM and σIN ) allows to derive a simpler expression.











Tr∆N (z)+ z (1+στ˜N (z))αN (z),








= zτ˜N (z)(1+σαN (z))+σcN .
The two previous equalities imply that







Inserting (2.30) in (2.25) and taking the trace, we finally obtain
1
N
Tr (E [QN (z)]−RN (z))=
σ
N










Tr E [QN (z)]RN (z)
∣∣≤σcN |Im(z)|−1, to prove (2.22), it is sufficient to check that for i = 1,2,3,







with MN (z) as in lemma 2.7.1. We just prove the result for i = 1, the case i = 2,3 being similar. Using the classical










Tr (QN (z)−E[QN (z)])
)2]
.
Since |1+σαN (z)|−1 ≤ |z||Im(z)|−1, lemma 2.7.1 gives immediately (2.32). This concludes the proof of (2.22).
Convergence of αN (z)−δN (z)




for all z ∈ C+. For this, we use the system of equations (2.21) and (2.22). From the bounds developed above, we
have ‖RN (z)‖,‖TN (z)‖ ≤ Im(z)−1 as well as |1+σ2cNαN (z)|−1, |1+σ2cNδN (z)|−1 ≤ |z|Im(z)−1 and therefore,








where we recall that Bmax ≥ supN ‖BN‖ < ∞. Therefore, we have |∆N (z)| ≥ (1−|uN (z)|)2− |z|2 |vN (z)| |v˜N (z)| > 12
for all z in the open set
E =
{





















Therefore, by inverting the system (2.21), we obtain gN (z) = αN (z)−δN (z)→N 0 for each z ∈ E , from the conver-
gence (2.22). But sinceαN (z) and δN (z) are Stieltjes transforms of finite measures with support included in R+, we
deduce that gN is holomorphic onC+ and |gN (z)| ≤ 2σcNIm(z) , whichmeans in particular that the sequence (gN ) is uni-
formly bounded on each compact subset of C+. Therefore (gN ) is a normal family by Montel’s theorem. If (gϕ(N ))
is a subsequence which converges uniformly on each compact of C+ to the holomorphic function g , then g (z)= 0
for z ∈ E , which implies g is identically zero on C+, by analytic continuation. Thus all converging subsequence of
the normal family (gN ) converge to 0, therefore the whole sequence (gN ) converge to 0 uniformly on each compact
of C+, which proves (2.33).
Bound for∆N (z)
We now tackle the most demanding step of the proof, namely computing a polynomial bound for |∆N (z)|−1. First,
from the definition of ∆N (z), we clearly have the inequality
|∆N (z)| ≥ (1−|uN (z)|)2−|z|2 |vN (z)| |v˜N (z)| .




∣∣u1,N (z)∣∣1/2 ∣∣u2,N (z)∣∣1/2)2−|z|2 ∣∣v1,N (z)∣∣1/2 ∣∣v2,N (z)∣∣1/2 ∣∣v˜1,N (z)∣∣1/2 ∣∣v˜2,N (z)∣∣1/2 , (2.34)












RN (z)BN B∗N RN (z)
∗

















Tr R˜N (z)R˜N (z)
∗.




)2− z2v1,N (z)v˜1,N (z) and ∆2,N (z), (1−u2,N (z))2− z2v2,N (z)v˜2,N (z).
The following two lemmas are dedicated to study separately polynomial bounds for |∆1,N (z)|−1 and |∆2,N (z)|−1.
Lemma 2.7.2. For z ∈C+,
∆1,N (z)









TN (z)∗, it is easy to see that










TN (z)BN B∗N TN (z)
∗
|1+σδ˜N (z)|2 and v1,N (z),
σ2
N










T˜N (z)B∗N BN T˜N (z)
∗
|1+σδ˜N (z)|2 and v˜1,N (z),
σ2
N







1+σδN (z) , we deduce


































































]−1− [BNB∗N −wN (z)∗]−1)
= (wN (z)−wN (z)∗) v1,N (z)
σ |1+σδN (z)|2
,







With this expression, it is easy to compute an upperbound on ∆1,N (z)−1. Indeed, from the relation between δN (z)
and δ˜N (z), we can rewrite wN (z)= z(1+σδN (z))2−σ2(1−cN )(1+σδN (z)). Since δN (z) is the Stieltjes transform of






this bound in (2.36), we finally get
∆1,N (z)






We now turn to a polynomial bound concerning ∆2,N (z).
Lemma 2.7.3. There exists two polynomialsQ1,Q2 with positive coefficients, independent of N ,z and a set
EN =
{










such that u2,N (z)< 1 and
∆2,N (z)






for all large N and z ∈ EN .




Tr RN (z)+ǫN (z) and α˜N (z)=
σ
N
Tr R˜N (z)+ ǫ˜N (z),





. Using RN (z)−RN (z)∗ =RN (z)(RN (z)−∗−RN (z)−1)RN (z)∗ and zRN (z)−






u2,N (z) v2,N (z)



















R˜N (z)B∗N BN R˜N (z)
∗




1+σαN (z) , we deduceu2,N (z)= u˜2,N (z). The system (2.37)




















Im(z ǫ˜N (z)) (2.39)






∣∣2 > 0 (similarly to v1,N (z) since σN Tr RN (z) is also the Stieltjes transform of a finite positive mea-










|ǫN (z)| . (2.40)




We rely on theorem 2.4.1 and remark that the sequence of probability measures (µN ) is tight. Therefore, it exists
η > 0 such that infN µN
(
[0,η]
) > 12 . From (2.22) and the convergence (2.33), we deduce 1M Tr RN (z)−mN (z)→N 0
for all z ∈ C+. Since 1
M
Tr RN (z) is the Stieltjes transform of a probability measure ξN carried by R+, this implies
ξN −µN w−−−−→
N→∞
0 and thus ξN
(
[0,η]




















44 CHAPTER 2. ASYMPTOTIC SPECTRAL DISTRIBUTION OF COMPLEX GAUSSIAN INF. PLUS NOISEMODELS































Remark that this set can be written as
E1,N =
{










with S1,S2 two polynomials with positive coefficients independent of N ,z. Notice also that 1−u2,N (z)> 0 on E1,N ,









































for z ∈ E1,N and for all large N . Using the bounds Im(z)Im(αN (z)) ≥
Im(z)2
σcN
, v2,N (z)≥ Im(z)
2σ2cN
64(η2+|z|2)2 and the fact that ǫN (z) and













for all large N , with S˜1, S˜2 some polynomials with positive coefficients independent of N ,z. Define the set
E2,N =
{











Define also the polynomials Qi = Si +
p
2S˜i for i = 1,2 and the set
EN =
{










Therefore, one can easily check that EN ⊂ E1,N ∩E2,N , which concludes the proof.
End of the proof of (2.17)




)2− z2v1,N (z)v˜1,N (z) and ∆2,N (z)= (1−u2,N (z))2− z2v2,N (z)v˜2,N (z),




∣∣u1,N (z)∣∣1/2 ∣∣u2,N (z)∣∣1/2)2−|z|2 ∣∣v1,N (z)∣∣1/2 ∣∣v2,N (z)∣∣1/2 ∣∣v˜1,N (z)∣∣1/2 ∣∣v˜2,N (z)∣∣1/2 . (2.42)










From lemmas 2.7.2 and 2.7.3, for z ∈ EN , we have u1,N (z)< 1, u2,N (z)< 1, ∆1,N (z)> 0 and ∆2,N (z)> 0. Thus, from




∆2,N (z) and consequently, using the polynomial bounds in lemmas 2.7.2 and
2.7.3, we immediately deduce that






for all large N and z ∈ EN . By inverting the system (2.21) and using the bound |uN (z)| ≤ σ
2Bmax|z|2
|Im(z)|4 , |vN (z)| ≤
σ2
Im(z)2



































This concludes the proof of (2.17).
2.7.3 Proof of theorem 2.2.3
The proof borrows several results from the proof of theorem 2.2.2, given in appendix 2.7.2. In this appendix, P1,P2
will be a generic notation for polynomials independent ofN wit positive coefficients. Their valuemay change from
one line to another.
We first begin with the equivalent of lemma 2.7.1.
Lemma 2.7.4. For z ∈C\R, let (MN (z)) a sequence of deterministic matrix such that











































Proof. The proof is based on straightforward computations similar to lemma 2.7.1, and is therefore omitted.
We now prove that










]= d∗1,NRN (z)d2,N +d∗1,N∆N (z)RN (z)d2,N +E[d∗1,NQN (z)RN (z)d2,N ] σ2N Tr∆N (z). (2.46)
The arguments used in appendix 2.7.2 to bound the terms involving matrix∆N (z) lead to∣∣∣∣ 1N Tr∆N (z)
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arguments also allow to handle the second term. Indeed,













and using Cauchy-Schwarz inequality, lemmas 2.7.4 and 2.7.1, we obtain






The terms d∗1,N∆i ,N (z)RN (z)d2,N for i = 2,3 are bounded with similar arguments. Therefore,











TN (z) and obtain





NTN (z)d2,N +σz(α˜N (z)− δ˜N (z))d∗1,NRN (z)TN (z)d2,N .
From theorem 2.2.2, it holds that









for all large N . Using α˜N (z)=αN (z)− z−1σ(1− cN ) and δ˜N (z)= δN (z)− z−1σ(1− cN ), we also have















This concludes the proof of (2.45).
The last part of the proof is dedicated to prove that∣∣d∗1,NQN (z)d2,N −d∗1,NTN (z)d2,N ∣∣ a.s.−−−−→
N→∞
0,
for all z ∈C\R. From (2.45), it is sufficient to prove that,




for all z ∈C\R, or equivalently for all z ∈C+ since QN (z∗)=QN (z)∗. Obviously, we have
E
∣∣d∗1,N (QN (z)−E [QN (z)])d2,N ∣∣4 = ∣∣∣E[(d∗1,N (QN (z)−E [QN (z)])d2,N )2]∣∣∣2+Var[(d∗1,N (QN (z)−E [QN (z)])d2,N )2] ,
≤Var[d∗1,N (QN (z)−E [QN (z)])d2,N ]2+Var[(d∗1,N (QN (z)−E [QN (z)])d2,N )2] .
Using lemma 2.7.4 and Borel-Cantelli lemma, we deduce that for z ∈C+, the convergence
d∗1,N (QN (z)−E [QN (z)])d2,N −−−−→
N→∞
0
holds on a event of probability oneΩz , depending on z. We now prove that it exists an event of probability oneΩ
on which the previous convergence holds for all z ∈ C+. Let (zk ) a dense sequence in C+, and define Ω =
⋃
kΩzk .
Fix a realization inΩ. For z ∈C+, there exists a subsequence (zkl ) such that |z− zkl | ≤ 1l , and thus∣∣d∗1,N (QN (z)−E [QN (z)])d2,N ∣∣
≤
∣∣d∗1,N (QN (z)−QN (zkl ))d2,N ∣∣+ ∣∣d∗1,N (E[QN (zkl )]−E [QN (z)])d2,N ∣∣+ ∣∣d∗1,N (QN (zkl )−E[QN (zkl )])d2,N ∣∣
≤





∣∣d∗1,N (QN (z)−E [QN (z)])d2,N ∣∣≤ 1l supN ‖d1,N‖‖d2,N‖Im(z)Im(zkl ) , (2.48)
which goes to 0 by taking the limit in l .
2.7.4 Proof of theorem 2.3.1: 0 does not belong to the support if cN < 1
In order to establish that 0 does not belong to the support SN , we show that it exists ǫ> 0 for which µN ([0,x])= 0
























Now, the condition cN < 1 implies that the function m → h(m,0)m is decreasing on R+. Therefore, the equation




















































as required. Hence, the implicit function theorem implies that there exists an open disk centered at zero with
radius η> 0 denoted D(0,η), and a unique functionm(z), holomorphic on D(0,η), satisfyingm(0)=m0 and such
that
m(z)= h(m(z),z)
for |z| < η. Evaluating the successive derivatives of function z→ h(m(z),z) at the origin, one can check that for each
l ≥ 0,m(l )(0) is real-valued. Sincem0 > 0, there exists a positive quantity ǫ, 0< ǫ≤ η such thatm(x) is real-valued
andm(x)> 0 if x ∈]−ǫ,ǫ[. On the other hand, it can be readily checked that if x < 0, the equationm = h(m,x) has
a unique strictly positive solution. Now, for x < 0,mN (x) is strictly positive, and satisfies this equation. Therefore,
it holds that mN (x) =m(x) for −ǫ < x < 0. Since the two functions mN and m are holomorphic on D(0,ǫ)\[0,ǫ]
and coincide on a set of values with an accumulation point, they must coincide on the whole domain of analicity,






























becausem(s) ∈R if s ∈ [0,x]. This establishes that µN ([0,x])= 0.
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2.7.5 Proof of property 2.3.1: lower bound for mN (z)
It is shown in [15] that Re(1+σmN (z)) > 0. We rewrite here the proof and improve the bound. We use here the
notations introduced in the proof of theorem 2.2.2 in appendix 2.7.2, as well as some results. In particular, doing







u1,N (z)−Re(z)v1,N (z) Im(z)v1,N (z)






















Tr TN (z)TN (z)
∗.





with v˜1,N (z)= σ
2
N
Tr T˜N (z)T˜N (z)∗. Moreover, with the usual identity












) |z|2v1,N (z)+ Im(zδ˜N (z))u1,N (z)+ Im(z)
σ
u1,N (z).




)= Im(δ˜N (z)) |z|2 v˜1,N (z)+ Im(zδ˜N (z))u1,N (z)+ Im(z)
σ
u1,N (z).










)2−|z|2v1,N (z)v˜1,N (z)= (1−u1,N (z))2−|z|2v1,N (z)2
(
1+ σ(1− cN )Im(z)|z|2Im(δN (z))
)
,
and from lemma 2.7.2 in appendix 2.7.2, we have ∆1,N (z)> 0 for z ∈C+, which implies




for all z ∈C+. Since v1,N , Im(δN (z))> 0 for z ∈C+ (see appendix 2.7.2), we deduce
(1−u1,N (z))2−|z|2v1,N (z)2 > 0.









the last inequality following from0< |z|v1,N (z)< 1−u1,N (z)< 1. The extension toC− comes as usual from δN (z)∗ =
δN (z∗) and the extension to the real axis is straightforward by the continuity ofmN (z) when z→ x ∈ R, described
in section 2.3.
2.7.6 Proof of property 2.4.1: function wN
In this appendix, we prove the different items stated in property 2.4.1.
• Item 1 is trivial from the properties ofmN stated in section 2.3.
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• Item 2 is proved in [15, Th.3.2].
• Since Re(1+σ2cNmN (z)) > 0 for all z ∈ C (see property 2.3.1) and mN (z) satisfies equation (2.4) for all z ∈
C\∂SN , it is easy to see that
mN (z)
1+σ2cNmN (z)
= fN (wN (z)), (2.50)
or equivalently that 1−σ2cN fN (wN (z)) = 11+σ2cNmN (z) . Plugging this equality into the expression of wN (z),
we obtain φN (wN (z))= z which proves item 3.
• For item 4, by differentiating (2.50) on both sides, we obtain for x ∈R\∂SN ,






and w ′N (x)> 0 follows by noticing that f ′N (w)> 0 on R\{λ1,N , . . . ,λM ,N },mN (x) ∈R andm′N (x)> 0 (by differ-
entiating the integral representation ofmN ) for x ∈R\SN . By taking derivatives with respect to x ∈R\SN on
both sides of the equation φN (wN (x))= x, we see that
w ′N (x)φ
′
N (wN (x))= 1.
Thus, φ′N (wN (x))> 0. Finally, item 3 and property 2.3.1 implies 1−σ2cN fN (wN (x))> 0, for x ∈R\SN .































∥∥∥(BNB∗N −wN (x)IM )−1∥∥∥2 = 1mink=1,...,M |λk,N −wN (x)|2 .
Equality (2.50) also shows that wN (x) 6∈ {λ1,N , . . . ,λM ,N } and thus Im(wN (x)) > 0 if Im(mN (x)) > 0. On the
other hand, assume Im(wN (x))> 0, thenmN (x) 6∈R, otherwise we would havewN (x)= x(1+σ2cNmN (x))2−
σ2(1− cN )(1+σ2cNmN (x)) ∈R.
2.7.7 Proof of property 2.4.2: increase of the local extrema of φN
We will prove a more general property, namely if w1,w2 are two critical points of φN (i.e φ′N (w1,2) = 0) such that




/(w2−w1) is always positive. We denote byφ1 andφ2 the quantities
φN (w1) and φN (w2), and we define hn = 1−σ2cN fN (wn) so that we can write φn =wnh2n+σ2(1−cN )hn , n ∈ {1,2}.
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where f ′N (w) denotes the derivative of fN (w). Using again the definition of h1 and h2, we can rewrite the last term

































4cN (1− cN )
2
[







(w1)+w2 f ′N (w2)
) . (2.54)
Now, both w1 and w2 are critical points φN , so that for n = 1,2, we have φ′N (wn)= h2n −2σ2wn f ′N (wn)hn −σ4(1−
cN ) f ′N (wn)= 0. Thus, we can write
h21+h22
2
=σ2 [w1h1 f ′N (w1)+w2h2 f ′N (w2)]+ σ4cN (1− cN )2
[
f ′N (w1)+ f ′N (w2)
]
,















(h1−h2)(w1 f ′N (w1)−w2 f ′N (w2)). (2.55)




f ′N (wn )
hn



















f ′N (w1)− f ′N (w2)

























and thus by multiplying the previous equality with h1h2 and adding h22 f
′























f ′N (w1)+ f ′N (w2)
]
.
The left hand side of the previous equality appears in (2.56) as a common factor on the last two terms of the right





























Finally, noting that all the terms of the above equation are non-negative, we have established the desired property.
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2.7.8 Proof of property 2.4.3: mass of the clusters
In this section, we evaluate the mass of any clusters by µN , i.e the quantity µN ([x−q,N ,x
+
q,N ]).
We first give some additional properties on function wN . In particular, we show that it can be used as a proper
integration contour. The idea is to use the curve {wN (x) : x ∈ [x−q,N ,x+q,N ]}∪ {wN (x)∗ : x ∈ [x−q,N ,x+q,N ]} to perform
contour integration. Themain difficulty is that w ′N (x) becomes unbounded when x→ x−q,N ,x+q,N (see remark 2.4.4




q,N as stated in the following
property.
Property 2.7.1. Let q = 1, . . . ,Q. Then, there exists a constant C > 0 and neighborhoods V (x−q,N ), V (x+q,N ) of respec-
tively x−q,N and x
+
q,N such that,
|w ′N (x+ i y)| ≤C
∣∣∣x−x−q,N ∣∣∣−1/2 ∀x+ i y ∈ V (x−q,N )\{x−q,N }, (2.57)
|w ′N (x+ i y)| ≤C
∣∣∣x−x+q,N ∣∣∣−1/2 ∀x+ i y ∈ V (x+q,N )\{x+q,N }. (2.58)
Proof. This property is a straightforward consequence of the results obtained in Dozier & Silverstein [15, Sec. 4].




we only consider z ∈C+∪R.
An elementary analysis of function φN (see property 2.4.2) shows that the equation φN (w) = x−1,N has at least
two solutions in each interval (0,λM−K+1,N ) and (λM−K+k,N ,λM−K+k+1,N ) for k = 1, . . . ,K −1, and one solution at
point w−1,N < 0. Since the equation φN (w) = x−1,N is a polynomial equation with degree 2K +2 (see remark 2.4.3),
it remains one real solution. The solutions of φN (w) = x being continuous functions of x (see theorem 1.3.2 in
chapter 1), we deduce thatw−1,N is necessarily a double solution, i.ew
−
1,N is a zero ofφN (w)−x−1,N withmultiplicity
2. Since w−1,N is a the preimage by φN of the local maximum x
−
1,N , it follows that φ
′′(w−1,N )< 0.
Therefore, local inversion theorem implies the existence of a biholomorphism ψN (i.e. an holomorphic bijec-




φN (w)−x−1,N =ψN (w)2.
Since wN (z)→ w−1,N when z ∈ C+→ x−1,N , we obtain z − x−1,N =ψN (wN (z))2 for z ∈ C+ in a neighborhood of x−1,N .
Consider the principal branch of the square root. Without loss of generality, we set
√
z−x−1,N = ψN (wN (z)) for

















for all z 6∈C+ in a neighborhood of x−1,N . Moreover,ψ′N (w−1,N ) 6= 0 sinceψN is invertible in a neighborhood of w−1,N .
Therefore, we obtain the following bound
∣∣w ′N (z)∣∣≤ C√∣∣∣z−x−1,N
∣∣∣
,
for all z 6∈C+ in a neighborhood of x−1,N , withC > 0 a constant. For z = x+ i y , we get
∣∣w ′N (x+ i y)∣∣≤ C√∣∣∣x−x−1,N
∣∣∣
,
and since limy↓0w ′N (x+ i y)→w ′N (x) for x 6∈ ∂SN (see remark 2.4.2 in section 2.4), the bound is also valid for y = 0
and x 6= x1,N− in a neighborhood of x1,N− . This concludes the proof.
We now use this property to perform contour integration by using wN . We first define the set
Cq,N ,
{





∗ : x ∈ [x−q,N ,x+q,N ]
}
.
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is well defined for all functions g , continuous in a neighborhood of Cq,N , where C
+
q,N means that Cq,N is counter-











1 if ξ ∈ (w−q,N ,w+q,N )
0 if ξ 6∈ [w−q,N ,w+q,N ].
(2.60)
Proof. From the results of section 2.4, we know that
• wN is continuous on R,
• wN (x−q,N )=w−q,N and wN (x+q,N )=w+q,N ,
• Im(wN (x))> 0 for x ∈ (x−q,N ,x+q,N ).
This implies that Cq,N is a continuous closed path enclosing (w−q,N ,w
+
q,N ). The integral (2.59) is well defined from
property 2.7.1. Finally, one can easily check that basic properties concerning the winding number are still valid in
the context of contour Cq,N , which implies (2.60).
Lemma 2.7.5 is basically pointing out the fact thatwN defines a valid parametrization of a contour that will not
intersect any eigenvalues of BNB∗N . In particular, we can check that all the results concerning integrals over piece-
wise continuously differentiable paths are still valid withCq,N , especially the residue theorem. If g is a continuous




















where C −q,N means that the contour is clockwise oriented.
With the previous results, we are now able to prove the result of property 2.4.3. From section 2.3, µN is abso-
















In order to evaluate the righthandside of (2.61), we rely on lemma 2.7.5. From property 2.4.1, we deduce
mN (x)=
fN (wN (x))
1−σ2cN fN (wN (x))
∀x ∈R\∂SN .
Moreover, from remark 2.4.2, we have w ′N (x)φ
′
























1−σ2cN fN (λ)−2σ2cNw f ′N (λ)−




In order to justify the existence of the integral at the righthandside of (2.62), we prove that gN (w) is contin-
uous in a neighborhood of Cq,N . This is a consequence of the properties of function wN described in prop-
erty 2.4.1 in section 2.4. We first note that the poles of gN (w) coincide with the eigenvalues of BNB∗N and the
real zeros z+0,N ,z
−
1,N , . . . ,z
−
K ,N of 1−σ2cN fN (w) (see property 2.4.2). As wN (x) is not real on (x−q,N ,x+q,N ), x →
gN (wN (x)) is continuous on (x−q,N ,x
+




q,N follows from w
−
q,N = wN (x−q,N ) and
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w+q,N = wN (x+q,N ), which do not coincide with one the poles of gN (w) (see again property 2.4.2). Therefore, it
is clear that µN ([x−q,N ,x
+













The integral can be evaluated using residue theorem and we give here the main steps of calculation. Since Cq,N
only encloses (w−q,N ,w
+
q,N ) (lemma 2.7.5), we will have residues at the following points:
• for q = 1: residues at z0,N , 0 and zk,N ,λM−K+k,N for k ∈I1,
• for q ≥ 2: residues at zk,N ,λM−K+k,N for k ∈Iq ,
where Iq is defined in (2.14). We consider the decomposition gN (λ)= g1,N (λ)+ g2,N (λ)+ g3,N (λ), with





g2,N (λ)=−2σ2cNλ fN (λ) f ′N (λ),
g3,N (λ)=−σ4cN (1− cN )
fN (λ) f ′N (λ)
1−σ2cN fN (λ)
.




k=1,...,K , and g3,N has moreover poles at (zk,N )k=0,...,K . After
































































Finally, the residues at zk,N for k = 0, . . . ,K are given by Res(g3,N ,zk,N )= 1−cNcN . Using these evaluations, we obtain




























)+Res(g2,N ,λM−K+k,N )+Res(g3,N ,λM−K+k,N )+Res(g3,N ,zk,N )]






which concludes the proof.
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2.7.9 Proof theorem 2.5.1: support in the spiked model case
Preliminary results on perturbed equations
We first state two useful lemmas related to the solutions of perturbed equations. They can be interpreted as ex-
tensions of lemmas 3.2 and 3.3 of [7]. In the following, we denote respectively by Do(z,r ), Dc (z,r ) and C (z,r ) the
open disk, closed disk and circle of radius r > 0 with center z. Moreover, in this paragraph, the notation o(1) de-
notes a term that converges towards 0 when the variable ǫ converges towards 0. The first result is a straightforward
modification of [7, lemma 3.2]. Its proof is thus omitted.
Lemma 2.7.6. For each ǫ > 0, we consider hǫ(z) = h(z)+χǫ(z) with h,χǫ two holomorphic functions in a disk
Do(z0,r0). We assume that supz∈Do (z0,r0) |χǫ(z)| = o(1). We consider z0,ǫ = z0 +δǫ with δǫ = o(1). Then, ∃ ǫ0 > 0
and r > 0 such that for each 0< ǫ≤ ǫ0, z0,ǫ ∈Do(z0,r ) and the equation
z− z0,ǫ−ǫhǫ(z)= 0,
admits a unique solution in Do(z0,r ) given by
zǫ = z0,ǫ+ǫh(z0)+o(ǫ).
Moreover, if we assume that z0 ∈ R, h(z) ∈ R for z ∈ R, and that for ǫ small enough, z0,ǫ ∈ R, hǫ(z) ∈ R for z ∈ R, then
zǫ ∈R.
The second result is an extension of [7, Lem.3.3] to certain third degree equations. The proof is given at the end
of the section.
Lemma 2.7.7. For each ǫ> 0 and i = 1,2, we consider hi ,ǫ(z)= hi (z)+χi ,ǫ(z)with hi ,χi ,ǫ holomorphic functions in a
diskDo(z0,r0). We assume that h1(z0) 6= 0 and that supz∈Do (z0,r0) |χi ,ǫ(z)| = o(1) for i = 1,2. We consider z0,ǫ = z0+δǫ

























. is an arbitrary branch of the square root, analytic in a neighborhood of h1(z0). Moreover, if we assume that
• z0 ∈R, hi (z) ∈R for z ∈R,
• for ǫ small enough, z0,ǫ ∈R, hi ,ǫ(z) ∈R for z ∈R,
then zǫ is real. Moreover, if h1(z0)> 0 then z−ǫ , z+ǫ and zǫ are real while z−ǫ , z+ǫ are non real if h1(z0)< 0.
Study of the support
We now identify the clusters of the support SN , and evaluate the points x−q,N ,x
+
q,N for q = 1, . . . ,Q. From theorem
2.4.1 in section 2.4, these points coincide with the positive extrema of function φN (defined in (2.10) section 2.4).
Therefore, we first evaluate the real zeros ofφ′N (w)= (1−σ2cN fN (w))2−2σ2cNw f ′N (w)(1−σ2cN fN (w))−σ4cN (1−































w2+σ2(1+ cN )w −







































χ3,N (w)= 0. (2.63)
Note that cN < 1 for N large enough since c < 1. Observe that the zeros of φ′N are included into a compact interval
I independent of N (see the proof of property 2.3.1 section 2.4). Next, we claim that for each α> 0, it exists β> 0
such that ∣∣∣∣χ1,N (w)+ 1M χ2,N (w)+ 1M2χ3,N (w)
∣∣∣∣>β,
for N large enough, if |w −σ2pc| > α, |w +σ2pc| > α, |w − γk | > α, for k = 1, . . . ,K and w ∈ I . This follows
immediately from the inequality
∣∣∣∣χ1,N (w)+ 1M χ2,N (w)+ 1M2χ3,N (w)
∣∣∣∣≥ |χ1,N (w)|− 1M χ2,max − 1M2χ3,max ,
where χi ,max =maxw∈I |χi ,N (w)| for i = 2,3. This shows that the solutions of eq. (2.63) are located around the
points σ2
p
c,−σ2pc,γk ,k = 1, . . . ,K .
In a disk Do(σ2
p



























and h(w)= limM→+∞hǫ(w). h(w) is obtained by replacing cN and the (λM−K+k,N )k=1,...,K by c and the (γk )k=1,...,K
in the expression of hǫ. Lemma 2.7.6 implies that it exists r for which equation (2.64), or equivalently equation
(2.63), has a unique solution in Do(σ2
p
c,r ) forM large enough. This solution is given by σ2
p

















This quantity is positive, and it is easily seen that φ′N has a change of sign in Do(σ
2pc,r ) forM large enough, thus
showing that σ2
p
cN +O (M−1) is the pre-image of a positive extremum of φN . Exchanging σ2
p
c with −σ2pc, we
obtain similarly that it exists a neighborhood of −σ2pc in which equation (2.63) has a unique solution given by














so that −σ2pcN +O ( 1M ) is also the pre-image of a positive extremum of φN .
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We now consider i ∈ {1, . . . ,K }, and study the equation (2.63) in a neighborhood Do(γi ,r ) of γi . In order to use
lemma 2.7.7, we put ǫ= 1
M
,z0 = γi ,z0,ǫ =λM−K+i ,N . It is easily seen that in Do(γi ,r ), eq. (2.63) is equivalent to
(w −λM−K+i ,N )3−
1
M






























k 6=i (λM−K+k,N −w)3
.
We denote byh1(w) andh2(w) the limits ofh1,ǫ(w) andh2,ǫ(w) when ǫ→ 0, i.e. the functions obtained by replacing
cN and the (λM−K+k,N )k=1,...,K by c and the (γk )k=1,...,K respectively in the expressions of h1,ǫ,h2,ǫ. After some


















































Therefore, (2.65) cannot be one the points w−q,N ,w
+
q,N . Moreover, if γi < σ2
p
c, then h1(γi ) < 0 and (2.63) has no
extra real solution in Do(γi ,r ). If γi >σ2
p











































































are both positive. It is easy to check that if k = K −Ks +1, . . . ,K , then, σ2
p
cN < λM−K+k,N for N large enough. By
noticing that φ′N changes sign around the points (2.66), one can deduce as above that the critical points (2.66) are
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which proves theorem 2.5.1.
Proof of lemma 2.7.7
Webegin by choosing r > 0 and ǫ1 > 0 such that r < r0, z0,ǫ ∈Dc (z0,r ) andDc (z0,ǫ,r )⊂D0(z0,r0), for each 0< ǫ< ǫ1.
Let fǫ(z) = (z − z0,ǫ)3− ǫ(z − z0,ǫ)h1,ǫ(z)+ ǫ2h2,ǫ(z) and gǫ(z) = (z − z0,ǫ)3. Moreover, define Ki2 = supDc (z0,r ) |hi (z)|
(for i = 1,2).
As supz∈Do (z0,r0) |χi ,ǫ(z)| = o(1), it exists ǫ2 ≤ ǫ1 such that supDc (z0,r ) |hi ,ǫ(z)| ≤Ki (for i = 1,2) for each ǫ≤ ǫ2. For
z ∈Dc (z0,r ), it holds that ∣∣ fǫ(z)− gǫ(z)∣∣≤ ǫ ∣∣z− z0,ǫ∣∣ ∣∣h1,ǫ(z)∣∣+ǫ2 ∣∣h2,ǫ(z)∣∣ .
As z0,ǫ− z0 = o(1), it exists ǫ3 ≤ ǫ2 such that, for each ǫ ≤ ǫ3, |z − z0,ǫ| < 2r on Dc (z0,r ). Hence, for each ǫ ≤ ǫ3, it
holds that
∣∣ fǫ(z)− gǫ(z)∣∣ ≤ 2ǫrK1 + ǫ2K2 on Dc (z0,r ). We now restrict z to C (z0,r ), the boundary of Dc (z0,r ). It
exists ǫ4 ≤ ǫ3 for which 2ǫrK1+ǫ2K2 < r
3
2 < r 3 = |z− z0|3 holds on C (z0,r ) for each ǫ≤ ǫ4. Therefore, ∀z ∈C (z0,r ),
we have | fǫ(z)− gǫ(z)| < |gǫ(z)| for ǫ ≤ ǫ4. It follows from Rouché’s theorem that these values of ǫ, then fǫ and gǫ
have the same number of zeros inside Do(z0,r ). Thus, for ǫ≤ ǫ4, the equation
(z− z0,ǫ)3−ǫ(z− z0,ǫ)h1,ǫ(z)+ǫ2h2,ǫ(z)= 0 (2.67)
has three solutions in Do(z0,r ). Using the the same procedure to functions fǫ(z)= (z− z0,ǫ)2−ǫh1,ǫ(z) and gǫ(z)=
(z− z0,ǫ)2, we deduce that if ǫ≤ ǫ5 ≤ ǫ4, the equation
(z− z0,ǫ)2−ǫh1,ǫ(z)= 0 (2.68)
has two solutions zˆ−ǫ , zˆ
+
ǫ in Do(z0,r ). We clearly have |z0,ǫ− zˆ−ǫ | =O (ǫ1/2) and |z0− zˆ−ǫ | = o(1). Therefore, h1,ǫ(zˆ−ǫ )−
h1(z0) = o(1). As h1(z0) 6= 0, it exists ǫ6 ≤ ǫ5 and a neighborhood of h1(z0), containing h1,ǫ(zˆ−ǫ ),h1,ǫ(z0) for each
ǫ≤ ǫ6, in which a suitable branch of the square-rootp. is analytic. We assume that solution zˆ−ǫ is given by z0,ǫ−zˆ−ǫ =
−pǫ
√
























with r ′ < |h1(z0)|4 . For ǫ≤ ǫ8 ≤ ǫ7, we have
p
ǫr ′ < r and for z ∈Dc (z0,ǫ,
p
ǫr ′), we get
∣∣(z− z0,ǫ)2−ǫh1,ǫ(z)∣∣> ǫ|h1,ǫ(z)|− |z− z0,ǫ|2 > ǫ(|h1,ǫ(z)|− r ′) .








> ǫr ′. (2.70)
The inequalities (2.69) and (2.70) prove that in Dc (z0,ǫ,
p
ǫr ′), the equation (2.68) has no solution and that the
equation (z− z0,ǫ)3−ǫ(z− z0,ǫ)h1,ǫ(z)= 0 has only one solution there.
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We now study the number of solutions in Dc (z0,ǫ,
p
ǫr ′) of the equation (2.67). Consider
fǫ(z)= (z− z0,ǫ)3−ǫ(z− z0,ǫ)h1,ǫ(z)+ǫ2h2,ǫ(z),
gǫ(z)= (z− z0,ǫ)3−ǫ(z− z0,ǫ)h1,ǫ(z).
We have | fǫ(z)−gǫ(z)| = ǫ2|h2,ǫ(z)|. We consider z ∈C (z0,ǫ,
p
ǫr ′). From (2.70), |gǫ(z)| > (ǫr ′)3/2. Therefore, for each
ǫ≤ ǫ10 ≤ ǫ9, it holds that |gǫ(z)| > ǫ2|h2,ǫ(z)| = | fǫ(z)− gǫ(z)|. Thus, from Rouché’s theorem, the equation (2.67) has
only one solution in Do(z0,ǫ,
p













But from equation (2.67), we also have ǫ(zǫ− z0,ǫ)h1,ǫ(zǫ)= (zǫ− z0,ǫ)3+ǫ2h2,ǫ(zǫ) which leads to


















We now evaluate the two remaining solutions of (2.67) located in the set Do(z0,r )\Do(z0,ǫ,
p
ǫr ′), denoted z−ǫ , z
+
ǫ .
As |z−ǫ − z0,ǫ| >
p
r ′ǫ, we can write
(
z−ǫ − z0,ǫ
)2 = ǫh1,ǫ(z−ǫ )−ǫ2 h2,ǫ(z−ǫ )z−ǫ − z0,ǫ (2.71)
This implies that |z−ǫ − z0,ǫ| = O (
p
ǫ) and that |z−ǫ − z0| = o(1). Taking a suitable branch of the square root, (2.71)
implies that














We finally verify that if z0 and z0,ǫ belong to R for each ǫ, and that hi (z) and hi ,ǫ(z) belong to R for each ǫ if z ∈R
for i = 1,2, then zǫ is real while z−ǫ ,z+ǫ are real if h1(z0)> 0.
If zǫ is not real, it is clear that z∗ǫ is also solution of (2.67) because functions hi ,ǫ verifies (hi ,ǫ(z))
∗ = hi ,ǫ(z∗).
As |z∗ǫ − z0,ǫ| = |zǫ− z0,ǫ| = O (ǫ), and that (2.67) has a unique solution in the disk Do(z0,ǫ,
√
ǫr
′ ), this implies that
z∗ǫ = zǫ. On the other hand, assume thath1(z0)> 0 and the z−ǫ ,z+ǫ are non-real. Then, z+ ∗ǫ and z− ∗ǫ are also solution
of (2.68). Since equation (2.68) has only two solutions outside the disk Do(z0,ǫ,
√
ǫr
′ ), it follows that zˆ+ǫ and zˆ
−
ǫ are
complex conjuguate. But as their real parts have opposite sign for ǫ small enough, this leads to a contradiction.
Therefore zˆ+ǫ and zˆ
−
ǫ are real. We finally note that if h1(z0)< 0, then zˆ+ǫ and zˆ−ǫ are non real.
Chapter 3
Spectrum localization in the Gaussian
information plus noise model
This short chapter is dedicated to study properties concerning the localization of the eigenvalues λˆ1,N , . . . , λˆM ,N of
ΣNΣ
∗
N . Roughly speaking, we will show that no eigenvalue appears outside SN a.s. for all large N , and that the
number of eigenvalues in each cluster [x−q,N ,x
+





q,N ]. This last property will be referred to as the exact separation of the eigenvalues of ΣNΣ
∗
N .
Historically, the first results concerning localization of the eigenvalues have been given by Bai & Silverstein in
a couple of papers [4] [5], in the context of zero-mean correlated random matrix model (possibly non-Gaussian).
The technics used appear to be rather complicated, andmore recently, Haagerup & Thorbjornsen [22] introduced,
in the context of Gaussian Wigner matrices, a much more simple method fully exploiting the properties of the
Gaussianmodel to study the almost sure absence of sample eigenvalues outside the support of the limiting spectral
distribution. Following this work, Capitaine et al. used this method and extended this result to the so-called
Wigner deformed model (i.e the sum of a Wigner matrix plus a deterministic Hermitian matrix with finite rank),
and moreover proved an exact separation property, but using the method of [5].
In this chapter, we use the method of [22] to prove that for ǫ > 0 such that (a − ǫ,b + ǫ) is outside SN for all
large N , then no eigenvalue of ΣNΣ∗N lives in (a,b) almost surely for all large N . We moreover show that it is still
possible to use the results of [22] to prove an exact separation property. We will prove here that almost surely, for
N large enough, the number of eigenvalues of ΣNΣ∗N less than a (resp. greater than b) coincides with the number
of eigenvalues of BNB∗N associated to the clusters included into [0,a] (resp. included into [b,∞)).
In this chapter, we will also study the limiting behaviour of the eigenvalues of information plus noise matrices,
in the context of spiked model, i.e when the rank of the deterministic matrix is independent of the dimensions,
i.e K = rank (BN ) is independent of N and the K non zero eigenvalues of BNB∗N λM−K+1,N , . . . ,λM ,N converge to
respective limits γ1 < . . . < γK when N →∞. Using the characterization of the support in this context (theorem
2.5.1 in chapter 2), and the above general results on almost sure localization, we prove that if γk > σ2
p
c, the
corresponding eigenvalue of ΣNΣ∗N , i.e λˆM−K+k , splits from the other eigenvalues and have a deterministic limit,
a phenomenon called "phase transition" in the literature.
First results of this type have once again first been discovered for the zero-mean correlated model. In this con-
text, Johnstone [28], on the basis of several applications examples, proposed the scenario where the eigenvalues
of HN are all equal to 1 except a few ones, and outlined the problem of the behaviour the eigenvalues of ΣNΣ∗N in
this context. The first study was given by Baik et al. [6] in the case where the entries of WN are Gaussian. Using
extensively the explicit form of the joint probability distribution of the entries of ΣN , [6] established the almost
sure convergence of the largest eigenvalues of ΣNΣ∗N as well as central limit theorems. Later, Baik & Silverstein
[7] studied completely the almost sure convergence in the non Gaussian case. Their method heavily relies on the
results of Bai-Silverstein [4][5] on the localization of the eigenvalues of ΣNΣ∗N , as well as the characterization of
the support of the deterministic limiting eigenvalue distribution of ΣNΣ∗N provided in Silverstein-Choi [40] (their
technic was especially used in the previous chapter for the proof of theorem 2.5.1). More recently, Bai-Yao [3] ad-
dressed central limit theorems in the non Gaussian case. It is worth noticing that these works have been unified by
Benaych & Nadakuditi [9] who proposed a commonmethod to study several spiked randommatrices model. The
ideas of [9] were to reduce all of thesemodels to the spikedWigner case, and to study the characteristic polynomial
of such matrices. This work was shortly followed by [8] where central limit theorems are established.
The chapter is organized as follows. In section 3.1, we introduce the main tool of the approach of Haagerup &
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Thorbjornsen [22], which consists in a "smooth indicator function" whose purpose is to count the eigenvalues of
ΣNΣ
∗
N inside a compact interval outsideSN , andwe establish themain related properties. In section 3.2, we prove
that the spectrum of ΣNΣ∗N is almost surely included in SN for all large N . We also prove a further result by eval-
uating the rate of convergence to 0 of the probability that the eigenvalues of ΣNΣ∗N escape from a neighborhood
of the support SN . Finally, we prove the property of almost sure separation in the spectrum of ΣNΣ∗N . In section
3.3, we use the previous results in the special case of the spikedmodels, and describe the limiting behaviour of the
eigenvalues of ΣNΣ∗N . In section 3.4, we provide some discussions about the results of this chapter and give some
numerical examples.
3.1 Preliminary results















where ϕ ∈ C∞c (R,R). More precisely, we compute an approximation for its expectation and evaluate the rate of
convergence of its variance. Such results will be of crucial importance to prove that λˆ1,N , . . . , λˆM ,N are located
inside SN for all large N and the separation of the eigenvalues.
Remark 3.1.1. If ϕ is equal to 1 on an interval [a,b] and 0 on R\(a− ǫ,b+ ǫ), then Tr ϕ(ΣNΣ∗N ) plays the role of a
smooth counting function of the set [a,b], i.e. it is equal to the number of eigenvalues ofΣNΣ∗N inside [a,b], provided
that no eigenvalue of ΣNΣ
∗
N belongs to (a−ǫ,a)∪ (b,b+ǫ).
Before stating the main results of this section, we recall the useful property derived in theorem 2.2.2, i.e for all
z ∈C\R,




for all largeN , with χN holomorphic onC\R satisfying
∣∣χN (z)∣∣≤ P1 (|z|)P2 ( 1|Im(z)|
)
, with P1 and P2 two polynomials
with positive coefficients independent of N . The following lemma will be also useful.
Lemma 3.1.1. Let ϕ ∈ C∞c (R,R) independent of N and (hN ) a sequence of holomorphic functions on C\R satisfy-





, with P1 and P2 two polynomials with positive coefficients





∣∣ϕ(x)hN (x+ i y)∣∣dx ≤C <∞,
with C a positive constant independent of N.
Proof. Lemma 3.1.1 is proved in Capitaine et al. [11], and relies essentially on the ideas of Haagerup & Thorb-
jornsen [22].
The next two results are the extensions to the information plus noise model of the results of [22, Prop.4.7] and
the proofs use exactly the same arguments.





































mˆN (x+ i y)
])
dx










ϕ(x)mN (x+ i y)
)
dx.
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ϕ(x)χN (x+ i y)
)
dx. (3.2)
The result of the proposition then follows from a direct application of lemma 3.1.1.













































































l ,k , (3.3)
and the derivative w.r.tW ∗



















































But from the assumptions, supp(ϕ′)∩SN =; and the result of the proposition follows.
3.2 Localization of the eigenvalues
In this section, we study the almost-sure location of the eigenvalues of ΣNΣ∗N for N large enough. We first prove
the almost-sure absence of the eigenvalues of ΣNΣ∗N outside the support SN of the limiting spectral measure µN ,
and we further show that the probability that an eigenvalue escapes from any neighborhood containing SN for
all large N decreases at rate 1
Np
for all p ∈ N. The third part of this section is dedicated to study the eigenvalue
separation phenomenon, namely that forN large enough, the eigenvalues ofΣNΣ∗N split into groups following the
clusters of SN .
3.2.1 Absence of eigenvalues outside the support
The arguments we use to prove the almost-sure absence of the eigenvalues outside SN are due to Haagerup &
Thorbjornsen [22] and have been used by Capitaine et al. [11].
Theorem 3.2.1. Let a,b ∈R, and ǫ> 0 such that (a−ǫ,b+ǫ)∩SN =; for all large N. Then, with probability one,
card
{
k : λˆk,N ∈ [a,b]
}= 0,
for N large enough.
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Proof. The result is in fact a simple consequence of the results derived in section 3.1. Indeed, consider a function
ϕ ∈C∞c (R, [0,1]) and
ϕ(λ)=
{
1 for λ ∈ [a,b]































































, and is therefore O (N−1/3) with probability one for all large N . Since this number has to be an in-
teger, it is equal to 0 and consequently we deduce that no eigenvalue belongs to [a,b] with probability one for all
large N . This concludes the proof of theorem 3.2.1.
3.2.2 Escape probability of the eigenvalues
In this section, we improve the result obtained in theorem 3.2.1 by evaluating the probability that an eigenvalue of
ΣNΣ
∗
N escapes from a compact neighborhood containing SN for all large N . For a compact set K ⊂R, we denote
by Kǫ the closed ǫ-neighborhood of K , i.e the compact set
Kǫ =
{
x ∈R : ∃y ∈K s.t |x− y | ≤ ǫ} .
Theorem 3.2.2. Fix ǫ> 0 and letK be a compact set containingSN for all large N, andKǫ the closed ǫ-neighborhood
of K . Then, it holds that
P






for all l ∈N.
To prove this result, we consider a function ϕ ∈C∞(R, [0,1]) and
ϕ(λ)=
{
1 for λ ∈K cǫ ,
0 for λ ∈K . (3.4)
From this definition, we clearly have
P
(∃k : λˆk,N ∈K cǫ )≤P(Tr ϕ(ΣNΣ∗N )≥ 1)≤ E[(Tr ϕ(ΣNΣ∗N ))2l]
for l ∈N. Therefore, to establish theorem 3.2.2, it is sufficient to prove the following lemma.
Lemma 3.2.1. For all function ψ ∈ C∞(R,R) constant outside a compact set and vanishing on SN for N large










for each l ∈N.
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Proof. We prove lemma 3.2.1 by induction on l . Consider l = 1. Denote by b the constant value taken by ψ over
the complementary of a certain compact set. Write ψ= ψ˜+b, where ψ˜ ∈C∞c (R,R) satisfying ψ˜=−b on SN for N







































)2]= (E[Trψ(ΣNΣ∗N )])2+Var[Trψ(ΣNΣ∗N )] ,
we finally obtain that (3.5) holds for l = 1.
We now assume that (3.5) holds until the order l −1 for each function of C∞(R,R) vanishing on SN for N large
enough and constant outside a compact set. We consider such a function ψ and evaluate the behaviour of the






)2l]= (E[(Trψ(ΣNΣ∗N ))l])2+Var[(Trψ(ΣNΣ∗N ))l] . (3.6)












using that (3.5) holds until the order l −1. The second term of the righthandside of (3.6) can be evaluated with the
Poincaré inequality. Using that the partial derivative of Trψ(ΣNΣ∗N ) w.r.t. Wi , j ,N andW
∗






′(ΣNΣ∗N )ei and e
∗
i























































)2l]) l−1l . (3.7)
Since the function λ→ψ′(λ)2λ which belongs to C∞c (R,R) vanishes on SN and is constant outside a compact set


















































Define xN = E
[(
Trψ(ΣNΣ∗N )





+C2. We claim that the sequence (uN ) is bounded. If this is not the case, there exists a subsequence




≥ 1 must holds for N
large enough. As ukN → +∞, this leads to a contradiction. Therefore, uN is bounded and xN ≤ CN2l for N large
enough. This proves lemma 3.2.1.
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3.2.3 Separation of the eigenvalues
In this section, we show that the eigenvalues of ΣNΣ∗N splits into several groups, related to the eigenvalues of
BNB
∗
N . We refer the reader to chapter 2 section 2.4 for an exposition of function wN and its link with the support
SN .
Theorem 3.2.3. Let a,b ∈R and ǫ> 0 such that (a−ǫ,b+ǫ)∩SN =; for all large N. Then, under Assumption A-1,
with probability one,
card{k : λˆk,N < a}= card{k :λk,N <wN (a)}, (3.8)
card
{
k : λˆk,N > b
}= card{k :λk,N >wN (b)} , (3.9)
for N large enough.
We first prove (3.8) and assume that a > 0 because (3.8) is obvious if a ≤ 0. We consider η < ǫ and assume
without restriction that 0< η< a. We consider a function ϕa ∈C∞c (R, [0,1]), independent of N , and such that
ϕa(λ)=
{
1 ∀λ ∈ [0,a−η]
0 ∀λ ∈ (−∞,−η)∪ (a,∞).

















































































































with Iq = {k ∈ {1, . . . ,K } :λM−K+k,N ∈ (w−q,N ,w+q,N )}, and thus
µN ([0,a−η])= card{k :λk,N <wN (a)}.
Therefore, using (3.10), we get that
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But almost surely, for N large enough, Tr ϕa(ΣNΣ∗N ) is exactly the number of eigenvalues contained in [0,a] be-
cause no eigenvalue of ΣNΣ∗N belong to [a−η,a] (use theorem 3.2.1 with a−η in place of a). The left handside of
(3.11) is thus an integer. Since this integer decreases at rateN−1/3, it is equal to zero forN large enough (for further
details, see the properties of wN in section 2.4 chapter 2). To evaluate the number of eigenvalues in the interval
(b,+∞), we use that no eigenvalue belongs to [a,b] (theorem 3.2.1). Therefore,
card{k : λˆk,N > b}=M −card{k : λˆk,N < a}.
which coincides with the number of eigenvalues of BNB∗N in interval (wN (b),+∞), for all large N , a.s. This con-
cludes the proof of theorem 3.2.3.
3.3 Applications to the spiked models
In this section, we use the results of the previous section on localization of the eigenvalues, to compute the limits
of the largest eigenvalues when dealing with spiked models. We refer the reader to chapter 2 section 2.5 for an
exposition on the spiked model. Recall that under Assumption A-2, Ks was defined as the number of limiting
eigenvalues of BNB∗N greater than σ
2pc, and that we defined functionψ byψ(λ,c)= (λ+σ2c)(λ+c)λ . The main result
is stated as follows.





σ2(1+pc)2 for k = 0,
ψ(γk ,c) for k = 1, . . . ,Ks .
Proof. We first assume γk 6= σ2
p
c for k = 1, . . . ,K . To prove theorem 3.3.1, we use theorem 3.2.3 in section 3.2.3.
Let k ∈ {1, . . . ,Ks }. From theorem 2.5.1, the eigenvalue λM−Ks+k,N is the unique eigenvalue of BNB∗N associated
with the interval (x−q,N ,x
+
q,N ), q = k + 1, for N large enough. Moreover, the number of clusters of SN is equal
to Ks +1 for N large enough and the sequences x−q,N and x+q,N converge towards limits equal to σ2(1−
p
c)2 and
σ2(1+pc)2 for q = 1, and equal toψ(γl ,c) for q ≥ 2 and l =K −Ks+q−1. Theorem 3.2.3 implies that for each ǫ> 0,
almost surely for N large enough, then λˆM−Ks+k,N ∈ (ψ(γk ,c)− ǫ,ψ(γk ,c)+ ǫ) for k = 1, . . . ,Ks and that λˆM−Ks ,N ∈
(σ2(1−pc)2−ǫ,σ2(1+pc)2+ǫ). This shows that λˆM−Ks+k,N →ψ(γk ,c) for k = 1, . . . ,Ks .
We now prove the convergence of λˆM−Ks ,N to σ
2(1+pc)2. We have already shown limsupN λˆM−Ks ,N ≤ σ2(1+p
c)2 almost surely. It remains to prove liminfN λˆM−Ks ,N ≥ σ2(1+
p
c)2. Assume the converse is true. Then it
exists ǫ > 0 such that liminfN λˆM−Ks ,N < σ2(1+
p
c)2− ǫ. We can thus extract a subsequence λˆM−Ks ,ϕ(N ) converg-
ing towards a limit less than σ2(1+pc)2− ǫ. Let µˆφ(N ) be the empirical spectral measure associated with matrix
Σϕ(N )Σ
∗
ϕ(N ). We deduce that
µˆϕ(N )
(
(σ2(1+pc)2−ǫ,σ2(1+pc)2])= 0 a.s for all large N. (3.12)
Theorem 2.2.1 in chapter 2 implies that µˆϕ(N ) converges towards theMarcenko-Pastur distribution whose support
is exactly (σ2(1−pc)2,σ2(1+pc)2]]. This contradicts (3.12).
We now handle the case where γK−Ks = σ2
p
c. For this, we will use the Fan inequality (see theorem 1.3.1 in
chapter 1 section 1.3.3). For aM×N matrix A, we will denote by κ1(A), . . . ,κM (A) its singular values. We define uk,N
and vk,N the left and right singular vector of BN associated with κk (BN ). Fan inequality (chapter 1 section 1.3.3)
gives, for ǫ> 0,




κM−Ks (BN +σWN +ǫuM−Ks ,Nv∗M−Ks ,N )≤ κM−Ks (BN +σWN )+κM (ǫuM−Ks ,Nv
∗
M−Ks ,N ).
From the results of the previous section, it is clear that, almost surely,


















κM−Ks (BN +σWN )≤ limsup
N









Sinceψ(λ,c)→σ2(1+pc)2 when λ→σ2pc, this completes the results of theorem 3.3.1.
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Figure 3.1: Density of µN and locations of the eigenvalues of ΣNΣ∗N
3.4 Discussions and numerical examples
In this section, we discuss the results on localization and separation of the eigenvalues (theorems 3.2.1, 3.2.2 and
3.2.3), as well as the application to the spiked model (theorem 3.3.1), and give some numerical illustrations of the
phenomena described.
To get some insights on theorem 3.2.1, assume for example that for all large N , the number of clustersQ of SN
does not depend onN , and that for each q = 1, . . . ,Q, the sequences of boundary points (x−q,N ) and (x+q,N ) converge
torwards limits x−q and x
+
q , satisfying x
−
1 < x+1 < x−2 < x+2 < . . .< x−Q < x+Q . In this context, theorem 3.2.1 implies that
almost surely, for all ǫ> 0, each eigenvalue belongs to one of the intervals [x−q −ǫ,x+q +ǫ] for N large enough.
To interpret theorem 3.2.3, we keep the same simplified assumptions and use the terminology introduced in
section 2.6 chapter 2. In this case, the result of theorem 3.2.3 means that almost surely for N large enough, the
number of sample eigenvalues that belong to each interval [x−q −ǫ,x+q +ǫ] coincides with the number of eigenvalues




q,N ] for all large N .
These two facts are illustrated in figure 3.1 where we have plotted the density of µN and the eigenvalues of
ΣNΣ
∗
N . The parameters are N = 20, M = 10, σ = 1 and matrix BNB∗N is diagonal with eigenvalues 0 (with multi-
plicity 5), 5 (with multiplicity 2) and 10 (with multiplicity 3). On figure 3.1, we clearly see that no eigenvalue of
ΣNΣ
∗
N is located outside the support. This property is verified in practice for small values of N , which confirms
that the escape of eigenvalues outside the support is a rare event (theorem 3.2.2). Moreover, we also see the clear
separation between eigenvalues. Indeed, the three clusters contain respectively 5, 2 and 3 eigenvalues. Note that
in the assumptions made in this manuscript (Assumption A-1 in chapter 2 section 2.4), the non zero eigenvalues
are supposed to have multiplicity one. It is not difficult to see that the statement of theorem 3.2.3 also holds in the
general case, by counting each eigenvalue of BNB∗N with its respective multiplicity.
In figure 3.2, we have represented the evolution of the density of µN in the spiked model assumption when
N = 20,100,200,2000. We have kept the same settings as in figure 3.1, except that eigenvalues 5 and 10 have always
multiplicity 1 (and thus eigenvalue 0 have multiplicityM −2). The density of µN is given for different values of N ,
and the eigenvalues ofΣNΣ∗N are also represented. This example agrees with the statements of theorems 2.5.1 and
3.3.1.
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(a) N = 20















(b) N = 100















(c) N = 200
























(d) N = 2000
Figure 3.2: Effects of the spiked model assumption on the density of µN and spectrum of ΣNΣ∗N
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Chapter 4
Subspace and DoA estimation in large
sensor networks
This chapter is devoted to the application of the randommatrix results given in the previous chapters to the prob-
lem of "subspace estimation" in array processing.
In general, one has to infer on K parameters from a set of N multivariate observations with dimension M ,
which are composed of a signal and a noise part. Usually, the signal part has a low rank correlation matrix while
the noise part has a full rank correlation matrix. To extract the K parameters of interest from the observations, a
classical procedure is to exploit the fact that the observation space of the correlation matrix of the observations
splits into two orthogonal subspaces: a signal subspace of dimension K (corresponding to the eigenspace of the
signal correlationmatrix) and anoise subspacewith dimensionM−K . In general, the resulting estimators are com-
putationally much more affordable than other estimators such as those based on the maximum likelihood (M.L.)
principle, which generally perform better but unfortunately need an exhaustive search in a multi-dimensional
parameter space.
In order to formulate a generic subspace estimator, one must first infer the eigenvectors of the correlation
matrix of the observations, which is not available. As a consequence, classical subspace estimationmethodsmake
use of the empirical correlation matrix, and approximate the eigenvectors of the true correlation matrix as the
eigenvectors of the sample estimate. This procedure is clearly optimal when the number of samples N tends
to infinity while the observation dimension M remains constant. Indeed, under certain ergodicity assumptions,
when N →∞ for a fixedM , the sample correlation matrix of the observations converges almost surely to the true
one, and consequently when N >> M the sample eigenvectors (i.e. the eigenvectors of the sample correlation
matrix) tend to be very good representations of the true ones. In practical applications, however, the number of
available observations N and the observation dimension M are comparable in magnitude, which leads to strong
discrepancies between the sample eigenvectors and the true ones. This originates from what is usually referred to
as the breakdown effect of subspace-based techniques (see e.g. Tufts et al.[46]).
The fact that sample eigenvectors are not the best estimators of the true ones has been known for decades,
although the study of valid alternatives to the classical estimators has been limited by the fact that investigations
basically concentrated on the regimewhereN >>M . However, it has been recently suggested (seeMestre [51]) that
finite sample size situations (whereby N andM are comparable in magnitude) can be better examined by investi-
gating the asymptotic regime inwhichM andN converge to+∞ at the same rate, i.e. M ,N →+∞, whereas cN = MN
converges towards a strictly positive constant. Using random matrix theory, Mestre [51] showed that traditional
subspace estimators are asymptotically biased in this asymptotic regime. Furthermore, consistent estimators for
this regime can be found, which outperform the traditional ones for realistical values ofM and N . In this context,
randommatrix theory can be very useful to characterize how the sample eigenvectors differ from the true ones in
a scenario where M and N are comparable in magnitude and to derive alternative estimators of the eigenvectors
that converge, not only when N →+∞ for fixed M , but also when M ,N →+∞ at the same rate. This was more
extensively demonstrated in [50] and [49], which respectively considered the characterization of the sample eigen-
vectors whenM ,N →+∞ at the same rate, and proposed alternative consistent estimators for these quantities in
the new asymptotic regime.
However, [50] and [49] cannot be applied to the signal plus noise model considered here, unless the observa-
tions are random multivariate quantities that are Gaussian, independent and identically distributed in the time
domain. In practice, however, there are multiple applications in which the observations do not present this struc-
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ture, and are better modelled as a deterministic component (corresponding to the signal part) plus some additive
noise, that is generally Gaussian distributed. This corresponds to the information plus noisematrix model studied
in chapters 2 and 3. [51, 50, 49] used the classical zero mean correlated matrix model, developped in Silverstein
[39], The purpose of this chapter is thus to propose improved subspace estimators for the information plus noise
model, which will represent the case where the source signals are modelled as non-observable deterministic se-
quences, by using the previous results developped in chapters 2 and 3.
The chapter is organized as follows. In section 4.1, we introduce the model of observations which will be used
throughout the chapter, and state the subspace estimation problem in this context. We also present the traditional
estimation procedure used for the subspace estimation problem. In section 4.2, we derive a consistent subspace
estimator in the regime N ,M →∞ whileM/N converges to c ∈ (0,1). In section 4.3, we apply the previous results
of subspace estimation to the problem of Direction of Arrival (DoA) estimation, and in particular we derive an
improvedMUSIC type algorithm and prove the consistency of the source angle of arrival estimates. In section 4.4,
we provide some numerical examples illustrating the performance of the improved estimator.
4.1 Statistical model and classical subspace estimation
In this section, we introduce the classical statistical model associated with the subspace estimation problem in
signal processing. We consider the context where K narrow band deterministic source signals (sk )k=1,...,K are re-
ceived by an antenna array of M elements, K <M . The corresponding M-dimensional observation signal yn (at
discrete time n) can be modelled as
yn =Asn +vn ,
where A is aM ×K complex matrix whose entries represent the attenuation between the K source signals and the
M receive antennas, sn is a K -dimensional complex vector containing the transmitted signals from the K sources
at time instant n, andwhere vn is an additive white complex Gaussian noise with zeromean and covariancematrix
E[vnv∗n]=σ2IM . We assume that yn is available from n = 1 to n =N , and that cN = MN < 1. From now on, we adopt
the conventions of chapter 2, i.eM =M(N )<N and K =K (N )<M are functions of N .
We denote by YN = [y1, . . . ,yN ] theM ×N observation matrix, which can be readily written as
YN ,ASN +VN , (4.1)
where SN = [s1, . . . ,sN ] and VN = [v1, . . . ,vN ]. From this matrix, the empirical spatial correlation matrix of the ob-




N , whereas the empirical spatial correlation matrix associated with the noiseless ob-






In order to simplify the notation in the subsequent exposition, we set ΣN = N−1/2YN , BN = N−1/2ASN and
WN =N−1/2VN so that (4.1) can be equivalently formulated as
ΣN =BN +WN , (4.2)
Under the assumption that A and SN have full rank K , we retrieve the main properties of the information plus
noise model defined in chapter 2 section 2.1 , namely
• BN is a rank K deterministic matrix,
• WN is a complex Gaussian matrix with i.i.d. entries having zero mean and variance σ2/N .
Remark 4.1.1. In the context of source localization (estimation of the direction of arrival of the K sources), a typical
model for matrix A is given by A = A(θ) = [a(θ1), . . . ,a(θK )] where θ = (θ1, . . . ,θK ) are the angles of arrival of the K
sources impinging on the array of receive antennas. The column a(θk ) is called in this context "steering vector" of
the k-th source and depends on the angle of arrival θk and the geometry of the antennas. This model will be used in
section 4.3 in the context of the so-called MUSIC algorithm.
Wewill assume without loss of generality that the non null eigenvalues of BNB∗N havemultiplicity one. We denote,
as in chapter 2, by λˆ1,N ≤ . . .≤ λˆM ,N and 0= λ1,N = . . .= λM−K ,N < λM−K+1 < . . .< λM ,N the respective eigenvalues
of ΣNΣ∗N and BNB
∗
N . The associated eigenvectors are uˆ1,N , . . . , uˆM ,N and u1,N , . . . ,uM ,N .
In the terminology of subspace estimation, we call "noise subspace" the subspace span{u1,N , . . . ,uM−K ,N }, i.e
the eigenspace associated with eigenvalue 0 of BNB∗N and "signal subspace" the orthogonal complement, i.e the
eigenspace associated with the non null eigenvalues of BNB∗N . The goal of subspace estimation is to infer on one
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of these two subspaces, in terms of the projection matrices. Therefore, the purpose is to estimate the projection




k,N . This estimation problem may involve a high number of
parameters, ifM ,N are large, therefore one usually prefer to estimate bilinear forms of this projector, i.e quantities
as d∗1,NΠNd2,N . By a classical polarization identity, this reduces to estimating any quadratic form of ΠN . The
subspace estimation problem we consider here is to find a consistent estimator of
ηN = d∗NΠNdN , when N →∞, (4.3)
where (dN ) represents a sequence of deterministic vectors such that supN ‖dN‖ < ∞. Traditionally, ηN is esti-




N uˆk,N uˆk,NdN , i.e by replacing the eigenvectors of BNB
∗
N with their empirical
estimates. This estimator makes sense in the regime where M does not depend on N (thus cN →N 0), because
from the classical law of large numbers,∥∥ΣNΣ∗N − (BNB∗N +σ2IM )∥∥ a.s.−−−−→
N→∞
0.
However, the latter convergence is not true in general, if cN →N c > 0 (see the general results in chapter 2, or the
results concerning the spiked model chapter 3 section 3.3 for an immediate counterexample). In particular, it can
be shown that ηN − ηˆN does not converge to 0.
The purpose of the next section is to provide a consistent estimate of ηN by using the results concerning the
convergence of bilinear forms of the resolvent of ΣNΣ∗N , provided in chapter 2 theorem 2.2.3.
4.2 Generalized subspace estimation
In this section, we will make the two additionnal assumptions, basically expressing the fact that the eigenvalues
associated with the noise subspace are separated from the eigenvalues associated with the signal subspace, for all
large N . We refer the reader to chapter 2, for an exposition of function wN and the characterization of the support
SN of measure µN .
Assumption A-3: For all large N, λM−K+1,N >wN (x−2,N ), i.e the non zero eigenvalues of BNB∗N are not associated
with the first cluster [x−1,N ,x
+
1,N ] of SN .
Assumption A-4: There exists t−
i ,N , t
+
i ,N > 0 (i = 1,2) such that








x+Q,N < t+2 .
It should be noticed that since supN x
+
Q,N < ∞ (chapter 2 section 2.4 theorem 2.4.1), we always can find t+2 > 0
satisfying Assumption A-4. Assumption A-4 is mainly technical and themost important is Assumption A-3, whose
purpose will be fully revealed during the derivation of a consistent estimator of ηN . Roughly speaking, it will allow
not to take into account any contribution of the signal subspace.
4.2.1 Preliminary results
Wefirst give the following useful result, whichwill be of constant use in the sequel, andwhich is proved in appendix
4.5.1.
Lemma 4.2.1. Let K ⊂C\([t−1 , t+1 ]∪ [t−2 ,∞)) a compact set. Then, under Assumption A-4,
sup
z∈K









and for (d1,N ), (d2,N ) as in theorem 2.2.3
sup
z∈K
∣∣d∗1,N (QN (z)−TN (z))d2,N ∣∣ a.s.−−−−→
N→∞
0. (4.5)
Finally, if 0 6∈K ,
sup
z∈K
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We now introduce certain new quantities. We define theM ×M matrix




where ΛˆN = Diag(λˆ1,N , . . . , λˆM ,N ) and 1 = [1, . . . ,1]T . We denote by ωˆ1,N , . . . ,ωˆM ,N the eigenvalues of ΩˆN (in in-
creasing order). With this definition, the solutions to the equation 1+σ2cN mˆN (z) = 0 are included in the set




)= det (ΛˆN − zIM )(1+σ2cN mˆN (z))
More precisely, if λˆk,N has multiplicity i , i.e. λˆk−1,M < λˆk,N = . . .= λˆk+i−1,N < λˆk+i ,N , then we have
ωˆk−1,N < λˆk,N = ωˆk,N = . . .= λˆk+i−1,N = ωˆk+i−1,N < ωˆk+i ,N < λˆk+i ,N .
Remark 4.2.1. The eigenvalues (λˆk,N )k=1,...,M have multiplicity 1 almost surely (see section 1.4.2). This readily im-
plies that a.s. ωˆ1,N < . . .< ωˆM ,N , and therefore the equation 1+σ2cN mˆN (z)= 0 has M solutions satisfying
λˆ1,N < ωˆ1,N < . . .< λˆM ,N < ωˆM ,N .
Consequently, from the previous remark, when the eigenvalues ωˆ1,N , . . . ,ωˆM ,N occur in a statement where a
set of probability one is used, one can always assume that they have multiplicity one. The main result concern-
ing ωˆ1,N , . . . ,ωˆM ,N is that they satisfy a similar separation property than in theorem 3.2.3 (chapter 3 section 3.2.3)
Applying the result of theorem 3.2.3, Assumptions A-3 and A 4 immediately imply that with probability one,
λˆ1,N , . . . , λˆM−K ,N ∈ [t−1 , t+1 ] and λˆM−K+1,N , . . . , λˆM ,N ∈ [t−2 , t+2 ], (4.8)
for all large N . Therefore, we also have the following result.
Corollary 4.2.1. Under Assumptions A-1, A-3 and A-4, with probability one, it holds that
ωˆ1,N , . . . ,ωˆM−K ,N ∈ [t−1 , t+1 ] and ωˆM−K+1,N ≥ t−2 (4.9)
for all large N.
Proof. Fix a realization in the probability one event Ω = Ω1∩Ω2, with Ω1 and Ω2 the respective probability one
event on which Theorem 3.2.3 and Lemma 4.2.1 hold. The interlacement of λˆk,N and ωˆk,N implies that
ωˆ1,N , . . . ,ωˆM−K−1,N ∈ [t−1 , t+1 ], and ωˆM−K+1,N , . . . ,ωˆM ,N ≥ t−2 ,
for all large N . Therefore, we only need to prove that ωˆM−K ,N ≤ t+1 for all large N . Let δ> 0 such that t−1 −δ> 0 and
t+1 +δ< t−2 , y > 0 and
R = {u+ iv : u ∈ [t−1 −δ, t+1 +δ],v ∈ [−y, y]} .
We first establish that
sup
z∈∂R
∣∣wˆN (z)−1−wN (z)−1∣∣→N 0. (4.10)





|wN (z)| > 0. (4.11)
Matrix TN (z) can be written as







Therefore, it holds that
‖TN (z)‖ =
|1+σ2cNmN (z)|
mink=1,...,M |λk,N −wN (z)|
.
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Since 0 is eigenvalue of BNB∗N , we get for z ∈ ∂R
|1+σ2cNmN (z)| = min
k=1,...,M
|λk,N −wN (z)|‖TN (z)‖
≤ ‖TN (z)‖|wN (z)|





which proves (4.11). From the properties of function wN (see property 2.4.1 in chapter 2), the set W1,N = {wN (z) :
z ∈ ∂R} is a closed C 1 path intersecting the real axis at points wN (t−1 − δ), wN (t+1 + δ), enclosing the interval
(w−1,N ,w
+
1,N ) and leaving [wN (t
−
2 ),+∞) outside, for all large N . Assumption A-3 implies that 0 is the unique eigen-





























wˆN (z)= z(1+σ2cN mˆN (z))2−σ2(1− cN )(1+σ2cN mˆN (z)).










An elementary analysis of the function wˆN shows that apart from ωˆ1,N , . . . ,ωˆM ,N , wˆN (z) admits M +1 real addi-
tional zeros denoted zˆ0,N , . . . , zˆM ,N such that zˆ0,N ∈ (0, λˆ1,N ), λˆM ,N < ωˆM ,N < zˆM ,N , and λˆk,N < ωˆk,N < zˆk,N < λˆk+1,N .
Sincewe have infN infz∈∂R |wN (z)| > 0 and supz∈∂R |wˆN (z)−wN (z)|→N 0, it holds that ωˆM−K ,N , zˆM−K ,N 6∈ ∂R forN
large enough. The argument principle states that the integral in (4.12) is the number of zeros minus the number of
poles of wˆN (countingmultiplicities) contained inR. The poles of wˆN inR are λˆ1,N , . . . , λˆM−K ,N (with multiplicity
2) and consequently 1 = card{z ∈R : wˆN (z) = 0}−2(M −K ) for all large N . We already know that ωˆk,N , zˆk,N ∈ R
for k = 1, . . . ,M −K −1, and therefore 3 more zeros are contained in R. These 3 zeros are necessarily zˆ0,N ,ωˆM−K ,N
and zˆM−K ,N because λˆM−K+1 ≥ t−2 does not belong toR. Since in the definition ofR, δ> 0 can bemade arbitrarily
small, this concludes the proof.
4.2.2 The general case






k,NdN with (dN )N≥1 a











where R is the rectangle R = {u+ iv : u ∈ [t−1 −δ, t+1 +δ],v ∈ [−y, y]}, with δ> 0 such that t−1 −δ> 0 and t+1 +δ< t−2 ,
















λˆk,N + λˆl ,N






λˆk,N − λˆl ,N
− 1
λˆk,N − ωˆl ,N
)
, (4.13)
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λˆk,N + λˆl ,N






λˆk,N − λˆl ,N
− 1
λˆk,N − ωˆl ,N
)
. (4.14)
Proof. From the properties of function wN (see property 2.4.1 in chapter 2), the set W1,N = {wN (z) : z ∈ ∂R} is a
closed C 1 path intersecting the real axis at points wN (t−1 −δ), wN (t+1 +δ), enclosing the interval (w−1,N ,w+1,N ) and
leaving [wN (t−2 ),+∞) outside, for all large N . Assumption A-3 implies that 0 is the unique eigenvalue of BNB∗N
enclosed by W1,N for all large N (note that these remarks have already been made in the proof of Corollary 4.2.1).















































1+σ2cmN (z) . Now, the key point of the proof is based on the observation that gN (z) can












with wˆ ′N (z) the derivative of wˆN (z)= z(1+σ2cN mˆN (z))2−σ2(1−cN )(1+σ2cN mˆN (z)). The convergence (4.15) is a

















gˆN is a rational function and its poles are
• λˆ1,N , . . . , λˆM ,N the eigenvalues of ΣNΣ∗N ,
• ωˆ1,N , . . . ,ωˆM ,N the zeros of z 7→ 1+σ2cN mˆN (z).
















)+ Ind∂R− (ωˆk,N )Res(gˆN ,ωˆk,N )) ,
where Res(gˆN ,λ) denotes the residue of function gˆN at point λ and Ind∂R− (λ) the winding number of ∂R
− around
λ. After tedious, but straightforward computations (see Appendix 4.5.2), we eventually check that (4.16) holds.
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The new consistent estimator introduced in Theorem 4.2.1 can be seen as an extension of the work of Mestre
[51], which assumes that the useful signals are Gaussian mutually independent random i.i.d. sequences.
We remark that the consistent estimator ηˆnew,N is a linear combination of the terms d∗N uˆk,N uˆ
∗
k,NdN for k =






k,NdN , it contains contributions of
both the noise subspace and the signal subspace of the sample covariance matrix.
We also note that Assumptions A-3 and A-4 are intuitively important because the various sums on the right
hand side of (4.13) and (4.14) remain bounded thanks to (4.8) and (4.9): in (4.13) and (4.14), the terms
∣∣λˆk,N − λˆl ,N ∣∣
and
∣∣λˆk,N − ωˆl ,N ∣∣ are greater than t−2 − t+1 .
Remark 4.2.2. It is worth pointing out that whenever the number of samples is forced to be much larger than the
observation dimension (N >>M or equivalently cN →N 0), the proposed estimator converges to the classical sample
eigenvector estimate ηˆN . This can be readily seen by taking the limit as cN →N 0 in the coefficients of (4.13) and
(4.14), and noticing that ωˆl ,N →N λˆl ,N when cN →N 0. Hence, as cN →N 0, we have ξˆk,N →N 1 for k = 1, . . . ,M −K ,
and ξˆk,N →N 0 for k =M−K +1, . . . ,M, implying that ηˆnew,N − ηˆtrad,N →N 0. This shows that the proposed estimator
is in fact a generalization of the classical sample eigenvector estimate.
4.2.3 The spiked model case
In this section, we consider the special case of spiked models, already introduced in chapter 2 section 2.5 and
whose main consequences have been given in chapter 3 section 3.3. Using Assumption A-2, we derive from theo-
rem 4.2.1 a simplified estimator.
Theorem 4.2.2. Let












where Γ(x) = xm(x)m˜(x), and m(x) is the Stieltjes transform of the Marcenko-Pastur law, defined in (2.15) and
m˜(x)= cm(x)− 1−c
x
. Then, under Assumption A-2, if limN λM−K+1,N = γ1 >σ2
p




The result of theorem was also derived in [25], using a different method. The proof of theorem 4.2.2 relies on
the following lemma (proved in appendix 4.5.3), which is similar to lemma 4.2.1.
Lemma 4.2.2. Let
K ⊂C\([0,σ2(1+pc)2]∪ {ψ(γ1), . . . ,ψ(γK )}) ,
a compact set. Then under Assumption A-2, if limN λM−K+1,N = γ1 >σ2
p
















denotes the truncated sumassociatedwith mˆN (z), andK ⊂C\[0,σ2(1+
p
c)2]
a compact set, then,
sup
z∈K





∣∣mˆ′t ,N (z)−m′(z)∣∣ a.s.−−−−→
N→∞
0.
We now state that the (ωˆM−K+k,N )k=0,...,K have the same behaviour than the (λˆM−K+k,N )k=0,...,K . More precisely:







for k = 1, . . . ,K and ωˆM−K ,N a.s.−−−−→
N→∞
σ2(1+pc)2.
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λˆk,N − λˆl ,N
+ 2λˆl ,N














From Theorem 3.3.1 and Lemma 4.2.3, for all k = 1, . . . ,K , ωˆM−K+k,N and λˆM−K+k,N converge to ψ(γk ,c) and thus
there exists ǫ > 0 such that |λˆM−K ,N − λˆM−K+k,N | ≥ ǫ and |λˆM−K ,N − ωˆM−K+k,N | ≥ ǫ, w.p.1 for all large N . Conse-


























































λˆl ,N − λˆk,N
+ 2λˆk,N












ωˆl ,N − λˆk,N
− 1
λˆl ,N − λˆk,N
)
. (4.19)







λˆl ,N − λˆk,N
+ 2λˆk,N




m(ψ(γk ,c))+2ψ(γk ,c)m′(ψ(γk ,c)).
To handle the second term on the righthandside of (4.19), we first notice that ωˆ1,N , . . . ,ωˆM ,N are the eigenvalues
of matrix ΛˆN + σ
2cN
M
11T , with ΛˆN =Diag(λˆ1,N , . . . , λˆM ,N ) and 1= [1, . . . ,1]T . Using the matrix inversion lemma, we





























Next, from Lemma 4.2.3 and Theorem 3.3.1, for x 6∈ [σ2(1−pc)2,σ2(1−pc)2]∪ {ψ(λ1,c), . . . ,ψ(λK ,c)}, w.p.1 for all










































































With probability one, for N large enough, the sequence (hˆN ) is a normal family on ]σ2(1+
p
c)2,∞[ by Montel’s
Theorem. Consequently, hˆN →N 0 uniformly on each compact subset of ]σ2(1+
p
c)2,∞[. Getting back to (4.19),
we finally end up with
K∑
k=1
(ξˆM−K+k,N −αk )d∗N uˆM−K+k,N uˆ∗M−K+k,NdN −−−−→N→∞ 0.
with probability one, where αk =σ4c(1− c) m
′(ψ(γk ,c))
1+σ2cm(ψ(γk ,c)) −σ
2c(m(ψ(γk ,c))+2ψ(γk ,c)m′(ψ(γk ,c))).





where m˜(z)= cm(z)− 1−c
z
. This implies that the identity
ψ(γk ,c)m˜(ψ(γk ,c))(1+σ2cm(ψ(γk ,c)))=−1, (4.22)






















It is easy to see that for x >σ2(1+pc)2, Γ(x)w(x)= 1, withw(x)= x(1+σ2cm(x))2−σ2(1−c)(1+σ2cm(x)). There-
fore, Γ′(ψ(γk ,c))=−Γ(ψ(γk ,c))w
′(ψ(γk ,c))
w(ψ(γk ,c))




which implies βk = Γ′(ψ(γk ,c)). Therefore, αk = 1− Γ
′(ψ(γk ,c))
Γ(ψ(γk ,c))m(ψ(γk ,c))





In section 4.1, we introduced theM ×N matrix of observations
YN =ASN +VN ,
where SN represent the deterministic source signals, VN thewhite gaussiannoise andA theM×K matrix of steering
vectors, containing the transmission coefficients between the K sources and theM receive antennas. As stated in
remark 4.1.1, a typical model for matrix A is
A=A(θ)= [a(θ1), . . . ,a(θK )],
where θ = [θ1, . . . ,θK ] contains the angles of arrival of the K sources.
The classical source localization problem in signal processing consists in estimating the vector θ from the
N samples collected in the matrix YN . The so-called subspace-based estimator of θ = (θ1, . . . ,θK )T relies on the
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observation that if matrices A(θ) and SN have both full rank K , then the angles θ1, . . . ,θK are solutions 1 of the
equation a(θ)∗ΠNa(θ) = 0, where we recall that ΠN represents the orthogonal projection matrix on the kernel of
matrix A(θ)SNS∗NA(θ)
∗. In this context, the MUSIC (MUltiple SIgnal Classification) algorithm, derived by Schmidt
[38] consists in estimating for each θ the quadratic form ηN (θ)= a(θ)∗ΠNa(θ) ofΠN by a certain term ηˆN (θ), and
then to estimate the K angles as the argument of the K most significant local minima of function θ→ ηˆN (θ).
This approach has been extensively developed in the usual regime where N →+∞ and M is fixed. As stated
in section 4.1, ηN (θ) can be estimated consistently in this context, for each θ, by ηˆN (θ) = a(θ)∗ΠˆNa(θ) with ΠˆN





N . It clearly holds that
sup
θ∈[−π,π]
∣∣ηˆN (θ)−ηN (θ)∣∣ a.s.−−−−→
N→∞
0, (4.24)
and (4.24) immediately implies that the corresponding estimators of the direction of arrivals are consistent. Of
course, as stated in section 4.1, this convergence does not hold under the assumptions given in section 2.1.
In this section, we prove that the DoA estimates obtained from the improved subspace estimator introduced
in theorem 4.2.1 are consistent as N →∞. We consider a uniform linear array of antennas the elements of which




1,e iπsin(θ), . . . ,e i(M−1)πsin(θ)
]T
, (4.25)




1,eθ , . . . ,e i(M−1)θ
]T
,
for θ ∈ [−π,π], which is equivalent to (4.25), but simpler for the computations.
The consistency of the DoA requires to have a uniform consistency result as (4.24).
Proposition 4.3.1. Under Assumptions A-1, A-3 and A-4, and if a(θ) satisfies the condition (4.26),
sup
θ∈[−π,π]
∣∣ηˆnew,N (θ)−ηN (θ)∣∣ a.s.−−−−→
N→∞
0.
Remark 4.3.1. Proposition 4.3.1 hold of course formore general function a(θ). In particular, the proof of Proposition
4.3.1 can be easily adapted for any function a(θ) : [−π,π]→CM such that





with s > 0, r ≥ 0 and C > 0 a positive constant.
The uniform consistency in proposition 4.3.1 can be transfered to the angles estimates, as follows. In order to
define the estimators of θ1, . . . ,θK properly, we need to assume that the number of sources K is constant with N ,
and we consider K disjoint intervals I1, . . . ,IK , such that θk ∈Ik , and define for each k the estimator θˆk,N of θk
by θˆk,N = argminθ∈Ik |ηˆnew,N (θ)|. We deduce the following result.
Theorem 4.3.1. Under Assumptions A-3 and A-4, and if K > 0 is independent of N, then,
N (θˆk,N −θk ) a.s.−−−−→
N→∞
0,
for k = 1, . . . ,K
Proposition 4.3.1 and Theorem 4.3.1 are proved in the following subsections.
1This is due to the fact that span{a(θ1), . . . ,a(θK )} = span{uM−K+1,N , . . . ,uM ,N }, or equivalently that the orthogonal complement of the
column space of matrix A coincides with the noise subspace. Note that the K angles may be unique solutions under certain assumptions on
function θ→ a(θ).
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4.3.1 Regularization of the spectrum
We first introduce a "regularization trick" which will be fundamental to prove Proposition 4.3.1. It will be shown
in the next subsection that it is sufficient to establish that for each α > 0 and for each θ ∈ [−π,π], P(|ηˆnew,N (θ)−
ηN (θ)| > α) decreases fast enough towards 0. For this, a tempting choice is to use the Markov inequality, and to
establish that the moments of |ηˆnew,N (θ)−ηN (θ)| decrease fast enough.










and we choose y > 0 and ǫ> 0, ǫ< y3 small enough such that the rectangle R is given by
R = {u+ iv,0< t−1 −3ǫ≤u ≤ t+1 +3ǫ< t−2 −3ǫ,−y ≤ v ≤ y}. (4.27)
Since dist
(
∂R, {(λˆk,N ,ωˆk,N )k=1,...,M }
) > 3ǫ with probability one for all large N (see (4.8) and (4.9)), the estimator
is well-defined for N greater than a random integer, but this fact does not imply the existence of the moments
of |ηˆnew,N (θ)|. In order to solve this technical problem, it is necessary to prove that the probability that at least
one element of {λˆk,N ,ωˆk,N : k = 1, . . . ,M } escapes from [t−1 −2ǫ, t+1 +2ǫ]∪ [t−2 −2ǫ, t+2 +2ǫ] decreases at rate 1N l for
any l ∈ N, and that the moments of a convenient regularized version of |ηˆnew,N (θ)−ηN (θ)| converge fast enough
towards 0.
In the following, we denote by Tǫ the set
Tǫ = [t−1 −ǫ, t+1 +ǫ]∪ [t−2 −ǫ, t+2 +ǫ],
and define the events A1,N and A2,N
A1,N = {∃k : λˆk,N 6∈Tǫ} and A2,N = {∃k : ωˆk,N 6∈Tǫ}. (4.28)








for all l ∈N. A similar property also holds for the ωˆk,N .








for all l ∈N.
Lemma 4.3.1 is proved in appendix 4.5.5. Using this result, we now introduce a regularization term, denoted
χN , defined as follows. We consider a function ϕ ∈C∞c (R, [0,1]) satisfying
ϕ(λ)=
{
1 for λ ∈Tǫ
0 for λ ∈R\([t−1 −2ǫ, t+1 +2ǫ]∪ [t−2 −2ǫ, t+2 +2ǫ]) , (4.31)
and define the random variable





which verifies 1A c
N
≤χN where AN =A1,N ∪A2,N . It turns out that, considered as a function of the real and imagi-
nary part of the entries of WN , χN is a C 1 function, and using Poincaré inequality, we establish in appendix 4.5.6
Lemma 4.3.2. Under Assumptions A-1, A-3 and A-4, if (dN ) is a sequence of uniformly bounded deterministic vec-





















where the constant C does not depend on the sequence (dN ).
The above mentioned property eventually allow to prove the uniform consistency of estimator ηˆnew,N (θ).
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4.3.2 Uniform consistency of the subspace estimate
We now handle the proof of Theorem 4.3.1, and when function θ→ a(θ) satisfies the conditions (4.26). We recall













where C > 0 is independent of N . Moreover, since mˆN (z),‖QN (z)‖ ≤ dist
(
z, {λˆ1,N , . . . , ˆλM ,N }
)−1
and from the very
definition of event A2,N , it also holds
sup
z∈∂Ry
‖QN (z)‖χN , sup
z∈∂Ry







∣∣∣∣χN ≤C . (4.35)





: k = 1, . . . ,N2
}
,
whose elements are denoted νk,N for k = 1, . . . ,N2, and remark that for each θ ∈ [−π,π] and for each N , there exists
an integer kN such that |θ−νkN ,N | ≤ 2πN2 . For each θ ∈ [−π,π], it holds that
ηˆnew,N (θ)−ηN (θ)=
[
ηˆnew,N (θ)− ηˆnew,N (νkN ,N )
]+ [ηˆnew,N (νkN ,N )−ηN (νkN ,N )]+ [ηN (νkN ,N )−ηN (θ)] . (4.36)
It is easy to check that the third term of the r.h.s. of (4.36) satisfies
sup
θ∈[−π,π]



















































∣∣ηˆnew,N (θ)− ηˆnew,N (νkN ,N )∣∣l 1A cN ≤C
∮
∂R−y




















∣∣∣∣1A cN <C , (4.38)
for some constant termC . Inequality (4.37) thus implies that
sup
θ∈[−π,π]
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for each integer l . Borel-Cantelli’s lemma eventually implies that
sup
θ∈[−π,π]
∣∣ηˆnew,N (θ)− ηˆnew,N (νkN ,N )∣∣→ 0
almost surely.
We finally study the supremum of the second term of (4.36).




























for each integer l . We now introduce in the above term the regularization term χN = det ϕ(ΣNΣ∗N )det ϕ(ΩˆN )
defined in (4.32). As χN is equal to 1 on A cN , it holds that
P
({∣∣ηˆnew,N (νk,N )−ηN (νk,N )∣∣>α}∩A cN )=P({∣∣ηˆnew,N (νk,N )−ηN (νk,N )∣∣χ2N >α}∩A cN )




∣∣(ηˆnew,N (νk,N )−ηN (νk,N ))χ2N ∣∣2l .
The introduction of χN is in part motivated by the observation that the moments of ηˆnew,N (νk,N )χ
2
N . are finite.
Moreover, it holds that
E




















and the proof of proposition 4.3.1 follows by applying lemma 4.3.2 to the above expression.
4.3.3 Consistency of the angles estimates
We now adress the proof of theorem 4.3.1, by considering the model of steering vectors
a(θ)=
[
1,eiθ , . . . ,ei(M−1)θ
]T
,
for θ ∈ [−π,π], which is equivalent to the model (4.25). Recall that we assumed the number of sources K is fixed,
i.e. that K does not scale with N . In other words, model ΣN = BN +WN corresponds to a finite rank perturbation
of the complex Gaussian i.i.d. matrix WN .
Remark 4.3.2. In this context, we derived in section 4.2.3 an alternative consistent estimator, ηˆspike,N (θ) of ηN (θ).
However, aswewill in section 4.4, estimator ηˆnew,N (θ) always leads in practice to the same performance as ηˆspike,N (θ)
if K
M
<< 1 but outperforms ηˆspike,N (θ) for greater values of KM . Therefore, the use of estimator ηˆnew,N (θ) appears in
practice more relevant than ηˆspike,N (θ).
In order to establish the proposition, we follow a classical approach initiated by Hannan [26] to study sinusoid
frequency estimates. The approach is based on the following result whose proof is straightforward.
Lemma 4.3.3. Let (αM ) a real-valued sequence of a compact subset of (−0.5,0.5], and converging to α as M →∞.
Define qM (αM )= 1M
∑M
k=1 e
−i2πkαM . Ifα 6= 0 or ifα= 0 andM |αM |→∞, then qM (αM )→ 0. Ifα= 0 andMαM −−−−→
M→∞
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We denote by A the matrix A(θ) corresponding the true angles θ = (θ1, . . . ,θK )T . It is clear that ηN (θ) = 1−
a(θ)∗A(A∗A)−1A∗a(θ). By the very definition of θˆk,N , |ηˆnew,N (θˆk,N )| ≤ |ηˆnew,N (θk )|. From proposition 4.3.1 and the
equality ηN (θk )= 0, we have |ηˆnew,N (θˆk,N )|→ 0 w.p.1., as N →∞. Consequently,
|ηN (θˆk,N )| ≤ |ηN (θˆk,N )− ηˆnew,N (θˆk,N )|+ |ηˆnew,N (θˆk,N )|
≤ sup
θ∈[−π,π]















and thus ηN (θˆk,ϕ(N ))→ 1, a contradiction with (4.40). This implies that the whole sequence (θˆk,N ) converges to-
wards θk . IfN |θˆk,N−θk | is not bounded, we can extract a subsequence such thatN |θˆk,φ(N )−θk |→+∞ and Lemma
4.3.3 again implies that (4.41) holds, a contradiction. N |θˆk,N−θk | is thus bounded, andwe consider a subsequence










which is again in contradiction with (4.40). Therefore, β = 0 and all converging subsequences of (N |θˆk,ϕ(N )−θk |)
converge to 0, which of course implies that the whole sequence (N |θˆk,N −θk |) converges to 0. We finally end up
with N (θˆk,N −θk )→ 0 w.p.1., as N →∞.
4.4 Discussion and numerical examples
We consider a uniform linear array of antennas the elements of which are located at half the wavelength whose
steering vectormodel a(θ) is given by (4.25). In the following numerical experiments, source signals are realizations
of mutually independent unit variance AR(1) sequences with correlation coefficient 0.9. The SNR is defined as
10log(σ−2). The additive noise varies from trials to trials.
Comparison with the traditional estimator and the unconditional estimator We first compare the results pro-
vided by the traditional subspace estimate, the new estimate ηˆnew,N (θ) defined as ηˆnew,N for dN = a(θ) (referred to
in the figure as the "conditional estimator"), and the improved estimate of [51] derived under the assumption that
the source signals are i.i.d. sequences (referred to as the "unconditional estimator"), and denoted ηˆunc,N (θ). The
corresponding angular estimates (defined as the preimages of the K deepest local minima of the estimated local-
ization function) are denoted respectively "Trad-MUSIC", "Conditional G-MUSIC" and "Unconditional G-MUSIC"
in this section. We refer as "separation condition" the property that the eigenvalue 0 of matrix BNB∗N is separated
from the clusters corresponding to its non zero eigenvalues, i.e. for eachσ2,M andN , 0<w+1,N <w−2,N <λM−K+1,N .
Wemention that the estimate of [51] is supposed to be unconsistent in the context of the following experiments
because the source signals are not i.i.d. sequences. However, we will see that the performance of the conditional
and the unconditional estimates are quite close, a property which will need further work (see the remarks below).
• In experiment 1, we consider two closely spaced sources, such that θ1 = 16◦ and θ2 = 18◦. The number of
antennas is M = 20 and the number of snapshots is N = 40. The separation condition is verified if the SNR
is larger than 10 dB. In order to evaluate the performance of the estimates of the localization function, for
each improved estimator (conditional and unconditional), we plot versus θ in figure 4.1 the ratio of theMSE
of the traditional estimator of a(θ)HΠa(θ), i.e. ηˆtrad,N (θ) = a(θ)H Πˆa(θ) over the MSE of the improved esti-
mator ηˆnew,N (θ). The SNR is equal to 16 dB. Figure 4.1 shows that the two improved estimates have nearly
the same performance, and that they outperform significantly the traditional approach around the 2 an-
gles. We however notice that the three estimates have nearly the same performance if θ is far away from
θ1 = 16◦ and θ2 = 18◦. In order to evaluate more precisely the improvements provided by the conditional








k=1E|ηˆnew,N (θk )−ηN (θk )|2 and 12
∑2
k=1E|ηˆunc,N (θk )−ηN (θk )|2 vs SNR (note that ηN (θk )= 0), in figure 4.2.
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Figure 4.1: Ratio (in dB) of the MSE of ηˆtrad,N (θ) over the MSE of ηˆnew,N (θ) vs angles θ.


















Figure 4.2: Mean of the MSE of the estimates of ηN (θ1)= a(θ1)HΠa(θ1) and ηN (θ2)= a(θ2)HΠNa(θ2).
In figure 4.3, we plot for each method the mean of the MSE of the two estimated angles versus the SNR, i.e
0.5(E|θˆ1−θ1|2+E|θˆ2−θ2|2), where θˆ1,2 denote the estimated angles. The estimates of θ1 and θ2 are defined
as usual by taking the arguments of the two deepest local minima of the estimated localization function.
The mean of the two Cramer-Rao bounds is also represented. The performance of the two improved esti-
mates are again quite similar, and they provide an improvement of 4 dB w.r.t the traditional estimator in the
range 15dB-25dB. We now plot the probability of outlier, defined here as the probability that one of the two
estimated angles is separated from the true one by more than half of the separation between the two true
sources. In figure 4.4, we compare the outlier probability of the three approaches versus the SNR of the three
estimators. For a target probability of error of 0.5, the two improved estimators provide a gain of 8 dB over
the traditional estimate. We finally evaluate the influence ofM and N on the performance. N varies from 20
to 200 while the ratio cN is kept constant to 0.5, and SNR = 15 dB. In figure 4.5 we have plotted the mean of
theMSEs on the estimates of ηN (θk )= a(θk )HΠa(θk ) for i = 1,2. The separation condition occurs forN ≥ 32.
Figure 4.5 illustrates clearly the unconsistency of that the traditional estimate.
• In experiment 2, we now assume that the number of sources K is of the same order of magnitude thatM and
N , i.e. K = 10,M = 20,N = 40. The ten angles (θk )k=1,...,10 are equal to θk =−40◦+ (k−1)10◦ for k = 1, . . . ,10.
The separation condition holds if SNR is greater than 15 dB. We again plot versus θ in figure 4.6 the ratio of
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Figure 4.3: Mean of the MSE of the angles estimates versus SNR


















Figure 4.4: Outlier Probability vs the SNR
the MSE of the traditional estimator of the localization function over the MSE of its conditional and uncon-
ditional estimators. SNR is equal to 16 dB. Figure 4.6 shows again that the performance improvement of the
conditional and unconditional estimates is optimum around the angles (θk )k=1,...,10. Figure 4.7 represents
the mean of the MSEs of the various estimates of ηN (θk )= a(θk )HΠa(θk ) for k = 1, . . . ,10 w.r.t. the SNR, and
confirms the superiority of the two improved estimates when the separation condition holds.
All the previous plots clearly show that the conditional estimator outperforms the traditional one, while its differ-
ence with the unconditional one is negligible. This is a quite surprising fact. To explain this, we recall that the
unconditional estimator has been derived in [51] under the assumption that matrix SN is a Gaussian matrix with
unit variance i.i.d. entries. The unconditional estimator of [51] is based on the observation that if SN is an i.i.d.
Gaussian matrix, then the entries of (ΣNΣ∗N − zIM )−1 have the same behaviour as the entries of matrix Tiid,N (z)








(1− cN − cN zmiid,N (z))− zIM
]−1
.















Figure 4.5: MSE for the estimators of the localization function vs N









Figure 4.6: Ratio (in dB) of the MSE of the traditional estimate of the localization function over the MSE of its
improved estimates versus θ
One can verify that the entries of TN (z) defined by (2.6), which depend on SN , have the same asymptotic behaviour
as the entries of Tiid,N (z) when SN is a realization of an i.i.d. matrix. In this case, the conditional and unconditional
estimators have of course the same behaviour. If however SN is not an i.i.d. matrix, then the entries of (ΣNΣ∗N −
zIM )−1 do not behave like the entries of Tiid,N (z) so that the unconditional estimator should become unconsistent.
The previous simulation results tend to indicate that it is not the case. The explanation of this phenomenon is a
topic for further research.
Comparison with the estimator (4.17) We now present some numerical comparisons between the subspace es-
timators ηˆnew,N (θ) and ηˆspike,N (θ) defined by (4.17) for dN = a(θ).
• We consider again the parameters of experiment 1 above, i.e. we consider two sources located at θ1 = 16◦
and θ1 = 18◦. The number of antennas is M = 20 and the number of snapshots is N = 40. In figure 4.8, we
evaluate byMonte-Carlo simulations the quantity 0.5(E|θˆ1−θ1|2+E|θˆ2−θ2|2), which is themean of theMSE
of the two estimated angles, versus the SNR. The performance of the SPIKE-MUSIC andG-MUSIC estimators
are very close. The mean of the two Cramer-Rao bounds is also represented. In figure 4.9, we compute by
Monte-Carlo simulations 12
∑2
k=1E|ηˆ(θk )− η(θk )|2, i.e the mean over the MSE of the localization function,
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Figure 4.7: Mean of the MSE of the estimates of a(θk )
H
Πa(θk ) for k = 1, . . . ,10 versus SNR
















Figure 4.8: Mean of the MSE of the two estimated angles
evaluated at the true angles. For an SNR greater that 10 dB, the performance of ηˆspike,N is close once again
to ηˆnew,N .
• In experiment 3, we consider K = 5 sources located at−20◦,−10◦, 0◦, 10◦ and 20◦ andM andN are still equal
to 20 and 40. The separation condition is verified for all values of SNR between 10 dB and 30 dB. In figure
4.10, we plot the same graph as in figure 4.9. We notice that the spike estimator is not close anymore to the
G-MUSIC because the ratio K /N is not small enough. However, it still outperforms the traditional MUSIC
estimator.
4.5 Appendix
4.5.1 Proof of lemma 4.2.1: some uniform convergences
Define the eventΩ=Ω1∩Ω2, whereΩ1 andΩ2 are the probability one events over which the results of Theorems
2.2.1 (chapter 2) and 3.2.3 (chapter 3) hold, and fix a realization inΩ. Therefore, for N large enough, (mˆN −mN ) is
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Figure 4.9: Mean of the MSE (localization function), K = 2.


















Figure 4.10: Mean of the MSE (localization function), K = 5.




1 ]∪ [t−2 ,∞)
)
and from the bound in property 1.2.1,




z, [t−1 , t
+
1 ]∪ [t−2 ,∞)
) ,




1 ]∪ [t−2 ,∞)
)
by Montel’s theorem. Let (mˆϕ(N )−mϕ(N ))




1 ]∪ [t−2 ,∞)
)
to a holomorphic
function ξ. Theorem 2.2.1 implies that mˆϕ(N )(z)−mϕ(N )(z) →N 0 for all z ∈ C\R+, and thus ξ = 0 on C\R+.
By analytic continuation, we deduce that ξ = 0 on C\([t−1 , t+1 ]∪ [t−2 ,∞)), and consequently all converging sub-





1 ]∪ [t−2 ,∞)
)
which in turn implies the uniform convergence of the whole sequence (mˆN −mN ) to 0. The
uniform convergence of the derivatives mˆ′N −m′N is a straightforward consequence.
Using the bounds
‖QN (z)‖,‖TN (z)‖ ≤ dist
(
z, [t−1 , t
+
1 ]∪ [t−2 ,∞)
)
(Theorem 3.2.3 in chapter 3 and bound (2.8) in chapter 2), (4.5) is obtained similarly.
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for all large N . Therefore, using (4.4), we have for all z ∈K
∣∣1+σ2cN mˆN (z)∣∣≥ 1 for all large N , and thus,
sup
z∈K
∣∣∣∣ 11+σ2cN mˆN (z) −
1
1+σ2cNmN (z)




This concludes the proof.
4.5.2 Computations of the residues and formula of the estimator

















αˆk,N (z)+ βˆk,N (z)+ γˆk,N (z)
)
,









γˆk,N (z)=−σ4cN (1− cN )
mˆ′N (z)
(λˆk,N − z)(1+σ2cN mˆN (z))
.


















)+Res(βˆk,N , λˆm,N )+Res(γˆk,N , λˆm,N )+Res(γˆk,N ,ωˆm,N )) ,










































































)+Res(βˆk,N , λˆm,N )+Res(γˆk,N , λˆm,N )+Res(γˆk,N ,ωˆm)) .
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λˆk,N − λˆi ,N



















λˆi ,N − λˆk,N

 ,



















ωˆi ,N − λˆi ,N(
λˆi ,N − λˆk,N
)(
ωˆi ,N − λˆk,N
) .







λˆi ,N − ωˆk,N
= 0,
and use the following lemma





























λˆ j ,N −ω
+1= 0, (4.42)




λˆ j ,N −ω
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λˆl ,N − λˆk,N
)
(4.43)



























λˆ j ,N −ω
)
.























λˆ j ,N − λˆk,N
)
(4.44)
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λˆl ,N − λˆk,N
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ωˆl ,N − λˆk,N
.





















ωˆl ,N − λˆk,N
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λˆl ,N − λˆk,N
. (4.45)













λˆl ,N − ωˆk,N
= 0 (4.46)
and by inserting this expression into (4.45), we finally get the expression in the lemma.
4.5.3 Proof of lemma 4.2.2: another uniform convergences
We only prove the second assertion of the theorem concerning mˆt ,N , since the technic is similar for mˆN . We define
the domains U = C\[0,σ2(1+pc)2] and Ut = U \{ψ(λ1), . . . ,ψ(λK )}, and denote by Ω1 the probability one event
on which the convergences in theorem 3.3.1 holds. We easily deduce that mˆt ,N (z)− mˆN (z)→N 0 on Ω1, for all
z ∈Ut . Moreover, mˆN (z)−m(z)→N 0 on an eventΩ2,z depending on z ∈Ut , and s.t. P(Ω2,z )= 1. Let (zk ) a dense
sequence of C\R and fix a realization in the probability 1 eventΩ=Ω1∩Ω2 withΩ2 =
⋂
kΩ2,zk . For, z ∈Ut , let (zkl )
a subsequence s.t. |z− zkl | ≤ 1l . Then,
|mˆN (z)−m(z)| ≤
∣∣mˆN (z)−mˆN (zkl )∣∣+ ∣∣mˆN (zkl )−m(zkl )∣∣+ ∣∣m(zkl )−m(z)∣∣ .
But from theorem 3.3.1, there exists ǫ > 0 s.t. |λˆm,N − z| ≥ ǫ for N large enough and all m. This implies that for l
large enough, |λˆm,N − zkl | ≥ ǫ2 and




|λˆm,N − z||λˆm,N − zk,l |
≤ 2|zkl − z|
ǫ2
.
Consequently, limsupN |mˆN (z)−m(z)| ≤ 2lǫ2 +
∣∣m(zkl )−m(z)∣∣, which goes to 0 by taking the limit in l . Therefore,
we have shown that on the eventΩ, mˆt ,N (z)−m(z)→N 0 for all z ∈Ut .
To conclude the proof, we fix ǫ > 0 and consider again a realization in the probability 1 event Ω, and notice
that (mˆt ,N −m) is a normal family on Uǫ = C\[0,σ2(1+
p
c)2+ ǫ] by Montel’s theorem, for N large enough. For a
subsequence converging uniformly on each compact subset of Uǫ, we have shown that the limit is 0 on the set
Uǫ\{ψ(λ1), . . . ,ψ(λK )} and by analytic continuation, also on Uǫ. Consequently, the whole sequence (mˆt ,N −m)
converges to 0 uniformly on each compact subset of Uǫ. This of course implies the same convergence for the
derivative (mˆ′t ,N −m′). Since ǫ can be made arbitrarily small, this concludes the proof.
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4.5.4 Proof of lemma 4.2.3: Behaviour of ωˆk,N under the spiked model assumption
In this proof, we denote by C (λ,r ) and D(λ,r ) the circle and open disk centered at λwith radius r .
Let Ω1 and Ω2 the probability one events on which the convergence of Theorem 3.3.1 and Lemma 4.2.2 hold
respectively. Fix a realization inΩ=Ω1∩Ω2.
Let 1≤ i ≤ K . Sincem is continuous on R and Re(1+σ2cm(x))> 0 for all x ∈ R (see theorem 2.3.1 and section
2.5 in chapter 2), we can find ǫ > 0 small enough such that infx∈RRe(1+σ2cm(x)) > 4ǫ. This also ensures that we
can choose r > 0 small enough such that












|Im(σ2cm(z)) | ≤ ǫ
2
.




and λˆM−K+k,N ∈D(ψ(γk ,c),r ′) for k = 1, . . . ,K and N large enough. Since mˆN converges to m uniformly on each
compact of C\
(
[0,σ2(1+pc)2]∪ {ψ(γ1,c), . . . ,ψ(γK ,c)}
)
, we deduce that for N large enough,




• supz∈C (ψ(γi ,c),r ′) |Im
(
σ2cmˆN (z)
) | ≤ ǫ,
• supz∈C (ψ(γi ,c),r ′)Re(mˆN (z))< 0.
In particular, the three points above imply
sup
z∈C (ψ(γi ,c),r )
|σ2cN mˆN (z)| ≤ 1−ǫ.
Consequently, by defining h(z)= λˆM−K+i ,N − z and h˜(z)=
(




, it follows that
|h(z)− h˜(z)| =
∣∣λˆM−K+i ,N − z∣∣ ∣∣σ2cN mˆN (z)∣∣< ∣∣λˆM−K+i ,N − z∣∣= |h(z)|,
for all z ∈C (ψ(γi ,c),r ′). Therefore, as 1+σ2cN mˆN (z) has one pole inD(ψ(γi ,c),r ′), i.e. λˆM−K+i , Rouché’s Theorem
implies that 1+σ2cN mˆN (z) has exactly one zero inside D(ψ(γi ,c),r ′). Since r ′ > 0 can be made arbitrarily small,
we deduce that ωˆM−K+i ,N →N ψ(γi ,c) for i = 1, . . . ,K .
We now prove that ωˆM−K ,N →N σ2(1+
p
c)2. Assume this is not the case. For ǫ> 0, we have from Theorem 3.3.1
σ2(1+pc)2−ǫ≤ ωˆM−K ,N ≤ψ(γ1,c)+ǫ for N large enough. Therefore we can extract a subsequence ωˆM−K ,ϕ(N )→N
θ 6=σ2(1+pc)2. From the above discussion, we also have θ 6=ψ(γ1,c). Thus,
1+σ2cϕ(N )mˆϕ(N )(ωˆM−K ,ϕ(N ))= 0,
for all N and Lemma 4.2.2 yields 1+σ2cm(θ)= 0, which leads to a contradiction since Re(1+σ2cm(x))> 0 for all
x ∈R.
4.5.5 Proof of lemma 4.3.1: Escape of ωˆ1,N , . . . ,ωˆM ,N
To prove lemma 4.3.1, we follow the same approach than in Section 3.2.2, and therefore it is sufficient to prove
Lemma 4.5.2. For all functionψ ∈C∞(R,R) constant over the complementary of a compact interval and vanishing








for each l ∈N.
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and use Lemma 3.1.1 as well as the inverse Stieltjes transform formula (property 1.2.2). Our starting point is the
following result showing that the empirical eigenvalue distribution of ΩˆN is very similar to the distribution of the
eigenvalues of ΣNΣ∗N . In the following, P1, P2 are two polynomials independent of N with positive coefficients,
whose values may change from one line to another.




We first prove, as an auxiliary result, that






a result similar to theorem 2.2.2.
For the quantities used below, as well as their properties, we refer the reader to the proof of theorem 2.2.2
(appendix 2.7.2). We first notice that (4.49) is equivalent to






where we recall that αN (z) = E[σ2cN mˆN (z)] and δN (z) = σ2cNmN (z). In order to prove (4.50), we first show that
ǫ′N (z), the derivative of ǫ(z) = αN (z)− σN Tr RN (z), where we recall that RN (z) =
(

























Tr∆N (z)RN (z), (4.52)
where ∆N (z) is defined in (2.26), and differentiate (4.52) with respect to z. It is easily checked that the derivative
of the righthandside of (2.26) is bounded by P1(|z|)P2(|Im(z)|−1), using lemma 2.7.1 2 and the fact that ‖R′N (z)‖ ≤
P1(|z|)P2(|Im(z)|−1). The details are omitted. It is also possible to prove









with α˜N (z)=αN (z)− σ(1−cN )z and R˜N (z)=
(











Tr (R′N (z))−δ′N (z)+ǫ′N (z), (4.54)
α˜′N (z)− δ˜′N (z)=σ
1
N
Tr (R˜′N (z))− δ˜′N (z)+ ǫ˜′N (z). (4.55)
From the system of equations (4.108), we have
σ
N
Tr (RN (z)−TN (z))=
(
α˜N (z)− δ˜N (z)
)





R˜N (z)− T˜N (z)
)= (α˜N (z)− δ˜N (z))uN (z)+ (αN (z)−δN (z))zv˜N (z), (4.57)
By differentiating (4.56), (4.57)) w.r.t. z, we use (4.54), (4.55) and (2.22), and recall that both |αN (z)−δN (z)| and
|α˜N (z)− δ˜N (z)| are bounded that 1N2 P1(|z|)P2
(|Im(z)|−1) (see theorem 2.2.2). We check that uN (z), zvN (z), zv˜N (z)
and their derivatives are bounded by P1(|z|)P2
(|Im(z)|−1), and obtain eventually that[
α′N (z)−δ′N (z)




uN (z) zvN (z)
zv˜N (z) uN (z)
][
α′N (z)−δ′N (z)








2In fact, it is necessary to adapt the statement of lemma 2.7.1 by replacing QN (z) with QN (z)
2. The proof is similar.
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with |ξN (z)|, |ξ˜N (z)| bounded by N−2P1(|z|)P2
(|Im(z)|−1). The determinant of the above system is the same as
(4.108), i.e.
∆N (z)= (1−uN (z))2− zvN (z)v˜N (z). (4.58)
From (2.43),







where Q1 and Q2 are 2 polynomials independent of N . Thus, we can invert the previous system on AN to get[
α′N (z)−δ′N (z)





1−uN (z) zvN (z)









This implies that |α′N (z)−δ′N (z)| is bounded by 1N2 P1(|z|)P2
(|Im(z)|−1) on AN . If z ∈ C\{R∪AN }, we proceed as
usual: we remark that
|α′N (z)−δ′N (z)| ≤ |α′N (z)|+ |δ′N (z)| ≤
C
|Imz| ,
for each z withC > 0 independent of N , and 1≤ 1
N2
Q1(|z|)Q2
(|Im(z)|−1) for z ∈C\{R∪AN }. Therefore,










on C\{R∪DN }. This in turn shows that (4.50) holds on C\R.
Decomposition of E [nˆN (z)]











λ− z + rN (z), (4.59)






= 0 for q = 1, . . . ,QN , and rN a holomor-










To prove (4.59), we use that ΩˆN is a rank 1 perturbation of ΛˆN (see section 4.2.1), and obtain immediately that








1+σ2cN mˆN (z) . Therefore, for z ∈C\R, it holds that








We first establish that













1+σ2cNmN (z) . For this, we write
hˆN (z)−hN (z)=
σ2cN (mˆ′N (z)−m′N (z))




mN (z)(mˆ′N (z)−m′N (z))+m′N (z)(mN (z)−mˆN (z))
)
(1+σ2cN mˆN (z))(1+σ2cNmN (z))
. (4.62)
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From theorem 2.2.2 and lemma 2.7.1, we get




















Since lemma 2.7.1 also holds with QN (z)2 instead of QN (z), this implies similarly with (4.49) that
E






Therefore, it holds that
E












and using the bounds |mN (z)| ≤ 1|Im(z)| , |m′N (z)| ≤ 1|Im(z)|2 , |1+σ2cNmN (z)|−1 ≤ 2 (property 2.3.1), we eventually get
from (4.62) that
E








This immediately implies (4.61). Using property 2.3.1, we obtain that |hN (z)| ≤ 2σ2cN |m′N (z)|. As |m′N (z)| ≤
1
dist(z,SN )2
, it holds that |hN (z)| ≤ C 1dist(z,SN )2 , with C a positive constant. Property 1.2.3 implies that hN (z) is the
Stieltjes transform of a finite signed measure κN , the support of which is the set of singularities of hN (z), i.e. SN .
In order to evaluate κN ([x−q,N ,x
+















hN (x+ i y)dx
)
.
It is clear that hN (x+ i y)= ∂ log(1+σ
2cNmN (x+i y))
∂x , where the complex logarithm corresponds to the principal deter-





hN (x+ i y)dx = log
(




1+σ2cNmN (x−q,N + i y)
)
.
When y→ 0, this converges towards log(1+σ2cNmN (x+q,N ))− log(1+σ2cNmN (x−q,N )), a real quantity because x−q,N








λ− z +MrN (z),





. This shows (4.59).
Proof of lemma 4.5.2 for l = 1
We now handle the proof of lemma 4.5.2 in the special case l = 1, and in the next paragraph, extend the result for
any l ∈ N by induction. For this, we use the Poincaré inequality (theorem 1.4.2) as in the proof of lemma 3.1.3.
However, in the present case, the entries of ΩˆN , considered as functions of the real and imaginary parts of the
entries of WN , are not continuously differentiable on R2MN because function WN → λˆk,N is not differentiable at
points for which eigenvalue λˆk,N is multiple. The use of Poincaré inequality has therefore to be justified carefully,
which is the purpose of the following result.
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Lemma 4.5.3. Let ψ˜ be a function of C∞c (R,R). Then, Tr ψ˜(ΩˆN ), considered as a function of the real and imaginary
parts of the entries of WN , is continuously differentiable. Moreover, if the eigenvalues of ΣNΣ
∗
N have multiplicity 1,
it holds that
∂
























valid for p ∈N, which have been given in section 1.4.2, will be also useful for the following.
Denote by b the constant value taken byψ over the complementary of a certain compact interval, and by ψ˜ the






















Using that κN ([x−q,N ,x
+
q,N ])= 0 for each q = 1, . . . ,QN , we get that
∫
SN








































We first note that, considered as a function of (Re(Wi , j ,N ), Im(Wi , j ,N ))1≤i≤M ,1≤ j≤N , 1M Tr ψ˜(ΩˆN ) is continuously
differentiable by Lemma 4.5.3. Therefore, function 1
M
Tr ψ(ΩˆN ) is continuously differentiable as well. It is thus
possible to use the Poincaré inequality to evaluate the lefthandside of (4.66). Furthermore, as the eigenvalues
(λˆk,N )k=1,...,M havemultiplicity 1 a.s. (see remark 4.2.1), it is sufficient to evaluate the partial derivatives of function
1
M
Tr ψ(ΩˆN ) when WN is such that the (λˆk,N )k=1,...,M have multiplicity 1. As the derivative of ψ coincides with ψ˜
′
,









































∣∣[ψ′(ΩˆN )]l ,l ∣∣2
]
.
From property 1.3.3, we get
∣∣[ψ′(ΩˆN )]l ,l ∣∣2 ≤ ([ψ′(ΩˆN )]2)l ,l . (4.67)











[∥∥ΣNΣ∗N∥∥ 1M Trψ′(ΩˆN )2
]
. (4.68)
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We remark that ‖ΣNΣ∗N‖ < t+2 +ǫ on the set A c1,N (see (4.28)), and thus
E
































for each integer p. This completes the proof of (4.66).
Proof of lemma 4.5.2 for any l




)2l]= (E[(Trψ(ΩˆN ))l])2+Var[(Trψ(ΩˆN ))l] . (4.69)





















































∣∣∣∣‖ΣNΣ∗N‖ 1M Trψ′(ΩˆN )2
∣∣∣∣l .
We write again that
E
∣∣∣∣‖ΣNΣ∗N‖ 1M Trψ′(ΩˆN )2
∣∣∣∣l = E
∣∣∣∣‖ΣNΣ∗N‖ 1M Trψ′(ΩˆN )21A1,N
∣∣∣∣l +E
∣∣∣∣‖ΣNΣ∗N‖ 1M Trψ′(ΩˆN )21A c1,N
∣∣∣∣l ,
and obtain as previously that
E




∣∣∣∣ 1M Trψ′(ΩˆN )2
∣∣∣∣l + (P(A1,N ))1/2
)
.
But, applying Cauchy-Schwarz inequality as in (4.70) to E


























. This concludes the proof
of Lemma 4.5.2.
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Proof of auxiliary lemma 4.5.3
We first establish the following auxiliary result.
Lemma 4.5.4. Given an integer D > 0, let f be a continuous real function on RD . Let O be an open set of RD such
that RD\O has a zero Lebesgue measure. Assume that f is a C 1 function on O and that its gradient f ′ on O can be
continuously extended to RD . Then f is C 1 on the whole RD with gradient f ′.
Proof. We only need to prove that for any x ∈RD −O and any sequence xn → x,
f (xn)− f (x)= 〈 f ′(x),xn −x〉+o(dn).
where dn = ‖xn − x‖. Since f is uniformly continuous on any small neighborhood of x, there exists a sequence δn
such that for every y and y ′ in this neighborhood for which ‖y − y ′‖ < δn , | f (y)− f (y ′)| ≤ d2n . Since RD −O has a
zero Lebesgue measure, there exists yn and zn in O such that
‖xn − yn‖ <min(δn ,d2n) and ‖x− zn‖ <min(δn ,d2n).
Therefore, it holds thatmax(| f (xn)− f (yn)|, | f (zn)− f (x)|)< d2n . Writing f (xn)− f (x)= f (xn)− f (yn)+ f (yn)− f (zn)+
f (zn)− f (x), we obtain that f (xn)− f (x)= f (yn)− f (zn)+o(dn). By differentiability of f on O and continuity of f ′
at x,
f (yn)− f (zn)= 〈 f ′(zn), yn − zn〉+o(‖yn − zn‖)= 〈 f ′(x),xn −x〉+o(dn)
which proves the lemma.
We now complete the proof of the Lemma. We consider ψ˜ ∈ C∞c (R,R), and establish that, considered as a
function of the real and imaginary parts of WN , function
1
M
Tr ψ˜(ΩˆN ) is continuously differentiable on R2MN , i.e.






exist, and are continuous 3. We denote byO the
open subset of R2MN for which the eigenvalues (λˆl ,N )l=1,...,M of ΣNΣ∗N have multiplicity 1. It is clear that R
2MN \O
has a zero Lebesgue measure. On O , it is standard that the eigenvalues (λˆl ,N )l=1,...,M are C 1 functions (see lemma
1.3.2) and that
∂λˆl ,N











Using again lemma 1.3.2 and the very definition of ΩˆN (see (4.7)), we obtain
∂
∂Wi , j ,N
{
Tr ψ˜(ΩˆN )
}=Tr (ψ˜′(ΩˆN ) ∂














and get that 1M Tr Ψ˜(ΩˆN ) is a C
1 on O . By Lemma 4.5.4, it remains to establish that the righthandside of (4.72) can
be continuously extended to any point W0N of R
2MN \O . For this, we first prove the following useful result.
Lemma 4.5.5. If λˆk,N = λˆl ,N , then [ψ˜(ΩˆN )]kk = [ψ˜(ΩˆN )]l l .
Proof. We start by observing that for any integersm1,m2, . . . ,mt , matrix A= Λˆm1N 11T Λˆ
m2






































hence [A]kk = [A]l l if λˆk,N = λˆl ,N . The same can be said about 11T A and A11T . Consequently, the result of the
lemma is true when ψ˜ is a polynomial. Since any continuous function ψ˜ is the uniform limit of a sequence of
polynomials on compact subsets of R, the result is true for such ψ˜.
3ψ˜ is real valued, the partial derivatives w.r.t. W i , j ,N thus coincide with the complex conjugate of the partial derivative w.r.t. Wi , j ,N . It is
therefore sufficient to consider these derivatives.
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We consider an element W0N of R
2MN \O , and denote bym1, . . . ,mL , withM =
∑L
l=1ml , the respectivemultiplic-




N =BN +W0N . We also denote by (Πl ,N )l=1,...,L the orthogonal projection






































This completes the proof of Lemma 4.5.3.
4.5.6 Proof of lemma 4.3.2
In order to shorten the notations, we denote by gˆN (z) and gN (z) the functions defined by









In order to evaluate E|gˆN (z)−gN (z)χ2N |2l , we use the Poincaré inequality. For this, we need first to differentiate the
regularization factor χN .
Differentiation of the regularization factor
We recall that if H a hermitian matrix with a spectral decomposition H =∑l γlxlx∗l , its adjoint (i.e. the transpose
of its cofactor matrix) denoted by adj(H) is given by adj(H) = ∑l (∏k 6=l γk )xlx∗l . When H is invertible, adj(H) =
det (H)H−1.
Lemma 4.5.6. Assume assumptions A-1 to A-6 hold. Considered as functions of the real and imaginary parts of the
entries of WN , functions detφ(ΣNΣ∗N ) and detφ(ΩˆN ) belong toC
1(R2MN ), and their partial derivatives w.r.t. Wi , j ,N
denoted by
[D1]i , j ,N :=
∂






, and [D2]i , j ,N :=
∂





are given almost surely by






φ′(ΣNΣ∗N )ei , (4.73)


















If we denote by B1,N and B2,N the events defined by
B1,N =
{∃k : λˆk,N 6∈Tǫ}∩{λˆ1,N , . . . , λˆM ,N ∈ supp(ϕ)} , and B2,N = {∃k : ωˆk,N 6∈Tǫ}∩{ωˆ1,N , . . . ,ωˆM ,N ∈ supp(ϕ)} .
then [D1]i , j ,N = 0 on Bc1,N and [D2]i , j ,N = 0 on Bc2,N .
Proof. We first establish that detϕ(ΣNΣ∗N ) is aC
1 function, and that (4.73) holds. We use the same approach as in
Haagerup & Thorbjornsen [22, Lem. 4.6]. We start begin by showing that the differential of det φ(X) is given by
det ϕ(X)′.H=Tr (adj(ϕ(X))ϕ′(X)H) . (4.75)
As det (X)′.H= Tr (adj(X)H) and (Xn)′.H=∑n−1
i=0 X
iHXn−1−i for any n ∈N, we have
det (Xn)′.H=Tr (adj(Xn)(nXn−1)H)
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since adj(Xn) and X commute. So (4.75) is true whenϕ is a polynomial. By choosing a sequence of polynomials Pn
such that Pn → ϕ and P ′n → ϕ′ uniformly on compact subsets of R, we generalize (4.75) to any ϕ ∈ C 1. Now one
can check that
∂(ΣNΣ∗N )
∂Wi , j ,N
= eie∗jΣ∗N ,
and it remains to apply the composition formula for differentials to obtain (4.73).













ϕ′(λˆl ,N )uˆl ,N uˆ∗l ,N = 0 (4.76)
hence the derivative (4.73) is zero on Bc1,N .
It is easy to check that detϕ(ΩˆN ) is aC 1 function on the open setO of allmatricesWN forwhich the eigenvalues
of ΣNΣ∗N are simple, and that (4.74) holds if WN ∈O , i.e. on a set of probability 1. In order to show that det ϕ(ΩˆN )
is a C 1 function on R2MN \O , we use again lemma 4.5.4, and verify that (4.74) can be continuously extended to
R










if λˆk,N = λˆl ,N . Indeed, given ε> 0, let ϕε(x)=ϕ(x)+ε. Since ϕε(ΩˆN )> 0,
adj(ϕε(ΩˆN ))ϕ
′
ε(ΩˆN )= det (ϕε(ΩˆN ))ϕ−1ε (ΩˆN )ϕ′ε(ΩˆN ).











l l if λˆk,N = λˆl ,N (4.78)
and letting ε→ 0, we obtain the same result for adj(ϕ(ΩˆN ))ϕ′(ΩˆN ). Similarly to the proof of lemma 4.5.3, this
proves that (4.74) can be continuously extended to R2MN \O .
End of the proof
We now establish (4.33) by induction on l , and first consider the case l = 1. We recall that from the bounds (2.7),













where C > 0 is independent of N . Moreover, since mˆN (z),‖QN (z)‖ ≤ dist
(
z, {λˆ1,N , . . . , λˆM ,N }
)−1
and from the very
definition of event A2,N , it also holds
sup
z∈∂Ry
‖QN (z)‖χN , sup
z∈∂Ry







∣∣∣∣χN ≤C . (4.80)
In the following,C will be a positive constant independent ofN whose valuemay change from one line to another.
We write the secondmoment of (gˆN (z)− gN (z))χ2N as
E
∣∣(gˆN (z)− gN (z))χ2N ∣∣2 = ∣∣E((gˆN (z)− gN (z))χ2N )∣∣2+Var((gˆN (z)− gN (z))χ2N ) .
We evaluate Var
[
(gˆN (z)− gN (z))χ2N
]
using the Poincaré inequality and get
Var
[








(∣∣∣∣ ∂gˆN (z)∂Wi , j ,N
∣∣∣∣2+













It is clear that
∂gˆN (z)
∂Wi , j ,N
= d∗N
∂QN (z)
















∂Wi , j ,N
dN =−d∗NQN (z)ei e jΣ∗NQN (z)dN ,
so that ∑
i , j
∣∣∣∣d∗N ∂QN (z)∂Wi , j ,N dN
∣∣∣∣2 = d∗NQN (z)QN (z)∗dN d∗NQN (z)ΣNΣ∗NQN (z)∗dN .





















∣∣∣∣d∗N ∂QN (z)∂Wi , j ,N dN
∣∣∣∣2 ≤C . (4.82)
We obtain similarly that
sup
z∈∂Ry
χ4N |d∗NQN (z)dN |2
∑
i , j









The same conclusions hold when the derivatives w.r.t. variablesW i , j ,N are considered. This shows that the first

























for each integer p. We express
∂χ2N
∂Wi , j ,N
as 2χN
∂χN
∂Wi , j ,N
. (4.79) and (4.80) imply that supz∈∂Ry χ
2
N |gˆN (z)− gN (z)|2 <C .












for each integer p. ∂χN∂Wi , j ,N can be written as
∂χN
∂Wi , j ,N









































2 ≤Tr (ΣNΣ∗Nφ′(ΣNΣ∗N )2) ,




∣∣[D1]i , j ,Ndet φ(ΩˆN )∣∣2
]
≤ E[det φ(ΩˆN )2Tr (ΣNΣ∗Nφ′(ΣNΣ∗N )2)1A1,N ]≤CNP(B1,N ),








































In order to evaluate the term
∣∣E[(gˆN (z)− gN (z))χ2N ]∣∣2, we also need the following auxilliary lemma proved at the
end of this section.
Lemma 4.5.7. It holds that
sup
z∈∂Ry






















We express (gˆN (z)− gN (z))χ2N as β1,N (z)+β2,N (z) where
β1,N (z)=χN
(
d∗NQN (z)dN −d∗NTN (z)dN







































For this, we write that
E
∣∣χN (d∗NQN (z)dN −d∗NTN (z)dN )∣∣2 =Var(χNd∗NQN (z)dN )+ ∣∣E(χN (d∗NQN (z)dN −d∗NTN (z)dN ))∣∣2 .
The above calculations prove that supz∈∂Ry Var[χNd
∗




, while (4.85) and 1−E(χN ) = O ( 1Np ) for










This completes the proof of (4.89) for β1,N . In order to show (4.89) for β2,N , we first remark that from (4.79),












N (mˆN (z)−mN (z))+2zσ2cNχ2N
(
mˆ′N (z)−m′N (z)


























− (σ2cN )2σ2(1− cN )
χN


































Eq. (4.89) follows immediately from
sup
z∈∂Ry
∣∣∣∣ χN(1+σ2cN mˆN (z))(1+σ2cNmN (z))
∣∣∣∣≤C ,
(see (4.79) and (4.80)). This completes the proof of (4.33) for l = 1.
We now assume that (4.33) holds until integer l −1 and write that
E
∣∣χ2N (gˆN (z)− gN (z))∣∣2l = ∣∣∣E[(χ2N (gˆN (z)− gN (z)))l]∣∣∣2+Var[(χ2N (gˆN (z)− gN (z)))l] .
The Cauchy-Schwarz inequality implies that










The Poincaré inequality gives
Var
[(




[∣∣χ2N (gˆN (z)− gN (z))∣∣2(l−1)χ4N∑i , j
(∣∣∣ ∂gˆN (z)∂Wi , j ,N






[∣∣gˆN (z)− gN (z))∣∣2l χ4l−2N ∑i , j
∣∣∣ ∂χN∂Wi , j ,N
∣∣∣2] .






(∣∣∣∣ ∂gˆN (z)∂Wi , j ,N
∣∣∣∣2+










. Moreover, it can be shown as in the case l = 1 that the supremum over z ∈ ∂Ry of the second term of the




for each integer p. This completes the proof of lemma 4.3.2.
Proof of auxiliary lemma 4.5.7
In this section, we denote by αr,N (z), α˜r,N (z),Rr,N (z) and R˜r,N (z) the regularized versions of the respective func-































It is clear thatαr,N and α˜r,N are the Stieltjes transforms of positivemeasures carried byC\supp(ϕ) andC∗\supp(ϕ)
respectively and with mass σcNE[χN ] and σE[χN ]. This implies that the following uniform bounds hold: Let K
and K˜ be compact subsets of C\supp(ϕ) and C∗\supp(ϕ) respectively, then we have
sup
z∈K
|αr,N (z)| <C and sup
z∈K˜
|α˜r,N (z)| <C . (4.90)
In order to establish lemma 4.5.7, it is necessary to show that similar bounds hold for functions 11+σαr,N (z) , ‖Rr,N (z)‖
and ‖R˜r,N (z)‖. For this, we introduce function wr,N (z) = z(1+σαr,N (z))(1+σα˜r,N (z)) and prove the following
lemma










∣∣λk,N −wr,N (z)∣∣>C > 0. (4.92)
Proof. Define κN (z) := αr,N (z)−δN (z) where we recall that δN (z) = σcNmN (z) = σN Tr (TN (z)). Since δN (z) and






This implies that the sequence (κN ) is uniformly bounded on each compact subset of C\supp(ϕ). ByMontel’s the-
orem, (κN ) is a normal family. Let (κψ(N )) a subsequence of (κN ) which converges uniformly to κ on each compact




















for z ∈ C\R+. Thus, κ(z) = 0 for z ∈ C\R+, and by analytic continuation, κ(z) = 0 for all z ∈ C\supp(ϕ). Therefore,
all converging subsequences extracted from the normal family (κN (z)) converge to 0 uniformly on each compact
subset of C\supp(ϕ). Consequently, the whole sequence (κN ) converges uniformly to 0 on each compact subset of














for each integer p, (4.91) implies
sup
z∈K
∣∣z(α˜r,N (z)− δ˜N (z))∣∣→ 0.
Hence, it holds that
sup
z∈K
∣∣wr,N (z)−wN (z)∣∣→ 0.
Thus, (4.92) follows immediately from
min
k=1,...,M
∣∣λk,N −wN (z)∣∣≥ 12dist(z,SN ), (4.94)








(see (2.8)) and property 2.3.1.
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Lemma 4.5.8 immediately implies that the following uniform bounds hold.








‖Rr,N (z)‖ <C , (4.96)
sup
z∈K˜
‖R˜r,N (z)‖ <C , (4.97)
sup
z∈K
‖Rr,N (z)−TN (z)‖→ 0, (4.98)
sup
z∈K˜
‖R˜r,N (z)− T˜N (z)‖→ 0. (4.99)






















We remark that function α˜r,N (z) has a pole at z = 0. Hence, any compact K˜ over which ‖R˜r,N (z)‖ is supposed to
be uniformly bounded should not contain 0. The proof of (4.98)s follows immediately from (4.91) and from (4.95),













and that |wr,N (z)| and |wN (z)| are uniformly bounded from below from (4.94) and (4.92) (recall that 0 is one of the
eigenvalues of BNB∗N ).





on C\R+, [17] used the inte-
gration by parts formula (theorem 1.4.1) and the Poincaré inequality to show that the entries of E[QN (z)] are close
from the entries of RN (z) (see the fundamental equation (2.25) in the proof of theorem 2.2.2). Then, αN (z)−δN (z)
was evaluated by solving a linear systemwhose determinant ∆N (z) given by (4.58) was shown to be bounded from
below. Lemma 4.5.9 allows to follow exactly the same approach to establish (4.85) and (4.86). However, functions
αN , α˜N ,RN , R˜N have to be replaced by their regularized versions. The following results show that the presence of
the regularization term χN does not modify essentially the calculations of [17]. We first indicate how the integra-
tion by parts formula is modified. Vec(.) denotes the column by column vectorization operator of a matrix.
Lemma 4.5.10. Let ( fN )N≥1 be a sequence of continuously differentiable functions defined on CM(M+N ) with poly-
nomially bounded partial derivatives satisfying the condition
sup
z∈∂Ry
∣∣ fN (Vec(QN (z)) ,Vec(ΣN ))χN ∣∣<C .
Then, for all p ∈N, we have
E
[
f (Vec(QN (z)) ,Vec(ΣN ))χN
]= E[f (Vec(QN (z)) ,Vec(ΣN ))χkN]+ ǫ1,N (z)Np . (4.100)
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for all k ∈N∗, and
E
[





∂ f (Vec(QN (z)) ,Vec(ΣN ))






















with supz∈∂Ry |ǫi ,N (z)| ≤C <∞.
As for the use of the Poincaré inequality, we have:


























Moreover, the same kind of uniform bounds still hold when QN (z) is replaced by QN (z)2.
The proofs of these results are based on elementary arguments, and are thus omitted. Following the calcula-




]=Rr,N (z)+∆r,N (z)Rr,N (z)+E[QN (z)χN ]Rr,N (z)σ2
N
Tr∆r,N (z)+ΘN (z)Rr,N (z) (4.103)
for each z ∈C\supp(ϕ) whereΘN (z) is a matrix whose elements are uniformly bounded on ∂Ry by CNp for each p,





















































After some calculations using lemmas 4.5.9, 4.5.10, 4.5.11, we eventually obtain that
sup
z∈∂Ry

















for all large N . In order to prove (4.85) and (4.86), it remains to handle the terms involving the difference Rr,N (z)−
TN (z). We show in the following that
sup
z∈∂Ry
∣∣a∗N (Rr,N (z)−TN (z))aN ∣∣≤ CN2 (4.107)
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+ zσ(α˜r,N (z)− δ˜N (z))a∗NRr,N (z)TN (z)aN .




for each integer p. Thus,
to prove (4.85) and (4.86), it is sufficient to check that
sup
z∈∂Ry
∣∣αr,N (z)−δN (z)∣∣≤ C
N2
.
We will use the same ideas as in the proof of theorem 2.2.2 and remark that (αr,N (z)−δN (z), α˜r,N (z)− δ˜N (z)) can
be interpreted as the solution of a 2× 2 linear system whose determinant is a regularized version of (4.58), and
appears uniformly bounded away from zero on ∂Ry .
Using again the previous expression of Rr,N (z)−TN (z) together with (4.105), (4.106) and repeating the proce-
dure for R˜r,N (z)− T˜N (z), we obtain[
αr,N (z)−δN (z)




ur,N (z) zvr,N (z)
zv˜r,N (z) ur,N (z)
][
αr,N (z)−δN (z)













Rr,N (z)B∗N BN TN (z)
(1+σαr,N (z))(1+σδN (z)) , vr,N (z) =
σ2
N
Tr Rr,N (z)TN (z) and v˜r,N (z) = σ
2
N
Tr R˜r,N (z)T˜N (z). The quan-





)2− z2vr,N (z)v˜r,N (z).
Lemma 4.5.9 implies that for all large N , ur,N (z), vr,N (z) and v˜r,N (z) are uniformly bounded on ∂Ry . Therefore, to
conclude the proof of (4.107), it remains to check that for all large N ,
inf
z∈∂Ry
∣∣∆r,N (z)∣∣≥C > 0.
Consider the function ∆ˇN (z) where we have replaced the matrix Rr,N (z) and R˜r,N (z) by TN (z) and T˜N (z), i.e
∆ˇN (z)= (1− uˇN (z))2− z2vˇN (z) ˇ˜vN (z),




TN (z)B∗N BN TN (z)
(1+σδN (z))(1+σδN (z)) , vˇN (z) =
σ2
N
Tr TN (z)2, and ˇ˜vN (z) = σ
2
N
Tr T˜N (z)2. Lemmas 4.5.8, 4.5.9 im-
ply that




|∆N (z)− ∆ˇN (z)| −−−−→
N→∞
0. (4.109)
Using Cauchy-Schwarz inequality, we get∣∣∆ˇN (z)∣∣≥∆1,N (z) := (1−u1,N (z))2−|z|2v1,N (z)v˜1,N (z),




TN (z)BN B∗N TN (z)
∗
|1+σδN (z)|2
, v1,N (z)= σ
2
N
Tr TN (z)TN (z)∗ and v˜1,N (z)= σ
2
N
Tr T˜N (z)T˜N (z)∗. From the proof













∣∣αr,N (z)−δN (z)∣∣≤ C
N2
,
for all large N . This establishes (4.86) and completes the proof of (4.85).
The proof of (4.87) is similar to the proof of (4.49) (appendix 4.5.5), but as above,αN (z), α˜N (z),RN (z) and R˜N (z)
have to be replaced by their regularized versions αr,N (z), α˜r,N (z),Rr,N (z) and R˜r,NN (z). The reader can check that
the properties of these regularized functions allow to follow the various steps of the proof of (4.49).
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