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Abstract: Image segmentation errors can be fatal in the medical field. Sometimes even automated segmentation methods 
fail, they can be affected by poor image quality, artifacts or even unexpected noises. A practical task such as the segmen-
tation of medical images is highly required for decision-making either for diagnosis or for the treatment of the patient. In 
this paper, we present a method based on negotiation strategies, of multi-agent systems, for the detection and correction 
of segmentation failures. The main advantages of our method are: 1) support for a fast negotiation strategy on a 2D view 
of each slice of the 3D image; 2) our approach is independent of the initial segmentation method; 3) The method is 
applicable to a variety of medical structures. 
Mots clés : Medical Images, Multi-Agent Systems, Image Segmentation, Failure Diagnosis, Negotiation, Cooperation. 
 
1 INTRODUCTION 
In distributed computation, intelligent agents have been 
promoted to be the future trend of complex systems. In 
fact, an agent can be considered as an independent ma-
chine embedded inside an environment, it is capable to 
perform autonomous actions in response to specific is-
sues [1].  
Image segmentation methods have the advantage of rel-
atively low cost, high performance, efficiency, and pre-
cision. It divides an image into homogeneous parts or 
regions. Segmentation has been applied to detect prod-
ucts’ flaw [2], diagnose diseases and mark the items in-
side an image, etc. Hence, if objects are not captured 
during the segmentation stage it will be impossible to 
locate them accurately using the above techniques.  
Furthermore, the success in handling the diagnosis of an 
image segmentation failure mainly depends on the indi-
vidual’s experience and experts. In fact, a specific diag-
nosis experience of image processing can be acquired 
from experts and collect in computer applications to be 
used by inexpert individuals.  
Artificial intelligence techniques have been widely used 
by scientists, researchers, institutions, and organizations 
in different diagnosis domains [3, 4, 5]. For instance, the 
most used artificial intelligence principles are 
knowledge-based systems, expert systems, software 
agents, fuzzy logic [6], neural networks [7, 8], multi-
agent systems [9, 10, 11], and negotiation. In fact, nego-
tiation methods help systems to adjust the differences or 
abnormalities. In fact, a compromise or agreement is 
reached while avoiding argument and dispute. In MAS 
negotiation includes numerous interactions forms. 
2 BACKGROUND 
2.1 Background 
The three-dimensional image segmentation is a main op-
eration of the 3D analysis tasks. It allows to measure and 
visualize the objects contained in the image by ensuring 
the use of 3D data and providing a 3D object manage-
ment precision. Indeed, in the medical field, 3D images 
allow teams to visualize objects, locate them, analyze 
syndromes and prepare effective treatment plans. In or-
der to visualize internal parts of the human body, thus 
facilitating the diagnosis of diseases, the medical imag-
ing technique offers help to doctors [12]. Today, the 
most widely used medical imaging techniques are mag-
netic resonance imaging (MRI), computed tomography 
(CT) and other 3D imaging modes. This provides a 3D 
digital image of a part of the body or an organ, allowing 
manipulation of the diagnosis and precision in terms of 
treatment or surgery. Thus in medical image analysis, 
3D image segmentation remains an important image 
processing step [13]. Generally, 3D images are defined 
on a 3D (x,y,z) grid with an undefined size depending 
on the imaged body parts. In fact, the diversity of 3D 
segmentation techniques makes it difficult to define an 
absolute way to obtain good segmentation quality, be-
cause the segmentation is not the only reason, but its 
quality and the obtained results to be used in medical 
tasks. 
2.2 3D modeling 
3D modeling or three-dimensional modeling consists of 
developing a representation of an entire object in three 
dimensions using a well-specialized technique. The 
product of this representation is named a 3D model. In 
order to attract the attention of new people in the 3D 
world, new technologies, as well as new materials, 
aimed at increasing the quality of 3D models [14]. In-
deed, in the case of the 3D images, or the images con-
taining a large quantification of the data, the generation 
of models requires a technique having the following 
properties: 
Table 1. Required properties for 3D modeling 
Accuracy and 
reliability 
Two important factors to study and an-
alyze tasks, unless the work is done for 
quick and easy visualization 
Portability The ability to be adapted more or less 
easy to operate in different execution 
environments 
Low cost The use of standalone and scalable 
models ensures that most of the func-
tional requirements are covered by sim-
ple setup without the need for many IT 
development tasks. 
Fast acquisition Users need to have access to infor-
mation in a short time, so as not to dis-
rupt the work 
Flexibility Due to the wide variety and size of the 
objects, the survey technique should al-
low different scales and be applicable 
in all possible conditions. 
2.3 Current Trends 
Actually, there is nothing new. Artificial intelligence has 
been around since the 1800s. However, the current in-
terests for artificial intelligence come from the research 
progresses made in machine learning and more specifi-
cally deep reinforcement learning. The promise of rein-
forcement learning ensures learning of broad behavioral 
skill repositories based on minimal human intervention 
[15]. Regarding current trends in deep RL and medical 
image processing, several studies have been made spe-
cially to overcome supervised methods in medical imag-
ing in order to offer more powerful tools. 
 During the last decade, gradual transitions from tradi-
tional methods to deep RL-based techniques has been 
perceived. Several strategies have been developed to 
outperform some medical imaging tasks using deep re-
inforcement learning, such as: feature selection in med-
ical image analysis [16, 17], brain disease diagnosis 
[18],  image parsing [19], cell segmentation [20], tissue 
classification [21], small 2D color image classification 
[22, 23] classification-based center localization [24], 
guided back-propagation [25]. Deep Learning studies 
computational methods that find patterns in structured 
data.  
2.4 Segmentation failure 
In different imaging systems, several problems may oc-
cur. The failure diagnosis reveals a complex series of ac-
tions to be accomplished. This has triggered the interest 
of researchers in imaging, especially image segmenta-
tion, to define the origins of the possible failures. For 
example, some methods have proven problems with im-
ages such as: 
 Edge-less 
 Very noisy 
 The boundary that is very smooth 
 Texture boundary 
 The segmented region might be smaller or 
larger than the actual  
 The edges of the segmented region might not 
be connected 
 Over or under-segmentation of the image  
 The intensity values within each region/object 
conform to Gaussian Distribution 
 The mean intensity value for each region/object 
is different  
Inside an environment, the diagnosis knowledge of an 
agent is acquired and improved through experiences 
across the time. Indeed, the practice allows the develop-
ment of an individual's knowledge to reach expertise 
[26]. Actually, there are different types of images and 
each one utilizes different types of technologies. For in-
stance, the medical image as a CT, MRI, X-ray, etc. 
Consequently, image segmentation is exposed to failure 
or that unexpectedly break down the segmentation pro-
cess. In this case, the failure diagnosis operation is ac-
complished. 
3 SEGMENTATION FAILURE DIAGNOSIS 
Unfortunately, the choice of the segmentation method is 
closely related to the particularities of the image and the 
considered application. Indeed, many segmentation ap-
proaches are not suitable for noisy environments, such 
as medical, aerial and satellite images. Neither regions 
nor contour methods used alone gave accurate segmen-
tation results considering the developed requirements 
image segmentation. However, failure can automatically 
set sensitivity of subtle variations on the results. indeed, 
this can be noticed when the different executions of the 
same examination give different results [27].  as illus-
trated in Fig.1. 
 
Fig. 1. The general view of segmentation failure diag-
nosis 
In fact, our method consists in correcting the segmenta-
tion errors of an initial segmentation, but which may be 
different as regards the truth of the medical field. that is 
to say regarding the location of its objects on the images. 
This is justified by the empirical observation that the 
vast majority of segmentation errors belong to this class. 
3.1 Agents’ Negotiation Model 
This research proposes an agent-based system for seg-
mentation failure diagnosis. The system is used to eval-
uate the image segmentation process and recommends 
the best actions to be carried out. The diagnosis covers 
possible situations, whether on communication or nego-
tiation depending on the studied problem as explained in 
Fig.2. 
 
Fig. 2. Agents’ Negotiation Model 
 
The proposed MAS architecture consists of different 
layers. First, the requirements are collected, analyzed, 
then formulated. Second, the agents’ communication 
layer ensures the MAS specifications according to 
knowledge acquisition, knowledge base, used methods, 
and libraries.   
3.2 The obtained results 
The paradigm agent has different points of strength, in-
cluding negotiation. The use of MAS, to solve 2D / 3D 
segmentation problems, makes it possible to describe a 
system in terms of agent’s interaction, cooperation for 
the realization of tasks, and negotiation for the resolu-
tion of faults. At this level, an agent communicates with 
all other agents in the multi-agent system to perform a 
common task. In addition, this article highlights the ben-
efits of multi-agent imaging systems and their contribu-
tion to improving segmentation results by overcoming 
the errors that can occur. 
 
Fig. 3. Obtained segmentation results [ (a)-The initial 
segmentation, (b)- The segmentation results that under-
line important failures, (c)- The final segmentation af-
ter agents’ negotiation] 
 
The results obtained indicate a strong improvement in 
the segmentation quality. First, the agents test the initial 
result that can be provided by segmenting an image con-
taining a large amount of noise Fig. 3 (a). After, they 
note the result obtained after cleaning and preprocessing 
the image Fig.3 (b). Then, they detect the faillure by 
comparing the result of (b) with the truth on the ground 
(GT). GT makes it possible to evaluate the results pro-
vided by the direct observation as opposed to the infor-
mation provided by the inference. Finally, the agents co-
operate in a negotiation framework to determine the fi-
nal result as shown in Fig.3 (c). 
Experimental evaluation segmentation of CT images 
shows an improvement of 82,61% also an important im-
provement of 75% in the average surface distance and 
the volume overlap error by comparing the initial and 
the corrected segmentation according to the ground-
truth. 
4 CONCLUSION 
In the agent world, negotiation includes different inter-
actions starting from form message exchanges to a com-
plex contract agreement. In fact, applying automated ne-
gotiation requires a specific strategy to perform the pro-
cess of data exchange so that it can achieve acceptable 
agreement. Numerous applications have been widely 
used to study agents' interactions. However, few of them 
care about the negotiation process. In this paper, we pro-
pose an intelligent way to overcome image segmentation 
failures based on Multi-Agent System negotiation. It de-
velops an expert system for medical image failure diag-
nosis to efficiently control a segmentation failure diag-
nosis process and generate reliable results. 
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