We consider the Gaussian ARFIMA(j, d, l) model, with spectral density f θ (λ), θ ∈ Θ ⊂ R p , λ ∈ (−π, π), d ∈ (0, 1 2 ) and an unknown mean µ ∈ R. For this class of models, the information matrix of the full parameter vector, (µ, θ), is asymptotically degenerate. To estimate θ, Dahlhaus (1989) suggested using the maximizer of the plug-in log-likelihood, L n (θ,μ n ), whereμ n is any n (1−2d)/2 -consistent estimator of µ. The resulting estimator is a plug-in maximum likelihood estimator (PMLE). This estimator is asymptotically normal, efficient and consistent, but in Þnite samples it has some serious drawbacks. Primarily, none of the Bartlett identities associated with L n (θ,μ n ) are satisÞed for Þxed n. Cheung and Diebold (1994) conducted a Monte Carlo simulation study and reported that the bias of the PMLE is about 3−4 times the bias of the regular MLE. In this paper, we derive asymptotic expansions for the PMLE and show that its second-order bias is contaminated by an additional term, which does not exist in regular cases. This term arises due to the failure of the Þrst Bartlett identity to hold and seems to explain Cheung and Diebold's (1994) simulated results. We derive similar expansions for the Whittle MLE, which is another estimator tacitly using the plug-in principle. An application to the ARFIMA(0, d, 0) shows that the additional bias terms are considerable.
Introduction
Let {X t , t ∈ Z} be a stationary Gaussian ARFIMA (j, d, l) process with an unknown mean µ ∈ R and covariance matrix T n (f θ ). The spectral density, f θ (λ) , is parametrized by θ ∈ Θ ⊂ R p , λ ∈ (−π, π) and the memory parameter of the process, d, which is an element of θ, is assumed to lie in (0, 1/2) . The main feature of this model is that f θ (λ) behaves as
" as |λ| → 0.
A process satisfying (1) is said to be long-memory, since it is consistent with a non-summable autocovariance function.
There is a thriving research on long-memory processes, dating back to Hurst (1951) . Naturally, much of the econometric thought in this context has been dedicated to the estimation of (µ, θ) and in particular, of the long-memory parameter. A primary candidate for estimation is the Gaussian maximum likelihood estimator (MLE), based on the log-likelihood
where 1 n is an n-vector of 1's, n is the sample size and x " n = (X 1 , . . . , X n ). However, unlike the short-memory case, corresponding to d = 0, the estimation of θ is generally not done jointly with µ. The second-order partial derivative of L n (µ, θ) with respect to (wrt) µ equals −1 " n T n (f θ ) −1 1 n and Adenstedt (1974, Theorem 5.2) showed that this quantity is of the order O # n 1−2d
$ . This unusual rate is a consequence of the long-memory property of the process. On the other hand, the expected value of the second-order partial derivative of L n (µ, θ) wrt the θ components is O (n). The implication is that in the d > 0 case, the information matrix of the full parameter vector, (µ, θ), normalized by n −1 , is asymptotically degenerate. Dahlhaus (1989) adopted the plug-in principle for this class of models. The Gaussian plug-in maximum likelihood estimator (PMLE) of θ is deÞned as the maximizer of L (θ,μ n ) = − n 2 log (2π) − 1 2 log det T n (f θ ) − 1 2 (x n −μ n 1 n ) " T n (f θ ) −1 (x n −μ n 1 n ) ,
whereμ n is any n 1/2−d -consistent estimator of µ. We denote the PMLE byθ n . The sample mean, X n = n −1 % n i=1 X i , is the most common candidate forμ n , in both theoretical and empirical research, its variance being of the order O # n −1+2d $ . Dahlhaus (1989) showed that the family of PMLE's of θ is consistent, asymptotically normal and efficient. This estimator is often referred to in the literature as the 'exact' MLE, perhaps to distinguish it from estimators such as the Whittle MLE (WMLE), but the PMLE can only be exact ifμ n is the proÞle MLE of µ.
We shall refer to the exact MLE (EMLE) as the maximizer of (2) when the mean is known and denote it byθ n . While the PMLE has desirable asymptotic properties, There is evidence that this is not the case in Þnite samples. Cheung and Diebold (1994) used Monte Carlo simulation to compare the Þnite sample behavior of various estimators, including the EMLE, the PMLE and the WMLE. Table 2 of their paper reveals that for the simple, zero-mean, ARFIMA(0, d, 0) model, the bias of the PMLE in whichμ n =X n , is about 3-4 times the order of magnitude of the bias of the EMLE. In this paper we provide an analytical explanation for this phenomenon.
The principal cause of the Þnite sample drawbacks of the PMLE as compared with the EMLE is that the plugged-in likelihood is not a density type of an object and hence, none of the Bartlett identities associated with it is satisÞed for Þxed n. Among the various implications of this failure are that the stochastic expansion to the PMLE is non-standard, moment expansions associated with the PMLE are generally contaminated by additional terms which are non-negligible to second order, and Bartlett corrections of the likelihood ratio test involve additional terms. In particular, we show that as compared with the EMLE, for each δ > 0 the bias expansion of the PMLE to order O # n −3/2+δ $ contains the additional term κ r,sκ
where κ r,s is the n −1 -normalized inverse information matrix of the EMLE,κ s is the expected score associated with (3) andμ n =X n . The additional term (4) is a manifestation of the failure of the Þrst Bartlett identity to hold for (3). It does not appear in the bias expansion of the EMLE because the density associated with (2) is regular.
A competing estimator to the PMLE is the WMLE, denoted byθ W,n , which maximizes the function
where I n (λ) = 1 2πn
The motivation behind the WMLE is mainly computational -the determinant and the matrix inverse in (3) are replaced by simple univariate integral approximations. Fox and Taqqu (1986) proved asymptotic normality of the WMLE at the usual √ n-rate and Dahlhaus (1989) proved asymptotic efficiency of the estimator. However, since the estimator is based on approximations to det (T n (f θ )) and T −1 n (f θ ) and since the plug-in principle is tacitly applied in (6), (5) is not a density type of an object and the Bartlett identities associated with it do not hold. We conduct high-order analysis for the WMLE which reveals similar complications as of the PMLE.
Generally speaking, while small sample theory and asymptotic expansions are not as abundant as Þrst-order theory for time series and in particular, for long-memory processes, there is, nevertheless, some progress in the area. Among the various contributions in the area, the reader is referred to Lieberman, Rousseau and Zucker (2000 , 2001 , Lieberman (2002a, 2002b) and Lieberman and Phillips (2001, 2002) . The present paper continues this line of research.
The plan for the remainder of the paper is as follows. In Section 2 we provide Assumptions, basic set up and notation. In Section 3 we outline some well-known results concerning the EMLE, to be used as benchmarks. Asymptotic expansions for the PMLE are given in Section 4. In Section 5 we provide expansions for the WMLE. In Section 6 we discuss the effects of plugging-in on the likelihood ratio test. The ARFIMA(0, d, 0) model is used for illustration in Section 7. Section 8 contains a small simulation study. Section 9 concludes. All proofs are contained in the Appendix.
Setup, Assumptions and Notation
The model under consideration is
where B is the backshift operator, BX t = X t−1 ,
Ψ r w r ,
Denote the true covariance parameter of the process by θ 0 . Formally, the assumption on the process is: Assumption 1. {X t , t ∈ Z} is a stationary Gaussian process with mean µ ∈ R, covariance parameters θ ∈ Θ ⊂ R p , spectral density
The roots of Φ(w) and of Ψ(w) lie outside the unit circle.
We remark that all the results of the present paper hold in fact for models more general than ARFIMA (j, d, l) . This model is a special case of more general long-memory models considered by Fox and Taqqu (1986) , Dahlhaus (1989) and Lieberman, Rousseau and Zucker (2003) . In all of these studies, the spectral density of the process is assumed to behave as
The spectral density of the ARFIMA(j, d, l) model satisÞes all the assumptions in the aforementioned papers. We only work with the ARFIMA(j, d, l) model for the sake of simplicity and clarity of the exposition.
Where no ambiguity arises, we shall omit the dependence on n and on θ for brevity. For loglikelihood derivatives and their expectations, we use index notation and write
The indices r, s, t run from 1 to p. The null cumulants are denoted by
, and (κ r,s ) in the inverse matrix of (κ r,s ) 1≤r,s≤p . To avoid unnecessary use of additional notation, we shall not distinguish between null cumulants associated with (2) when the mean is either known or not.
The plug-in log-likelihood is denoted by L (θ,μ n ) =L and the quantities associated with it arẽ U r = ∂L/∂θ r ,Ũ rs = ∂
2L
/∂θ r ∂θ s ,κ r = n −1 E θ,µŨr ,κ rs = n −1 E θ,µŨrs , etc. Finally, derivatives of the covariance matrix will be denoted by ú
...
To give a precise exposition of the problem of joint estimation of (µ, θ) , we will need the basic results:
B rst is deÞned and derived similarly. The Þrst-and second-order partial log-likelihood derivatives wrt the θ components are
and
The Þrst-and second-order partial log-likelihood derivatives wrt µ are
Further,
The Lemma below follows immediately from Dahlhaus (1989, Theorem 5 .1) and Adenstedt (1974, Theorem 5.2) .
$ .
Since d > 0, the lemma implies that lim n→∞ κ µµ = 0 and that the asymptotic information matrix of the full parameter vector (θ, µ) is degenerate. This problem does not occur in the short memory case.
Expansions for the EMLE
In this section we outline some well-known results concerningθ and relate them toθ andθ W in the following sections. Setδ
Formal expansions for regular MLE's are given by, among others, Lawley (1956) and McCullagh (1987) . All of these results are based on the assumption that at least one solution to the Þrst-order conditions exists with probability that goes to unity at a fast rate. With this assumption, we can expand U r !θ" = 0 around θ 0 and then extractδ. While most work in the area is done under the iid assumption, the following also holds for long-memory processes.
Proposition 2 Under Assumption 1, the stochastic expansion toδ r is given bŷ
Equation (9) is the one appearing in McCullagh (1987, p 209) with the exception that his κ's are covariances between log-likelihood derivatives, whereas our κ's are expectations of (product) loglikelihood derivatives, normalized by n −1 . Lieberman, Rousseau and Zucker (2003) showed that the κ's are O (1) uniformly in any compact subset of Θ. They also proved the validity of the Edgeworth expansion for the distribution ofδ r under a class of models more general than the ARFIMA(j, d, l) type. We note that the Þrst term in (9) is O p (1) and the second and third terms are
Taking expectations, the bias and covariance ofθ are given by
Formula (10) is given by Cox and Snell (1968) . Two remarks are in place. First, the moment expansions (10)- (11) are only formal. There are delicate issues in showing that (10)- (11) are indeed valid asymptotic expansions and we do not attempt to do it in this paper. Secondly, the development of (10) hinges on the fact that the Þrst and second Bartlett identities hold for (2), and that the matrix (κ r,s ) 1≤r,s≤p is invertible.
Expansions for the PMLE
We consider the plug-in likelihood L n (θ,μ n ) . The most popular choice ofμ n , in both theoretical and empirical research, isμ n =X n . It is stressed that in this case, L n (θ,x n ) is not even a proÞle likelihood. Although our developments are more general than this case, we shall concentrate on it in order to illustrate the main points. Here,
where
and I n is the identity matrix of order n. Since 1
the object L n (θ,x n ) is invariant to µ and we may set µ = 0 without loss of generality. We obtain:
Lemma 3 Under Assumption 1, forμ n =X n and for each δ > 0,
Thus, the Þrst and second Bartlett identities associated with L n (θ,x n ) hold only asymptotically. The result plays a critical role in the derivation of the expansions forθ.
and let d rs =κ rs − κ rs . The term d rs is then the discrepancy between the plug-in information per observation and the information per observation corresponding to (2) with known µ. We show in Lemma 8 that d rs = O(n −1+δ ), ∀δ > 0. As in the regular case, we assume that there exists at least one solution toŨ r = 0, with probability that goes to one at a sufficiently fast rate.
Proposition 4 Under Assumption 1
We show in the Appendix that the Þrst term on the rhs of (14) is O p (1), the second and third terms are
Comparing (9) to (14), we observe that to order 
In addition, the second term on the rhs of (14) involves κ st , which differs from κ st by an order of O(n −1+δ ), ∀δ > 0.
Taking expectations, the formal moment expansions are
Note that on the rhs of (15) all terms apart fromκ s are null cumulants associated with L n (θ). In contrast with (10), the bias ofθ to order
$ . This probably explains the huge difference between the biases of the PMLE and the EMLE, see Cheung and Diebold (1994) . The error rate in this case is actually
$ rate in the regular case.
The expression (15) can provide a basis for bias correction. The bias corrected estimator is
The correction is generally sufficient for the removal of the Þrst order bias.
Expansions for the WMLE
We proceed to investigate the WMLE, which is another estimator using the plug-in principle. We use the notation ú
, and so on. The analogue of Lemma 3 is the following.
Lemma 5 Under Assumption 1, for each δ > 0,
Thus, the Þrst and second Bartlett identities associated with L W,n (θ) hold only asymptotically.
As in the regular case, letδ
" r and assume the existence of at least one solution to the U W,r = 0 with probability that tends to unity fast.
We show in the Appendix that
It follows from Theorems 1 and 3 of Andrews and Lieberman (2002a) 
Similar to (17), we can construct the Whittle based bias corrected estimator of θ aŝ
Testing implications
Following (9), we can writeδ
with
Now, half of the LRT is given by
which can be expanded as
Substituting (19)- (20) into (21) and collecting terms of the same order results in
with z r = U r / √ n, z rs = (U rs − nκ rs ) / √ n. Taking expectations,
where b n (θ) is O (1). A full formula for b n (θ) is given by Lawley (1956) . This result provides the basis for the Bartlett correction of the LRT, viz,
The mean correction corrects for the distribution as well and it is well known that the distribution of
In the plug-in case, it is not difficult to show that
withz r =Ũ r / √ n andz rs = (Ũ rs − nκ rs )/ √ n. The expansions (22) and (24) differ wrt the O p # n −1 $ term, which in the plug-in case contains additional terms. As a consequence, the Bartlett correction (1 + b n (θ) /n) appearing in (23) is not valid when the plug-in principle is employed. The same argument is true when the the LRT is based on the Whittle estimator.
An application
Consider the ARFIMA(0,
∼ N (0, 1) , and d ∈ (0, 1/2) . The true mean of the process in this example is taken to be zero. In this section we develop explicit bias and variance approximations for the EMLE, PMLE and WMLE. For the former, we treat the mean as known, whereas for the PMLE and WMLE, we treat the mean as unknown. The spectral density can be written as
with c (λ) = log (2 (1 − cos (λ))) .
First, we deal with the EMLE of d. The Þrst bias approximation to the EMLE, based on (10), is shown in the appendix to be
so that
This formula can be simpliÞed by using integral limit approximations to the traces. An approximation to (27), based on an application of Theorem 7 of Lieberman and Phillips (2003) , gives
Note that b app2
!d" is independent of d, which is a manifestation of Lieberman and Phillips' (2001) result thatd is second-order pivotal in this model. The bias corrected EMLE in this model is simplŷ
In view of (11) and (61), the Þrst variance approximation forδ
so that V ar(δ; δ) = V app1
Using (65), the simpliÞed variance approximation is
which is just the well-known asymptotic variance ofδ.
Next, we investigate the PMLE. The additional bias term in (15) is, using Lemma 7(1) and eqn's (7) and (61),
The Þrst bias approximation tod is the sum of (31) and b app1 (d; d). The simpliÞed bias approximation will be based on
The reason thatκ s is not simpliÞed any further is that its limit is zero. The Þrst and second bias approximations to the variance of the PMLE are identical to those of the MLE, as follows from (16). We can construct a bias corrected estimator by subtracting fromd the rhs of (32), evaluated atd. Note that unlike the corrected EMLE, in this case the correction depends ond. Finally, we deal with the WMLE. For the ARFIMA(0,
Together with (44) and (52), this implies that
The Þrst bias approximation to the WMLE is obtained upon substitution of (55), (33) and (34) into (18). To obtain a simpliÞed approximation to the bias of the WMLE, we apply Proposition 2 and Theorem 3 of Andrews and Lieberman (2002a) . This yields
We remark that the second summand in b app2
. We could also replace κ r,s W by 6/π 2 but empirically the Þrst choice seem to perform better. Bias correction can easily be based on the last formula.
The Þrst variance approximation ofδ W is given by
and the integral limit gives the simpliÞed version
Simulations
We compute the various approximations presented in the previous section and compare them to the simulated results obtained by Cheung and Diebold (1994) . We start with Table 1 . In general, all the approximations improve with n and the approximations of the Þrst type are superior to those of the second type. However, the latter are much simpler to compute, especially for large n. The main feature of the Table is that the additional bias term of the PMLE captures much of the difference between the simulated biases of the EMLE and the PMLE. This shows that the additional term is not only non-negligible, but in fact dominant in terms of real magnitude (as opposed to order of magnitude), for the sample sizes under consideration. The simpliÞed bias approximations of all estimators deteriorate as d increases. The reason is that
is the leading term in the approximation of b app1
and while the former is independent of d, the same does not hold for higher order terms in the expansion for b app1 !d" , so that the deterioration as d increases affects the bias of these estimators as well. As seen from the 'bcor' entries in the Table, the reduction in the bias of the bias corrected estimators can be dramatic.
Mean squared errors are considered in Table 2 . It appears that the approximations of the Þrst type are accurate for all estimators and that the approximation errors diminishes with n, as expected. The variance approximation V app2 !δ" is constant but the mse's of the PMLE and the WMLE differ slightly as they involve their non-constant bias approximations. When n = 500, all approximations are excellent and are practically indistinguishable from the simulated values.
Figures 1 and 2 contain PP plots of the likelihood ratio tests based on the EMLE (LRT) and the PMLE (PLRT) against the asymptotic χ 2 (1) distribution, with sample sizes of n = 50 and 100. While the LRT does not seem to need the Bartlett correction for this model and sample sizes, it appears that the curve associated with the PLRT lies markedly underneath the 45 degree line. It is comforting to know that the Þrst order distortion in the distribution approximation diminishes when we move from the n = 50 to the n = 100 case. However, the effect of the plugging-in on the χ 2 (1) approximation to the distribution of the PLRT is substantial and cannot be ignored.
Conclusions
Gaussian Maximum likelihood estimation of long-memory models with an unknown mean is generally done with an application of the plug-in principle in which the true mean is replaced by an n (1−2d)/2 -consistent estimator of it, prior to maximization of the plugged-in log-likelihood wrt the covariance parameters. While the principle does not harm the asymptotic properties of the PMLE and the WMLE, the same is not true for the Þnite sample properties of these estimators.
In this paper we derived asymptotic expansions for the PMLE and the WMLE. It turns out that as compared with regular MLE's, the expansions for the estimators and for their bias are not regular. In particular, the bias expansions for these estimators contain additional terms which do not exist in the regular case. We have found explicit expressions for these terms for general long memory models and calculated them in the simple ARFIMA(0, d, 0) case. For this model, the additional bias term is in fact dominant, causing an inßation in the bias of the PMLE of up to 3-4 times the magnitude of the bias of the EMLE.
While the interest in this paper is in long-memory models, in principle, the PMLE and WMLE expansions can be used for models of short-or intermediate-memory. In the long-memory case the motivation behind using the PMLE is the degeneracy of the asymptotic Fisher information matrix of the full parameter vector (µ, θ). This breakdown does not occur in the short memory case and so it would be difficult to justify the use of the PMLE and with it the need to conduct a high order analysis for it when one can simply use the true, exact MLE. However, this argument clearly does not extend for the WMLE, which is a popular estimator by its own merits. For the WMLE, the results of the paper can be used for processes of short-and intermediate-memory and to our knowledge, similar results are not available yet in the literature. 
each ξ i is either 0 or 1, 1 ≤ % ξ i ≤ 4, (−P ) 0 = I and the summation is over all possible conÞgurations (ξ 1 , ξ 2 , ξ 3 , ξ 4 ), except for (0, 0, 0, 0). Similarly, we deÞne
where the ξ i 's satisfy the same conditions as above.
Lemma 7 Under Assumption 1
2. d rs = n −1 tr (−P B rs T − B rs P T + P B rs P T ) .
3.κ r,s
Proof of Lemma 7 We obtain from (12)
This establishes part 1 of the lemma. For part 2
Similarly,κ
Now, in view of (36),
It follows from (37)- (39) and (41)- (42) that
which proves part 3. It also follows from (35) and (43) that d r,s = a r,s + nd r d s , giving part 4. The remaining null cumulant we require for our analysis is
Here
We see from (44), (45) and the deÞnition of d st that
showing 6. ! Lemma 8 Under Assumption 1, For each δ > 0,
Proof of Lemma 8 It will be enough to deal with d r . Other quantities are established analogously. In view of (7) and (31) 
By the proof of Lemma 3 of Andrews and Lieberman (2002b) , which holds under Assumption 1,
Thus, the rhs of (41) is at most Kn −1+δ . ! Proof of Lemma 3 The Þrst part follows from Lemma 7 (1) and Lemma 8 (1). The second part follows from Lemma 7 (3) and Lemma 8 (1), 8 (2), 8 (5).
Proof of Proposition 4
We expandŨ r around θ 0 to get
Rearranging (47),
Now, (48) is equivalent to 
Taking expectations of (14), using Lemmas 7 and 8, we get
" .!
Proof of Lemma 5
The score of (5) and its expected value are easily shown to be
respectively. It is clear that κ W,r is not zero for Þnite n so that the Þrst-order Bartlett identity does not hold. However,
where P is deÞned in (13). Theorem 3(a) of Andrews and Lieberman (2002a) imply that for each δ > 0 tr
In addition,
$ and from the proof of Theorem 3(b) of Andrews and Lieberman (2002a, p 20) 
Finally, By Theorem 5 of Lieberman and Phillips (2003) , ∀δ > 0
Thus,
establishing the Þrst part of the lemma.
Continuing,
Also,
Eq'ns (54) and (55) show that the second-order Bartlett identity does not hold either. By (53), the second summand in (55) is O # n −1+δ $ , ∀δ > 0. This fact, together with Proposition 2 and Theorem 3 of Andrews and Lieberman (2002a) 
Eq'ns (53)-(57) complete the proof. !
Proof of Proposition 6
We expand the Whittle score as 
Hence, the WMLE expansion iŝ
In the last line of the calculations we omitted κ r,s
Because of (58), (59), (60) Table 2 of Cheung and Diebold (1944) ; app1=Þrst order bias term ; app2=an integral approximation to app1; adt=additional bias term due to mean estimation; bcor=bias corrected estimator. 
