Abstract -In this study, we propose a granular classifier (GC) with the aid of a context-based similarity clustering (CSC) method and applied it for network intrusion detection. The proposed CSC supporting the design of information granules is exploited here to determine the so-called contexts. Unlike the conventional similar clustering method, here the CSC built clusters by taking into consideration of both input data and output data. The design of granular classifier is realized based on the if-then rules, which consists two parts: namely premise part and conclusion part. The premise part is developed by using the CSC, while the conclusion part is realized with the aid of supported vector machines. In contrast to typical rule-based classifier, the underlying principle exploited here is to consider a robust classification with the adequate use of output data. In particular, rule-based classifiers or supported vector machines can be regarded as a special case of the proposed granular classifier. Numeric studies show the superiority of the proposed approach.
Introduction
THE recent years have seen a tremendous wealth of classifiers, which have been used in many applications [1] [2] [3] such as network intrusion detection, industrial engineering, medical science, and so on. In the design of classifiers, various strategies lead to a diversity set of classifiers.
There have been a suite of rule-based classifiers addressing the classification problems. Pioneering work such as hybrid decision tree [4] [5] [6] construct different classification methods. With the use of rule, these classifiers achieve good capabilities to deal with granulation information. Though promising results are obtained for some real-world problems, these methods perform poorly when dealing with high-dimensional problems. To alleviate this problem, lots of associate rules have been used for classification for high-dimensional transactional data and have shown good results on outer membrane localization prediction [7] [8] . In spite of advantages, this approach is not free from eventual drawbacks. One limitation is that this method depends on a carefully chosen minimum support, and the performance is not good in comparison with support vector machine (SVM).
The support vector machine is a famous classifier that finds so-called decision hyperplane to obtain the different classes of data. Especially, one can extend SVM to obtain nonlinear decision hyperplanes by exploiting kernelization techniques [9] [10] [11] [12] . Pioneering studies by Xue et al. [13] , Sebald et al. [14] , Alam et al. [15] , and Morsier et al. [16] led to different improved SVM models. By now, the research has focused on the efficient of linear or nonlinear classification. Nevertheless, in most cases all these advanced SVM models do not come with capabilities to cope with granular information.
In the field of information security, network intrusion detection is one of key issues. As this issue can also be described as a classification problem, many classical classification approaches such as adabooast algorithms, support vector machines and so on have been applied to address network intrusion detection problem. Although some typical classification methods (e.g. SVM) have lots of advantages, they are still some disadvantages due to its drawbacks of classification strategies. It still necessary to realize the network intrusion detection with the aid of novel classification approaches.
In this paper, we propose design a Granular Classifier (GC) based on a Conditional Similarity-based Clustering (CSC) and SVM, and applied it for solving the network intrusion detection problem. The proposed GC is designed based on the if-then rules that is composed of two parts, namely premise part and conclusion part. The proposed CSC is exploited here to realize the design of information granulation for the premise part, while the conclusion part is realized with the aid of SVM. Alone with the novel architecture of granular classifier, we take the advantage of both rule-based classifiers and SVM. The advantages of the proposed granular classifier are summarized as follows: 1) GC is relative more robust approach when dealing with high-dimensional problems in compared with conventional rule-based classifiers. With the use of SVM, the GC can deal with high dimensional classification problems easily in compared with typical rule-based classifiers. 2) GC comes with capabilities to deal with granular information when compared with SVM. By means of CSC, the GC can deal with granular information effectively in comparison with typical SVM.
The rest of this paper is arranged as follows. Section II introduces the underlying idea of granular classifier. Section III provides the architecture of granular classifier. Section IV gives the design procedure of granular classifiers. Section V reports on a comprehensive set of experiments. Finally, concluding statements are made in Section VI.
Granular Classifier: an idea
This section we first focus on the underlying idea of granular classifiers and context-based similar clustering that is used to realize the information granulation.
Rule-based classifier via information granulation
To show the underlying idea of the granular classifiers, let us recall the classical SVM. SVM is a statistically robust learning method that used for classification and regression analysis, and it can efficiently perform both linear classification and a non-linear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces [17] . An illustration example is shown in Fig. 1 . In this figure, the classification boundary is described as a decision hyperplane.
With this regard, the two different sets of data can be divided easily. In this case, all of data are classified by using the optimal decision hyperplane. However, sometimes it is very difficult to determine the one optimal decision hyperplane when dealing with the data set with more complex structure as shown in Fig. 2 . Fig. 2 illustrates an example of rule-based linear classifier in a two-dimension space. In some sense, the conventional SVM can be regarded as only one rule-based classifier. That is, a general rule-based classifier model comes as an extended SVM. The underlying idea is to divide the SVM classification with a number of rules, which may capture "rough, major structure"; while a SVM is considered as local model, which may capture "subtle, accurate structure". With this regard, we design a rulebased SVM, namely granular classifiers. In the design of granular classifier, the input space is partitioned with the aid of information granulation, while a SVM in one rule is viewed as a local model representing the input-output relationship in a sub-space of the corresponding antecedent. More specifically, a rule-based classifier can be represented in the form of a serial "if-then" rules i : is g( )
where i R is the ith rule, A i is the ith cluster, i =1, ···, n, n is the number of rules (the number of clusters), g ( ) i x is the consequent output of the ith rule, i.e., a local model representing input-output relationship of the ith sub-space (local area). Here the way to describe pattern classifiers is realized by using a set of discriminant functions g ( ) i x . It is evident that there is still one important open problem, which is determining the number of rules in the design of granular classifier. In this study the number of rules is determined by information granulation realized by using context-based similar-based clustering.
Clustering method considering output space
Similar clustering [18] is a robust clustering algorithm that is developed based on a total similarity objective function related to the sapproximate density shape estimate. In the similar clustering, the clusters are determined based on the input data without consideration of any output. Unlike the conventional similar clustering method, here we may build the clusters by taking into consideration of both input data and output data. Fig. 3 depicts the two cases of context-based similar clustering method, respectively (denotes case I and case II). In Fig. 3 (a) three evident clusters are formed by the patterns according to the features (input variables x 1 and x 2 ), while in Fig. 3(b) four clusters are constructed based on both of the features and the output variable (x 1 , x 2 , and Y ). In case II, the patterns are partitioned into two parts (denoted here as context 1 and context 2) not only based on their vicinity in the feature space but also considering the output used in this In some sense, the case I of context-based similar clustering can be expressed as follows
Architecture of Granular Classifier
In (1), we proposed a novel architecture of granular classifier. There are mainly five parts (including input, premise part, conclusion part, increasing rule part, and output) in a general architecture of granular classifier shown in Fig.4 . Premise, increasing rule and conclusion parts are corresponding to the form of the "if-then" rules. In this study, conditional similar clustering is used to partition input space to form the premise part as well as the increasing part, while the SVM is utilized to estimate the discriminant functions. It has to be stressed that the GC becomes the "conventional" SVM when there is only one rule in the GC. In other words, the GC emerges as extended classifier of SVM. More specifically, the granular classifier in Fig. 4 can also be represented in the form of a serial "if-then" rules As shown in Fig. 4 , the design meachism of GC is as follows:
Step 1. Generate rules based on the original data.
Step 2. Construct a new data set from the original data based on the rule with worst error.
Step 3. Generate several new rules based on the new data sets.
Step 4. Output the final set of rules.
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Fig. 3. Example of context-based similar clustering (a) case I and (b) case II
In (4), β denotes sample variance that is defined by 
With the (3) and (4), we have
In the design of granular classifier, the premise part is realized by means of context-based similar clustering (case I), while the increasing rule part is realized using contextbased similar clustering (case II). To develop the contextbased similar clustering method, we define , (7), (9), (10) 
It follows from (5) that
Second, we define
At Last, we define 
In particular, according to the (4) we have
The context-based similar clustering (case I) can be summarized as follows Context-based similar clustering (case I)
Step 1. Estimate the parameter r .
Step 1. 1 ξ , go to step 1.5. Step 1.4. Set m=m+1, and go to step 1.2.
Step 1.5. Output r.
Step 2. Set 0 l = .
Step 3. Estimate ( +1 l ij s ） using (4).
Step 4. Estimate ( +1 l i v ） using (9).
Step 5.
1. l l = +
Step 6. IF Step 8. Implement Agglomerative Hierarchical Clustering (AHC) [28] with the final states of the data points to identify the c* clusters. Step 9. Calculate ij S according to the c* clusters.
Step 10. Output the ij u using (7).
Design of increasing rule part via context-based similar clustering (Case II)
The context-based similar clustering (case II) realize the grouping data guided by the contexts expressed in the output space. Unlike the case I, the case II of the contextbased similar clustering is to optimize the new reformulated expression ( ) 
The matric U is defined as follows
where ij u has been defined in (8) . The maximization of J as completed by the contextbased similar clustering is realized by iteratively updating the values of the matrix and centers. The update of the matrix is carried out by using the following expression 
Design of conclusion part via hyper-plane
To find the hyper-plane, here we use the one-again-one method of SVM [8] , which constructs ( 1)/2 k k − binary classifiers. The goal of SVM models is to construct k classes, where the ith SVM is trained with all of the examples with negative labels. Assume that a given h training data 1 
where Q is an h by h positive semi-definite matrix, 
The value of parameter α can be estimated by running the Sequential Minimal Optimization algorithm [2] , and then the optimal w may be obtained by using the formula 
The decision function is formulated as follows
For convenience, the decision function of a binary classification for any ith and jth is denoted as ( ) ij f x , we define 1, ( ) 0; 0, ( ) 0.
1,
Then the final output of conclusion part is used as the following discriminant function ( ) 
Design Procedure of Granular Classifiers
In this section, we elaborate on the algorithm details of the overall developing approach in the architecture of granular classifiers. The design procedure of granular classifiers comprises the following steps.
[Step 1] Division of dataset
Training, validation, and testing data set are formed through the division of data set. Assume that a general input-output data set is represented as the following way 1 2 ( , ) ( , ,..., , ), 1, 2,...,
where N is the number of data points. And the classification rate ( CR ) is denoted as follows
where T is the total number of correct classification cases. The data set is partitioned into three parts, namely training data, validation data, and testing data. The training and validation data are used to construct the GCs, while the testing data is utilized to evaluate the quality of the classifiers. For convenience, TR represents the classification rate for the training data, VA stands for the classification rate for the validation data, and TE means the classification rate for the testing data. The objective function OF (performance index) includes both the training data and validation data is expressed in the form OF= 2
Step 2] Construct premise part of rules using CSC (Case I)
To develop the premise part of rules for the design of granulation classification, we run CSC (case I) for getting the three important parameters when determining the premise part of rules. The three parameters are the number of clusters (the number of rules), the clusters, and the partition matrix (membership), respectively.
[Step 3] Construct conclusion part of rules via finding hyper-plane
Here we decide upon the essential parameters in the conclusion part of rules for the design of granulation classification. To find the hyper-plane, here we use the one-again-one method of SVM [7] [8] , which constructs ( 1)/2 k k − binary classifiers. Each model in a rule is constructed by the training data, while TE and VA are obtained based on the validation and testing data of the GCs that is developed by running the training data, respectively.
[Step 4] Check the termination criterion
Two conditions are considered here as the termination criterion. One is that the number of current loops is less than a given number. The other is the value of local models with the highest error is less than a given values. It is noted that the size (rules) of granulation classifiers has been experimentally found to form a sound compromise between the high accuracy of the resulting GCs and its complexity as well as generalization abilities.
[
Step 5] Select one rule with the highest error According to (25) , the error of each rule can be obtained and then one rule with the highest error will be selected for growing new rules in the increasing rule part as shown in Fig. 5 . Step 6] Construct increasing rule part using CSC (Case II) With the use of CSC (case II), the partition matrix (membership) of the selected rule is further sub-partitioned into two or more clusters. Similar to the construct premise part, the increasing rule part is designed for getting the related important parameters for constituting new rules.
[Step 7] Final output
Output the final output.
Experimental Studies
In this section, we report the experimental results. First, the proposed classifier is evaluated based on several machine learning data. Then, the proposed classifier is applied on the network intrusion detection data.
Machine learning data
To illustrate the performance of the proposed granular classifiers, we experimented several well-known machine learning data sets [19] [20] [21] [22] . Three data sets of them are first studied, and then the results of some other real-world problems of varying levels of complexity (different sizes of data sets) are summarized in the Appendix. Table 1 shows the description of all data sets used in the experiments. In all experiments, each data set is divided into three parts: 60% of data set is considered for training; 20% of data set is used as validation data; and the remaining 20% data set is utilized for testing. In the premise part of GC, the number of clusters (contexts) of CSC is set as two; while in the consequence part Gaussian kernel is utilized. The symbols in these experiments are summarized as follows: TR represents for the performance index (classification rate) for the training data; VA stands for the validation data; and the TE denotes the testing data.
A. Ecoli Data
The GCs are applied to the Ecoli data set, which involves 336 patterns. Each pattern is described by eight input variables.
The number of rules impact the performance of GCs are illustrated in Fig. 6 . Their increase produces the improving classification accuracy rates for the training set, validation set, and testing set. This tendency also shows that increasing the number of rules enhances the prediction abilities.
The identification process ranged from one context to five contexts for the Ecoli data are described as shown in Fig. 7 . Fig. 8 displays the values of performance index TE range from one rule to five rules for the Icoli data. In case of one rule, the value of performance index with the best parameters selection is still less than the 90%; while in case of five rules, the value of performance index TE is more than 90% with the adaptive parameter selection. This tendency illustrates that the value of TE is enhanced with the increasing number of rules. Table 1 reports the experimental results of comparative classification rate of the proposed GC with some previous classifiers. It is shown in Table 1 that the proposed classifier provides substantially higher classification rate for Ecoli data. 
B. Selected Machine Learning Data
To further evaluate the proposed granular classifier, five well-known data sets which have different number of variables and available data are tested. Table 2 describes the main features of the seven data sets.
A comparative analysis considering some classifiers reported in the literatures are summarized as shown in Table 3 . It is evident that the granular classifier outperform the better classification rate in comparison with these existing classifiers. 
KDD CUP 99 data
To illustrate the performance of the proposed RCs for solving the network intrusion detection problem, here we test it on the well-known KDD Cup 99 dataset. There are 5,000,000 labeled records and 41 attributes in the original KDD dataset, which consists one type of normal data and 24 different types of attacks that are categorized in four groups of DDOS, Probe, U2R, and R2L [25] [26] [27] . It is noted that some researchers recommend using 10% KDD Cup 99 when resolving many issues with the dataset. Table 4 describes the filtered 10% KDD Cup 99 dataset [25] [26] [27] . In our experiments, we also used the 10% KDD Cup 99 training data with duplicates removed for the first set of tests with a dataset that consists of 145,585 samples. The data set is split into two parts, 50% of data set is used for training, while the remaining 50% are considered for testing. To compare with other methods, we utilized the following performance measures [25] [26] [27] True Positive (TP). A "True Positive" is a correct detection of an attack in the intrusion detection.
False Positive (FP). A "False Positive" is an indication of an attack on traffic that should have been classified as "normal".
True Negative (TN). A "True Negative" is a correct identification of "Normal Traffic" in the intrusion detection.
False Negative (FN). A "False Negative" is a real attack that was misidentified as "Normal" traffic.
Accuracy. "Accuracy" is the common metric utilized for assessing the overall effectiveness of a classifier. The expression of Accuracy is as follows 
The number of rules impacts the Accuracy of RCs as shown in Fig. 9 . Their increase leads to the increase of accuracy in case of the number of rules is less than four, while it becomes low when the number of rules arrives at five. This tendency illustrates that the relative optimal classifier could be emerged with the adaptive selecting the number of rules. Fig. 10 further depicts the values of Accuracy ranging from one rule to five rules with different parameters. Table 5 summarizes the comparison of RC per class detection and false positive performance to some conventional approaches. For each line, the results of DDos, Probe, U2R, and R2L based on TP and FP are listed, respectively. Among the cited approaches, there is a wide range of results but very few approaches have consistently good detection performance across all four attack classes except from the proposed RC. From the result of DDos, Probe, U2R, and R2L, our approach not only have better accuracy, but also the mean TP/FP ratio is much higher than the existing methods. It is clear that the proposed RC obtains better performance in comparison with other approaches listed in the literatures.
Concluding Remarks
Classical rule-based classifiers train the data set without adequate use of output data. With this regard, we first propose a context-based clustering method and then develop a granular classifier to alleviate this limitation. The work contributes to the research on classification can be summarized as the following two aspects: 1) we have proposed a context-based similar clustering method, which is exploited here to realize the premise part of the granular classifier, and 2) we have designed the architecture of granular classifiers. By combining context-based clustering method and support vector machine, we take advantages of the two technologies when dealing the classification problems.
For future study, granular classifiers may be improved by constructing new clustering method or new architectures.
Furthermore, the proposed context-based clustering method can be applied to design new granular classifiers by combining other classical classifiers.
