The coded cooperative data exchange problem is studied for the fully connected network. In this problem, each node initially only possesses a subset of the K packets making up the file. Nodes make broadcast transmissions that are received by all other nodes. The goal is for each node to recover the full file. In this paper, we present a polynomial-time deterministic algorithm to compute the optimal (i.e., minimal) number of required broadcast transmissions and to determine the precise transmissions to be made by the nodes. A particular feature of our approach is that each of the K − d transmissions is a linear combination of exactly d + 1 packets, and we show how to optimally choose the value of d. We also show how the coefficients of these linear combinations can be chosen by leveraging a connection to Maximum Distance Separable (MDS) codes.
I. INTRODUCTION
Consider a fully connected network composed of N nodes that all want to recover a K packet file. Each node initially only has a subset of the packets. Each node can generate coded packets by using its available packets and transmit them to other nodes through a lossless channel, i.e. all other nodes receive the coded packets. The goal is for each node to assemble the full file. The key questions are: (1) What is the minimal number of required transmissions? (2) What should individual nodes transmit? This problem is referred to as Cooperative Data Exchange (CDE) or communication for omniscience for the fully connected network.
A. Related Work
The CDE problem was originally introduced by El Rouayheb et al. in [1] for the fully connected network. Upper and lower bounds on the minimal number of required transmissions were established. The CDE problem can be formulated as an Integer Linear Program (ILP) with the Slepian-Wolf constraints on all proper subsets of the nodes' available packet information. A randomized algorithm [2] and a deterministic algorithm [3] were proposed to give an approximate solution and solve the problem with high probability. We note that the number of constraints in the ILP at hand grows exponentially with the problem size. Nevertheless, exact polynomial-time algorithms were found in [4] , [5] , [6] based on minimizing submodular functions and subgradient optimization. The CDE problem was extended to general networking topologies and was shown that linear codes are sufficient to optimally solve the CDE problem in [5] , [7] . Many extensions of the CDE problem have been studied, such as nodes with priority of classes [8] , optimization on weighted sum of transmissions [4] , [9] , packet-splitting [5] , [10] , and unreliable nodes [11] .
The CDE problem for the fully connected network is also related to the secret key generation problem, which was introduced in [12] . Tyagi et al. [13] reformulated the problem as a maximization over all partitions of the node set and leveraged this to derive an algorithm for local omniscience. The weakly secure data exchange problem was introduced in [14] . The goal is to achieve universal recovery while revealing as little information as possible. In contrast to the coding scheme in [14] in which each transmission is a linear combination of as many packets as possible, our scheme considers a fixed number of packets for every transmission.
Given the total number of transmissions, designing the coding scheme is a multicast network code construction problem and can be solved by the polynomial time algorithm proposed by Jaggi et al. in [15] .
B. Contributions
We consider the CDE problem for the fully connected network in a new perspective and our contributions can be summarized as follows:
(1) We present a new deterministic algorithm to compute the minimal number of required transmissions. It is based on searching for the existence of certain conditional bases of the packet distribution matrix. The complexity is bounded by O(N 3 K 3 log(K)), significantly lower than the complexity of the best known existing algorithms proposed in [4] based on minimizing submodular functions O((N 6 K 3 +N 7 ) log(K)) and based on subgradient methods O((N 4 log(N ) + N 4 K 3 )K 2 log(K)). (2) We propose a novel coding scheme with K − d transmissions in which each transmission is a linear combination of d + 1 packets for any 0 ≤ d < K. Nodes with at least d packets can recover their missing packets from this coding scheme regardless of which packets they have in detail. The coefficient matrix of the coding scheme can be efficiently generated by performing elementary row operations on a Vandermonde matrix.
C. Organization
This paper is organized as follows. Section II formally defines our system model and introduces definitions and notations that would be used in this paper. Section III presents our main results. Section IV proposes our algorithms to compute the minimal number of required transmissions for the CDE problem over the fully connected network. Section V presents an efficient way to construct the linear code.
II. SYSTEM MODEL AND DEFINITIONS
Let [n] denote {1, . . . , n}. Let w H (u) denote the Hamming weight of vector u and u S denote the entry-wise OR of all vectors in set S. For non-binary vectors, w H (u S ) is the cardinality of the support set of S. Consider a fully connected network of N nodes and a desired file composed of K packets. Let N = [N ] and P = {P i , i ∈ [K]} denote the sets of nodes and packets, respectively. Each P i ∈ F, where F is some finite field. Without loss of generality, we assume that every packet is initially possessed by at least two nodes and at most N − 1 nodes 1 . The set of the packets initially available at node i is denoted as X i ⊆ P. The union set of the packets initially available at a subset of node I ⊆ N is denoted as X I = i∈I X i . We assume that all the nodes collectively have all packets, which means X N = P. The notation X c I = P\X I denotes the jointly missing packets at nodes in set I. 
, . . . , a iK ] and β j = [a 1j , . . . , a Rj ] are the i th row and j th column vectors of A, respectively. Then we have: ⎡
The minimal number of required transmission can be computed by solving the following integer linear program [5] :
Consider a CDE problem for the fully connected network with 4 nodes and 9 packets. The packet distribution matrix is as following:
If there is a packet that is only initially available at one node, the optimal strategy is just letting that node send the uncoded packet to the others. If there is a packet that is available at all nodes, then no one needs to recover it. 2 Only linear coding schemes are considered since it has been proved that they are sufficient to optimally solve the CDE problem [5] , [7] .
By using the methods proposed in [4] , [5] , the minimal number of required transmissions should be 5. One feasible coding scheme could be: node 1 sends T 1 = P 1 + P 5 and T 2 = P 2 + P 6 , node 2 sends T 3 = P 3 + P 7 , node 3 sends T 4 = P 4 + P 8 and T 5 = P 9 .
In Example 1, the coding scheme does not require node 4 to make any transmission, but the algorithms still have to consider the constraints related to node 4. However, we will show that without knowing the exact packet distribution information at some nodes (in this example, node 4), but only knowing the number of available packets at them, it is still possible to compute the minimum number of required transmissions and construct a universal recovery coding scheme.
Condition (4) limits the number of basis vectors in each subspace of the K-dimensional space. d is an integer.
Definition 3. A binary vector u can generate another binary vector v if u and v have the same dimensions and
Moreover, let G(u) denote the set of all binary vectors that can be generated by u. 
Denote the i th of row of A(C) by α i (C). Then ∀Ŝ ⊆ {α 1 (C), · · · , α R (C)}, we have w H (αŜ(C)) ≥ |Ŝ|. Let G(A(C)) denote the bipartite graph corresponding to A(C), where there is an edge between i th left vertex and j th right vertex if and only if A(C) ij = 0. According to Hall's marriage theorem, there exists a perfect matching in G(A(C)). According to Edmond's Theorem [16] , det(A(C)) ≡ 0. Note that C det(A(C)) is a multivariate polynomial of non-zeros entries of A. For a large enough finite field, there exists a good choice of non-zero entries of A such that C det(A(C)) ≡ 0 [17] . Hence, any R columns of A can be linearly independent at the same time. In other words, given any d packets, the other R missing packets can be recovered from our coding scheme.
Remark 1. The coefficient matrix used in Theorem 1 is a constrained generator matrix for an MDS code [18] . We will introduce an efficient way to construct it in Section V. Proof. We assume that a subset of nodesÎ can generate R linearly independent transmissionsT = {T 1 , . . . ,T R } which achieve universal recovery. The code can be charaterized by a matrixÂ as in Eqn. (1) with rowsα i 's and columnsβ j 's. In row i ofÂ, only the elements indexed byv i are non-zero.
For each non-empty subset
Hence, there must exist a subset of columns C ⊂ [K] and corresponding subset of column vectors
= {P i : i ∈ C} denote the set of packets indexed by C. Set N of nodes that generate transmissions {T i : α i ∈ S} can not decode all their missing packets in P C unless each of them has at least |C| − w H (β C ) packets in P C . Hence, nodes in N can add packets of P C into the linear combinations of transmissions in {T i : α i ∈ S} to generate new transmissions {T i : α i ∈ S} such that w H (β C ) = |C| and w H (α S ) = |S| + d. For each transmission T i and the correspondingT i , we havev i ∈ G(v i ) and each T i can still be linearly independent from other transmissions. Given thatT can achieve universal recovery, T can also achieve universal recovery. The set of corresponding binary vectors V = {v 1 , . . . , v R } satisfies constraint (4) .
For each T i with w H (α i ) > d + 1, we would like to show that it can be reduced to a linear combination of d+1 packets. ∀S ⊆ {α j : j = i}, w H (αS) ≥ |S|+d. The linear combination of {T j : j = i} can provide K − d − 1 degree of freedoms among the used packets. Hence, by subtracting a proper linear combination of {T j : j = i} from T i , we can getT i with w H (ᾱ i ) = d + 1. Thus the correspondingV forms a d-Basis.
Example 1 revisited. We already know a coding scheme with 5 transmissions that achieves universal recovery. But each coded packet for transmission is a linear combination of two packets or just one pure packet. According to Theorem 2, there must exist another coding scheme in which every coded packet for transmission is a linear combination of 5 packets. It is easy to verify that coding scheme with the following coefficient matrix (over finite field GF (2 4 ) with primitive polynomial α 4 + α + 1) also achieves universal recovery. The row vectors of V actually form a 4-Basis in a 9dimensional space. As mentioned in Theorem 1, given any 4 packets, the other 5 packets are able to be recovered from the coding scheme based on coefficient matrix A. Hence, in this example, the detail information of available packets at node 4 is not necessary. As long as it initially has 4 packets, it can always recover the other packets by receiving these coded packets.
Each transmission is a linear combination of 5 packets. Define binary matrix
Theorem 3. For the CDE in the fully connected network, the minimal number of required transmissions R * satisfies:
where the d * -Basis is the largest d-Basis that can be generated by the PDVs and M = min i∈N |X i | is the minimal number of initially available packets at any single node.
Proof. Given that d * -Basis is the d-Basis with largest d value that can be generated by PDVs, according to Theorem 2, there does not exist any linear coding scheme that can achieve universal recovery by using less than K − d * transmissions. Suppose that M ≥ d * . Then every node has at least d * packets. Since d * -Basis can be generated by PDVs, according to Theorem 1, there is a linear coding scheme with K − d * transmissions such that every nodes with at least d * packets can recover all missing packets. Now suppose that M < d * . According to Lemma 1, PDVs can also generate a d-Basis with d = M. According to Theorem 1, there is a linear coding scheme with K −M transmissions such that every nodes with at least M packets can recover all missing packets.
Hence, the minimal number of required transmissions satisfies R * = K − min{M, d * }.
IV. ALGORITHM
According to Theorem 3, to solve the CDE problem, we need to find out the d * -Basis that can be generated by while ∃S ⊆ Q, |S| ≤ 2 : (9) holds do 11: if |V| = K − d then 12: return True and V 13: return False PDVs. We split it into two subproblems: (1) Given a fixed d, determine whether any d-Basis can be generated or not. (2) Find the maximal value of d.
A. Existence of d-Basis
Given the packet distribution matrix E and a specific d, Algorithm 1 is proposed to check whether any d-Basis can be generated by PDVs or not. Only nodes with at least d + 1 packets can generate the d-Basis vectors. We use set V to store the d-Basis vectors that have been generated by previous PDVs and set Q to store merged d-Basis vectors. A set of binary vectors S should be merged as one vector, v S , if
If Inequality (9) holds, adding any d-Basis vector in the subspace spanned by S will violate constraint (4). Hence none of the vector that can be generated by v S should be chosen.
And only e i 's that cannot be generated by any vector in Q can provide new basis vectors. Each of the e i 's can potentially generate as many as w H (ei) d+1 d-Basis vectors. However, we only need to check w H (e i ) − d vectors for each e i . Let
After all vectors in B(e i , d) have been checked, there must exist e i or a vector that can generate e i in Q. Thus, any other b ∈ G(e i , d)\B(e i , d) can be ignored.
In the subspace spanned by any two vectors in Q, there must exist at least one vector that should be added to form the d-Basis. Instead of checking every subset of Q for merging, we can only check the newly added vector with any subset S ⊆ Q with |S| ≤ 2 and treat the merged vector as the newly added vector for further merging until no merging possibility. If K−d d-Basis vectors are found, return True and the corresponding basis V. Otherwise, return False.
B. Searching for d *
We propose Algorithm 2 which uses binary search method to find the d * -Basis that can be generated by PDVs. Let e * = arg max ei w H (e i ). If d max -Basis can be generated, according to Theorem 3, we do not have to check any larger d. 
if ¬F then (F, V) = SdB(E, d) 15: if F then 16:
In Algorithm 2, binary search is used to find the d * -Basis that can be generated by the PDVs which has complexity bounded by log(K). For each d, Algorithm 1 is used to search the existence of d-Basis. Let M (d) denote the number of nodes that have at least d + 1 packets. For the i th checked node: |B(e i , d)| = w H (e i ) − d, the number of subsets in Q with size no larger than 2 is i + i 2 , the number of merging iterations is less than the size of d-Basis K − d. Hence the complexity 3 of Algorithm 1 is bounded by
Since M (d) ≤ N and w H (e i ) ≤ K, we have the overall complexity is bounded by O(N 3 K 3 log(K)), which is much lower than the complexity of existing algorithms proposed in [4] based on minimizing a submodular function O((N 6 K 3 +N 7 ) log(K)) and algorithm based on subgradient methods O((N 4 log(N ) + N 4 K 3 )K 2 log(K)).
Example 1 revisited. Apply our algorithms on Example 1.
Since M = 4 and w H (e * ) = 6, d max = 4. Then existence of 4-Basis is checked by SdB(E, 4) , which returns Ture and the corresponding 4-Basis vectors shown as Eqn. (7) . v 1 and v 2 are generated by e 1 , v 3 and v 4 are generated by e 2 , and v 5 is generated by e 3 . Hence the minimal number of required transmissions is 5. Generally , if d max -Basis cannot be generated, binary search would be used to find the d * .
V. CODE CONSTRUCTION
In previous sections, we presented how to compute the minimal number of required transmissions and the corresponding algorithms. In this section, we explain how to explicitly design the coding scheme to achieve universal recovery at all nodes.
After knowing the number of transmissions which should be made by each node, designing the coding scheme can be formulated as a multicast network code construction problem. Methods based on the mixed matrix completion algorithm [19] and the Jaggi et al. algorithm [15] are presented in [4] . However, those methods have to take all packet distribution information into consideration and generate a coding scheme that only works for this particular setting. As Theorem 1 pointed out, it is possible to construct a coding scheme which enables universal recovery at all nodes with at least K − R * packets. Packet distribution information of nodes which do not send anything is not necessary for constructing the code and can be ignored. This class of codes is based on MDS codes which can be constructed efficiently by starting from Vandermonde matrices.
Consider an R × K Vandermonde matrix over a finite field F q , where R = K − d:
For large enough q, there exists {θ 1 , . . . , θ K } such that any m (m ≤ R) columns are linearly independent. Apparently V is the generator matrix of an MDS code. However, the coefficient matrix A cannot simply be set equal to V, since the number of non-zero entries of each row cannot be larger than the number of available packets at the node which generates this transmission. Nevertheless, by performing elementary transformations on V, we can transform it into a coefficient matrix A with the property that each row has K − R + 1 nonzero entries. Since the rank of V is R, any K-dimensional vector with at least K−R+1 non-zeros entries can be obtained by a proper linear combination of the R row vectors of V. 
By elementary row transformations and Gaussian eliminations, we can get the coefficient matrix A shown as (6) . Given any four packets, the other packets can be recovered from transmissions based on A. Suppose there is another node with PDV e 5 = [1, 0, 1, 0, 1, 0, 0, 1, 0]. It can also recover all its missing packets by receiving transmissions based on A. The detail of its packet distribution information is not used for either computing the minimal number of required transmissions or designing the coding scheme. Although in this example the coefficient matrix of our method looks more complicated than that of methods based on Jaggi et al.'s algorithm, in general cases, the complexity of constructing the coefficient matrix via our method is much lower.
