Differential Evolution is a stochastic and meta-heuristic technique that has been proved powerful for solving real-valued optimization problems in high-dimensional spaces. However, Differential Evolution does not guarantee to converge to the global optimum and it is easily to become trapped in a local optimum. In this paper, we aim to enhance Differential Evolution with Random Local Search to increase its ability to avoid local optimum. The proposed new algorithm is called Differential Evolution with Random Local Search (DERLS). The advantage of Random Local Search used in DERLS is that it is simple and fast in computation. The results of experiments have demonstrated that our DERLS algorithm can bring appreciable improvement for the acquired solutions in difficult optimization problems.
Introduction
Optimization is an important issue in solving many real world problems in industrial and scientific applications. Generally, numerical optimization techniques can be divided into two categories: point-based transition and population-based transition [1] . Population-based transition works with a population of possible solutions, and new generations are created from old populations to progressively improve the precision of the results. As many points in the search space are explored simultaneously, population-based approaches have stronger global search ability than point-based methods.
Differential Evolution (DE) is one of the population-based approaches for optimization. It is a stochastic and meta-heuristic evolutionary algorithm, first proposed in 1997 [2] . After that a lot of works have been done by many researchers to further improve its performance. Previous researches have demonstrated that DE represents a powerful tool to solve problems with real-valued parameters [3] , [4] , and also in high-dimensional spaces [5] .
However, there is one problem that DE sometimes converges too fast. This would be good for the majority of unimodal functions yet a risk for multi-modal functions. The search process with DE Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. is very likely to get stuck into a local optimum in the multimodal situations and there is no mechanism in classic DE to reduce the chance of this to happen.
In this paper we aim to create a new function into DE to increase its ability to avoid local optimum, in our case, local minimum. Our idea is to combine Random Local Search (RLS) into a classic DE algorithm. Although this topic has been addressed by other researchers (see examples in [6] , [7] , [8] , [9] , and [10] ), the local search strategies used in other works are different from ours and are more computational expensive. The advantages of the RLS strategy employed in our DE algorithm is that it is simple and fast in computation. The results of experiments have demonstrated that the simple RLS strategy combined with DE can lead to substantial improvement of results in difficult optimization problems.
The rest of the paper is organized as follows. Section 2 briefly describes some related works. We explain classic DE algorithm and our proposed algorithm of DE combined with RLS in Section 3. In Section 4 we present and compare the results. Finally, in Section 5 the paper concludes with remarks on conclusion and future works.
Related Work
Since the first proposal of DE in 1997 [11] , a lot of works have been done to improve the search ability of this algorithm. Some authors integrate some kinds of local search into DE, the differences with DERLS are that these approaches have an expensive computational cost or they use their local search approach to a different number of individuals.
Ali, Pant and Nagar [6] proposed two different local search algorithms, namely Trigonometric Local Search and Interpolated Local Search, which were applied to refine the best solution and two random solutions in every generation respectively.
Local search differential evolution was developed in [7] where a new local search operator was used on every individual in the population with a probability. The search strategy attempted to find a random better solution between trial vector and the best solution in the generation.
Dai, Zhou, Zhang and Jiang [8] combined Orthogonal Local Search with DE in the so-called OLSDE (Orthogonal Local Search Differential Evolution) algorithm. Therein two individuals were randomly selected from the population at each iteration for local refinements.
Pei-chong, Xu and Xiao-hong [9] proposed a DE with Chaos Local Search (CLS). CLS was applied on 20% of the population after running of original DE to obtain superior global convergence and robustness in solving global optimization problem.
Poikolainen and Neri [10] proposed a DE with Deterministic Local Search; this algorithm is called Differential evolution with concurrent fitness based local search (DEcfbLS). They apply Local Search in the most promising solutions.
Proposed algorithm to avoid local optimum
In this Section we will first introduce the classic DE approach and then present our proposed algorithm that combines classic DE with RLS.
Classic Differential Evolution
DE is an algorithm based on population with N p individuals. Every individual in the population represents a possible solution to the problem to be solved. One individual in the population is represented by X i,g with i = 1, 2, . . . , N p and g is the index of the generation. DE has three main operators; mutation, recombination and selection. The explanation of these operators is given below:
MUTATION. This operation creates a different solution for every individual using other individuals in the same population. The vector for the mutated solution is called noisy vector and it is represented like V i,g . There are a few possible ways to mutate the current population [12] and the meaning of the name is DE/x/y/z, where x means the vector to be mutated, y is the number of difference vectors used in the equation and z denotes the recombination used, we always uses binomial and it will be explained below; three of them are listed below
• DE/rand/1/bin:
• DE/best/1/bin:
• DE/current-to-best/1/bin:
where r1, r2, r3 ∈ {1, 2, . . . , N p } are randomly created integers and F, F 1 and F 2 are constant factors in the interval (0,2]. X best,g means the best solution in the generation g and X i,g represents individual i in the generation g. The equation (1) means for every individuals in the population we choose one randomly individual and we plus this one with the difference between others two randomly individuals multiply for a constant. The equation (2) is the same than equation (1) but we change the first randomly individual for the best individual in that generation. In equation (3) we plus the current value with a difference between the best individual and we plus this with difference between two random individuals, those two differences need to be multiply for constants.
RECOMBINATION. This operation combines all the individuals in the population with the noisy vectors created in the mutation stage. Such new solutions created are called trial vectors and we use T i,g to represent the trial vector corresponding to individual i in the generation g. The parameters in the trial vector are decided according to Eq. (4).
where j represents the index of parameters in a vector, j rand is a random number between 1 and N p to ensure that at least one value from the noisy vector will be delivered to the trial vector and Pr is the probability of recombination. This equation (4) means that we choose randomly every component between the individual X i,g and the noisy vector V i,g .
SELECTION. By this operation we compare a trial vector and its parent solution in the population to decide the winner to enter the next generation. Hence, if the problem of interest is minimization, the individuals in the new generation are generated using Eq. (5) as follows:
where f (T i,g ) means the fitness of T i,g and f (X i,g ) denotes the fitness of X i,g . the equation (5) chooses the best individual between X i,g and T i,g comparing their fitness values.
The Pseudocode of differential evolution is giving below:
Differential Evolution 1. Initialize the population with randomly created individuals. 2. Calculate the fitness values of all individuals in the population 3. While the termination condition is not satisfied do 4.
Create noisy vectors using a mutation strategy in equation (1), (2), (3) 5.
Create trial vectors by recombining noisy vectors with parent vectors according to equation (4).
6.
Evaluate trial vectors with their fitness values 7.
Select winning vectors according to equation (5) as individuals in the new generation 8. End while.
Differential Evolution enhanced with random local search (DERLS)
In order to increase the capability to escape from a local optimum, we propose to incorporate a random local search (RLS) strategy into the classic DE algorithm. The RLS strategy will be applied every time when a new generation is created for further improvement. The idea of our algorithm is use RLS in each generation of DE. When one generation of DE ends, then, we apply RLS only to the best solution, trying to avoid the local optimum.
The basic idea of local search is to explore in the closest neighborhood. There are actually a number of alternatives for local search, such as Gradient search and Simplex method [13] , But in our paper, we adopt RLS strategy to allow more randomness while still pressing down extra computational cost.
With our RLS strategy, we attempt to avoid the local optimum by doing small random "jumps" into more promising regions in the space of solution. We could use this strategy to the whole population but the problem is that, if we do that, we spend a lot of time and resources trying to improve bad solution. Therefore our RLS tries to find better solution from the best solution in every generation. To do that, this RLS choose 10% elements of the best solution, changing these values to others values randomly in the range of the problem, creating a new solution. If the RLS does not improve the solution, it tries again with the same process M tries without improvement. If RLS improve the actual best solution, then we restart the tries and we change the best solution for this new solution. 
The pseudocode of RLS is given below:
RLS (applied to the best individual):
Randomly selection k from Candidates 7.
Assign a random possible value to parameter k of the vector 8.
Remove k from Candidates; 9.
Set j = j + 1 10.
End while (line 5) 11.
If this new solution is better than the parent, then 12.
Replace the parent solution with the new one, seti = 1 13. else set i = i + 1 14.
End if 15. end while (line 2) in the RLS algorithm, M is equals to the numbers of times that we are trying to improve the current best solution and α is the percent of the totally values of one individual that we need to change.
The proposed DE algorithm with combined RLS is formulated with the pseudocode in the following. First we need to mutate the population, and a few possible ways are available for this operation. In the experiments shown later, we only used the mutation strategies in equation (1) and (2) . After mutation, we do crossover to recombine noisy and parent vectors according to equation (4) . Then the winning solutions are selected based on comparison of the fitness values of the trial and parent vectors, according to equation (5) . The winning solutions form a new generation and the best individual from it is identified. Subsequently RLS is executed on the best solution of the population for possible improvements. If a new better solution is found by RLS, it is introduced into the population as replacement of an old individual.
The working procedure of DERLS is formulated as follows DERLS:
1. Initialize population with random individuals 2. Evaluate the individuals in the population with fitness values 3. while the termination condition is not met Do 4.
Mutate the population according (1), (2) or (3) 5.
Recombine noisy vectors with parent vectors according (4) 6.
Select the winning vectors as individuals of the new generation according to (5) 7.
Choose the best individual from the population 8.
Apply RLS to the best individual 9.
Actualize the best individual 10. End while
Experiments and Results
To examine the capability of the proposed algorithm in solving real-valued optimization problems, we used the eight mathematical functions listed in Table 1 in the experiments to compare the results found by our algorithm and true global optimal solutions of these functions. Functions 1, 2, 3, 4 and 5 in the table are unimodal and functions 6, 7 and 8 are multimodal. All these functions contain 30 parameters/variables. We ran our algorithm 50 times on each function in attempts to find best solutions for them. The numbers of evaluations performed in optimizing the respective functions are given in Table 2 . In our experiments we used M = 5 and α = 0.1.
The experiments were conducted as follows. First we compared classic DE with our DERLS algorithm both using DE/rand/1/bin as the mutation strategy. Secondly we employed the DE/best/1/bin mutation strategy to the classic DE and DERLS algorithm for comparison. Finally we compared both mutation strategies (DE/rand/1/bin and DE/best/1/bin) in classic DE and then demonstrated how the inferior strategy could be enhanced by integration RLS. Table 3 . This table shows us the mean errors and standard deviations that were obtained with experiments on all the functions. We can see in this table that DERLS acquired better results in functions 2, 3, 4, 6, 8. Particularly, in the most challenging task of function 6, the improvement with DERLS is highly significant, decreasing mean error from 1470 to 270. On functions 1, 5, and 7 DERLs did not dominate over classic DE, but the results were quite similar with trivial differences. Therefore we can conclude that DERLS generally is stronger than classic DE if both adopt the DE/rand/1/bin mutation strategy.
DERLS versus Classic DE with DE/best/1/bin strategy
In this subsection we shall compare DERLS and classic DE using DE/best/1/bin as the mutation strategy. Our purpose is to check, with the other mutation strategy, whether we can obtain the same conclusion as that we got before with the DE/rand/1/bin strategy. The experiments produced the results as listed in Table 4 .
We can observe the results of these algorithms on Next we attempt to compare both algorithms in multimodal functions. We can see in the table that DERLS performed better than classic DE in two of the three functions (functions 6 and 7). Moreover, it is important to note that the improvement acquired by DERLS on function 6 as the most difficult problem is extremely significant, with the difference value being 2620. Finally, in function 8, the solution found by DERLS is so close to the true optimum that its difference with that of classic DE is completely ignorable.
Based on the above analysis, we can point out that DERLS would be more appealing to apply to remain robust in various situations and, in particular, to escape from local optimum in unimodal functions.
DERLS with DE/best/1/bin strategy versus Classic DE with DE/rand/1/bin strategy
In this last subsection we want to compare the two mutation strategies: DE/rand/1/bin and DE/best/1/bin. Then RLS will be integrated with the inferior mutation strategy to see if performance improvement would be possible by means of local search.
First, we compare both strategies without local search and the results are illustrated in Table 6 .
With the first glimpse, we see that classic DE with DE/rand/1/bin mutation strategy is better than DERLS with DE/best/1/bin strategy in 6 of the 8 functions.
However, the more important in our analysis is not if it is better or not on the surface, but whether it dominates its counterpart significantly. With this view in mind, we shall compare the results on the unimodal functions and multimodal functions respectively in the following.
In unimodal functions, classic DE is better in 4 of the 5 functions. There are 2 big differences in function 2 and function 4. DERLS is much better than DE in function 2, while in function 4 classic DE obviously dominates. Hence we can claim that classic DE with DE/rand/1/bin mutation strategy is likely to perform better than DERLS with DE/best/1/bin strategy in most unimodal functions.
In multimodal functions, classic DE seems to outperform in 2 of the 3 functions. But now we would like to consider more on the magnitude of the differences. In function 6 DERLS is much better than classic DE, with the mean error being 470 that is much smaller than the error of 1470 from classic DE. We should also notice that function 6 is a very difficult problem, on which the classic DE with DE/best/1/bin mutation strategy obtained a large error at 3090. So we can see an extremely important improvement here by inducing the local search. In function 7 classic DE seems better, but difference between the results is only 13. Again, in function 8, the difference is tiny and both DERLS and classic DE got results extremely close to the true global minimum. Therefore we can claim that DERLS with DE/best/1/bin mutation strategy has stronger ability than DE with DE/rand/1/bin mutation strategy to deal with difficult multimodal functions.
Conclusion
In this paper, we propose DERLS as a new DE algorithm which embeds random local search in its structure. We examined the capability of DERLS in solving real-valued optimization problems in experiments and the results we obtained are favorable. It has been shown that DERLS is stronger in multimodal functions than classic DE. Moreover, DERLS is not difficult to implement and it takes the same time in calculation as classic DE. On the other hand, in unimodal functions, DERLS is not able to bring meaningful improvement.
It bears noting that the above remarks on DERLS are based on the experiments using pure mathematical functions. In the future we will apply DERLS and test its performance in practical industrial scenarios. We will also attempt to further improve our algorithm with a non-fixed neighborhood and by applying RLS only when it is necessary.
