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ANALYSIS OF EFFECTIVENESS OF THRESHOLDING IN PERFUSION ROI DETECTION 
ON T2-WEIGHTED MR IMAGES WITH ABNORMAL BRAIN ANATOMY  
Background. The brain perfusion ROI detection being a preliminary step, designed to exclude non-brain tissues from 
analyzed DSC perfusion MR images. Its accuracy is considered as the key factor for delivering correct results of 
perfusion data analysis. Despite the large variety of algorithms developed on brain tissues segmentation, there is no one 
that works reliably and robustly on T2-weighted MR images of a human head with abnormal brain anatomy. Therefore, 
thresholding method is still the state-of-the-art technique that is widely used as a way of managing pixels involved in 
brain perfusion ROI in modern software applications for perfusion data analysis. 
Objective. This paper presents the analysis of effectiveness of thresholding techniques in brain perfusion ROI detection 
on T2-weighted MR images of a human head with abnormal brain anatomy. 
Methods. Four threshold-based algorithms implementation are considered: according to Otsu method as global thresh-
olding, according to Niblack method as local thresholding, thresholding in approximate anatomical brain location, and 
brute force thresholding. The result of all algorithms is images with pixels’ values changed to zero for background 
regions (air pixels and pixels that represent non-brain tissues) and original values for foreground regions (brain perfusion 
ROIs). The analysis is done using comparison of qualitative perfusion maps produced from thresholded images and 
from the reference ones (manual brain tissues delineation by experienced radiologists). The same DSC perfusion MR 
datasets of a human head with abnormal brain anatomy from 12 patients with cerebrovascular disease are used for 
comparison. 
Results. Pearson correlation analysis showed strong positive (r was ranged from 0.7123 to 0.8518, p < 0.01) and weak 
positive (r < 0.35, p < 0.01) relationship in case of conducted experiments with CBF, CBV, MTT and Tmax perfusion 
maps, respectively. Linear regression analysis showed at level of 95% confidence interval that perfusion maps produced 
from thresholded images were subject to scale and offset errors in all conducted experiments. 
Conclusions. The experimental results showed that widely used thresholding methods are an ineffective way of managing 
pixels involved in brain perfusion ROI. Thresholding as brain segmentation tool can lead to poor placement of perfusion 
ROI and, as a result, produced perfusion maps will be subject to artifacts and can cause falsely high or falsely low 
perfusion parameter assessment.  
Keywords: perfusion dynamic susceptibility contrast magnetic resonance imaging; abnormal brain scans; region of in-
terest; segmentation; thresholding.  
Introduction 
DSC (Dynamic Susceptibility Contrast) perfu-
sion MR (Magnetic Resonance) imaging plays a sig-
nificant role in diagnostic and management of cer-
ebrovascular and intracranial oncological dis-
eases [1—3]. During the DSC MR exam a scanner 
provides rapid acquisition of contrast-based image 
sequences to measure the first pass of a bolus as it 
circulates through the brain vasculature. The sus-
ceptibility of the contrast agent causes a decrease in 
signal intensity on the T2-weighted MR images. That 
kind of decrease in signal intensity is further converted 
into time-concentration curves from which perfusion 
data analysis can be performed on pixel-by-pixel basis. 
Result of DSC perfusion data analysis is quantitative 
values of hemodynamic parameters and perfusion 
maps which are their visual interpretation. 
Nowadays, accurate detection of brain perfu-
sion ROI is considered to be more relevant for deliv-
ering correct results of perfusion data analysis [4—6]. 
It can be explained by the fact that involving of non-
target pixels data in perfusion analysis leads to the 
presence of numerous artifacts on perfusion maps 
and can cause falsely high or falsely low results of 
perfusion parameters assessment. 
Accurate detection of brain perfusion ROI is a 
task of applying brain tissues segmentation algorithm 
that can provide proper results on DSC perfusion 
MR images with abnormal brain anatomy. Cer-
tainly, the manual segmentation is able to give ac-
curate results not only on images with healthy tissues 
and organs, but with pathological ones too. Unfor-
tunately, manual segmentation of brain tissues 
through all DSC exam images is labor intensive and 
extremely time-consuming task. In most clinical 
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cases, its performance requires a specialist with suf-
ficient knowledge and practical experience to detect 
brain anatomical structures and its lesions on 
T2-weighted MR images. Therefore, automatic al-
gorithms for segmentation is generally preferable. 
Despite the importance, the development of 
appropriate and effective automatic, or at least semi-
automatic, brain segmentation algorithm on DSC 
perfusion MR images is still required for clinical use. 
The explanation for this is actually quite straight-
forward and can be substantiated by the following 
items. 
Considering the fact that DSC perfusion data 
is T2-weighted images, such data is more compli-
cated for automated brain segmentation than 
T1-weighted images. It can be explained with fatty 
tissues presence between brain and skull. Thus, a lot 
of automatic algorithms for brain segmentation are 
focused on T1-weighted MR images. 
There are automatic algorithms that provide 
brain segmentation and simultaneously applicable 
to brain tissues detection on T1-weighted and 
T2-weighted MRI images [7, 8]. Such algorithms 
require a lot of parameters to be properly estimated 
for each, or at least initial, image processing. As a 
result, not accurate brain tissues ROIs are detected 
if the estimation and initialization are not done 
properly or in case of processing of low-contrast and 
low-resolution images, like DSC perfusion ones[9]. 
Any of the methods that are known in the art 
as useful for brain segmentation on °2-weighted 
MR images are not applicable to clinical use. It can 
be explained by required modifications in exam pro-
tocols (in case of utilizing for segmentation process 
the benefits from the specific image acquisition 
technique [10], or from the high-resolution pairs of 
T1-weighted and T2-weighted images [11]), or by 
partially eliminated information about studied ob-
jects (in case of parameterization of the °2-weighted 
image intensity onto a standardized °1-weighted in-
tensity [12]).  
Clinical images in most cases have visualization 
of abnormal brain anatomy. So, high amount of le-
sions types and their challenging shape or appear-
ance in the brain are the reason of fails of automatic 
algorithm commonly applied for segmentation pur-
poses in the field of computer software related to 
different areas of medical image processing [13—15]. 
In case of applying intensity based segmentation, 
like thresholding or clustering, incorrect results are 
caused by overlapping pixel intensities in lesion re-
gions and regions which are targeted to be excluded 
from the image. In case of pattern recognition, at the 
present moment, there is a lack of pre-segmented 
templates and training samples for different shape, 
density, and location of the lesion for such algo-
rithms applying on images with abnormal brain 
anatomy. 
According to all the reasons mentioned above, 
thresholding method is still the state-of-the-art 
technique that is widely used as a way of managing 
pixels involved in brain perfusion ROI. For the most 
part, software applications for perfusion data analy-
sis are oriented on automatic way of threshold value 
selection. However, on practice it is very common 
to have further manual turning of the threshold 
value to provide more accurate brain perfusion ROI 
detection. The basic principle of thresholding 
method is to divide pixels into two classes and thus 
differentiate the brain perfusion ROI from back-
ground. This principle is useful to implement intui-
tive user controls for threshold value selection, but, 
as was mentioned above, overlapping of pixel inten-
sities in lesion regions and background regions can 
lead to incorrect brain perfusion ROI detection.  
Problem Statement 
The purpose of this study is to provide analysis 
of effectiveness of thresholding techniques in brain 
perfusion ROI detection on T2-weighted MR im-
ages of a human head with abnormal brain anatomy. 
This study focuses only on the threshold-based al-
gorithms of low-level intensity pixels extraction that 
are widely used for medical image processing or spe-
cifically developed for brain segmentation on 
T2-weighted MR images.  
The rest of the paper is organized as follows. 
The section Material and Methods presents the 
background for the experiments in the form of a de-
scription of threshold-based algorithms and their 
compliance with the automated brain perfusion ROI 
detection on T2-weighted MR images of a human 
head. The end part of this section describes the data 
used in the experiments. Next, the section Results 
and Discussion provides details on the setup of the 
experiments, then gives the experimental results and 
their discussion. Finally, section Conclusion com-
pletes the paper and references are at the end. 
Material and Methods 
Any algorithm that uses thresholding technique 
for extraction of image pixels with low-level inten-
sity as background defines the binary mask ( , )M x y
for the thresholded image as follows: 
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where ( , )I x y  — image intensity at point with coor-
dinates ( , )x y , t  — threshold value. 
In overall, thresholding algorithms can be clas-
sified as either global or local thresholding based on 
the rules of the threshold value detection. Global 
thresholding algorithms use a single threshold value 
for the entire image processing, whereas local 
thresholding algorithms divide the processed image 
into sets of pixels (sub-images) and for each of them 
a separate threshold value is used. 
The analysis of effectiveness of thresholding 
techniques was done in accordance with segmenta-
tion results obtained from four different algorithms 
that are threshold-based and can be applied for 
automated brain perfusion ROI detection on 
T2-weighted MR images of a human head.  
The first algorithm to be used for the analysis 
of effectiveness of thresholding techniques was im-
plemented according to Otsu method [16]. Otsu 
method is a type of global thresholding technique 
that is very popular and widely used in medical im-
age processing. The algorithm automatically 
searches for clustering-based image threshold that 
minimizes the intra-class variance. The reason for 
such search is that variance is used as a measure of 
image region homogeneity (i.e., image regions with 
higher homogeneity have lower variance). In order 
to find out the threshold value that minimizes the 
intra-class variance, the algorithm considers all pos-
sible values of image intensities as threshold candi-
dates and calculates the intra-class variance for each 
of the two classes under consideration: the class of 
image pixels below and above considered threshold. 
Intra-class variance is calculated as follows: 
2 2 2
1 1 2 2( ) ( ) ( ) ( ) ( ),w t t t t tV  Z  V  Z  V
where Z1( )t  and Z2( )t  — the probabilities of two 
classes separated by a threshold t ;V21( )t  and V22( )t  —
the variances of these two class. In order to decrease 
computation costs, the algorithm maximizes inter-
class variance that is the same as minimizing the 
intra-class variance. The inter-class variance is ob-
tained by extracting intra-class variance from the to-
tal variance and can be calculated as follows: 
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where Z1( )t  and Z2( )t  — the class probabilities are 
calculated from the L  bins of the image histogram 
as follows: 
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The second threshold-based algorithm to be 
used for the analysis was implemented according to 
Niblack method [17]. This method is a type of local 
thresholding technique, in which the threshold val-
ues are spatially varied and are calculated based on 
the local characteristics of the processed image. The 
algorithm searches for a local threshold value t  for 
pixel with coordinates ( , )x y  within a window of size 
uw w as follows: 
 P   V( , ) ( , ) ( , ),w wt x y x y k x y  
where P ( , )w x y  and V ( , )w x y  — the values of local 
mean and standard deviation of intensity values for 
all the pixels inside the search window respectively; 
k  — the bias that controls the level of adaptation 
varying the threshold value. Histogram equalization 
was made as a preprocessing step to improve 
Niblack method to be more effective in MR images 
thresholding [18]. 
The third algorithm to be used for the analysis 
is also threshold-based and uses approximate ana-
tomical brain location (AABL) as image region for 
threshold value calculation [19]. The image pro-
cessing by applying threshold value detected in 
AABL region is a type of global thresholding. Simi-
lar to the previous ones, the algorithm output is a 
binary mask of perfusion ROI that has zero values 
for air pixels and pixels that represent non-brain tis-
sues. The algorithm searches for threshold value t  
from AABL pixels as follows: 
 P  V( , ) ( , ),AABL AABLt x y x y  
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where P ( , )AABL x y  and V ( , )AABL x y  — the values of 
mean and standard deviation of intensity values for 
all the pixels inside the region of approximate ana-
tomical brain location respectively. AABL region is 
obtained by cropping the processed image in global 
extrema places of the first derivative of the projec-
tion curves. The horizontal ( )HP x  and vertical 
( )VP y projection curves are the 1D functions of the 
standard deviation values obtained by projecting the 
image pixels onto horizontal or vertical axis as fol-
lows: 
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where ( , )I x y  — image intensity at pixel with coor-
dinates ( , )x y ; N — the number of image columns; 
and M — the number of image rows. Additionally, 
the algorithm uses hole filling [20] and binary region 
growing [21] steps to remove falsely detected regions 
and produce a region of only brain tissues.  
The last one algorithm to be used for the anal-
ysis of effectiveness of thresholding techniques was 
implemented as a brute force search of the threshold 
value. For this purpose, thresholding was done with 
all possible values of image intensities as threshold 
candidates. The final threshold value was defined to 
present segmentation results with the highest simi-
larity to the reference standard that was defined as 
manually marked ROI of the brain perfusion data 
by an experienced radiologist and confirmed by a 
second radiologist. Agreement with the reference 
standard was estimated with usage of Dice similarity 
index ,DSI  which value was calculated as follows: 
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where FP  — false positive pixels, which are defined 
as brain perfusion ROI pixels after thresholding ap-
plying, but they are not in the reference standard; 
FN  — false negative pixels, which are defined as 
pixels not of the brain perfusion ROI after thresh-
olding applying, but they are in the reference stan-
dard; TP  — true positive pixels, which are defined 
as brain perfusion ROI pixels after thresholding ap-
plying, and they are in the reference standard. 
The analysis of effectiveness of threshold-based 
techniques in brain perfusion ROI detection was 
performed on DSC perfusion MR images of a hu-
man head with abnormal brain anatomy from 12 
patients with cerebrovascular disease. 
The results shown here are in whole based 
upon data generated by the TCGA Research Net-
work: http://cancergenome.nih.gov/. 
All analyzed datasets were divided in two 
batches according to the scan parameters. Thefirst 
batch (here, cases from 1 to 6) scan parameters were:  
repetition time = 1900 ms, echo time = 40ms, flip 
angle = 90q, field of view=23u23 cm, image size= 
=128u128 pixels, voxel resolution =1.875u11.875u 
u15 mm3. The second batch (here, cases from 7  
to 12) scan parameters were repetition time=1550 ms, 
echo time=40 ms, flip angle=90q, field of view= 
=23u123cm, image size= 128u1128pixels, voxel reso-
lution=1.875u11.875u16mm3. Each analyzed MR 
dataset consisted of 5 slices with 95 dynamic images 
per slice. All images were collected in 12-bit 
DICOM (Digital Imaging and Communication in 
Medicine) format. 
Image postprocessing software program was  
in-house developed to perform the analysis of effec-
tiveness of different threshold-based techniques. It 
is written in C# and uses an open-source EvilDICOM 
(http://rexcardan.github.io/Evil-DICOM/) for load-
ing medical images. The developed software  
program has no preprocessing, such as noise reduc-
tion, motion correction or intensity nonuniformity 
correction. Implementation of thresholding segmen-
tation algorithms has no dependency on image res-
olution and is performed using the 4th time-point 
image, on which signal intensity is reached a steady 
state. 
Results and Discussion 
In the current study, the analysis was done us-
ing comparison of qualitative perfusion maps that 
were produced from segmented images and from the 
reference ones. Segmented images were obtained by 
applying four threshold-based algorithms to the 
original DSC head scans. Reference images were 
manually marked ROIs of the brain perfusion data 
by one experienced radiologist, and confirmed by 
another radiologist. 
Pixels values for all images were changed to 
zero for background regions (air pixels and pixels 
that represent non-brain tissues) and were kept the 
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same as original for foreground regions (brain per-
fusion ROIs). 
The comparison was performed on the same 
DSC perfusion MR datasets of a human head with 
abnormal brain anatomy that were selected for the 
experiments. Each analyzed MR dataset consisted 
of 5 slices; all of them from each dataset were se-
lected as the image set for the experiments. Conse-
quently, the analysis of the effectiveness of thresh-
old-based techniques in brain perfusion ROI detec-
tion was performed on 60 T2-weighted MR images 
with abnormal head anatomy. 
Cerebral blood flow (CBF), cerebral blood vol-
ume (CBV), mean transit time (MTT), and time to 
maximum of residue function (Tmax) maps were cal-
culated by using a deconvolution algorithm. Arterial 
input function was determined by using the simplest 
pointing to the artery signals in the brain cross-sec-
tion that was performed by one experienced radiol-
ogist and confirmed by another radiologist.  
The analysis was done under the considered 
machining of perfusion ROIs with regions where an-
alyzed images had non-zero pixel values. 
In order to evaluate the effectiveness of thresh-
old-based techniques in brain perfusion ROI detec-
tion, the Pearson correlation coefficient r was cal-
culated to determine correlation between CBF, 
CBV, MTT, and Tmax perfusion maps from seg-
mented images and from the reference. A difference 
with a p-value of less than0.01 was considered sig-
nificant for all experiments. 
The slope and intercept of linear regression 
were also determined to evaluate the relationship 
between the perfusion maps from segmented images 
and from the reference. 
Results of the analysis of effectiveness of 
threshold-based techniques in brain perfusion ROI 
detection on T2-weighted MR images with abnorm-
al head anatomy are shown in two tables: Pearson 
correlation results are shown in Table1, linear re-
gression — in Table 2. 
Table 1. Correlation between the perfusion maps that were 
produced from the segmented images and from the 
reference ones. Data presented are Pearson correlation 
coefficients, p-value < 0.01 for significance of correlation 
As can be observed from the obtained results, 
brute force thresholding produced perfusion maps 
with the highest correlation to the reference in all 
cases. In most cases, the Otsu and AABL threshold-
ing results were close to the brute force one. How-
ever, perfusion maps produced from the images seg-
mented with AABL thresholding had a little bit bet-
ter correlation with reference. Niblack thresholding 
showed the worst results in all cases. It should be 
mentioned that Tmax map had the highest subjection 
from segmentation among other perfusion maps. 
Despite the relatively high correlation results for 
CBF, CBV, and MTT maps, correlation with refer-
ence in case of Tmax was unacceptably poor for all 
thresholding methods.  
The ideal condition would be to have slope and 
intercept of linear regression with reference as 1 and0, 
respectively. However, the results of the regression 
analysis indicated that 95% confidence intervals of 
Map 
Thresholding method 
Otsu Niblack AABL 
Brute 
force 
CBF 0.8128 0.7229 0.8311 0.8400 
CBV 0.8026 0.7123 0.8105 0.8258 
MTT 0.8441 0.7738 0.8469 0.8518 
Tmax 0.3441 0.3494 0.3452 0.3499 
Table 2. Linear regression analysis of the perfusion maps that were produced from the segmented images and from the 
reference ones: y = ax + b, x = reference value, y = measured value, a = slope, b = intercept. Data presented are 95% 
confidence intervals for regression coefficients 
Clinical case 
Thresholding method 
Otsu Niblack AABL Brute force
S
lo
pe
 CBF 0.7784 ± 0.0733 1.3691 ± 0.1466 0.7801 ± 0.0712 0.7844 ± 0.0621 
CBV 0.7262 ± 0.1474 1.0327 ± 0.1735 0.7298 ± 0.1408 0.7447 ± 0.1389 
MTT 0.8607 ± 0.03 0.7363 ± 0.0287 0.8625 ± 0.0299 0.8660 ± 0.0308 
Tmax 0.6426 ± 0.0988 0.6208 ± 0.1058 0.6431 ± 0.1044 0.6467 ± 0.0946 
In
te
rc
ep
t CBF 0.6791 ± 1.5882 4.4029 ± 2.9543 0.6696 ± 1.5816 0.6414 ± 0.7827 
CBV 0.3077 ± 0.1747 0.4931 ± 0.1911 0.2924 ± 0.1745 0.2843 ± 0.1714 
MTT 0.1404 ± 0.0346 0.1865 ± 0.0396 0.1382 ± 0.0354 0.1278 ± 0.031 
Tmax 1.0507 ± 0.2457 1.4748 ± 0.3732 1.0488 ± 0.256 1.0435 ± 0.2735 
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slope and intercept values were away from1 and0 
in most cases. Consequently, perfusion maps pro-
duced from thresholded images were subject to scale 
and offset errors. 
An example of perfusion maps produced from 
reference and thresholded images for representative 
case with abnormal brain anatomy is shown in the 
Figure. 
Conclusions 
The effectiveness of thresholding techniques in 
brain perfusion ROI detection on T2-weighted MR 
images of a human head with abnormal brain anat-
omy was analyzed in the current study. The analysis 
was done with the use of four different threshold-
based algorithms that are widely applied for medical 
image processing (implementations of Otsu method 
as global thresholding and Niblack method as local 
thresholding), specifically developed for brain seg-
mentation on T2-weighted MR images (threshold-
ing in approximate anatomical brain location), and 
brute force thresholding to present segmentation re-
sults with the highest similarity to the reference 
standard. The analysis was performed on 60 
T2-weighted MR images obtained from 12 patients 
with cerebrovascular disease. Quality of detected 
brain perfusion ROIs was considered with perfusion 
maps nature. Therefore, thresholded images, as well 
as reference ones, were used to produce CBF, CBV, 
MTT, and Tmax qualitative perfusion maps by de-
convolution algorithm.  
Although Pearson correlation analysis showed 
acceptable positive relationship between CBF, CBV, 
and MTT perfusion maps from thresholded images 
and from the reference in all conducted experiments 
(r was ranged from 0.7123 to 0.8518, p<0.01), cor-
relation was weak in case of experiments with Tmax 
map (r<0.35, p<0.01). Linear regression analysis 
indicated that perfusion maps produced from 
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Perfusion maps, examples generated by using the same deconvolution techniques for different brain perfusion ROIs in one subject (all 
maps are shown with the same window/level settings): a— manually marked ROI (reference); b— Otsu thresholding; c— Niblack 
thresholding; d— thresholding in AABL region; e— brute force thresholding 
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thresholded images were subject to scale and offset 
errors at 95% level of confidence. 
In conclusion, current study results have 
demonstrated that widely used thresholding methods 
are an ineffective way of managing pixels involved 
in brain perfusion ROI. Any manual turning of the 
threshold value to provide more accurate brain per-
fusion ROI detection can easily lead to degradation 
of perfusion maps quality. As can be seen from the 
performed analysis even insignificant difference in 
detected perfusion ROIs can cause a considerable 
drop in perfusion analysis results. Furthermore, it 
should be pointed out that perfusion ROI detection, 
similar to utilized LUT scheme and displayed values 
range of perfusion maps, has to be standardized 
quality control in perfusion analysis. 
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41ȱɇɎɈɊɆȺɐȱɃɇȱ ɌȿɏɇɈɅɈȽȱȲ, ɋɂɋɌȿɆɇɂɃ ȺɇȺɅȱɁ ɌȺ ɄȿɊɍȼȺɇɇə
ɋ.Ɇ. Ⱥɥɯɿɦɨɜɚ, ɋ.ȼ. ɋɥɸɫɚɪ 
ȺɇȺɅȱɁ ȿɎȿɄɌɂȼɇɈɋɌȱ ɉɈɊɈȽɈȼɈȲ ɎȱɅɖɌɊȺɐȱȲ ȼ ɁȺȾȺɑȱ ȼɂɁɇȺɑȿɇɇə ɁɈɇɂ ɉȿɊɎɍɁȱȲ ɇȺ Ɍ2-ɁȼȺɀȿɇɂɏ 
ɆȺȽɇȱɌɇɈ-ɊȿɁɈɇȺɇɋɇɂɏ ɉȿɊɎɍɁȱɃɇɂɏ ɁɈȻɊȺɀȿɇɇəɏ ɆɈɁɄɍ Ɂ ȺɇɈɆȺɅɖɇɈɘ ȺɇȺɌɈɆȱȯɘ  
ɉɪɨɛɥɟɦɚɬɢɤɚ. ȼɢɡɧɚɱɟɧɧɹ ɨɛɥɚɫɬɿ ɩɟɪɮɭɡɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ ɽ ɩɨɩɟɪɟɞɧɿɦ ɟɬɚɩɨɦ ɩɟɪɮɭɡɿɣɧɨɝɨ ɚɧɚɥɿɡɭ, ɹɤɢɣ ɩɪɢɡɧɚɱɟɧɢɣ 
ɞɥɹ ɜɢɤɥɸɱɟɧɧɹ ɩɿɤɫɟɥɿɜ, ɳɨ ɧɟ ɯɚɪɚɤɬɟɪɢɡɭɸɬɶ ɦɨɡɨɤ, ɿɡ ɡɨɛɪɚɠɟɧɶ ɞɢɧɚɦɿɱɧɨ-ɫɩɪɢɣɧɹɬɥɢɜɨʀ ɤɨɧɬɪɚɫɬɧɨʀ ɦɚɝɧɿɬɧɨ-ɪɟɡɨɧɚɧɫɧɨʀ 
(ɆɊ) ɬɨɦɨɝɪɚɮɿʀ. Ɍɨɱɧɿɫɬɶ ɰɶɨɝɨ ɟɬɚɩɭ ɜɜɚɠɚɽɬɶɫɹ ɤɥɸɱɨɜɢɦ ɮɚɤɬɨɪɨɦ ɭ ɧɚɞɚɧɧɿ ɩɪɚɜɢɥɶɧɢɯ ɪɟɡɭɥɶɬɚɬɿɜ ɩɟɪɮɭɡɿɣɧɨɝɨ ɚɧɚɥɿɡɭ. 
ɇɟɡɜɚɠɚɸɱɢ ɧɚ ɜɟɥɢɤɭ ɤɿɥɶɤɿɫɬɶ ɚɥɝɨɪɢɬɦɿɜ ɫɟɝɦɟɧɬɚɰɿʀ ɦɨɡɤɭ, ɧɟ ɿɫɧɭɽ ɬɚɤɢɯ, ɹɤɿ ɛ ɬɨɱɧɨ ɿ ɧɚɞɿɣɧɨ ɩɪɚɰɸɜɚɥɢ ɧɚ Ɍ2-ɡɜɚɠɟɧɢɯ ɆɊ-
ɡɨɛɪɚɠɟɧɧɹɯ ɦɨɡɤɭ ɥɸɞɢɧɢ ɡ ɚɧɨɦɚɥɶɧɨɸ ɚɧɚɬɨɦɿɽɸ. Ɉɬɠɟ, ɩɨɪɨɝɨɜɚ ɮɿɥɶɬɪɚɰɿɹ, ɹɤ ɿ ɪɚɧɿɲɟ, ɡɚɥɢɲɚɽɬɶɫɹ ɬɢɦ ɫɩɨɫɨɛɨɦ, ɳɨ 
ɲɢɪɨɤɨ ɜɢɤɨɪɢɫɬɨɜɭɽɬɶɫɹ ɜ ɫɭɱɚɫɧɨɦɭ ɩɪɨɝɪɚɦɧɨɦɭ ɡɚɛɟɡɩɟɱɟɧɧɿ ɡ ɩɟɪɮɭɡɿɣɧɨɝɨ ɚɧɚɥɿɡɭ ɞɥɹ ɜɢɡɧɚɱɟɧɧɹ ɩɿɤɫɟɥɿɜ, ɹɤɿ ɯɚɪɚɤɬɟɪɢ-
ɡɭɸɬɶ ɨɛɥɚɫɬɶ ɩɟɪɮɭɡɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ. 
Ɇɟɬɚ ɞɨɫɥɿɞɠɟɧɧɹ. Ⱥɧɚɥɿɡ ɟɮɟɤɬɢɜɧɨɫɬɿ ɦɟɬɨɞɿɜ ɩɨɪɨɝɨɜɨʀ ɮɿɥɶɬɪɚɰɿʀ ɳɨɞɨ ɜɢɡɧɚɱɟɧɧɹ ɨɛɥɚɫɬɿ ɩɟɪɮɭɡɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ 
ɧɚ T2-ɡɜɚɠɟɧɢɯ ɆɊ-ɡɨɛɪɚɠɟɧɧɹɯ ɦɨɡɤɭ ɥɸɞɢɧɢ ɡ ɚɧɨɦɚɥɶɧɨɸ ɚɧɚɬɨɦɿɽɸ. 
Ɇɟɬɨɞɢɤɚ ɪɟɚɥɿɡɚɰɿʀ. Ɋɨɡɝɥɹɧɭɬɨ ɱɨɬɢɪɢ ɚɥɝɨɪɢɬɦɢ ɩɨɲɭɤɭ ɩɨɪɨɝɚ: ɝɥɨɛɚɥɶɧɢɣ ɩɨɲɭɤ ɡɚ ɦɟɬɨɞɨɦ Ɉɰɭ, ɥɨɤɚɥɶɧɢɣ ɩɨɲɭɤ 
ɡɚ ɦɟɬɨɞɨɦ ɇɿɛɥɚɤɚ, ɩɨɲɭɤ ɭ ɞɿɥɹɧɰɿ ɚɧɚɬɨɦɿɱɧɨɝɨ ɪɨɡɬɚɲɭɜɚɧɧɹ ɦɨɡɤɭ ɿ ɩɨɲɭɤ ɡɚ ɦɟɬɨɞɨɦ ɩɟɪɟɛɨɪɭ. Ɋɟɡɭɥɶɬɚɬɨɦ ɪɨɛɨɬɢ ɜɫɿɯ 
ɚɥɝɨɪɢɬɦɿɜ ɛɭɥɨ ɡɨɛɪɚɠɟɧɧɹ ɿɡ ɡɚɦɿɧɨɸ ɧɭɥɶɨɜɢɦɢ ɡɧɚɱɟɧɧɹɦɢ ɩɿɤɫɟɥɿɜ ɮɨɧɭ (ɩɿɤɫɟɥɿɜ ɩɨɜɿɬɪɹ ɿ ɩɿɤɫɟɥɿɜ, ɳɨ ɧɟ ɯɚɪɚɤɬɟɪɢɡɭɸɬɶ 
ɦɨɡɨɤ) ɿ ɡ ɨɪɢɝɿɧɚɥɶɧɢɦɢ ɡɧɚɱɟɧɧɹɦɢ ɩɿɤɫɟɥɿɜ ɡ ɨɛɥɚɫɬɿ ɩɟɪɮɭɡɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ. Ⱥɧɚɥɿɡ ɩɪɨɜɨɞɢɥɢ, ɩɨɪɿɜɧɸɸɱɢ ɩɟɪɮɭɡɿɣɧɿ ɤɚɪɬɢ, 
ɳɨ ɛɭɥɢ ɨɬɪɢɦɚɧɿ ɿɡ ɡɨɛɪɚɠɟɧɶ ɩɿɫɥɹ ɡɚɫɬɨɫɭɜɚɧɧɹ ɩɨɪɨɝɨɜɨʀ ɮɿɥɶɬɪɚɰɿʀ ɬɚ ɡ ɟɬɚɥɨɧɧɢɯ ɡɨɛɪɚɠɟɧɶ (ɦɚɧɭɚɥɶɧɟ ɜɢɡɧɚɱɟɧɧɹ ɞɿɥɹɧɤɢ 
ɦɨɡɤɭ ɞɨɫɜɿɞɱɟɧɢɦɢ ɪɟɧɬɝɟɧɨɥɨɝɚɦɢ). Ⱦɥɹ ɩɨɪɿɜɧɹɧɧɹ ɛɭɥɢ ɜɢɤɨɪɢɫɬɚɧɿ ɨɞɧɿ ɣ ɬɿ ɫɚɦɿ ɡɨɛɪɚɠɟɧɧɹ ɞɢɧɚɦɿɱɧɨ-ɫɩɪɢɣɧɹɬɥɢɜɨʀ ɤɨɧɬ-
ɪɚɫɬɧɨʀ ɆɊ-ɬɨɦɨɝɪɚɮɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ 12 ɩɚɰɿɽɧɬɿɜ ɿɡ ɰɟɪɟɛɪɨɜɚɫɤɭɥɹɪɧɢɦɢ ɡɚɯɜɨɪɸɜɚɧɧɹɦɢ. 
Ɋɟɡɭɥɶɬɚɬɢ ɞɨɫɥɿɞɠɟɧɧɹ. Ʉɨɪɟɥɹɰɿɣɧɢɣ ɚɧɚɥɿɡ ɉɿɪɫɨɧɚ ɩɨɤɚɡɚɜ ɫɢɥɶɧɢɣ ɩɨɡɢɬɢɜɧɢɣ (r ɛɭɜ ɜɿɞ 0,7123 ɞɨ 0,8518, ɪ < 0,01) 
ɿ ɫɥɚɛɤɢɣ ɩɨɡɢɬɢɜɧɢɣ (r < 0,35, ɪ < 0,01) ɜɡɚɽɦɨɡɜ’ɹɡɨɤ ɭ ɩɪɨɜɟɞɟɧɢɯ ɟɤɫɩɟɪɢɦɟɧɬɚɯ ɿɡ CBF, CBV, MTT ɿ Tmax ɩɟɪɮɭɡɿɣɧɢɦɢ ɤɚɪɬɚɦɢ 
ɜɿɞɩɨɜɿɞɧɨ. Ʌɿɧɿɣɧɢɣ ɪɟɝɪɟɫɿɣɧɢɣ ɚɧɚɥɿɡ ɩɨɤɚɡɚɜ, ɳɨ ɩɟɪɮɭɡɿɣɧɿ ɤɚɪɬɢ, ɹɤɿ ɛɭɥɢ ɨɬɪɢɦɚɧɿ ɿɡ ɡɨɛɪɚɠɟɧɶ ɩɿɫɥɹ ɡɚɫɬɨɫɭɜɚɧɧɹ ɩɨɪɨɝɨɜɨʀ 
ɮɿɥɶɬɪɚɰɿʀ, ɫɯɢɥɶɧɿ ɞɨ ɩɨɦɢɥɨɤ ɦɚɫɲɬɚɛɭ ɿ ɡɫɭɜɭ ɜ ɭɫɿɯ ɩɪɨɜɟɞɟɧɢɯ ɟɤɫɩɟɪɢɦɟɧɬɚɯ ɡ ɭɪɚɯɭɜɚɧɧɹɦ 95 %-ɧɨɝɨ ɞɨɜɿɪɱɨɝɨ ɿɧɬɟɪɜɚɥɭ. 
ȼɢɫɧɨɜɤɢ. Ɋɟɡɭɥɶɬɚɬɢ ɟɤɫɩɟɪɢɦɟɧɬɿɜ ɩɨɤɚɡɚɥɢ, ɳɨ ɩɨɲɢɪɟɧɟ ɜɢɤɨɪɢɫɬɚɧɧɹ ɩɨɪɨɝɨɜɨʀ ɮɿɥɶɬɪɚɰɿʀ ɽ ɧɟɟɮɟɤɬɢɜɧɢɦ ɫɩɨɫɨ-
ɛɨɦ ɜɢɡɧɚɱɟɧɧɹ ɩɿɤɫɟɥɿɜ, ɹɤɿ ɯɚɪɚɤɬɟɪɢɡɭɸɬɶ ɨɛɥɚɫɬɶ ɩɟɪɮɭɡɿʀ ɝɨɥɨɜɧɨɝɨ ɦɨɡɤɭ. ȼɢɤɨɪɢɫɬɚɧɧɹ ɩɨɪɨɝɨɜɨʀ ɮɿɥɶɬɪɚɰɿʀ ɹɤ ɿɧɫɬɪɭɦɟɧɬɭ 
ɡ ɩɪɨɜɟɞɟɧɧɹ ɫɟɝɦɟɧɬɚɰɿʀ ɦɨɡɤɭ ɦɨɠɟ ɩɪɢɡɜɨɞɢɬɢ ɞɨ ɧɟɩɪɚɜɢɥɶɧɨɝɨ ɜɢɡɧɚɱɟɧɧɹ ɨɛɥɚɫɬɿ ɩɟɪɮɭɡɿʀ, ɿ, ɹɤ ɧɚɫɥɿɞɨɤ, ɩɟɪɮɭɡɿɣɧɿ ɤɚɪɬɢ 
ɛɭɞɭɬɶ ɫɯɢɥɶɧɿ ɞɨ ɧɚɹɜɧɨɫɬɿ ɚɪɬɟɮɚɤɬɿɜ ɿ ɩɪɢɡɜɟɞɭɬɶ ɞɨ ɩɨɦɢɥɤɨɜɨ ɜɢɫɨɤɨʀ ɚɛɨ ɩɨɦɢɥɤɨɜɨ ɧɢɡɶɤɨʀ ɨɰɿɧɤɢ ɩɚɪɚɦɟɬɪɿɜ ɩɟɪɮɭɡɿʀ. 
Ʉɥɸɱɨɜɿ ɫɥɨɜɚ: ɩɟɪɮɭɡɿɣɧɚ ɞɢɧɚɦɿɱɧɨ-ɫɩɪɢɣɧɹɬɥɢɜɚ ɤɨɧɬɪɚɫɬɧɚ ɦɚɝɧɿɬɧɨ-ɪɟɡɨɧɚɧɫɧɚ ɬɨɦɨɝɪɚɮɿɹ; ɡɪɿɡɢ ɡ ɚɧɨɦɚɥɶɧɨɸ 
ɚɧɚɬɨɦɿɽɸ ɦɨɡɤɭ; ɡɨɧɚ ɭɜɚɝɢ; ɫɟɝɦɟɧɬɚɰɿɹ; ɩɨɪɨɝɨɜɚ ɮɿɥɶɬɪɚɰɿɹ. 
ɋ.ɇ. Ⱥɥɯɢɦɨɜɚ, ɋ.ȼ. ɋɥɸɫɚɪɶ 
ȺɇȺɅɂɁ ɗɎɎȿɄɌɂȼɇɈɋɌɂ ɉɈɊɈȽɈȼɈɃ ɎɂɅɖɌɊȺɐɂɂ ȼ ɁȺȾȺɑȿ ɈɉɊȿȾȿɅȿɇɂə ɈȻɅȺɋɌɂ ɉȿɊɎɍɁɂɂ ɇȺ  
Ɍ2-ȼɁȼȿɒȿɇɇɕɏ ɆȺȽɇɂɌɇɈ-ɊȿɁɈɇȺɇɋɇɕɏ ɉȿɊɎɍɁɂɈɇɇɕɏ ɂɁɈȻɊȺɀȿɇɂəɏ ɆɈɁȽȺ ɋ ȺɇɈɆȺɅɖɇɈɃ 
ȺɇȺɌɈɆɂȿɃ  
ɉɪɨɛɥɟɦɚɬɢɤɚ. Ɉɩɪɟɞɟɥɟɧɢɟ ɨɛɥɚɫɬɢ ɩɟɪɮɭɡɢɢ ɝɨɥɨɜɧɨɝɨ ɦɨɡɝɚ ɹɜɥɹɟɬɫɹ ɩɪɟɞɜɚɪɢɬɟɥɶɧɵɦ ɷɬɚɩɨɦ ɩɟɪɮɭɡɢɨɧɧɨɝɨ ɚɧɚ-
ɥɢɡɚ, ɤɨɬɨɪɵɣ ɩɪɟɞɧɚɡɧɚɱɟɧ ɞɥɹ ɢɫɤɥɸɱɟɧɢɹ ɧɟ ɨɬɧɨɫɹɳɢɯɫɹ ɤ ɦɨɡɝɭ ɩɢɤɫɟɥɟɣ ɢɡ ɢɡɨɛɪɚɠɟɧɢɣ ɞɢɧɚɦɢɱɧɨ-ɜɨɫɩɪɢɢɦɱɢɜɨɣ ɤɨɧ-
ɬɪɚɫɬɧɨɣ ɦɚɝɧɢɬɧɨ-ɪɟɡɨɧɚɧɫɧɨɣ (ɆɊ) ɬɨɦɨɝɪɚɮɢɢ. Ɍɨɱɧɨɫɬɶ ɷɬɨɝɨ ɷɬɚɩɚ ɫɱɢɬɚɟɬɫɹ ɤɥɸɱɟɜɵɦ ɮɚɤɬɨɪɨɦ ɜ ɩɪɟɞɨɫɬɚɜɥɟɧɢɢ ɩɪɚ-
ɜɢɥɶɧɵɯ ɪɟɡɭɥɶɬɚɬɨɜ ɩɟɪɮɭɡɢɨɧɧɨɝɨ ɚɧɚɥɢɡɚ. ɇɟɫɦɨɬɪɹ ɧɚ ɛɨɥɶɲɨɟ ɪɚɡɧɨɨɛɪɚɡɢɟ ɚɥɝɨɪɢɬɦɨɜ ɫɟɝɦɟɧɬɚɰɢɢ ɦɨɡɝɚ, ɧɟ ɫɭɳɟ-
ɫɬɜɭɟɬ ɬɚɤɢɯ, ɤɨɬɨɪɵɟ ɛɵ ɬɨɱɧɨ ɢ ɧɚɞɟɠɧɨ ɪɚɛɨɬɚɥɢ ɧɚ Ɍ2-ɜɡɜɟɲɟɧɧɵɯ ɆɊ-ɢɡɨɛɪɚɠɟɧɢɹɯ ɦɨɡɝɚ ɱɟɥɨɜɟɤɚ ɫ ɚɧɨɦɚɥɶɧɨɣ ɚɧɚɬɨ-
ɦɢɟɣ. Ɍɚɤɢɦ ɨɛɪɚɡɨɦ, ɩɨɪɨɝɨɜɚɹ ɮɢɥɶɬɪɚɰɢɹ ɩɨ-ɩɪɟɠɧɟɦɭ ɨɫɬɚɟɬɫɹ ɲɢɪɨɤɨ ɢɫɩɨɥɶɡɭɟɦɵɦ ɫɩɨɫɨɛɨɦ ɨɩɪɟɞɟɥɟɧɢɹ ɩɢɤɫɟɥɟɣ, 
ɤɨɬɨɪɵɟ ɯɚɪɚɤɬɟɪɢɡɭɸɬ ɨɛɥɚɫɬɶ ɩɟɪɮɭɡɢɢ ɝɨɥɨɜɧɨɝɨ ɦɨɡɝɚ, ɜ ɫɨɜɪɟɦɟɧɧɨɦ ɩɪɨɝɪɚɦɦɧɨɦ ɨɛɟɫɩɟɱɟɧɢɢ ɞɥɹ ɩɪɨɜɟɞɟɧɢɹ ɩɟɪɮɭ-
ɡɢɨɧɧɨɝɨ ɚɧɚɥɢɡɚ. 
ɐɟɥɶ ɢɫɫɥɟɞɨɜɚɧɢɹ. Ⱥɧɚɥɢɡ ɷɮɮɟɤɬɢɜɧɨɫɬɢ ɦɟɬɨɞɨɜ ɩɨɪɨɝɨɜɨɣ ɮɢɥɶɬɪɚɰɢɢ ɜ ɨɩɪɟɞɟɥɟɧɢɢ ɨɛɥɚɫɬɢ ɩɟɪɮɭɡɢɢ ɝɨɥɨɜɧɨɝɨ 
ɦɨɡɝɚ ɧɚ T2-ɜɡɜɟɲɟɧɧɵɯ ɆɊ-ɢɡɨɛɪɚɠɟɧɢɹɯ ɦɨɡɝɚ ɱɟɥɨɜɟɤɚ ɫ ɚɧɨɦɚɥɶɧɨɣ ɚɧɚɬɨɦɢɟɣ. 
Ɇɟɬɨɞɢɤɚ ɪɟɚɥɢɡɚɰɢɢ. Ɋɚɫɫɦɨɬɪɟɧɵ ɱɟɬɵɪɟ ɚɥɝɨɪɢɬɦɚ ɩɨɢɫɤɚ ɩɨɪɨɝɚ: ɝɥɨɛɚɥɶɧɵɣ ɩɨɢɫɤ ɦɟɬɨɞɨɦ Ɉɰɭ, ɥɨɤɚɥɶɧɵɣ ɩɨɢɫɤ 
ɦɟɬɨɞɨɦ ɇɢɛɥɚɤɚ, ɩɨɢɫɤ ɜ ɨɛɥɚɫɬɢ ɚɧɚɬɨɦɢɱɟɫɤɨɝɨ ɪɚɫɩɨɥɨɠɟɧɢɹ ɦɨɡɝɚ ɢ ɩɨɢɫɤ ɦɟɬɨɞɨɦ ɩɟɪɟɛɨɪɚ. Ɋɟɡɭɥɶɬɚɬɨɦ ɜɫɟɯ ɚɥɝɨɪɢɬ-
ɦɨɜ ɹɜɥɹɥɨɫɶ ɢɡɨɛɪɚɠɟɧɢɟ ɫ ɢɡɦɟɧɟɧɧɵɦɢ ɧɚ ɧɨɥɶ ɡɧɚɱɟɧɢɹɦɢ ɩɢɤɫɟɥɟɣ ɞɥɹ ɮɨɧɚ (ɩɢɤɫɟɥɢ ɜɨɡɞɭɯɚ ɢ ɩɢɤɫɟɥɢ, ɤɨɬɨɪɵɟ ɩɪɟɞ-
ɫɬɚɜɥɹɸɬ ɬɤɚɧɢ, ɧɟ ɹɜɥɹɸɳɢɟɫɹ ɦɨɡɝɨɦ) ɢ ɨɪɢɝɢɧɚɥɶɧɵɦɢ ɡɧɚɱɟɧɢɹɦɢ ɞɥɹ ɩɢɤɫɟɥɟɣ ɨɛɥɚɫɬɢ ɩɟɪɮɭɡɢɢ ɝɨɥɨɜɧɨɝɨ ɦɨɡɝɚ. Ⱥɧɚɥɢɡ 
ɩɪɨɜɨɞɢɥɫɹ ɧɚ ɨɫɧɨɜɚɧɢɢ ɫɪɚɜɧɟɧɢɹ ɩɟɪɮɭɡɢɨɧɧɵɯ ɤɚɪɬ, ɩɨɥɭɱɟɧɧɵɯ ɢɡ ɨɬɫɟɝɦɟɧɬɢɪɨɜɚɧɧɵɯ ɩɨɪɨɝɨɜɨɣ ɮɢɥɶɬɪɚɰɢɟɣ ɢɡɨɛɪɚ-
ɠɟɧɢɣ ɢ ɢɡ ɷɬɚɥɨɧɧɵɯ (ɦɚɧɭɚɥɶɧɨɟ ɨɩɪɟɞɟɥɟɧɢɟ ɨɛɥɚɫɬɢ ɦɨɡɝɚ ɨɩɵɬɧɵɦɢ ɪɟɧɬɝɟɧɨɥɨɝɚɦɢ). Ⱦɥɹ ɫɪɚɜɧɟɧɢɹ ɛɵɥɢ ɢɫɩɨɥɶɡɨɜɚɧɵ 
ɨɞɧɢ ɢ ɬɟ ɠɟ ɢɡɨɛɪɚɠɟɧɢɹ ɞɢɧɚɦɢɱɧɨ-ɜɨɫɩɪɢɢɦɱɢɜɨɣ ɤɨɧɬɪɚɫɬɧɨɣ ɆɊ-ɬɨɦɨɝɪɚɮɢɢ ɝɨɥɨɜɧɨɝɨ ɦɨɡɝɚ 12 ɩɚɰɢɟɧɬɨɜ ɫ ɰɟɪɟɛɪɨɜɚɫ-
ɤɭɥɹɪɧɵɦɢ ɡɚɛɨɥɟɜɚɧɢɹɦɢ. 
Ɋɟɡɭɥɶɬɚɬɵ ɢɫɫɥɟɞɨɜɚɧɢɹ. Ʉɨɪɪɟɥɹɰɢɨɧɧɵɣ ɚɧɚɥɢɡ ɉɢɪɫɨɧɚ ɩɨɤɚɡɚɥ ɫɢɥɶɧɭɸ ɩɨɥɨɠɢɬɟɥɶɧɭɸ (r ɛɵɥ ɨɬ 0,7123 ɞɨ 
0,8518, ɪ < 0,01) ɢ ɫɥɚɛɭɸ ɩɨɥɨɠɢɬɟɥɶɧɭɸ (r < 0,35, ɪ < 0,01) ɜɡɚɢɦɨɫɜɹɡɶ ɜ ɫɥɭɱɚɟ ɩɪɨɜɟɞɟɧɧɵɯ ɷɤɫɩɟɪɢɦɟɧɬɨɜ ɫ CBF, CBV, MTT 
ɢ Tmax ɩɟɪɮɭɡɢɨɧɧɵɦɢ ɤɚɪɬɚɦɢ ɫɨɨɬɜɟɬɫɬɜɟɧɧɨ. Ʌɢɧɟɣɧɵɣ ɪɟɝɪɟɫɫɢɨɧɧɵɣ ɚɧɚɥɢɡ ɩɨɤɚɡɚɥ, ɱɬɨ ɩɟɪɮɭɡɢɨɧɧɵɟ ɤɚɪɬɵ, ɤɨɬɨɪɵɟ 
ɛɵɥɢ ɩɨɥɭɱɟɧɵ ɢɡ ɨɬɫɟɝɦɟɧɬɢɪɨɜɚɧɧɵɯ ɩɨɪɨɝɨɜɨɣ ɮɢɥɶɬɪɚɰɢɟɣ ɢɡɨɛɪɚɠɟɧɢɣ, ɩɨɞɜɟɪɠɟɧɵ ɨɲɢɛɤɚɦ ɦɚɫɲɬɚɛɚ ɢ ɫɦɟɳɟɧɢɹ ɜɨ 
ɜɫɟɯ ɩɪɨɜɟɞɟɧɧɵɯ ɷɤɫɩɟɪɢɦɟɧɬɚɯ ɫ ɭɱɟɬɨɦ 95 %-ɧɨɝɨ ɞɨɜɟɪɢɬɟɥɶɧɨɝɨ ɢɧɬɟɪɜɚɥɚ. 
ȼɵɜɨɞɵ. Ɋɟɡɭɥɶɬɚɬɵ ɷɤɫɩɟɪɢɦɟɧɬɨɜ ɩɨɤɚɡɚɥɢ, ɱɬɨ ɲɢɪɨɤɨ ɢɫɩɨɥɶɡɭɟɦɵɟ ɦɟɬɨɞɵ ɩɨɪɨɝɨɜɨɣ ɮɢɥɶɬɪɚɰɢɢ ɹɜɥɹɸɬɫɹ ɧɟɷɮ-
ɮɟɤɬɢɜɧɵɦ ɫɩɨɫɨɛɨɦ ɨɩɪɟɞɟɥɟɧɢɹ ɩɢɤɫɟɥɟɣ, ɤɨɬɨɪɵɟ ɯɚɪɚɤɬɟɪɢɡɭɸɬ ɨɛɥɚɫɬɶ ɩɟɪɮɭɡɢɢ ɝɨɥɨɜɧɨɝɨ ɦɨɡɝɚ. ɂɫɩɨɥɶɡɨɜɚɧɢɟ ɩɨɪɨ-
ɝɨɜɨɣ ɮɢɥɶɬɪɚɰɢɢ ɤɚɤ ɢɧɫɬɪɭɦɟɧɬɚ ɞɥɹ ɩɪɨɜɟɞɟɧɢɹ ɫɟɝɦɟɧɬɚɰɢɢ ɦɨɡɝɚ ɦɨɠɟɬ ɩɪɢɜɨɞɢɬɶ ɤ ɧɟɩɪɚɜɢɥɶɧɨɦɭ ɨɩɪɟɞɟɥɟɧɢɸ ɨɛɥɚɫɬɢ 
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ɩɟɪɮɭɡɢɢ, ɢ, ɤɚɤ ɫɥɟɞɫɬɜɢɟ, ɩɟɪɮɭɡɢɨɧɧɵɟ ɤɚɪɬɵ ɛɭɞɭɬ ɩɨɞɜɟɪɠɟɧɵ ɧɚɥɢɱɢɸ ɚɪɬɟɮɚɤɬɨɜ ɢ ɩɪɢɜɟɞɭɬ ɤ ɨɲɢɛɨɱɧɨ ɜɵɫɨɤɨɣ ɢɥɢ 
ɨɲɢɛɨɱɧɨ ɧɢɡɤɨɣ ɨɰɟɧɤɟ ɩɚɪɚɦɟɬɪɨɜ ɩɟɪɮɭɡɢɢ. 
Ʉɥɸɱɟɜɵɟ ɫɥɨɜɚ: ɩɟɪɮɭɡɢɨɧɧɚɹ ɞɢɧɚɦɢɱɧɨ-ɜɨɫɩɪɢɢɦɱɢɜɚɹ ɤɨɧɬɪɚɫɬɧɚɹ ɦɚɝɧɢɬɧɨ-ɪɟɡɨɧɚɧɫɧɚɹ ɬɨɦɨɝɪɚɮɢɹ; ɫɪɟɡɵ ɫ ɚɧɨ-
ɦɚɥɶɧɨɣ ɚɧɚɬɨɦɢɟɣ ɦɨɡɝɚ; ɡɨɧɚ ɢɧɬɟɪɟɫɚ; ɫɟɝɦɟɧɬɚɰɢɹ; ɩɨɪɨɝɨɜɚɹ ɮɢɥɶɬɪɚɰɢɹ. 
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