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Abstract
The problem addressed in this paper concerns mining data streams with concept drift. The goal of the paper is to propose and
validate a new approach to mining data streams with concept-drift using the ensemble classiﬁer constructed from the one-class
base classiﬁers. It is assumed that base classiﬁers of the proposed ensemble are induced from incoming chunks of the data stream.
Each chunk consists of prototypes and can be updated using instance selection technique when a new data have arrived. When
a new data chunk is formed, ensemble model is also updated on the basis of weights assigned to each one-class classiﬁer. The
proposed approach is validated experimentally.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
The key objective of the machine learning is to design algorithms that are able to improve performance at some
task through experience1. Such algorithms are called learners. Learning from examples is one of the most popular
paradigms of the machine learning. Learning from examples is based on the existence of certain real-world concepts
which might or might not be stable during the process of learning1,2. Traditional approach to learning from examples
assumes that data under analysis have static distribution and the learning process remains unchanged during the time
of the learner operation4.
In many real-world situations, the environment in which a learner works is dynamic, i.e. the target concept and its
statistical properties change over time and these changes are diﬃcult to be predicted in advance. Such a property is
typical in case of the, so called, data streams, where the class distribution of the stream data is imbalanced. Changes
of data properties occurring in time are usually referred to as a data drift or a dynamic character of the data source3,5.
Such changes are also known as a concept drift 6 or dataset shift 7, and learning in such case is referred to as learning
drift concept 8 or learning classiﬁers from the stream data9.
∗ Corresponding author. Tel.: +48 58 690 15 54.
E-mail address: irek@am.gdynia.pl.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of KES International.
398   Ireneusz Czarnowski and Piotr Je¸drzejowicz /  Procedia Computer Science  35 ( 2014 )  397 – 406 
Learning classiﬁers from data streams is a one of the recent challenges in data mining. Example of data streams,
where concepts drift is natural, are sensor-produced streams, network logs, telephone call records, ﬁnancial transac-
tions and ﬁnancial time series, traﬃc state, etc. 4. The main feature of such streams is that data may be evolving over
time. When standard machine learning algorithms used for processing data streams cannot eﬃciently handle changes
in data, some specialized data stream mining methods are required. Their basic property is an ability to adopt to the
concept drift automatically.
Processing streams of continuously incoming data implies a new computational requirement concerning a limited
amount of memory and a short processing time, especially when data streams are large3. Data stream environments
pose several further requirements on learning algorithms as compared with learning from static data. When dealing
with data streams it is usually impossible to store all the data from streams and only a small part of the data can be
stored and used for computations within a limited time span. In most cases, the arrival speed of the incoming instances
from data streams enforce their processing in the real time3. An ideal learner for mining data streams should have
the following properties: high accuracy, fast adaptation to change and low computation cost in both space and time
dimensions10.
To meet the above described requirements some summarization techniques for data streams mining have been
proposed. Example of such techniques include the so called sampling or window models. Sampling is a most common
technique used to decrease data size. Since, as a rule, data streams are not stationary and in times even unbounded,
the sampling approach must be modiﬁed online. Such modiﬁcations could base on the analysis of data in each
pass, that is after a new chunk of data has arrived, and removal of some instances from the training set with a given
probability instead of periodically selecting them11. In12 the idea has been extended to the weighted sampling method.
Among other sampling-based approaches there are clustering of data streams and sampling within the sliding window
model13. The last one bases on the assumption that analysis of the data stream is limited to the most recent instances,
thus only limited number of instances is used to the learner training. In a simple approach sliding windows are of the
ﬁxed size and include most recent instances. With each new instance the oldest instance that does not ﬁt window size
is removed. When the window has a small size the classiﬁer may react quickly to changes. Otherwise the classiﬁer
fails to adapt as rapidly as required to changes of data properties. Of course, decreasing the sliding window size may
in turn lead to a loss of the mining algorithm accuracy.
Data summarization techniques can be also integrated with the drift detection techniques. The aim of the drift
detection is to detect changes in the concept and inform the system that a learner should be updated or rebuild.
Another approach dealing with a concept drift is the forgetting mechanism. The main idea is to select adequate data
to be remembered. The approach assumes forgetting training instances at a constant rate and using only a window of
the latest instances to train the classiﬁer14. Alternatively, a selection of instances according to their class distribution
can be used as the forgetting mechanism.
To deal with data streams, several online learning approaches, also termed incremental learning, are used for solv-
ing the classiﬁcation tasks. In the online approach a classiﬁer is also induced from the available training set. However,
in addition, there is also some adaptation mechanism providing for a classiﬁer evolution after the classiﬁcation task
has been initiated and started. In each round a class label of the incoming instance is predicted and afterwards in-
formation as to whether the prediction was correct or not, becomes available. Based on this information adaptation
mechanism may decide to leave a classiﬁer unchanged, or modify it, or induce a new one (see, for example,15, 16).
Among online approaches there are also ensemble methods, which build a new classiﬁer when a new block of
data arrives. Such a new classiﬁer replaces the worst component in the current ensemble. Ensemble methods involve
combinations of several models whose individual predictions are combined in some manner, using for example aver-
aging or voting, to form a ﬁnal prediction10. The family of ensemble algorithms for evolving data streams includes:
Accuracy Weighted Ensemble, Adaptive Classiﬁer Ensemble, Batch Weighted Ensemble, Streaming Ensemble Al-
gorithm, Accuracy Diversiﬁed Ensemble and Weighted Majority Algorithm17,18, 14, 19. In20 it has been proposed to
diﬀerentiate incrementally build ensemble members using the so-called data chunks idea. In this approach the learner
processes the incoming stream of data in data chunks. It is also observed that the size of these chunks is an important
parameter and have inﬂuence on the learning quality.
A promising approach to online learning is to decompose a multi-class classiﬁcation problem into a ﬁnite number of
the one-class classiﬁcation problems. The main feature of the one-class learning, in comparison with binary or multi-
class classiﬁcation, is that the learner tries to identify instances of a speciﬁc class amongst all instances, disposing of
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a training set containing only the instances of that class. This means that only one class of instances, called positive,
is labelled in the training data. Thus one of the classes is well characterized by instances in the training data, while
the other classes are not at all known or their presence in the training data is statistically insigniﬁcant10. One-class
classiﬁcation problem often applied to outlier detection or novelty detection, can be considered as a special case of
binary classiﬁcation. Thus, one-class classiﬁcation algorithms aim to build classiﬁcation models when the negative
class is either absent, poorly sampled or not well deﬁned10. The ﬁnal goal is to predict whether a new instance falls
into the same category as the positive examples or not. In21 it has been underlined that one-class classiﬁcation and
novelty detection is well suitable for processing of data streams.
The main aim of the paper is to propose a new approach to the online learning based on weighted one-class classiﬁer
ensembles. In the paper, the set of one-class classiﬁcation problems emerges from decomposition of the single multi-
class classiﬁcation problem. Thus multi-class classiﬁcation problem is solved using an ensemble of single one-class
classiﬁers, one per each target class. It is further assumed that such one-class base classiﬁers are induced from coming
data chunks, consisting of prototypes. The prototypes are selected from the incoming instances using information as
to whether the prediction of the incoming instances class has been correct or not. It is also assumed that data chunks
are formed in accordance with requirements of the one-class learning method, and when a new instance arrives data
chunks are updated using the instance selection technique. When a new data chunk is formed it enforces updating of
the ensemble of classiﬁers.
The paper is organized as follows. Section 2 discusses the problem of learning from data streams. Section 3
explains main features of the proposed implementation of the ensemble model based on one-class classiﬁers. Section 4
provides details of the computational experiment results. In the ﬁnal section conclusions and suggestions for future
research are presented.
2. Online learning and problem deﬁnition
The online (or incremental) learning approaches are designed to sequentially learn a prediction model based on the
feedback from answers to previous questions and possible additional side information22. In another words, during
the classiﬁcation, a class label of the incoming instance is predicted in each round, and afterwards information as
to whether the prediction was correct or not is available. Based on this information the classiﬁer can be updated to
accommodate a new training instance23.
Formally the algorithms are trying to solve online classiﬁcation problem over a sequence of pairs (x, c)1, (x, c)2, . . . ,
(x, c)t, . . ., where x is an example’s feature vector and c is its class label. The class label of each example can take any
value from a ﬁnite set decision classes C = {cl:l=1,...,K}, which has cardinality K. The sequence pairs can be provided
to the learning algorithm as the training instances TR. At each time step t during training, the algorithm is used to
ﬁnd the best possible approximation f ′ of the unknown function f such that f (x) = c. Then f ′ can be used to ﬁnd the
class c = f ′(x) for any x such that (x, c)  TR.
After making a prediction the prediction model receives the feedback on the actual label. When the prediction was
not correct the learning algorithm constructs the function for the next steps f ′t+1 using f
′
t and (x, c)t.
3. Proposed approach
The proposed approach is based on the framework for data stream classiﬁcation proposed by the authors in24.
Based on this framework the online learning problem is solved focusing on data summarization, learning and clas-
siﬁcation. Data summarization process is responsible for extracting data chunks from the data stream instances.
Afterwards data chunks are used to induce a classiﬁer (learning phase). Finally, thus induced classiﬁer is used to pre-
dict the class of instances whose class label are unknown. Online learning from data streams is based on the weighted
one-class classiﬁer ensemble. The following Sections discuss the proposed concepts of summarization, learning and
classiﬁcation.
400   Ireneusz Czarnowski and Piotr Je¸drzejowicz /  Procedia Computer Science  35 ( 2014 )  397 – 406 
3.1. Concept summarization
The classiﬁed data stream is given in a form of data chunks, with S t denoting the tth data chunk and where S t is
a part of TR (S t ⊂ TR and |S t | < |TR|). In the proposed approach instances included in S t are seen as two subsets
PS t and US t, independently for each one class cl:l=1,...,K ∈ C, where PS t contains examples labeled as positive, with
respect to the class cl, and US t contains unlabeled sample. Thus S t is processed as a set of K subsets (data chunks),
S lt consists of instances from PS
l
t and US
l
t (where l = 1, . . . ,K) and K one-class classiﬁers are induced from PS
l
t ⊂ S lt
and are used later on to predict the class of instances in S t+1.
In the proposed approach data chunks consist of prototypes which are formed from sequence of incoming instances
for which predictions were incorrect. It is also assumed that the size of chunks is not greater than the acceptable
threshold. When a data chunk size is smaller than the threshold size, incoming instances are being added to this data
chunk and are allocated to the corresponding S it as positive instances and as negative instance to all other S
j
t , where
i = 1, . . . ,K and i  l, and the sum of sizes of these subsets is not grater then the threshold. When the size of the
corresponding set S lt of instances labeled as positive, reaches the threshold, the chunk is updated.
In the paper, to update data chunks it is proposed to use the Edited Nearest Neighbor algorithm - as an instance
selection technique, adopted to the considered one-class classiﬁcation problem through applying the one-class k Near-
est Neighbor method, called Nearest Neighbor Description (NN-d)25. Decision of accepting an instance as a member
of the set of positive instances PS t requires that its local density is greater than or equal to the local density of its
nearest neighbor in the training set25. The pseudo-code of the proposed updating method, denoted ENN-d, is shown
as Algorithm 1.
Input: S lt - the data chunk consisting of positive and negative instances (S lt = PS lt ∪ US lt);
α - the value of the threshold;
k - the number of neighbors.
begin
if |S lt | > α then
Select randomly positive instance xi from S lt;
Select nearest neighbour x′i for xi in PS
l
t and set the distance d1 between xi and x
′
i ;
if k = 1 then
Select nearest neighbour x∗i for x
′
i in PS
l
t and set the distance d2 between x
′
i and x
∗
i ;
else
Set the average distance d2 to the k-nearest neighbours for x′i in PS
l
t;
end
if d1d2>1 then
S tl := S
t
l \{xi};
end
end
Return S lt; (Updated data chunk)
end
Algorithm 1: The Edited Nearest Neighbour algorithm based on the Nearest Neighbour Description (ENN-d)
3.2. Classiﬁer ensemble
In this paper the pool of a simple base classiﬁers is represented by the matrix Φ consisting of K × τ elements, i.e.
K one-class classiﬁers, one per each target class, that represent history of τ earlier steps with respect to data chunks
selection from the data stream:
Φ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φ1t−τ . . . φ1t−1 φ
1
t
...
. . .
...
...
φKt−τ . . . φKt−1 φ
K
t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)
401 Ireneusz Czarnowski and Piotr Je¸drzejowicz /  Procedia Computer Science  35 ( 2014 )  397 – 406 
where classiﬁers φlt(l = 1, . . . ,K) are induced from set of positive instances PS
l
t ⊂ S lt included in the sequentially
arriving data chunks S lt. In the proposed approach, the ensemble consists of the ﬁxed-size set of classiﬁers, depending
on the value of τ (τ is a parameter set by the user). The ensemble is updated when a new data chunk arrives, i.e. when
a new set S jt is available.
The updating process is associated with weights assigned to each of the base classiﬁers. The classiﬁer’s weight
w(φlt) is calculated from its accuracy and the length of time spent as a member of the ensemble. The value of weight
increases in case the classiﬁer has been taking the correct decisions. The value of classiﬁer’s weight is established,
accordingly with the WAE approach26, as follows:
w(φlt) =
Λ(φlt)√
z
, (2)
where Λ(φlt) denotes frequency of correct classiﬁcation of classiﬁer φ
l
t and z (z ≤ τ) is a number of iteration for which
φlt stayed in the ensemble.
In the proposed approach ensemble model is updated by replacing the oldest set of one-class classiﬁers, induced
on S t−τ, by a new set of classiﬁers, induced respectively on S t. By default, it is assumed that each of the classiﬁers
remains in the pool of ensemble no more than τ + 1 steps. However, it has been proposed to promote good base one-
class classiﬁers when their weights are above the average value of weights calculated for all classiﬁers in Φ belonging
to the same class. According to this rule, when the weight assigned to oldest one-class classiﬁer is higher than the
average, then such one-class classiﬁer remains active in the ensemble for the next stage. The pseudo-code of the
procedure of constructing and updating the proposed weighted ensemble is shown as Algorithm 2.
Input: S t - the data chunk consisting of positive and negative instances;
Φ - the matrix representing the ensemble of base classiﬁers;
W - the matrix of weights of classiﬁers from Φ;
τ - the column dimension size of Φ.
begin
Decompose S t into K subsets {PS 1t ∪ US 1t }, . . . , {PS Kt ∪ US Kt };
for l = 1, . . . ,K and for all data chunks PS lt do
Induce the classiﬁer φl∗t from positive examples in PS lt using one of the standard approaches;
end
if Φ is empty or it’s the column dimension is smaller than τ then
∀l=1,...,KΦ← Φ ∪ {φl∗t };
else
Calculate the average value of weights w in W;
for i = τ downton 1 do
for l = 1, . . . ,K do
if i = τ and w(φlt−i)<w then
φlt−τ ← φlt−τ+1;
else
φlt−i ← φlt−i+1;
end
end
end
∀l=1,...,KΦ← Φ ∪ {φl∗t };
end
Return Φ; (Updated ensemble model)
end
Algorithm 2: Constructing and updating weighted ensemble for the one-class classiﬁcation
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Finally, the prediction result produced by the proposed ensemble classiﬁer is determined through the weighted
majority vote27:
Φ(x) = argmax
l
τ+1∑
i=1
K∑
l
wi(φli)(φ
l
i(x) = cl). (3)
The procedure of data classiﬁcation using the weighted ensemble for one-class classiﬁcation is shown as Algo-
rithm 3.
Input: S - the data stream of instances;
Φ - the matrix representing the ensemble of base classiﬁers;
W - the matrix of weights of classiﬁers from Φ.
begin
for all classiﬁers φlt ∈ Φ do
Apply φlt on x ∈ S;
end
Calculate prediction of ensemble model for according to (3);
for all classiﬁer φlt ∈ Φ do
Calculate its weights w(φlt) using (2) and them add w(φ
l
t) to W;
end
Return Φ, W;
end
Algorithm 3: Data classiﬁcation using weighted ensemble for one-class classiﬁcation
4. Computational experiment
This section contains the results of several computational experiments carried out with a view to evaluate the
performance of the approach proposed in Section 3. The reported experiment aimed at answering the question whether
the proposed approach can be useful tool to solve the data stream classiﬁcation problems.
In this paper the proposed approach has been denoted as WECU (Weighted Ensemble with one-class Classiﬁcation
based on Updating of data chunk). The WECU has been also implemented in its version where the ensemble produces
predictions using a simple majority voting without weights - such version of the algorithm is called WECUs.
The aim of the experiment has been also to compare WECU-based approaches with other algorithms for data
stream mining:
- OLP-CNN, OLP-ENN and OLP-IB2 (OLP - Online Learning based on Prototypes), introduced by authors in24,
where data chunks have been updated using CNN28, ENN29 and IB230 algorithms, respectively. For these
algorithms it has been decided to use a simple ensemble model in which ensembles are updated by removing
the oldest classiﬁer. The ﬁnal output decision is produced through a simple majority voting to combine member
decisions.
- Accuracy Weighted Ensemble (AWE), Hoeﬀding Option Tree (HOT) and Incrementally Optimized Very Fast
Decision Tree (iOVFDT), which are implemented as extensions of the Massive Online Analysis package within
WEKA environment31.
In case of the WECU algorithm the one-class decision tree classiﬁer called POSC4.5, introduced originally in32,
has been used as a base classiﬁer. In case of the OLP family of algorithms the C4.5 algorithm35 has been also applied
to induce all of the base models for all ensemble classiﬁers. The value of the parameter denoting the number of base
classiﬁers for each case has been set arbitrarily and was equal to 6 (i.e. τ = 5). The ENN algorithm has been run with
the number of neighbours equal to 3 (set arbitrarily). All implemented prototype selection algorithms (ENN, CNN
and IB2) have been applied using the Euclidean metric.
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All the above listed algorithms have been applied to solve the respective problems using several benchmark datasets
obtained from the UCI Machine Learning 33 and IDA repositories34. Basic characteristics of these datasets are shown
in Table 1. Table 1 includes also some results reported in the literature obtained using batch classiﬁers. Thresholds α
for the size of data blocks (chunks) have been set up arbitrarily and values of the threshold are also shown in Table 1.
Generalization accuracy has been used as the performance criterion. An experiment plan has involved 30 repetitions
of the proposed schema. The instances for the initial training set have been selected randomly from each considered
dataset providing their number is not greater than a threshold. In each round, when a new instance arrives the algorithm
predicts its class label. When the prediction is wrong an arrived instance is added to a data chunk or replace other one
within the current data chunk according to the proposed approach.
Table 1. Datasets used in the experiment.
Source Number Number Number Best reported Threshold
Dataset of of of of results (in % with respect
data instances attributes classes classiﬁcation to the original data
accuracy set)
Heart UCI 303 13 2 83.8%36 10%
Diabetes UCI 768 8 2 80.12%37 5%
WBC UCI 699 9 2 99.3%37 5%
Australian credit (ACredit) UCI 690 15 2 92.1%37 9%
German credit (GCredit) UCI 1000 20 2 80.3%37 10%
Sonar UCI 208 60 2 97.1%33 10%
Satellite UCI 6435 36 6 - 10%
Banana IDA 5300 2 2 89.26%36 20%
Image UCI 2310 18 2 80.3%16 20%
Thyroid IDA 215 5 2 95.87%36 10%
Spambase UCI 4610 57 2 82.37%38 20%
Twonorm IDA 7400 20 2 97.6%36 20%
Table 2. Accuracy of the classiﬁcation results (%).
Algorithm WECU WECUs OLP-CNN OLP-ENN OLP-IB2 AWE HOT iOVFDT C 4.5 SVM
Heart 84.14 81.10 78.14 80.40 81.50 78.01 81.40 81.70 77.8033 81.5033
Diabetes 79.62 76.75 73.20 72.82 71.22 72.5 80.42 77.40 73.0033 77.0033
WBC 72.54 71.40 70.10 71.21 72.40 72.81 72.67 71.04 94.7033 97.2033
ACredit 83.74 83.48 81.52 82.40 84.06 84.50 82.41 84.50 84.5033 84.8133
GCredit 75.40 73.04 70.06 71.84 71.30 73.50 72.87 75.21 70.5033 72.5033
Sonar 84.21 81.63 76.81 75.44 77.51 77.02 76.05 78.38 76.0933 90.4133
Satellite 79.14 80.75 80.45 78.25 76.14 82.40 83.40 81.54 - 85.0033
Banana 88.10 86.45 84.10 85.72 88.10 87.40 86.77 89.21 88.5539 90.0439
Image 91.47 91.08 90.32 90.07 90.41 91.61 92.20 95.07 95.5039 94.2140
Thyroid 94.01 93.08 93.14 91.47 91.40 93.10 94.21 94.63 91.5741 94.4442
Spambase 78.50 78.50 77.61 78.17 77.80 75.40 77.40 80.20 92.3443 92.5 12
Twonorm 97.70 96.81 95.10 96.40 95.72 76.80 96.06 97.00 97.1444 97.1344
Table 2 shows mean values of the classiﬁcation accuracy of the classiﬁers obtained using the WECU approach.
In Table 2 performances of the proposed approaches are also compared with performance of other online learning
algorithms and two batch classiﬁers.
When two versions of the WECU algorithm are compared, as shown in Table 2, it can be observed that the best
results have been obtained by the weighted ensemble approach. WECU outperforms its version without weights,
where only a simple majority voting has been used. The observation holds true for all considered datasets. When the
classiﬁcation results of the family of WECU algorithms and the family of OLP algorithms are compared, a general
observation is that the proposed one-class classiﬁcation approach improves classiﬁcation accuracy, at least with respect
to the considered benchmark datasets.
The results shown in Table 2 further demonstrate that the WECU can be considered as superior to the other well-
known methods including AWE, HOT and iOVFDT. This ﬁnding is supported by the fact that in three cases the
proposed algorithm has been able to provide better generalization ability as compared to other methods.
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Fig. 1. The average Friedman test weights and the Bonferroni-Dunn’s graphic corresponding to the obtained ranking.
Additionally, the Friedman non-parametric ranking test has been carried-out for comparison of the results. Results
have been ranked and the ranking of the results has been computed assigning to the best of them rank 1 and rank
8 to the worst (the statistical analysis does not include results for SVM and C4.5). Fig. 1 depicts average weights
and standard deviations for each compared algorithm obtained in Friedman test. Fig. 1 also shows the corresponding
critical diﬀerence (CD) of Bonferroni-Dunn procedure. The horizontal cut line represents the threshold for the best
performing algorithms. These bars which exceed the threshold are associated with algorithms displaying the worst
performance with respect to the WECU. Thus it should be concluded that the WECU algorithm is beetter than HOT,
WECUs, AWE and the OLP family of algorithms. From statistical point of view the WECU assures results not worse
than the iOVFDT.
5. Conclusions
In this paper the ensemble classiﬁer constructed from the one-class base classiﬁers is proposed for mining data
streams with a concept-drift. Main feature of the proposed approach is inducing the base classiﬁers from data chunks
formed from the incoming data stream. Data chunks are formed using algorithm adopted to suit requirements of
the proposed one-class classiﬁers. The suggested ensemble classiﬁer has been evaluated and compared with other
approaches.
Basing on the reported computational experiment results it can be concluded that the proposed approach can be
considered as a competitive approach to data stream classiﬁcation. The approach extends the existing variety of
methods applicable in ﬁeld of the data streams mining. It is also a new addition to the family of the ensemble
classiﬁers able to deal with the concept drift phenomenon. The paper conﬁrms also that a prototype selection is a
promising research direction when looking for eﬀective stream mining tools.
Future research will also focus on studying inﬂuence of the size of both - ensemble model and data chunk on
accuracy of the ensemble classiﬁer.
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