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This paper is based on Fredricksen’s paper [l], which I will assume known. 
In the following, I will investigate in detail the truth table ofg, which corresponds 
to Ford’s algorithm. 
1. Let n be the length of a binary sequence. Golomb [2] introduces 
the runs of consecutive O’s or l’s; a run of o’s is called a gap and a run of 
l’s a block. (1) is an arbitrary sequence where 
V-+-l 
$a,+fb,=n 
and the ai’s are the length of the gaps and the hi’s are the length of the 
blocks: 
al bl a2 b, a, b, a,+, 
I I I I I ~. I I I j (1) 
$1 % s3 s4 h-2 SW-1 b 
The non-negative integer corresponding to the sequence is 
a = 2”1 - 2s2 + 233 - 2s4 + . . . + 2%~1- 2%~~ 
and 
n - s1 = a1 
Sl - S? = bl 
sp - s3 = a, 
s, - s4 = bz 
%T-1 - %r = 6, 
%V = aT+l , 
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a I , a2 ,..., a, >, 1 and b, , b, ,..., b, 3 1. We shall develop theorems that 
for a given integer a tell us for which values of n the truth table of g 
corresponding to Ford’s algorithm is 0 and when it is 1 [l]. All results are 
proved by looking at the pattern of the sequence (2) of length n corre- 
sponding to the integer 2a + 1. It is also very useful to consider the 
(2a + 1)-sequence as cyclic. From [l] we conclude that, if for given integer 
a, the integer 2G . (2~ + l), c 3 0, is the greatest on the (2a + I)-cycle, 
then g(u) = 1. 
2. Let us now consider the block-gap pattern in the (2a + l)- 
cycle (2), where b,+l = 1 and a, is replaced by a, - 1: 
a, - 1 b, a, b, a7 b, %+1 b Tfl 
I I I I I ... I I I _ I 7 (2) 
We introduce the following sums: 
SZ = ui 
Sil = Ui + bi 
Sfksl = ai + bi + *.. + ai+k-l + bi+k-l 
p z = ai + bi + *‘* f ai+k-1 + bi+k-1 + ai+k 
Sir = U$ + bi + ... + a,+r 
gr+1 = Q + bi + ... + ai+, + bier, 
where i E (1, 2,..., r + l} and the subindexes of the a’s and b’s are reduced 
modulo r + 1 such that 0 always is represented by r + 1. Further, a, 
shall always be replaced by a, - 1 in the sum to the right of the equal sign. 
Since a = 0 gives g(u) = 1, we suppose that a > 0 and that, for given 
a, II >, Q where 2”0-~ < a < 2”0-‘. Finally we note that, if g(u) = 1 for 
II = 11~ , this is still true for II > n, . 
3. At the beginning of the discussion an even a is given (szr > 0). 
3.1. T = 1, b, = 1. 
For /z = s1 + 1, g(a) = 0. 
For s1 + 1 < n < 2s, we have g(u) = 0 and for IZ > 2s,, 
g(a) = 1. 
3.2. r = 1, b, > 1. 
Then,forn=s,+l,g(u)=O,andforn>s,+l,g(u)=l. 
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3.3. We now continue with r > 2 as long as a is even. 
3.3.1. b, > bi , i = 2, 3 ,..., r + 1. 
For II = s1 + 1, g(u) = 0 and for n > s1 + 1, g(a) = 1. 
3.3.2. Now consider the cases in which b, is not the longest block. 
3.3.2.1. Let bj > b,, i = 1,2 ,..., r + 1, i + j. 
Forn>s,+l,g(u)=O. 
3.3.2.2. Suppose that the maximum block length is bkl = bk, = ... = 
bk1,2~(Ir++,kl(kz<...<ktand 
% = min(ukl+l, akz+l,'.., akl+l) 
where the indexes are reduced modulo r + 1. We remark 
that, if k, + 1 = 1, we must replace a, by a, - 1. We use the 
notation 01~ = ki + 1, i = 1, 2 ,..., I, and I,, = {aP , 01~ ,..., q}. 
This allows us to remark that, for given m (0 < m < 2r + 1) 
alEST implies a, E SW?+, , SC,, ,..., SC where 0 < j < 1. 
a, E S means that a1 - l’is one of the terms in the sum S. 
3.3.2.2.1. k, > 1. 
This gives g(a) = 0 for n > s1 + 1. 
3.3.2.2.2. For k, = 1 we conclude that, for n = s1 + 1, g(u) = 0. 
When n > s, + 1 and s2 - ss = u2 is the only gap of length a, , 
g(a) = 1. 
Now n = n, > s1 + 1 is given and, among others, s2 - ss = a, . 
Through deciding index sets I, where ZU+l C Z, for ZL = 0, l,... and 
numbers m, where m, < mU+1 < 2r + 1 for ZL = 0, l,..., it is possible to 
decide the value of g(u). 
The folIowing is presented as an algorithm. 
START. 
Let mrr & = 0 this first time) be the least possible integer for all 01 E Z, 
such that S,i = S,j for j = 0, I,..., mU . 
Case 1. m, even and S?U+’ < SOP” for some 01 E Z, . When 
n = n, > s1 + l,g(a) = 0. 
What happens when we increase n, such that n > n,? 
(I) a, 6 S?P and a, 6 S~U for all 01 E I, . Then n > no still gives g(a) = 0. 
(2) a, $ S’~G and a, E Sro for at least one a: E Z,, . Let t, 1 < t < 1 be 
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the least number such that a, E Sz+l . We introduce the set Z,+l = 
(3 2 3.S.) q)CZ,, (y=p). IfZ,,, = .@,g(a) = 1 for n >n,, see Fig. 1. 
FIG. 1. The sums S (g = gap and b = block), for mu even. 
If t > 1 and S?P+~ < S~U+’ for some Q: E ZY+1 , g(a) = 0 for n > n, . When 
this is not satisfied let I,,, C I,,, consist of those (Y for which S’?P+’ = S~IJ”. 
If z,,, = 0 we have g(a) = 1 for n > n, . 
If I,,, f 0 we go back to START with ZJ = y + 2 and continue the 
investigations on the sums for n = n, , but the conclusions are for n > n, . 
(3) We cannot have a, E SOP and a, $ S~V for a E I,, . 
(4) a, E SOP gives g(a) = 1 for n > n, . 
Case 2. m,, even and SOP+’ 3 S’~LL+~ for all 01 E Z, . We must have 
s$+l > sp+l for at least one OL E Z, . Let Z,,+l C Z, (y = p) consist of those 
iy. for which SZm,+’ = SOP”. If Z,,, = o we have g(u) = 1 for n > n, . 
If Z,,, # ia we go back to START with p = y + 1. In this case we are 
still interested in the case 12 = n, . 
Case 3. m, odd and Sr&+l > S~U+’ for some cx E I,, . 
The first part of this case goes exactly as in Case 1, when we systematically 
repIace even by odd and < by >. 
(3) We cannot have a, E S~!J unless m, = 2r + 1 and then 
S.$+l = Srfl+l for all o( E Z, . 
Case 4. mu odd and S~F+’ = Sr~+l for all cy E Z, . In this case, 
m, = 2r + 1. When n increases all the sums increase since a, o S$J and 
~1~ E SunZ,, for all 01 E Z, . We conclude that g(u) = 1 for n > n, . 
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Let us look at the special case when m, = 2r + 1 and bi = 1, 
i = 1, 2,..., r + 1 and a, - 1 = a2 = *.. = a,,, = t - 1 > 1. We then 
have a periodic pattern for 2a + 1, 00 a*. 01 and g(a) = 1. Thus we have 
that when a = 2t-1 + 22t-1 + .*. + 2+--l and 12 > t(r + l), then g(u) = 1. 
Case 5. mu odd and S~P+I < Srti+l for 01 E I, . This case goes exactly 
as Case 2 when we systematically replace even by odd and > by <. 
When n > s1 + I and s2 - ss > a, , g(u) = 0. 
4. An odd integer a is given (a,,, = 0, szr = 0). We now include 
b,,, in b, such that we call b, + b,+l for b, and we exclude a,,, from the 
pattern (2). 
4.1 I = 1, b, 3 1. 
When n > s1 + 1, g(u) = 1. 
4.2 The rest of the case a odd goes exactly as for a even from 3.3, 
when we replace r by r - 1. 
Finally we shall have a look at the special case when mu = 2r - 1 and 
bi = s > 1, i = 1,2 ,..., r, and a, - 1 = a2 = *a* = a, = q > 1. When 
Q = 2rs+(T-lM-l _ p-lb+w-l)H 
+ 2(r-lb3+(T-2b-l __ 2w--2)S+~7-2k7-1 + . . . + 25-l _ 20 
andn >r(q+s),g(u) = 1. 
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