INTRODUCTION
This paper is the continuation of [3] and it completes the classification of finite simple groups of component type whose order is not divisible by 211, where the rank of a component of a centralizer of an involution is at most two. Let A be such a component. In [3] , we have dealt with the case m(A) = r(A) = 2. Now we consider the case m(A) = 2, r(A) = 3. The main result is the following: THEOREM A. Let G be a jInite non-abelian simple group containing an involution t such that for H0 = Co(t) and H = H,/O(H,,), the following assumptions hold: H contain a nonsokable component A such that m(A/Z(A)) = 2, r(A/Z(A)) = 3, m(Cff(A)) = 1.
Further assume that one of the following conditions holds:
(i) The order of A is not divisible by 28 and H = AC,(A).
(ii)
The order of C,(A) is 2 and H = AC,(A).
(iii) The order of G is not divisible by 211.
Then G is isomorphic to one of the following groups:
(a) PSL (4, q) , q = 9(16); (b) PSU (4, q2) , q = 7(16);
Cc) P% (6, q) , q = 3, W).
We make much use of the concepts and methods introduced in [3] . We also refer to the notation introduced there. Without any change in the argument we get the following additional hypothesis: HYPOTHESIS II. Let G be as in the assumptions of Theorem A. Put K = C,(A): Then K is cyclic of order 2', Y > I, Z(A) = 1, and r(G) > 4.
As in [3] , we do not always need the full strength of the assumptions on the 2-part of the order of G. We give some information about the general case where possible. Unlike the situation in [3] , not only does the smallest possible case lead to existing groups, but there are infinite series with respect to the 2-structure. On the other hand, the work for the general case will be of the same sort with some inductions necessary of the kind discussed in Section 4.
By the assumptions in the Main Theorem, we quickly see that we basically have two cases: (I) There is no outer automorphism on A, (II) there is a graph automorphism on A. We remark that extensions of A by a field automorphism also occur, for example in the groups PSL (6, q) , but then we go beyond 2r".
The Chevalley groups which occur in the context of this paper have been classified by their Sylow-2-subgroups, [6, 71 , and we use these characterizations for the identification of the groups listed in the Main Theorem. At the end of this paper, we outline a different approach which uses the results in [2] rather than Sylow characterizations.
PRELIMINARY LEMMAS
LEMMA 2.1. Assume X g Z, x Z, x Z, and put X0 = J&(X). (a) If N e x4 acts on X being faithful on X0 , then X contains precisely one N-invariant maximal subgroup E, and E s Z, x Z, . (b) If a group N acting faithfully on X contains a normal subgroup No of order 2 inverting every element of X and N/N, is isomorphic to x4 , then N is isomorphic to Z, x x4 , Proof. Put Z = @(X) and N, = O,(N). Then in (a) and (b) , Nr centralizes Z, and we have [X0 , NJ = Z. This forces the operation of N on X/Z to be completely reducible, and because of the operation of an element of order 3 a maximal invariant subgroup must be isomorphic to Z, x Z, .
To prove (b) we have to show that Nr is elementary. Suppose that Nr is quaternion. Then No = @(N,). Forp E Nr -No , s = p2, c E X we have [c, s] = cs = [c, pz] = [c, p12[c, p, p] = [c, p, p] as [c, p] lies in X,, . This forces the group [X0 , $1 to have order 4. But Nr centralizes Z, a contradiction. LEMMA 2.2. Let N be a Jinite group with a normal subgroup X s Z, x Z, such that X = C,(X) and N/X g x4 , Put S = O,(N).
(a) S is of type PSL (3, 4) . (b) There are two cases: (i) N splits over X, and zfy E N -S is an involution, then Cs( y) e D, .
(ii) N does not split over X, and for an involution y E N -S, we have C.s(Y) = 93 * Proof. Part (a) follows from [3, Lemma 2.6(d) ]. Put 2 = @(X) and choose involutions rl , rs such that X(r, , r& = S and [ri , r2] = 1. By [3, Lemma 2.6(c) ], C,(y) is non-Abelian.
If y normalizes the group Z(r, , rs), then we get case (i); otherwise, we get case (ii). LEMMA 2.3. Let N be a finite group with a normal subgroup X z Z,, x Z,, such that X = C,(X) and N/X E x:4. Put S = O,(N). [O,(N) , E] = Q,(E). 1 Proof. Let Z be the N-invariant Csubgroup of X0. Then we can apply Lemma 2.1. to X1 = .Sa,(X mod Z). The group E found there is the one we look for. As the operation of N on X/X,, and X,, is the same one, all assertions follow. LEMMA 2.5. Let N be a Jinite group with a normal subgroup X z Z, x Z, x Z, and N/X=&.
Take D E Syla(N) and y E N -X such that D(y) X/X s z3 . Take generators t, c1 , c, of X with t2 = cl8 = c28 = 1; put c3 = (c1c2)-1 such that (c 1 , c2 , CJ is an orbit under D and assume C,(y) = (cg , t> and (t) = C,(D). Put m = N/X and O,(m) = (r; , r22) with 7 centralizing r3 = G2 . Then there are two possibilities provided that the operation of m on X/@(X) and on Q,(X) isfaithful: Proof. Put fi = ci2 and g, = ci4. As ri does not centralize t, the commutator {ci , rj] cannot be contained in t(gl , g2) for i # j. This shows that the operation of m on X/G+(X) and on @(X) is faithful. This shows [f3 , ra] = g, and [c$ , r,] E fa(ga). From our information we get [c r , r3] = tf2g for some g E (gl , g2>. Put .h , r31 = fsz for a E (gs). Now we compute c22g2Z = [G', r31 = [cl , rSIEc2 I r31 = f2figgv, which yields the relation z = gg u. On the other hand, we note [cr , r3 , y2] = Iand we compute k-3 > y31 = [% 9 YIP3 , y21 = [% 3 Yd"[CI 9 y31d' = ?f&tfigd2 = f$.
This shows that gudgd' = gsz Now we conclude g = g, if .Z = 1 and g = g, if z = ga . The lemma is proved.
LEMMA 2.6. (a) Assume that X is a special group of order 28 with a center of order 22 containing a special group of order 26 and type PSL (3, 4) , say P and an elementary group Z(s, t) of order 16 with Z = Z(P) such that C,(s) s Cr(t) & Cr(st) z Z, x Z, . Then X is isomorphic to (Q1 x Q2) * Q3 for Qi g Qs with Z(Q,) f Z(Q,) for i = I, 2.
(b) Let X be the group of part (a) and aii , 1 < i, j < 3 be generating elements of Qi . Then X has the following properties:
(i) The elements aii are (module Z) the only elements of R with centralizer of order 27.
(ii) The groups Qi , 1 < i < 3 are the unique quaternion subgroups of X with centralizer of order 26
Out(X) = IL t L , each copy of & of the base group acting on a Qi and the group on top permuting them.
(iv) Modulo Z, there are precisely 21 cosets of involutions with representativesa,,a,,a,, , 1 < a, b, c < 3, and Aut(X) is transitive on them. The centralizer, of one involution is isomorphic to Z, x (Z,, x Z,) Z, the last Z, inverting everything.
(v) The rank of X is 4; there are precisely 36 subgroups isomorphic to E 16 I all of them are conjugate under Aut(X), and the normalizer of each one 234 Out(X) is isomorphic to x3 x z3 .
Proof. Put C,(s) = (rl , r2) and Cr(t) = (cr , ca} and zi = ci2 = yi2. Then [ci , ri] = .si and [ci , yj] = zizj for i # j, Clearly t inverts C,(s) and vice versa. Put r3 = rIr2 and cs = c,ca . Then the groups Q( = (c,t, ris>, 1 < i < 3 are the quaternion groups we are looking for. Now introducing the notation of (b), we clearly get 1 C,(a,?)[ = 271 But straightforward commutator observations show that the a,j are unique having this property. Kow if a quaternion group is centralized by a group of order 26, then each of the generating elements has a centralizer of order 2'7 thus (ii) holds. Every Qi admits a 23s as an outer automorphism group and the action of these groups is independent, so (iii) follows.
To get involutions in X -Z, we need contributions from all Qi's, so we count 27 possibilities. Clearly, Aut(X) is transitive on them. The centralizer of u11u21u31 is the group <ww& x (all, 21 a )(a12u22u32) which obviously has the right isomorphism type. The centralizer of an involution shows m(X) = 4. I\;ow each such E,, covers three cosets, and for every coset we have four elementary groups.
Counting the incidences, we see that there are 36 elementary groups of order 16. Let E be one of them. Then X induces an automorphism group of order 16 on E, and in Aut(X), the normalizer of E cannot cover the full GL (4, 2) . The smallest .possible order for NoU&E) is 2 2 . 32, but a subgroup of order 26 . 32 in GL(4, 2) is maximal. Part (v) is proved.
ON THE STRUCTURE OF H AND A CERTAIN ~-LOCAL SUBGROUP
Arotation.
3.1. Take TE Syl,(H,), S = T n A, , E = J(S), K = (q) = T~K,.ThenE=(c,,c2)andS=E(y)withc~m~c~m= [c,,c~=y2=1 and ciY = c2 . Put zi = cFm-' and 2 = (z, , .z2). Then Z = Ql(E). By assumption, we have q2' = 1 and t = q2'-l.
We use the information about A given in [3, . In particular, we have ee' = 1.
The automorphism group A,(E) is isomorphic to xa, so an element of H of order 3 acts regularly on Z and fixed-point-free on E. Put ca = c;'c;~ and z, = ZlZ2 . (e) The involution t is not conjugate into Z.
(f) T is not a Sylow-2-subgroup of G.
Proof.
The assertions (a) and (b) f 11 o ow directly from the structure of S and the way outer automorphisms of A can act on S. Now regard Xi = C,(W,). We note X,/W s T/S. For an outer automorphism Ih such that lih E K, we have 1 E: C,( I*)/ > 2*" and for a graph automorphism s, we have C,(s) = Z. This shows that W is the Abelian subgroup of maximal order in Xi , and (c) is proved. From the fact [W,, , T] = (za) we get (d). Suppose t is conjugate to ,za.
Then this fusion must take place in No(T). But this is impossible. So (e) holds.
Suppose that T is a Sylow-2-subgroup of G. Then by (e), t is not conjugate to tz, or to za , so t is isolated in KS. Let i E T -KS be an involution which is conjugate to t. Then by [3, Lemma 2.191 we may assume C,(i) 3 Z(y) and that all elements of Zi are conjugate to i. Clearly, T' < KE and hence Q,(T') < W, .
Then for some g, we have ig = t, zag = z E 2, (i@ = tz. This shows that t is conjugate to t.z, a contradiction. We have proved that t is isolated in T. Now we apply the main result of [4] . The lemma is proved. LEMMA 3.3. AG( W,) s x4 ; the group Z is normal in No( W,).
Proof. As A,,( W,) g x3 , the assertions follow from Lemma 3.2(f). Proof. Suppose that s does not act as a graph automorphism. Then A admits field automorphisms of even order, the order of S is at least 2', the order of T is at least 2g, and by Lemma 3.3, we get our result.
Remark.
Because of our assumptions in the Main Theorem, we have to deal with two cases: Then, by the action of y on E, we see that y normalizes W(r,r,>. In W(y) -W, there are precisely 2 classes of involutions with representatives y and ty. As y is not conjugate to ty, we may assume that rs centralizes y. So all parts of the lemma are proved. (ii) The group Q is extraspecial of type DD with center (q), we have r<m-2.
(iii) We have Z(Q) = dy&) = Wand Q' = (p}. Furthermore, Y < m -1 (iv) The group Q is Abelian, we have r < m -1.
Proof. The group W/@(W) is elementary of order 8 acted on by a group isomorphic to x4 , so we can apply [3, Lemma 2.71 . If m = r, then we must have one of the cases (II, b) or (II, c), and this gives (i). From now on suppose Y < m; this yields (H) E Z(Q). By definition of W,-and Lemma 3.6, we either have (ii) or (pi , ~a) is normal in Q. Hence the action on w may be assumed to be completely reducible. Cases (I, a) and (I, b) lead to (i) and case (I, d) leads to (iii). So assume that Q is isomorphic to E4 x Qs and Q = (q). By the following lemma which we prove independently, we see that the group Q/W, contains involutions outside W/W, . Let x be the inverse image of such an element. Then by the structure of Q, x2 E W, -W,, . But CWriW,-,(x) = W,.l/ W,, , and this is a contradiction. The lemma is proved. Proof. The group WI W, is homocyclic Abelian of order 22(m-r) and of rank 2, acted on by a x4 . Suppose Q/W,. is Abelian. Then we have case (a) or (b) . But if Q/W, is non-Abelian, then we may apply Lemmas 2.2 and 2.3. Finally, if Q/W,. is of rank 2, then Q/(q) is of rank 2 too, and we do not get the critical case in Lemma 3.8. The lemma is proved. Proof. We show r(Q) = 3. If K is a subgroup of Q generated by more than three elements, then K < Q and we may assume K < W{Y,). But K cannot be contained in w by Lemma 3.8 @P(K) contains a generating element of Q.
By Lemma 3.10(c) T, E Syl,(G) and clearly r(T,) < 4. The lemma is proved. LEMMA 3.14. In case (ii) of Lemma 3.8 the action of Q on Ez is nontrivial.
Proof. This is Lemma 2.5. Proof. If Q is nontrivial on E, , then 2 = fi,(Z,( T,)), and we are done. As the graph automorphism s inverts E, , we see that sZ,(Z,( T2)) is contained in Q and we only have to regard case (iv) of Lemma 3.8. Now assertion (a) follows with the lemma below. For (b) we note that we have W,, = D,(@(R)) except in the case r = 1 and case (iv) of Lemma 3.8. ; we may choose r1 and r2 such that P = Wr, > rz> and Q = P(t). Furthermore, the following assertions hold:
(a) For the structure of P, there are three possibilities:
(i) P is isomorphic to Z,,+, x Z,,+, .
(ii) P is isomorphic to the group S of Lemma 2.3 for m = k.
(iii) P is Abelian of rank 4; the elements rl and r2 can be chosen such that Q,(P) = % , yz>. (b) In any case, Z is characteristic in T, . (c) In case (i) and (ii), W,, is characteristic in Q.
Proof. From our assumptions we conclude that t is not contained in @p(Q). This shows the existence of P. If P is Abelian, then we have case (i) or (iii).
Otherwize Lemma 2.3. gives the information needed.
In case (i) or (ii) we get 2 = Di(2.J T,)). I n case (iii), we may have sZ,(ZaT,)) = Z(r,>. But the centralizer of this group is P or P(s), and in either case, Z is characteristic.
Finally in case (i), W,, = m,(Q). In case (ii), we regard the group Y = (iE Q/i N t, Co(i) g Co(t)). By the structure of P, P contains no generating element of Y. Candidates can only be found in @i(E) r,t or @(E) c,r,t. But the centralizers in Q of these elements are non-Abelian.
Thus we get Y = W0 . Lemma 3.16 and that Tz is not a Sylow-2-subgroup of G. If m > 3, then P is Abelian of rank 4.
Proof. By Lemma 3.16(c) this assertion clearly holds in case (I) of Lemma 3.4 so assume R = Q(s). The group Q/Z is the only maximal Abelian subgroup of R/Z in the case m >, 3 and we apply Lemma 3.16(c) (iii) and that T, is not Sylow in G. Then P is of type PSL (3, 4) , the group R = P(t, s> is special of order 2* with center Z, C',(s) z Cp(t) G Cp(ts) g Z, x Z, , and the group R is isomorphic to QB + ( Q8 x Q8).
Proof. Clearly we are in case (II) of Lemma 3.4. If P is homocyclic, then IV, = 1(21(Zz(R)), and we are done. So P must be of type PSL (3, 4) . Furthermore we cannot have sa = t, so choose s to be an involution.
We conclude D,(R') = Z. If R' > Z, then W = C',(R'), a contradiction. So R is special.
Assume that C,(s (a) P, g Z,, x Z,, x Z,, x Z,, ; T, = Pm(t, y). (b) T, E Syl,(N,(Q,)).
If T+ E Sy12(NG(Tm)), then T+-= TVA(u), where u normalizes P, and Pm(t)" = P,<ty). For i = 0, (i) and (ii) h ave been proved in Lemmas 3.3 and 3.4 . From (ii) we conclude for any i that T,+l = Pi+l(t,y), and with the aid of Lemma 4.2, (iii) follows from (ii). Also (v) is a trivial consequence of (ii). So we really have to prove (i), (ii), and (iv). The case i = 0 in (iv) is settled by Lemmas 3.16 to 3.19 .
So assume i > 0. From (ii) and (iv) of the previous stage, we note E = Z(QJ; therefore P, is characteristic in Qi for allj < i. Clearly Pi is the biggest Abelian subgroup of Ti , so Pi is characteristic in Te . As 1 Cp,(t)I > 1 C,Jy)l for i < m, we see that Qi is characteristic in Tc , so (i) holds. The factor group NG(Q~QO(CG(QJ> cefiainly contains a & by the previous stage of (ii) and is bigger than that by (iii); hence this factor group is isomorphic to C4 ; we denote it by Ni+r . By the above remarks, Ng+l acts on Qi/Pi-, , and Qd contains four conjugates of Qi-r . By induction, the fusion assertion of (ii) also holds.
We want to show that Pi+l/P,-l is isomorphic to 2, x 2,. Put X = aI( Then we first remark that Pi+l is Abelian if X < Z(P,+J. Put Y = Cri+,(ty). Then we see easily that @(Y) is contained in Pi and that a,(@( Y)) is a 4-group contained in X. Now ty is conjugate to t and W = C,(&(@(T))) is Abelian. As Pi+l centralizes X, the group Cpi+Jty) is Abelian. Now [3, Lemma 2.6(c) ] shows that Pi+1 is Abelian. Assume that Pi+,/Pipl is elementary. Then, as Pi+l does not contain any conjugates of t, we see that (tc n Qi+r) = (tG n Qi). Thus by (ii), Ti+l is Sylow in NG(Qi+J, and Qi+l cannot be characteristic in T,+l . Now this shows that Z cannot be characteristic in T,+l , and we must have ar(Z,( Ti+.,)) = Z(rs) for some r3 E X. This shows that Pt+l centralizes X, and we have seen that Pi+l is Abelian in this case. From the fact @(Pi+J = @(Pi) we conclude m(P,+J = 6. But m(Cp(t)) = 2, a contradiction. Hence P,+,/P,-l g Z, x Z, . If Pi+l is Abelian, then we see that (iv) holds as we have m(P,+J = 4 and exp(P,.+J = 2" because of the action of y and t. We have seen that Pi+l in fact is Abelian if Pi+l centralizes X. So assume that the action of Pi+l on X is nontrivial. Then by the structure of GL (4, 2) , every element of Qi+i outside P,j.+l n Qi centralizes a maximal subgroup of X. As m(C,.Jt)) = 3, no such element is conjugate to t. Again we conclude <tG n Qd+r> = (tG n Qi), and, as above, Qi+l is not characteristic in Ti,, . But the nontrivial action of Pi+l on X forces Z = L$(Z,(Ti+,)), a contradiction. We have proved that (iv) holds, and everything is shown. Proof. The group T-/PTm is isomorphic to D, , so by transfer, TT cannot be Sylow in G. This forces that Pm(t) and P,(u) must be conjugate in N(T+).
Our induction argument immediately yields (a). Assume that T, is not Sylow in iVc(Qm
(Clearly P, is characteristic in T+.) Now this shows that C,(U) is a 4-group (where X = r,(P)).But Cr(t) = Zand C,(y) = (zs, rs),and C,(ty) = (z,, r&. From the operation of u we conclude C,(U) = C,(y). As X is characteristic in P,(y, t) and in P,,,(y, u) these groups cannot be conjugate. But this is a contradiction. HYPOTHESIS 4.5 . For the remainder of this section, assume R = Q<s>, r = 1 and case (iv) ofLemma 3.8 and that we have case (iii) ofLemma 3.16.
We should expect that the situation is basically the same as in the first part of this section and that we get a general contradiction by transfer arguments, but the element s coming in makes the arguments more complicated. So we only show that, under Hypothesis 4.5, 211 divides the order of G. Proof. First assume that E, and F are not conjugate in Ns . Then all involutions of Ft are conjugate to t in R, , and N, contains a section isomorphic to & which acts on F(t).
On the other hand, if E, and F are conjugate, then we automatically have m = 2 and t is conjugate to ts. But all elements of E,ts are conjugate in G by [3, Lemma 2.191 . The lemma follows. Proof. The order of T2 is at least 2g. So the assertion follows by Lemma 4.10.
THE EXCEPTIONAL NON-ABELIAN CASE
HYPOTHESIS 5.1. Assume the situation of Lemma 3.19 . The group R is described in Lemma 2.6. Put N3 = No(R) and M, = NS n Co(Z). Denote by Yf factor groups module RO(Co(R) and by H factor groups module 2.
The group N3f is a split extension of MS+ by a group isomorphic to CS whose inverse image can be chosen to be D(y) < Co(t). Take T3 E Syl,(Ns) such that T3 > T,andput R, = T,n 111,.
LEnkvrA 5.2.
---Let u be the (3, 3)-matrix with rows (c$, yis, cirits), i = 1, 2, 3. Then the elements of u correspond exactly to the elements aij introduced in Lemma 2.6. Proof. Denote by ii the corresponding matrix element of u. Assume that 23 divides the order of M,+. Then there is no transposition of type (5, 3,) , which shows that the order of M3+ is 8 and that all transpositions of M,+ are either of type ( li , Zj) or (1 j , 3,) . Without loss of generality, we assume the latter.
Assume that 22 divides the order of M3+. If there is an element of type 1 i , 2,) (1 j , 3,) , then by the action of L+ there is a 3-cycle; contradiction! Therefore in this case a Sylow-2-subgroup of Mi'-, without loss, looks like ((11, 3i)(la, 3& (I,, 3a)(la , 3,)). We denote this group by Tf. So in any case, if 22 divides the order of MS+, M3+ contains a group of type T+.
We compute the fusion [3, 0, 0, 0, 0, 31, [2, 1, 1, I, 11, [l, 2, 01~ [0, 2, 11. With 5.3(d) we see that f has 14 conjugates and s has 13 conjugates. But this forces that a subgroup of order 2 in M3+ centralizes a conjugate oft, a contradiction. Proof. If T+ = (x+) is a Sylow-a-subgroup of Ma+, then x+ is the product of three transpositions. Call a transposition (lj , 5) of type I, ( lj , 3j) of type II, (2, , 3,) Now assume that x+ is of type (I, II, III). Ag ain the order of M,+ is 18, we conclude that MS+ contains the involution of type (III, III, III) which normalizes W, , a contradiction.
This shows that the order of M,+ is 2 and that we may assume that x+ is of ,type (II, II, II). Proof. For (a) and (b) we remark that C,(D,) = (t, s) and identify u with the element x+ of the lemma above. Then (c) follows immediately. We have Z( Ts) = (~a> and Z(T, mod 2) = Z(Y, , s). This shows sZ,(Z,(T,)) = 2. Regard Rz/Z. As the order of C,,,(u) is 8, R is characteristic in R, and in T3. The assertion follows. Proof. We have seen that Z(s) is normal in Ts, therefore t cannot be conjugate to s. The involutions of Zcis and Zciris are conjugate by Lemma 5.6(c) , and they all are conjugate to s. Using [3, Lemma 2.51 and the fact that t is not conjugate to s, we see that t is not conjugate into P. Assertion (a) is proved.
Assume [y, ~1 = 1. By transfer, t is conjugate into P(ut, y) and into P(s, y}. But this contradicts (a).
We compute X = CTs(ty) = (cs , Y~.&(s, t, y, u) and X' = (zs , razz,, s} which yields &$(X') = (zs , s}. Comparing with the structure of T we get (c). Proof. Regard X = CTJB) = (rl , ra , s, t, u}. By a Frattini argument, No(X)/X involves a GL (3, 2) . The group X0 = (ri , us , tu) is isomorphic to 2, x 2, x 2, and inverted by t, it certainly is characteristic in X. Regard the elementary group X/B and put F = B(t). The group No(F) contains a Sylow-2-subgroup of G, and N,(F) n N,(X) h as odd index in Arc(X). Regarding the other cosets, we get the fusion Bu N Briu by ci . This shows that F is normal in Arc(X). From the structure of C,(t) we get that the index of Co(t) n N, (F) in N,(F) is 23 . 7. This is a contradiction.
IDENTIFICATION OF THE FOUR-DIMENSIONAL
GROUPS HYPOTHESIS 6.1. In this section, we assume that condition (i) or ( (a) The group Q/W," is isomorphic to Z, x Z, x Z, . (b) The elements rl and r2 can be chosen such that P = W&r, , r2) is Nainvariant nmdulo O(N,), P/W,-, is of type PSL(3, 4) with a fixed-point-free automorphism of order 3 acting on it.
(c) The group M = P(qz, y> is maximal in Tz , and q is not conjugate into M.
Proof. We are in case (i) of Lemma 3.8. If ri2 E q2ciW,,_., , then we get r(Q) = 3 and r(G) = 4, which we have excluded. Therefore ri2 must be con-r tained in W,-. Now (a) follows. Part (b) is a consequence of Lemma 3.11. Clearly the group M is maximal in Tz . Suppose that q is conjugate into M. If m = 2, then P itself is of type PSL (3, 4) , and as in Lemma 4.2 we see that t is not conjugate into P. But if m > 2, then q4 is conjugate to an element of W,-,, -WnL-3 7 which means that t is conjugate to an element of Z. But this is a contradiction. Proof. Assume Y = tn = 2. Then by Lemma 6.3, t is conjugate into Tz -M. All elements of P(t)q have order at least 4, so t is conjugate into P(t> qy. Using [3, Lemma 2.6(c) ] we see that t must be conjugate to an element of Woqy, if we iegard P(q, JJ)/ W, But this is not possible.
The case Y = 1, m = 2 is of type (iv) of Lemma 3.8 and has already been dealt with. Proof. The proof for (a) and (b) is the same as in Lemma 6.3. Part (c) follows from Section 3 together with Corollary 6.2. LEMMA 6.6. The structure of P is described in Lemma 2.5, we have C,(y) = (t, cQ , rs). There are two possibilities:
There are precisely two elementary 16-groups in P/ Wo ; in case (I) they are nor-, malized and in case (II) they are permuted by y.
Proof. Trivial. LEMMA 6.7. (a) Let i be a conjugate oft, and let X < Co(i) be a 2-group such that 1 X' 1 > 4. Then there is a g E G with ig = t and (C,(X'))'J < W. Proof. Trivial. LEMMA 6.8. Assume case (I) of Lemma 6.6. (a) The elements rI and rz can be chosen such that the group Pz = E,(r, , r2> is of type PSL (3, 4) and admits a$xed-point-free automorphism of order 3.
(b) (tG n P2(t)) = W,, .
(c) C,z(y) g D, ; thegroup N, splits over W.
(d) Assume that t has a square root q2 . Then t is not conjugate to an element of Ws'lW).
Proof. Part (a) follows from the final remark in Lemma 6.6. Certainly t is not conjugate into Pz . Now (b) follows with Lemma 2.5. Assume C,z(y) g Qs = <c s2, us). Put X = CTz(ty) = (4, cs , YJ~ , y) and compute C,(X) = (Q, y, cs). The element r2z2t is conjugate to y by (b) . There is a g such that Proof. By Lemma 6.3(c), a power of q2 is conjugate into T, -P(q2,y); as all elements of P(q'Qq have order at least 8, it must be fused into P(q2)qy. Now regard T2/ W, . Elements of W (c 2 r , c 2 , rr , r2) qy with square in W, are conjugate into W,qy by [3, Lemma 2.61 , so they have order at least 8. Hence q2 is conjugate to an element whose square does not lie in W, , therefore t is conjugate to an element of W,Y~, . Because of the action of E, t is conjugate to an element of WOcIr, q2. In case (II) of Lemma 6.6, this set does not contain involutions. Therefore we have case (I), and we get a contradiction to Lemma 6.8(d) . The lemma is proved. Proof. The spirit of the proof is the same as in Lemma 6.9. Put M = P(y). We show that q is not conjugate into M. If q is conjugate into P, then looking at the squares, t is conjugate into 2, a contradiction. Therefore we assume that q is conjugate into Py, say to an element x. Regard P(y)/Wo . If x2 E W, , then q is conjugate to an element of W,y, a contradiction. Therefore t is conjugate to w element of Q(M) -W, which we have to look for in W,@(E)(c,) r3. The operation of E reduces to W,,(c,) r3. We must have case (I) of Lemma 6.6 and taking the suitable El, of P/W, , we may assume that t is conjugate into Wqz . But this contradicts Lemma 6.8(b) .
We have shown that q is not conjugate into M. Therefore t is conjugate into iVlq. Involutions in Pqy are conjugate to elements of W,,qy, but there are no involutions. Therefore t is conjugate into Pq. Looking for involutions in this set we see that t is conjugate to an element of WOqc,r, . Now we finish as in Lemma 6.9. LEMMA 6.11. We have case (I) of Lemma 6.6. The elements rl and rp can be chosen such that (rl , r2 , y) is dihedraE of order 8 with center (x3).
Proof. In case (II) we obtain t E @(CTg(ty)) which is not compatible with .r = 1. The remainder follows by Lemma 6.8. LEMMA 6.12. We have case (A) of Lemma 2.5.
Proof. Assume case (B) of Lemma 2.5. We first show that t is not conjugate to csr, . First of all we compute [clrl , czrz] E (~a). Therefore caya is centralized by either clrl or c1zlc12 and in addition by Z. But m(T) = 3. Hence t is not conjugate to cars. Put x = cgty) = (t, c, , razs , y). By Lemma 6.7, there is a g E G such that (ty)" = t, (t, cs, y)" < W. By the above remark, cs~~z is not conjugate to t, without loss we may assume (csrs'3zz)g = y. This shows that cg&y is conjugate to ty. By the operation of rl , ty is conjugate into O(E) c3y, which is a contradiction. LEMMA 6.13. T, is of typePSL (4, q) , q = 9(16). Now we compare with [7, Table I ].
THEOREM 6.14. Under Hypothesis 6.1, G is isomorphic to PSL(4, q), q = 9 (16), or PSU (4, q2) , q = 7( 16).
IDENTIFICATION OF THE SYMPLECTIC GROUPS
For the whole of this section, we assume R = Q(s), where s acts on A as a graph automorphism, i.e., case (II) of Lemma 3.4. HYPOTHESIS 7.1. For the first part of this section, we assume r = m in addition.
From Lemma 7.3. onward, this will mean m = 2, as otherwise 211 will divide the+ order of G. tb) The group WArl , r2>lWm~ is elementary of order 8; we can assume [R, D3] ,< W,,,"(rl , r&. Put P = W,r<r, , rz>. Then P is T,-and D,-invariant.
(c) The factor group P/W,-, is of type PSL (3, 4) and D, is fixed-point-free on this group. (c) The element s is not conjugate to xg , but s is conjugate into P(t).
Proof. Part (a) follows by computation. The group Z(r, , r2 , s) is elementary af order 32; this yields (b) . Ifs is conjugate to aa , then by (a) and Lemma 7.4(c) , X, is conjugate to a subgroup of R. But Q,(R) = W,, , and ~a is not conjugate -to t. Certainly s is conjugate into P(q, y) by transfer, therefore into P(t, y). But by [3, Lemma 2 .61 all elements of P(t)y are conjugate to t or y, and s is not conjugate to either of them. LEMMA 7.6. All involutions of P are conjugate to z3 , and the element s is conjugate to c,r,t in case (I) ofLemma 7.3.
Proof. In P -Z there are involutions in the sets Zri and Zrici . By the operation of q, all of these involutions are conjugate. We show that Y$ is conjugate to za . There is an element g in C&t, za) with yg = z, , by the structure of H. Put Y = C,,(y). Then Y = (ca , ~a, q, y, s> and Y' = {ca , t). This shows Cr(Y') = (ca , q, y), and this group is conjugate to a subgroup of W because of Yg < R. Our choice of g shows q" = q and tag E Zc, . From [q, YJ = ca we get r3g E wr, . We obtain the fusion y Myra N zrrag N rsg N ra , and our first assertion is proved. Lemma 7.5(c) forces s to be conjugate into Pt. In N,(R), there are at most the classes t and c,r,t. The lemma is proved. Proof. Put X = CTJclr,t) = Z{r, , c2r3, qycl, SY&. Then X' = (tc3, tc1y3). We see that X and Crz(s) are nonisomorphic, but s and c,r,t are conjugate. This shows that s must be conjugate to a further involution of T,', which then must lie in P. But this is not possible.. Proof. We first note that qs and qsy are conjugate. Put X = Cr&sy) = <GC3 ? ZY~C~, qs, y, t) for some z E Z. Furthermore, X' = (z2cJ, X, = X,(X') = (zpca , zrscry, t, qsy) and X, = sZ,(Xa) = (zaca , t, qsy). Assume that sqy is conjugate to t. Then X, is conjugate to a subgroup of W(y) or W(sy). Now the exponent of W is 4, and we conclude that X, is conjugate to a subgroup of W.
This shows that Q,(X,) = (x, , t, psy) is conjugate to W, . Now the number of conjugates oft in these groups yields a contradiction. LEMMA 7.9. Hypothesis 7.1 cannot be satisfied.
Proof. We first show that q is conjugate into P(t, s, y). Assume not. Then q2 = t is conjugate into P(t, s, y>q, and we find involutions in Psq, Pqst, Pqsy and Pqsty. Because of the action of s we only need regard Psq and Pqsy. But all involutions of Pqsy are conjugate to qsy; so by Lemma 7.8 they are not conjugate to t. On the other hand, it is easy to check that there is just one class in Pqs, which also is not conjugate to t.
We have seen that q is conjugate into P(t, s, y). Hence t is conjugate into Z(cs , rs), but this contradicts Lemma 7.6. HYPOTHESIS 7.10 . From now on we assume r = m -1. First we regard the general case before we turn to the special case m = 2. Proof. This is a consequence of Lemma 3. Il. (d) t is conjugate to ts. Proof, Possibly interchange s and st to get (a). Now all involutions of Pts lie in Ets and are conjugate to ts in Cc(t).
