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Abstract
Skin cancer diagnosis often requires invasive biopsies. These can be time-consuming
and cause discomfort to the patient. Optical coherence tomography is a non-invasive
tool capable of imaging skin on the micron scale. However, the modality’s contrast
sensitivity limits its ability to distinguish between healthy and diseased tissue in
some non-melanoma skin cancers. In this thesis, optical coherence elastography is
explored as a means of contrast enhancement through the analysis of a sample’s
mechanical, rather than optical, properties.
An analysis of OCT imaging performance is used to design a suitable elastog-
raphy phantom. Experimental measurements are also used to optimise the image
tracking software. A well-defined, controlled actuation is applied to a tissue phantom
and imaged using optical coherence elastography. A stiff inclusion is subsequently
discerned from the surrounding material, even though conventional image contrast
is low. Elastographic detail is also depicted in tissue. Finally, enhancements in ax-
ial displacement sensitivity are acquired through the acquisition of phase data and
alternative actuation techniques are explored.
The optical coherence elastography technique was sensitive to a Young’s modu-
lus ratio of 7 from a 56 µm actuation. The possibility of detecting smaller changes
in mechanical properties was also investigated. Axial phase displacement sensitivity
was 50 nm, with an order of magnitude increase in strain sensitivity. This demon-
strates the technique’s potential usefulness in discriminating between cancerous and
healthy tissues.
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Chapter 1
Introduction
1.1 Overview
The PhD project was an EPSRC industrial CASE studentship conducted in part-
nership between UCL and Michelson Diagnostics Ltd. (MDL), manufacturer of
the imaging systems used for this research. The goal was to investigate a poten-
tial method of aiding diagnosis and therapy of skin cancer in a clinical dermatology
environment using optical coherence elastography (OCE). Optical coherence tomog-
raphy (OCT), a non-invasive imaging modality, is combined with elastography to
enhance contrast between tissues that might otherwise be difficult to distinguish.
Commercial motivation stems from MDL’s drive to enhance diagnostic potential
in the clinical setting, whilst capitalising on OCT’s non-invasive and fast image
acquisition capabilities.
A thorough characterisation of OCT system performance and elastographic im-
age processing was undertaken, followed by controlled, repeatable elastographic ex-
periments. Finally, research addressing improvements and variations of the method
were investigated. The OCE technique demonstrated here produces a well-defined
actuation in a magnetisable implant using an external magnet. This enabled full
characterisation of the forces, strains and deformations experienced by the specimen.
These results provide a strong grounding for future research into the mechanical
properties of skin cancers and their imaging using elastographic techniques.
1.1.1 Thesis Structure
• Chapter 1 is an introduction, detailing the scope and ambition of the re-
search. Context is provided through general descriptions of: skin cancer; diag-
nostic techniques and therapies and the justification behind the elastographic
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technique developed in this thesis. A broad technical background is provided
for the principles of elastography and OCT.
• Chapter 2 focuses on the MDL OCT system and forms an appraisal of its
imaging performance. Specific attention is given to measuring its spatial reso-
lution and contrast characteristics. Both influence imaging and elastographic
sensitivity. The work associated with this chapter was conducted during a sec-
ondment with the National Physical Laboratory (NPL). Additional research
into phantom development for the project was directly applicable to construct-
ing elastography experiments later on in the thesis.
• Chapter 3 is an appraisal of the image tracking technique used to form
elastograms from OCT data. Image properties affecting tracking performance
are characterised. Tracking performance is optimised using data and tech-
niques discussed in this chapter. Imaging artefacts in the tracking data are
identified and mitigation procedures described. Elastogram construction from
displacement data is also detailed.
• Chapter 4 implements the image tracking technique detailed in Chapter 3
to derive elastographic contrast from phantoms and tissue using the remote
magnetic actuation method. Results and performance are discussed.
• Chapter 5 is an investigation into the use of phase measurements from the
OCT system’s complex signal as a means for improving elastographic sensi-
tivity. The potential of dynamic measurements is also explored.
• Chapter 6 summarises the experimental work conducted within the thesis.
Further work and the potential of elastography in dermatology are discussed.
1.2 Introduction
Michelson Diagnostics Ltd. (MDL) produces a micron resolution clinical imaging
system with a pixel size of 4 µm, and an enhanced imaging depth of 2mm in air. The
company’s ambition is to deploy OCT as a time-saving alternative to histopathology,
with the advantage over conventional biopsy methods that it can sample multiple
sites quickly and non-invasively [1, 2]. Under an EPSRC Industrial CASE Grant,
The Davy Faraday Research Laboratory (DFRL) investigated how to help MDL
achieve this goal using OCE.
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Previous studies of skin imaging using OCT have shown promise, with the modal-
ity being used to identify tumour thickness in basal cell carcinoma (BCC) and propa-
gation below the skin’s surface, as well as to track tissue response during therapeutic
interventions such as laser ablation and topical treatments [3, 4, 5]. Comparative
studies have also been made between histopathology and OCT images [6]. As a
result of these initial results, a number of clinical studies are currently underway
to assess the modality’s usefulness in enhancing microscopic skin surgery (Mohs
surgery) and cancer detection [7, 8].
1.2.1 Elastographic Contrast Enhancement
As a modality, OCT generates high resolution, video-rate images over a region ap-
proximately 1.5 mm deep in skin and up to 1 cm across. This is useful for detecting
small, millimetre-scale lesions. However, previous literature has criticised OCT’s
poor contrast sensitivity, lack of depth penetration and resolution when compared
to histopathology slides imaged via conventional microscopy [9, 10, 11]. The devel-
opment of optical coherence microscopy (OCM) systems has given rise to systems
with a resolution closer to a typical light microscope, however these systems are not
easily adapted to patient imaging [12]. MDL has addressed the latter two issues by
using multi-channel OCT to enhance the depth penetration and lateral resolution
of their systems relative to other OCT products [13].
MDL are now investigating contrast enhancement in OCT to help distinguish
skin cancers from healthy tissue, specifically using elastographic methods. Elastog-
raphy was deemed promising, because the technique is easily combined with MDL
imaging systems. Moreover, it is a widely-published cancer research and diagnos-
tic tool [14] and a number of commercial systems now incorporate an elastography
imaging mode. Other contrast enhancement techniques have been described in OCT.
These include the topical application of clearing agents (such as glycerol), nanopar-
ticle contrast agents, the use of speckle reduction techniques and adjunct imaging
methods such as: birefringence, spectroscopic and Doppler imaging [15, 16, 17].
Elastography’s suitability within dermatology is still being established. Re-
searchers at Hitachi Medical Systems have demonstrated initial results where ma-
lignancy is associated with elastographic features for a range of non-melanoma skin
cancers (NMSCs) in high frequency ultrasound [18]. Furthermore, a clinical study
is presently being conducted [19]. The intended application of OCE techniques
investigated in this thesis would be on early diagnosis of small neoplasms and tu-
mours, especially in BCC and other cancers which are sometimes hard to identify
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in OCT images. The specific elastographic response of NMSCs remains a subject
for investigation. Visual observations and histopathology indicate their structural
dissimilarity to surrounding tissue and this variation is associated with changes in
mechanical properties between diseased and healthy tissue in other cancers.
1.3 Skin Cancer
1.3.1 The Importance of Cancer Diagnosis
Since the “War on Cancer” declared by U.S. President Nixon along with the allo-
cation of $100 million and the passing of the National Cancer Act in 1971, global
investment in treatment and understanding of the diseases collectively known as
cancer have shown a huge increase. Even so, the best efforts of scientists and policy-
makers have failed to reduce the number of cases recorded each year. In fact the
World Health Organisation projects a 45% increase in cancer deaths between 2007
and 2030, or an estimated 12 million deaths worldwide [20]. In England, figures
suggest one third of all people will develop cancer, which equated to an annual cost
of £4.35 billion to the NHS in 2006/07 alone [21]. Cancer is increasingly common
in modern ageing populations as the risk from communicable diseases has declined,
and this shifting pattern places it as the number two killer in developed nations -
second only to cardiovascular disease [22]. Yet despite these grim statistics, diagno-
sis, therapy, and palliative care are more effective four decades on than they were in
Nixon’s time. Cancer research now spans disciplines across the scientific community,
spurred on by lucrative investment and political will. In this environment, M-OCE
has an opportunity to contribute both to treatment and research. OCT is a rela-
tively new imaging modality, and people are currently working towards emergent
applications which could see next generation systems complement or even challenge
today’s gold standards [23, 24, 25]. This PhD project is a small part of that drive
to bring OCT into mainstream use.
1.3.2 Cancer Formation and Metastasis
One of the most commonly overlooked aspects of cancer is the fact that it is not
a single disease, but rather a classification given to a category of illnesses. Cancer
is caused when cells in the body are no longer regulated by the usual homeostatic
mechanisms - such as controlled cell death (apoptosis). They may form immor-
tal/clone cell lines, and tumours which compete with conventional cells [26]. This
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type of growth is a form of neoplasia, and is only classified as cancer when there
are signs of malignancy. Usually cancer is the result of damage to DNA, which
leads to mutation, often via exogenous factors like viral infection, or over-exposure
to radiation, or specific chemicals in food and the environment. However, cancer
may have endogenous causes such as inherited genetic mutations, the action of free
radicals, chronic inflammation, and prolonged hormone imbalances [27]. No matter
what the underlying cause, cancer formation (carcinogenesis) will only occur when a
number of mechanisms fail within the cell, propelling it out of its regular life-cycle.
Carcinogenesis is a multi-stage process, which can lead to cancer in-situ, as well
as the invasion of surrounding tissue, and potential metastases [28, 29, 27]. The
scale of malignancy is defined by how developed each of these stages is. Metastases
occur when the primary cancer sheds cells, spreading the disease to other organs of
the body. This occurs only if the primary cancer has stimulated angiogenesis and
invaded surrounding tissue. The migratory cells can be motile, forming pseudopo-
dia, and may travel in response to external stimuli. Usually they disseminate in
an embolism via the lymphatic system or circulatory vasculature, affecting major
organs such as the brain, lungs, and bone. Current techniques struggle to identify if
a primary cancer will metastasise, and the size of the emboli make screening difficult
until the metastasis has become established as a secondary tumour. [30, 31]
1.3.3 Staging
Staging describes the anatomic extent of a patient’s cancer based on specific criteria.
The most common staging device is the TNM system, which classifies the size of
the untreated primary cancer (T), the extent of regional lymph node involvement
(N), and the presence of distant metastases (M). A number is then assigned to
each letter, which reflects the severity of that aspect of the disease. Usually a
clinical prognosis is formed from examining a patient before surgery, and is classified
as cTNM. Any further information gained from surgically removed tissues is used
to form a pathologic classification, or pTNM. This staging device can guide the
clinician’s prognosis and choice of adjuvant therapy; but it acts only as a complement
to cTNM results. For most cancers, the TNM system leads to them being assigned
one of five overall stages (I, II, III, IV, or V), indicating the overall severity and
spread of the disease. The criteria for TNM grading and final staging of the cancer
will vary depending on its location and type, but should always relate to its natural
progression; however, some types of cancer cannot be classified using this system
including: cancers of the brain, female reproductive system, and spinal cord, along
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with lymphoma and leukaemia[32, 33, 34, 35].
1.3.4 Skin Cancer
The skin incorporates a wide variety of cell types and skin cancers are defined
according to their assumed cell of origin. The three most common forms of skin
cancer are: melanoma, squamous cell carcinoma (SCC) and basal cell carcinoma
(BCC).
Melanoma
Melanoma is usually identified using the ABCDE criteria (asymmetry, border irregu-
larity, colour variegation, diameter and evolving) and often identified as a pigmented
tumour, with only 2% being amelanotic. A definitive diagnosis is only possible with
excision and histology. Tumours can penetrate up to 4 mm into the skin and a
large margin between 1cm – 3cm is required for definitive treatmet. OCT is not
considered to be an effective clinical diagnostic tool here where comparatively large
(cm-size) margins are required and tumour penetration depth exceeds the system’s
imaging depth.
Nonmelanoma Skin Cancers
Unlike malignant melanomas, nonmelanoma skin cancers (NMSC) are often removed
without a final diagnosis [36]. As a result, published incidence rates are likely to
be under-represented. A 2007 study proposed about 1 in 5 seventy year olds had
NMSC at some point; stating a total figure of 13 million white non-Hispanics in the
USA compared with official NHIS estimates of only 5 million [37].
BCC
BCC is the most common form of skin cancer in people from temperate climates
and white ethnic background, accounting for 80% of NMSCs [38]. An increase in
incidence rates is associated with exposure to UV radiation. Risk factors tend to
be an individual’s susceptibility to burn and prior genetic disposition, as well as the
presence of atypical nevi.
Superficial and early nodular BCCs are situated close to the skin surface and
are within the imaging depth of OCT, making it potentially useful as a diagnostic
aid for early detection. Biopsy is sometimes required to distinguish superficial BCC
from other pathologies (such as actinic keratosis or Bowen’s disease).
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Treatments include surgery, phototherapy and topical applications and radio-
therapy [38]. The use of OCT with Mohs surgery may improve treatment efficiency.
Furthermore the protracted nature of other therapies means OCT imaging could
offer an opportunity to non-invasively monitor disease progression.
SCC
SCC, the second most common skin cancer, is directly related to prolonged exposure
to sun (or UV radiation), combined with risk factors, such as fair skin, burn sus-
ceptibility and photodamage. Multiple localised foci, ulcers, plaques and keratoses
are commonly seen. Suspect lesions are often observed over extended periods for
signs of nodular growth, which then require biopsy [39]. Standard excision with a
wide margin or Mohs surgery for more cosmetically sensitive areas such as the face
are treatment options. Treatments such as cryotherapy may also be performed on
lesions < 6 mm.
Pre-cancerous Lesions
Three main categories of pre-cancerous lesions exist: actinic keratosis (AK), Bowen’s
disease (BD) and lentigo maligna. The first two are precursors to SCC. Actinic
keratosis originates from the basement membrane of the epidermis and has a texture
distinct from healthy tissue [38]. Invasiveness or fully developed SCC is categorised
where the affected area appears below the basement membrane. However, this may
require a biopsy.
1.3.5 OCE for Skin Cancer
Specific applications for OCE can be envisioned despite the preliminary nature of
the technique. For example, biopsies are taken to distinguish between AK, BD and
superficial BD. OCE might, in future, be capable of providing such a distinction non-
invasively. Malignancy in pre-cancerous lesions must also be ascertained and, again,
OCE might have potential in imaging the extent to which the basal membrane has
been compromised. Disease progression over a treatment course such as cryotherapy
or phototherapy may be imageable with OCE. Finally, OCE may aid in identification
of tumour margins during Mohs surgery .
13
1.4 Optical Coherence Tomography
OCT is a low coherence interferometry technique that produces an intensity profile
relating a specimen’s structure along a single axial scan (A-scan). By combining a
series of laterally-spaced A-scans, an OCT system can be used to construct a full
2D image (B-scan). Often, a series of laterally-spaced B-scans is used to form a
3D image volume of the specimen. Figure 1.1 is a representation of a typical OCT
imaging scheme.
Figure 1.1: A Typical OCT imaging sequence, showing the intensity profile of a single
A-scan in a), where depth is represented by the z-axis (blue dotted line). The formation
of a 2D image (B-scan) from multiple, laterally spaced A-lines is shown in b), where the
red dashed x-axis denotes this lateral dimension. By acquiring a series of B-scans along
the z-axis, a 3D image volume is constructed.
1.4.1 Swept Source OCT (SS-OCT)
Each A-scan is produced from the interference signal at a photodetector between
light backscattered off a sample with that sent along a reference arm. In the case
of MDL OCT systems, the light is provided by a narrow band tunable laser source.
Here, an interference profile is formed by sequentially measuring the intensity of
interference at a number of wavelengths (figure 1.2). The photodetector current can
be expressed as [40]:
I(t) = ηq
hv
(
Pr + P0
∫
r2(z)dz + 2
√
PrP0
∫
r(z)Γ(z)cos (2k(t)z + φ(z)) dz
)
(1.1)
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where η is the detector sensitivity, q = 1.6 × 10−19 C, hv is photon energy, Pr is
optical power over the detector’s entire surface from the reference arm, P0 optical
power to the sample, z axial position from zero optical path length, r(z) the sample’s
reflectance profile and φ its phase, Γ(z) is the source coherence function and k(t)
the wavenumber, which relates source wavelength at time t (k(t) = 2pi/λ(t)). This
interference signal is digitised and undergoes a discrete Fourier transform (DFT),
its resulting magnitude being the depth-encoded A-line.
Figure 1.2: Schematic of a typical SS-OCT system, where SS is the tunable source, BS
the beamsplitter, REF & SMP are the reference and sample arms of the interferometer
respectively, PD is the photodetector and DSP the digital signal processor. Image sourced
from Wikipedia [41].
When imaging scattering media, a speckle pattern is produced in the B-scans.
The speckle characteristics are a function of the system’s optics (numerical aperture
and coherence length) and are also sensitive to the scattering properties of the
sample. This sensitivity to sample structure provides contrast in OCT images.
These aspects of OCT imaging are described in greater detail in Chapters 2 & 3.
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1.4.2 Michelson Diagnostics Ltd. OCT Systems
Two systems are currently manufactured by MDL, the EX1301 bench-top model
and VivoSight hand held platform. both utilise the same fundamental technologies
and were used in conjunction with the same software suite throughout the PhD. As
such, they can ostensibly be thought of as interchangeable within the context of this
thesis. However, there are practical differences between the two. For example: the
sample beam exits from a hand-portable probe on the VivoSight, making it more
versatile, but less stable (a custom mounting was thus used to anchor the probe for
experimental purposes). Both models incorporate a 1350 nm swept source with a 150
nm bandwidth. Light is sampled at discrete wavelengths over the laser’s bandwidth,
the timings of which are linearised produce a stable interferogram across the entire
source spectrum. Known distortion features associated with swept source OCT
systems like MDL’s include periodic lateral motion between B-scans of a few pixels.
This arises when the scanning mirror responsible for sweeping the imaging beam over
an imaged object is not completely synchronised with the image acquisition timings.
Additionally, imaging a highly reflective surface can result in signal saturation at
the detector, leading to complex conjugate ambiguity (creating image echoes of the
surface) [42].
Michelson’s approach to OCT is underpinned by a technology that enhances
lateral resolution through combining the signal from four tightly focused beams. By
staggering the depth of field from each beam, their signals can be combined into
a composite image. This image exhibits a higher lateral resolution (obtained by
focusing each channel over a small region) for a comparable depth of field obtained
using a single beam (figure 1.3). This is achieved by splitting a single source beam
via a rattle plate. Each of these four virtual sources then travels along its own
separate channel through the interferometer. At the sample arm, each channel is
aligned along the imaging plane and proceeds one after the other as the group is
swept across the sample. Staggering the foci is made possible by physically offsetting
the ends of each channel’s fibre optic, so that the objective lens focuses each beam
differently. It is then possible to extract the in-focus portion from each channel and
stitch them together into a single image. The technique requires the four channels
to have the same path lengths, originate from a single source and scan the same
region of the imaged sample. In some images composite images, discontinuities at
the boundary between channels is observable as a result of differences between each
channel’s focal depth and variation in the relative intensities of light travelling from
the source through a particular channel.
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Some post-processing is made possible through MDL’s proprietary software and
still more was undertaken by accessing the raw files output when an image is ac-
quired. The software is capable of applying speckle smoothing and channel blending
effects. It can also combine a number of adjacent A-scans into a single, averaged
A-line to further reduce speckle noise. These settings were not used during experi-
ments unless otherwise stated because it was found that they could interfere with the
image tracking process. Access to the raw data files facilitated the extraction and
reconstruction of image data from individual channels, which further enhanced the
image tracking process and enabled sampling of phase information (as demonstrated
in Chapters 3, 4 and 5).
Figure 1.3: Illustration displaying the depth of field of a single beam over a comparable
depth of field obtained using four channels in the staggered focus configuration.
1.4.3 Other Competing Methodologies
A number of competing methodologies exist within OCT. Most notably time domain
OCT (TD-OCT) and Fourier domain OCT (FD-OCT). Both FD-OCT and SS-OCT
are capable of higher imaging sensitivities and frame rates compared to TD-OCT
[43]. However, FD-OCT and SS-OCT are also prone to imaging artefacts as a result
of relying on Fourier domain image processing [44].
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For in vivo applications, such as patient imaging, OCT must demonstrate advan-
tages over high frequency ultrasound (HFUS). HFUS cannot attain the same levels
of lateral spatial resolution as OCT, but is capable of imaging larger regions [45].
Furthermore, ultrasound imaging requires a good acoustic interface between probe
and tissue, whereas OCT is a non-contact modality.
Other diagnostic modalities such as confocal microscopy and histopathology di-
rectly compete with OCT in dermatology. Here, SS-OCT cannot compete on con-
trast sensitivity and the sub-micron spatial resolution of confocal microscopy. How-
ever, its relative strength lies in not having to remove tissue prior to imaging. This
is necessary for the other modalities because their penetration depth is limited and
exogenous contrast agents are also required. In OCT, little sample preparation is
needed. As a result, OCT is comparably efficient, quick and painless.
Photoacoustic imaging is an experimental modality currently under development
with poorer resolution than OCT, but improved depth penetration. It is capable of
producing endogenous contrast in tissue, enabling the imaging of blood microvascu-
lature and other structures, including melanoma [46]. However, it is not as mature
technologically as OCT and its performance within a clinical dermatology setting
remains undefined.
1.5 Elastography
Elastography is a method of deriving information about the mechanical properties of
a sample, such as Young’s modulus, Poisson’s ratio, viscoelasticity or strain resulting
from an applied stress. Strain estimation is a common technique, often facilitated
by tissue displacement tracking algorithms. These have become established practice
within the ultrasound community, and are the most prevalent methods used for
measuring displacement and particle velocity, which is then used to estimate strain
[47, 48, 49, 50, 51].
The underlying principles governing tissue displacement include an assumption
of tissue as a continuum, where linear momentum is conserved and force, acceleration
and deformation are incorporated [14]:
d
dt
∫ ∫
V
∫
ρu˙dV =
∫
S
∫
T(n)dS +
∫ ∫
V
∫
ρbdV (1.2)
Here, the rate of change in momentum is equal to the forces experienced by the
designated volume. In the above equation, ρ is density, u˙ is the displacement vector
in time (velocity), b is the force vector per unit mass and T(n) is the traction vector
18
(equivalent to stress) at the surface S of volume V .
Providing all strains are small, the infinitesimal strain tensor applies, where all
strain components, εij, are represented as:
εij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(1.3)
The stress strain relation for a linear elastic solid can thus be expressed as [14]:
σij = (2µεij + λεkkδij) =
E
(1 + v)
(
εij +
v
1− 2vεkkδij
)
(1.4)
where λ and µ are Lamé constants, µ also being shear modulus, E is Young’s
modulus, v is Poisson’s ratio and δij is the Kronecker delta (valued at 0 unless i = j,
when it is equal to 1).
1.6 Thesis Goals
Broadly, the goal of this PhD was to investigate OCT contrast enhancement in
dermatology (specifically regarding skin cancer) through the application of elastog-
raphy. Particular emphasis was placed on assessing the potential of magnetic actu-
ation as a method of generating a contrast signal. Further primary goals were to
assess OCT system performance, set out how the contrast enhancement techniques
developed could improve it and what costs may be incurred to other performance
parameters. A secondary goal was to minimise any degradation in system perfor-
mance, whilst also developing further the elastographic techniques explored. It was
also necessary to address potential commercial prospects of the OCE techniques and
manage research objectives accordingly. However, emphasis was placed on fulfilling
goals related to fundamental system characterisation and initial demonstration of
the OCE technique, because such a body of work would best inform any future
development and potential commercialisation.
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Chapter 2
OCT System Characterisation
This chapter is a summary of work carried out with the Biophotonics Group at NPL
during 2008 whilst on secondment there. The aim was to develop an understand-
ing of OCT system performance (related specifically to the Michelson Diagnostics
EX1301). This provided a foundation upon which further contrast enhancement
techniques were developed. The author’s work concentrated on the initial develop-
ment and measurement of system characterisation phantoms, focusing on system
spatial resolution and contrast. The two attributes are relevant to this thesis, as
they influence the parameters of displacement tracking techniques described in later
chapters. Furthermore, the fabrication techniques acquired at NPL were adapted to
produce elastography phantoms with controllable, consistent mechanical and optical
properties. This was essential to the elastography experiment in Chapter 4.
The author’s contribution to the project specifically comprised: Research and
selection of suitable phantom materials (including both scatterer and bulk), formu-
lation and optimisation of the manufacturing process and production of an array of
custom phantoms covering a range of scatter coefficients (µs), which incorporated
bi-layer specimens. Further contributions included the production point spread func-
tion phantoms, initial research into machining techniques and finally, OCT image
measurements of both bi-layer contrast phantoms and the initial point spread func-
tion phantoms. Image post-processing, deconvolution and all work regarding sensi-
tivity phantoms were conducted by other group members, including Pete Tomlins
and Peter Woolliams, as well as Christian Hart and Matthew Tedaldi.
Research into the fabrication and measurement of system resolution was the pre-
dominant activity, resulting in a demonstration of point spread function deconvolu-
tion. Previous methods for measuring system resolution and deconvolution methods
have been described, but not implemented with a standardised and robust test phan-
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tom [52, 53, 54]. This chapter extends such work by detailing the fabrication of an
OCT calibration phantom specifically designed to be compatible with a range of
systems and its use to measure changes in 2D Point spread function (PSF) across
an imaged region. Finally, the deconvolution method has also shown notional im-
provements to resolution in both lateral and axial dimensions.
The culmination of the Biophotonics Group’s research is described below. It was
their aim to produce gold standard test objects for OCT system characterisation
and work towards system imaging performance enhancement [55]. Progress from
this initial research was still being made at the time of writing by further quantify-
ing the OCT signal attenuation profile as a means to extract diagnostically useful
information [56]. Additionally, other research groups have corroborated the PSF
measurement results and offered descriptions of an alternative calibration phantom.
Descriptions of how PSF changes with system source bandwidth and compares with
the edge spread function have now also been published [57].
2.1 Introduction
In OCT some performance attributes are easily discerned and often provided by
manufacturers – such as A-line acquisition rates and imaging area dimensions. How-
ever, no industry standard has been developed. As a result, manufacturers tend to
quote their own defined performance figures, hindering the consumer’s ability to
relate and compare systems. Additionally, figures on some imaging characteristics
appear to be lacking across the board (such as signal to noise ratio and contrast).
Imaging performance for modalities such as OCT, ultrasound, MRI and CT
is often measured with respect to three specific attributes: contrast, sensitivity
and resolution. The ability to measure these from a set of predefined test objects
enables the user to directly relate an individual system’s performance to known
physical properties. This allows comparisons to be made between different systems
and their relative performance. The current lack of standardisation among OCT
manufacturers is indicated by the table in Appendix A, which compares performance
figures quoted by manufacturers.
Testing regimes may also be conducted on a system over the course of its working
life for quality assessment and control. Furthermore, the adoption of a standardised
testing apparatus enhances the reproducibility of all results regardless of manufac-
turer, configuration or user variability.
This standardisation proves useful in the context of the thesis as it attempts to
set bench-mark figures by which any new imaging technique can be compared. This
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is particularly true for system resolution, because elastographic techniques such
as cross-correlation, create displacement and strain maps with a reduced spatial
resolution compared to the original OCT images. Contrast is also a key metric for
elastography, because it must be able to clearly show useful information not easily
distinguished in standard images. The implication for an elastographic contrast
technique is that an elastogram is only useful when the contrast between structural
elements is greater than that in the original OCT image. This is demonstrated in
Chapter 4, where a stiff inclusion is identified via elastograms despite being almost
indistinguishable from its surroundings in standard OCT scans.
First, the concepts of contrast and sensitivity are briefly introduced and the
Biophotonics Group’s research on developing test phantoms for measuring these at-
tributes is outlined. Resolution is explored in greater detail, reflecting the proportion
of work conducted. The manufacturing process and implementation of a resolution
phantom is also described. It was used to measure the point-spread function across
the imaging region of a Michelson Diagnostics EX1301 system. This information was
then used to apply a position-dependent deconvolution function, which produced an
apparent improvement in image resolution.
2.2 Contrast
The two imaging attributes of contrast and sensitivity were researched independently
by group members. For my contribution to the following section, I was involved with
the design, fabrication and initial imaging of contrast phantoms, which shared much
in common with the resolution test objects.
Experimental measurements of the OCT A-line signal through a contrast test
object are presented and compared with two theoretical models: a relatively simple
light attenuation model, and a modified Radiative Transfer Equation model. A
simulation of the light attenuation model is used to highlight differences between it
and the experimental data.
2.2.1 Introduction
OCT contrast performance can be determined by the difference in image signal
intensity between two distinct regions. If the contrast sensitivity of a system is high,
then a detectable change in signal intensity will be apparent between two regions
with only marginally different light-scattering properties. A contrast phantom was
made by fabricating an object with two such regions and comparing signal intensities.
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With a range of phantoms in which the two regions vary by different amounts, it is
possible to investigate the entire contrast range of a system.
Owing to the speckle nature of OCT images, an average signal intensity for a
given area is usually recorded. The image intensity is dictated by factors, such as
refractive index change at an object’s surface (the air-surface interface), the con-
centration and physical properties of scatterers within the imaged sample, and the
imaging depth at which an intensity measurement is taken. For example, an ide-
alised OCT system produces a detector photocurrent signal profile, idet [25].
idet =
ηe
hv¯
√
Pr ·
√
Ps (2.1)
where η is the CCD’s quantum efficiency, e is electronic charge, h Planck’s constant,
v¯ mean optical frequency of the incident radiation, Pr light power in the reference
arm and Ps light power in the sample arm.
For a uniform material, in which scatterers produce a fully developed speckle
pattern, this system results in an image depth signal intensity I which can loosely
be described by the exponential decay of the transmission signal through an object
[58]:
I(z) = I0 exp {−2µsz} (2.2)
such that µS is scattering coefficient, I0 is the intensity at the phantom surface
and absorption is negligible such that the coefficient of absorption (µa) does not
contribute to attenuation.
Variations in scattering coefficient µs will result in changes to the signal intensity,
providing a means for making the first, basic contrast measurements. For example,
an object comprising two layers with distinct values, µs1 and µs2, will exhibit an
Intensity profile I(ztot) which changes suddenly at the layer boundary. The intensity
can be expressed as:
I(ztot) = I0 exp {−2(µs1z1 + µs2z2)} (2.3)
By constructing a series of double-layer test objects with decreasing ∆µs, it is pos-
sible to derive a ratio of the log attenuation profile for the two layers.
Although the simple light attenuation model’s prediction of signal behaviour is
accurate at shallow imaging depths, it inadequately accounts for contributions to
the OCT signal from other factors such as: multiple scatters, backscatter at refrac-
tive index discontinuities, and diffusion processes at greater depths [59, 60]. Other
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numerical methods describing the depth-dependent OCT signal in terms of light
propagation exist [61, 62, 63] and the Radiative Transfer Equation (RTE) for small
angles is one such example [64, 65]. The model is usually applied to an homoge-
nous medium comprising randomly distributed scatterers with a known scattering
coefficient µs, negligible absorption coefficient µa, and anisotropy factor g (the mean
cosine of scattering angle). However, the introduction of a stratified geometry where
each layer has its own individual properties cannot be adequately addressed without
modification. Turchin [59] describes an enhanced version of the RTE, which also
incorporates the incident beam’s dimensions and depth of focus. It has been ap-
plied to the inverse problem of determining the optical properties of layered samples
from OCT images. A solution to the standard problem, where all initial parame-
ters are known, is still mathematically complex even for two layers when compared
to the simple attenuation approximation. Appendix B summarises the mathemat-
ical derivation described by Turchin. Its solution for a stratified object with two
differently scattering layers requires four parameters per layer: µs, probability of
backscatter pb, variance of the scattering phase function 〈γ2〉, as well as the layer
boundary position.
To experimentally verify the RTE method would have required further charac-
terisation of these properties in the contrast test objects, which was not possible
owing to time constraints. However, a comparison can still be made between the
simple attenuation model and experimentally measured OCT signal. This highlights
specific features in the data which are only adequately accounted for in the RTE
model.
2.2.2 Method
Bi-layer phantoms produced a step-change in µs from one layer to the next. A
series of phantoms was produced in which the change ∆µs became gradually less
pronounced. By measuring the change in the OCT signal, it was notionally pos-
sible to characterise the system’s contrast performance. However, owing to time
constraints, it was only possible to obtain experimental measurements from a single
test object. This was a result of the difficulties in fabricating uniform phantoms
with consistently sized layers hundreds of microns thick.
The phantom design consisted of Araldite DBF epoxy resin and HY951 hardener
(Aeropia Resins, UK) containing concentrations of mono-disperse glass microspheres
(Whitehouse Scientific Inc, USA), as can be seen in figure 2.1. Challenges arose, such
as how to create a uniform distribution of scatterers, how to remove air bubbles from
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the resin, how to prepare the resin’s surface so that a clean interface and imaging
plane could be established.
Figure 2.1: A series of phantoms with increasing scatterer concentrations (from left to
right)
The fabrication procedure finally established was to use monodisperse particles
of 2 µm. These were added to the resin before stirring and sonicating for two hours
(typical concentrations would be around 0.5 mg per 100 g DBF). The mixture was
left to cool for twenty minutes before stirring in the HY951, because heat generated
from mixing would accelerate the curing process and lead to an uneven set. Then
the resin was cast into moulds, which were placed in a degasser, where pressure
was slowly reduced to 0.15 bar below atmospheric. This was maintained for about
twenty minutes before gradual recompression, after which the moulds were left to
set in an oven at 80 ◦C for eight hours. Having allowed the phantoms to cure, the
imaging surface was polished smooth. Next, the phantom was placed back into its
original mould and another layer cast on top of the first. Other than using a different
scatterer concentration, the upper layer was manufactured in much the same way.
Challenges emerged including air escaping from the mould into the resin and
control over layer thicknesses. To address these issues, reusable silicone moulds
were employed. The volume of epoxy used for each layer was measured precisely and
its dimensions after polishing recorded, so that base layers could be manufactured
consistently. Polishing produced a smooth interface between layers and a uniformly
flat surface. When casting the top layer, a silicone rubber collar was applied atop
the base surface to prevent the liquid epoxy running off into the gap between the
base layer’s edge and mould wall. After curing, the collar was removed and the top
layer polished down to a thickness of only 900 µm.
Once complete, a B-scan of the phantom was recorded. The phantom was tilted
at a 5◦ angle to reduce signal saturation at the phantom’s surface. The OCT A-line
signal was then averaged to produce an intensity-depth profile. The signal gradi-
ent through both layers was estimated and qualitatively compared with theoretical
models.
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2.2.3 Results and Discussion
A plot of OCT signal intensity through a notional bi-layer phantom complying to the
simple exponential light attenuation model was produced (figure 2.2). The signal
profile ln(I(ztot)) was calculated for three phantoms, where µs varied for the base
layers. From these results it can be shown that:
∂
∂z
ln(I(ztot)) ∝ µsn (2.4)
Figure 2.2: OCT signal through a bi-layer phantom according to the simple exponential
attenuation model, with signal intensity and depth in arbitrary units. The coefficients
are: µ1 = 0.5 × 10−3, µ2 = 1.5 × 10−3, µ3 = 2.5 × 10−3. Their respective gradients are:
1× 10−3, 3× 10−3, 5× 10−3.
This gradient change concurs with experimental observations from an actual bi-
layer phantom. However, there are additional features that demand a more detailed
explanation. The averaged A-line OCT signal from a B-scan through the phantom
can be seen in figure 2.3. Apart from the surface reflection artefact (a well-known
feature caused by complex conjugate ambiguity from the Fourier transformed OCT
signal) significant peaks are present at both this surface and also at the layer inter-
face [42]. Additionally, there is a step change in signal at the layer interface that is
linked to an increase in signal intensity through this layer - despite its higher scat-
tering coefficient µs. Such an increase in signal contradicts the simple exponential
attenuation model and is apparently counter-intuitive.
The RTE model described by Turchin does account for a step-change increase at
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the layer boundary, although it requires prior knowledge of the boundary location.
It is based upon the assumption of tissue as a layered, randomly scattering media,
defined by the probability of back-scatter with depth, total scattering coefficient and
variance of small-angle scattering phase function. [59]. These physical mechanisms,
most notably back scatter, contribute to a sample’s bulk refractive index [66]. Such
a discontinuity in refractive index would result in increased reflections at the surface
and layer boundary, thus generating a strong OCT signal. The RTE model employs
a genetic algorithm to fit these parameters to an experimentally obtained OCT
signal from a bi-layered sample similar to the contrast phantoms studied here.
Figure 2.3: Average A-line signal through a bi-layer phantom as measured experimentally
from an OCT B-scan. The base layer had a higher scattering coefficient, corresponding
to the increased rate of signal attenuation. The signal peaks and step changes are unac-
counted for in the simple attenuation model.
2.3 Sensitivity
Research into sensitivity was conducted primarily by Peter Woolliams. A description
of the basic theory is described here, illustrated by an initial design concept for a
sensitivity phantom. However, no experimental results were acquired over the course
of my secondment.
The sensitivity phantom was markedly different from the contrast test object.
Instead of producing a uniformly scattering medium, the goal was to manufacture
a clear medium containing a row of parallel lines. The refractive index mismatch
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between the medium and lines decreases consecutively along the row. By imaging
across the row, so that the lines were orthogonal to the imaging plane, a B-scan
containing a series of gradually fading dots was produced. The OCT system’s rela-
tive sensitivity could thus be measured by counting the number of distinguishable
points. Laser-etching was used to produce the lines through a clear resin and a
sample B-scan can be seen in figure 2.4.
Figure 2.4: OCT B-scan of the NPL sensitivity phantom.
2.3.1 Theory
A system’s sensitivity is characterised by the signal to noise ratio (SNR), where the
signal is generated by a known source. Calculating an individual OCT system’s SNR
is relatively straightforward (as can be seen in equation 2.5 if a number of measure-
ments have been made, namely: the detector’s responsivity ρ, the imaged sample’s
reflectivity Rs, The system’s source spectral density Ssrc and its noise equivalent
bandwidth B [44]. However, measuring every attribute may not be possible for each
system, or the values may not be made available by the manufacturer.
SNR = ρRsSsrc4eB (2.5)
Instead, sensitivity can be experimentally quantified by measuring image SNR from
scans of a test object like the one described. In this instance there are only two
variables and these are easily measured from image data. Measurements are made
of the standard deviation in background signal σbg and average peak signal I¯pk
generated by each of the row elements. The ratio is a measure of SNR at that
element, which can be compared with values across the row and from other systems.
SNR = I¯pk
σbg
(2.6)
28
2.4 Resolution
The main goal during my secondment to NPL was to develop a resolution test ob-
ject. The object comprised low density concentrations of particles small enough to
act as point scatterers, enabling measurements of the point spread function (PSF)
throughout the OCT imaging volume. This section recounts the fabrication process
and its refinements, as well as measurements taken (primarily by Pete Tomlins and
Peter Woolliams) to characterise the EX1301 system’s resolution. A potential ap-
plication for improving its performance was also demonstrated by applying a PSF
deconvolution to standard B-scans, increasing spatial resolution. The phantom’s
requirement was met, additionally its use enabled development towards image en-
hancement. Although the latter is not directly relevant to the thesis, deconvolution
could be used in future to enhance contrast between tissue structures in dermato-
logical imaging and to improve the performance of digital image tracking.
The research undertaken on this particular project culminated in a peer-reviewed
paper and in depth technical report published by NPL [55, 67], the content of which
is summarised below. As is the case with the other two test objects, the resolution
phantom’s primary design goal was to make cross platform comparisons, allowing
the relative strengths of different systems to be gauged. However, the results also
enabled me to better define parameters associated with correlation-based image
tracking (Chapter 3), such as reference kernel size. Additionally, it provided a
spatial limit below which, sub-resolution tracking techniques would be required.
2.4.1 Introduction
The resolution of an OCT system is dictated by separate optical mechanisms govern-
ing its axial and lateral components. Even though the underlying processes differ,
both components are characterised in the same way through analysing image signal
PSF from an effective point source. In the axial dimension, coherence length of the
optical source dictates the resolution limit [68], whilst the lateral dimension is lim-
ited by diffraction. Further limitations are imposed when imaging through turbid
media, such as tissue. Here, a fully developed speckle pattern often emerges where
speckle size is determined by the system optics [69], this in turn influences the effec-
tive resolution. Evaluation of a baseline system PSF is conducted in a low-scatter
regime, so that a fundamental measure of resolution can be obtained. By applying
a deconvolution to the measured PSF, further resolution enhancements can be ob-
tained. In future, deconvolution may be used as a quantitative imaging technique
[55].
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Deconvolution methods have already been described for OCT as a means of
improving depth resolution [70, 71]. Although deconvolution of the 2D PSF has
been explored previously, its variation with respect to depth and lateral position
was not taken into account [52]. These was addressed using measurements from
a PSF test object notionally similar to the contrast phantom previously described
in this chapter, with the exception of a much lower scatterer concentration. A
different epoxy resin was chosen for its improved curing properties and scatterers
with a higher reflectivity were also employed.
2.4.2 Theory
Axial and Lateral Resolution
For an OCT system with a source spectral intensity S(ω), and a uniform 100%
reflective mirror in the reference arm; the OCT signal may be represented as the
integral of the product of the source spectrum ξ(x) (such that ξr(x) = ξs(x) =
ξ(x))and object function Π(ω, x− x0), where x is the lateral position of the sample
beam offset from the sample’s centre (x0) as seen in equation 2.7 [67].
I(ω) ≈ 2S(ω)<
[∫ ∞
−∞
Π(ω, x− x0)ξ(x)2dx
]
(2.7)
Multiplication of two functions in the frequency domain (as above) is equivalent to
convolving the functions in the time domain. Thus, for a single A-scan, this leads to
a convolution of the spectral profile and object function, which can be represented
as:
Π(ω, x0) =
N∑
j=1
r(x0)j exp [iφ(x0)j] (2.8)
where φ represents the phase, which in turn dictates optical thickness τ (via φj =
ωτj)of an imaged object for a specific position j along N sample points [72]. The
reflectivity rj gives rise to a time domain function r¯(t), which for a reflective sample
occupying a single point (N = 1) generates a peak along an OCT A-line equivalent
to the axial PSF. If the source spectral function is taken to be Gaussian (as one
would expect from the single mode optical fibres used in OCT), the source can be
expressed as in terms of its centre frequency ω0 and its e−1 radius wω:
S(ω) = S0 exp
[
−(ω − ω0)
2
w2ω
]
(2.9)
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For such a Gaussian source, the time-domain equivalent e−1 radius is wz, which is
related to the FWHM by:
∆z = 2wz
√
ln2 (2.10)
The axial resolution ∆z can then be regarded as a function of the source’s coherence
length [25]:
∆z = 0.44 λ
2
0
∆λ (2.11)
Although not addressed here, ∆z is inversely proportional to an imaged object’s
refractive index [55]. However, this approximation still holds true, especially with
respect to the spectral source profile. In the EX1301 a Hann filter is applied, just
like a Gaussian function, the Hann is smoothly symmetric. This, combined with
the single-mode optics employed, makes it acceptable to rely on a Gaussian approx-
imation in both lateral and axial regimes. As such, Gaussian optics can be used
to describe the focused imaging beam’s propagation. Its e−1 radius wi varies along
the optical axis (z), pinching off to a beam waist at w0 before widening out to a
Rayleigh length zR = piw20λ−10 (the point at which the beam width is double w0):
wi(z) = w0
√
1 +
(
z − z0
zR
)2
(2.12)
Conventionally, this results in a FWHM at the beam waist ∆xi of:
∆xi = 2w0
√
ln2 (2.13)
However, the combination of beams from the reference and sample arms results in
a 2−0.5 enhancement of the detected radius [67], such that:
wx =
w0√
2
(2.14)
The detected beam waist can thus be expressed in a similar fashion to equation
2.12 by substituting the w0 term for wx. This results in an expression for lateral
resolution based on the focusing lens numerical aperture (NA):
∆x = 2wx
√
ln2
2 ≈ 0.37
λ
NA
(2.15)
In tissue, the refractive index n increases relative to air. This creates a reduction
in NA without degrading lateral resolution, because diffraction effects are also sup-
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pressed in relation to n [55].
2D Point-spread Function
As explained in equation 2.7, the OCT image can be regarded as a convolution of
its PSF and object function. For two dimensions the image g(x, y) can be expressed
similarly, where the object function is now Π(x− x0, y − y0):
g(x, y) =
∫ ∞
−∞
Π(x− x0, y − y0)h(x0, y0)dx0dy0 (2.16)
If the imaged object is small enough to practically resemble a point, such that it
satisfies the approximation of a Dirac delta function Π(x, y) = δ(x, y), the image
output will simply be an expression of the 2D PSF. By producing an object contain-
ing a distribution of these notional delta scatterers, the PSF can be mapped across
the entire OCT imaging area.
2.4.3 Materials and Methods
PSF Phantom
The original PSF phantom was fabricated in a similar manner to that described for
the contrast test object. A DBF epoxy resin block was cast which contained a low
density of the same mono-disperse scatterers. However, two challenges arose from
using these materials in a low scattering regime. First, imaging artefacts generated
side lobes in the Fourier transform as a result of strong beam reflection at the
phantom surface were clearly visible; these obscured portions of the OCT data.
Second, the PSF signal intensity was comparatively weak. Reflection artefacts were
kept to a minimum by polishing and angling the imaged surface , however the outer
edges of the DBF phantom did not always cure properly. As a result, polishing often
resulted in an uneven deformation of the imaged surface. To mitigate artefacts,
produce a uniform illumination across the imaged phantom, and enhance the PSF
signal, another resin was used in combination with a different variety of scatterers.
The new resin was a two-part polyurethane (DR006, Atlas Polymers, UK). Dur-
ing the course of fabrication it was observed to be optically clearer than the DBF,
whilst also setting to a more even and complete cure. The scatterers added to
this new resin were red iron oxide spherical nanoparticles (07674, Polysciences Inc.,
USA). The particles were not monodisperse – having a predominant diameter of
400 nm distributed between 300-800 nm. Despite this variability, they were still
effectively Dirac delta scatterers with respect to the OCT system [67]. Importantly,
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they proved highly reflective compared to the glass microspheres previously used.
The fabrication method was similar, scatterers were added to the resin’s least
viscous part and sonicated whilst stirring for five minutes. After combining the two
parts, the mixture was degassed at 0.15 bar before curing in an oven at 60 ◦C for 12
hours. Finally, the top surface was polished. Using the new resin enabled a flatness
of <75 nm peak to valley with a local roughness of <25 nm, as measured with a
surface profilometer over a 2 mm area.
The phantom mould was used to produce an object 25 mm in diameter and
15 mm tall. Scatterer concentration was calculated to produce an average particle
spacing L between 25 µm and 50 µm. This was achieved by calculating the mass-
volume ratio of particles (m) to resin (V ) from m/V = M/L3, where M is the mass
of a particle and L is the target spacing.
PSF Measurements
The following measurements were conducted by the paper’s main authors: Pete
Tomlins and Peter Woolliams. A 3D section of the phantom was imaged by taking
multiple B-scans with a 4 µm slice spacing. The resulting image cube was 8 mm
wide and 3 mm deep, and background subtraction was performed to remove imaging
artefacts. A location map of PSF positions was constructed by thresholding the
image data to 40 % signal intensity and above. Any peak signals were set to a
value of 1, whilst all other regions were zeroed. This reference map was then used
to locate the individual PSF peaks in the original B-scan data, around which were
placed square windows of 21×21 pixels. A 2D Gaussian function h(x, y) derived
from equation 2.9 was then applied, where:
h(x, z) = A exp
{
−
[
(x− x0)2
w2x
+ (z − z0)
2
w2z
]}
(2.17)
This allowed extraction of estimated values for ∆x and ∆z at each location. Steps
were taken to optimise the fit parameters and discard erroneous values where con-
tributions from multiple PSFs influenced a single measurement.
Average resolution values were then mapped to an 80×30 grid (element size
100×100 µm) across the OCT’s B-scan imaging area. This produced a spatial map
of resolution throughout a single B-scan.
Using the approximated PSFs for each 21×21 pixel kernel, their corresponding
Gaussian functions were deconvolved. Where this was not possible, a Gaussian fit
derived from mean values for ∆x and ∆y was employed, so that a reasonable de-
convolution could be facilitated across the entire B-scan area. the Lucy-Richardson
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algorithm [73] was used for the deconvolution; after which, resolution values for the
deconvolved image data were then recorded as before. These were compared with
the previous resolution values.
2.4.4 Results
Approximately 25 × 103 PSFs were located within the image cube. Figure 2.5 de-
picts a typical B-scan analysis, with the detected PSFs clearly marked. Spatial
variations in resolution are illustrated in figure 2.6 for both axial and lateral com-
ponents. These appear to indicate a decrease in resolution away from the focal
region. Deconvolution appeared to enhance the resolution, as seen in figure 2.7.
Measurement of the beam waist from experimental data was undertaken and com-
pared with the theoretical model. These both showed agreement with each other
and were reinforced by previously published data on the EX1301 [13]. Both mea-
sured and calculated data are shown in figure 2.8 along with values for the effective
deconvolved beam radius.
Figure 2.5: a) A single B-scan showing the located PSFs and their associated 21×21 pixel
windows. The mapped surface within a single window b), and associated Gaussian fits for
c) axial, and d) lateral components are also shown.
2.4.5 Discussion
Results from the published paper appear to indicate the OCT system’s non-uniform
sensitivity (figure 2.5). This was attributed by the Authors to the system’s depth
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Figure 2.6: Spatial distribution across the B-scan image area of a) lateral resolution and
b) axial resolution.
Figure 2.7: Spatial distribution after deconvolution of a) lateral resolution and b) axial
resolution.
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Figure 2.8: Beam waist measurements (diamonds) and theoretical values (line) for a
Gaussian model where w0 is 7.1 µm (measured using a beam profiler and λ0 is 1310 nm.
Deconvolution values are also shown (circles).
of field and (to a lesser extent) its use of Fourier domain detection. The result is a
visible horizontal band of detected scatterers, which appears to fade away towards
the B-scan’s upper and lower edges. The implication in future chapters, when apply-
ing digital image tracking, is that displacement estimates will become decorrelated
at remote distances from the system focus. Decreases in lateral sensitivity were
attributed to the imaging system optics. This was in line with recommendations
from the manufacturer that a loss of sensitivity might be observed along the edges
of any B-scans wider than 5 mm. Such an issue must be considered when imaging
low contrast features in patients.
The shape of the resolution’s spatial distribution in figure 2.6 also provides an
indication of how that sensitivity varies transversely and across the depth of field.
The beam sweeping optics appear to create a gentle curve in the lateral resolution
distribution as well as a noticeable decrease towards the B-scan’s edges. The Authors
suggest that this is the result of an effective increase in NA, caused by a higher
beam angle relative to the focusing lens as the beam is swept across the phantom.
Further investigation into phase variation has since been conducted and is discussed
in Chapter 5, which suggests the curvature, at least, is the result of the depth of
focus varying when the beam is laterally swept. Such aberrations could also account
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for the degradation in axial resolution towards the B-scan edges, which would in turn
degrade image tracking sensitivity. The adaptive nature of PSF sampling across the
imaged region mitigates this effect, as can be seen in figure 2.7.
Measurements of speckle statistics and their dependency on a sample’s optical
properties were measured indirectly via the OCT intensity signal. To further rein-
force results from this chapter, comparisons of a phantom’s bulk refractive index,
µs, µa and scattering phase function could have been made using alternative char-
acterisation techniques independent of OCT. Despite the fact that some of these at-
tributes can only be measured indirectly, they would provide a means of validating
assumptions such as the predominance of Mie scattering, the negligible contribu-
tion of absorption coefficient (µa), the Gaussian behaviour of system optics and the
relationship between speckle size and scatterer size.
2.5 Conclusions & Future Work
Results from the resolution phantom study demonstrate significant non-uniformity
in both axial and lateral resolutions of the Michelson Diagnostics system, expanding
upon previous experimental measurements of OCT axial resolution [54]. Variations
were attributed largely to changes in system optics over the lateral scanning sweep,
particularly at the peripheries of wide (over 5 mm) images. This would potentially
affect the performance of correlation-based image tracking techniques where the
influence of noise and non-uniform resolutions can impact on displacement estimates.
From the results it is apparent that image tracking will be most effective within the
central 5 mm of an OCT image, close to the depth of focus. As such, in Chapter
4, where a localised actuation is applied to image a stiff inclusion, the inclusion is
placed close to this zone.
A deconvolution method has been demonstrated for improving resolution in
phantoms with isolated point spread scatterers. Although deconvolution techniques
have been described previously, this chapter’s results lead to the conclusion that
any deconvolution filter reliant upon system point spread function may benefit from
taking into account the fact that it varies across the imaged region [52, 53]. Fur-
thermore, if deconvolution techniques can be applied to samples exhibiting a bet-
ter developed speckle pattern (as found in tissue), improvements could be made in
tracking performance by effectively reducing speckle size, whilst endogenous contrast
between tissue structures may also be enhanced, improving diagnostic performance.
However, accurate estimation of a tissue’s local refractive index relative to the PSF
phantom is required [55].
37
System sensitivity and image contrast were also investigated, although to a lesser
extent. Further work is still needed to produce a phantom capable of objectively and
quantitatively appraising system SNR, especially because the PSF results indicate
how such a metric can vary with both relative axial and lateral position.
Image contrast and its relation to both imaging system parameters and tissue
properties such as µs and µa were also investigated. Experimental phantoms were
designed with varying µs so that comparisons could be made. In turn, bi-layer
phantoms with a step change in scatterer concentration were also fabricated and
a change in signal attenuation was attributed to the shift in scatter coefficient.
However, the experimental research was not extended to a full quantitative analysis
owing to the limited time spent on this project. Despite this, learning to fabricate
contrast phantoms enabled the author to develop an elastography phantom suitable
for characterising the image tracking techniques set out in Chapter 3.
Further research conducted by Pete Tomlins has also built upon the initial con-
trast phantom research, resulting in a competing method for enhancing tissue con-
trast, which could be applied to skin cancer detection. His team is currently devel-
oping a technique named scattering attenuation microscopy (SAM), which aims to
enhance tissue structure contrast by analysing signal attenuation rates and quanti-
tatively map this metric onto standard OCT images [56].
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Chapter 3
Image Tracking and Strain
Estimation Methods
3.1 Introduction
This Chapter contextualises normalised cross-correlation (NCC), the most relevant
image tracking method to this thesis and the backbone of elastographic imaging
in Chapter 4. Some fundamental concepts and their potential influences on im-
age tracking are discussed, namely: speckle statistics, image signal processing and
the choice of tracking parameters. The aim is to identify the best conditions for
NCC tracking in terms of specimen properties, imaging system settings and track-
ing parameters. Furthermore, this chapter provides a response to the relative lack
of background literature on NCC within the OCT community, despite its use in a
number of OCT elastography publications [74, 75, 76, 51, 77]. These publications
contain descriptions of practical applications and experimental measurements for
NCC output, but the fundamental mechanisms affecting NCC performance and in-
depth system characterisations are absent. Whilst this chapter is not an exhaustive
critique on image tracking and strain estimation techniques, it is a characterisation
study of the methods explored during the author’s research and is thus used to thor-
oughly examine factors affecting tracking performance, something which the OCT
literature has previously lacked
A Matlab implementation of NCC tracking from the Institute of Cancer Research
(ICR) Ultrasound Imaging Group was employed extensively throughout the author’s
research. In this chapter factors affecting the tracker’s performance, including OCT
image speckle statistics, are explored. Both the degree to which a speckle pattern
is developed and the underlying speckle size influence tracker output. Additionally,
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the type of input signal can modify any resultant displacement estimates. To find
the optimum OCT input signal, a range of estimates are taken at different stages of
OCT image processing. These findings are used to inform the experimental design
and analyses in Chapter 4.
Artefacts in the displacement estimates are also described and presented along
with experimental observations. Two mitigation techniques are advanced, these
comprise applying the ICR’s tracker to each of the MDL system’s four channels and
utilising the tracker in an iterative process, where a single image set is subjected to
repeated passes.
Finally, a strain estimation method employed in concert with the ICR tracker
is described. The strain estimator was first described by F. Kallel and J. Ophir
[78]. It was implemented by the ICR group and subsequently adapted to image
displacement estimates in Chapters 4 & 5 by the author.
3.2 Normalised Cross-correlation
The use of cross-correlation to track displacements can be traced back nearly 30
years, where it was initially employed in the detection of sample motion between
A-lines [79]. Later, by applying cross-correlation to successive B-scans and interpo-
lating the correlation peak, it was possible to estimate movement between frames
on a sub-pixel scale [80]. Although interpolation methods differ, the underlying
technique is still employed for this thesis.
The standard correlation coefficient, C, used to describe a linear association
between two continuous variables (X & Y ) is expressed as:
C = σxy
σxσy
(3.1)
where σx and σy are the standard deviations of X and Y respectively, whilst σxy is
the covariance between the variables. In NCC, C is normalised to −1 ≤ C ≤ 1 [81].
The form of equation 3.1 employed at the core of the NCC image tracking al-
gorithm for this thesis, is the MATLAB function normxcorr2. The function is a
discretised equivalent, which generates a correlation coefficient, C(u, v), based upon
image feature vectors normalised to unit length, giving an approximate cosine form:
C(u, v) =
∑
x,y
[
f(x, y)− f¯u,v
] [
t(x− u, y − v)− t¯
]
{∑
x,y
[
f(x, y)− f¯u,v
]2∑
x,y
[
t(x, y)− t¯
]2}0.5 (3.2)
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where t¯ is the mean image intensity across a chosen feature, f is the image and f¯u,v
is the mean image value under a region of interest in f [82].
A practical implementation is represented in figure 3.1, which equates to taking
two images (referenced here as A & B) and finding correlations between them. For
compression elastography, the images typically depict a sample before and after an
increase of applied stress. A region (kernel) in image A is passed through equation
3.2. The kernel is used to represent an image feature from A, this image feature is
cross-correlated at every possible position within a search window in image B. The
correlation coefficient reaches a maximum value at the location within the search
window most closely resembling the feature from A. The relative position of the
feature from A and its estimated location in B can thus be used to estimate its
displacement. By scanning the kernel (and, accordingly, the search window) across
an entire image, it is possible to produce an exhaustive displacement map.
Figure 3.1: The cross-correlation process for a single kernel: (a) a square kernel is defined
in image A; (b) a larger search window is defined in image B; (c) the kernel is scanned across
the search window and a correlation coefficient recorded at every position; (d) a record
is made for the location of maximum correlation coefficient; (e) relative displacement is
calculated as the difference in position between feature and region of max correlation;
(f) The kernel’s central pixel in A is assigned the displacement value and then shifts
along 1 pixel. The process is repeated, starting from (a) until a full displacement map is
constructed for all pixels.
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3.2.1 Correlation Peak Interpolation
Calculating the correlation coefficient’s maximum will produce a displacement esti-
mate accurate to the nearest whole pixel. In the context of tracking a single feature
between frames, this produces an output similar that shown in figure 3.2. It is possi-
ble to improve the estimation’s sensitivity by interpolating the correlation function
and calculating its peak position. A second order polynomial is applied to the three
data points demarcating the correlation peak and the peak location recorded. This
enables sub-pixel sensitivity, as can be seen in figure 3.3.
The choice of interpolation method is a compromise between accuracy and speed
of computation. In figure 3.3, the interpolated results (diamond) have a slight bias
towards the original NCC results (spot), known as peak locking or jitter [83, 84].
This periodicity remains when using other interpolation schemes [80].
Figure 3.2: Example of displacement estimates from a normalised cross-correlation (NCC)
image tracker without correlation peak interpolation. The data reflect movement of a
single parabolic feature with a FWHM of 4.3 pixels.
3.2.2 Speckle and NCC Tracking
Speckle
As discussed in Chapter 2, OCT is a coherent imaging technique and so produces
an image constructed from speckle intensities. The stable component of this speckle
facilitates NCC tracking and characteristics of the speckle pattern will influence
a tracker’s displacement estimates. The appearance of speckle is also significant
for OCT manufacturers, who strive to reduce its appearance via image averaging,
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Figure 3.3: NCC estimates employing correlation coefficient peak interpolation compared
with the previous non-interpolated results.
compound focusing and various other techniques [85]. However, the implication for
NCC tracking is that there may be fewer features to track once these measures have
been implemented, making the technique less reliable.
In this section, speckle statistics derived from standard OCT images and simu-
lations are investigated and the effects of image processing are addressed later on
in the chapter. A specimen’s internal structure will have an effect on the imaged
speckle pattern. Where there is a high concentration of randomly distributed sub-
resolution scatterers, speckle becomes over developed and independent of an imaged
object’s physical structure. It depends instead upon system optics and source wave-
length. However, NCC can be effective at lower scatterer concentrations where a
speckle pattern is either fully developed or slightly undeveloped. Here, the intensity
at any one point in the image is dictated by the summed interference of the scattered
beam’s wavefronts.
First order statistics of the OCT speckle are simplified with the assumption that
a speckle pattern is generated by the summation of random small angle scattering
events from a high concentration of sub-resolution scatterers, where the scattered
light’s complex phase is uniformly distributed. The real and imaginary wave am-
plitude components (Ure and Uim respectively) combine resulting in a probability
density function (PDF) of [86, 87]:
p(Ure, Uim) =
1
2piσ2 exp
{
−U
2
re + U2im
2σ2
}
(3.3)
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This PDF is a product of two Gaussian distributions. Its shape is dictated by
a combination of specular and diffuse reflections (where specular reflection is the
deflection of light along a single angle and diffuse reflection implies multiple angle
scatters - such as in Mie theory or Rayleigh scattering). For a fully developed speckle
pattern, a purely diffuse regime is established, resulting in a Rayleigh distribution,
which equates to an imaging scenario where individual scatterers are not pictured.
Whereas, in a region of only single scatters, the PDF is approximately Gaussian
and individual scatterers can be identified in the image. It also indicates a large
specular contribution, with a negative exponential form more akin to the simple
light attenuation model previously described in Chapter 2 [58]. All PDFs belong
to the Rician distribution family. These are the characteristic PDFs for a large
collection of random variables with a normal distribution, finite mean and variance.
The function can be rewritten in terms of complex signal intensity like so [87, 88]:
p(I) = 12σ2 exp
{
− I2σ2
}
(3.4)
where I 12 is the complex magnitude of the OCT signal and I = θ2re+θ2im. If the NCC
tracking approach is to be effective, the PDF must not be in the fully developed
speckle (pure diffuse) regime. The speckle will not contain structural information
and, hence, will not exhibit a speckle shift relative to an object’s motion. It can
be seen that PDFs from a range of materials with differing scattering coefficients
are characteristic and relate the degree to which the associated speckle pattern is
developed (figures 3.4 and 3.5). Also, under experimental conditions, where large
structures are present, speckle is not fully developed or scatterers are unevenly
distributed within the sample, the PDF deviates from the Rician distribution. This
is due in part to the inhomogenous number density and size distribution of scatterers
throughout the object, resulting in varying contributions from independent PDFs,
each with its own ratio of specular, diffuse and coherent scattering events [89]; as
demonstrated by twin peaks in the PDFs of figure 3.5.
Further to a speckle’s PDF, changes in speckle distribution and brightness will re-
late structural information in tissue. These features can also be tracked using NCC,
but they often occupy relatively large regions meaning the sensitivity of displace-
ment estimates would be reduced. Ideally for correlation-based tracking, a speckle
pattern should be developed to the point that individual speckles are discernable,
but closely packed and stable over the entire displacement.
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Figure 3.4: a) PDFs as measured from a simulated OCT image when the scatter coefficient
µs is varied, changing the intensity distribution of the speckle pattern. The simulated
images for relative µs values of 1 and 10 can be seen in b) and c) respectively
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Figure 3.5: a) PDFs measured from actual OCT data and the associated B-scans of b)
skin on the hand and c) a tissue phantom.)
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Autocovariance and the OCT Signal
Speckle size also influences the tracker’s performance, especially regarding the peak
interpolation described in section 3.2.1. Second order statistics are used to charac-
terise this feature. Here, speckle size can be analysed by measuring the autocovari-
ance of an image signal. The autocovariance, R, is a measure of variance between
two locations within the same image signal (xn and xn+m ) and can be described as:
R(m) = E {(xn+m − x¯) (xn − x¯)∗} (3.5)
where, E is the expectation value operator and x¯ the signal average. The normalised
autocovariance function can be likened to the autocorrelation function, which is an
implementation of equation 3.2 where an image is correlated with itself.
To illustrate the dependency of autocovariance peak width on speckle size, the
autocovariance functions of simulated OCT images are shown below in figure 3.6
(all simulations are derived from open-source code, written described in literature
and written by S. J. Kirkpatrick et al. [88, 90]). It can be seen that an increase
in peak FWHM accompanies an increase in speckle size. However, the degree to
which a local speckle distribution is developed may also generate variations in the
autocovariance peak width, as can be seen when sampling the function for the lateral
speckle dimension in a B-scan of skin (figure 3.7). For regions of over developed
speckle, the effective speckle size extends of many pixels and there is little structural
information within the region. This would result in high decorrelation rates for NCC
tracking unless the kernel size is increased to incorporate the entire region.
Analysing the autocovariance function is a useful tool for image characterisation
and should be considered when selecting a kernel’s size. However, the shape of
the autocovariance function is also important with respect to the correlation peak
interpolation process described in section 3.2.1. Estimations of the peak’s maximum
become less accurate if the peak is broad, where a broad autocovariance function
peak equates to a broad correlation peak. Conversely, a sharp peak will improve
the accuracy with which its location can be estimated [84, 91]. In ultrasound,
this often results in preferential use of the RF image signal for correlation-based
tracking, instead of its envelope (usually used to form B-scans) [91]. Based on
this single assumption, it seems wise to examine a raw OCT image signal and the
autocorrelation functions taken at different processing stages when forming a B-
scan. A preliminary decision can then be made as to how far down the processing
chain an image should go before using NCC tracking. The basic signal processing
stages are depicted in figure 3.8.
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Figure 3.6: The normalised autocovariance functions for simulated OCT images with
different speckle sizes are shown in a). The peak full width half maximums are plotted
against the actual speckle sizes in b).
48
Figure 3.7: a) OCT image of skin from the back of a hand and b) speckle width calculated
from the lateral autocovariance at various depths.
Autocorrelation functions of a signal were computed for specific stages in the
processing sequence (figure 3.9). These were specifically: the real component of
the complex signal, the magnitude of the complex signal, the signal intensity in dB
(20log10), and the final thresholded image. Whilst thresholding is often desirable as
a noise reduction measure when viewing OCT images, it could potentially impede
speckle tracking.
Also, it must be noted before continuing that the complex signal intensity should,
strictly speaking, be defined as the magnitude squared (|V |2). However, from this
point on the term will refer simply to the complex magnitude, I = |V |.
From the results it can be concluded that speckle size appears smaller before log
compression of the signal. Thus, correlation peak interpolation and the resulting
displacement estimates will be more reliable if the tracker is applied to OCT data
pre-compression.
3.3 Optimising NCC Image Tracking
Carrying on from the previous section, the focus will now shift from characterising
the images to applying the NCC algorithm. Its performance will be measured by
analysing decorrelation rates, accuracy and artefacts. The results will be compared
at each stage of the image processing sequence previously highlighted in figure 3.8.
Additionally, the effects of oversampling and averaging A-lines are shown. This
averaging process is an optional setting for Michelson systems which is designed to
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Figure 3.8: Image processing sequence. The highlighted stages indicate which points au-
tocovariance was calculated. At the Fourier Transform, the real component and magnitude
of the complex signal was analysed. After subtracting the noise floor an intensity image
was analysed, and finally, the thresholded image was analysed. A single image channel
was considered and the multi-channel mosaicing process has not been illustrated here.
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Figure 3.9: Autocovariance functions at different stages of the image processing sequence
a) before log compression and b) after log compression. FWHM of each curve is shown in
c).
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reduce background noise. Finally, the effect of kernel size on displacement estimates
is illustrated. For a baseline set of results, the complex magnitude signal (I) was
analysed. Here, the imaged object is a phantom similar in construction to those
described in Chapter 2, where TiO2 is mixed into an epoxy resin compound to
produce a scattering medium with clearly defined structural speckle. A series of
B-scans was captured as the phantom was translated vertically at a rate of 7.5
µm per frame. A single frame and the tracking performance are depicted in figure
3.10. It can be seen that the mean correlation coefficient value has a downward
trend, while its standard deviation increases. This reflects a rise in estimation error,
which is clearly demonstrated at frame ten in figure 3.10, where a wide variation
of displacement values is recorded (as indicated by the error bars). The erroneous
displacement values are likely a direct consequence of small correlation function
peaks (peak values being the correlation coefficient); as their size decreases, the
likelihood of detecting a side peak instead of the main peak increases, resulting in
an inaccurate displacement estimation. This can be considered as a type of imaging
artefact arising from speckle decorrelation between frames.
3.3.1 Real Component of Complex Signal
The OCT system detects an interference pattern, which is then Fourier transformed
to produce an A-line signal. The Fourier domain signal is complex and its mag-
nitude (I) forms the A-scan. This complex signal can be considered equivalent to
the real RF carrier signal in ultrasound. As has been mentioned already, there is
a measurable performance improvement when applying NCC to the RF signal in-
stead of its envelope (complex magnitude). In an attempt at recreating a similar
improvement for the OCT signal, the real component was tracked and the results
are shown in figure 3.11. The results show that decorrelation is higher for the real
component compared to intensity. There is greater variation in both correlation
and displacement estimates, indicating a higher margin of error and higher rates of
decorrelation.
3.3.2 Log Compression and Noise Floor Subtraction
Converting the OCT intensity signal into decibels (dB) is achieved through taking
log10 of the complex magnitude and multiplying by 20. This compresses the signal’s
dynamic range, making it easier for the OCT system user to interpret [92]. Log
compression also retains information across the entire intensity range without sig-
nificantly reducing signal resolution when converted into an 8-bit format. However,
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Figure 3.10: The data from a ten frame image sequence of a tissue phantom undergoing
an axial translation of 70 µm is shown. Data on a 70×70 pixel region was recorded a)
A single frame: intensity (I) image of the 70 pixel region – the colour range has been
altered to make more detail visible, b) the axial displacement map after translating 70 µm
(frame ten), c) mean estimated displacement with error bars representing two standard
deviations, d) mean normalised correlation coefficient, error bars are again two standard
deviations.
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Figure 3.11: NCC data comparison between the complex OCT signal’s real component
and magnitude (intensity). a) mean correlation coefficient for each frame of the same
70×70 pixel region undergoing vertical translation and b) the resulting mean displacement
estimates.
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it does result in a measurably larger speckle size. This arises because the FWHM of
a signal peak broadens under log compression as its relative height decreases. Conse-
quently, the decibel NCC output (figure 3.12) exhibits more decorrelation and larger
displacement estimation errors in frames 9 & 10 where the mean normalised corre-
lation coefficient recedes below 0.5. The implication for NCC tracking is that the
original OCT complex magnitude signal provides more robust displacement data,
especially for larger translations.
Figure 3.12: NCC data comparison between the original OCT complex magnitude (I) and
its magnitude in dB. a) mean correlation coefficient for each frame of the same 70×70 pixel
region undergoing vertical translation and b) the resulting mean displacement estimates.
3.3.3 Applying a Global Threshold
Here a global threshold is applied, restricting dynamic range to values between 65dB
and 105dB after noise floor subtraction. The thresholded image is converted into an
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8-bit greyscale format with 256 intensity levels. This is analogous to the final OCT
B-scan image typically viewed by a system user. When NCC performance of this
thresholded image is compared to that of the dB image, a minor increase in perfor-
mance can be noted within the 70×70 pixels region. This seems counter-intuitive
because converting the intensity into an 8-bit format should result in an image
with less detail, making motion harder to track. However, performance is enhanced
through the noise reducing effects of subtracting the noise floor and thresholding.
The result is a more stable speckle pattern (figure 3.13).
Figure 3.13: NCC data comparison between the dB image signal before and after thresh-
olding (and noise floor subtraction). a) mean correlation coefficient for each frame of
the same 70×70 pixel region undergoing vertical translation and b) the resulting mean
displacement estimates.
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3.3.4 Kernel Size
The accuracy of displacement estimates is affected by kernel size, where the kernel
is effectively the feature which is to be correlated. A larger kernel equates to a
more complex (and thus unique) feature, reducing the likelihood of spurious corre-
lation estimates. So it would be expected that performing NCC with a relatively
large kernel should produce a more accurate displacement map. However, it has
also been noted that as the kernel size increases, spatial resolution is reduced and
motion within the feature region becomes averaged out. This leads to a reduction
in estimated displacement relative to the actual value. Furthermore, there is an
increased computational cost associated with large kernel sizes [93, 84, 75] . Thus,
minimum and maximum bounds are placed on kernel size. For the minimum, it has
to be large enough to accommodate enough detail within the speckle pattern, so
that the feature is relatively distinct. The upper bound is dictated by the required
sensitivity of the algorithm, this makes NCC better suited to tracking multiple pixel
translations, provided the speckle remains correlated. Figure 3.14 illustrates the im-
portance of the lower bound limit for frame number ten, where kernel sizes of 5, 10,
15 and 20 pixels are used to illustrate how a larger kernel can reduce the likelihood
of correlating the feature with an unrelated portion of speckle. For all kernel sizes,
their mean correlation coefficients are relatively similar. However, the variation of
displacement estimates is larger for small kernels – suggesting the NCC algorithm
is forming correlations independent of image translation.
3.3.5 Averaging
A feature of Michelson Diagnostics OCT systems is a setting enabling the user to
oversample and average each A-line. For an averaging factor of 5, the A-line density
across a B-scan is five times higher. An individual A-scan is subsequently formed
from the mean of five adjacent lines. Thus the output B-scan is the same number of
lines regardless of averaging factor. Averaging is a noise reduction technique based
upon the principle that system noise is dynamic and can be averaged out over a
number of samples, producing a more stable speckle pattern whilst accentuating
structural detail within the B-scan. Figure 3.15 shows the correlation and displace-
ment statistics for frame ten as measured with averaging factors of 1 and 3. There
appears to be a marginal performance improvement for the larger averaging factor,
although at the sacrifice of quicker acquisition times (An averaging factor of 3 takes
three times longer to acquire). The slow rate of acquisition could potentially degrade
results of biological specimens which are more prone to turbulence and movement
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Figure 3.14: NCC data for frame ten using a range of kernel sizes (5, 10, 15 & 20
pixels). a) Mean correlation coefficients with error bars depicting 2× st.devs. b) Mean
displacement estimates clearly with error bars of 2× st.devs clearly showing an increase
in accuracy with larger kernel size.
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from mechanisms such as blood flow etc. Furthermore, certain imaging artefacts,
which shall be described in section 3.4, are accentuated by the use of averaging.
These have a consequent effect on the uniformity of strain estimates and averaging
is therefore not recommended for NCC tracking.
Figure 3.15: NCC data comparison between averaging factors for frame 10. a) mean
correlation coefficient for each frame of the 70×70 pixel region undergoing vertical trans-
lation, with the vertical error bar representing two standard deviations. b) the resulting
mean displacement estimates with error bars again representing two standard deviations.
3.4 Artefacts
NCC tracking is prone to generating artefacts in the final displacement data. These
arise from the shape of the correlation function and can be manipulated to some
degree by choosing appropriate parameters, which adds another dimension when
optimising the tracking procedure. It is especially important that artefacts are kept
to a minimum if displacement estimates are used to calculate strain maps, because
the strain estimation process amplifies any anomalies or noise that might be present.
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The effect of one artefact has already been addressed when describing kernel
size, where correlations are made between unrelated regions of an image. The cause
of these spurious correlations are briefly described below. Another artefact results
from interpolating the correlation function peak – a useful tool for tracking fractional
pixel displacements. It has previously been referred to by others as jitter and its
roots are explained here too, along with its implications [84].
3.4.1 Spurious Correlations
As previously seen, reducing the kernel size leads to greater variations in displace-
ment estimates. This is because the correlation function across a search region will
contain multiple peaks signifying areas with features similar to the kernel. Spurious
correlations arise under two circumstances, each leading to the same result. Either:
there are many regions closely resembling the feature being tracked (an effect that
can often be countered by increasing the kernel size); or the main correlation peak’s
size decreases until it is indistinguishable from side lobes in the correlation function.
This arises when decorrelation occurs. The NCC algorithm will simply record the
first tall peak it comes across, regardless of its position. If there are many peaks of
equal size, there is no guarantee that the peak most likely related to the translating
feature will be chosen. Both causes (self similarity and decorrelation) result in large,
multiple pixel jumps in the displacement estimate map. The best mitigating action
is to ensure images remain well correlated between frames by minimising disruptive
effects such as out of plane motion or speckle decorrelation from very large object
movements. By selecting a suitable kernel size and taking the suggested precautions,
spurious correlation can be kept to a minimum. Reducing spurious correlations is
a priority for biological imaging where decorrelation rates can be higher compared
to static objects. As a result, a number of enhancements to standard NCC tracking
have been suggested by others, such as multi-resolution tracking, feature-based NCC
and pulse shaping (in ultrasound) [76, 94].
3.4.2 Peak Locking (jitter)
Jitter is an artefact characterised by small (within the autocovariance peak), periodic
shifts in displacement estimates. With the NCC algorithm used in this thesis, it
appears as a result of interpolating the correlation function before locating its peak.
For an homogenous speckle distribution, interpolation produces a minor bias in the
displacement map towards the nearest whole pixel value (as noted already and seen
in figure 3.3). Additionally, in the presence of an unusually bright image region, a
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periodic sequence is overlaid onto the displacement estimation data as the kernel
is swept across. The magnitude of these jitters increases for regions of larger and
brighter speckle. For example, a reflective surface will generate a clearly defined
displacement estimate jitter. It is also affected by kernel size; the periodic trend
appears either side of the bright image region at a distance relative to kernel size.
This is demonstrated for an image A-line with a well defined intensity peak under
autocorrelation in figure 3.16. The figure also shows a similar autocorrelation where
there are a number similarly sized peaks of more uniform intensity, producing less
pronounced jitter. Such a characteristic means a user may find it beneficial to log
compress their image data if jitter is proving to be a hinderance. However, as already
noted, log compression increases the likelihood of decorrelation errors. In Appendix
C, the correlation peak behaviour during autocorrelation is visualised as a kernel
passes over a peak in the A-line intensity. The interpolation process is highlighted,
demonstrating this to be the point at which jitter arises.
Jitter is also problematic when incremental displacement estimations are com-
bined. This is a technique often used as a means of reducing decorrelation noise
and errors [95], whilst allowing displacements to be estimated for translations over
relatively large distances. An image sequence of a moving object is collected and
the NCC tracker is optimised to estimate displacement between adjacent frames.
These estimations can then be summed to produce a displacement map over the
entire translation range. If the image has structural details that produce regions
of large, high intensity speckle, jitter will become visible in the displacement data.
Furthermore, by summing over the series of displacement maps, the jitter artefact
will be reinforced when motion between frames is small. If motion between frames
is more than a few pixels, the artefact will be realised across multiple locations of
the summed displacement map, because it will track the bright feature as it moves.
In figure 3.17, a displacement map formed from averaging a sequence of sequential
estimates is shown. the artefacts can be seen and clearly linked to bright regions of
high scatterer concentration.
3.4.3 Channel Banding
For all Michelson Diagnostics OCT systems, the final image is a composite produced
from four separate images taken simultaneously by four separate image channels.
The depth of focus in each channel is offset slightly from the others; additionally,
there is a lateral offset between each channel, which is also corrected for in the
final image. Both factors result in a subtle discontinuity of the speckle pattern at
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Figure 3.16: Autocorrelations across a portion of a single A-line executed using different
kernel sizes where: a) only a single, high intensity peak is present in the image data; and b)
a number of relatively similar peaks are present in the image data, showing a consequent
decrease in jitter magnitude.
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Figure 3.17: Axial displacement map (b) composed by sequentially analysing a 20 frame
image sequence and then averaging together their displacements. The curved surface at
the bottom of the OCT image (a) is the top of a ball bearing, which is being pulled
downwards, creating the distinctive radial displacement distribution. sources of the jitter
artefact are indicated by arrows for three especially prominent cases. Colour scale in
pixels.
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the channel boundaries in the final image. This arises because the speckle pattern
at any given location is dependent on the optical path lengths of any scattered
light interfering at the detector, which contributes to that specific speckle. If the
position of the channel changes, so do any associated path lengths, meaning the
signal contribution from each channel will vary. An experimental treatment of this
problem can be found in chapter 4.
3.4.4 Potential Mitigation Techniques
Two methods of mitigating the above artefacts have been investigated. The most
straight-forward is negation of channel banding. This is a simple process in which the
image tracking algorithm is applied to each channel separately, with the final strain
and displacement maps produced by stitching this data together (as mentioned
before this can be seen in Chapter 4 ). Another mitigation technique that has
been explored is the use of a multi-resolution tracking approach. In this thesis, the
method involves taking three correlations of the same image set and combining the
displacement data via a weighted average linked to the correlation coefficient:
D¯(x, y) = d1(x, y) (c1(u, v)) + d2(x, y) (c2(u, v)) + d3(x, y) (c3(u, v))
c1(u, v) + c2(u, v) + c3(u, v)
(3.6)
where, D¯(x, y) is the weighted average displacement at a given pixel location (x, y);
d1, d2 and d3 are the three estimated displacements and c1, c2 and c3 are the respec-
tive correlation coefficients for those displacement estimates.
The three image tracking runs are executed for differing levels of detail and res-
olution. This approach employs differing kernel sizes as well as differing step sizes,
where step size is the distance between successive searches in an image. By increas-
ing step size, resolution is degraded and the associated dataset is reduced in size. A
step size of 1 pixel (known as an exhaustive search) is usually applied throughout
this thesis with the exception of the multi-resolution technique described here. Once
all three displacement maps have been obtained, the low resolution datasets are up-
sized to match the exhaustive search dataset. Bicubic interpolation is applied to
smooth the up-sized data. Next, a weighted average is taken at each location for
each of the three displacement values against their related correlation coefficients
(the low resolution correlation maps are similarly up-sized). This results in a final
displacement map. The approach combines a quality-guided method, whereby the
influence of a specific displacement value is weighted against its correlation coeffi-
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cient, with a multi-resolution approach, where some detail is initially sacrificed to
produce a smooth (but low resolution) displacement map and this detail is partially
reintroduced by combining iteratively higher resolution datasets. The parameters for
a multi-resolution search and the final displacement data produced from a weighted
average of the three can be seen in table 3.1 and figure 3.18. The results show a
decrease in overall estimation error, however, the average displacement estimations
remain unchanged.
Search number Kernel size Step size
1 25 10
2 20 5
3 15 1
Table 3.1: Parameters for each of the 3 searches used in the multi-resolution tech-
nique.
3.5 Strain Estimation
The NCC image tracker produces two displacement maps, one for the axial compo-
nent and another for the lateral. These datasets can be used separately or in tandem
to calculate a strain estimation. In all cases, the fundamental process remains the
same. This comprises application of a smoothing filter to the displacement maps,
reducing noise and the effects of artefacts. Strain can be thought of as the derivative
of displacement, i.e. its rate of change, thus the next step is application of a gradient
estimation function along a 1-D section of the data. The calculated gradient value is
mapped to the centre of this section and the process repeats for all possible regions
within the displacement data. This produces a strain map. The orientation of the
1-D section (vertical or horizontal) and the component of displacement being anal-
ysed dictates the kind of strain being estimated. Some relevant strain components
are shown in table 3.2, all of which can be calculated using the lateral and axial
displacement outputs from NCC tracking.
Although Matlab has a native gradient estimation function, better results were
possible through calculating gradient along the 1-D section by fitting a first or-
der polynomial. However, this approach is computationally more expensive. The
strain estimation technique is based on the least squares strain estimation (LSQSE)
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Figure 3.18: Displacement data for an axially translated tissue phantom image sequence
represented by a single frame in a). The displacement map from frame ten for a standard
exhaustive search is shown in b). A comparable multi-resolution map using the parameters
in table 3.1 is shown in c). The mean displacement data for both techniques is plotted in
d), with error bars equivalent to two standard deviations.
Displacement Components Axial displacement v
Lateral displacement u
Strain Components Axial normal ∂v
∂y
Lateral normal ∂u
∂x
Axial shear ∂v
∂x
Lateral shear ∂u
∂y
Total shear 0.5
(
∂v
∂x
+ du
dy
)
Table 3.2: Displacement & Strain Components
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method, because its piecewise approach improves strain signal to noise (in the pres-
ence of uncorrelated noise) compared to a standard gradient calculation [78]. How-
ever, where noise is correlated (as is the case for artefacts arising from jitter, which
produce displacement values in response to structural detail rather than motion)
the information may be retained and amplified along with other variations in dis-
placement. This can be seen in figure 3.19, where the strain estimator is applied to
displacement data arising from an autocorrelation of a tissue phantom. Although
displacement and thus strain are practically zero, variations appear within the strain
data. These are further enhanced when the OCT system’s averaging factor is in-
creased – most likely in response to the decrease in decorrelated noise.
The strain estimator incorporates a 2-D median filter. Its window size can be
selected to optimise the balance between loss in spatial resolution and effective data
smoothing. The 1-D kernel size is also customisable, allowing further optimisation
between noise reduction, sensitivity and resolution loss.
Figure 3.19: Strain maps constructed from autocorrelations of a tissue phantom. The
same image sequence was recorded for three averaging factors: 1, 3 and 5; a) to c) respec-
tively. The colour scales are identical across the three figures.
3.6 Discussion
This Chapter has demonstrated the use of NCC to produce displacement estimates
with sub-pixel accuracy in both simulated OCT images and phantoms. Sub-pixel
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tracking requires interpolation of the correlation function’s peak, executed here using
a second order polynomial.
Correlation tracking is only possible if discernible structural information is con-
tained within the OCT speckle pattern. This was ensured in tissue phantoms by
tuning scatterer concentration to produce a slightly under-developed speckle pattern.
The degree to which a speckle pattern is developed was characterised by measuring
its PDF. Skin images exhibited regions of fully-developed speckle, as seen in figure
3.5, which will degrade the performance of NCC tracking.
Speckle size also affects NCC performance for two reasons. First, it will reduce
accuracy when interpolating the correlation peak; Second, it sets a lower bound for
kernel size, because the kernel must be large enough to incorporate image features
with no internal speckle structure.
OCT signal processing influences NCC performance too. Log compression in-
creases decorrelation, leading to errors in displacement estimation. This appears to
be a result of the associated FWHM increase in intensity signal peaks, although a
definitive link was not established. Thresholding and subtracting system noise from
the image data reduced errors, but did not improve mean correlation. Furthermore,
in the MDL system, the noise floor could only be subtracted from the dB signal and
could not improve tracking performed on the OCT’s complex magnitude.
Kernel size was shown to influence NCC performance and, as mentioned above,
must be chosen relative to the image properties. Estimation error can be greatly
reduced through increasing kernel size, even though the mean correlation coefficient
remains the same. This reinforces the presumption of false correlations occurring
when the kernel is too small.
The effect of an increased averaging factor is not immediately obvious in dis-
placement data, however it appears to reinforce artefacts generated by NCC, which
become amplified when viewing strain. The two observed artefacts are decorrelation
and jitter, which have been previously observed in ultrasound imaging [84].
Strain estimation involves sampling the differential of displacement, which am-
plifies any trends in the displacement data. This includes both noise and correlation
artefacts. As a result, jitter can impede the use of incremental imaging, which had
previously been demonstrated to reduce incoherent noise in strain estimates [95].
Strain estimations for this thesis are calculated using the LSQSE technique com-
bined with a median filter. Both processes are designed to mitigate the usually poor
SNR associated with finding the derivative of a signal [78].
A number of refinements to the NCC technique have been suggested by previ-
ous authors. These include quality-guided techniques combining the use of a-priori
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knowledge [76]. Anecdotal evidence suggests an improvement in NCC performance
can be gained from analysing the OCT signal’s complex envelope instead of its mag-
nitude. However this method would require hardware modifications to the Michelson
Diagnostics system, including the use of a high bandwidth light source with a wide
numerical aperture, and thus could not be implemented [74]. Instead, NCC perfor-
mance was optimised by analysing the OCT complex magnitude signal and selecting
suitable kernel sizes, which required knowledge of the scale of displacements being
tracked (figures 3.14 and 3.16).
Artefact mitigation techniques were investigated. In the first instance, three
cross-correlations were executed for decreasing kernel sizes. An averaged displace-
ment value weighted against correlation coefficient was then calculated from the
three correlations and used to form a single displacement map. This approach
reduced overall error, producing a similar effect to a smoothing function without
altering mean displacement values. Whilst the presence of artefacts and noise were
reduced, this method is computationally expensive, especially when combined with
the two further mitigation techniques explored. These were: estimating displace-
ment and strain in each channel before combining them; and using incremental
tracking, where displacements between adjacent frames in an image sequence are
averaged together.
3.7 Conclusions
This Chapter details characterisation studies implemented on the normalised cross
correlation image tracker using simulated and experimental OCT images. The re-
sults were used to determine the optimal light scattering properties of the elastog-
raphy phantom in Chapter 4 and to refine the tracking process. Sub-pixel tracking
of displacements is demonstrated to be most effective when applied to the OCT
signal before log compression, noise floor subtraction and thresholding. Previous
literature in OCT correlation-based image tracking has emphasised the importance
of kernel size, this chapter expands upon the literature by providing a discussion on
and experimentally verifying the effect of these other factors [74, 51]. A minimum
kernel size of 20 pixels has been determined for phantoms. Speckle statistics of skin
give an indication that tracking performance in tissue will deteriorate as a result of
high decorrelation rates. This can be partially mitigated through the use of a larger
kernel size and implementation of artefact reduction techniques. These techniques
are computationally expensive as they require multiple cross-correlations and are
thus avoided when analysing phantoms. Chapter 4 will address the actual applica-
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tion of NCC for use in elastographic experiments, detailing its relative merits and
success.
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Chapter 4
Shear Contrast From a Localised
Actuation
Having explored the underlying principles of optical coherence elastography (OCE)
in previous chapters, a practical demonstration is now described. Optical and me-
chanical properties of the phantoms are defined and a quantifiable, controlled actu-
ation method employed. This chapter builds upon previous work by demonstrating
that elastographic imaging is sensitive to changes in mechanical properties, even if
there is no associated scatterer contrast variation through the use of a repeatable
controlled actuation. Furthermore it demonstrates the potential value of correlation-
based imaging in OCT as a means of evaluating different strain components (most
notably shear) [74, 75, 96]. Finally, the use of these techniques in conjunction with
MDL’s multi-channel system is also shown for the first time.
In this experiment, a magnetically actuated implant imparts a localised actu-
ation within a specimen. This is subsequently imaged and elastograms derived.
Descriptions of the elastography phantom, both actuation and imaging apparatus,
and a finite element model of the experiment are provided. OCT channels are pro-
cessed separately to reduce imaging artefacts. Different strain components are also
combined into a single elastogram to aid contrast.
Finally, the actuation technique is used to form elastograms in raw chicken, with
speckle statistics closer to human skin. Owing to increased decorrelation rates,
displacement tracking is carried out using the incremental, multi-resolution method
previously described in Chapter 3.
A stiff inclusion is discernible in elastograms from the phantom model. The asso-
ciated implant actuation is 56 µm. In chicken, decorrelation reduces the maximum
trackable displacement to < 9 µm (as demonstrated in Appendix D). However,
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internal structure is still visible in axial normal strain elastograms.
4.1 Introduction
Skin elastography has been used to differentiate between healthy and diseased tissue
such as abscesses, keratoses and psoriases [97, 98]. Reports also suggest elastograms
can be used to differentiate between malignant and benign skin tumours using high
frequency ultrasound [99, 18]. Elastography can aid cancer diagnosis across a range
of cases, with clinical trials currently underway to investigate its use specifically in
imaging skin neoplasms [19]. The technique therefore has potential as a diagnostic
aid and contrast enhancement technique when imaging skin using OCT.
The technique described in this chapter uses an implant positioned away from
the imaged site to enable elastographic measurements of a suspected lesion without
physical contact. The implant is remotely actuated using an external magnetic
field, producing an associated strain at the lesion. Elastograms are then acquired
to generate contrast between structures with differing stiffness.
Both experimental results and finite element (FE) simulations were conducted.
For the experiments, phantoms with a superficial resemblance to tissue samples
incorporating a stiff surface lesion were fabricated based on the observed properties
of melanoma in a rat model [100]. To generate the localised actuation, a small
magnetisable metal sphere was also incorporated into the phantom. The FE model
was designed to closely resemble these phantoms, producing a complementary set
of results. The experiment was finally repeated with a chicken breast, which was
deemed to simulate image characteristics closer to human skin. Normalised cross-
correlation (NCC) was used to track displacements in the experiments and a least
squares strain estimator (LSQSE) was implemented to produce strain maps from
this data. More detail on these two techniques can be found in Chapter 3.
It is worth noting that the technique described here could also be employed by a
range of imaging modalities other than OCT. Additionally, other actuation methods
are also feasible. The metal implant was used because it is an effective tool for
generating tightly controlled and repeatable shear stresses, however a more subtle
technique would be necessary for future clinical applications where its placement
becomes a concern. For example, magnetic nanoparticles have been actuated in
tissue to produce elastographic and contrast signals [101, 102]. Such a technique
will be discussed in the next chapter.
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4.2 Materials and Methods
Elastograms were generated from FE simulations. These were then compared with
elastograms taken from OCT images of two phantoms in order to verify observa-
tions from the modeled data. For all simulations and measurements, the phan-
toms were treated as linear elastic solids with minimal visco-elastic properties and
Young’s moduli based on direct measurement. They generally emulated diseased
and healthy tissue with one incorporating a stiff lesion and the other being uniform
throughout.The lesion was approximately seven times stiffer than surrounding tissue,
a figure previously observed in rat models of melanoma [100]. Mechanical actuation
was achieved by remotely pulling on a magnetisable metal implant embedded in the
phantom using an external magnet.
Images prior to actuation were correlated with those taken during a constant,
applied strain to produce elastograms. Displacement maps were produced in Mat-
lab using NCC with a square reference window 25 pixels wide. Next, an LSQSE
incorporating a 15 pixel median filter and 20 pixel estimation window was applied
to the displacement data.
4.2.1 Elastography Phantom
The tissue phantoms were fabricated using a two part condensation-cured RTV
silicone rubber (MM282-A & B, ACC Silicones Ltd) mixed with silicone fluid and
titanium dioxide powder (T/1900/53, Fisher Scientific, UK) at a concentration of 1
mg g−1 to promote optical scattering. Silicone fluid (F111/50 polydimethylsiloxane,
ACC Silicones Ltd) was added during preparation to tune the phantom’s Young’s
modulus [102]. The mixture was stirred and sonicated for an hour to disperse the
TiO2 before adding the MM282-B catalyst. The stiffer lesion was produced by
adding less silicone fluid. To aid dispersion of the TiO2, hexane fluid was added as a
thinning agent at a volumetric ratio of 1:1 before sonication. Finally the mixture was
degassed, causing the hexane to evaporate off without affecting the curing process
[103], and then cast into moulds. A magnetisable metal implant was incorporated by
casting the phantom in a series of layers, such that the top of the implant was 1.58
mm from the phantom’s surface. The implant was a chrome steel ball-bearing with a
diameter of 0.79 mm (Grade 25 AISI 52100 chrome steel, Simply Bearings Ltd, UK).
Figure 4.1 is a photograph of the experimental set up in which the phantom can be
seen. Two phantoms were constructed (figure 4.2). The first was a homogenous block
with a height of 4 mm and sides of length 40 mm. The second had equal dimensions
and modulus, but contained an inclusion made from stiffer rubber centred above
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Figure 4.1: Photograph depicting the experimental apparatus in which the phantom is
clearly visible between the OCT probe and actuator assembly. The phantom was removed
from the petri dish when conducting the experiment to reduce the distance between ball
bearing and magnet.
the implant. The inclusion was a disc 0.8 mm in height, with a diameter of 2.0 mm,
positioned such that its upper face was flush with the top surface of the phantom.
The scattering properties for bulk and inclusion were closely matched, with little
variation in optical contrast between the two, as can be seen in figure 4.2(b). The
inclusion was securely bonded within the phantom by introducing it to the mould
before allowing the surrounding rubber to cure.
The apparent Young’s moduli of the phantoms were measured by casting test
objects and subjecting them to compression tests (Instron 3342 with 2519-103 load-
cell, Instron, UK). For the bulk and inclusion, these were measured as 36.7 ± 7 kPa
and 268.5 ± 31 kPa respectively at a compression rate of 2% s−1.
4.2.2 OCT Probe and Actuator
A diagram of the experimental apparatus is shown in figure 4.3. It comprises an
OCT system (EX1301, Michelson Diagnostics Ltd, UK) and magnetic actuation
assembly. The OCT light source (HSL-2000-10 MDL, Santec Corp.) produces a
central wavelength of 1305 ± 15 nm with a 150 nm sweep and a peak power output
of 15 mW. Pixel size is 4.3 µm in tissue assuming a bulk refractive index of 1.35.
B-scans are obtained at a sample rate of 14.2 MHz and 10 kHz A-scan acquisition.
There are four imaging beams, or channels, each with a 0.25 mm depth of focus
centred at adjacent axial positions. These are combined in to a single image with
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Figure 4.2: OCT images of the control and inclusion phantoms (a & b respectively). In
both images, the upper surface of each phantom is visible (indicated by the yellow arrow).
The top of the magnetic implant is also visible (white arrow). The stiff inclusion is
situated above the implant in (b), but is virtually indistinguishable from its surroundings.
Horizontal banding artefacts can be seen at the interface between the four OCT channels.
an effective focal range of 1 mm and a point spread function of 10.9 ± 2. 0 mm
axially and 8.9 ± 2.0 mm laterally at FWHM for each channel [67]. Chapter 2
describes OCT system performance in more detail. No smoothing is performed
on the OCT signal, although horizontal banding artefacts are generated when the
four channels are combined. The operating software offers some control regarding
channel blending. This is explored in Chapter 3.
The actuation assembly was constructed from a custom-built three-element Hal-
bach array of neodymium-iron-boron magnets fixed to a vertical translation stage
(PT1/M-Z7, Thorlabs Inc.), which applied a known axial force to the magnetisable
metal implant embedded within the phantom. The three elements are arranged, so
that their combined fields are concentrated along a single face of the Halbach ar-
ray. This produces a region with a strong magnetic field B and a relatively uniform
distribution parallel to the array’s surface. Additionally, the array exhibits a steep
perpendicular field gradient. The actuation assembly is arranged underneath the
phantom, so that the active face of the Halbach array is aligned with the implant
along its central axis. This ensures that the field from the array is aligned along
a single axial component, ∂Bz/∂z. In this instance the magnetic force experienced
by the implant Fim has a single directional component proportional to the gradient
and strength of the field Bz, such that Fim ∝ ∇(B2z ) . Although there were practical
difficulties in positioning the small implant relative to the actuator, any lateral force
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Figure 4.3: Schematic of the OCT probe and magnetic actuation apparatus
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components that might have been introduced through misalignment were countered
by the Halbach array’s uniform lateral field distribution.
The field strength B and gradient ∂Bz/∂z were measured using a Hall probe as
0.4 T and 67 Tm−1 respectively at a distance of 5 mm along the array’s central axis
(figure 4.4). As the separation between the magnet and implant varied, so the force
experienced by the implant changed. This was measured by attaching an implant
to a force balance and comparing its weight change relative to the distance from the
array. A force-distance profile was compiled in Matlab by plotting the measurements
and applying a polynomial interpolation, which can be viewed in figure 4.5. This
profile was then used to predict the force exerted on implants in the phantom for
particular Halbach array separations encountered during the actual experiment.
Figure 4.4: The Halbach Array
4.2.3 Finite Element Model
Comsol Multiphysics 3.4 (COMSOL, USA) was used to generate a 2D FE model
resembling a cropped, central cross-section through the tissue phantom using the
planar strain static analysis module. The cross-section had a 20 mm width, 4 mm
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Figure 4.5: Force profile of implant, relative to distance from the Halbach array, obtained
using a ninth-order polynomial interpolation across experimental measurements.
height and Young’s modulus of 37 kPa with a Poisson’s ratio of 0.49, effectively mak-
ing it an incompressible linear elastic solid. A 2D model of reduced dimensions was
adopted because there was insufficient computer memory to simulate the phantom’s
entire 3D structure at a suitably fine mesh density. The lower boundary supported
by assigning it a zero vertical displacement. This still allowed for lateral deforma-
tion and free movement of the other external boundaries. The 2D model comprised
2090 mesh points and incorporated a rigid circle with a diameter of 0.79 mm to
resemble the magnetisable implant. The circle was assigned the mechanical prop-
erties of high-strength alloy steel, as chosen from the default Multiphysics material
library. In a second model, a rectangular inclusion (width 2.0 mm, depth 0.8 mm)
with Young’s modulus of 269 kPa was positioned between the circle and model’s
upper surface to mimic a stiff inclusion (figure 4.6). Axial forces were applied to the
circle, resembling those experienced by the implant, so that it underwent an axial
displacement towards the model’s lower surface of approximately 23.5 µm.
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Figure 4.6: Schematic of the phantom’s 2D finite-element model incorporating a circle
for the spherical implant and a rectangle for the stiff inclusion. The model’s width is half
that of the real phantom.
4.3 Results
4.3.1 Finite Element Simulations
Displacement
Displacement maps produced from the FE simulations were constructed for an actu-
ation force of 890 µN in both the control and inclusion phantoms (figure 4.7). These
illustrate the non-uniform displacement field with respect to the implant’s direction
of actuation. Figures 4.7(b) and (d) also show that changes in the displacement field
are suppressed inside the stiff inclusion as it resists deformation. The displacement
maps indicate increased lateral deformation underneath the inclusion, whilst the ax-
ial displacement field broadens to incorporate it. The overall result is a quantifiable
change in the distribution and magnitude of displacement in the presence of a stiff
inhomogeneity. However, due to the field’s non-uniform nature, limited contrast
between the inclusion and its surroundings can be seen in the displacement data.
Normal Axial Strain
Analysing strain data provides a more useful approach. Figure 4.8 shows the axial
normal strain through the centre of both phantoms where its magnitude is great-
est. The inclusion causes a change in the surrounding strain field, a step change
in the strain occurs at the inclusion boundary and strain outside the inclusion is
intensified. These features are useful contrast mechanisms. First, in the presence
of an inclusion, strain inside the stiff region is attenuated whilst the field outside
intensifies. Second, the sudden change in magnitude at the inclusion’s boundary is a
means of delineating its geometry. However, contrast is only generated from normal
strain in regions where the measured field is of sufficient magnitude. This region is
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Figure 4.7: FE simulations of the phantoms showing lateral displacement in the control
phantom (a) and inclusions phantom (b), as well as axial displacement in the control (c)
and inclusion phantoms (d). Note the colour scales in (a) and (b) are much smaller than
(c) and (d). Colour bar units are in metres.
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confined to a narrow band directly above the implant which is much smaller than
the overall width of the inclusion. Outside of this area, normal strain falls off rapidly
producing insufficient contrast. In the presence of noise, such limitations would be
compounded.
Figure 4.8: Axial normal strain through the centres of both control and inclusion phan-
toms. The inclusion boundary can be seen at 0.8 mm depth.
Total Shear Strain
Calculating the magnitude of total shear strain from its two components (axial shear
and lateral shear) provides contrast over a wider area. As can be seen from figure 4.9,
sufficient contrast is generated to distinguish the 2 mm inclusion despite producing
a strain field with an inherent null zone at its centre. The null zone arises where
phantom deformation is primarily in the direction of motion of the implant. This
results in a large normal strain component, but little or no shear.
4.3.2 Experimental Results
Displacement
The actuation force exerted on the implant was measured to be 890 ± 40 µN.
Displacement maps of both lateral and axial components of motion were constructed
using normalised cross-correlation and these are shown in figure 4.10. It can be seen
from the images that noise is present in the data, as are horizontal banding artefacts
arising from the channel boundaries. Despite this, there is still general agreement
between experimental and simulated data. A region of high noise is visible along
the top left-hand side in the inclusion phantom images, which was the result of
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Figure 4.9: Magnitude values of total shear strain for (a) the control and (b) inclusion
phantoms, as well as the lateral shear strain components (c) and (d) and the axial shear
strain components (e) and (f).
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decorrelation arising from a lack of scatterers outside of the phantom (as can be
seen in figure 4.2(b)).
Figure 4.10: Displacement maps produced using normalised cross-correlation for lateral
components of motion in the control phantom (a) and inclusion phantom (b), and for
axial components in the control (c) and inclusion (d) phantoms. Inset pictures are the
corresponding simulations previously shown in figure 4.7. Colour bar units are metres.
Normal Axial Strain
Estimations of axial normal strain are plotted in figure 4.11. As with those shown
for the simulation data (figure 4.8), these were calculated using the LSQSE method.
Banding artefacts and noise make it impossible to identify the inclusion boundary.
Total Shear Strain
The poor signal for normal strain makes it increasingly desirable to produce useful
images from shear strain (figure 4.12). By depicting the magnitude of total shear
strain, it is possible to form an elastogram in which the previously invisible inclusion
can now be distinguished. Its boundaries are visible in figure 4.12(b), with the ex-
ception on the central region where there is not enough shear to generate contrast.
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Figure 4.11: Axial normal strain estimations through the centre of both control and
inclusion phantoms. The inclusion boundary is at 0.8 mm depth.
Horizontal banding artefacts also appear to obscure the strain distribution, espe-
cially in figures 4.12(c) and (d). These two elastograms were formed from lateral
displacement data where the artefacts are again caused by the seams between each
OCT channel in the original images (figure 4.2).
4.3.3 Strain Ratios
To further clarify the technique’s performance, the ratio between average and total
shear strain and a background reading was plotted. This was achieved by considering
the total shear strain elastograms and measuring their mean background in a 50× 50
pixel region situated in an area of low strain. Next, the mean strain for every A-line
between a depth of 0.215 mm and 0.645 mm (a distance of 50 pixels) was recorded.
The ratio between each A-line’s mean value and the background measurement was
calculated for control and inclusion phantoms using experimental FE data. The
results are plotted in figure 4.13. Figure 4.13(d) illustrates the inclusion’s effect on
the strain ratio. As would be expected, the experimental data exhibit a large noise
component compared to FE simulations, resulting in smaller peaks at the inclusion
boundary. In the experimental data, the inclusion was located slightly off-centre,
which accounts for any misalignment with the simulated results.
Strain ratios were also produced for a vertical band bisecting the inclusion and
passing through a region of high shear. This time, instead of taking mean A-line
values, the average strain along each row of pixels within the band was recorded.
These results are shown in figure 4.14. The peaks in strain ratio in figure 4.14(b) and
especially 4.14(d) are the result of decorrelation and banding artefacts. The artefacts
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Figure 4.12: Magnitudes of the total shear strain estimations in (a) the control phantom
and (b) the inclusion phantom, along with the lateral shear strain components (c) and
(d) and axial shear strain components (e) and (f). Inset pictures show the corresponding
simulations. Banding artefacts can be clearly seen in the lateral shear elastograms.
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Figure 4.13: The images (a) and (c) illustrate the square regions of interest used to
calculate the mean background value and show the horizontal band within which mean
A-line values were recorded. Plots of the shear strain ratio across (b) the control and (d)
inclusion phantoms are depicted for both experimental data and FEM simulations.
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may also account for the undulating, low frequency variations in the signal, which
can clearly be seen in figure 4.14(b) at the inclusion boundary.
4.3.4 Improving Performance
Separate Channel Processing
The horizontal banding artefacts previously mentioned occur in displacement and
strain maps derived from mosaic OCT images. Banding can be reduced if the
signal from each channel used to produce the OCT image undergoes NCC tracking
separately. As there are four channels, this will result in four sets of displacement
and strain data. These are horizontally cropped and stacked to produce a mosaiced
map analogous to the original image. Channel cropping and mosaic construction is
illustrated in figure 4.15 and an elastogram comprising the four separately processed
strain maps is shown in figure 4.16. The strain map constructed from separate
channels reduces the effects of banding significantly, although discontinuities can
still be seen across channel boundaries.
Combining Shear and Normal Strains
A further potential improvement is the utilisation of both shear and normal strain
components. By averaging all components together, a global strain magnitude can
be presented. This new strain distribution counteracts the central null zone observed
in total shear elastograms. Figure 4.16b shows such an elastogram, however it is
clear from this image that correlation artefacts have been compounded (radial bands
emanating from the elastogram’s lower edge) and to be truly useful, improved signal
to noise/reduced artefact generation is required.
4.3.5 Imaging Tissue
In a final demonstration, an implant was embedded into a chicken breast and the
experiment repeated. Chicken has speckle characteristics closer to those of human
skin, as can be seen in the PDFs and OCT images in figure 4.17. Testing the
actuation and NCC tracking methods in an animal model provided a way of verifying
how effectively both techniques could be applied in-vivo.
The implant was introduced into the chicken by attaching it to a thread, which
was then passed through the flesh using a needle. The ball bearing was positioned
just below the tissue surface with the thread left in-situ. Unlike the phantom ex-
periment, uncertainty over the implant’s exact position made it impossible to know
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Figure 4.14: Images (a) and (c) illustrate the band in which mean strain values for each
row of pixels were recorded. Graphs (b) and (d) show the change in the strain ratio with
depth for control and inclusion phantoms, respectively. The inclusion boundary in (b) is
at 0.8 mm.
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Figure 4.15: OCT images from each of the four channels (left), with the regions utilised
in the final OCT image bounded by dashed red lines. The final OCT image (right)
constructed by concatenating the cropped parts from each channel to form a mosaic.
Figure 4.16: The final total shear strain elastogram a), comparable to figure 4.12b. The
global strain magnitude consisting of the averaged total and axial strain components is
shown in b). Both strain maps were constructed from individually processed channels,
which were then combined in a similar fashion to the OCT image mosaic.
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Figure 4.17: Probability density Functions taken from a 275 ×200 pixels region are shown
in a) for OCT images of three samples in 8-bit (256 level) format. The samples are: b)
silicone phantom, c) chicken breast and d) human skin. There is a marked similarity
between the PDFs of chicken and skin compared to the phantom.
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its relative location from the Halbach array. This increased the likelihood of out of
plane motion, which, with the highly developed speckle pattern, resulted in greater
decorrelation rates. A larger kernel size of 30 pixels was used to limit this, however
decorrelation was present in large regions of the data (figure 4.18).
Further tracking enhancement techniques were thus employed: an incremental,
multi-resolution approach (as outlined in Chapter 3.4.4) was used. Its three tracking
cycles had respective kernel sizes of: 40, 35 and 30 pixels; and associated step sizes
of: 10, 5 and 1 pixels. This technique produced a sequence of elastograms from
the original OCT image sequence, which contained 49 frames taken during magnet
translation across its full range of motion (with a magnet translation of 50 µm per
frame). Correlations were made between images spaced 15 frames apart to allow
for a detectable displacement. The multiple displacement maps were then averaged
into a single dataset. The incremental approach was deemed suitable because it
reduces decorrelation rates [95]. However, a secondary effect was to amplify jitter.
The multi-resolution method limited its influence, resulting in a smoothing of the
final displacement data.
The final results are also shown in figure 4.18. In both cases, it is apparent
that a large axial normal strain component is generated within the tissue’s upper
layer. This effect dominates any shear distributions similar to those observed in the
phantom and FEM studies. The results from each stage are depicted in more detail
in Appendix D.
4.4 Discussion
The implant produced a non-uniform shear field, enabling detection of a stiff inclu-
sion in both phantom and FE models. Here, measuring the magnitude of the total
shear strain field proved most effective, despite the appearance of a central null
zone. Elastograms were affected by banding artefacts at the interface between OCT
channels. The origin of these artefacts is not yet entirely clear. However, a plausible
explanation might be the lack of speckle correlation across channel boundaries. The
channels have staggered focal regions and separate beams, leading to differences in
their phase, such that speckle is uncorrelated between channels [104]. The sudden
shift in speckle geometry produces speckles with very sharp edges, cut off at the
channel boundary. This would result in enhanced jitter artefacts, following a similar
principle to that described in chapter 3. This processes reduces the image tracking
algorithm’s effectiveness, leading to horizontal banding in displacement data, which
is accentuated by the LSQSE. A channel blending utility can be used to smooth the
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Figure 4.18: a) OCT image of the chicken breast, with implant clearly visible bottom
centre. b) magnitude of total shear strain using standard tracking, c) magnitude of total
shear strain using the combined multi-resolution incremental technique. d) axial normal
strain from standard data, e) axial normal strain from the combined data.
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transition, but was observed to have a little effect on image tracking performance.
Instead, the most effective mitigation technique was tracking motion in each of the
four imaging channels separately, before stitching them into a single dataset.
The null zone in shear elastograms was filled by combining data from total shear
and axial normal strains. However, this also accentuated correlation artefacts (in this
instance, jitter). Further improvements to the tracking process were applied when
repeating the experiment on chicken breast. Here, decorrelation rates were higher.
An incremental image tracking approach was employed as a countermeasure and
combined with a multi-resolution tracking technique (also previously described in
Chapter 3). The multi-resolution method was a quality-guided technique employed
to reduce the influence of jitter. A quantitative appraisal of these techniques’ ef-
fectiveness is yet to be carried out. However, some qualitative improvement can be
seen from results presented in this chapter.
The phantom model provided a general representation of melanoma in the ab-
sence of elastographic data on non-melanoma skin cancers (NMSC). It did not take
into account average values of skin’s optical properties, stiffness, viscoelasticity,
anisotropy or the extremely wide variation linked to age and the measurement tech-
nique [105]. Measurements also assumed that the phantom’s compressive modulus
and finite-element model’s tensile modulus were identical.
Results from chicken show normal strain dominates over shear. The cause of this
shifting influence was not investigated, but the normal strain distribution does reflect
tissue structure in standard OCT images where a horizontal band of fibrous tissue
might have acted as a brace against shear stresses. Additionally, the presence of
epoxy resin and thread close to the ball bearing could have reduced the localisation
of actuation, producing a more distributed strain field. Conversely it cannot be
discounted that the strain map is dominated by artefacts arising from the tissue
structure rather than presenting a reliable, independent strain signal.
In every experiment, the implant was never perfectly aligned either with the
inclusion or Halbach array. The Halbach array was positioned manually and both
of these factors increased the likelihood of out-of-plane motion, leading to decor-
relation. However, the array’s field density at a given depth is relatively uniform
across the imaging region and adverse effects were not observed. Despite this, if the
technique is to be applied in-vivo, thought must be given as to how the implant and
actuator can be positioned relative to the region of interest.
For tissue, increased rates of decorrelation and resultant degradation of sensitiv-
ity in strain maps were mitigated using an incremental, multi-resolution approach.
Decorrelation is a primary consideration, especially for in vivo imaging where Brow-
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nian motion and other movement artefacts (such as the movement of red blood cells
in vessels between B-scans) are increasingly predominant. It is desirable that speckle
motion unrelated to the implant is kept to a minimum, along with any out-of-plane
movement; thus, B-scan rates need to be high enough to correlate the implant’s
motion but robust to other movement. In the case of blood flow, this is attainable
because vasculature typically appears as regions of low signal in the OCT image,
meaning vessels will exhibit a low displacement signal owing to decorrelation be-
tween frames. Additionally, implant displacement must be small enough so that it
does not cause decorrelation itself. A maximum axial displacement between scans
was observed to be roughly 7 pixels in phantoms, but < 3 pixels in chicken breast
(where decorrelation was widely distributed throughout the data). There is also an
upper limit for scan rate dictated by the signal to noise ratio, whereby the displace-
ment between two frames must be sufficiently higher than background noise. This
further complicates tissue imaging, where any structures decrease the homogeneity
of the overall speckle pattern, making the correlation process increasingly liable to
jitter.
It must be noted that contrast generation from highly localised, non-uniform
displacements has been the subject of previous research in both ultrasound and
OCT communities [106, 107]. However, measuring total shear strain generates better
contrast in the presence of shear stresses from a localised displacement.
4.5 Conclusions
A remote elastography method has been used to generate contrast between internal
structure in both phantoms and tissue. No contact is made with the region of
interest. The goal of this study was to establish the parameters within which OCE
can aid diagnosis of skin neoplasms and margining of tumours. Further to this,
elastography may also assist in long term monitoring of tissue over the course of a
protracted treatment such as photodynamic therapy [108].
In this study, a silicone rubber phantom with a stiff inclusion 2.0 mm × 0.8 mm
in size was used to represent a melanoma model. The inclusion was shown to be
distinguishable from shear strain elastograms despite not being visible in standard,
multichannel OCT images. Finite-element simulations were also in agreement with
these experimental results. Strain ratios across the inclusion boundary changed by
6, with a background strain ratio of 2. Research by Hitachi Medical under E. L.
Siegel and B. Dasgeb has reported strain ratios in skin of between 5.3 – 32.2 for
malignant lesions and 0.01 – 3.0 for benign lesions using high frequency ultrasound
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[109, 110].
Elastographic information was obtained in chicken breast, which had a more
developed speckle pattern than human skin, this suggests correlation tracking could
be applied to OCT images of human skin.
The presence of noise and artefacts reduced elastographic sensitivity. This was
partially mitigated in post-processing and further methods for overcoming this is-
sue, including phase tracking, are currently being investigated. Other methods of
actuation, such as indentation, or highly localised magnetic nanoparticles could also
be adopted to reduce invasiveness and increase sensitivity.
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Chapter 5
Phase-sensitive OCT
5.1 Introduction
From the previous chapter it is clear that improvements in displacement sensitivity
would enhance the performance of elastographic contrast involving OCT systems
like those produced by Michelson Diagnostics. Furthermore, the intrusive nature
of deploying an implant close to a suspected tumour site may have implications
for patient imaging (although applications in pre-clinical work could be more easily
realised). In this chapter, research into phase sensitive imaging is presented. The
work was undertaken to investigate potential ways of increasing motion sensitivity
through bypassing the imaging artefacts and high speckle decorrelation rates asso-
ciated with NCC methods in tissue, whilst retaining non-invasive actuation such as
surface indentation. A basic description of phase is offered and experimental imple-
mentation of both static and dynamic measurements are illustrated. In the case of
dynamic phase, a simple indenter was positioned away from the region of interest
and used to generate a mechanical actuation in the form of traveling surface shear
waves. Static measurements were performed on image sequences of the actuated
phantoms from Chapter 4.
Practical considerations are also addressed regarding the use of magneto-motive
OCT (MM-OCT) in conjunction with the MDL system. MM-OCT is a contrast
generation method currently under development in which magnetic nanoparticles are
introduced into a specimen and remotely actuated. This produces a dynamic change
in the OCT signal associated with the excited scatterers. The signal modulation can
then be used to generate elastographic contrast.
This is the first time phase sensitive OCT is demonstrated using the MDL system.
A practical comparison of its performace in relation to NCC tracking is outlined in
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an experimental model where no discernable structure is visible between mechan-
ically different regions. This complements previous work on phase sensitive OCT
where ambiguity remains as to how much of the elastographic signal is intrinsic to
the contrast between structures’ scattering properties and tehir mechanical differ-
ences [96, 111]. More generally, a number of unresolved challenges and limitations
regarding phase measurements using OCT still remain unaddressed by previous
research, especially in conjunction with MM-OCT [112, 101, 113]. Some of these is-
sues are explored throughout this chapter. They can be categorised into three broad
groupings: hardware, signal processing and actuation development. Suggestions for
further enhancements are also offered.
5.2 Measuring Static Phase
Analysing OCT phase data has become an established means for detecting motion.
In the 1990’s it was initially the preserve of tissue Doppler imaging studies, but has
recently been applied to areas such as elastography and rheology [114, 115, 102]. The
fundamental principle involves measuring shifts in the complex OCT signal’s phase
at a specific location. By considering the OCT signal as a complex wave function,
its phase is limited between +pi and −pi spanning the interference signal’s coherence
length. Using these assumptions for a sample exhibiting a strong reflection signal
with no speckle, such as a mirrored or glass surface, the phase is relatively uniform
between adjacent A-lines. However, the following experimental results show the
assumption of a uniformly flat surface generating a uniform phase distribution is
too simple.
System optics affect the relative optical path length of the imaging beam as it is
laterally scanned, especially if the OCT system traces a fan beam across an imaged
sample [116]. For a high NA system, the result is a curved depth of focus distribu-
tion, which is deeper along the lens axis and shallower off axis. Such a distribution
was not visible in experimental PSF measurements detailed in Chapter 2, something
unsurprising considering the MDL system uses a telecentric lens to equalise path
length changes as the beam is laterally swept. The phase measurements described
here, however, demonstrate that optical path length measurements of a flat surface
do vary laterally across the B-scan. This is indicative of an undefined, but consistent
variation in system optics across the OCT’s lateral scanning profile. Furthermore,
additional artefacts have been observed, especially in bulk phase shifts between A-
scans. Although not definitively proved, these variations reinforce the suggestion
that the OCT system’s optical configuration may not always be consistent between
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A-lines. This has already been observed in other systems, but the exact cause was,
again, unproven [117]. Despite these challenges, sensitivity to small actuations is
still demonstrated and normal axial strain maps from phantoms are compared with
NCC image tracking data. The results are proof of phase imaging’s increased sen-
sitivity compared to speckle tracking when imaging axial displacements. However,
the techniques employed here limit phase shift measurements to just one axis. As
such, strain estimations are confined to axial normal strain.
5.2.1 Theory
Optical coherence tomography is a low coherence interferometric imaging modal-
ity. All experimental work within the thesis was carried out using a swept-source,
Fourier domain system. As such, the A-line signal is constructed from a wavelength-
dependent interference signal S(ω). To generate standard OCT images, a complex
signal is formed from the Fourier transform of S(ω) and its magnitude is taken,
which results in a real, depth-encoded signal I(y) (where wave number is analogous
to depth). This is repeated for a series of laterally separated A-lines, thus forming
a single B-scan I(x, z). The image signal can be simplistically represented as [96]:
I(x, z) = FT (S(x, ω)) = |A(x, z) exp−iφ(x, z)| (5.1)
where the magnitude of FT (S(x, ω)) is used to generate the usual OCT A-line inten-
sity profile. The phase term φ(x, z) is bound between ±pi and is ostensibly random
over this range. However, for a specific location containing detectable scatterers,
any phase shift (∆φ(x, y)) between two measurements is linearly related to axial
scatterer displacement, d(x, z) when the phase change is smaller than ±pi:
∆φ(x, z) = 2nkd(x, z) (5.2)
where n is the specimen’s bulk refractive index and k is wavenumber [96]. Cal-
culating displacement from a phase shift in tissue requires an associated value for
refractive index, n (the MDL system sets an approximation of 1.35). By rearranging
equation 5.2 and substituting for k, displacement d(x, z) can be expressed as [115]:
d(x, z) = ∆φ(x, z)λ04pin (5.3)
Measurements of ∆φ can be calculated for the same location between consecutive
B-scans, or for a location within adjacent A-scans, providing the lateral spatial sam-
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pling is dense enough to reduce phase shifts arising from intrinsic scatterer structure.
When measuring axial height changes of the optically flat surface, ∆φ was measured
between the first A-line and the A-line of interest:
∆φ(xn, z) = φ(xn)− φ(x0, z)n = 0, 1, 2... (5.4)
The MDL system itself has a theoretical coherence length lc in free space of
approximately 2.5 µm, as calculated using the following equation [55]:
lc = 0.44
λ20
∆λ (5.5)
This distance equates to the length over which phase is bound between ±pi, where
λ0 is the source central frequency and ∆λ its bandwidth, both quoted by the man-
ufacturer as 1305 nm and 300 nm respectively.
5.2.2 Method
Measurements were taken of an uncoated mirror blank (Thorlabs UK Ltd., PF05-
03) with an optical flatness of 10% the beam wavelength (less than 140 nm). The
mirror blank was placed on a two-axis rotation stage so that its angle relative to
the horizontal could be altered both within the imaging plane and normal to it.
All measurements were taken with a normal angle of 5◦, tilting the surface out of
plane to reduce saturation at the detector. Image data was recorded for a series of
surface angles relative to the horizontal image axis by changing the stage’s angle of
rotation within the image plane. Phase profiles were extracted by processing the
complex Fourier transformed interference pattern and horizontally unwrapping its
phase at the surface’s signal peak. A smoothing spline fit was then applied to the
surface phase profile at 0◦ and the resultant curve was used as a correction function
for measurements at all angles. After correction, the mean profile gradient was
calculated and compared with the actual surface gradient.
Static measurements of phase shifts between B-scans were taken for a tissue
phantom undergoing a localised actuation (described in in chapter 4). Here, the
phase shift between two adjacent images in a sequence was extracted to produce
a fringe pattern (the result of phase values bound by the system source coherence
length). A series of post-processing steps was carried out to reduce random phase
noise and smooth the data. The phase map was bound between +pi and −pi. It
was unwrapped vertically (i.e. for each A-line) using Matlab’s unwrap function and
rescaled to depict the displacement. Next, axial normal strain was estimated from
99
these displacement maps using LSQSE. The process was repeated for each channel
and a final mosaic image constructed from the data. These results are displayed with
NCC elastograms for the same image sequence. Strain estimation and mosaicing are
described in Chapters 3 & 4.
Post-processing of phase shift maps was necessary to reliably unwrap the data.
This was achieved by applying low pass Butterworth and median filters before sam-
pling phase. The post-processing technique (depicted in figure 5.1) was based upon
Doppler imaging methods [118, 115], closely following steps previously described by
Steven. G. Adie et al. [119].
Figure 5.1: Processing stages undertaken to produce final axial displacement and strain
maps derived from phase shifts between B-scans (S1 & S2).
5.2.3 Results
The first experimental results depict an OCT intensity image of a flat surface and its
associated phase after lateral unwrapping (figure 5.2). Both data sets were axially
interpolated before plotting phase along a fixed depth coinciding with the primary
phase distribution. It is evident from these plots that the flat surface generates a
curved phase profile and remains correlated over a large axial span. For a simple
arrangement such as this, a straightforward rectification of the curve artefact was
attempted by applying a smoothing spline fit to the phase data and then subtracting
one from the other. To test how accurate this method was, the spline fit from a
flat surface was subtracted from image data of angled surfaces. The results can be
seen in figure 5.3. For the first 200 lateral sample points, the correction produces
a good straight line approximation, however the angled surfaces’ corrected profiles
gradually become non-linear. Unwrapping errors generated by phase noise would
have a compound effect as transverse position increases, furthermore; if the original
flat surface was not correctly positioned at exactly 0◦, the corrected angle profiles
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would exhibit a gentle curve. Both of these effects would explain the divergence
from a straight line of the corrected profiles after roughly 1 mm.
Figure 5.2: Axially interpolated OCT image signal across a flat surface a). Phase profile
derived from the OCT complex signal b), which was unwrapped laterally using Matlab’s
unwrap function before interpolation (units in radians) and surface height profiles in c)
measured from both phase and intensity data.
Next, phase was measured for B-scans of a tissue phantom. Distributed scat-
tering centres produce an ostensibly random phase map, however, the source was
stable enough for changes to be measured between adjacent B-scans. By recording
these phase shifts, a fringe pattern was formed, bound between ±pi. Post-processing
reduced noise enabling the production of an axial displacement map from which
normal strain was estimated. This is displayed in figure 5.4 along with images at
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Figure 5.3: Surface phase profiles a) Measured as previously described for a number of
surface angles (0–5 degrees) relative to the OCT image’s horizontal axis. b) The same
phase profiles after correction by subtracting a spline fit of the 0 degree profile. c) Mean
corrected profile gradients across the first 1 mm with error bars equivalent to two standard
deviations.
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some of the processing stages. A ramp mask was employed to cover regions with a
SNR below 3.
Figure 5.4: For a single OCT channel image sequence depicting an implant actuation: a)
unprocessed data showing the phase in shift in radians between B-scans, b) post-processed
phase shift map, c) axial displacement map (scaled in metres) similar to that displayed in
figure 4.10, d) absolute axial normal strain map derived using LSQSE.
Strain maps are displayed below in figure 5.5, for data derived using both phase
and NCC tracking. Strain ratios along a horizontal band 50 pixels thick and co-
incident with the stiff inclusion (where present) are plotted to demonstrate phase
tracking’s superior sensitivity. Strain ratio was calculated using the same method
described in Chapter 4. Finally, the time taken to generate an elastogram from a
single OCT channel was timed in each instance to compare the time cost of both
methods. The phase tracking method took 751±16 seconds compared to 2150±38
seconds for NCC tracking; a distinct performance advantage.
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Figure 5.5: Strain estimations derived from a) phase data and b) NCC tracking. The
control phantom is shown in i), inclusion phantom in ii) and mean strain ratio for a
horizontal band passing through the inclusion’s location in iii). The colorscale depicts
absolute strain and the maximum implant displacement was approximately 1.5 pixels.
5.2.4 Discussion
For the optically flat surface, displacements between A-lines as small as 50 nm ±50
nm were measured from phase data after correcting for optical distortions at an angle
of 1◦ to the horizontal image plane. The large errors can be seen clearly in figure
5.6 as discrete spikes. Actual displacement at this angle is 70 nm between A-lines
and the 20 nm difference from experimental measurement is a likely result of human
error when positioning the manually operated translation stage. This advances a
suggestion that the correction function was not obtained from a perfectly horizontal
surface, which would leave subsequently corrected profiles with a slight curve. A
study by Dr Steve Matcher, at MDL, in collaboration with the University of Sheffield
has concluded that these spikes in phase data arise from an asynchrony in the source
sweep and data acquisition [120]. In future, distortion effects could be reduced by
using a test object across a range of depths (i.e. axially translating a flat surface
and measuring its phase profile at multiple heights). Alternatively, a correction
function for the entire B-scan might be calculated from information on the system
optics. This could be derived from placing a flat reference object across the OCT
image and deriving a 2D correction function for the rest of the B-scan from its
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phase profile. The fact that spikes in the phase profile manifest in an unpredictable
manner makes this a desirable option. However, imaging such a test object at the
same time as the intended specimen requires careful positioning and consideration
of the object’s optical properties. Particularly, it must generate a strong imaging
signal without degrading that of the target.
Figure 5.6: Displacement at the optical flat’s surface between adjacent A-lines, as mea-
sured for a surface angle of 1◦ from the horizontal.
When imaged, an optically flat surface appeared curved. For a surface normal
to the beam axis, the geometry of this curvature depends upon lens optics and the
galvanometer sweep profile; both of which were unknown. Thus instead of modeling
a geometric correction function, the optical surface was positioned normal to the
beam axis and a fitted spline was extracted from the resulting phase profile. This
spline was then used as the correction function. Similar correction methods for the
related problem of shifting depth of focus have been applied successfully to en-face
images [116]. Scanning a flat surface and correcting for the curve effect enabled a
measurement of phase sensitivity of 50 nm.
Phase shifts between B-scans were measured across an image sequence depicting
an elastography phantom undergoing actuation via an implant as described in the
previous chapter. Elastograms of axial normal strain were constructed from this
data and proved superior to results obtained using NCC methods, both in terms of
sensitivity and computing power.
The phase shift maps displayed an apparently arbitrary modulation in mean
phase change in entire A-lines similar to the spikes observed in figure 5.6. These
manifested as crenelations in the phase fringe pattern and vertical jumps in the dis-
placement data. Their source is unknown, but two mechanisms with the potential
for causing them are: errant vibrations transmitted to the experimental apparatus
from other equipment within the laboratory; or variation in the system optics, such
as synchronisation between triggering and acquisition of the OCT’s swept source,
or sudden shifts in the optical path length between detector and lens. Out of these,
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source synchronisation seems an increasingly likely cause, because the phase shifts do
not exhibit periodic behaviour and because vibration damping features were incor-
porated into the experimental apparatus. Furthermore, the source’s performance
specifications (Santec Corp., HSL-2000-11 MDL) give a variation in centre wave-
length of ±15 nm. If this is a dynamic variation exhibited within B-scans it may
account for the artefacts. Bulk shifts in phase between A-lines have been observed
by others and corrected for using a mean subtraction method, however such a tech-
nique cannot work in a scenario where a non-uniform strain field is being imaged
[117].
Further compounding this issue in phase tracking is the presence of uncorrelated
noise. Such noise was effectively removed through post-processing, although the
combination of noise and unwrapping artefacts noticeably influence the final dis-
placement data. Despite this, axial normal strain elastograms still exhibit a high
degree of sensitivity and compare favourably with those obtained using NCC track-
ing when analysing small (less than a few pixels) displacements.
Lateral normal and shear strain components cannot be measured using the phase
imaging technique as described here. This is an impediment to generating a simple
contrast map between background strain and the stiff inclusion, because each strain
component generates a non-uniform distribution containing only partial informa-
tion on the mechanical boundary between inclusion and bulk – hence the desire to
combine axial and lateral stress components (stated in Chapter 4). As a result, this
method would be better applied to elastographic imaging of planar axial stress. In
future, bulk phase shifts may be corrected by using an optically flat reference object
positioned across the OCT field of view, but thin enough to enable simultaneous
imaging of a sample. Subtracting its phase profile from each row of B-scan data
may remove curvature aberrations and spikes in phase that are uniform along entire
A-lines.
After observing the limitations of imaging axial normal strain, another elasto-
graphic method was proposed whereby phase shifts between adjacent A-lines were
measured instead of adjacent B-scans. Such a method is more akin to Doppler mea-
surement techniques and can monopolise on the sensitivity of phase measurements,
whilst mitigating the effects of artefacts. This potentially more sensitive method
requires an actuation across A-lines, and is thus referred to as a dynamic process
– rather than the static process of imaging displacements before and after apply-
ing an actuation. Most importantly, it has the potential to generate images based
on the local elastic properties of tissue without needing to analyse multiple strain
components.
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5.3 Dynamic Phase Measurement
Vibration measurements have been used in both ultrasound and OCT as a means
of generating elastographic contrast [119, 121]. In OCT, the method employs phase
measurement techniques similar to those already described, but this time tracking
shifts between adjacent A-lines rather than adjacent B-scans. The technique requires
measurement of axial displacements from a controlled mechanical excitation. The
actuation can come from a variety of sources, such as a mechanical linkage or even
magnetically actuated nanoparticles dispersed within the sample [101, 112]. The
fundamental principles of such a method were investigated to ascertain whether the
technique could be implemented using the MDL system. System performance in the
dynamic regime was tested in terms of both displacement and frequency sensitivity
on porcine skin. Phase data was processed in much the same way as previously
described to measure shifts between adjacent A-lines.
5.3.1 Method
Dynamic measurements were conducted across a range of A-line spacings from 0.5µm
to the default 4µm. Porcine skin was imaged at these sampling densities whilst
simultaneously applying a vibration to the specimen’s surface using an indenter
constructed from a needle coupled to a speaker cone. The set up could be used to
generate periodic displacements across a range of frequencies and amplitudes below
the system coherence length. Phase data was processed in a similar fashion to that
previously described for static phase imaging. However, a number or modifications
were made: first, a band pass filter, customised to the vibration frequency, was
included. The pass band spanned 4% of the lateral phase spectrum and its centre
frequency was automatically selected for via a peak detection algorithm that could
identify the vibration frequency. This same peak detection method was also used
to condition the low pass filter so that its pass band was at 5% above the vibration
frequency.
Phase shifts were recorded close to the focal region for a single channel to guar-
antee high SNR. This data was then averaged to produce a single lateral profile,
which was Fourier transformed to produce a frequency spectrum. To verify the
method’s capacity for detecting different amplitudes and frequencies over a range
of A-line densities, a series of basic measurements was undertaken for each of these
parameters.
In the experiment, it was assumed that the indenter actuation generated a planar
shear wave across the OCT B-scan. Using the phase tracking technique described,
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it was possible to measure axial displacement between adjacent A-lines arising from
the shear wave’s propagation. The MDL system has an A-line acquisition rate, fs
of 10 kHz and the Nyquist criteria dictates what maximum excitation frequency, fb,
can be reliably measured before aliasing occurs:
fs > 2fb (5.6)
For a phase shift of ∆φ(x, z), the lateral dimension is coupled to time via sampling
frequency fs. By Fourier transforming the phase shift map along its lateral plane
(i.e. parallel to wave propagation), a spectrum can be formed with characteristic
peaks depicting excitation frequency and shift amplitude:
P (v, z) = |FT [∆φ(x, z)] | (5.7)
Lateral spatial resolution of the wave forms recorded in the phase map is limited by
spatial sampling and driving frequency fb. Additionally, the spectral lateral resolu-
tion is also dictated by the span over which the Fourier transform is implemented.
For this series of experiments, the Fourier transform encompasses the entire B-scan’s
width and is comprised of depth-averaged data; thus it does not convey information
relative to spatial location.
5.3.2 Results
A-line Spacing
Different lateral sampling densities were used to acquire images of a 120 Hz vibration
at constant amplitude. For phase tracking between A-lines to be effective, the
structural phase component must vary little between lines relative to the mechanical
excitation signal. This is best achieved using M-mode imaging, where one location is
repeatedly scanned, however, such a method provides no lateral resolution. Thus, B-
scans were imaged to indicate if different lateral sampling densities could practically
be used in tissue. The results are shown in figure 5.7, where solid dark blue regions
indicate the presence of a mask coinciding with regions where there is low signal to
noise.
Vibration Amplitude
Direct measurements of the indenter’s amplitude were not conducted. However,
the speaker’s driving voltage could be varied. As such, measurements of phase
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Figure 5.7: OCT images of pork skin a) and their respective phase shift maps b) for
A-line spacings of: i) 0.5, ii) 1.0, iii) 2.0 & iv) 4.0 µm. The horizontal white bar in a)
indicates 1 mm.
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shifts between A-lines were taken relative to different input voltages at an excitation
frequency of 400 Hz. The results (figure 5.8) depict a non-linear response with an
upward trend mirroring increased indenter amplitudes. However, it could not be
demonstrated whether any lack of uniformity was a result of the signal processing,
the indenter’s potentially non-linear response to voltage or an indication of the
tissue’s own mechanical response.
Figure 5.8: a) Phase shift amplitudes across a range of indenter voltages and b) The
excitation peaks in phase shift spectra for some of the measured amplitudes.
Vibration Frequency
Again, direct measurements were not possible, but driving frequencies could be
easily specified and were in agreement with resulting phase measurements. Phase
shift spectra were acquired from separate images depicting a range of vibration
frequencies between 100–1000 Hz at 100 Hz intervals and constant driver voltage.
It can be seen from the results (figure 5.9) that there is a downward trend in phase
shift amplitude as excitation frequency increases. The cause remains unaccounted
for, although it is likely a combination of indenter response and, importantly, tissue
mechanical response.
5.3.3 Discussion
This series of experiments has demonstrated the application of phase tracking to
Michelson Diagnostics’ OCT systems as a means of increasing axial motion sensitiv-
ity. It has been shown that the technique is sensitive to changes in driver frequency
and amplitude; and that it can be applied to B-mode imaging. Robust phase track-
ing opens up potential for using OCT to effectively track blood flow and improve
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Figure 5.9: Phase shift spectra for a range of indenter frequencies.
visualisation of audio frequency vibrations [122, 114, 119]. The generation of such
vibrations can be used a source of elastographic contrast enhancement, analysing
the mechanical response of excited tissue or tracking actuated contrast agents.
A number of experimental flaws limited research. If repeated again, improve-
ments would be made so that indenter amplitude and position were known. This
would enable comparisons to be made between phase data across a range of sam-
ple stiffnesses and excitation amplitudes. Comparisons between different specimens
could not be made because the initial position of the indenter relative to the object’s
surface was never known within any useful degree of accuracy.
Synchronisation of OCT image acquisition with the indenter could also provide
elastographic information on a sample’s rheological behaviour. This method has
already been demonstrated on a number of occasions as a means of probing tissue
by scanning its response over a sweep of actuation frequencies [102, 119].
Further refinements could also be made. For example, reductions in noise could
be attained by augmenting B-mode and M-mode imaging regimes through acquiring
multiple A-lines before stepping the imaging beam to its next lateral position. In this
way, noise and speckle changes in the phase shift data would be kept to a minimum
whilst retaining the ability to form entire B-scans. However, any increase in B-scan
acquisition rates would render an image prone to unwanted subject movements,
especially for patient or animal imaging.
An ideal system would track high frequency vibrations, increasing lateral spatial
resolution and these would be imaged using dense lateral sampling, both for the
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same reason and to enhance SNR. Such an OCT configuration would be required
to have fast A-line acquisition speeds, whilst the importance of frame rate becomes
secondary.
Finally, it is significant that shear wave propagation speeds could not be mea-
sured using this technique; the system A-line sampling rate (10 kHz) and spacing
(0.5 µm minimum) were inadequate. A similar challenge has been addressed in ul-
trasound, however, and there is established research into overcoming the issue using
a range of methods from system synchronisation to interference wave imaging [14].
On a cautionary note, shear wave speeds in skin vary drastically across measure-
ments as a result of morphology or measurement location. Published data quote a
range from 3 ms−1 to over 100 ms−1 [123, 124].
5.4 Magnetomotive-OCT
The initial goal of the author’s PhD research was to generate contrast in OCT
from magnetic agents. With this in mind, a section on phase tracking is not com-
plete without a description of magnetomotive-OCT (MM-OCT) and a description of
some associated parameters. Measurements of dynamic phase shifts generated from
actuating magnetic nanoparticles (MNPs) have already been acquired by others,
employing the technique for both elastographic and rheological analysis, as well as
contrast enhancement [102, 125]. Notably, the interplay between these two factors
(mechanical behaviour and contrast signal) do not appear to have been studied in
any great detail, although it is mentioned that the frequency of magnetic actuation
must be tuned according to a tissue’s observed elastographic response [113].
The MM-OCT system typically described in literature is a high axial resolution
(3 µm) FD-OCT with a displacement sensitivity close to 20 nm. This is in contrast
to measurements of axial resolution on the MDL system of approximately 10 µm
with a phase sensitivity close to 50 nm. Some practical considerations therefore
have to be made about the feasibility of using a Michelson Diagnostics system for
MM-OCT. These are addressed individually below:
5.4.1 The Contrast Agent
MRI contrast agents such as Ferucarbotran and Ferumoxtran can be adopted as
MM-OCT contrast agents. In MRI, these are usually delivered intra-venously via a
slow infusion or bolus injection [126]. For such a scenario, typical doses of between
4 µmol Fe/kg and 100 µmol Fe/kg are used. This equates to less than 6 mg Fe/kg
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body weight. The contrast agent is administered over a period of many hours before
imaging and it is extremely likely that nanoparticles will accumulate in different
locations within the body. Processing and excretion will also occur because the
agent has an associated biological half-life. Furthermore, particle sizes and coating
will dictate their distribution, binding and transport throughout the body. All of
these mechanisms dictate the effective concentration and mechanical response at a
disease site, making MM-OCT a balance between system sensitivity and available
contrast signal. Previous literature states MM-OCT has the ability to detect con-
centrations of MNPs as low as 27 µg/g in tissue and recent work has demonstrated
a detectable contrast signal from functionalised MNPs in a rat model at a dose of
150 mg/kg body weight [101, 113]. However, little research could be found on the
likely deposition mechanisms and degree of aggregation of particles during the MM-
OCT studies, making it difficult to predict how a concentration of MNPs will react
under magnetic actuation. Research into magnetic drug delivery has gone some way
towards analysing the dynamics of actuated MNPs within the body, indicating a
steady progression towards understanding the mechanisms governing transport and
deposition at disease sites [127, 128].
5.4.2 Imaging
Forming 2D images using MM-OCT could be executed in two ways: first, a series
of laterally-spaced M-mode data can be obtained; alternatively, a densely sampled
B-scan can be taken. In the M-mode configuration, lateral spatial resolution is
equivalent to the larger of OCT lateral point spread function or A-line spacing.
For a B-scan configuration, lateral resolution becomes the apparent wavelength of
magnetomotive actuation. This is because at least one period of oscillation is needed
to sample the magnetomotive signal.
Previously in this chapter, it was demonstrated that phase data from the MDL
system is sensitive to displacements < 6 µm (1.5 pixels) in the static regime and
dynamic shifts < 80 nm between A-lines. From these experimental observations, it
can be assumed that any dynamic actuation exerted by MNPs in tissue would have
to produce phase shifts of a similar magnitude. However, to estimate the resulting
actuation amplitude, further information is required.
By considering the phase signal at constant depth along a B-scan (i.e. across
a row of pixels), it is reasonable to assume dynamic magnetomotion will produce
a periodic signal analogous in form to a sine function Z(t). At the same time,
the OCT beam sweeps laterally across the specimen, so that Z(t) is linked to a
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spatial component (Z (x(t))). As long as such an actuation is restricted to axial
displacement, it can be expressed as :
Z (x(t)) = A sin (ωtx) (5.8)
when velx = 0
Sampling frequency fs and A-line spacing lx are significant considerations because
they dictate sweep velocity vs and thus not only the Nyquist criteria, but also spatial
resolution. Furthermore, these system specifications are linked to the magnetomo-
tive signal’s angular frequency ω, which is itself dictated by the visco-elastic response
of tissue. For example, an optimum response of 56 Hz–100 Hz has been quoted for
MM-OCT of mammary tumours in a rat model [113]. Consequently, A-line acqui-
sition rates must are dictated by the Nyquist criteria previously set out in equation
5.6, whilst magnetomotive lateral resolution can be adjusted by changing the OCT
beam’s sweep speed. The interplay between all of these factors must be considered
when applying equation 5.8 to a practical situation.
As a demonstration, amplitude of actuation and lateral resolution is calculated
for a 50 Hz magnetomotive signal fm (in Hz, where ω = 2pifm) sampled with an
A-line rate of 10 kHz at a spacing of 1 µm. The A-line spacing and sample rate
both reflect attainable performance of MDL’s Vivosight OCT system.
For a magnetomotive signal, resolution of an OCT B-scan can be described as
the imaged wavelength λm = vs/fm (in m, where vs = fslx). Using the values quoted
in the previous paragraph gives a lateral resolution of 0.2 mm.
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Calculating actuation amplitude A (m) for a maximum shift between adjacent
A-lines of 80 nm can be derived from equation 5.8:
d
dt
Z (x(t)) = ωAcos (ωt)
d
dlx
Z (x(t)) = ωAcos (ωt)
fs
= ∆z (5.9)
∆zmax =
ωA
fs
A = ∆zmaxfs
ω
(5.10)
where ∆zmax is maximum displacement (m) between adjacent A-lines. For a ∆zmax
of 80 nm, A is calculated to be 2.55 µm. This is below the axial pixel size for a
MDL OCT system. For an easily observable magnetic actuation, an amplitude of a
few pixels is required. This would entail an amplitude ≈ 12 µm, with an associated
∆zmax = 377 nm.
5.4.3 Magnetic Actuation
Assuming the MNPs are bound tightly to their surroundings and magnetic actuation
occurs at a frequency low enough to treat the medium as a linear elastic solid,
displacement d(z) of a given volume V can be expressed as an interpretation of
Hooke’s law [125]:
∆l = d(z) = F
Ea
l = ρFpV
2
3
E
(5.11)
where, l is axial length through V and a is cross-sectional area, ρ is the number of
MNPs per m3 within V and E the medium’s Young’s modulus.
Rearranging equation 5.11, force Fp can be calculated for the previously described
scenario where A = d(z) = 2.55 µm. However, this requires an estimation of MNP
number density (ρ) based on the average size and mass of an individual nanoparticle.
Assuming iron oxide-based nanoparticles will have a mass density of 5 g/cm3, close
to both magnetite and maghemite„ the force on a single particle in a 1 mm3 tissue
volume of E = 100 kPa is illustrated below in figure 5.10 for a range of MNP sizes and
concentrations. Dynamic phase measurements are capable of tracking displacements
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Figure 5.10: The number of MNPs within a 1 mm3 volume is depicted for a range of
concentrations and particle volumes in a). The required force on a single particle to
generate a combined actuation of 2.5 µm is shown in b).
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along the beam axis. In terms of magnetic actuation, this requires the application
of an axial field gradient to generate a force in line with the OCT beam. For a
magnetic dipole aligned along the beam axis (mz):
F = (mz · ∇)B (5.12)
Combined with a field gradient, Bz, that varies only along the beam axis, an expres-
sion for force on a single magnetic nanoparticle Fp within a medium can be derived
as [129, 125]:
Fp =
V (χp − χmed)∇|Bz|2
2µ0
(5.13)
where χp and χmed are the volumetric susceptibilities of the particle and medium
respectively, V is the particle volume and µ0 the permeability of free space (under
the assumption that medium permeability µmed ≈ µ0). To achieve the kinds of forces
indicated in figure 5.10, χp must be large enough to facilitate the use of a practical
magnetic actuator. Oldenburg et al. have previously described a water-cooled, air
core solenoid with a power supply of 250 W. It was capable of generating an 0.08
T axial field strength and gradient of 15 Tm−1 within the OCT imaging volume
[125, 101]. The MNPs used were quoted as having susceptibilities χ between 2.1
and 4.5.
5.4.4 Discussion
From an extensive literature review, it has been observed that the use of an MDL sys-
tem for MM-OCT is conditional upon the specification of the MNPs and magnetic
actuator employed. Imaging sensitivity of the OCT system regarding MM-OCT
has been described. In particular, lateral resolution can be reduced to the lateral
imaging PSF by acquiring either a densely-sampled B-scan or by using a sequential
M-mode configuration. Providing a sufficient axial displacement is generated by the
MNPs, axial resolution should be on a par with other phase sensitive imaging tech-
niques discussed in this chapter (demonstrating a sensitivity of roughly 50 nm). For
dynamic MM-OCT, an overall actuation amplitude > 2.55 µm would be required.
Actuation is affected by the MNP’s magnetic properties, the tissue’s mechan-
ical response and the magnet’s field strength (and gradient). Rheological effects
on MM-OCT have been studied [102], but in general little has been published yet
about the interplay between these key features. Significantly, the force approxima-
tions described above are better suited to a linear system under static conditions.
This negates any effect from visco-elasticity or from imperfect mechanical linkage
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between the MNPs and surrounding tissue. A further assumption is that all particles
are evenly distributed within a volume experiencing a relatively uniform axial field
gradient. Additionally, all MNPs have been treated as superparamagnetic, meaning
they have an instantaneous response to any changes in field, which may not be true
in other instances.
MM-OCT has been demonstrated successfully in animal models and a range of
tissues [113, 125, 130, 101]. In order to progress still further, future studies will
have to demonstrate useful contrast generation from MNP concentrations within
the prescribed safety limits for humans. Analyses of signal response in relation to
variations in tissue mechanical properties, as well as the effects of MNP deposition,
binding and tissue selectivity will also have to be conducted. Some of these factors
have been addressed in literature concerning the use of MNPs in MRI, magnetic drug
delivery and hyperthermia applications [129, 131], but the operating parameters for
each discipline are sufficiently different to merit further research into potential MM-
OCT agents.
5.5 Discussion & Conclusions
Elastography can be conducted using phase data from MDL systems. This provides
an order of magnitude increase in axial displacement sensitivity at the expense of not
tracking lateral displacements. Phase measurements can only measure displacements
smaller than the system coherence length, making the method prone to decorrelation
when imaging living subjects. Measurements between adjacent A-lines rather than
B-scans was proposed as a way of increasing sampling rates and thus limiting this
decorrelation.
Instability in the OCT phase profile was noted and traced back to source trig-
gering and acquisition. If this effect can be mitigated, the associated improvement
to phase displacement maps would enable sampling of axial shear strains in addition
to axial normal strain. This would provide extra elastographic detail of the imaged
sample.
Optical distortion of the phase profile across the beam’s lateral sweep was also
recorded, however it appears to have little effect when imaging tissue. Phase mea-
surements require dense A-line spacing, the current MDL hardware is limited to
an A-line spacing of 1 µ and an associated B-scan width of 2 mm (8 mm at 4 µm
spacing).
Two actuation methods have been explored in this chapter, surface indentation
and magnetic actuation of nanoparticles. Surface indentation is simple to implement,
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but challenges in applying a controlled and pre-defined amplitude were experienced.
Similarly, in MM-OCT it is difficult to control the distribution and bonding of
magnetic nanoparticles within target tissue. These challenges currently undermine
the repeatability of elastographic measurements, but can conceivably be overcome.
An indenter calibrated to OCT imaging probe position and future characterisation
studies of MNP behaviour in tissue undergoing MM-OCT are potential next steps.
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Chapter 6
Summary
A non-invasive imaging technique such as OCE is commercially desirable because it
could potentially increase the speed and efficiency with which a tumour is diagnosed
and its margin identified. Conversely, current procedures such as Mohs micrographic
surgery require an excision biopsy to locate the margin. Repeated biopsies have to
be taken in cases where the clinician’s previous excision did not incorporate the tu-
mour margin. Patient discomfort and anxiety could be reduced if OCE was able to
replace these biopsies, which are, frozen, sectioned and stained before imaging. The
speed of diagnosis and treatment would also increase as a result, improving value.
The OCE techniques developed over the course of the PhD were envisioned to probe
some of the requirements of a future OCE application in skin cancer diagnostics.
The current performance of MDL’s OCT system was investigated, along with factors
affecting displacement tracking and strain estimation sensitivity. This enabled fur-
ther development of techniques capable of generating mechanical contrast in tissue
using both remote actuation and non-invasive sampling methods.
Chapter 2 was a characterisation study of the MDL system, resulting in a mea-
sured lateral resolution of 8.5 µm and axial resolution of 12.5 µm at the centre of
focus. Both resolution and sensitivity varied across the imaging region. This has
potential repercussions for diagnostic imaging with the MDL system. Performance
is optimal within a 5 mm region close to the focus, thus any region of interest should
be positioned accordingly. Such a precaution was followed in the elastography ex-
periments. Further research into system contrast sensitivity would quantitatively
establish the MDL system’s response to varying tissue structure. This could po-
tentially lead to better comparisons between standard OCT, OCE and scanning
attenuation microscopy [56].
Chapter 3 was a characterisation study of the normalised cross-correlation track-
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ing method. The elastography phantom’s optical properties were optimised based
upon observations of its speckle pattern and PDF. The tracking method itself was
optimised and a lower bound on tracking kernel size established. Displacement data
from a range of OCT signals was recorded and compared, enabling the NCC method
to be customised to the OCT system. Finally, artefact reduction methods were de-
veloped, including single channel image tracking and incremental techniques. These
improved tracking sensitivity over small displacements and reduced decorrelation
rates. Both techniques enhanced elastographic contrast in the final OCE experi-
ment by mitigating imaging artefatcs.
In Chapter 4, the feasibility of correlation-based OCE to detect a millimetre-sized
inclusion with a Young’s modulus ratio of 7 is demonstrated, even when the standard
image contrast between inclusion and surrounding material is low, providing an
indication of the method’s potential as a diagnostic aid. Further experiments in
Chapter 4 establish the possibility of using OCE in tissue with similar imaging
properties to human skin.
Finally, Chapter 5 was an exposition of phase measurements as a possible alterna-
tive to the normalised cross-correlation method. The advantage of such a technique
was an order of magnitude increase in strain sensitivity along the axial plane. How-
ever, such an improvement required the sacrifice of lateral displacement sensitivity.
Increased decorrelation rates were also observed, although this was complemented
by higher sampling rates, which mitigated the impact of this.
The implant actuation technique detailed in this thesis may not be commercially
appealing for standard skin cancer diagnosis, because the placement of an implant
increases patient discomfort and the time required for each procedure compared
to standard OCT. However, it could prove useful when precise, quantitative and
consistently repeatable tissue measurements are required. This may arise where
tissue response over the course of a therapeutic treatment such as photoablation
therapy is being characterised over many days or weeks. It may also prove useful
as a calibration technique when tracking a suspect lesion’s properties over time.
Surgical precedence for the positioning of millimetre-sized implants as a contrast
tool already exists. In some breast cancer patients, millimetre-sized surgical clips
are introduced to the primary tumour site using a 17g, 1.473 mm diameter needle,
limiting scarring (UltraClip, C. R. Bard Inc., USA). These clips act as a guide for
radiologists during subsequent imaging procedures.
Freehand skin surface compression is used in commercial ultrasound elastogra-
phy and a similar method could be coupled with OCT. Such a technique reduces
procedural complexity compared to the implant method or other experimental con-
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trast techniques such as MM-OCT. Freehand elastography requires image tracking
and elastography processing techniques fast enough to allow online imaging. The
tracker must also be robust against decorrelation from subject/probe motion, some-
thing which is a greater problem in OCT where any small movement translates into
sizeable motion within the image. The increased risk of decorrelation can be reduced
by measuring displacements between A-lines rather than B-scans. This is described
in Chapter 5. Such a technique also allows for an increase in axial displacement
sensitivity through the sampling of phase data rather than image intensities. Ac-
tuation under such an imaging regime must be capable of generating a consistent
elastographic measurement across an entire B-scan. This could be achieved via
the use of piezo-electrics coupled to the skin via the OCT probe [111]. The opti-
mal actuation profile and potential need for system synchronisation would need to
be explored further for such a method. Any actuation technique should produce
a sizeable axial stress, as axial displacement measurements can only sample this
component.
In conclusion, this thesis sets out a firm basis for informing future development
of OCE, especially when characterising discrete changes to mechanical properties
within tissue using OCT systems similar to those produced by MDL. A number of
key points have been raised, such as the need for exerting a repeatable, controlled and
non-invasive actuation on the micron scale, regardless of patient motion. Further-
more the strengths and limitations faced by correlation-based and phase sensitive
displacement tracking techniques have been highlighted. In particular, experimental
results have identified the upper and lower bounds of each method’s displacement
sensitivity. This is crucial for identifying the nature of future actuators, whilst un-
derlining the competing effects of image acquisition speeds versus the relative motion
of actuation apparatus, imaging probe and patient. The remote, correlation-based
OCE technique described in this thesis produced useful elastographic information
not present in standard OCT images using a controlled and repeatable actuation
at the cost of speed, sensitivity and invasiveness. The phase sensitive approach
resulted in greater displacement sensitivity and higher acquisition speeds, whilst
reducing invasiveness at the cost of higher decorrelation rates. A future commer-
cial OCE system would have to combine the strengths of both approaches whilst
mitigating their short-comings. Finally, based on the results in Chapter 4 it is con-
ceivable that changes in skin pathology could be measured using OCE and that
enhancements to sensitivity as described in Chapter 5 may in future lead to OCE
proving useful as a diagnostic aid in the detection of skin cancer.
Future work to extend the research contained within this thesis should concen-
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trate on a few specific points. Whilst it has been demonstrated in Chapter 5 that
phase shifts can be detected where the OCT signal intensity is homogenous (i.e. in a
sample with uniform structure), questions still remain over whether MM-OCT pro-
duces a useful phase contrast signal independent of the imaged tissue structure in a
cancer model. This could be demonstrated by investigating the processes by which
MNPs are transported to, deposited in and mechanically linked with the target tis-
sue. The light scattering properties of this target tissue and a better understanding
of the dynamics of magnetomotion in-vivo would contribute to understanding the
efficacy of the method. Detection of a phase signal from applied vibration also raises
questions which require investigation; fundamentally, how tissue response varies with
tissue type, frequency and amplitude. Furthermore, the potential of time reversal
elastography could be explored, as could crawling wave elastography where two in-
denters are used to generate an interference pattern, as already demonstrated in
ultrasound [132, 121]. There is also scope to develop the fundamental correlation-
based approach outlined in Chapter 4. Technologically, questions still remain over
how best to deploy a source of shear stress and there is broad scope to improve
upon the speed and effectiveness of the 2D NCC image tracking methods used,
other techniques already exist which may provide enhanced speed and sensitivity
[133, 134].
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Appendix A
OCT Company Systems and
Performance Data
The tables below are a summary of active OCT manufacturers, their target ap-
plications and system performances as described on their respective websites and
brochures. All information was collected in May 2008.
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Appendix B
Turchin’s RTE for a Layered
Medium
The mathematical model described here approximates OCT signal decay through
stratified media [59]. Comparison between simulated and experimental data appear
favourable when tested under a bi-layer regime. Such a model provides a closer
mathematical approximation of the observed OCT signal profiles obtained when
imaging the bi-layer phantoms described in Chapter 2.
Turchin describes a model in line with Mie theory, a standard assumption for the
behaviour of an OCT source through tissue. The model addresses multiple small-
angle scattering at shallow depths, as well as diffusion processes deeper into tissue. It
produces an OCT signal profie I(z) based on three variables: the layer’s scattering
coefficient µs, its probability of backscatter pb, and 〈λ2〉 the angular variance of
scattering phase function.
It is assumed that the scattering phase function x(z, λ) is based on the approxi-
mation that only single backscatter events take place, owing to the low probability of
high angle scatters. This produces a phase function that is the sum of a backscatter
probability coefficient pb and a first-approximation of the phase term x1(z, λ) which
tends to zero for λ > pi/2:
x(z, λ) = (1− 2pb(z))x1(z, λ) + 2pb(z) (B.1)
where,
1
2
∫ ∞
0
x1(z, λ)λdλ = 1
The angular spectrum x˜1(z, p) for the first-approximation phase function is given
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by the integral of the phase function zero-order Bessel product (J0):
x˜1(z, p) =
1
2
∫ ∞
0
x1(z, λ)J0(pλ)λdλ (B.2)
Using this information, a term for the OCT signal I(z) can be derived from
the convolution of an intensity distribution for a point source over the transverse
plane U(z, x). The intensity distribution incorporates a term characterising diffusion
components of the beam scatter. Additionally, the term B relates an arbitrary
coefficient unique to each OCT system, which appears to represent a scalar quantity
of the system’s source – although this is not stated by Turchin.
I(z) = 2pb(z)µs(z)B
∫ ∞
−∞
[
2U2(z, x)− U20 (z, x)
]
dx (B.3)
The above term does not take account of the OCT’s optics. These are modelled on
Gaussian approximations suitable for the single-mode fibres and lens configuration
used in the hardware. The intensity of the beam is thus represented by a Gaussian
distribution with a source power Ps, and focused spot size a0 located at a depth f
A(z, x) = Ps exp [−x
2/a2(z)]
pia2(z) (B.4)
where,
a2(z) = a20 +
[
(z − f)λ
2pina0
]2
Finally, this leads to a normalised expression for the OCT image signal I(z) (where
in practical terms, the coefficient of absorption µa may be disregarded):
I(z) = Bpb(z)µs(z) exp
{
−2
∫ z
0
[µs(z′) + µa(z′)] dz′
}
(B.5)
×
(∫ ∞
0
exp
{
−a
2(z)h2
2 + 2
∫ z
0
µs(z′) [1− 2pb(z′)] x˜1 [z′, h(z − z′)] dz′
}
hdh− 12a2(z)
)
Turchin defines the small angle scatter function x1(z, λ) as a Gaussian, incorporating
the phase variance 〈λ2〉. By applying this model to the general scattering phase
funciton, he derives terms for pb and 〈λ2〉 based on Mie calculations:
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pb =
xMie(pi)
2 , (B.6)〈
λ2
〉
= 12(1− 2pb)
∫ ∞
0
λ3 [xMie(λ)− 2pb] dλ (B.7)
Equation B.5 has the potential to more accurately reflect the observed OCT
signal recorded from the bilayer phantoms described in Chapter 2. Specifically, the
step change in signal intensity at the layer boundary is better addressed by the RTE
model. It takes account of light interactions, such as scattering phase function and
probability of backscatter, which vary at the layer boundary and are not present in
the simple exponential attenuation model set out in Chapter 3.
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Appendix C
Correlation Function Peak
Interpolation in NCC Tracking –
Jitter Formation
Experimental results from Chapters 3 and 4 indicate the presence of imaging arte-
facts in displacement and strain maps. This appendix is a summary of work car-
ried out to locate experimentally the formation of these artefacts. For normalised
cross-correlation (NCC), displacement is estimated by measuring the position of the
correlation functions peak value. In autocorrelation, the peak position – its lag –
is always zero. However, the correlation function’s shape changes according to the
OCT image data covered by the reference window, so that it may not necessarily
be symmetric either side of the peak (figure C.1). The artefact, known as jitter,
arises in this instance when interpolation of the correlation function’s peak leads
to its position being recorded as non-zero. The lag dictates the displacement value
recorded for that reference window and asymmetry in the interpolated peak can
lead to deviations in the final displacement estimate from its actual value. For an
autocorrelated image, the interpolated peak’s asymmetry will lead to variations in
displacement estimates around zero.
The interpolation process consists of isolating the correlation function’s maxi-
mum and the two values either side of this peak. These are then interpolated using a
second order polynomial (which was found adequate, whilst being computationally
more efficient than applying a Gaussian or spline fitting function). Once interpo-
lated, the new maximum is located and its position recorded. This new position
is the lag, which is used as an estimation of displacement. For the autocorrelation
example illustrated in figure C.1 the interpolated peak lag displays jitter, moving
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between values on either side of the zero lag point. This can be seen in figure C.2. In
an attempt to reduce the jitter artefact, a moving average filter was applied either
to the OCT image data or to the correlation function before interpolation (figure
C.3). This smoothing was intended to produce a smaller offset in the correlation
function’s peak lag. However, filtering exacerbated the artefact, especially when
applied to the correlation function. As a result, no image processing is used prior
to or during NCC to remove jitter.
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Figure C.1: Data within a reference window as it sweeps a) to e) over a peak in the OCT
A-line signal (dotted line), and the corresponding autocorrelation function (blue line with
lag indicated along upper x-axis). Despite the function’s asymmetry, its peak lag is always
zero.
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Figure C.2: a)-e) Peaks of the correlation functions from figure C.1a)-e) interpolated via
2nd order polynomial. The upper x-axis is lag. Peak lags from a)-e) are plotted against
reference window position in f).
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Figure C.3: A standard OCT image a) and its autocorrelated displacement map b). A
smoothing filter applied to the OCT data produces more pronounced artefacts c). Ap-
plying the filter to the correlation function generates even greater distortions d). Colour
scale is in pixels.
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Appendix D
Incremental and Multi-Resolution
Tracking in Tissue
Methods to reduce the high rates of decorrelation associated with performing NCC
tracking on tissue were investigated and adopted. Two basic techniques were com-
bined, these techniques were incremental tracking and multi-resolution tracking
(both previously described in Chapter 3.). Incremental tracking had previously
been avoided because it amplified jitter artefacts in the final data. However, the
approach combines estimations taken over smaller displacements and is thus useful
for reducing decorrelation. As such, it was adopted. The multi-resolution tracking
technique is performed to mitigate artefacts in noisy data, hence its adoption here.
This technique is a quality-guided approach because it relies on the calculation of a
weighted mean between a pixel’s displacement value and its correlation coefficient.
So the final data is influence more by displacement values with strong correlation.
However, for a region where correlation coefficients are generally low, or where there
is a high but incorrect correlation, the weighted average will be of little use. Figure
D.1 is an illustration of the processing steps involved. It is immediately obvious that
this combined technique relies on multiple correlations where only a single correla-
tion would be performed in standard NCC. As such, it is computationally expensive
by comparison. For example, the incremental process tracked displacement between
15 pairs of images compared where a standard image tracking run would use only
one pair. Additionally for each of these 15 pairs, three correlations were calculated
to perform the multi-resolution estimates. Each of these three cycles had different
tracking parameters, two of them being non-exhaustive and thus relatively fast to
execute. However, in terms of numbers of correlations; for every single correlation
performed by standard NCC tracking, the combined technique performs 45. Dis-
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placement maps are also displayed to illustrate the gradual improvements imparted
to the displacement data (figures D.2 & D.3). Finally, the strain estimates derived
from combined method is shown in figure D.4, demonstrating a greater influence on
the overall strain field from the axial normal strain component. It cannot be verified
if this is an indication of the tissue’s internal structure or the result of correlation
artefacts.
Figure D.1: Procedural schematic outlining processing steps in the combined image track-
ing technique used in Chapter 4.
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Figure D.2: Axial displacement estimates based on a) a standard NCC between frames 1
and 49 in the chicken breast image sequence (Chapter 4). b) averaged displacement map
constructed from incremental approach, where images 15 frames apart are correlated. c)
combined approach incorporating multi-resolution and incremental techniques to produce
a single displacement map. All scales are in pixels.
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Figure D.3: Lateral displacement estimates based on the same images used to produce
axial displacement maps in figure D.2. a) standard NCC between frames 1 and 49. b)
incremental approach and c) combined approach. All scales are in pixels.
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Figure D.4: Strain maps constructed using the combined process. a) lateral normal strain,
b) axial normal strain, c) total shear strain. The magnitude of all strain components is
shown in d). The scales denote absolute strain.
162
