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Abstract
This paper presents an advanced strategy for the optimization of com-
pact nite dierence schemes with particular emphasis on boundary closure
schemes. The present work is based on fourth-order pentadiagonal schemes
on seven-point stencils. In contrast to the previous optimization strategies
that required trial-and-error routines, the present paper introduces a fully
comprehensive optimization platform that is systematically formulated with-
out the need of ad-hoc procedures. This work employs a Genetic Algorithm
to eciently deal with a large-scale optimization problem which consists of
both linear and non-linear constraints. The linear constraints are formulated
with the maximum degree of freedom to minimize resolution errors of the
boundary closure schemes. The non-linear constraints are included in order
to ensure the numerical stability of the implicit pentadiagonal schemes by
mapping the eigenvalues of progressively larger systems onto a single non-
linear constraint. Due to the non-linear and non-continuous nature of the
constraints, the Genetic Algorithm is suggested as the only feasible opti-
mization technique for this problem. The optimized schemes in this paper
are tested in several benchmark problems including one-dimensional linear
wave convection and two-dimensional vortex convection in an inviscid ow.
Signicantly increased accuracy and robustness of the present schemes are
demonstrated.
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1. Introduction
Compact nite dierence schemes have been widely used in computa-
tional uid dynamics in past two decades particularly after the seminal pub-
lication of Lele [1] where the properties of dierent families of high-order
compact schemes were extensively studied. Some of the application areas
relating to the ow simulation problems include CAA (computational aeroa-
coustics) [2, 3], LES (large eddy simulation) [4{6] and DNS (direct numerical
simulation) [7{9]. Implicit compact schemes require an inversion of a banded
matrix for the calculation of the derivatives and hence are usually more ex-
pensive than their explicit counterparts. However, implicit compact schemes
can provide signicantly higher accuracy than the explicit schemes for a given
stencil with the same size. Especial attention should be paid to the bound-
ary stencils that close the banded matrix system, in order to maintain the
superiority of compact schemes throughout the domain. This is usually done
by writing one-sided dierences for Nb boundary points where Nb depends
on the number of non-zero diagonals. It is, however, a formidable task to
provide these boundary points the same level of spectral resolution and the
same order of accuracy as those of the interior points in addition to ensuring
the numerical stability of the entire system.
Kim [2] presented an optimized fourth-order accurate pentadiagonal com-
pact scheme for CAA applications. The optimization was performed by using
an integral error function similar to Kim and Lee [10], which provided a max-
imum resolution error of 0:1% for the wavenumbers in the range [0;r] with
r = 0:839. He then proposed a set of boundary closures for this pentadiago-
nal system (Nb = 3) preserving the fourth-order accuracy consistently on all
the boundary points. In this process, he rst extrapolated the internal eld
(for both f and f0) beyond the boundary by combining a fourth-order poly-
nomial and a trigonometric series. The extrapolation used near the bound-
aries converted the original central dierences to a set of three one-sided
dierences. A free parameter was introduced in the trigonometric series to
optimize the nal one-sided dierences after some algebraic manipulations.
Following Carpenter et al. [11], Kim used an eigenvalue analysis to assess the
linear stability of the entire pentadiagonal system. Using grid renement he
showed that the system satised linear stability in an asymptotic manner.
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atively changed the upper bound of resolution range r and used sequential
quadratic programming (SQP) technique to nd the optimum values for the
parameters. They also used the same iterative technique for the optimiza-
tion of the boundary schemes. Liu et al. [12] showed that the optimization
procedure can cause serious stability issues and hence reduced one order of
accuracy for the rst and third boundary points to provide a stable scheme.
Carpenter et al. [11] previously noted that the stability of a numerical scheme
and its optimality for spectral resolution do not necessarily go hand in hand
and some families of stable schemes may not have a high level of spectral
resolution.
Jordan [13] proposed to use composite templates to assess the real disper-
sive and dissipative properties of compact schemes. A composite template
is constructed by applying Fourier transform to the entire matrix system of
interior and boundary compact schemes for a specic number of grid points,
which provides pseudo-wavenumber curves varying with the position in the
grid. This diers from the conventional Fourier analysis that treats individ-
ual (boundary and interior) point separately. He used a least-square strategy
to optimize the composite templates (minimizing the overall resolution error
across the domain) and applied this strategy to tridiagonal systems. Later
he applied a similar method to pentadiagonal systems [14] and suggested a
set of three boundary schemes (Nb = 3) for pentadiagonal systems to be
used in conjunction with the interior scheme of Kim [2]. Although the idea
seems appealing, the authors have found that there are a few question marks
associated with this technique. Firstly, it is not a trivial task at all, to dene
the most eective objective function (the error measure to be minimized)
for these templates. Secondly, the templates are a function of the number of
grid points used for their calculation, which means the optimization should be
carried out on a case-by-case basis. In addition, the optimization of the com-
posite templates was carried out without a constraint for numerical stability.
The authors however, acknowledge that the composite template approach
could be increasingly eective if some of these issues are resolved later on.
This paper aims to present a comprehensive optimization strategy that
systematically incorporates constraints for both numerical stability and accu-
racy. In all the previous studies, as mentioned above, the numerical stability
of a developed scheme is only examined after performing the optimization
for accuracy. This inevitably requires a trial-and-error routine until a sta-
ble system is found, which is genuinely not an optimization process. In the
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straints (generally p 6= n) on the m available coecients, which leaves m n
free parameters. The choice of these free parameters is arbitrary and there-
fore requires a trial-and-error as well. In this paper, the authors propose
a new optimization strategy that requires no such trial-and-error routines
outside the optimization process. This is achieved by adopting an advanced
evolutionary technique, Genetic Alrogithm (GA), and including the stability
criterion as a non-linear constraint in the optimization process. This guar-
antees that the outcome of the optimization is unconditionally stable and no
further tests are required. In addition, all the equations to satisfy p-order ac-
curacy are formulated as general linear constraints and all the m parameters
are made available for the optimization, which provides maximum exibility
without the need of manual (trial-and-error) choices of the free parameters.
The complex set of linear and non-linear constraints are eectively handled
by Genetic Algorithm. This strategy is then applied to the optimization of
the boundary compact schemes based on the pentadiagonal platform and
the results are tested through a number of benchmark cases. Signicant im-
provements are observed in terms of both accuracy and stability compared
to previously optimized schemes.
2. Compact nite dierence schemes
A general implicit pentadiagonal compact nite dierence scheme can be
presented by [2]
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where  f0 is used to represent the numerical approximation to the analytical
derivative f0 and h is the grid spacing. This scheme on a grid with N nodes
require Nb = 3 additional boundary schemes to close the system. Assuming
a 7-point stencil for the right hand side similar to Eq.(1), the general form
of the required boundary closures can be written by
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A classical method to analyse the dissipative and dispersive errors of nite
dierence methods is through the use of Fourier analysis which is extensively
described in [15] and later used by others to characterize the errors of their
nite dierence approximations. Fourier series on a periodic interval [0;L]
can be used to decompose the dependant function values into a set of simple
oscillatory functions. Assuming that the domain is discretized into N + 1
points, by truncating the innite sum to the available N+1 points (0; ;N)
the Fourier expansion can be written by
f(x) =
N=2 X
k= N=2
^ f(k)exp

|2kx
L

; (5)
where ^ f(k) are the Fourier coecients and | =
p
 1. Similar to [1], by
dening ! = 2kh=L and x = x=h the Fourier modes, exp(|2kx=L),
conveniently reduce to exp(|!x). Noting that  f0
im   f0(xi  mh) and
fim  f(xi  mh), following equations can be derive by applying Eq.(5) to
Equations (1){(4):
| ! ^ f(k)(1 + 2cos(!) + 2 cos(2!)) =
2| ^ f(k)
3 X
m=1
am sin(m!) for 3  i  N   3 (6)
| !i ^ f(k)[Ai(!) + |Bi(!)] =
^ f(k)[Ci(!) + |Di(!)] for 0  i  2; or N   2  i  N; (7)
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In Eq.(6) and (7),  ! is a modied wave number which is dierent from
! due to the numerical approximation by the pentadiagonal FD scheme, i.e.
Eq.(1), and the corresponding boundary schemes, Equations (2){(4). An
explicit equation for the modied wavenumbers of the interior points only
has a real part and can simply be derived from Eq.(6) which is given by:
 !
I =
2
P3
m=1 am sin(m!)
1 + 2cos(!) + 2 cos(2!)
: (11)
Additionally following explicit expression can be derived for the modied
wavenumbers of the boundary points by multiplying both sides of Eq.(7) by
A(!)   |B(!) to yield:
 !
BC
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Ai(!)Di(!)   Bi(!)Ci(!)
A2
i(!) + B2
i (!)
  |
Ai(!)Ci(!) + Bi(!)Di(!)
A2
i(!) + B2
i (!)
: (12)
63. Formulation of the optimization problem
In this section the optimization of the boundary schemes for pentadiago-
nal systems is discussed. The GA is succinctly discussed in Section 3.1 which
is mainly provided to introduce the terminology and a detailed description of
the method is not intended. A tness function that satises several criteria
for a high quality denition of the error measure is dened in Section 3.2.
General linear constraints that enforce the 4th-order accuracy of the method
are discussed in Section 3.3 and the stability criteria which is implemented
as a non-linear constraint is discussed in Section 3.4.
3.1. Optimization technique
The main optimization technique used in this paper is the genetic algo-
rithm (GA) which can be classied as an evolutionary global optimization.
Although the method is time consuming compared to the traditional gra-
dient based techniques, to our experience, is the only feasible strategy for
the optimizations performed in this paper due to the fact that some of the
constraints are non-linear and non-continuous. The Matlab implementation
of the genetic algorithm is used which conveniently handles both linear and
non-linear constraints. We do not intent to delve into the details of the al-
gorithm in this paper however some terms that are frequently used in this
paper are explained next.
The term GA was rst used by Holland [16] and refers to a class of search
techniques that are based on the principles of genetics and natural selection.
Later Goldberg [17] properly formulates and applies the method to the opti-
mization problems. The GA allows an initial population of Np chromosomes
to evolve to a population that maximizes the tness. In the GA terminology
the tness function is simply the the objective function (dependant variable)
that we are trying to minimize (maximize) and a chromosome translate to
a vector of Nvar, real valued independent variables at which the objective
function should be evaluated [18]. These chromosomes are then coded and
ranked based on their tness (value of the objective function at each point).
One can crudely think of the coding as creating a vector of binary presen-
tations of each of the independent variables. For example if the objective
function is a function of three independent variables x1, x2 and x3 which
are presented by 01, 10 and 11 respectively a chromosome can be the vector
C = (0;1;1;0;1;1) and a population is the vector P = (C1; ;CNp), how-
ever discussing the actual encoding process and the implementation issues
7are outside the scope of this paper, c.f. [18].
After randomly choosing an initial population, chromosome are selected
two by two based on a probability calculated from their rank, to produce
ospring (new points). This process which is called crossover then continues
until a set of new points is created. Mutation is the other important com-
ponent of the algorithm where one or more bits of a number of generated
chromosomes are randomly changed (mutated) which prevents the algorithm
from getting stuck in local minima. Points with the highest ranks in the
current population, i.e the points corresponding to the current best values
of the objective function, are usually called elites. It is also guaranteed that
during the course of the algorithm, a number of elites, usually 2, are always
survive for the next iteration. This process continues until some convergence
criteria such as a tolerance for the minimum change in the objective function
values or the constraints is met.
3.2. Formulation of the tness function
In this section the tness (objective) function used for the optimization
of the resolution error is discussed in detail. The objective of an optimization
strategy is to force the real and imaginary parts of the modied wavenumber
to follow the true wavenumbers, i.e.
Re( !) ! ! (13)
Im( !) ! 0: (14)
Considering Eq.(12) it is easy to show the equivalence of the requirements
given by Equations (13) and (14) and requiring that E L
i ! 0, where E L
i is
an integral error measure dened by
E
L
i j
ru
rl =
Z ru
rl
 
[!Ai(!)   Di(!)]
2 + [!Bi(!) + Ci(!)]
2
d!
 1
2
for i 2 f0;1;2g:
(15)
The parameters rl and ru are ideally set to 0 and  and Ai Di are given
by Equations (8){(10). Also note that the superscript L is used to refer to
an error that is dened between the real and imaginary parts of the modied
wavenumber curves and the straight lines y = x;8x 2 [0;1] and y = 0;8x 2
[0;1] respectively. Another possible objective function that can be dened for
the boundary schemes is to require them to follow the modied wavenumber
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i ! 0, where E I
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2
d!
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and  !I and  !BC are given by Eq.(11) and Eq.(12) respectively. Also note
that the superscript I is used to indicate that the error is dened between
the interior and the boundary curves.
It is important to ensure that Eq.(13) and Eq.(14) are satised with a very
high precision (0:1% 0:5% error [2, 10]) up to at least a critical wavenumber
!c < . By setting ru = !c, the integral error meassure dened by Eq.(15)
ensures the best possible performance up to ru = !c. It is obviously desirable
to choose maximum value for !c, however setting !c =  and applying the
other required constraints, which are discussed later in this section, the GA
produces very large overshoots near !c. It is possible to remove these high
frequencies by ltering operations [19], however it seems these large over-
shoots require strong lters with long cut-o frequencies which deteriorate
the quality of the nal solution. Note that Eq.(16) does not suer from this
problem however it also does not gaurantee the best performance up to the
critical wavenumebr !c. A remedy would be to dene the following blended
error meassure
E!c
i = wiE
L
i j
!c
i
0 + (1   wi)E
I
i j

!c
i; (17)
where wi > 0:95 is a weighting factor. Note that this parameter is not an op-
timization parameter and if added to the optimization procedure will always
assume the smallest value since this relaxes the strict condition that requires
the modied wavenumber curves to precisely follow the true wavenumber
curves up to some !c. In this paper w0 is set to 0:97 and w1;2 = 0:99. Sim-
ilarly the value of !c is not an optimization parameter since again it will
always assume the smallest possible value enforced by the lower bound con-
straint or zero if no constraint imposed. However after xing a value for wi
the best value for !c can quickly be determined by a bisection type strategy
by choosing two values for !c and calculating the mid-point then by assess-
ing the errors best of these three points are used for the next iteration. In
this paper !c
0 is set to 0:75 and !c
1;2 = 0:8. Following single error measure
is nally dened by adding the the errors from the three boundary schemes
which is used as the main tness function for the optimization procedure
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3.3. Formulation of the constraints: Linear constraints
Certain relations should hold between the variables of the optimization
procedure to retain the order of accuracy of the nal optimized scheme. Since
number of optimization variables (m) is larger than the number of constraints
(n) it is customary to arbitrarily set (m   n) variables [1, 2, 14] and use the
remaining ones for the optimization. However it is not obvious which of these
parameters should be xed and hence at least a few iteration is required and
still it is not guaranteed the nal solution is actually the optimum solution.
Note that in the current optimization procedure m = 27 and there are n = 12
constraints to be satised to preserve the 4th-order accuracy of the method
near the three boundary points. It is obviously not possible to test all the   m
m n

combinations and hence general linear constraints are derived to max-
imize the exibility of the optimization procedure. These constraints can be
written in the following simple form
Ax = b; (19)
where x is the vector of optimization variable given by
x(1 : 8) = [01 02 b01  b06]
T
x(9 : 17) = [10 12 13 b10 b12  b16]
T
x(18 : 27) = [20 21 23 24 b20 b21 b23  b26]
T; (20)
and superscript T means a transpose. Components of matrix A are derived
by matching the corresponding terms in the Taylor series expansion of the
boundary schemes given by Equations (2){(4) to satisfy the 4th-order accu-
racy. Sections of A with Aij 6= 0 can be written as
A(1 : 4;1 : 8) =
0
B B
@
1 1  1  2  3  4  5  6
2 2  2  1  22  32  42  52  62
3 3  22  1  23  33  43  53  63
4 4  23  1  24  34  44  54  64
1
C C
A; (21)
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0
B B
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1 1 1 1  1  2  3  4  5
 2 2 2  2  1  1  22  32  42  52
3 3 3  22 1  1  23  33  43  53
 4 4 4  23  1  1  24  34  44  54
1
C C
A;
(22)
A(9 : 12;18 : 27) =
0
B B
@
1 1 1 1 2 1  1  2  3  4
 2  2  2 2 2  2  22  1  1  22  32  42
3  22 3 3 3  22 23 1  1  23  33  43
 4  23  4 4 4  23  24  1  1  24  34  44
1
C C
A:
(23)
Vector b is zero except for b(1) =  1, b(5) =  1 and b(9) =  1. This
concludes the set of 12 general linear constraints that enforce the 4th-order
accuracy of the nal scheme.
3.4. Formulation of the constraints: non-Linear constraints
One of the main issues in optimization of the nite dierence schemes
is that the optimized scheme may accurately resolve a large section of the
spectrum, however the nal scheme is not necessarily stable. In all previous
optimization techniques stability analysis were performed after optimizing
the FD scheme which reduces the optimization process to a trial and error
experiment. Stability of a nite dierence scheme is usually evaluated by
considering the one dimensional linear wave equation
@f
@t
+ c
@f
@x
= 0; (24)
over a domain x 2 [0;1] with the boundary conditions f(x = 0;t) = g(t).
However it was shown in Carpenter et al. [11] that for the purpose of stability
analysis g(t) can be set to zero without loss of generality. Same assumption
is also used by others to analyse the stability of their schemes [2, 12, 13]. Ap-
plying the iterior and the boundary schemes, Eq.(1){(4), with the boundary
condition f(x = 0;t) = 0, and assuming that the domain is discretized using
N + 1 nodes such that h = 1=N, results in the following system of linear
equations
R f
0 =  
c
h
Sf: (25)
Note that by applying the boundary condition f(x = 0;t) = 0, rst point can
be eliminated from the system of equations. Therefore R and S are N  N
banded matrices, f is a vector of function values at N nodes and  f0 is the
11vector of numerical approximations to the derivatives. The expanded form
of matrices R and S can be found in Kim [2] and is not repeated here. The
solution to a generic system of N linear dierential equations
x
0 = Mx; (26)
is given by [20]
x =
N X
m=1
cm~ xm exp(mt); (27)
where m are the eigenvalues and ~ xm are the corresponding eigenvectors and
cm are constants determined by the initial conditions. By examining Eq.(27)
it is obvious that that solutions are bounded only if Re(m) < 0;8m 2
f1; ;Ng. Comparing Eq.(25) with Eq.(26) shows that the real parts of
the scaled eigenvalues  m =  hm=c of the matrix M = R 1S should all be
negative for the solutions of the system of equations (25) to remain bounded
and hence stable in time.
In this paper we propose adding the stability condition as a non-linear
constraint to the optimization process by requiring
max = max
 
Re( m);8m 2 f1; ;Ng

< 0: (28)
To save the computational time one might be tempted to choose the small-
est possible system, which is a 7  7 system in this case, and directly use
Eq.(28) as the functional form of the non-linear constraints. However there
are two issues associated with this approach. Firstly satisfying the stabil-
ity constraint on one grid level does not ensure the stability on larger grid
sizes. Secondly a non-linear constraint for Eq.(28) is naturally implemented
by dening
C(max) = H (max)  
1
2
; (29)
where H(x) is the Heaviside step function which can simply be implemented
numerically by the following piecewise constant function [21]:
H(x) =
8
> <
> :
1 x > 0;
0:5 x = 0;
0 x < 0:
(30)
However this function is not continuous in the vicinity of zero and results
in a slow convergence to poor solutions. To address the rst problem q
12progressively larger systems are used, with N1 <  < Nq grid points, and
we require that
 
q
max = max
 
Re( 
i
m);8m 2 f1; ;Nig;8i 2 f1; ;qg

< 0: (31)
Additionally by noting that
H(x) =
1
2
lim
k!1
[1 + tanh(kx)]; (32)
a smooth approximation to the Heaviside function can be 1
2(1 + tanh(kx)),
where k controls the steepness near zero and is set to k = 1 in this study.
Then instead of using C( q
max) = H( q
max)   1
2 to implement this constraint,
we propose using
C( 
q
max) =
1
2
tanh( 
q
max): (33)
This denition introduces a notion of continuity in the sense that it is a
continuous function of its argument and to our experience, improves the
convergence rate and quality of the nal results. However it should be noted
that although 1
2 tanh(x) is a continuous function of its argument, the argu-
ment to this function  q
max is not a continuous function of the optimization
variables x, dened by Eq.(20), and hence the GA still seems to be the only
feasible optimization strategy.
4. Results and discussions
In this section rst the results of the optimization of the three boundary
points that was discussed in Section 3 are presented. The resolution limits
of the current scheme are presented and compared to the other currently
proposed schemes. Then the stability of numerical scheme is presented and
it is shown that the proposed strategy for adding the stability condition
ensures the unconditional stability on dierent grid sizes. Convection of a
1D modulated wave equation is used to show the 4th-order accuracy of the
proposed scheme. The scheme is further applied to two benchmark problems
namely 1D scalar wave convection and 2D vortex convection problem. The
2D vortex convection is further extended to the problem of two co-rotating
vortices to test for unsteady eects.
134.1. Optimization results
Optimization is performed using the GA by implementing the tness
function dened by Eq.(18) and the set of linear constraints, Eq.(19). In
addition non-linear constraint C( q
max), dened by Eq.(33), is used with q = 4
grid levels, N 2 f23; ;26g, which will be shown in this section to be
adequate for the current optimization. Initial population of 900 chromosomes
are used for the optimization which are chosen randomly by the solver to
satisfy the constraints but are not necessarily optimum. Crossover is used
to produce 80% of the osprings and the rest are produced by mutation.
In addition 2 elit points are gauranteed to migrate to the next iteration.
Tolerance for the minimum relative changes in the solution vector and the
function values are set to 10 15 and the tolerance for satisfying both linear
and non-linear constraints is set to 10 12. The nal values of the coecients
are provided in Appendix A. In the next few paragraphs the dissipative and
dispersive errors of the current scheme are discussed and compared to a few
recently suggested papers [2, 12]. However the set of coecient provided
by Jordan [13] are not presented here since he used composite templates to
optimize the scheme and hence comparison of the modied wavenumbers of
the individual graphs is irrelevant.
Figure 1 shows the real and imaginary parts of the modied wavenumber
curve for the rst boundary point i = 0. The real part of the rst boundary
point has a resolution of 1% for !c
1 < 0:75 which is smaller than both
previous studies [2, 12] that provide a resolution of 1% up to !c
1  0:88. The
imaginary part provides a better resolution especially after ! = 0:56 than
those provided by Kim [2] however they remain higher than those provided
by Liu et al. [12] after ! = 0:2.
Figure 2 shows the error analysis for the second boundary point i = 1.
The error in the real part of the modied wavenumber up to ! = 0:4 is
larger than that proposed by Kim and smaller than the Liu's scheme. The
resolution remain within the 1% limit up to ! = 0:79 which is slightly
lower than those proposed by the both previous studies. However the error
in the imaginary part of the second boundary point of the new scheme never
exceeds 0:44% whereas the 1% limit for the Kim and Liu schemes is at 0:81
and 0:826 respectively.
Figure 3 shows the analysis for the third boundary point i = 2. The real
part of the current scheme has a 1% resolution up to ! = 0:8 which is less
than both the previous studies that provided a 1% resolution up to 0:926.
For the imaginary part the 1% resolution limit for the current scheme is at
140:796 whereas for the other two schemes is at 0:83. However the errors for
the other two schemes are increased with a higher slope after this point and
the current scheme provides much smaller errors after 0:88.
4.2. Accuracy and stability analysis
Figure 4 shows the Im( m) versus  Re( m), plotted for three grid levels
N 2 f64;128;256g. Which shows that the  Re( m), remains on the right
half plane which ensures that the real part of the eigenvalues remain negative
and the scheme is unconditionally stable. Additionally this shows that the
strategy used to ensure stability on all grids by using four levels of progres-
sively larger grids (N 2 f23; ;26g) is adequate for this problem. However
it is always possible to add more grid levels if the results for larger grids
remain unstable at the cost of a longer computational time.
Fourth order formal accuracy of the method is guaranteed by accurately
(with a tolerance of 10 12) satisfying the linear constraints discussed in Sec-
tion 3.3. However it is also important to monitor the next order truncation
errors (in this case O(h5)) since to our experience, a general optimization
procedure can produce large constants in front of the higher order terms
that can mask the order of accuracy of the method for small to medium
size grids. By matching the Taylor series terms of the next order similar to
Section 3.3, following equations can be written for the truncation errors in
Eq.(2){(4) assuming 4th-order accuracy
C
0
5h
5f
(5); C
0
5 = 5(01 + 1602)  
6 X
m=1
m
5b0m; (34)
C
1
5h
5f
(5); C
1
5 = 5(10 + 12 + 1613)  
6 X
m=0
m6=1
(m   1)
5b1m; (35)
C
2
5h
5f
(5); C
2
5 = 5(1620 + 21 + 23 + 1624)  
6 X
m=0
m6=2
(m   2)
5b2m: (36)
Table 1 summarises the values of the constants C0
5, C1
5 and C2
5 and compares
the results to previous studies [2, 14]. Note that the optimized coecients
suggested by Liu et al. [12] are not presented since they used 3rd-order accu-
racy for i = 0 and i = 2. The value of the constants are all smaller compared
15to those proposed by Jordan [14] (single precision) but compared to the co-
ecients suggested by Kim [2], C1
5 and C2
5 are respectively 17% and 70%
smaller but C0
5 is 46% larger.
The stability and accuracy of the current scheme is tested further by
integrating the linear wave convection problem discussed in Section 3.4 using
a test function. For this problem both the inlet and outlet boundaries are
active and domain length is L, i.e. x 2 [ 0:5L;0:5L]. The initial and
boundary conditions are respectively set to
f(x;t = 0) = f1

1 + M cos

K1x
L

sin

K2x
L

; (37)
f(x = 0;t) = f1

1 + M cos

 cK1t
L

sin

 cK2t
L

; (38)
which is a carrier wave with a high frequency K2 = 25K1 and an ampli-
tude f1, modulated by a low frequency wave with amplitude M = 1:5 and
frequency K1 = 2. The exact solution to this problem is given by
fexact(x;t) = f1

1 + M cos

K1^ x
L

sin

K2^ x
L

; ^ x = x   ct: (39)
Figure 5 shows the wave convection at four dierent stages during one full
period of motion with N = 400 grid points. Even near the boundaries
no errors can be detected from this gure. To test both the stability and
convergence rate of the current scheme the time integration is carried out for
a relatively long period up of t = 150L=c for N = 200 and N = 400. To save
the computational time integration is limited to t = 10L=c for N = 800 and
N = 1200. In addition, to control the time integration errors and concentrate
on the spatial errors, time step size is set to be much smaller than the CFL
stability threshold by setting CFL = 0:2. An `2 and an `1-norm are then
dened by
`2(tn) =
(
N X
i=1
[fi(tn)   fexact(tn)]
2=(Nf
2
1)
) 1
2
(40)
`1(tn) = max(jfi(tn)   fexact(tn)j=f1;8i 2 f0; ;Ng): (41)
Figure 6 shows the average value of the both `1 and `2 norms during the
whole period of motion. Fourth-order convergence rate of the current scheme
16is retained in both norms. Only the current scheme preserves the shape of the
wave on the coarsest grids grid level N = 200. For a ner grid the coecients
suggested by Jordan [14] provide a smaller mean error at CFL = 0:2. For
larger CFL numbers or coarser grids (N = 200 and N = 400), we were
unable to generate stable calculations using the coecients of Jordan [14].
Figure 7 shows the time history of the `2-norm on the grid with N = 400.
All schemes except the one suggested by Jordan [14] remain stables with
errors oscillating around a mean value. This explains larger than fourth-order
convergence rate of this method in Figure 6. Note also that compared to the
next unconditionally stable set of coecients [12] a 3:36 fold improvement
is observed on average on the four levels of grids used. Also note that in
this set of coecients (Liu et al. [12]), the local fourth order accuracy is not
preserved.
4.3. Benchmark problem: Scalar wave convection
In this benchmark problem an initial wave pulse in the domain is con-
vected through the computational boundary. The main dierence between
this problem and the 1D wave case used in Section 4.2 is that the wave com-
pletely leaves the computational domain and the numerical method should
provide a clean zero solution. Therefore this problem is used to examine
the properties of the schemes in reecting the high frequency errors at the
boundary. The problem was originally proposed in the Fourth Computa-
tional Aeroacoustics Workshop on Benchmark Problems [22]. The problem
consists of an initial pulse
f(x;t = 0) = f1

2 + cos(
a1x
L
)

exp

 
a2 ln(2)x2
L2

; (42)
dened over the interval x 2 [ 0:5L;L] which is convected by Eq.(24) with
the constants a2 = 100 and a1 = 1:7a2. The exact solution to this problem
is given by
fexact(x;t) = f1

2 + cos(
a1^ x
L
)

exp

 
a2 ln(2)^ x2
L2

; (43)
where ^ x = x   ct. In this problem the outlet boundary is active however
since no wave is entering the domain the interior discretization is used on
the inlet by setting f(x <  0:5L;t) = f0(x <  0:5L;t) = 0 for t  0 similar
to [2]. Figure 8 shows the motion of the single initial wave in the domain
17at three dierent stages using CFL = 0:5 and N = 1000. The errors can
not be detected in this gure and hence the `2-norms dened by Eq.(40)
(for i = 0N) are presented in Figure 9. Errors of the current scheme
show no overshoot during the time the wave is leaving the domain whereas
all previous studies show signicant overshoot in the `2-norm of the error
when the wave is leaving the boundary. Another important factor specially
in aeroacoustic applications is that the remaining errors after a wave leaves
the domain approach zero. Figure 9 shows that this error is less that 10% of
errors predicted by the Jordan [14] results and less than 16% of both Kim [2]
and Liu et al. [12] results. Maximum error which happens around tc=L = 1
is calculated for all four schmemes and are plotted in Figure 10 for ve grid
levels. Again the current optimized scheme provides better results than all
previous schemes with a fourth order convergence rate.
4.4. Benchmark problem: 2D vorticity convection
In this section the problem of a vorticity wave convection in a supersonic
stream is chosen as the second benchmark problem. The problem involves
the solution of the 2D compressible Euler equations in full conservative form
in general coordinates
@^ Q
@t
+
@^ E
@
+
@^ F
@
= 0; (44)
where the vector of conservative variables and uxes in general coordinates
are given by
^ Q = JQ;
^ E = J (xE + yF); (45)
^ F = J (xE + yF):
In Eq.(45), J = (xy  xy) is the determinant of Jocobian of the transfor-
mation in 2 spatial dimensions and we have

x y
x y

= J
 1

y  x
 y x

: (46)
The conservative variables and uxes in Cartesian coordinates are given by
Q =
0
B B
@

u
v
et
1
C C
A; E =
0
B B
@
u
u2 + p
uv
(et + p)u
1
C C
A and F =
0
B B
@
v
uv
v2 + p
(et + p)v
1
C C
A: (47)
18In Eq.(47), et = p=[(   1)] + (u2 + v2)=2 is the total energy per unit mass
and  = cp=cv is the ratio of the specic heat in constant pressure to that
in constant volume which is set to its value for air,  = 1:4, for this test
problem. The problem was rst used by Yee et al. [23] for the validation of
their high-order shock capturing scheme and lters. The eld variables at
t = 0 are initialized to
(x;y)
1
=

1  
   1
2
 
2(x;y)
 1
 1
u(x;y)
a1
= M1 + (K1y) (x;y)
v(x;y)
a1
=  (K1x) (x;y)
p(x;y)
p1
=


1

9
> > > > > > > > > > > > =
> > > > > > > > > > > > ;
; for
(
8x 2 [ 0:5L;L]
8y 2 [ 0:75L;0:75L];
(48)
with
 (x;y) =
K2
2
exp

1   K2
1(x2 + y2)
2

; (49)
where K1 = 12:5 and the value of K2 is chosen to test for linear and non-linear
cases. In addition the far eld velocity is give by u1 = M1a1, where the
Mach number M1 = 2 and a1 is the speed of sound in far eld conditions
given by a1 =
p
p1=1. The exact solution to this problem is simply
the same set of equations, Eq.(48), with x, replaced by ^ x = x   u1t. One-
sided dierences are used in x- and y-directions and on both sides of the
domain. Due to the supersonic nature of the ow no boundary conditions are
implemented in x-direction, however non-reective [24] boundary conditions
are implemented on the both bottom and top boundaries in y-direction. In
addition the grid is generated using the following equations
xi;j =  
L
2
+
1:5L
N
[i + sin(4j=N)]
yi;j =  
3L
4
+
1:5L
N
[j + sin(4i=N)]
9
> > =
> > ;
; for 0  i  N; 0  j  N
(50)
19where  controls the grid deformation such that  = 0 generates a uniform
Cartesian grid. Note that  is multiplied by a factor of 1=N and hence it
should be adjusted when the grid is rened to generate a similar deformation
amplitude on dierent grid levels.
To analyse the performance of the current FD scheme the z-vorticity is
calculated in general coordinates using the conservative form
!z = J
 1

@
@
[J(xv   yu)]  
@
@
[J(yu   xv)]

; (51)
and is compared to the analytical value which is calculated by direct dier-
entiation of velocity components u(^ x;y) and v(^ x;y) given in Eq.(48). Con-
sequently an `2-norm and an `1-norm can be dened by
`2(tn) =
1
N + 1
 
N X
i=0
N X
j=0
(!z(xi;yj;tn)   !z;exact(xi;yj;tn))
!1=2
; (52)
`1(tn) = max(j!z(xi;yj;tn)   !z;exact(xi;yj;tn)j;8i;j 2 f0; ;Ng); (53)
where tn is the current time step.
It is well established that the stability of this type of calculations, in addi-
tion to the generic stability of the scheme as was discussed in Section 3.4, de-
pends on eective removal of unresolved wavenumbers. Among other method
such as up-winding [25] and damping models [26], high-order lters [1, 27, 28]
are usually used to stabilize the numerical solution. Recently Kim [19] pro-
posed a set of lters with variable cut-o frequency which are used in con-
junction with the set of the currently optimised boundary coecients in this
paper. These lter are given by [19]
~ fi + 
F
01 ~ fi1 + 
F
02 ~ fi2 = 0; for i =
(
0;
N;
(54)

F
10 ~ fi1 + ~ fi + 
F
12 ~ fi1 + 
F
13 ~ fi2 = 0; for i =
(
1;
N   1;
(55)

F
20 ~ fi2 + 
F
21 ~ fi1 + ~ fi + 
F
23 ~ fi1 + 
F
24 ~ fi2 =
5 X
m=0
m6=2
b
F
2m (fim2   fi) for i =
(
2;
N   2:
(56)
20
F ~ fi 2 + 
F ~ fi 1 + ~ fi + 
F ~ f
0
i+1 + 
F ~ f
0
i+2 =
3 X
m=1
a
F
m (fi+m   2fi + fi m) for 3  i  N   3; (57)
where ~ fi = fi + ~ fi is the ltered value calculated at the end of each time
step. Choosing a single cut-o wave number, 
c and a boundary weighting
factor w, such that


c
i =
8
> > > <
> > > :

c for 3  i  N   3;
(1   w2)
c for i = 2;N   2;
(1   w1)
c for i = 1;N   1;
(1   w0)
c for i = 0;N;
(58)
the values of the parameters F
im, bF
2m, aF
m, F and F, in Eq.(54){(57),
can be calculated directly using explicit equations provided in [19]. Kim [19]
performed a parametric study to choose the best values for w0, w1, w2 and

c by requiring a stable solution in time using the current test problem and
minimum error. After the parametric study, he suggested w0=3 = w1=2 =
w2 = 0:085 and 
c = 0:88 for his set of coecients. In this paper, instead of
a parametric study, we allow for the boundary weighting factors to assume
arbitrary values and perform an optimization by dening the independent
variable vector x = [
c;w0;w1;w2] and the following objective function
E
F =
(
C if Unstable
`2(tnf)max(`2(tn);n 2 f0;1; ;nfg) if Stable;
(59)
where C is a large arbitrary constants set to 103 in this study to provide a
numeric value for degenerate x values where the calculation does not remain
stable. The values of the 
c in addition to the boundary weighting factors are
provided in Appendix A alongside the values of the FD boundary coecients.
Figure 11 shows the contours of the normalized vorticity !
z = !zL=U1,
convected through the domain for the Cartesian grid and the test case with
maximum deformation,  = 7. Figure 12 compares the normalized `2(t) and
`1(t)-norms for t 2 [0;2] calculated using the current coecients and lters
and those coecient and lters suggested in [2] and [19]. Both values of the
`2 and `1 remain about one third the errors produced by the previously sug-
gested coecients and lters which translates into more than 150% increase
in the eciency of the current optimized FD and lters.
21Values of the both `2 and `1-norms are plotted in Figure 13 for dierent
values of K2 2 f0:1;0:3;1;3;5g corresponding to both linear (for K2 < 1)
and non-linear (K2 > 1) convection problems. The maximum value of the
errors is calculated for an integration time up to tU1=L = 40, long after the
wave leaves the domain to ensure the stability of the suggested coecient and
lters. Error values are also compared to those calculated using the previous
study [2, 19] in Figure 13 which shows more improvement for larger values
of K2. For dierent values of K2 improvements in the range of 53%{177%
(for `2) and in the range 35%{178% (for `1) are observed where percentages
are calculated by 100(`old   `current)=`current.
Figure 14 shows the grid convergence study of the current method for
the vortex convection problem, using four dierent grid levels of 150{600
and K2 = 5. The 4th-order accuracy is preserved both in `1 and `2-norms
when the suggested boundary coecients are used in conjunction with the
high order lters. Figure 15 shows the eects of the grid deformation on
the quality of the results. To save the computational time the integration is
performed in this case up to tU1=L = 3. Both norms increase by increasing
the deformation parameter  however the results always remain less than
those calculated using the coecients and lters suggested in [2, 19]. The
largest increased is observed in the maximum value of the `1 norm for the
previously suggested coecients, where 71% increase is observed by changin
from  = 0 to  = 7.
4.5. Benchmark problem: Co-rotating vortex convection
For the nal test case the problem of two co-rotating vortices is consid-
ered. The initial conditions is set by superimposing two vortices given by
Eq.(48), with y replaced by y1 = y +  and y2 = y    respectively for each
vortex, where  controls the distance between the two vortex cores. This
case is substantially dierent from the previous case in that the motion of
the vortices is unsteady and is coupled to the pressure uctuations. There is
no analytical solution for this test case and hence all the errors are calculated
with respect to a corresponding reference simulation. The reference problem
for each test case consists of an identical test case performed on a domain
two times larger in  direction. The errors are then calculated by comparing
the results of a simulation with half the reference size in -direction with
boundary schemes implemented on the cut boundary, to the full size simula-
tion at specic times. For the full simulation 400  200 grid points are used
22in  and  directions respectively whereas for the half plane simulations 200
grid points are used in  direction.
For this case we set the distance between the two vortex cores to  = 0:15L
and two dierent grids are generated using Eq.(50), with  = 0 and  = 5.
It should also be noted that for the full grid reference solution, sin(8i=N)
is used for yi;j to generate identical grid to that of the half plane case. The
vortex parameters are set to K2 = 5 and K1 = 8:33 for both the top and
bottom vortices. Figure 16 shows the vorticity contours at three dierent
times during the course of motion at tU1=L = 0, 0:48 and 1:0. The contours
are compared to the reference solution and no dierences can be observed
in this gure, however the the unsteady motion of the vortices is clear. Fig-
ure 17 shows the non-dimensional pressure contours P=P1, at tU1=L = 1
and the pressure propagation toward the boundary which interacts with the
vortices. However in Figure 17 no articial reection or wiggles is observed
near the boundary compared to the reference numerical solution. Figure 18
shows the `2-norms calculated using the double size domain as the reference
solution for two grids with  = 0 and  = 5. In this test case the pressure
eld characterizes the solution and is used to calculate the errors. Signi-
cant improvement is observed up to tU1=L  1 when the top vortex leaves
the domain. After that both set of coecients provide similar errors up to
tU1=L = 1:6, i.e while the second core leaves the domain and after that the
current scheme again produces less error. Also note that more improvement
is achieved for the deformed grid with  = 5.
5. Conclusion
The Genetic Algorithm is successfully used to construct a comprehensive
optimization platform for pentadiagonal compact nite dierence schemes.
It is demonstrated that the new optimization strategy eciently deals with
both linear and non-linear constraints at the same time leading to highly
accurate stable boundary schemes without the need of additional ad-hoc
trial-and-error routines that were commonly required in the old optimization
approaches. The enhanced accuracy and guaranteed stability of the schemes
obtained in this paper are conrmed through benchmark test cases where
the formerly optimized schemes failed to maintain numerical stability or to
perform better than the present ones. In addition, a new set of optimized
lter coecients are obtained also by using the Genetic Algorithm in order
to enhance the numerical stability of the proposed schemes for generic non-
23linear problems on multi-dimensional curvilinear grids. It is envisaged that
the proposed optimization strategy will contribute later on to improving
further other types of compact schemes as well. The authors also considers
that an extension of the work to accommodate the composite templates will
have a signicant potential.
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Appendix A. Parameters of the new compact FD scheme and l-
ters
Table A.1 summarizes the new 4th-order boundary coecients for the
pentadiagonal systems to be used in conjunction with the interior coecients
provided in [2]. In Table A.2 we have summarized the lter parameters as
discussed in Section 4.4.
Table A.1: Summary of the boundary coecients appearing in Eq. (2){(4).
Coecient i = 0 i = 1 i = 2
i0 - 9.486703622867607e-2 4.127253978047144e-2
i1 5.590226531590711 - 4.708395755079016e-1
i2 3.911115464821060 1.852980118858077 -
i3 - 7.841681122699989e-1 5.713690208719099e-1
i4 - - 6.287995158522702e-2
bi0 - -3.469447847494813e-1 -1.534532664885535e-1
bi1 -3.320861355280472 - -6.866311200147498e-1
bi2 5.452259004221430 1.652135357932134e-1 -
bi3 1.150275611660523 1.379421330446014 7.176431952789228e-1
bi4 -1.839611359673221e-1 1.789691155384915e-1 2.186728528907302e-1
bi5 5.771607628595115e-2 -2.142195128295235e-2 -1.419994100359792e-3
bi6 -1.431288821544212e-2 1.958948887672967e-3 5.236289985873258e-4
24Table A.2: Summary of the lter parameters.
Filter Parameter Value

c 0.85009765625
w0 0.05
w1 0.05
w2 0.07
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28Table 1: Truncation error constants for the current scheme compared to the previous
studies. The absolute value of the constants remain small and in the same order of
magnitude as the previous studies.
Study C0
5 C1
5 C2
5
Current 9.482453030544406 0.1439116261302793 0.0397946275581891
Kim [2] 6.572807481949297 -0.1776706065593920 0.107241450832102
Jordan [14] 30.5649277 -14.7385031 2.9068336
29Fig. 1: Modied wavenumber plots for the rst boundary point i = 0, dissipative and
dispersive errors are compared to previous studies Kim [2] and Liu et al. [12].
30Fig. 2: Modied wavenumber plots for the second boundary point i = 1, See the legends
of Figure 1.
31Fig. 3: Modied wavenumber plots for the third boundary point i = 2, See the legends of
Figure 1.
32Fig. 4: Eigenvalues of the nal optimized scheme presented for three grid levels N =
64;128;256. Enforcing the stability criteria on four smaller grid sizes also ensures uncon-
ditional stability on larger grids.
33Fig. 5: One period of motion of the modulated wave convection problem, presented at
four dierent stages. The solution is virtually error free even near the boundaries.
34Fig. 6: Comparison of the convergence rates for the modulated wave convection. Average
values for both `1 and `2 are presented on dierent grid levels. Note that the coecients
of Jordan [14] provide better results on ne grids (N = 800;1200) with small time-step
sizes (CFL = 0:2), otherwise they fail to provide stable solutions, see Figure 7.
35Fig. 7: Time history of the `2-norm on the grid with N = 400 points.
36Fig. 8: Motion of the scalar wave convection problem presented at three dierent stages
for N = 1000. Errors can not be detected even when the wave is leaving the domain. ,
FD approximation. |, Analytical solution.
37Fig. 9: Time history of the `2-norms of the errors for N = 1000. No overshoot is observed
in the error history of the current scheme and the remaining error is the domain after the
wave leaves the domain shows signicant improvement.
38Fig. 10: Convergence results of the maximum `2-norm during the course of convection of
the scalar wave.
39Fig. 11: Contours of the non-dimensional vortex wave, !
z = !zL
U1 , plotted for N = 600 and
K2 = 5. Twenty levels of contours are presented between !
z = 1 and !
z =  16. Only
1=10 of the grid lines are presented for two cases with  = 0 and  = 7.
40Fig. 12: Comparison of the `2 and `1-norms of the 2D vortex wave for N = 150, k2 = 5
and  = 0. Current error levels are compared with the errors produced by using the values
of 
c and w in [19] suggested to be used for the boundary coecients in [2].
41Fig. 13: Maximum value of the `2 (solid lines) and `1-norms (dashed lines) of the 2D
vortex wave for N = 150,  = 0 and dierent K2 values calculated for a total integration
time up to t = 20. , Current study; , Previous study [2, 19].
42Fig. 14: Grid convergence study for the 2D vortex convection problem. Maximum value
of the `2 () and `1-norms () of the 2D vortex wave for K2 = 5 and dierent grid levels
calculated during the course of integration t 2 [0;20].
43Fig. 15: Maximum value of the `2 (solid lines) and `1-norms (dashed lines) of the 2D
vortex wave for N = 150, K2 = 5 and dierent  values calculated for a total integration
time up to t = 1:5. , Current study; , Previous study [2, 19].
44Fig. 16: Comparison of the normalized vorticity contours w
z, for the half plane simulation
with the full plane simulation. 20 levels of contours and 1=5 of grid lines are presented at
tU1=L = 0, 0:48 and 1:0 for both cases.
45Fig. 17: Propagation of a pressure wave toward the boundaries resulting in unsteady
behaviour of the test case. Non-dimensional pressure contours (P=P1) are compared at
tU1=L = 1.
46Fig. 18: Comparison of the `2-norms between the previous study [2, 19] and the current
scheme at 41 points, using the double size domain as the reference solution.
47