Introduction
We assume that / is a measurable, complex-valued function on a measure space (Q,/i). The function | / | can be rearranged to become a nonincreasing function, /*, on [0,oo[, which is equidistributed with | / | and continuous from the right (see, for example, [5, pp. 249-51] ). The Lorentz space A(A, q) (A = X(t) ^ 0, 0 < t < oo, and q > 0) is the collection of all / such that ||/||* >fl < oo, where° dtWo.
T , forg<oo,
I r°s up/*(£)A(J), for q = oo V<>o (see [8, p. 37 
]). We note that if X(t) = t 1 '* then ||/||J fl is just the usual L{p,q)-novm\\f\\* q .
We say that / belongs to the average space A A {X,q,p,r) (A = X(t) ^ 0, 0<q< ao, 0<p< oo, and 0 < r < oo) if ** _ where K = sup{J| f*(t) > 0}. ( We do not exclude the case where K = oo.) For the case where p = r we write ||/||£*p, r = ||/||JJ, r &nd f e A A (X,q,r) when this quantity is finite. Moreover, we shall say that a non-negative function A on ]0, oo[ belongs to the space Q(a 0 , b 0 ), if, for some a < a 0 , and b > b 0 , A(£)tf a is an increasing, and X(t)t b is a decreasing, function of t (see [11 and 12] ). Sometimes we want to say that A e Q(a 0 , b) for some real number b and then we write XeQ(a 0 ,-).
In [11] the present author has stated THEOREM I. Let 0 < q < oo, let f e L [0, 1] , and let c n , for n e Z, be the complex Fourier coefficients of f.
(a)
IfXeQ{-\,-),then ( S (c*nnX(n-i))«n-i) 1/9 < A H/UJ^, (1.1)
where A depends on X and q only. As usual, the sequence (c*)g° is the sequence ( | c n | )^ rearranged in non-increasing order. We note that Theorem I can be seen as a generalization and a refinement of well-known results of Hardy and Littlewood, and Stein (see [14, p. 490 [11] .
The proof of Theorem I depends crucially upon the facts that the Fourier operator F d (f) = (/(n))^ = (cj!^, is a linear mapping of (weak-) type (2,2) (Parseval's relation) and that \c n \ ^ JJ\f(t)\dt, where n eZ. In this paper we shall generalize Theorem I so that the theorem can be applied to more general quasi-linear operators T. As usual, we shall say that an operator T is quasi-linear if T(f+g) is defined whenever T{f) and T(g) are denned and if | T{f+g) | < A( \ Tf \ + \ Tg|), where A is a constant which does not depend on/and g. For such operators we have the following useful estimate:
(see [5, p. 263] ). It is well known that many classical operators (for example, the Hilbert transform, the Fourier transform, fractional integral operators, singular integral operators, and so on) map L(p, q) boundedly into some L{p v q) (see, for example, [5 and 16] ). In particular, the results in this paper will show that the same operators even map A(A, q) boundedly into A(A ls q) (A and A x = A X (A) belong to certain Q-classes).
The main results in this paper can be found in §2. In particular, Theorem 2.1 can be seen as a refinement of a well-known interpolation theorem of Marcinkiewicz, Calder6n, and Hunt (see [5, p. 264] ). The proofs of the main results are carried out in § 3. Some applications and relations to well-known results are pointed out in § 4.
The main results
We shall use the following notation:
\ We note that if 
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The proofs of Theorems 2.1 and 2.3 depend crucially upon some estimates, which we shall state separately as lemmas. Our first lemma is used to estimate the functional 
i/t(t) for some A o e R + and for u e [t, 2t] (t > 0).
Moreover, let 0 < q < oo, 0 < r < oo, and put <p q 
The constant A depends only on A, tp, and q. 
Ait-upo'ls/ao+t-vpi'I^Qi) = AL(t,f).
The proof is complete.
The proof of Lemma 2.5 is based upon the following corresponding result for sequences: 
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Proof. For the case where n 0 = 1 and n x = oo, the lemma has been proved by Leindler [7, p. 279] . The proof of this more general case can be carried out in a similar way, so we omit the details.
Proof of Lemma 2.5. We can make some straightforward calculations to see that the condition ^£^( -, 1 ) ' implies that, for every x > 0,
Therefore, by applying the estimate (3. The proof of (a) follows when we combine this estimate with (3.8).
Analogously, it is easily seen that if <p q e Q(l, -), then, for every x > 0,
JO Jx
Jx/2 Therefore we can use (3.6) and make calculations similar to those above to prove part (b) of the lemma. The hypothesis A e Q( -l/p l f -) implies that and thus, by Lemma 2.5(b) and a trivial estimate,
Proof of Theorem
In view of the definitions of / , y, and X 1 the proof follows by making a change of variables to the integral on the left-hand side of (3.9) and by combining (3.9) (L = K) with (3.10). We conclude that || / \\f 8 ^ B± || /1|£ g for s ^ g and therefore it is sufficient to prove the theorem with $ = q and q\ = oo (* = 0,1).
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The case p x < oo, q < oo. (1,-) and therefore, by Lemma 2.5, the estimate (3.10) and the inequality are satisfied. Hence the proof follows by making a suitable change of variables and by applying (3.9) with L = oo.
The case p x < oo, q = oo. According to Lemma 2.4
For fixed i > 0 w e choose k o eZ such that 2**-1 < (^) 1/r < 2*°. Then, by the hypothesis A e Q( -, -l/p 0 ), 
S (
&o-i
We combine (3.11)-(3.13) and find that, for every t > 0, Therefore, according to the definitions of y and A, the theorem is proved for this case too. The case p x = q x = q = oo. We use the notation from the proof of Lemma 2. 4 
and write f(x) =f v {x)+f v (x).
Then by the hypothesis (2.1) (with i = 1) R -(3-14)
Since ( According to the definition of A x the proof of this case follows when we combine (1.2), (3.14), and (3.15).
The case p x = q x = oo, q < oo. We apply (2.1) (with i = 0) to the function f v (x) and use Lemma 2.5(a) to obtain that
The desired conclusion follows easily from (1.2), (3.14), and (3.16). The proof is complete.
Some applications I. A more general version of Theorem I
We shall state a theorem which, for example, can be applied to the Fourier operators F d (see p. 296) and F c (see this page). LEMMA We use the hypothesis A e Q( -, -1) and find that Therefore, according to Lemma 2.5(a), the integral on the right-hand side of (4.2) is majorized by (A \\f\\* >q ) q . Thus we can make a change of variables in (4.2) and obtain that ||^||* lig ^ ABJf\\l g . On the other hand, suppose that g e A(X lf q). We have that (see [5, p. 270 
Assume that f is an even function, which is non-negative, locally integrable, non-increasing on [0, oo[ andf(x) ->• 0 as x -> oo. Furthermore, suppose that q > 0, g(x) = ffif(s)cosxsds, XGQ(0, -1), and X^t) = tX(l/t). Thenf G A(A,g) if and only if g e A(A ls g).
Proof. Assume that / G A(A, q).
Proof. Assume that n=\. (a) L e t / G A(A, q).
Then h e A(A, q) and the existence of h is guaranteed (see p. 304). Also, by (4.1), \\k\\f ltq < B\\h\\l q = B\\f\\Z q . Conversely we choose h = / * and note that, by assumption, k e A(X x ,q). Therefore we can use Lemma 4.2 to conclude that h G A(A, q). Since h* = f* we find that / G A(A, q) and the proof of (a) is complete.
( Proof. The proof follows easily by applying (4.5) and (4.6), by making partial summations, and by using the fact that we may, without loss of generality, assume that u~* ^ f*(u) ^ u~x and thus <p(t) ~ <p(f*) and 9l (t) ~ 9l (f*) (see [11] 
b) Suppose t h a t / G A(A, q). Put h=f*e A(A, q) and use Lemma 4.2 to see that k e A(X lt q). On the other hand, since n(x) = -h( -x) and A(£) G Q(0, -\) if and only if X x {t) e Q( -\
,
