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Resumo 
A World Wide Web é atualmente considerada a plataforma tecnológica ideal para o desen-
volvimento de aplicações na Internet e intranets corporativas. Na maioria dos casos, essas 
aplicações acessam SGBDRs. O padrão CGI existente é muito ineficiente em períodos 
de grande volume de carga no servidor Web. A natureza do acesso a SGBDs através 
da WWW é completamente diferente das aplicações de bancos de dados tradicionais. A 
diferença básica está no caráter sem estado (stateless) do protocolo HTTP. O conceito 
de sessão de usuário, encontrado em aplicações de bancos de dados tradicionais, não se 
aplica na WWW. 
Esta dissertação compara algumas APis de código aberto usadas para acessar bancos 
de dados heterogêneos. Essas APis são muito usadas no desenvolvimento de aplicações 
de bancos de dados com preservação de estado (statefu0 no contexto da Web. Nessas 
arquiteturas, um pool de conexões persistentes é usado para eliminar o custo associado à 
abertura de uma nova conexão com o SGBD. O ganho de desempenho é medido através de 
uma série de experimentos em que é simulado o tráfego gerado por vários clientes HTTP 
concorrentes. As APis examinadas foram: Java Servlet (JDBC), Per! (DBI) e Python 
(Database API). 
Xl 
Abstract 
The World Wide Web is currently considered the ideal technological platform for the 
development of applications on the Internet and corporate intranets. In the majority 
of the cases, such applications access relational DBMSs. The current CGI standard is 
very inefficient under periods of heavy workload on the Web server. The nature of the 
access to DBMSs through the WWW is quite different from the traditional database 
applications. The basic difference is in the stateless characteristic of the HTTP protocol. 
The user session concept, found in traditional database applications, does not apply on 
theWWW. 
This dissertation compares some open source APis used to access heterogeneous da-
tabases. These APis have often been used for the development of stateful database ap-
plications in the context of the Web. In these architectures, a persistent connection pool 
is used in order to eliminate the cost of establishing new connections to the DBMSs. The 
performance gain is assessed through a series of measurements in which we emulate the 
traffic caused by severa! concurrent HTTP clients. The APis assessed were: Java Servlet 
(JDBC), Per! (DBI) and Python (Database API). 
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Capítulo 1 
Introdução 
A WWW ( World Wíde Web), popularmente conhecida como Web, é atualmente consi-
derada a plataforma tecnológica ideal para o desenvolvimento de aplicações na Internet 
e intranets corporativas. Tais aplicações, em muitos casos, são aplicações que acessam 
SGBDs (Sistemas de Gerenciamento de Bancos de Dados) relacionais. Contudo, a nature-
za do acesso a bancos de dados através da Web é completamente diferente das aplicações 
para bancos de dados tradicionais. A diferença básica está no caráter sem estado ( sta-
teless) do protocolo HTTP. O conceito de sessão de usuário, encontrado em aplicações 
de bancos de dados tradicionais, não é aplicado na Web. Em vez disso, cada interação 
com o servidor de informação é tratada como uma interação totalmente independente da 
interação anterior. 
Aplicações de bancos de dados tradicionais são construídas baseadas em técnicas de 
bancos de dados centralizados ou distribuídos. A maior parte dos bancos de dados distri-
buídos são heterogêneos e interligados por uma LAN (Local Area Network) efou por uma 
WAN ( Wíde Area Network). Embora as técnicas desenvolvidas na integração de bancos de 
dados heterogêneos permitam pessoas acessar sistemas de bancos de dados heterogêneos 
que podem estar geograficamente distribuídos, o desenvolvimento de tais aplicações ainda 
é complexo e custoso. 
Com a Internet globalmente acessível e browsers disponíveis em várias plataformas, 
torna-se possível construir aplicações de bancos de dados baseadas na Web. Uma vez que 
o banco de dados está conectado à Web, ele é acessível de qualquer computador interligado 
à Internet no mundo. Além disso, devido aos browsers estarem disponíveis para a maioria 
das plataformas, eles eliminam a necessidade de se projetar diferentes interfaces através 
de diferentes plataformas. Na Internet é freqüente o caso em que um síte atrai um grande 
número de usuários diariamente, o que normalmente não acontece em uma aplicação de 
bancos de dados tradicional. Além disso, um servidor de bancos de dados normalmente 
tem uma limitação no número de conexões concorrentes, devido aos recursos de hardware 
1 
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ou de restrições de licença do software. 
A maioria dos SGBDs não foi projetada para o ambiente da Internet. Embora esses 
sistemas possuam mecanismos de autorização para controlar o acesso aos dados armaze-
nados no banco de dados, eles normalmente não fornecem um mecanismo de comunicação 
de rede seguro para a transmissão de dados. A maior parte desses sistemas usa sockets 
padrão ou RPC (Remate Procedure CalQ. Quando os sistemas de bancos de dados são in-
terligados com a Internet, o protocolo de comunicação nativo do SGBD se torna vulnerável 
a hackers e curiosos que podem interceptar e até mesmo alterar os dados transmitidos. 
Esse problema não será tratado nesta dissertação. 
1.1 Motivações e Objetivos da Dissertação 
Um programa CGI, também conhecido como gateway, é um processo que é executado no 
servidor Web toda vez que ocorre uma requisição proveniente de um cliente (browser). 
Sempre que o gateway for realizar uma atividade no banco de dados ele abre uma conexão 
com a base de dados, retoma os dados recuperados e termina, não guardando nenhuma 
informação de estado da operação executada. Mais tarde se o mesmo cliente desejar 
realizar uma outra operação na mesma base de dados, o gateway deverá abrir uma outra 
conexão envolvendo uma nova autenticação do usuário e para isso consumirá novamente 
mais recursos do sistema, provocando assim um decréscimo no desempenho do mesmo. 
Verificamos que o projeto da aplicação e as técnicas de bancos de dados tradicionais 
precisam ser reavaliadas no que diz respeito a alcançar uma alta escalabilidade e controle 
sobre o acesso de usuários aos bancos de dados através da Web [LF98, XLF99, LF99]. 
Esta dissertação apresenta uma arquitetura para o desenvolvimento de aplicações de ban-
cos de dados com estado (statefuQ no contexto da Web. Nessa arquitetura, informações 
de estado são mantidas pelo cliente Web (browser) e por um agente de acesso a bancos 
de dados especializado denominado Gerenciador de Aplicações de Bancos de Dados na 
Web (GABDWeb), tornando a aplicação ciente de uma sessão de usuário. Com o uso do 
GABD Web, uma aplicação poderá melhorar o seu desempenho e escalabilidade reutilizan-
do conexões entre várias requisições de um mesmo usuário. Pode-se também, restringir o 
conjunto de usuários que tem permissão de acesso ao sistema. 
A Figura 1.1 mostra o agente GABD Web juntamente com a arquitetura de gateways 
tradicionais. O GABD Web tem a capacidade de preservar informações de estado entre 
consecutivos acessos a um mesmo banco de dados pelo mesmo cliente, eliminando assim 
algumas operações desnecessárias, tais como a re-autenticação de um mesmo usuário. 
O tema da dissertação é direcionado a bancos de dados heterogêneos porque muitas 
empresas de grande porte, por razões históricas, possuem SGBDs de fornecedores dis-
tintos, cada um com uma API (Application Programming Interface) distinta do outro, 
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Figura 1.1: Arquitetura Tradicional com o Agente GABD Web. 
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dificultando o desenvolvimento de aplicações corporativas que necessitem de informações 
contidas nos diversos SGBDs. Uma API genérica e independente do SGBD vem de en-
contro a essas necessidades. 
Os objetivos a serem alcançados nesta dissertação são: 
• Estudo comparativo de diversas propostas abertas para o desenvolvimento de apli-
cações de bancos de dados baseadas na Web; 
• Desenvolvimento de um mecanismo de acesso genérico e persistente a bancos de 
dados (GABD Web), que proverá as funções básicas para acesso persistente a bancos 
de dados heterogêneos (isto é, de fornecedores distintos), utilizando APis de código 
aberto tais como JDBC, DBI e Python Database API; 
• Análise e comparação da arquitetura GABD Web com gateways tradicionais de aces-
so a SGBDs relacionais via Web. 
1.1.1 Sistemas Alvo 
Os sistemas alvo da arquitetura apresentada são aplicações possivelmente complexas de 
bancos de dados, em três níveis (three-tier), tendo como host um único servidor de apli-
cação, podendo acessar simultaneamente diversos bancos de dados em servidores distintos. 
A Figura 1.2 mostra um cenário possível para os sistemas alvo considerados. Existe 
um servidor de aplicação, um ou mais servidores de bancos de dados e vários clientes. 
Normalmente, os clientes estão executando em alguma versão do Microsoft Windows 
(como por exemplo, NT Workstation), mas outros tipos de sistemas operacionais como 
Unix e MacOS também são comuns. Os clientes interagem com o sistema via algum 
browser, sendo o Netscape Navigator e o Microsoft Internet Explorer os mais utilizados. 
Normalmente, existe no lado dos servidores um sistema operacional tal como Unix ou 
Windows NT. Os servidores de bancos de dados proprietários mais comuns são: Oracle, 
Microsoft SQL Server, Informix, Sybase, DB2, dentre outros. 
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Figura 1.2: Cenário Possível dos Sistemas Alvo. 
1.2 Organização da Dissertação 
Esta dissertação está organizada da seguinte forma: 
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• No Capítulo 2 são apresentados os fundamentos necessários à compreensão do resto 
da dissertação, principalmente algumas formas de integração de bancos de dados e 
tecnologias Web; 
• No Capítulo 3 são detalhados trabalhos relacionados com o assunto da dissertação 
(desenvolvimento de aplicações de bancos de dados baseadas na Web); 
• No Capítulo 4 são apresentadas algumas ferramentas de código aberto que podem 
ser usadas no desenvolvimento de aplicações de bancos de dados heterogêneos para 
a Web; 
• No Capítulo 5 é apresentada a arquitetura GABD Web construída a partir das ferra-
mentas de código aberto apresentadas no Capítulo 4; são apresentados os detalhes 
de implementação da arquitetura para o ambiente Java, Per! e Python; 
• No Capítulo 6 são apresentados alguns experimentos para comparar o desempenho 
da arquitetura GABD Web com as arquiteturas de gateways tradicionais; 
• No Capítulo 7 é apresentada uma conclusão das avaliações das arquiteturas de acesso 
a bancos de dados no contexto da Web, um resumo das contribuições e possíveis 
direções futuras; 
• No Apêndice A é feita a validação das técnicas apresentadas na dissertação através 
da implementação de uma aplicação real, denominada agência de viagens Travei. 
Capítulo 2 
Fundamentos 
Este capítulo apresenta conceitos e terminologias necessários à compreensão da disser-
tação. O capítulo está organizado da seguinte forma: a seção 2.1 apresenta o conceito de 
sistemas de código aberto, a seção 2.2 apresenta uma descrição de bancos de dados hete-
rogêneos e a necessidade de integração desses sistemas, a seção 2.3 apresenta os conceitos 
de gerenciamento de conexão e sessão. Por último, a seção 2.4 apresenta as principais 
abordagens utilizadas na integração de bancos de dados e tecnologias Web. 
2.1 Sistemas de Código Aberto 
A idéia básica atrás do software de código aberto ( open source software [Ray]) é simples: 
quando um programador pode ler, redistribuir e modificar parte do código fonte de um 
software, esse se desenvolverá mais rapidamente. Grupos de usuários ajudam no desenvol-
vimento do software, detectando e consertando problemas. Uma vez, que o código fonte 
está exposto aos usuários, os problemas são detectados mais facilmente e resolvidos mais 
rapidamente, aumentando assim a segurança do software. 
A filosofia ou modelo de código aberto é considerada por muitos ser mais eficaz do 
que o modelo tradicional fechado (software proprietário), onde poucos programadores 
têm acesso ao código fonte do software. Uma prova de que essa filosofia funciona é a 
grande aceitação do sistema operacional Linux, das linguagens de programação Java, Perl 
e Python e do servidor Web Apache. 
O conceito de código aberto não significa somente acessar o código fonte de um soft-
ware. Os termos de distribuição devem obedecer aos seguintes critérios [Ray]: 
• Livre distribuição; 
• Deve incluir o código fonte; 
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• Deve permitir alterações no código fonte; 
• Não deve discriminar pessoas ou grupos; 
• Não deve discriminar áreas de possíveis utilização do software. 
Do ponto de vista do usuário é excelente trabalhar com softwares de código aberto. 
Além da segurança e qualidade que são adicionados ao software, o modelo de código aberto 
tem outras vantagens, o cliente não fica na dependência do fornecedor do software e se o 
suporte técnico do fornecedor se tornar oneroso, pode-se contratar outra empresa. 
2.2 Bancos de Dados Heterogêneos 
Organizações privadas, governamentais e acadêmicas movimentam um grande volume de 
informações na execução de suas atividades diárias. A autonomia das atividades organi-
zacionais e as necessidades particulares de cada uma levaram à coexistência de diversos 
SGBDs em uma mesma organização. 
Esses múltiplos SGBDs podem ser baseados em diferentes modelos (como relacional, 
hierárquico ou orientado a objetos) com linguagens e representações diversas, muitas vezes 
para informações similares. Assim a coexistência de diferentes sistemas de bancos de dados 
apresenta-se como natural e inevitável no contexto das corporações. 
2.3 Manutenção de Contexto na Web 
Como definido em [Mal98], um gateway de um SGBD acessível pela Web possui duas 
interfaces, uma com o cliente Web através do servidor Web e a outra com o sistema de 
bancos de dados. A manutenção do contexto em relação ao sistema de bancos de dados 
é chamado gerenciamento de conexão, e a manutenção do contexto em relação ao cliente 
é chamado gerenciamento de sessão: 
• Gerenciamento de Conexão: sistemas de bancos de dados supõem que requi-
sições consecutivas de um único thread ou processo, com uma conexão de banco de 
dados e com o mesmo identificador de usuário, são emitidas pelo mesmo usuário e 
portanto não requerem re-autenticação do usuário. Gateways podem tirar vantagem 
desse aspecto pela criação de um pool de conexões. Essa técnica reduz a taxa de 
abertura de novas conexões com o banco de dados; 
• Gerenciamento de Sessão: usuários esperam o suporte de sessão e não querem 
digitar a mesma informação várias vezes. Para suportar sessões, o gateway tem que 
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ser capaz de identificar quando uma sessão começa e quando termina, ser capaz de 
transmitir um identificador de sessão entre um cliente e o servidor Web, decidir onde 
armazenar o estado da sessão (cliente ou servidor), e saber como manipular erros 
de sessão não esperados. 
2.3.1 Gerenciamento de Conexão 
Nesta subseção, apresentaremos a manutenção de contexto do gateway em relação ao 
SGBD e um outro tipo de manutenção de contexto entre o cliente Web e o servidor Web. 
Gerenciamento de Conexão- GatewayjSGBD 
Com o objetivo de aumentar a escalabilidade de bancos de dados abertos a usuários 
na Internet, é descrita uma estratégia em que as conexões com os bancos de dados são 
compartilhadas entre os usuários. Os clientes Web podem manter suas conexões lógicas 
com um banco de dados através de um pool de conexões físicas compartilhadas. Com isso, 
não apenas um grande número de usuários podem ser beneficiados por uma quantidade 
de recursos físicos limitados, mas também o custo de comunicação de cada cliente será 
reduzido. O processo de conexão a um banco de dados é uma operação cara. Além disso, 
o número de conexões físicas a um banco de dados é normalmente limitado, por razões de 
hardware ou limite no número de licenças do SGBD. Em aplicações de bancos de dados 
na Internet, o número de usuários concorrentes normalmente é muito maior que o número 
de conexões físicas disponíveis. Para atender a um grande número de requisições com um 
tempo de resposta razoável, a técnica de pool de conexões compartilhadas é fortemente 
indicada para essas situações. 
Quando um cliente Web requisita uma conexão, não será criada uma nova conexão 
física com o banco de dados; em vez disso, será retornada uma conexão já aberta do 
pool de conexões compartilhadas. Isto é, quando o cliente submeter uma requisição, uma 
conexão ociosa será recuperada do pool de conexões e atribuída a esse cliente. Depois que a 
requisição completar sua execução, a conexão alocada retornará ao pool de conexões. Desta 
forma, o cliente pode logicamente manter a conexão aberta para as próximas requisições. 
Se não existir conexões disponíveis quando uma requisição do cliente chegar, e não puder 
ser aberta uma nova conexão devido ao número máximo de conexões abertas já ter sido 
alcançado, a requisição será adicionada dentro de uma lista de espera. Quando uma 
conexão for liberada, ela será alocada para a requisição com a maior prioridade na lista 
de espera. 
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Gerenciamento de Conexão- Cliente WebjServidor Web 
Os usuários se preocupam com o tempo de latência da Web. A latência percebida por 
um usuário pode vir de várias fontes. Um servidor Web pode estar demorando um longo 
tempo para processar uma requisição. Isso ocorre se o servidor estiver sobrecarregado ou 
se possuir um acesso a disco lento. Clientes Web também podem adicionar um retardo 
se eles não puderem verificar rapidamente no documento HTML recuperado que outros 
objetos também deverão ser recuperados e mostrados ao usuário. O tempo de recuperação 
de documentos Web também depende do tempo de latência da rede. O protocolo HTTP 
1.0 [BLFF96], atualmente usado na Web, é simples, mas está longe de ser considerado 
ótimo em relação à latência fornecida. 
A Figura 2.1 mostra como ocorre a troca de pacotes para a recuperação de um do-
cumento HTML com pelo menos uma imagem. A troca de informações entre o cliente 
( browser) e o servidor W eb acontece da seguinte forma: 
1. O cliente abre uma conexão TCP, resultando em uma troca de pacotes SYN; 
2. O cliente transmite uma requisição ao servidor, o servidor pode ter que ler dados 
do disco para responder à requisição do cliente, transmite a resposta para o cliente 
e fecha a conexão TCP [Pos81]; 
3. Depois de verificar no documento recebido se há algum objeto a ser recuperado, o 
cliente abre uma nova conexão para o servidor, resultando em mais trocas de pacotes 
SYN; 
4. O cliente novamente faz uma requisição HTTP, desta vez para o primeiro objeto a 
ser recuperado. Uma nova requisição deve ser gerada pelo cliente para cada objeto 
a ser recuperado. 
Devido ao fato do cliente abrir uma nova conexão para cada requisição HTTP, são 
inseridos custos à latência da rede: 
1. O estabelecimento de uma nova conexão requer alocação de novos números de por-
tas, alocação de recursos e criação de estruturas de dados apropriadas; 
2. A Web claramente necessita de alguma forma de autenticação, possivelmente crip-
tografia, para garantir a privacidade e integridade dos dados. Assim, fica extre-
mamente caro realizar uma nova autenticação para cada requisição HTTP de um 
mesmo cliente. 
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Vários pesquisadores (PM94, Hei97, PM96, NGBS+97] têm analisado as ineficiências 
no uso da rede pelo protocolo HTTP 1.0 e têm proposto várias modificações para reduzir 
significativamente o tempo de latência. 
Como o pequeno tempo de vida de uma conexão TCP causa um problema de desem-
penho, foi proposta em (Mog95, Pad95] uma mudança simples no protocolo HTTP 1.0: 
usar uma única conexão TCP com um tempo de vida maior durante várias requisições 
HTTP. A conexão permanece aberta para todos os objetos e documentos HTML que o 
cliente deseja recuperar do mesmo servidor. O protocolo HTTP 1.1 (FGM+97] utiliza 
essas idéias para definir um mecanismo de conexão persistente que resolve o mesmo pro-
blema. O mecanismo de conexão persistente (P-HTTP), usado no protocolo HTTP 1.1, 
evita a abertura de novas conexões TCP, e com isso, evita a troca desnecessária de pacotes 
entre o servidor e o cliente. 
A Figura 2.2 mostra a recuperação de documentos da mesma forma que na Figura 
2.1, exceto que o cliente já possui uma conexão TCP aberta para o servidor e a conexão 
não é fechada no fim da requisição HTTP. Para a conexão ter um longo tempo de vida, 
devem ser feitas algumas mudanças no comportamento do cliente e do servidor. 
O cliente poderá manter um conjunto de conexões TCP abertas, uma para cada ser-
vidor com que tenha se comunicado recentemente. O cliente quando julgar necessário 
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O servidor também poderá manter um conjunto de conexões TCP abertas. O servidor 
deverá ser capaz de limitar o número de conexões abertas para manter recursos suficientes 
para o processamento de novas requisições. O servidor poderá fechar uma conexão quando 
ocorrer um dos seguintes casos: 
1. O número de conexões abertas exceder um limite máximo estabelecido; 
2. Uma conexão ficar ociosa por mais tempo que um dado timeout. 
No caso de uma requisição ter sido transmitida por um cliente mas ainda não ter sido 
recebida pelo servidor, o servidor poderá decidir fechar a conexão. Por isso, o cliente 
deverá ser capaz de restabelecer a conexão e refazer a requisição HTTP. 
O método de conexão persistente (HTTP 1.1) tem inúmeras vantagens sobre o proto-
colo HTTP 1.0, tais como: 
1. Devido ao fato de serem abertas e fechadas um número menor de conexões TCP, é 
utilizado menos tempo de CPU e menos memória; 
2. Requisições e respostas HTTP podem ser "pipelinei!' em uma umca conexão, is-
to é, um cliente pode fazer múltiplas requisições sem esperar por cada resposta, 
permitindo uma única conexão TCP ser usada mais eficientemente; 
3. O congestionamento da rede é reduzido por diminuir o número de pacotes gerados 
pela abertura de uma nova conexão TCP. 
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2.3.2 Gerenciamento de Sessão 
A natureza sem estado (stateless) do protocolo HTTP [BLFF96] continua a ser um pro-
blema no desenvolvimento de aplicações na Web. A comunicação entre um cliente W eb 
e um servidor, através do protocolo HTTP, não mantém informações de estado. Isto 
significa que toda requisição de um cliente a um servidor é tratada independentemente 
das anteriores. Informações de conexões anteriores não são mantidas para uso em co-
nexões futuras. Muitas vezes, é essencial manter informações de estado entre consecutivas 
interações cliente/servidor, corno por exemplo, o conteúdo de um carrinho de compras 
enquanto o cliente está passeando por um supermercado virtual para fazer compras. 
Mecanismos de Gerenciamento de Estado 
Os métodos que veremos nesta subseção representam as informações de estado atribuindo 
valores a variáveis conhecidas corno variáveis de estado. A preservação de estado na Web 
pode ser feita de várias formas e baseada em vários componentes de software. Algumas 
abordagens sugerem que somente o servidor mantenha traços de ações do usuário enquanto 
outras requerem o envolvimento ativo do browser. 
Alguns dos métodos de preservação de estado propostos na literatura são: 
• Cookies, urna extensão do protocolo HTTP proposto pela Netscape e padronizado 
no RFC 2109 [KM97]; 
• Variáveis escondidas em formulários HTML; 
• Argumentos embutidos dinamicamente na URL [Iye97a). 
Cookies 
O RFC 2109 [KM97) define um mecanismo de gerenciamento de estado que é aplicado 
entre clientes ( browsers) e servidor Web. O RFC 2109 resultou de propostas em [Kri98, 
Moo99, KM98) que especificam urna maneira de criar sessões de estado com requisições 
e respostas HTTP. São especificados dois novos cabeçalhos HTTP (headers), Cookie e 
S et- Cookie, que carregam informações de estado entre o servidor Web e o cliente. 
Eles têm definições sintáticas comuns envolvendo o par atributo-valor. O servidor Web 
inicializa urna sessão se desejar manter o estado, retornando um cabeçalho de resposta 
Set-Cookie. O cliente se desejar continuar a sessão deverá retornar para o servidor um 
cabeçalho de resposta Cookie. O servidor pode ignorar esse cabeçalho ou usá-lo para 
determinar o estado corrente da sessão. O servidor pode fechar uma sessão enviando para 
o cliente um cabeçalho Set-Cookie com o atributo Max-Age = O. O valor desse atributo 
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é delta-segundos, o tempo de vida do cookie em segundos. Quando o tempo de vida do 
cookie atingir delta-segundos o cliente descartará o cookie. Um valor zero significa que o 
cookie será descartado imediatamente. 
O cliente mantém informações de estado que chegam via cabeçalho de resposta Set-
Cookie de cada servidor Web (distinguido pelo nome ou endereço IP e número da porta). 
Para prevenir possíveis violações de segurança ou privacidade, o cliente pode rejeitar um 
cookie. 
Na prática os clientes têm um limite para o número e tamanho dos cookies que eles 
podem armazenar. O cliente tentará armazenar todos os cookies que forem freqüentemente 
usados. 
O cliente deverá satisfazer as seguintes condições: 
1. Armazenar pelo menos 300 cookies; 
2. Armazenar pelo menos 4096 bytes por cookie; 
3. Armazenar pelo menos 20 cookies para um único host ou domínio. 
O servidor não espera que o cliente seja capaz de exceder esse limite. Quando o limite 
dos 300 cookies ou os 20 cookies por servidor for excedido, o cliente removerá o cookie me-
nos recentemente usado. Um exemplo da utilização de cookies [Iye97a] onde um browser 
recebe o seguinte cookie do servidor: 
Set-Cookie: USERID=EDMAR; path=/dir1; expires= Wednesday, 28-Feb-2001 23:59:59 GMT 
Esse cookie contém o valor para a variável USERID. Quando o cliente requisitar uma 
URL do servidor sob o path "/ dir 1", o seguinte cookie será enviado ao servidor: 
Cookie: USERID=EDMAR 
Nesse exemplo, o cookie expira às 23:59:59 horas do dia 28 de fevereiro de 2001. Se a 
data e hora de expiração não forem fornecidos, um cookie expira quando a sessão do 
browser termina. 
Formulários HTML 
Um método comum para manipular estado na Web envolve o uso de formulários HTML 
(HyperText Markup Language). Os servidores respondem a requisições de clientes com 
formulários HTML gerados dinamicamente contendo informações de estado embutidas 
em variáveis escondidas. Esses formulários HTML são tipicamente criados por programas 
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CGI. As variáveis escondidas são passadas de volta para o servidor quando o cliente 
submete o formulário. 
Para ilustrar, suponha que um servidor está se comunicando com um cliente. O 
cliente se identifica junto ao servidor para que o acesso a sua conta seja permitido. Após 
essa identificação inicial, o servidor manterá alguma informação de estado para que o 
cliente não tenha que se identificar em todas as transações. Com formulários HTML, o 
servidor responde a toda requisição de cliente com um formulário gerado dinamicamente 
contendo o identificador do usuário como um argumento escondido. Quando o cliente 
submeter o formulário, o servidor identificará o cliente através do identificador de usuário 
do argumento escondido. A informação de estado é portanto passada entre o servidor e o 
cliente, enquanto a sessão de usuário for válida. 
Essa abordagem limita os tipos de interações que são possíveis entre um cliente e um 
servidor enquanto o estado é preservado. O servidor deve sempre responder ao cliente 
com um formulário HTML gerado dinamicamente contendo variáveis escondidas, e não 
existe forma de preservar estado, por exemplo, quando o cliente está navegando entre 
documentos HTML estáticos. 
Argumentos Embutidos Dinamicamente 
Argumentos embutidos dinamicamente modificam línks hipertexto para adicionar infor-
mações de estado [Iye97b, ID98]. Links hipertexto são alterados para invocar um programa 
especial conhecido como argument embedder. Esse programa passa as variáveis de estado 
para todos os gateways invocados pela aplicação. 
Por exemplo, suponha que embed é o nome do script no qual é implementado o ar-
gument embedder. A aplicação deseja preservar as variáveis de estado x=32 e y=77. 
Portanto, um línk para um arquivo HTML: 
<a href="http:lldavinci.unicamp.brlmain.html"> 
será modificado para: 
<a href="http: I I davínci. unicamp. br I cgi-binl embed?url=http:l I davinci. unicamp. br 
lmain.html&x=32&y=77"> 
Quando este link é selecionado, embed modificará os links no arquivo main.html para 
invocar o script embed com a URL original e as variáveis de estado como argumentos. 
Um link para um programa CGI: 
<a href="http:l ldavinci. unicamp.br lcgi-binlprog?argl =55"> 
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será modificado para: 
<a href=" http:l I davinci. unicamp. br I cgi-binl embed?url=http:l I davinci. unicamp. br 
1 cgi-binlprog&argl =55& comma=l &x= 32&y=77"> 
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A string comma=l permite embed distinguir o argumento original argl das variáveis 
de estado x e y. Se existe o perigo de comma entrar em conflito com uma outra variável 
de mesmo nome, um método mais sofisticado deverá ser usado para escolher um nome 
de variável único em vez de comma. Quando esse link é selecionado, embed invocará 
prog com o argumento original argl juntamente com as variáveis de estado x e y. Embed 
então modificará os links na saída de prog para recursivamente invocar embed com a URL 
original e as variáveis de estado como argumentos. 
Uma aplicação Web pode impedir que variáveis de estado sejam propagadas para um 
link colocando o comentário <f-NO_STATE-> antes do link hipertexto. 
Comparação dos Mecanismos de Gerenciamento de Estado 
A seguir é realizada uma análise dos mecanismos de gerenciamento de estado estudados 
nesta seção; são apresentadas as vantagens e desvantagens de cada mecanismo com relação 
a: compatibilidade, tempo de vida das variáveis de estado, desempenho e segurança. 
Compatibilidade 
Primeiro, com relação à compatibilidade com o protocolo HTTP, formulários HTML e 
argumentos embutidos dinamicamente trabalham com qualquer browser e servidor Web 
que suportam HTTP. No entanto, cookies não são padronizados e requerem suporte espe-
cial e autorização por parte dos browsers e servidores Web. Segundo, formulários HTML 
podem manter estado somente quando todas as respostas do servidor são formulários ge-
rados dinamicamente. Essa limitação compromete a utilidade desse método para uma 
grande classe de aplicações. Em contraste, cookies e argumentos embutidos dinamica-
mente podem preservar estado em aplicações que retornam páginas HTML estáticas ou 
dinâmicas. 
A maioria dos browsers que suportam cookies permite aos usuários a configuração de 
rejeição dos cookies. A aplicação que depende de cookies para a preservação de estado 
não trabalhará corretamente se o browser do usuário não estiver configurado para aceitar 
cookies. Em contraste, não existe registro de qualquer browser que possa desabilitar o uso 
de formulários HTML ou argumentos embutidos dinamicamente. 
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Tempo de Vida das Variáveis de Estado 
A aplicação Web que cria um cookie deve especificar uma data e hora de expiração do 
cookie. Isso pode ser um problema, pois é impossível saber quanto tempo o usuário ficará 
visualizando as páginas HTML. Se a data de expiração for muito próxima, a informação 
de estado pode ser invalidada no meio de uma aplicação; se a data de expiração estiver 
muito longe, cookies com informação de estado persistirão e confundirão outras aplicações 
(ou a mesma aplicação se os cookies não forem invalidados). Como regra, informações 
de estado confidenciais não terão um tempo de vida maior do que o tempo de vida da 
aplicação. Longos tempos de vida para tais dados introduzem riscos de segurança. 
Variáveis de estado mantidas por formulários HTML e argumentos embutidos dina-
micamente são uma parte integral da aplicação Web, e portanto datas de expiração não 
têm que ser especificadas. As variáveis de estado não expirarão no meio de uma aplicação 
ou permanecerão depois que a aplicação tiver sido finalizada. Formulários HTML e ar-
gumentos embutidos dinamicamente não dependem da corretude do sistema de clock do 
servidor e da máquina cliente, já os cookies dependem fortemente. Se o clock do servidor 
ou da máquina cliente estiverem incorretos, cookies não trabalharão corretamente. 
Por outro lado, existem situações onde é desejável ter variáveis de estado expirando 
enquanto um browser ainda está visualizando páginas HTML que foram retornadas pela 
aplicação. Enquanto cookies lidam com essa situação naturalmente, formulários HTML 
e argumentos embutidos dinamicamente podem ser usados somente se a expiração das 
variáveis de estado for manuseada no nível de aplicação. Existem também situações onde 
variáveis de estado serão preservadas depois de uma aplicação ter sido finalizada. Para 
essas situações, somente cookies podem ser usados. 
Desempenho 
Cookies exigem pouca sobrecarga no servidor e, por isso, possuem um melhor desempenho 
entre as técnicas mencionadas. A principal causa de sobrecarga em formulários HTML e 
argumentos embutidos dinamicamente resulta da invocação de programas CGI para criar 
cada página, desde que ambas técnicas requerem que todas as páginas sejam geradas di-
namicamente pelo servidor. CGI é tipicamente implementado pela criação de um processo 
separado que termina depois que o programa CGI é finalizado; esse mecanismo exige uma 
alta sobrecarga no servidor Web. 
Existe um grande número de técnicas promissoras, como as que veremos na subseção 
2.4, que permitem clientes executar programas no servidor sem criar novos processos para 
cada requisição. Uma abordagem é executar programas no servidor como parte do próprio 
servidor Web; uma outra abordagem é criar um pool de processos ou threads. O NSAPI 
(Netscape Server API) e o ISAPI (Internet Server API) da Microsoft usam a primeira 
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abordagem, enquanto FastCGI da Open Market usa a segunda abordagem. Com essas 
abordagens, a sobrecarga na utilização de formulários HTML e argumentos embutidos 
dinamicamente na preservação de estado diminuirá consideravelmente. 
Segurança 
Clientes e servidores Web freqüentemente precisam se comunicar seguramente sobre a 
WWW para evitar que usuários maliciosos obtenham informações confidenciais. SSL 
(Secure Sockets Layer) [Corb] da Netscape é um sistema de criptografia comumente usado 
fornecendo comunicação segura sobre a Internet. 
Cookies, formulários HTML e argumentos embutidos dinamicamente todos suportam 
SSL; assim, variáveis de estado podem ser criptografadas antes delas serem enviadas 
através da Internet. SSL previne outros usuários de obter o identificador de sessão e rea-
lizar transações não autorizadas. A vantagem de se usar identificador de sessão em vez da 
password do cliente como uma variável de estado para autenticação é que as passwords são 
transmitidas através da rede uma única vez durante a autenticação inicial (identificação 
junto à aplicação) do usuário, assim é dado uma proteção extra à aplicação. S-HTTP 
(Secure HTTP) [EIT], da Enterprise Integration Technologies, é um outro sistema de 
criptografia bem conhecido que não é usado tão freqüentemente quanto SSL. Formulários 
HTML e argumentos embutidos dinamicamente também suportam S-HTTP. 
Com formulários HTML, cada formulário dinâmico pode passar variáveis de estado 
para apenas uma URL. Com cookíes e argumentos embutidos dinamicamente, os usuários 
podem continuar uma sessão pela seleção de uma grande variedade de links hipertexto 
[Iye97b]. Cookies e argumentos embutidos dinamicamente têm a capacidade de evitar a 
transmissão não criptografada de variáveis de estado através de links considerados inse-
guros. 
É possível que cookies sejam passados para uma URL de um usuário malicioso que não 
faz parte da aplicação. Formulários HTML e argumentos embutidos dinamicamente pas-
sam variáveis de estado somente para sites que fazem parte da aplicação. Uma aplicação 
também pode receber um cookie criado por uma aplicação não conhecida, se a aplicação 
está esperando um cookie com o mesmo nome, resultará em um procedimento incorreto. 
Devido aos cookies serem armazenados em disco, eles também podem causar problemas 
se o disco da máquina cliente é acessível a pessoas maliciosas. Formulários HTML e 
argumentos embutidos dinamicamente podem ser confiáveis nessa situação somente se 
o mecanismo de cache em disco estiver desabilitado e o cliente não armazenar no disco 
páginas HTML com informações confidenciais [Iye97b]. 
Para reduzir o risco dos identificadores de sessões serem roubados, o sistema pode 
periodicamente gerar novos identificadores para um cliente fazendo várias transações du-
rante uma única sessão. No modo mais seguro, um novo identificador de sessão é gerado 
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depois de cada transação. Uma característica que também pode ser utilizada é registrar 
o endereço IP do cliente quando ele se autenticar pela primeira vez. Desta forma, em 
requisições futuras o sistema verificará se o endereço IP do cliente é igual ao endereço 
registrado pelo sistema. Se o IP não conferir o cliente terá que se identificar novamente, 
aumentando dessa forma a segurança no acesso à aplicação. 
2.4 Integração de Bancos de Dados e Tecnologias Web 
A Web é largamente baseada na tecnologia de sistemas de arquivos, que funciona bem 
com documentos estáticos e de natureza de leitura apenas (read-only). Contudo, com o 
grande aumento de fontes de informação, saber da existência e localização de informações, 
assim como uma forma de recuperá-las, têm tornado difícil para o usuário gerenciar e 
acessar as informações na Web. Sob tal circunstância, a tecnologia de sistemas de arquivos 
convencional está longe de ser a forma adequada para organizar, armazenar e acessar uma 
grande quantidade de informações na Web. Portanto, muitos dos grandes sites (provedores 
de informações) estão usando a tecnologia de bancos de dados para gerenciar essa grande 
quantidade de dados. 
A tecnologia de bancos de dados tem sido a mais usada no campo de gerenciamen-
to de informações. Essa tecnologia é muito eficiente na organização, armazenamento e 
recuperação de dados. Em [Per95a, Kra97, Mal98] são fornecidas análises das principais 
abordagens para a integração de bancos de dados com as tecnologias Web. Basicamente, 
elas podem ser divididas em três categorias: abordagem server-side (lado do servidor), 
abordagem client-side (lado do cliente) e abordagem middle-layer (camada intermediária). 
A Figura 2.3 mostra algumas das formas de disponibilizar informações através da Web 
usando as abordagens citadas anteriormente: páginas HTML estáticas (arcos 1-4), Java 
applets (arcos 5-8) e geração dinâmica de páginas HTML usando scripts CGI (arcos 9-13). 
2.4.1 Abordagem Server-Síde 
A abordagem server-side é focalizada em estender as funcionalidades do servidor Web. 
Os métodos usados incluem o CGI ( Common Gateway Interface), Gateways como Servi-
dores Stand Alone, SSI (Server Side Includes) e SAPI (Server Application Programming 
Interface). 
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Figura 2.3: Usando Páginas HTML Estáticas, Java Applets e Scripts CGI. 
Common Gateway Interface 
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O método mais antigo e comum é usar o protocolo CGI [NCS] e programas gateways ex-
ternos. CGI é um padrão para a interface de programas gateways externos com servidores 
Web. Um programa gateway, também conhecido como script CGI, é executado no lado 
do servidor. 
Cada vez que é feita uma requisição a um documento dinâmico, o servidor Web cria um 
novo processo e carrega o interpretador da linguagem do script. Esse carrega o script apro-
priado, o executa, retoma a informação requerida para o usuário e termina [LDWN96]. 
Esse ciclo é aceitável em algumas situações, mas existem muitas nas quais isso não pode 
ser aceito. Por exemplo, quando as requisições são freqüentes e o tempo de processamento 
útil (execução do script) for pequeno comparado com o tempo de carga do interpretador. 
A carga do interpretador da linguagem e a criação de um novo processo para cada requi-
sição do script são muito caros, pois consomem muitos recursos do servidor, tais como 
2.4. Integração de Bancos de Dados e Tecnologias Web 19 
memória RAM e tempo de processamento. Essa característica torna inviável em muitos 
casos a utilização do mecanismo CGI. 
CGI fornece um método simples e genérico de executar programas no lado do servidor 
Web [NS96]. Scripts CGI podem ser implementados em várias linguagens de progra-
mação. Para garantir portabilidade da aplicação no lado do servidor, o script CGI pode 
ser implementado em C, Java, Per! ou Python, por exemplo. A interface CGI tem mui-
tas vantagens, incluindo portabilidade entre servidores Web e grande disponibilidade de 
programas gateways de código aberto e de ferramentas de desenvolvimento. 
Gateways como Servidores Stand Alone 
Para superar os problemas do CGI, outro método usado é estabelecer gateways como ser-
vidores que funcionam independentemente do servidor Web. A maioria dos vendedores 
de bancos de dados usa essa abordagem para desenvolver servidores de bancos de dados 
baseados na Web com um alto desempenho. Desde que os servidores Web podem ser oti-
mizados para interagir diretamente com os SGBDs, uma grande melhora de desempenho 
pode ser alcançada. O problema é que esses servidores normalmente são dedicados a um 
SGBD particular. Alguns vendedores requerem até mesmo seus próprios browsers para 
atuar como clientes. Para uma organização com sistemas legados de vários vendedores, 
essa é uma abordagem muito cara, pois requer diferentes servidores e browsers para siste-
mas diferentes. Além disso, ocorrerão problemas de integração no acesso a vários bancos 
de dados heterogêneos [Per95a, Per95b]. 
Server Side lncludes 
Um SSI consiste de uma seqüência especial de caracteres (tokens) embutidos em um 
documento HTML. Antes do documento ser enviado do servidor Web para o cliente que 
fez a requisição, o documento HTML é primeiro examinado pelo servidor à procura desses 
tokens. Quando um token é encontrado, o servidor interpreta a instrução no token e 
executa uma ação de acordo com a instrução, que pode ser um acesso a banco de dados. Os 
dados resultantes recuperados do banco de dados são então incluídos dentro do documento 
HTML e enviados ao cliente. Um dos problemas dessa abordagem é que o resultado obtido 
é limitado a somente um único documento com todos os dados nele. Além disso, o servidor 
percorrer o documento HTML à procura de tokens pode ser uma operação muito cara. 
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Server Application Programming Interface 
Este método acrescenta ao servidor Web uma interface conhecida como SAPI. Essa interfa-
ce consiste de uma biblioteca (Dynamic Linkable Library) que contém rotinas executáveis 
necessárias para a interface com diferentes sistemas de informação legados. A função das 
rotinas de uma DLL é a mesma que a de um programa gateway. Diferente dos programas 
externos, essas rotinas são carregadas no mesmo espaço de endereçamento do servidor 
Web. Com isso, existe uma sobrecarga mínima associado à execução dessas rotinas, pois 
não existe o custo de criação de um novo processo para cada requisição. Além disso, 
somente as funções ativas permanecem na memória. Como resultado, o desempenho do 
servidor é melhorado significativamente. Filtros SAPI podem ser usados para aplicações 
tais como autenticação personalizada, acesso ou logging. NSAPI (Netscape Application 
Programming Interface) e Microsoft ISAPI (Internet Information Server Application Pro-
grammíng Interface) são dois exemplos desse método. 
2.4.2 Abordagem Client-Side 
A abordagem server-síde limita a interação do usuário com a aplicação, pois todo o 
processamento ocorre no lado do servidor. Para suportar aplicações mais complexas (por 
exemplo, atualizações em várias tabelas de bancos de dados que são requisitadas em 
diferentes formulários) uma abordagem conhecida como clíent-síde foi desenvolvida. Essa 
abordagem aumenta a interatividade entre os clientes e os SGBDs. A idéia é distribuir 
a aplicação e enviá-la para o cliente. O cliente então executa o código localmente. Uma 
forma simples é enviar um programa compilado para ser executado na máquina do cliente. 
Essa abordagem permite um melhor desempenho e uma alta escalabilidade, pois a carga 
do servidor Web pode ser reduzida. A execução local também pode ser útil em casos 
onde é necessário interagir com um dispositivo local para o qual não existe um protocolo 
de rede disponível. De qualquer forma, esse tipo de abordagem requer mecanismos de 
controle de acesso adicionais, que normalmente incluem procedimentos de autenticação, 
controle de segurança e manutenção de integridade no computador do cliente. 
Uma recente tendência na programação para a Internet é o uso da linguagem Java. 
O código Java é robusto, fácil de usar, fácil de entender e pode ser carregado automati-
camente sobre a rede. É uma excelente linguagem para o desenvolvimento de aplicações 
baseadas na Web. Um dos motivos da proliferação de programas Java escritos para a Web 
é que Java permite uma melhor interação com sistemas de bancos de dados. Java supera 
as limitações da característica sem estado do protocolo HTTP. Com um browser Web que 
possui uma MVJ (Máquina Virtual Java) embutida, o cliente pode abrir uma conexão 
diretamente com o servidor de bancos de dados [Dua96]. Outras linguagens script, como 
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JavaScript, também podem ser interpretadas e executadas pelo cliente (browser), permi-
tindo maior interatividade e ao mesmo tempo evitando comunicação através da Internet. 
2.4.3 Abordagem Middle-Layer 
A abordagem middle-layer permite a integração de fontes de dados heterogêneas e distri-
buídas sobre a Web [BBH+99]. Uma das técnicas de middle-layer é baseada em CORBA 
( Common Object Request Broker Architecture). Desenvolvido pelo OMG ( Object Ma-
nagement Group), CORBA é um padrão para objetos distribuídos. CORBA fornece um 
mecanismo para objetos fazerem requisições e receberem respostas de forma transparente. 
CORBA ORB é um framework que suporta interoperabilidade entre objetos, construídos 
em diferentes linguagens de programação e executando sobre diferentes máquinas em am-
bientes distribuídos heterogêneos. 
Dois métodos baseados em CORBA [Kra97] podem ser desenvolvidos para acessar 
bancos de dados via Web: 
1. Scripts CGI atuando como clientes CORBA 
Esses clientes CORBA executando no servidor Web chamam um servidor CORBA 
que acessa os sistemas de bancos de dados; 
2. Clientes Web atuando como clientes CORBA 
Uma comunicação direta entre um cliente Web e um servidor CORBA é estabelecida 
através do IIOP (Internet Inter ORE ProtocoO. 
Dentre as abordagens para a integração de bancos de dados com as tecnologias W eb 
apresentadas nesse capítulo, a mais utilizada em aplicações reais é a abordagem server-
side. Por esse motivo, optou-se por se trabalhar com essa abordagem. A abordagem 
server-side apesar de limitar a interação do usuário com a aplicação, ela fornece mais 
segurança ao cliente do que a abordagem client-side. Isso ocorre, porque todo o proces-
samento da aplicação é realizado no lado do servidor. 
No desenvolvimento de aplicações comerciais, as três abordagens também podem ser 
combinadas para construir uma aplicação com as melhores características de cada uma 
das abordagens. 
Capítulo 3 
Trabalhos Relacionados 
Este capítulo apresenta alguns trabalhos relacionados com o assunto da dissertação. 
V árias das técnicas apresentadas aqui são utilizadas no desenvolvimento da ferramen-
ta proposta neste trabalho (GABD Web). 
3.1 Gerenciador de Navegação 
Características Abordadas 
Controle de Diálogo 
Em sistemas baseados na Web, para cada página acessada, existem dois tipos de eventos 
que podem ser disparados pelo usuário: eventos que levam a aplicação a outra página e 
eventos que têm aquela página como escopo [AD99a]. 
Não se deve impor nenhuma restrição aos eventos que não levem à transição de páginas, 
pois o browser os controla facilmente. Embora, às vezes, seja muito difícil implementar o 
diálogo desejado devido às limitações da linguagem HTML. 
Contudo, eventos que causem transição de páginas devem ser controlados cuidadosa-
mente por um mecanismo de controle de navegação. Infelizmente, não existe suporte para 
esse controle nem na linguagem HTML nem no protocolo HTTP. Por exemplo, não existe 
mecanismo para assegurar que um usuário chegue a uma página específica seguindo um 
caminho de navegação conhecido e permitido. Também, não existe mecanismo para evitar 
o bookmarking de páginas (acessar uma página diretamente através de uma URL armaze-
nada anteriormente). Isso é um problema, pois o diálogo de algumas páginas requer ações 
passadas tomadas em outras páginas. 
A falta de estado no protocolo HTTP tem, pelo menos, duas conseqüências diretas: 
dificulta o controle de acesso às informações e o controle do diálogo. A noção de estado 
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deve ser simulada pois os usuários estão acostumados a sistemas nos quais esta é uma 
característica intrínseca. 
Perfis de Usuário 
O controle de acesso às informações no protocolo HTTP foi desenhado para um protocolo 
sem estado e, como tal, protege apenas páginas individuais de acessos indevidos. Essa 
não é uma abordagem aceitável para sistemas interativos com muitos usuários, pois uma 
enorme quantidade de permissões devem ser atribuídas; isto porque para cada requisição 
de um usuário o sistema deverá validar o seu acesso às informações. 
Sistemas reais têm o conceito de perfil de usuário. O conjunto de perfis de usuário 
em uma aplicação representa as categorias nas quais o usuário se enquadra como, por 
exemplo, gerentes, compradores, planejadores, etc. É possível que um usuário específico 
pertença a múltiplos perfis simultaneamente. Assim, a abordagem correta para o controle 
de acesso às informações é deixar o usuário herdar o acesso a uma dada página via seu 
conjunto de perfis [AD99a]. 
ldempotência do Protocolo HTTP 
Como já foi dito, o protocolo HTTP foi inicialmente projetado para processamento de 
documentos estáticos. Nesse cenário, a idempotência realmente faz sentido; não existe 
risco se a mesma requisição for processada várias vezes, pois a cada vez, o resultado 
será o mesmo. Contudo, quando se está tratando com informação dinâmica não se pode 
assumir idempotência. 
Os botões de submit e back do browser são as principais fontes de problemas de idem-
potência. Por exemplo, se o usuário pressionar várias vezes o botão submit em um for-
mulário, a mesma ação será tomada a cada pressionamento, com efeitos indesejáveis. 
O tratamento de idempotência, quando requerido, pode ser conseguido através do 
controle da navegação entre páginas. Por exemplo, pode-se proibir transições de uma 
página não idempotente para ela mesma [AD99b]. 
Arquitetura do Gerenciador de Navegação 
Em [AD99a, AD99b] é proposta uma arquitetura em três níveis (three-tier) voltada para 
aplicações de bancos de dados tendo como host um único servidor de aplicação, podendo 
acessar simultaneamente diversos bancos de dados em servidores distintos e possivelmente 
heterogêneos. Essa arquitetura é fácil de implementar e tem um excelente ganho em 
desempenho, confiabilidade, segurança e escalabilidade. 
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Grafo de Navegação 
Considerando as dificuldades citadas anteriormente, é proposto em [AD99a] um geren-
ciador de navegação baseado em um grafo conexo, orientado e colorido, no qual os nós 
representam páginas Web, as arestas representam transições entre páginas, e as cores re-
presentam os perfis dos usuários. É possível que um nó particular seja multi-colorido e que 
esse tipo de grafo seja bastante complexo. Tudo depende da aplicação a ser desenvolvida. 
A Figura 3.1 mostra um possível grafo de navegação para a arquitetura. 
Item 
Quantidade 
Ordem de Produção (OP) 
Cancelamento de OP 
Sair 
OK I I Cancela I Ajuda 
OP 
OK !Cancela I 
E: Estado 
C: Cor(P= Planejador, S =Supervisor) 
Figura 3.1: Exemplo de Grafo de Navegação. 
Logln 
Password 
OK 
Ajuda ·--··-·-·· .. -·-
OK 
Grafos orientados e conexos são ferramentas formais, compreensíveis e autocontidos 
para especificar e validar a navegação entre páginas e flexíveis o suficiente para serem 
modificados durante a etapa de projeto da aplicação. Além disso, tornam possíveis a 
simulação de estado e controle de segurança em tempo de execução. Deve ser notado que, 
embora o mecanismo de controle de navegação gerencie a transição entre páginas, ele não 
se importa com os eventos que causaram essas transições. Isso é tarefa da implementação 
do diálogo. 
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Cada sessão ativa de usuário possui um token (identificador de sessão) associado, que 
identifica as sessões para a aplicação. Como o protocolo HTTP não mantém estado, esse 
token deve ser sempre passado do browser para a aplicação e vice-versa. O mecanismo 
de controle de estado usado pela aplicação é o cookie. Esse token é gerado sempre que o 
usuário se identifica para a aplicação no nó inicial (tela de login). Todos os outros nós 
são descendentes do nó inicial, isto é, para cada nó existe um caminho conexo orientado 
ligando o nó inicial ao nó em questão. 
Quando o usuário, em um nó particular, toma uma ação que o leva a um outro nó, 
entra em cena o mecanismo de validação da navegação. A transição será permitida se, e 
somente se, o nó destino for um descendente direto do nó origem e o conjunto de perfis 
(cores) do nó destino incluir pelo menos urna cor do conjunto de cores do usuário. A 
Figura 3.2 [AD99b] mostra a condição de validação de uma transição. 
3 EDGE(SOURCE, DESTINATION) && 
NODE-PROFILE-SET{DESTINATION) n 
USER-PROFJLE-SET{WEB-SESSION(SESSIONJD).USERJD) =fi 0 
==? Acesso Permitido 
Ação: WEB-SESSION(SESSIONJD}.NODE-ID = DESTINATION 
Figura 3.2: Condição de Validação do Mecanismo de Navegação. 
Assim, por indução, pode-se assegurar que este mecanismo efetivamente simula a 
conexão e leva em consideração questões de segurança via conceito de perfil de usuário. 
Os usuários normalmente não se desconectam da aplicação Web. Eles fecham o browser 
ou vão para outra URL ( Uníform Resource Locator). Por isso, a proposta em [AD99a] 
inclui um mecanismo de expiração de tokens a intervalos de tempo regulares. 
O mecanismo de controle de navegação proposto resolve os problemas de idem potência 
e evita o bookmarkíng. Se o diálogo de uma página Web contiver alguma operação não 
idempotente, pode-se evitar re-execução não se criando uma aresta do nó que representa 
essa página para ele mesmo. Isso elimina alguns efeitos indesejáveis dos botões de reload 
e submít. Bookmarkíng é proibido naturalmente, pois não existe forma de se passar de um 
nó para outro se o nó alvo não for descendente direto do nó corrente. Além disso, o token 
da sessão já pode estar expirado. As transições disparadas pelo botão back do browser 
podem ser evitadas não se criando uma aresta conectando o nó corrente ao nó anterior. 
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3.2 Gerenciador de Sessão 
O trabalho apresentado em [HPMP98, HMP98, HMP99] foi motivado principalmente 
pelo caráter sem estado (stateless) do protocolo HTTP. Nesse trabalho, é proposta uma 
arquitetura para o desenvolvimento de aplicações de banco de dados com estado para 
o ambiente Web. Para resolver esse problema foi introduzido um software especializado 
denominado gerenciador de sessão. O gerenciador de sessão mantém traços de estado de 
um cliente WWW e controla a sua interação com a aplicação de banco de dados. 
Por razões de eficiência, a aplicação de banco de dados precisa ter uma estrutura multi-
threaded; existe um mapeamento um para um entre os threads da aplicação e sessões 
de usuário. Para manter a aplicação de banco de dados coordenada com o browser, o 
gerenciador de sessão faz uso de cookies. 
Arquitetura para Aplicações com Estado na Web 
Como mostrado em [HM97), ore-estabelecimento de conexões com um sistema de banco 
de dados envolve um considerável retardo e overhead que degrada a velocidade que o 
serviço é oferecido à aplicação. Os gateways com um pequeno tempo de vida (tipicamente 
scripts CGI) são os responsáveis por esse problema. Processos com um pequeno tempo de 
vida precisam re-executar parte de um programa lógico para alcançar o ponto em que seu 
predecessor (isto é, o script que foi disparado pela requisição anterior do mesmo cliente) 
terminou a execução da requisição anterior. 
Esse problema é resolvido com a introdução de um processo com um longo tempo 
de vida denominado gerenciador de sessão. A Figura 3.3 mostra a arquitetura para o 
desenvolvimento de aplicações de banco de dados com estado baseadas no gerenciador de 
sessão. 
Instância 1 do script o 
( cliente x ) 
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cy 
' 
' 
' 
<P 
' 
' 
' 
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Figura 3.3: Arquitetura de Aplicações com Estado Baseadas no Gerenciador de Sessão. 
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As instâncias do script na Figura 3.3 são instâncias do mesmo scrípt CGI para dife-
rentes clientes. A comunicação de cada instância de um scrípt com o thread de aplicação 
apropriado é garantida pelo gerenciador de sessão. 
Arquitetura do Gerenciador de Sessão 
O componente central desta arquitetura, o gerenciador de sessão, é um software multi-
threaded que coordena a comunicação entre o browser WWW e a aplicação de banco de 
dados com estado. Como mostrado na Figura 3.4, o gerenciador de sessão tem duas 
interfaces; uma com a aplicação e outra com os scrípts CGI. 
Internamente o gerenciador de sessão tem uma estrutura com dois threads: 
1. 1-thread: é responsável por receber e processar as requisições que os scripts CGI 
submetem ao gerenciador de sessão; 
2. 0-thread: manuseia a saída produzida pela aplicação de banco de dados. 
A estrutura com dois threads do gerenciador de sessão capacita-o a tratar requisições 
de entrada e saída concorrentemente. A estrutura interna do gerenciador de sessão é 
ilustrada na Figura 3.4. 
Gerenciador de Sessão 
lf@!Wi@;,&- 1-threa~d I 0-thre~ad lii: .• ;.:.~,~~_,., .• ,.•.:-:::W' 
... 
Tabela Interna 
<&llli~ll Aplicação de Banco de Dados MulU~'Ihreaded 
~ L-----------~ 
Figura 3.4: Arquitetura do Gerenciador de Sessão. 
Os scrípts CGI comunicam com o gerenciador de sessão através de conexões socket. 
Os scrípts CGI transmitem ao gerenciador de sessão o conteúdo da variável de ambiente 
QUERY..STRING (ou da entrada padrão no caso do método POST) e o conteúdo da 
variável de ambiente HTTP _COOKIE. Para separar os dois elementos de informação (de 
tamanhos desconhecidos), é introduzido um separador de campo especial. 
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A operação do gerenciador de sessão é baseada em uma tabela interna que mantém 
informações vitais sobre a sincronização do browser com o thread de aplicação. O geren-
ciador de sessão mantém uma entrada na tabela para cada cliente que está utilizando a 
aplicação (o número de entradas na tabela é igual ao número de threads da aplicação de 
banco de dados). Os campos mais importantes da tabela são: 
• O timestamp da sessão; 
• O valor do cookie que está atualmente armazenado no browser do cliente; 
• O identificador do thread que serve a sessão considerada; 
• O descritor do socket através do qual a requisição alcança o gerenciador de sessão. 
Se uma nova requisição é recebida pelo l-thread, o gerenciador de sessão pode agir de 
quatro formas diferentes. Caso a requisição não tenha um valor HTTP _COOKIE associa-
do, é atribuído um novo thread de aplicação (do pool de threads disponíveis) para o cliente 
(isto é, reserva uma entrada em sua tabela interna). Caso a requisição possua um valor 
HTTP _COOKIE mas não no formato usado pelo gerenciador de sessão, o gerenciador age 
da mesma forma que no primeiro caso. Caso a requisição tenha um valor HTTP _COOKIE 
no formato usado pelo gerenciador, mas a requisição não possui uma entrada na tabela 
interna, o gerenciador envia uma indicação de erro ao browser informando que por al-
guma razão o browser não está coordenado com a aplicação de banco de dados, ou que 
a sessão expirou. Por último, a requisição possui um valor HTTP _COOKIE no formato 
correto e possui uma entrada na tabela interna; nesse caso, o gerenciador de sessão valida 
a requisição. 
Quando uma nova requisição é recebida pelo l-thread e a variável HTTP _COOKIE é 
validada, a cadeia de consulta é decodificada e encapsulada em uma mensagem destinado 
ao thread da aplicação responsável por manipular essa sessão. As mensagens são colocadas 
em uma fila de mensagens que é acessível por todos os threads da aplicação. Cada thread 
recupera da fila aquelas mensagens que possuem seu identificador de thread. O 0-thread 
recebe o resultado da operação realizada pelo thread da aplicação através de uma conexão 
socket. O thread da aplicação também envia o seu identificador ao 0-thread, isso permite 
que o 0-thread identifique rapidamente na tabela interna do gerenciador de sessão o 
descritor de socket através do qual a resposta do thread de aplicação será transmitida ao 
script CGI. 
O 0-thread transmite um novo valor para o cabeçalho Set-Cookie; o novo valor do 
cookie e o timestamp da sessão atualizado também são armazenados na tabela interna 
do gerenciador de sessão. Quando uma sessão fica ociosa por mais que um período de 
tempo pré-estabelecido, o gerenciador de sessão invalida a entrada na tabela interna para 
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essa sessão e o l-thread envia uma mensagem especial ao thread de aplicação. Quando o 
thread recebe essa mensagem ele retoma ao pool de threads disponíveis para servir uma 
nova sessão de usuário. 
Aplicação de Banco de Dados Multi- Threaded 
A aplicação de banco de dados é um software estruturado de forma multi-threaded. Essa 
aplicação pode ter várias conexões ativas para o mesmo ou diferentes SG BDs (distribuídos 
em vários servidores). Desenvolver aplicações de banco de dados como um software multi-
thread traz um ganho de desempenho considerável pois várias sessões de usuário podem 
ser atendidas simultaneamente pela aplicação. 
No momento de inicialização do sistema um número pré-definido de threads de apli-
cação são criados. Cada thread implementa um programa lógico idêntico. No momento 
que chega a primeira requisição o thread de aplicação se conecta ao banco de dados, ele 
é capaz de executar qualquer classe de comandos SQL (SELECT, INSERT, UPDATE, 
etc.). Após o processamento da operação o thread retoma o resultado para o 0-thread 
através da conexão socket e permanece em um estado bloqueado, aguardando por uma 
nova requisição. O thread da aplicação produz a saída em formato HTML encapsulando 
as informações recuperadas do banco de dados. 
3.3 Servidor de Aplicação Oracle 
Oracle9iAS ( Oracle9i Application Server [Net]) é o novo servidor de aplicação da Ora-
ele. Ele fornece uma plataforma simples, completa e integrada para o desenvolvimento e 
execução de aplicações Web e todos os tipos de aplicações Internet. 
Visão Geral da Arquitetura 
A fim de servir conteúdo Web aos seus usuários de forma confiável e robusta, o Oracle9iAS 
fornece um servidor Web com capacidade para servir um número grande de usuários de 
maneira escalável. 
Oracle9iAS possui o servidor HTTP Oracle como componente central da arquitetura. 
Esse componente é constituído pelo produto mais popular da ASF (Apache Software 
Foundation), o servidor Web Apache. O servidor HTTP Oracle fornece uma versão do 
servidor Apache completamente configurada e testada (o servidor Apache representa cerca 
de 60% de todos os servidores Web no mundo). 
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A Figura 3.5 mostra a estrutura interna do Oracle9iAS. Nas próximas seções, cita-
remos algumas das principais características do Oracle9iAS; urna definição completa das 
características consideradas menos importantes para esse trabalho são encontradas em 
[NetOla]. 
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Figura 3.5: Arquitetura Interna do Oracle9iAS. 
Oracle9iAS fornece urna plataforma de desenvolvimento que suporta as mais recentes 
linguagens de programação e tecnologias padrão, tais corno: Java, Per!, C++, CORBA, 
XML, JSP (Java Server ?ages), etc. 
Extensibilidade do Servidor HTTP Oracle 
A arquitetura do servidor HTTP Oracle, derivada do servidor Apache, é bastante modular: 
o componente central do servidor Web é muito pequeno; todas as suas funcionalidades são 
implementadas como módulos que são adicionados ao servidor e invocados dinamicamente 
durante o ciclo de vida de uma requisição HTTP. 
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Algumas das principais funcionalidades adicionadas pelos módulos suportados pelo 
servidor HTTP Oracle são: 
1. Urna máquina Java Servlet (Java Servlet Engine) baseada no Apache JServ. O 
módulo rnod_jserv transfere requisições HTTP feitas a aplicações Servlet para serem 
executadas na máquina Servlet (Apache JServ). Esse tópico será coberto em mais 
detalhes na subseção 4.1.1; 
2. Urna máquina JSP (Java Server Page Engine) que executa sobre a máquina Servlet; 
3. Urna máquina Per! (Perl Engine) que permite executar scripts Perl no mesmo pro-
cesso que o servidor Web. O módulo rnod_perl transfere requisições feitas a apli-
cações Per! para o interpretador Perl que está embutido no Servidor HTTP Oracle; 
4. Uma máquina PLSQL (PLSQL Engine) que permite a execução de stored proce-
dures em um banco de dados Oracle, diretamente do servidor Web, sem qualquer 
programação adicional. O módulo mod_plsql transfere requisições HTTP feitas a 
stored procedures para serem executados em um servidor Oracle; 
5. PLSQL Server Pages permite a inserção de código PLSQL em páginas HTML. 
Essas páginas utilizam a máquina PLSQL mencionada anteriormente na execução 
dos stored procedures; 
6. Componentes de negócios para Java (Business Components for Java- BC4J) que 
fornecem urna infra-estrutura para a construção de páginas JSP e Servlets; 
7. XML Development Toolkit fornece as bibliotecas necessárias para a utilização de 
código XML nas aplicações; 
8. Suporte SSL para garantir a segurança no tráfego de informações entre o usuário 
(browser) e as aplicações Web. O módulo mod..ssl fornece suporte padrão para 
o protocolo HTTPS. Esse módulo permite conexões seguras entre um usuário e o 
servidor HTTP utilizando um mecanismo de criptografia fornecido pela Oracle sobre 
um SSL (Secure Sockets Layer); 
9. Suporte à execução de scripts CGI e FastCGI. O módulo modJastcgi permite a 
execução desses programas, que podem ser escritos em C, C++ ou Java; 
10. Suporte à manutenção de sessão entre requisições HTTP consecutivas. O módulo 
mod_rewrite fornece essa funcionalidade através da codificação de variáveis de estado 
nas URLs ( URL Rewriting); 
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11. Oracle9iAS possui suporte ao protocolo HTTP 1.1, permitindo a reutilização de 
uma conexão entre sucessivas requisições HTTP de um mesmo usuário. 
A maioria das funcionalidades acima é herdada do servidor Apache, com exceção dos 
módulos PLSQL Engíne (mod_plsql), PLSQL Server Pages, Business Components for 
Java e XML Development Toolkit. 
A utilização do servidor Apache pela Oracle na construção de seu servidor HTTP prova 
que os produtos de código aberto, principalmente do Projeto Apache, são de qualidade e 
muito bem aceitos no mercado. 
Desempenho 
Oracle9iAS Web (ache 
O Oracle9iAS Web Cache melhora significativamente o desempenho e escalabilidade de 
aplicações Web armazenando conteúdos estáticos e dinâmicos gerados pelas aplicações, 
reduzindo, assim, a carga nos servidores Web. O Oracle9iAS Web Cache opera como um 
servidor proxy que está situado em frente ao Oracle HTTP Server. 
O Oracle9iAS melhora o desempenho de servidores Web armazenando na memória 
páginas acessadas freqüentemente, eliminando a necessidade de se processar várias vezes 
as mesmas requisições a aplicações ou consulta a bancos de dados. Ao contrário da maioria 
dos servidores proxy existentes, que são capazes de manusear somente conteúdo estático, 
o Oracle9iAS Web Cache acelera a entrega de conteúdo Web estático e dinâmico. 
Oracle9iAS Database (ache 
O Oracle9iAS Database Cache melhora o desempenho e escalabilidade de aplicações que 
acessam o banco de dados Oracle, armazenando dados e stored procedures que são usados 
freqüentemente. O Oracle9iAS Database Cache fornece os seguintes benefícios: 
1. Desempenho: processar consultas de banco de dados no middle-tierreduz o tempo 
gasto enviando e recebendo dados sobre a rede; 
2. Escalabilidade: reduz a carga no servidor de banco de dados, permitindo o suporte 
de mais usuários; 
3. Thansparência: aplicações existentes construídas usando o OCI ( Oracle Call In-
terface), a interface cliente para aplicações conectando ao banco de dados Oracle, 
podem usar o Oracle9iAS Database Cache sem precisar fazer qualquer modificação 
no seu código. 
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Escalabilidade, Disponibilidade e Balanceamento de Carga 
Em [NetOlb], são descritas três áreas que determinam o desempenho de uma aplicação 
Web: escalabilidade, disponibilidade e a habilidade de balancear as requisições em vários 
servidores. 
Escalabilidade 
Qualidade que indica com que eficiência uma aplicação Web pode responder requisições 
à medida que as requisições de usuários aumentam. Essa melhora de eficiência pode ser 
obtida através da escalabilidade de hardware, dados, requisições e aplicação. A escalabili-
dade de dados e requisição são fornecidas com a utilização do Oracle9iAS Database Cache 
e Oracle9iAS Web Cache respectivamente. 
Disponibilidade 
Qualidade que indica com que eficiência uma aplicação W eb responde no caso de uma 
falha de software ou hardware. Oracle9iAS utiliza isolação de sessão para isolar execuções 
de sessões de usuário; dessa forma, uma falha na aplicação tem impacto mínimo nos 
outros usuários. Oracle9iAS detecta automaticamente falhas de componentes do sistema, 
redireciona conexões, reinicia processos que falharam e pode mover código de aplicações 
que estão executando para um nó diferente. 
Balanceamento de Carga 
Característica que permite a distribuição de requisições entre diferentes servidores que 
estão operando juntos como um único servidor virtual. O balanceamento de carga ajuda 
a maximizar a escalabilidade de um sistema devido a uma melhor utilização de seus 
recursos de processamento. O Oracle9iAS faz o balanceamento de carga entre threads e 
processos em um único servidor e entre servidores em um ambiente com múltiplos nós. 
3.4 Servidor de Aplicação Enhydra 
O Projeto Enhydra [Enhb] é similar ao Projeto Apache, mas com foco em softwares E-
Business girando em torno do servidor de aplicação. O Projeto Enhydra consiste de 
milhares de desenvolvedores em mais de 50 países. 
Enhydra é um servidor de aplicações de código aberto ( Open Source [Ray]) que fa-
cilita o desenvolvimento rápido de aplicações baseadas em Java e XML. Enhydra é um 
servidor escalável e de alto desempenho que é baseado nos principais padrões atuais, tais 
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como: XML, DODS e Java Servlet. O servidor Enhydra pode ser integrado com qualquer 
servidor Web, incluindo suporte para WAI, ISAPI, CGI, Apache JServ e RMI. Enhydra 
também pode funcionar como um servidor Web standalone aceitando diretamente requi-
sições HTTP e oferecendo as funcionalidades fundamentais de um servidor Web (GET, 
POST, MIME, etc.). 
Esse produto permite desenvolvedores construirem e executarem aplicações multi-
tiered. Por razões de segurança, Enhydra incorpora suporte a SSL. Nessa arquitetura, 
a maioria das aplicações baseadas na Web consiste de três tipos fundamentais de compo-
nentes: 
1. Objeto de Apresentação: contém a lógica que apresenta informação a uma fonte 
externa e recupera informações dessa fonte. A lógica de apresentação normalmen-
te fornece menus de opções para permitir o usuário navegar através de diferentes 
partes da aplicação, e manipular input e output. Freqüentemente o componente de 
apresentação também executa uma quantidade limitada de validação de dados de 
entrada; 
2. Objeto de Negócio: contém a lógica de aplicação que administra as funções e 
processos de negócios. Objetos de negócios são invocados por um componente de 
apresentação quando um usuário solicita uma opção, ou por uma outra função de 
negócio. As funções de negócio geralmente executam algum tipo de manipulação de 
dados; 
3. Objeto de Dado: contém a lógica que faz interface com o sistema de armaze-
namento de dados, tais como: sistemas de bancos de dados, sistemas de arquivos 
hierárquicos ou com algum outro tipo de fonte de dados externo à aplicação. Objetos 
de negócios invocam objetos de dados para salvar dados persistentes. 
Enhydra usa JDBC para se conectar a bancos de dados relacionais. JDBC fornece um 
nível de abstração que torna o SGBD usado transparente ao desenvolvedor da aplicação. 
Enhydra atualmente suporta drivers JDBC tipos 3 e 4 para Oracle, Microsoft SQL Server, 
Informix, Sybase e outras implementações padrões de JDBC. 
A Figura 3.6 mostra em alto nível a arquitetura Enhydra [Enha]. Os principais com-
ponentes da arquitetura Enhydra são: 
• Multi-Servidor Enhydra; 
• Gerenciador de Administração; 
• Gerenciador de Apresentação; 
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• Gerenciador de Sessão; 
• Gerenciador de Banco de Dados. 
Enhydra 
Gerenciador de Administração 
Internet SenidorWeb 1---
( Opcional) Intranet 
Gerenciador de Apresentação 
ClienteWeb Gerendador de Sessão 
Gerenciador de Banco de Dados 
Figura 3.6: Visão geral da Arquitetura Enhydra. 
Multi-Servidor Enhydra 
Este componente gerencia o ciclo de vida e a conectividade dos servlets, incluindo apli-
cações Enhydra. O Multi-Servidor também é responsável por gerenciar o arquivo de 
configuração do servidor Enhydra, que define o estado inicial do servidor Enhydra. 
Enhydra também fornece um carregador de classes junto com o Multi-Servidor. Existe 
uma instância do carregador de classes que inicializa cada servlet no Multi-Servidor. 
Esta correspondência um-para-um entre servlets e carregadores de classes permite novos 
servlets e aplicações serem carregados e executados sem ter que reinicializar o servidor 
inteiro. Para atualizar uma aplicação existente, basta reinicializar o seu carregador de 
classes. 
Enhydra pode conectar a servidores Web através de um grande número de protocolos 
ou diretamente a um browser via protocolo HTTP. Devido a muitos servlets serem proje-
tados para serem componentes reutilizáveis, o Multi-Servidor permite que servlets sejam 
acessados através de várias opções de conectividade. O Multi-Servidor suporta um grande 
número de opções de conectividade (WAI, RMI, CGI-Relay e HTTP). Isto significa que 
um único servlet pode ser conectado a vários servidores Web, usando diferentes proto-
colos. Essa funcionalidade aumenta muito a reusabilidade de servlets sendo executados 
no ambiente Enhydra. Além disso, através do uso de WAI e RMI é possível executar 
aplicações distribuídas no ambiente Enhydra. 
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Gerenciador de Administração 
O gerenciador de administração é uma ferramenta gráfica que permite um gerenciador de 
sistema configurar e monitorar uma instância do Enhydra e as aplicações associadas a ela. 
Todas as informações de configuração para Enhydra e aplicações Enhydra são armazenadas 
em arquivos de configuração. Quando o servidor Enhydra inicializa, ele lê esses arquivos de 
configuração e inicializao processo servidor e todas as aplicações especificadas no arquivo. 
Uma vez que uma instância Enhydra está executando, o gerenciador de administração é 
capaz de executar operações de gerenciamento. Todas as operações de gerenciamento 
funcionam da mesma forma; o estado ativo de Enhydra, uma aplicação, ou servlet é 
mudado e a alteração pode ser registrada nos arquivos de configuração. 
Algumas das operações de gerenciamento que podem ser executadas pelo gerenciador 
de administração são: 
• Start/Stop: inicializa ou finaliza uma aplicação ou servlet que está atualmente 
sendo executado na instalação Enhydra; 
• Add/Remove: adiciona ou remove uma aplicação ou servlet de uma instalação 
Enhydra; 
• Modify: modifica os atributos operacionais para Enhydra, uma aplicação ou servlet; 
• Check Status: verifica o status do estado ativo de Enhydra, uma aplicação ou 
servlet. Incluindo o número de aplicações ativas, o time-out de uma sessão e o 
tamanho de um pool de conexões de banco de dados. 
Gerenciador de Apresentação 
O gerenciador de apresentação é responsável pela carga e execução de objetos de apresen-
tação no contexto de uma aplicação Enhydra. O objeto de apresentação é responsável por 
apresentar informações para uma fonte externa e obter informações ( input) dessa fonte. O 
gerenciador de apresentação transforma o nome do objeto de apresentação em uma URL, 
usa o carregador (loader) da classe especificada para carregar o objeto de apresentação e 
então executa o objeto de apresentação através da chamada do método run() do objeto. 
Existe uma instância do gerenciador de apresentação para cada aplicação Enhydra. O ge-
renciador de apresentação também pode armazenar objetos de apresentação em memória 
e quaisquer arquivos associados que fazem parte da aplicação. 
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Gerenciador de Sessão 
O gerenciador de sessão e objetos de sessão fornecem um mecanismo simples e flexível 
que permite a manutenção de estado na Web. Enhydra fornece uma implementação 
geral de gerenciamento de sessão que serve como uma base para modelos de estado mais 
sofisticados. O Gerenciador de sessão fornece a servlets e outras aplicações que executam 
do lado do servidor a capacidade de manter estado sobre um usuário à medida que ele se 
move através da aplicação. 
Enhydra mantém estado ao criar um objeto de sessão para cada usuário. Esses objetos 
de sessão são armazenados e mantidos no servidor. Quando um usuário faz a primeira 
requisição a uma aplicação, o gerenciador de sessão atribui ao usuário um novo objeto de 
sessão com um ID de sessão único. O objeto de sessão é então passado como parte da 
requisição para o servlet que manuseia a requisição. Servlets podem adicionar informações 
ao objeto de sessão ou ler informações dele. Se o usuário ficar ocioso por mais que um 
certo período de tempo, a sessão de usuário torna-se inválida e o gerenciador de sessão 
destrói o objeto de sessão correspondente à sessão do usuário. 
Gerenciador de Banco de Dados 
O gerenciador de banco de dados é o componente que gerencia os pools de conexões 
através de qualquer número de bancos de dados lógicos. Um banco de dados lógico é uma 
abstração que esconde as diferenças entre diferentes tipos de bancos de dados (bancos de 
dados heterogêneos). 
Um banco de dados lógico usa JDBC para se conectar com servidores de bancos de 
dados tais como: Oracle, Microsoft SQL Server, InterBase, Postgres, Informix, Sybase, 
etc. O gerenciador de banco de dados é responsável pelo estado da conexão com o banco 
de dados. Especificamente, o gerenciador de banco de dados aloca e libera conexões para 
os bancos de dados lógicos. 
A Figura 3. 7 mostra o gerenciador de banco de dados e seu relacionamento com os 
bancos de dados lógicos. As aplicações não interagem diretamente com os SGBDs, o 
gerenciador de banco de dados faz a interface entre a aplicação e os SGBDs. Sempre que 
a aplicação precisar acessar o banco de dados, essa fará uma requisição ao gerenciador 
que retornará à aplicação uma conexão já aberta. 
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Figura 3.7: Gerenciador de Banco de Dados e Bancos de Dados Lógicos. 
3.5 Gerenciador de Banco de Dados InterBase 
Inter Base [Cora] é um banco de dados relaciona! recentemente colocado como código aber-
to ( open source) que combina facilidade de uso, baixo custo de manutenção e poder. Desde 
1985 Inter Base tem fornecido um SGBD de alto desempenho com tecnologias sofisticadas 
que aplicações de banco de dados necessitam. Em janeiro de 2000, a Borland anunciou 
que a nova versão do SGBD Inter Base - InterBase 6.0 - seria de código aberto. 
Inter Base oferece alto desempenho para aplicações complexas e mantém a facilidade de 
desenvolvimento de pequenas aplicações. Oferece as melhores características de um servi-
dor de banco de dados [CorOl J tais como: triggers, stored procedures, two-phase commit, 
restrições de integridade, etc. Essas características reduzem o tempo de desenvolvimento 
e melhoram a confiabilidade do servidor. 
Inter Base é portável, podendo ser executado sobre Windows 95/98, Linux, HP /UX 
e outros sistemas Unix. Um banco de dados InterBase possui características técnicas 
comparáveis às de servidores proprietários tais como Oracle, Microsoft SQL Server, etc. 
Ferramenta de Administração 
InterBase fornece uma interface gráfica de usuário denominada IBConsole. O IBConsole 
permite configurar e manter um servidor InterBase, criar e administrar bancos de dados 
no servidor, executar comandos SQL de forma interativa, gerenciar usuários e administrar 
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a segurança no servidor. 
O IBConsole é um front-end GUI para ferramentas do InterBase que funcionam através 
da linha de comando. O IBConsole executa sobre Windows, mas pode gerenciar um banco 
de dados em qualquer servidor InterBase na rede local. 
Banco de Dados Ativo 
O Inter Base suporta um grande número de características de banco de dados avançados, 
incluindo triggers, gerenciador de eventos baseado no servidor e funções definidas pelo 
usuário para habilitar regras e funcionalidades de negócio diretamente no servidor de 
banco de dados. 
O benefício de se ter essas características é que muitas das regras de negócios normal-
mente usadas podem ser carregadas da aplicação cliente para o servidor. Isso resulta em 
uma aplicação cliente mais eficiente, manutenção de código centralizado e alto desempe-
nho. 
Restrições de Integridade 
As restrições ( constraints) de integridade mantêm de forma eficiente e segura a integridade 
dos dados no servidor. O Inter Base possui quatro categorias de restrições de integridade: 
1. Chave primária e chave única: garante que apenas uma linha na tabela possui 
o mesmo valor para o conjunto de colunas; 
2. Referencial: garante que relacionamentos pai-filho entre tabelas são válidos; isto 
é, um conjunto de colunas em uma chave estrangeira tem os mesmos valores que as 
colunas da chave primária da tabela referenciada; 
3. Controle de restrições de integridade: determina que a condição de pesquisa 
associada será válida para toda linha na tabela; 
4. Domínio: pode ser usado para especificar um alcance de valores aceitáveis para 
uma coluna ou enumerar uma lista de valores válidos, bem corno, valores default. 
Triggers 
Combinado com stored procedures, o InterBase possui uma poderosa implementação de 
triggers. O InterBase também suporta a noção de uma classe de triggers, que é usada 
para determinar a ordem em que triggers são executados. 
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Gerador de Eventos 
Os tríggers no Inter Base também podem ser usados para enviar eventos ao gerenciador de 
eventos do Inter Base. O Gerador de eventos habilita o banco de dados a funcionar corno 
um banco de dados ativo que automaticamente notifica processos interessados quando urna 
mudança de estado acorre. O gerador de eventos economiza tempo de desenvolvimento e 
fornece um projeto de aplicação mais eficiente. 
Arrays Multi-dimensionais 
O Inter Base fornece suporte a arrays multi-dimensionais usados em aplicações científicas 
e financeiras. Um único campo em um banco de dados pode armazenar um array de 
dezesseis dimensões. Para dados que devem necessariamente ser organizados corno arrays, 
o Inter Base simplifica o projeto do banco de dados e aumenta o desempenho. Infelizmente, 
esse recurso não faz parte do padrão ANSI/ISO SQL-92. 
Banco de Dados Distribuído 
O InterBase oferece a capacidade de executar o protocolo two-phase commít (2PC) de 
forma distribuída. Isso permite ao usuário alcançar automaticamente um alto grau de 
confiabilidade em um ambiente de banco de dados distribuído. 
Sistema de Backup 
O InterBase permite manter uma cópia exata do banco de dados original, denominado 
banco de dados shadow. Essa cópia é mantida em tempo real pelo servidor InterBa-
se, fornecendo imediatamente um backup disponível em caso de falha de hardware. O 
banco de dados shadow executa automaticamente e adiciona urna penalidade mínima de 
desempenho. 
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3.6 Gerenciador de Banco de Dados PostgreSQL 
PostgreSQL é um SGBD de código aberto [Teaa, PosOO] com características semelhantes às 
de SGBDs proprietários. O antecessor do PostgreSQL, desenvolvido pela Universidade da 
Califórnia em Berkeley (1977-1985), foi o Ingres. Em 1986 começou a implementação do 
Postgres (" Post Ingres") conduzido pelo Dr. Michael Stonebraker. Em 1995 foi adicionado 
suporte SQL ao Postgres, e seu nome foi mudado para PostgreSQL para refletir o seu 
relacionamento com o SQL padrão. 
PostgreSQL é comparável a bancos de dados comerciais em termos de funcionalida-
des, desempenho e segurança. PostgreSQL oferece poder adicional ao SGBD por in-
corporar algumas características tais corno: classes, herança (permite que urna tabela 
herde atributos de urna outra tabela), tipos de dados definidos pelo usuário e funções. 
Essas características colocam o PostgreSQL na categoria de bancos de dados conheci-
da corno Objeto-Relaciona!. PostgreSQL é um sofisticado servidor de bancos de dados 
objeto-relaciona!, que suporta quase todos os construtores SQL, transações, visões, stored 
procedures, integridade referencial, commít/ rollback, checkpoínts e tríggers. 
O SGBDOR PostgreSQL (Sistema de Gerenciamento de Bancos de Dados Objeto-
Relaciona!) é uma combinação das características de Sistemas de Gerenciamento de Ban-
cos de Dados Orientado a Objetos (SGBDOO) e Sistemas de Gerenciamento de Bancos 
de Dados Relacionais (SGBDR). Ele permite novas características de bancos orientados 
a objetos, sem deixar de dar suporte a linguagens de banco de dados relaciona!. 
Arquitetura 
A arquitetura PostgreSQL utiliza o modelo cliente/servidor para servir as requisições feitas 
pelos usuários. Urna sessão PostgreSQL consiste da cooperação dos seguintes processos: 
1. Processo daemon supervisor (POSTMASTER); 
2. Aplicação do usuário; 
3. Um ou mais processos servidores de bancos de dados. 
Um único POSTMASTER gerencia vários bancos de dados em uma máquina servido-
ra. As aplicações que desejam acessar o PostgreSQL devem fazer chamadas à biblioteca 
LIBPQ. Essa biblioteca envia requisições de usuário sobre a rede para o POSTMASTER, 
que inicia um novo processo servidor e conecta a aplicação a esse novo processo servidor. 
A partir desse ponto, a aplicação de banco de dados e o processo servidor PostgreSQL 
se comunicam sem a intervenção do POSTMASTER. Portanto, o POSTMASTER está 
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sempre executando, aguardando por novas requisições de usuário. A biblioteca LIBPQ 
permite uma única aplicação de banco de dados fazer várias conexões aos processos ser-
vidores PostgreSQL. 
A Figura 3.8 [TeabJ mostra como uma conexão é estabelecida nessa arquitetura . 
r-------------------. 
' ' 
' ' 
' ' 
Aplicação de 
Banco de Dados 
' 
' 
' 
' 1 Máquina Cliente 1 , ___________________ J 
. -------------------, 
' 
' 
' 
' 
' 
' 
' 
' 
1 Máquina Servidora 1 , ___________________ J 
Figura 3.8: Processo de Conexão na Arquitetura PostgreSQL. 
Plataformas 
Sistema Operacional 
PostgreSQL suporta vários sistemas operacionais de domínio público e proprietários (tais 
como Unix e MS Windows NT). 
Linguagens de Programação 
PostgreSQL suporta um grande número de interfaces de programação, incluindo: 
• Java (JDBC); 
• Per! 4/5 (DBI); 
• Python (Database API); 
• C e C++; 
• PHP; 
• TCL/TK. 
Outras linguagens e ambientes de desenvolvimento podem acessar um banco de dados 
PostgreSQL através da interface ODBC ( Open DataBase Connectivity). 
Capítulo 4 
Ferramentas de Código Aberto para Acesso a 
Bancos de Dados 
Atualmente existem diversas ferramentas de código aberto que podem ser usadas no de-
senvolvimento de aplicações de bancos de dados. Todas as ferramentas abertas para acesso 
a bancos de dados apresentadas neste capítulo são capazes de serem utilizadas em uma 
aplicação que faz acesso concorrente a bancos de dados heterogêneos. A seguir, são apre-
sentadas três tecnologias que estão sendo largamente usadas em aplicações de banco de 
dados baseadas na W eb. 
4.1 Ambiente Java 
4.1.1 API Java Servlet 
Java Servlet [Ber) é uma ferramenta muita poderosa que resolve muitas das deficiências 
geradas pelos programas CGis. Servlets são módulos de código em Java que executam 
como uma aplicação servidora do lado do servidor Web (por isso o nome "servlet", similar a 
"applet" que é executado no lado do cliente). Servlets são portáveis; ao contrário de CGis 
e APis proprietárias (NSAPI da Netscape ou ISAPI da Microsoft), uma aplicação servlet 
é escrita uma única vez e pode ser executada em qualquer plataforma disponível para 
a aplicação. A aplicação servlet pode conectar-se com outros computadores utilizando 
sockets ou RMI (Remate Method Invocation). Também pode facilmente conectar-se a 
bancos de dados relacionais usando o JDBC (Java DataBase Connectivity) [Dara). Pelo 
fato de serem totalmente escritos em Java, servlets podem ser facilmente utilizados no 
desenvolvimento de middleware. 
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Servlets têm várias vantagens sobre CGI, tais como: 
• Um servlet não é executado em um processo separado. Desta forma, é removido o 
overhead de criação de um novo processo para cada requisição HTTP; 
• Um servlet permanece em memória entre requisições. Um programa CGI (e pro-
vavelmente o seu interpretador) precisará ser carregado e inicializado para cada 
requisição HTTP; 
• Existe urna única instância que responde a todas as requisições concorrentemente, 
permitindo assim servlets gerenciarem facilmente dados persistentes. Ao contrário 
de programas CGis, urna conexão que for criada ainda existirá na próxima vez em 
que o servlet for acessado; 
• Permitem gerenciamento de informações de estado no topo do protocolo HTTP 
[BLFF96]. 
Essas vantagens mostram claramente o grande ganho em desempenho que urna apli-
cação desenvolvida utilizando a tecnologia servlet tem sobre uma aplicação utilizando 
CGI [Darb, Gil]. 
Uma Máquina Servlet executa urna aplicação servlet em três diferentes estágios que 
definem o seu ciclo de vida. Esses estágios são: 
1. Inicialização: neste primeiro estágio a Máquina Servlet carrega o arquivo byte-
code do servlet no espaço de memória da Máquina Virtual Java (MVJ), cria uma 
instância (converte o arquivo carregado em um objeto válido) e inicializa o servlet. 
Neste estágio o método init(} do servlet é chamado uma única vez. O estágio de 
inicialização pode ser usado pelo servlet que acabou de ser carregado, para alocar 
os recursos que serão usados mais tarde durante a execução. Recursos de conexões 
(URL, JDBC e arquivos) e alocação de memória são as operações mais comuns 
executadas neste estágio; 
2. Execução: toda vez que uma requisiçao servlet é feita à Máquina Servlet, a 
instância do servlet requisitado já está presente no espaço de memória da máquina 
servlet, ou, se ainda não está presente, o estágio de inicialização é executado. Com a 
requisição servlet, a Máquina Servlet recebe todos os parâmetros da requisição que 
são usados para construir um objeto ServletRequest. Esse objeto será usado pelo 
servlet para acessar todas as informações necessárias sobre a requisição feita pelo 
cliente. Um outro objeto, denominado ServletResponse, contém todas as facilidades 
que o servlet precisa para retornar a saída para o cliente ( browser). Esse estágio 
será executado quantas vezes forem feitas requisições à Máquina Servlet. Múltiplos 
4.1. Ambiente Java 47 
threads (um para cada requisição) podem executar esse estágio (método service()) 
concorrentemente; 
3. Destruição: neste último estágio um servlet libera qualquer recurso que foi alocado 
durante o estágio de inicialização. O método destroy() é chamado uma única vez 
antes do servlet ser descarregado da memória. 
Esses três estágios são controlados pela Máquina Servlet que os gerencia chamando o 
método apropriado na classe servlet (o método construtor e init() durante a inicialização, 
service(ServletRequest, ServletResponse) na execução e destroy() na destruição). 
A Figura 4.1 mostra o ciclo de vida típico de um servlet: 
{ ServletConjig l :Maquina Servlet 
Apache JServ 
f;$:§~· 
~í@ii@#im~J 
* 
Figura 4.1: Ciclo de Vida de um Servlet. 
Servlet 
Analisando o problema de adicionar suporte a servlets em servidores Web, várias soluções 
têm sido desenvolvidas e alguns pacotes de software já estão disponíveis no mercado para 
alcançar esse objetivo. O Apache JServ [MFb] é uma dessas soluções. 
Executar um servlet é uma tarefa similar à execução de um script CGI. Como os 
scripts que precisam de um interpretador (um shell no caso de um CGI genérico ou um 
interpretador de linguagem) para serem executados, o servlet, que é compilado em bytecode 
Java, precisa de uma Máquina Virtual Java para ser interpretado. 
A diferença significativa entre um shell ou interpretador de linguagem e uma Máquina 
Virtual Java é o tempo de criação (spawning time) do processo. Os dois primeiros podem 
ser criados em um tempo limitado e utilizam pouquíssima memória (GNU bash 2.0 inicia 
em menos de 1/2 segundo em um PC e gasta em torno de 500Kb deRAM). A Máquina 
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Virtual Java é um processo muito mais pesado, requerendo dez vezes mais recursos (sobre 
o mesmo PC, a Máquina Virtual Java, SUN JVM, leva 5 segundos para iniciar e 4Mb de 
RAM). Deste ponto de vista, é fácil entender porque a Máquina Virtual Java não pode 
ser executada toda vez que uma requisição é feita. 
A solução para esse problema implica em ter uma máquina virtual pronta e executando 
quando uma requisição a um servlet for feita. Em um servidor como JavaSoft Java Web 
Server, escrito em Java, esse problema não ocorre desde que servlets são executados pela 
mesma máquina virtual executando o próprio programa servidor. Esse modelo é chamado 
modelo two-tier, isto significa que quando uma requisição é feita por um cliente o próprio 
servidor Web executa o servlet. 
Incluir uma máquina virtual no Servidor Apache [Apa] criaria vários problemas, tais 
como: 
• Uma Máquina Virtual Java seria incluída em cada processo Apache, portanto mul-
tiplicando o seu "tamanho" e reduzindo o seu desempenho; 
• Comprometeria a estabilidade do próprio Apache, desde que construir uma Máquina 
Virtual Java é uma tarefa extremamente complicada e difícil. 
Para evitar tais problemas, o Apache JServ foi projetado seguindo o modelo three-tier 
[MFa]. A máquina servlet não é parte do servidor Web, mas uma aplicação servidora sepa-
rada (standalone). Quando executando uma requisição servlet, o servidor Web atua como 
um cliente, subrequisitando servlets através da rede (usando o Apache JServ Protocol, 
comumente conhecido como protocolo AJP), convertendo os dados retornados e enviando 
de volta para o cliente que fez a requisição. 
O Apache JServ é dividido em dois módulos principais: o mod..jserv, incluído no 
servidor Web e atuando como um cliente AJP, e o Apache JServ, atuando como um 
servidor AJP. 
1. mod_jserv: é um módulo para o servidor Apache escrito em C. Sua principal tarefa 
é reenviar uma requisição HTTP disparada pelo servidor Apache para a Máquina 
Servlet do Apache JServ usando o protocolo AJP. Quando a Máquina Servlet ter-
mina de processar uma requisição AJP, os resultados são convertidos de volta para 
HTTP e enviados para o cliente; 
2. Apache JServ: é uma Máquina Servlet escrita em Java. O Apache JServ é um 
servidor standalone e por essa razão não requer um servidor Web particular para 
operar (qualquer servidor Web modular terá seu próprio mod_jserv). 
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O Apache JServ opera da seguinte forma: 
• Um cliente chama o servidor Apache requisitando um servlet; 
• O servidor Apache redireciona a requisição HTTP para o módulo mod..jserv; 
• O mod_jserv traduz a requisição HTTP do cliente em uma requisição AJP e contacta 
a Máquina Servlet do Apache JServ através do protocolo TCP /IP; 
• O Apache JServ já executou o seu processo de inicialização e está pronto para 
receber requisições AJP; 
• O Apache JServ traduz a requisição AJP em um objeto ServletRequest, cria um 
novo objeto ServletResponse usado pelo servlet para retornar dados para o cliente; 
• Durante o estágio de execução, todos os dados passados para o objeto ServletRes-
ponse são convertidos em uma resposta AJP e enviados de volta ao mod_jserv; 
• O mod_jserv traduz a resposta AJP em uma resposta HTTP e a envia de volta ao 
cliente. 
A Figura 4.2 mostra o modo de operação do Apache JServ: 
Apache JServ 
Máquina Servlet 
Figura 4.2: Modo de Operação do Apache JServ. 
4.1.2 JDBC 
O JDBC (Java DataBase Connectivity) é um conjunto de classes para integração da lin-
guagem Java com bancos de dados relacionais. O JDBC é uma API (Application Program-
ming Interface) que possibilita a adição de comandos SQL (Structured Query Language) 
em uma aplicação Java. A especificação do JDBC foi baseada no padrão X/Open SQL 
Call Levei Interface (CLI), deixando-o muito parecido com um driver ODBC ( Open Da-
taBase Connectivity), que também foi baseado nesse padrão. A principal diferença é que 
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o ODBC é uma implementação em linguagem C nativa enquanto que o JDBC pode ser 
implementado independentemente de plataforma, seguindo os ideais da linguagem Java. 
Um dos maiores problemas no desenvolvimento de banco de dados pode ser a curva 
de aprendizagem associada com cada pacote de banco de dados que existe no mercado. 
Todos os fornecedores de bancos de dados oferecem uma API diferente, e proprietária. Se 
desejar realizar qualquer programação com um banco de dados proprietário, necessitará 
aprender algo a respeito da API. 
As APis abertas são projetadas para dar independência de banco de dados, definem 
meios universais de fazer consultas, recuperar conjuntos de dados e fazer descobertas sobre 
meta-dados do banco de dados. 
O JDBC possibilita desenvolver aplicações Java independentes de banco de dados. 
Muitos revendedores oferecem suporte ao JDBC, inclusive aqueles que lançaram pacotes 
de conectividade de banco de dados anteriores à época do JDBC. Utilizando o JDBC, é 
fácil construir aplicações portáveis para uma grande variedade de servidores de banco de 
dados. 
Arquitetura do JDBC 
A estrutura do JDBC inclui dois conceitos chaves: 
• O objetivo do JDBC é ser uma interface independente de qualquer Sistema de 
Gerenciamento de Banco de dados (SGBDs), permitir um acesso genérico a banco 
de dados através de SQL e ter uma interface uniforme para diferentes fontes de 
dados; 
• O programador deve escrever apenas uma interface para interagir com um banco de 
dados relaciona! e, utilizando o JDBC, o programa poderá acessar qualquer fonte 
de dados sem ter uma programação adicional para realizar essa operação. 
A Figura 4.3 mostra a arquitetura do JDBC. A classe DriverManageré utilizada para 
abrir uma conexão com um banco de dados através de um driver JDBC, que precisa estar 
registrado antes de realizar uma conexão. Quando uma conexão é iniciada, o Driver-
Manager escolhe um driver de uma lista de drivers disponíveis para efetuar a conexão, 
dependendo da URL especificada. Uma vez estabelecida a conexão com sucesso, as cha-
madas para consultas ( queries) e busca de resultados (fetch) serão feitas diretamente ao 
driver JDBC. 
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Figura 4.3: Arquitetura do JDBC. 
As aplicações compartilham uma interface comum com o gerenciador de drivers. Es-
pecificamente, existem quatro tipos de drivers JDBC: 
• Tipo 1: o driver traduz uma chamada JDBC em chamada ODBC, que é então 
processada por um dríver ODBC. Contudo, o código binário ODBC, e em muitos 
casos o código do banco de dados cliente, deve ser carregado em todas as máquinas 
que usam esse driver. Neste método ocorre uma degradação no desempenho causado 
pela adição de uma camada extra (ODBC) entre os clientes e o SGBD; 
• Tipo 2: o driver traduz chamadas JDBC em chamadas da API nativa do SGBD 
a ser conectado. A maioria dos SGBDs fornece chamadas de API padrão para 
que as aplicações possam se comunicar com seus SGBDs. Contudo, esse método 
também requer que algum código binário seja carregado em cada máquina cliente. 
Esse método proporciona uma melhora no desempenho porque chamadas de API 
de SGBDs normalmente são mais eficientes que chamadas ODBC; 
• Tipo 3: o driver traduz chamadas JDBC dentro de um protocolo de rede indepen-
dente de SGBD, que é então traduzido para o protocolo do SGBD pelo servidor. 
Este servidor de rede é capaz de conectar clientes escritos em Java a diferentes 
bancos de dados; 
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• Tipo 4: o drivertraduz diretamente chamadas JDBC em protocolos de rede usados 
pelo SGBD a ser conectado. Essa abordagem é similar à abordagem do driver 
tipo 2. Ela permite chamadas diretas de máquinas cliente a SGBDs; essa é uma 
excelente solução para acessos a bancos de dados em Intranets. Contudo, desde que 
muitos desses protocolos são proprietários, os vendedores de bancos de dados são os 
principais desenvolvedores desse tipo de driver. 
4.2 Ambiente Perl 
4.2.1 Mod_Perl 
Como mencionado anteriormente, o problema mais crítico na execução de scripts CGI é 
que são criados processos adicionais em cada vez que um script é executado. Quando 
um usuário faz uma requisição a um script CGI, o processo CGI ocorre externamente ao 
servidor Web, isso significa que o servidor Web deve criar um novo processo para executar 
o script CGI. No caso de um script CGI implementado em Per!, o interpretador Per! deve 
ser carregado na memória e executado. O interpretador Per! também é executado como 
um processo separado, esse compila e executa o código em Per!, e retoma o resultado ao 
servidor Web. Esse método funciona bem, exceto por dois problemas: o processo é lento, 
desde que o script Per! tem que ser re-interpretado toda vez que ele é executado, e isto 
consome muita memória e tempo, devido ao fato de que o interpretador Per! deve ser 
executado para cada requisição ao script Per!. 
Acima é descrito o processo padrão de execução de um script Per!. Para aplicações 
Web com baixo volume de requisições e/ou baixa demanda de processamento, CGI é fácil 
de implementar e os custos são ainda razoáveis. Mas, para aplicações Web com um grande 
volume de requisições simultâneas, esse processo de execução fará com que o sistema fique 
lento e frustará o usuário que deverá esperar muito tempo pela resposta de sua requisição. 
Uma solução para esse problema é a utilização de um módulo Apache, denominado 
mod_perl. Este módulo, escrito por Doug MacEachern, embute o interpretador Per! di-
retamente dentro do servidor Web. Apache::Registry é um módulo Per! que trabalha em 
conjunto com mocL.perl, esse módulo é usado para emular o ambiente CG I, com isso, 
scripts CGI escritos em Per! podem ser usados com mod_perl sem ter que reescrevê-los. 
Com Apache::Registry, cada programa CGI individual é compilado e armazenado em 
memória na primeira vez que for requisitado, e então permanece disponível para todas as 
próximas requisições desse script CGI. Esse processo evita o custo de inicialização ( star-
tup) do script. O efeito é que os scripts CGI são pré-compilados pelo servidor e executados 
sem a necessidade de criação de novos processos, portanto executando muito mais rapida-
mente e eficientemente os scripts Per!. Os benefícios da integração do servidor Web com 
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o interpretador Per! podem ser divididos em duas partes: 
1. Devido ao interpretador Per! ser construído dentro do processo filho do Apache, os 
scripts Per! podem ser executados muito mais rapidamente: o interpretador Per! não 
precisa ser carregado na memória para cada invocação do script. Dependendo da 
configuração, módulos e/ou scripts Per! podem ser completamente ou parcialmente 
pré-compilados e armazenados na memória; 
2. Mod_perl possibilita a escrita de módulos Apache em Per!. Com isso, um código em 
Per! pode intervir em qualquer estágio de processamento do servidor Apache. 
4.2.2 DBI 
O DBI (DataBase Interface [Des)) é uma API para a linguagem Per!, que fornece acesso 
a bancos de dados. O DBI define um conjunto de funções, variáveis e convenções que 
fornecem uma interface consistente para banco de dados, independente do banco de dados 
que está sendo usado. O DBI abstrai a necessidade de entender o nível mais baixo da 
tecnologia do banco do dados. O DBI é uma camada transparente que fica entre uma 
aplicação e um ou mais DBDs (DataBase Drivers), isto é, são os drivers que realmente 
interagem com os bancos de dados. 
Arquitetura do DBI 
Com a explosão da popularidade da linguagem Per! como uma das principais linguagens 
de programação CGI, se fez necessário a definição de uma interface de conexão a banco 
de dados simples e padronizada. 
A Figura 4.4 mostra os componentes da arquitetura DBI. O Switch é o código res-
ponsável por chamar o método para o driver apropriado para a execução atual. O switch 
também é responsável, entre outras coisas, pela carga dinâmica dos drivers, checagem e 
manipulação de erros. Os DBDs implementam suporte para um dado tipo de sistema de 
banco de dados. Existe um grande número de DBDs para SGBDs comerciais e de código 
aberto, tais como: 
• DBD::Oracle- driver para Oracle 7 e Oracle 8; 
• DBD::FreeTDS - driver para SQL Server e Sybase; 
• DBD::Sybase- driver para Sybase; 
• DBD::Pg - driver para PostgreSQL; 
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• DBD::mSQL(MySQL) - driver para mSQL; 
• DBD::Informix - driver para Informix. 
I Aplicações Perl J 
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Figura 4.4: Arquitetura do DBI. 
4.2.3 Apache::DBI 
A principal limitação de um script CGI em relação aos bancos de dados é que as conexões 
com os bancos de dados não são persistentes. Toda requisição de um script CGI tem que 
reconectar ao banco de dados, e quando a requisição terminar a conexão é fechada. 
Apache::DBI foi escrito para superar essa limitação. Esse módulo inicializa um pool 
de conexões persistentes ao banco de dados. Todo pedido de conexão ao banco de dados 
que é feita através do DBI, será transferido ao módulo Apache::DBI. Esse módulo veri-
fica se o handle da requisição de conexão anterior já está armazenado e verifica usando 
o método ping se esse handle ainda é válido. Se estas duas condições forem verdadeiras 
o Apache::DBI apenas retorna o handle do banco de dados. Se não existir um handle 
apropriado ou se o método ping falha, uma nova conexão é estabelecida e o handle é ar-
mazenado para futuramente ser reutilizado. Quando o script Per! é executado novamente 
por um processo filho do Apache que ainda está conectado, o Apache::DBI apenas verifica 
o cache de conexões abertas comparando os parâmetros host, username e password. Uma 
conexão com os mesmos parâmetros é retornada se estiver disponível ou uma nova conexão 
é criada e depois retornada. Não existe necessidade de apagar o comando "disconnecf' do 
código de um script Per!, pois, o módulo Apache::DBI faz uma sobrecarga desse método 
com um método vazio. Assim, quando um script Per! deseja conectar-se a um banco de 
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dados, o Apache::DBI retoma imediatamente uma conexão válida e o script Per! pode 
conectar-se ao banco de dados sem ter que abrir uma nova conexão com a base de dados. 
Isso somente é possível com scripts Per! sendo executados em um servidor Web com o 
módulo mod_perl. 
Se é desejado que uma conexão já esteja aberta quando um script Per! é executado pela 
primeira vez depois da inicialização do servidor Web, o módulo Apache::DBI permite que 
durante o processo de inicialização do servidor Web sejam abertas todas as conexões que 
serão inicialmente usadas pelos scripts Per!. Essa característica deverá ser usada somente 
se todos os usuários tiverem permissão de conectar-se ao banco de dados através dessas 
conexões. 
O módulo Apache::DBI ainda possui algumas limitações: esse módulo mantém per-
sistentes as conexões com os bancos de dados através dos processos filhos do servidor 
Apache. Se um usuário acessa várias vezes um banco de dados, as requisições HTTP 
serão manuseadas muito provavelmente por diferentes processos filhos do Apache. Todo 
processo filho do Apache precisa fazer sua própria conexão. Não haverá problema, se 
todos os processos filhos do Apache puderem compartilhar os handles das conexões. Uma 
possível solução pode ser a utilização de uma versão multi-thread do servidor Apache. 
Com essa limitação em mente, existem cenários, onde o uso do Apache::DBI não é 
aconselhável. Por exemplo, uma aplicação Web com um grande volume de requisições 
onde todo usuário conecta-se ao banco de dados com um identificador que é diferente 
para cada usuário. Todo processo filho do Apache abrirá muitas conexões ao banco de 
dados. Em conseqüência disso, em pouco tempo o servidor Apache entrará em colapso. 
Um outro problema são os tímeouts: alguns bancos de dados disconectam-se do cliente 
depois de um certo período de tempo de inatividade. O Apache::DBI tenta validar o 
handle do banco de dados usando o método ping do módulo DBI. Por default esse método 
retoma que o handle é válido. Se o handle não é válido e o driver não tem implementado 
o método ping, será retornado ao script Per! um handle não válido que provocará um erro 
ao se tentar acessar o banco de dados com esse handle. 
4.3 Ambiente Python 
Python é uma linguagem de programação interpretada, interativa, orientada a objetos e 
escrita em C. Seu projeto combina características de engenharia de software de linguagens 
tradicionais com a grande aplicabilidade de linguagens script. A linguagem Python é 
freqüentemente comparada às linguagens: Java, Per! e Te!. 
Python combina um grande poder de expressão com uma sintaxe muito clara e en-
xuta, podendo ser estendido pela adição de novos módulos implementados em linguagens 
compiladas, tais como: C ou C++. A implementação de Python é portável: podendo 
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ser executada sobre Unix (Solaris, Linux e outros), Windows, OS/2 e outros; ou seja, 
a implementação de Python pode ser suportada por qualquer sistema operacional que 
possua um compilador C. 
4.3.1 Python Database API 
Esta API foi definida para padronizar a interface entre módulos Python e diferentes 
SGBDs. Com isso, é esperado alcançar uma alta consistência conduzindo a módulos mais 
facilmente compreensíveis, códigos que são geralmente mais portáveis através de bancos 
de dados e um amplo alcance de conectividade de bancos de dados. 
Capítulo 5 
Aspectos de Implementação 
Algumas arquiteturas comerciais são intrinsecamente muito complexas, pois assumem 
requisitos de implementação muito complexos. Isso tem um impacto direto no custo do 
sistema, o que não é aceitável em muitos projetos. E, além disso, esses sistemas comerciais 
incluem funcionalidades não necessárias à maioria das aplicações como, por exemplo, 
transações distribuídas controladas pelo browser. Assim, existem muitos sistemas nos 
quais as soluções comerciais não fornecem uma solução com o custo/benefício apropriado. 
Qualquer arquitetura de desenvolvimento de aplicações com interface Web deve resol-
ver a maioria dos problemas citados na subseção 3.1, os quais podem ser divididos em duas 
categorias distintas: projeto ( design) e implementação. Os problemas de projeto incluem 
diálogo da aplicação e especificação da navegação entre páginas. Os problemas de im-
plementação incluem simulação de estado (com conexão persistente), implementação do 
diálogo e mecanismo seguro de controle de navegação entre páginas utilizando o conceito 
de perfil de usuário. 
Para alcançar todos esses objetivos, foi introduzido nas abordagens tradicionais de 
desenvolvimento de aplicações Web, um agente especializado denominado GABD Web 
(Gerenciador de Aplicações de Bancos de Dados na Web). O GABDWeb faz uso de um 
módulo interno, denominado Gerenciador de Sessões, que mantém traços de estado de um 
cliente WWW ( browser) e coordena a sua interação com a aplicação de banco de dados. 
5.1 Arquitetura do GABO Web 
5.1.1 Ambiente Java 
GABDWeb foi implementado como um pacote Java. Esse pacote fornece capacidade à 
aplicação de realizar a preservação de estado, através de uma tabela de sessões, entre 
consecutivos acessos de um mesmo usuário. GABD Web possui um pool de conexões com-
57 
5.1. Arquitetura do GABO Web 58 
partilhadas. Quando uma aplicação servlet termina de usar uma conexão, essa conexão 
é reciclada e não destruída. Com isso, as conexões tornam-se persistentes e podem ser 
utilizadas entre várias requisições HTTP. 
A estrutura com vários threads ( multi-threadeá) das aplicações servlets fornece uma 
vantagem de desempenho sobre as implementações convencionais com um único thread 
(single-threadeá). Dessa forma, várias requisições HTTP podem ser manipuladas simul-
taneamente diminuindo o tempo de resposta do usuário. A máquina servlet utilizada 
na execução dos servlets foi o Apache JServ [MFb]. Os drivers utilizados no acesso aos 
bancos de dados foram: JDBC OCI (driver nativo do Oracle para Java) para acessar o 
SGBD Oracle e JDBC FreeTDS para acessar o SGBD MS SQL Server. 
GABD Web possui um pool de conexões para cada banco de dados utilizado pelo sis-
tema. A Figura 5.1 apresenta a arquitetura geral do GABDWeb utilizando servlets: 
Apache JServ 
RequisiçãoAJP 1 rr:=======:::;l 
Aplicação Servlet 1 
Requisição A1P 2 
Aplicação Servlet 2 
Requisição A1P 3 
Aplicação Servlct 3 
GABDWeb 
Pool de Conexões 
do Banco de Dados 1 
Pool de Conexões 
do Banco de Dados 2 
Figura 5.1: Arquitetura Geral do GABD Web Utilizando Servlets. 
GABD Web fornece controle sobre os drivers de vários bancos de dados, segurança 
sobre o acesso de usuários aos dados da aplicação e controle de concorrência das requisições 
HTTP dos clientes. 
A classe GABD Web possui métodos para: 
• Pegar uma conexão do pool de conexões, passando como parâmetro o nome do pool; 
• Retornar uma conexão para o pool; 
• Criar uma nova sessão de usuário; 
• Fechar uma sessão de usuário; 
• Verificar a autorização de um usuário; 
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• Validar uma transição de um usuário; 
• Liberar ( release) todos os recursos e fechar todas as conexões durante o processo de 
shutdown; 
• Manter um arquivo de log (ApplicationManager.log) do sistema. Esse arquivo é 
usado para verificar o funcionamento correto do sistema. 
A classe GABD Web foi desenvolvida de acordo com o padrão Singleton. Um Singleton 
é uma classe com apenas uma instância. Após a instância de GABD Web ter sido criada 
por uma aplicação servlet, outras aplicações poderão somente pegar uma referência para 
essa instância através de um método estático da classe. 
A Figura 5.2 apresenta a estrutura do GABD Web em Java: 
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Figura 5.2: Estrutura do GABD Web em Java. 
A arquitetura de GABDWeb é dividida em três módulos principais: 
1. Gerenciador de Sessões: responsável por gerenciar as sessões de usuários entre 
várias requisições HTTP; 
2. Gerenciador de Navegação: responsável por validar uma transição de uma 
página para outra; 
3. Gerenciador de Conexões: mantém e coordena os pools de conexões comparti-
lhadas. 
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Gerenciador de Sessões 
Este módulo é o componente central do GABD Web. O Gerenciador de Sessões coordena 
a comunicação entre o cliente ( browser WWW) e a aplicação de banco de dados com 
estado. Uma sessão é criada pelo Gerenciador de Sessões após o usuário ser autenticado 
em uma página inicial da aplicação, onde o usuário fornece o seu nome (username) e sua 
senha (passworá). Dessa forma, uma sessão (com identificador único) será criada para 
esse usuário. Para manter a aplicação de banco de dados coordenada com o browser, o 
Gerenciador de Sessões faz uso do mecanismo de gerenciamento de estado, apresentado 
na subseção 2.3.2, denominado cookie. 
A Figura 5.3 mostra a estrutura interna do Gerenciador de Sessões: 
Gerenciador de Sessões 
Tabela de Sessões 
i! i 
* 
Navegação 
~ ~ 8 
'Ilm:ad de Invalidação 
n 
Figura 5.3: Estrutura do Gerenciador de Sessões. 
O Gerenciador de Sessões fornece alguns métodos para o controle das sessões de 
usuário. Esses métodos são usados para: 
• Criar uma nova sessão de usuário; 
• Validar uma sessão de usuário; 
• Fechar uma sessão de usuário. 
A operação do Gerenciador de Sessões é fortemente baseada nos dados armazenados na 
tabela de sessões, que mantém informações vitais sobre a sincronização dos browsers com 
as aplicações servlets. O Gerenciador de Sessões mantém um registro na tabela de sessões 
para cada usuário servido pelas aplicações servlets que possuem uma sessão de usuário 
válida. Esse número é dinâmico, podem ser criadas quantas sessões forem necessárias 
para servir as requisições feitas pelos usuários às aplicações servlets. 
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Internamente, o Gerenciador de Sessões possui uma estrutura com dois componentes: 
1. Tabela de Sessões: armazena os timestamps das sessões de usuário válidas; 
2. Thread de Invalidação: responsável por invalidar uma sessão após o seu tempo de 
validade ( timeout) ter expirado. 
Tabela de Sessões 
Este componente é responsável por armazenar todos os timestamps das sessões de usuário 
que são correntemente válidas no sistema. Quando uma sessão expirar ou for fechada pelo 
usuário ela deverá ser excluída da Tabela de Sessões. 
Os campos da Tabela de Sessões são: 
• Identificador de Sessão: identificador criado pelo sistema para identificar univo-
camente uma sessão de usuário; 
• Timestamp: instante (ms) da última utilização da sessão. 
Quando uma nova requisição HTTP é recebida pela aplicação servlet, o Gerenciador 
de Sessões tentará validar a sessão de usuário. Desta forma, três alternativas podem 
ocorrer: 
1. A requisição HTTP não possui um cookie com um identificador de sessão; 
2. A requisição HTTP possui um identificador de sessão, mas esse identificador não 
possui uma entrada na Tabela de Sessões; 
3. A requisição HTTP possui um identificador de sessão, e esse identificador possui 
uma entrada na Tabela de Sessões. 
Na alternativa 1, como não existe um identificador de usuário na requisição, o sistema 
retornará uma página HTML de identificação (login) para o usuário. 
Na alternativa 2, GABD Web verificará junto ao Gerenciador de Sessões se existe uma 
sessão válida para esse usuário. Como não existe, o sistema retornará novamente uma 
página de identificação para o usuário. Dessa forma, após a identificação do usuário 
e a validação do sistema uma nova sessão será criada para esse usuário. Para isso, o 
Gerenciador de Sessões enviará um cookie ao browser do usuário contendo o identificador 
dessa sessão. O tempo de vida do cookie é igual ao timeout da sessão. 
Na alternativa 3, existe uma sessão válida para o usuário. Logo após ser completada a 
requisição do usuário, o timestamp da sessão é atualizado e um novo cookie é enviado ao 
browser do usuário. Quando uma sessão for invalidada, um novo cookie com um tempo de 
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vida igual a zero será enviado ao usuário, isto significa que o cookie na máquina do usuário 
deverá ser descartado imediatamente. Dessa forma, quando um usuário que possui uma 
sessão válida fizer uma requisição de serviço à aplicação servlet, não haverá necessidade 
de se identificar novamente. 
Thread de Invalidação 
A função deste componente é invalidar todas as sessões de usuário que permanecerem sem 
atividades por mais que um período de tempo ( timeout) pré-definido. Para essa finalidade 
é armazenado e atualizado na Tabela de Sessões o timestamp de cada sessão válida. Esse 
método do Gerenciador de Sessões é executado em um thread, sendo executado portanto 
de forma concorrente com todo o sistema. O Thread de Invalidação permanece inativo 
durante um período de tempo, e novamente verifica se existem sessões expiradas. Esse 
processo se repete durante todo o tempo em que o sistema estiver em uso. 
Depois que o timeout da sessão tiver expirado, o Gerenciador de Sessões identificará que 
a sessão está inativa (isto é, que a sessão foi terminada). Com isso, o Thread de Invalidação 
invalidará a sessão, retirando o seu identificador da Tabela de Sessões e liberando todos 
os recursos alocados para essa sessão de usuário. 
Gerenciador de Navegação 
A função do Gerenciador de Navegação é validar todas as transições entre páginas que 
um usuário da aplicação servlet tentar realizar. Para isso, toda vez que for feita uma 
requisição à aplicação, o Gerenciador de Navegação, logo após a validação da sessão, 
verificará se o usuário possui ou não permissão para acessar a página solicitada. Se não 
possuir, será enviado urna mensagem de erro para o browser do cliente. 
O Gerenciador de Navegação é o componente da arquitetura responsável por fazer o 
controle de acesso dos usuários da aplicação servlet. Com isso, pode-se ter uma apli-
cação com os usuários distribuídos geograficamente, mas com um conjunto específico de 
permissões de acesso à aplicação. 
Gerenciador de Conexões 
A Figura 5.4 apresenta a estrutura do Gerenciador de Conexões. O Gerenciador de Co-
nexões funciona como um servidor de conexões persistentes, servindo como um componen-
te central entre as aplicações servlets e os SGBDs. Apesar de ser transparente ao sistema, 
quando estiver sendo usado o protocolo HTTP 1.1 [FGM+97J, com conexão persistente, 
o desempenho do mesmo melhorará consideravelmente em relação a quando estiver sendo 
usado o protocolo HTTP 1.0, que não possui conexão persistente [Pad95, PM94, BLFF96]. 
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Figura 5.4: Estrutura do Gerenciador de Conexões. 
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A classe Gerenciador de Conexões é um invólucro ( wrapper) dos pools de conexões que 
são criados pelo sistema. O Gerenciador de Conexões é responsável por: 
• Carregar e registrar todos os drivers JDBC que serão utilizados pelo sistema. Du-
rante o processo de shutdown todos os drivers são descarregados do sistema; 
• Criar os pools de conexões baseado nos parâmetros definidos no arquivo de proprie-
dades ( connections.properties); 
• Manter traços das aplicações servlets que estão utilizando o sistema para finalizar 
todos os pools quando o último cliente (aplicação servlet) for finalizado. 
Configuração do Gerenciador de Conexões 
Durante o processo de inicialização do GABD Web, o arquivo connections.properties for-
nece os parâmetros de configuração do sistema. Esse arquivo é fornecido no formato 
properties contendo pares chave/valor (keyjvalue) que definem os pools de conexões. As 
propriedades comuns entre os pools são as seguintes: 
• drivers: lista de drivers JDBC que serão carregados pelo Gerenciador de Conexões. 
O Gerenciador de Conexões conecta-se aos bancos de dados usando um driver JDBC. 
Por isso, é importante especificar o path do driver JDBC no CLASSPATH do siste-
ma; 
• logfile: arquivo de log do sistema. 
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Outras propriedades são fornecidas para cada pool de conexões. O nome de cada 
propriedade inicia com o identificador do banco de dados: 
• <database_id>.url: URL JDBC que define a base de dados; 
• <database..id>.user: nome do usuário para a base de dados; 
• <database_id>.password: senha do usuário; 
• <database_id>.numconn: número de conexões que são abertas automaticamente 
pelo GABD Web durante o processo de inicialização; 
• <database_id>.maxconn: número máximo de conexões que podem estar abertas 
simultaneamente em cada pool de conexões. 
O identificador database..id é usado no arquivo de configuração para identificar um pool 
de conexões. O nome do usuário e sua correspondente senha devem ser válidos para o 
banco de dados definido pela propriedade "url". Durante a inicialização do sistema todos 
os drivers fornecidos pela propriedade "drivers" são carregados dentro da máquina virtual 
Java e uma instância para a classe é criada. Com isso, todos os drivers são registrados 
e armazenados em um vetor. Esse vetor é utilizado para descarregar todos os drivers 
durante o processo de shutdown. 
A classe Gerenciador de Conexões possui métodos para: 
• Pegar uma conexão do pool de conexões, passando como parâmetro o nome do pool 
( database..iá); 
• Retornar uma conexão para o pool; 
• Liberar (release) todos os recursos e fechar todas as conexões durante o processo de 
shutdown. 
Pool de Conexões 
Esta classe armazena e gerencia todas as conexões compartilhadas que estão abertas para 
cada base de dados. Os bancos de dados são identificados por uma URL JDBC. Uma URL 
JDBC consiste de três partes: o identificador do protocolo (sempre jdbc), o identificador 
do driver ( odbc, oracle, etc.) e o identificador do banco de dados. 
Cada banco de dados do sistema possui um pool de conexões. Esses pools de conexões 
são criados durante o processo de inicialização do GABD Web, baseados no arquivo de 
propriedades. Devido ao alto custo de uma licença de usuário em SGBDs comerciais (por 
exemplo, Oracle, Microsoft SQL Server, etc.), as conexões de um pool serão todas abertas 
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para um mesmo usuano. Com isso, será minimizado o custo do sistema com relação ao 
número de licenças de usuários de um SGBD. 
O sistema inicialmente cria, para cada pool, um número pré-definido ( numconn) de 
conexões para os usuários, as conexões são definidas pelas variáveis user e password. Du-
rante a execução do sistema somente um número máximo (maxconn) de conexões podem 
estar abertas simultaneamente para cada pool. Se esse limite de conexões for alcançado, 
durante uma requisição o usuário ficará bloqueado até uma conexão ser liberada, evitan-
do assim que usuários mal intencionados derrubem o sistema fazendo um número muito 
grande de requisições acima do limite que o sistema consegue gerenciar. 
5.1.2 Ambiente Perl 
Com o propósito de resolver os principais problemas encontrados na arquitetura CGI 
padrão, utilizamos os módulos mod_perl e Apache::DBI no desenvolvimento da arquite-
tura GABD Web. Nessa arquitetura, o GABD Web foi implementado com a utilização 
dos módulos citados acima. Os scripts CGI são escritos em Per! e o servidor Web é o 
Apache com um interpretador Per! ligado a ele via módulo mod..perl. Não há necessida-
de de carregar o interpretador Per! para toda execução de um script, pois esse já está 
ligado ao código do servidor Web através do módulo mod_perl. Mais ainda, consegue-se 
aumento adicional de desempenho devido a um cache de scripts pré-compilados mantidos 
por mod-perl. Essas escolhas têm um grande impacto no desempenho global e conecti-
vidade do sistema. O desempenho pode ser aumentado consideravelmente pois pode-se 
minimizar ao máximo o tempo de processamento dos scripts CGI devido à combinação 
de características individuais. 
Com relação à conectividade, pode-se usar como banco de dados qualquer banco supor-
tado pela combinação de módulos DBI (Data Base Interface) e DBD (Data Base Driver) 
da biblioteca Per!, estando incluídos os bancos de dados Oracle, SQL Server, Informix 
e Sybase, dentre outros. Os drivers utilizados no acesso aos bancos de dados foram: 
DBD::Oracle para acessar o SGBD Oracle e DBD::Sybase para acessar o SGBD MS SQL 
Server, como o próprio nome diz, esse driver também pode ser usado para acessar o SGBD 
Sybase. O mecanismo de acesso ao banco de dados não impõe perda de desempenho ao 
sistema pois cada instância filha do servidor W eb possui um pool de conexões persisten-
tes com o banco de dados através do módulo Apache::DBI. A instância pai do servidor 
Apache passa a requisição a uma instância filha inativa. Se todas estiverem ocupadas 
servindo outras requisições então uma nova instância filha do servidor Web é disparada, 
desde que o número máximo de instâncias filhas não tenha sido excedido. A instância 
filha carrega e executa o script Per!, esse script acessa o GABD Web que coordena todas 
as atividades necessárias para responder à requisição do usuário. 
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A Figura 5.5 apresenta a arquitetura geral do GABD Web utilizando Per!: 
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Figura 5.5: Arquitetura Geral do GABD Web Utilizando Per!. 
5.1.3 Ambiente Python 
66 
A implementação do agente de banco de dados (GABD Web), em [GuiOl], é proposta 
como a junção do "Session Manager'' e do "Database Application" [HMP98J, descritos 
na subseção 3.2, em um único processo de longa duração denominado DBCM (Database 
Connection Manager). Essa solução é composta de duas partes: um programa Python 
( daemon) que implementa o DBCM e um pequeno programa CGI escrito em C, que é 
executado em menos de 0.5 ms em uma instalação Linux moderna. 
Nessa implementação é utilizada uma nova e eficiente técnica de comunicação de dados 
entre o servidor Web e o DBCM, onde o script CGI conecta-se ao DBCM, através de um 
socket Unix, e envia seus descritores ( input e output). Essa implementação requer somente 
uma conexão socket para comunicação de dados entre o DBCM e o SGBD. Uma outra 
conexão socket entre o DBCM e o script CGI é usada somente para receber os descritores. 
O principal benefício dessa técnica, em relação a [HMP98], é que além da recepção dos 
dois descritores de E/S do script CGI que são passados ao DBCM, nenhuma comunicação 
adicional é necessária entre eles: a entrada do usuário é lida diretamente do servidor Web 
pelo DBCM e a saída gerada é escrita diretamente para o servidor Web usando o descritor 
de saída recebido do script CGI. Dessa forma, é reduzido o número de conexões socket 
utilizadas na transmissão dos dados entre o servidor Web e o DBCM. Essa técnica tem o 
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potencial de reduzir o tempo de reposta de aplicações onde um grande volume de dados 
é retornado do SGBD para o cliente (browser). 
O DBCM foi implementado como um servidor concorrente convencional, que dispara 
um processo filho para cada requisição de um script CGI. Esse mantém informações de 
estado para cada usuário ativo em uma tabela residente em memória denominada Tabela 
de Conexões, contendo: usemame e password criptografada, nome da instância do SGBD, 
status da conexão, handle da conexão, timeout da conexão e o número de vezes que a 
conexão foi usada. O username e password são aquelas necessárias para a autenticação no 
SGBD. Por razões de segurança e privacidade, a password não criptografada (no formato 
ASCII) é usada na abertura da conexão com o SGBD e depois descartada. O status de 
uma conexão está ativo se existe uma interação em andamento com o SGBD e inativo caso 
contrário. Se um usuário submeter uma consulta e existir uma conexão inativa atribuída 
a ele, essa conexão é reutilizada e, portanto, torna-se ativa. O timeout da conexão é 
usado como timeout da sessão de usuário: a conexão com o SGBD será fechada se o 
timeout expirar, então sua entrada será descartada da Tabela de Conexões. A conexão 
do DBCM com o SGBD Oracle é feita através do driver DCOracle da Digital Creations 
Oracle Interface, que foi instalado como um módulo Python. 
A Figura 5.6 mostra os caminhos (paths) de comunicação entre o servidor Web, scripts 
CGI e DBCM: 
input ( fonnulátlo ) 
conexão socket 
CGI 
output ( IITML ) 
Jnput ( fonnulárlo ) 
conexão socket 
output ( IITML ) 
Figura 5.6: Caminhos de Comunicação no DBCM. 
Capítulo 6 
Análise de Desempenho 
Neste capítulo, é apresentada uma série de experimentos que permitem a quantificação do 
overhead de tempo imposto pelas arquiteturas de gateways convencionais e os benefícios 
que podem ser obtidos pela arquitetura proposta nesse trabalho. Para analisar o desem-
penho da arquitetura, é preciso definir o significado de desempenho no contexto específico 
de plataforma cliente/servidor. Existem dois tipos de desempenho, um mais geral pa-
ra qualquer paradigma de execução; e um mais específico, especialmente definido para 
modelos cliente/ servidor: 
• Desempenho Absoluto: mede o tempo que uma aplicação leva para executar. 
Essa definição é bem adaptada para programas sem retardo assíncrono (interação do 
usuário, congestionamento de rede, carga de máquina) e portanto é usada como um 
índice de velocidade nesse contexto. É fácil entender porque esse tipo de desempenho 
não pode ser usado para testar a velocidade do servidor; 
• Desempenho Percebido: mede o tempo que um servidor leva para executar e 
terminar uma ação requisitada pelo cliente. Essa definição é bem adaptada ao 
paradigma cliente/servidor. O Desempenho e a velocidade do servidor são usados 
para definir esse tipo de medida. 
Como em [HM97, HVMOO, Zha99], foram realizados vários testes para demonstrar que 
a arquitetura proposta é significativamente mais eficiente que os gateways tradicionais. 
Das três técnicas de avaliação de desempenho (medição, simulação e modelagem analítica), 
medição é considerada a mais precisa [CHS93]. Esse tipo de teste somente é possível ser 
realizado depois da implementação do sistema considerado. Portanto, é possível realizar 
essas medidas desde que o GABD Web foi implementado. 
Nos experimentos apresentados neste capítulo, utilizamos os SGBDs Oracle e MS SQL 
Server e não sistemas gerenciadores abertos como InterBase e PostgreSQL porque esses 
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ainda são pouco usados em aplicações corporativas, ao contrário do Oracle e MS SQL 
Server. Além disso, o SGBD Inter Base não era um sistema aberto no momento do início 
dessa dissertação. 
O tempo total (ttotaz) gasto pelos gateways tradicionais na recuperação e transmissão 
da informação solicitada de volta ao browser é dado por: 
itotal = iprocesso + tinterpretador + iscript + iconexao + iaplicacao + isQL (6.1) 
Na fórmula 6.1, os fatores que implicam diretamente no tempo total (ttotaz) de execução 
de um script CGI padrão são representados por: 
1. tprocesso: tempo gasto na criação de um novo processo CGI; 
2. tinterpretador: tempo que o sistema gasta para carregar o interpretador do scrípt na 
memória; 
3. tscript: tempo gasto pelo sistema para carregar o código do scrípt na memória; 
4. tconexao: tempo gasto na reserva de recursos e no estabelecimento de uma conexão 
com o banco de dados; 
o. taplicacao: tempo de execução do código do scrípt (esse tempo é diretamente propor-
cional à complexidade do algoritmo do scrípt); 
6. tsQL: tempo de processamento gasto pelo SGBD na execução do comando SQL 
submetido pelo cliente. 
Os quatro primeiros fatores são todos controláveis, enquanto que taplicacao e tsQL variam 
dependendo respectivamente do tamanho do código útil do script [PreOO] e do tipo de 
comando SQL submetido pelo cliente. O tsQL depende também se o SGBD utilizado 
implementa ou não um sistema de cache para consultas SQL: na próxima vez em que um 
cliente executar um mesmo scrípt CGI, cujo resultado de consulta já esteja na memória, 
esse tempo será muito menor que o tempo gasto na primeira execução do scrípt CGI. 
Ao contrário dos gateways tradicionais, onde todos os seis fatores são determinantes 
do tempo total de execução de um script CGI, nas arquiteturas Java, Per! e Python, 
vários desses fatores podem ser reduzidos ou até mesmo eliminados com a utilização do 
GABD Web (Java), módulos mod_perl e Apache::DBI (Per!) e DBCM (Python). 
6.1 Configuração dos Experimentos 
Foram utilizadas quatro máquinas ( hosts) durante o processo de desenvolvimento e ava-
liação dos experimentos. As configurações de hardware e software utilizadas foram: 
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• Host 1: Pentium I 200 MHz com 64 MB de RAM. Essa máquina hospeda os 
seguintes softwares: 
1. Sistema operacional: Linux Red Hat 6.2 (kernel 2.2.14-5.0); 
2. Apache JMeter 1.3 (gerador de carga HTTP). 
• Host 2: AMD-K6 350 MHz com 128 MB de RAM. Essa máquina hospeda os 
seguintes softwares: 
1. Sistema operacional: Linux Red Hat 6.2 (kernel 2.2.14-5.0); 
2. Servidor Apache 1.3.14. 
• Host 3: AMD-K6 300 MHz com 64 MB de RAM. Essa máquina hospeda os se-
guintes softwares: 
1. Sistema operacional: Linux Red Hat 6.2 (kernel 2.2.14-5.0); 
2. Oracle 8.0.5. 
• Host 4: Pentium I 166 MHz com 32 MB de RAM. Essa máquina hospeda os 
seguintes softwares: 
1. Sistema operacional: Microsoft Windows NT Server 4.0; 
2. Microsoft SQL Server 6.5. 
A Figura 6.1 mostra a configuração dos cenários utilizados no desenvolvimento dos 
experimentos: 
Hostl Host 2 Host 3 Host4 
Linux Red Hat 6.2 Linux Red Hat 6.2 Linux Red Hat 6.2 MS Windows NT Server 4.0 
1 Apadl~ -~Metu ~ ~ I ~rvidor Apache l r:: :::< ~SSQL~;J 
,/ I Aplicação Web I 
·-., ·--~~~~~~ -~T}'t-- I I i 
Internet /Intranet I GABOO'eb I Internet 1 Intranet Internet /Intranet 
Figura 6.1: Configuração dos Cenários dos Experimentos. 
Os experimentos consistem de uma série de testes em que um programa gerador de 
carga (Apache JMeter) direciona uma grande quantidade de requisições HTTP ao servidor 
Apache. Na subseção 6.1.1, o Apache JMeter é apresentado em mais detalhes. 
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6.1.1 Apache JMeter 
O Apache JMeter é uma ferramenta de código aberto que faz parte do Projeto Java Apa-
che [Pro]. O Apache JMeter é uma aplicação, escrita em Java, projetada para testar 
o comportamento e medir o desempenho de servidores WWW na recuperação de docu-
mentos HTML estáticos ou gerados dinamicamente (CGI, Servlets, Per!, Python, etc.). O 
Apache JMeter também pode ser usado para simular um período de alta carga sobre o ser-
vidor WWW ou sobre a rede para testar a sua solidez ou para analisar o seu desempenho 
sob diferentes tipos de carga. 
O Apache JMeter pode ser usado para fazer uma análise gráfica do servidor WWW 
ou para testar o comportamento de um script/servidor sob uma grande quantidade de 
requisições concorrentes. 
As características do Apache JMeter incluem: 
• É completamente portável, pois é 100% escrito em Java; 
• Permite o uso de ambos métodos GET e POST; 
• Devido à característica multi-threaded da linguagem Java, o Apache JMeter possui 
um framework multi-threaded que permite requisições HTTP concorrentes realizadas 
por vários threads, onde cada thread simula o tráfego causado por um cliente HTTP; 
• Vários tipos de visualização das estatísticas de carga podem ser escolhidas para uma 
melhor análise, incluindo a possibilidade de salvar essas estatísticas em um arquivo. 
A Figura 6.2 mostra a ferramenta Apache JMeter utilizada na geração de carga HTTP 
para a realização dos experimentos: 
Apache JMeter Requisições HTTP Servidor Apache (bttpd) 
Thread 1 Thread 2 Tbread 16 ~ 
Req. : 
Resp. Thrcad 
= 
Rcsp. Thn:OO 2 
' l 
Unha de Tempo 
Figura 6.2: Utilização do Apache JMeter na Geração de Carga HTTP. 
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Como pode ser visto na Figura 6.2, a linha de tempo mostra que o número máximo 
de requisições concorrentes que podem ser feitas ao servidor Apache pelo Apache JMeter 
depende exclusivamente do número de threads utilizados no experimento. 
Da forma que o Apache JMeter foi implementado não era possível realizar as medidas 
para os testes propostos. O software simplesmente envia requisições HTTP a partir de 
cada thread, sem controlar quantas e quais requisições foram realizadas por cada thread. 
Por isso, foi necessário reimplementar algumas das funcionalidades do software para que 
ele fizesse o controle de todas as variáveis necessárias para a sincronização de cada thread 
com o script CGI. Para resolver esse problema é necessário que cada thread envie um 
cookie, contendo o número do thread, para o script CGI. O valor do cookie é utilizado 
somente na amostragem do tempo de conexão, já que para o tempo de resposta não é 
necessário essa sincronização. 
O fato do Apache JMeter ser uma ferramenta de código aberto facilitou muito o 
processo de amostragem, pois não houve a necessidade de implementar totalmente um 
ferramenta que se adequasse ao experimento, e sim apenas alterar uma parte do código 
de um software que já vem sendo usado e aprovado por muitos usuários. 
6.2 Cenários dos Experimentos 
O Apache JMeter foi configurado para simular o tráfego causado por até 16 clientes 
HTTP (threads) concorrentes, começando por um thread e incrementando de 1 até 16 
threads concorrentes. Cada thread faz 10 repetições de uma mesma requisição, permitindo 
portanto que o experimento alcance um estado estáveL Durante os testes, arquivos de log 
de atividades foram atualizados com as seguintes informações: 
• Tempo de Conexão: tempo gasto na alocação de recursos e no estabelecimento 
de uma conexão com o banco de dados; 
• Tempo de Resposta: tempo total gasto para completar a transferência dos dados 
requisitados pelo cliente (browser), incluindo o tempo de conexão com o servidor 
Web. 
A Figura 6.3 mostra os cenários de acesso a banco de dados sujeitos à avaliação através 
dos experimentos. Os cenários avaliados foram: 
1. Script CGI/ Java padrão: script e interpretador Java são carregados a cada requi-
sição; 
2. Script Java Servlet: script e interpretador Java são pré-carregados; 
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3. Script Java Servlet com pool de conexões (Gerenciador de Conexões- GABD Web); 
4. Script CGI/Perl padrão: script e interpretador Per! são carregados a cada requisição; 
5. Script CGI/Perl com módulo mod_perl: script e interpretador Per! são pré-carregados; 
6. Script CGI/Perl com módulos mod_perl e pool de conexões (Apache::DBI); 
7. Script CGI/Python padrão: script e interpretador Python são carregados a cada 
requisição; 
8. Script CGI/C com DBCM/Python: script e interpretador Python são pré-carregados; 
9. Script CGI/C com DBCM/Python e pool de conexões (Gerenciador de Conexões). 
Cenáriol I CGI/Ja'11' JDBC Cenário4 I CGI!Perl I DBI Cenário7 I CGI/Py.., I DBAPI 
Cenário 2 I Java Servlet I JDBC Cenário 5 I mod_perl ] CGI I Per! I DBI Cenário 8 I DBCM/Pytbon I DBAPI 
Cenário 3 I Java Servi& I c::: JDBC Cenário6 I mod_perl I CGI! Perl I DBI IApaclte::DBII Cenário9 I DBCM/Pythoo I c:n~ DBAPI 
Figura 6.3: Cenários dos Experimentos Avaliados. 
Todos os testes foram realizados duas vezes, uma vez para cada um dos SGBDs que 
estão sendo avaliados (Oracle e MS SQL Server), com exceção dos cenários 7, 8 e 9 onde 
foram realizados testes somente com o SGBD Oracle. Em todos os casos, o acesso aos 
bancos de dados envolve a execução de uma consulta SQL simples sobre uma tabela com 
poucos registros: o tamanho do documento HTML gerado é de 247 bytes. O desempenho 
de todos os cenários com respeito às métricas consideradas é ilustrado na seção 6.3. 
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6.3 Resultados Experimentais 
6.3.1 Avaliação do Tempo de Conexão 
Ambiente Java 
A Figura 6.4(a) mostra que o tempo de abertura de uma conexão (tconexao), no cenário 3, 
foi totalmente eliminado devido à utilização do pool de conexões, mostrando claramente 
uma grande melhora de desempenho em relação à arquitetura do cenário 2. Também pode 
ser verificado que com um thread o tempo médio de abertura de uma conexão no Oracle 
é aproximadamente 80% maior que o tempo médio de abertura de uma conexão no MS 
SQL Server; para os testes com cinco ou mais threads os tempos se tornam praticamente 
iguais. O tempo de conexão no cenário 3 é sempre zero porque existem tantas conexões 
abertas quanto requisições HTTP que chegam ao Gerenciador de Conexões (GABD Web). 
Caso existam mais requisições HTTP concorrentes do que conexões abertas, haverá um 
overhead inicial associado à abertura da conexão, mas nas próximas requisições esse custo 
não ocorrerá mais. 
Os tempos de conexões para o cenário 1 não estão presentes no gráfico da Figura 
6.4(a) porque eles são iguais aos tempos de conexão do cenário 2. Isso ocorre porque o 
fato de um pedido de conexão ser feito por um script Java padrão ou por um Servlet 
não influencia no tempo de abertura dessa conexão já que todos os recursos devem ser 
alocados da mesma forma (o mesmo ocorre nos ambientes Per! e Python). 
Ambiente Perl 
Como mostrado na Figura 6.4(b), o tempo de conexão foi quase totalmente eliminado 
devido à utilização do módulo Apache::DBI, reduzindo os tempos de conexão em torno 
de 10 ms. Os tempos de conexão no Oracle para testes realizados até 7 threads são muito 
menores que com MS SQL Server, a partir desse ponto os tempos para Oracle crescem 
quase linearmente e os tempos para MS SQL Server permanecem quase constantes. Isto 
é, com baixa carga os tempos de conexão no Oracle são melhores, já em períodos de alta 
carga o MS SQL Server se comporta de forma mais eficiente. O tempo de abertura de 
uma única conexão no MS SQL Server é aproximadamente 150% maior que o tempo de 
conexão no Oracle. 
Ambiente Python 
A Figura 6.4(c) mostra a eliminação do tempo de conexão no cenário 9 com a utilização 
do pool de conexões do DBCM. 
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6.3.2 Avaliação do Tempo de Resposta 
Ambiente Java 
Nos cenários 2 e 3, o tempo de resposta (ttotat) é reduzido drasticamente em relação 
ao cenário 1 devido a três motivos. Primeiro, o tprocesso é significativamente menor que 
no cenário 1 (script CGI padrão) devido a não ser necessário criar novos processos a 
cada requisição HTTP que é feita à Máquina Servlet. Segundo, sempre que chegar uma 
requisição, a Máquina Servlet (Apache JServ) já possui uma :vláquina Virtual Java na 
memória, eliminando com isso o fator tinterpretador· Por último, após a primeira requisição 
feita ao servlet o seu código executável sempre estará na memória, eliminando dessa forma 
O iscript · 
" .s 
! .: 6000 
{i 
2. 4000 ~ 
2000 
Número de Clientes HTTP 
(a) Cenário 1 
1«m-=====~~~~~~~~~~--, Ir com oo de onexoes I vracie ! 
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(b) Cenários 2 e 3 
Figura 6.5: Tempo de Resposta x Número de Clientes (Java). 
Analisando os gráficos das Figuras 6.4(a) e 6.5(b), podemos verificar que a grande 
redução no tempo de resposta no cenário 3 ocorre exclusivamente devido à eliminação do 
fator tconexao em relação ao cenário 2. O fator tconexao é muito próximo do valor do tempo 
de resposta total: 
icenario_3 = icenario.2 - iconexao (6.2) 
Uma vez que o tconexao é o principal contribuinte para o tempo total de execução do 
script, pela Fórmula 6.2, podemos verificar que o tempo de resposta do cenário 3 será 
pequeno em relação ao cenário 2, o que está de acordo com o gráfico obtido na Figura 
6.5(b). 
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Devido à eliminação dos fatores: tprocesso, tinterpretador e tscript; podemos verificar através 
da Figura 6.5 que o tempo de resposta de uma requisição HTTP é muito menor nos 
cenários 2 e 3 do que no cenário 1. Também fica claro que a arquitetura do cenário 3 
executa sistematicamente mais rápido que as arquiteturas dos cenários 1 e 2, aproxima-
damente 6 vezes mais rápido que a arquitetura Servlet padrão (cenário 2) e 55 vezes mais 
rápido que a arquitetura CGI/Java padrão (cenário 1) com Oracle e 35 vezes mais rápido 
que a arquitetura CGI/Java padrão com MS SQL Server. 
De acordo com a Figura 6.5(a), o tempo de resposta de um script CGI/Java padrão 
acessando o Oracle é bem maior que o tempo de resposta para o mesmo script acessando o 
MS SQL Server. Isso ocorre porque o tempo de abertura de uma nova conexão no Oracle 
gasta muito mais recursos (memória) no host 2 do que o MS SQL Server e consequen-
temente mais tempo. Mesmo os SGBDs estando instalados em máquinas diferentes de 
onde o script é executado, o consumo de recursos nessa máquina é muito maior devido as 
chamadas de rotinas que o driver faz à biblioteca OCI ( Oracle Call Interface), essas cha-
madas são então enviadas sobre o protocolo Net8 para o SGBD Oracle (o mesmo ocorre 
no ambiente Per!). 
Ambiente Perl 
A Figura 6.6 mostra a grande redução no tempo de resposta do cenário 6 em relação aos 
cenários 4 e 5; a melhora de desempenho é aproximadamente 7,5 vezes em relação ao 
cenário 5 com Oracle e 4 vezes com MS SQL Server, em relação ao cenário 4 o tempo de 
resposta do cenário 6 é aproximadamente 120 vezes mais rápido com Oracle e 37,5 vezes 
mais rápido com MS SQL Server. 
Podemos verificar, na Figura 6.6(b), que o tempo de resposta no cenário 6 com Oracle e 
MS SQL Server são praticamente iguais, isso ocorre devido aos pools de conexões utilizados 
nos dois casos. No cenário 5o tempo de resposta com Oracle é menor em relação ao MS 
SQL Server até os testes realizados com 6 threads, a partir desse ponto o tempo de resposta 
com MS SQL Server se torna bem menor em relação ao Oracle. 
Ambiente Python 
A Figura 6.7 mostra o efeito da utilização do DBCM em aplicações de banco de dados na 
Web, o tempo de resposta do cenário 9 é bastante reduzido. O cenário 9 executa a mesma 
requisição aproximadamente 3,5 vezes mais rápido que o cenário 8 e aproximadamente 
100 vezes mais rápido que o cenário 7 para o SGBD Oracle. 
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6.3.3 Avaliação do Throughput 
O Throughput, em nosso contexto, representa o tempo total gasto na execução de 16 
requisições concorrentes de um mesmo scrípt. 
Consulta Pequena - 2 Registros 
A Figura 6.8 mostra os tempos de throughput para todos os cenanos do experimento. 
Podemos ver através da Figura 6.8(a) que o throughput do cenário 4 é melhor que nos 
cenários 1 e 7, isso ocorre devido às arquiteturas Java e Python consumirem mais recursos 
na execução de um CGI padrão que a arquitetura Per!. O tamanho de um interpretador 
Java que deve ser carregado na memória toda vez que chega uma requisição é muito 
maior que o interpretador Per!, com isso é gasto mais tempo e o throughput aumenta. Nos 
cenários 1 e 4 o throughput para o MS SQL Server é melhor pois o processo de abertura de 
uma nova conexão no Oracle consome mais recursos que no MS SQL Server, como nesses 
cenários já existe um grande consumo de recursos, esse fator torna o processo mais lento 
e em conseqüência o throughput com o MS SQL Server é melhor. 
Na Figura 6.8(b), podemos ver que os cenários 3, 6 e 9 possuem throughputs melhores 
que os outros cenários, isso ocorre pois não existem custos associados à abertura de novas 
conexões. O melhor desempenho é do cenário 6 (Per!), em seguida o cenário 3 (Java) e 
por último o cenário 9 (Python). Em todos os cenários da Figura 6.8(b) o throughput com 
Oracle é melhor, isso ocorre porque apesar do Oracle consumir mais recursos para cada 
conexão ele consegue trabalhar com requisições concorrentes de forma mais eficiente que 
o MS SQL Server. 
Consulta Grande - 3618 Registros 
A Figura 6.9 mostra o throughtput para os cenários 3, 6 e 9. Nesses casos, o acesso aos 
bancos de dados envolve a execução de uma consulta SQL sobre uma tabela com muitos 
registros: o tamanho do documento HTML gerado é de 188k bytes. 
Na Figura 6.9(a) podemos ver que o melhor desempenho é do cenário 6 (Per!), em 
seguida o cenário 3 (Java) e por último o cenário 9 (Python). No cenários 6 o throughput 
com o MS SQL Server é melhor, isso ocorre porque apesar do Oracle trabalhar de for-
ma mais eficiente com conexões concorrentes, existe um overhead adicional associado ao 
aumento de registros na tabela de consulta. Dessa forma, como o Oracle consome mais 
recursos por conexão, o throughput para o MS SQL Server é melhor que para o SGBD 
Oracle. 
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6.4. Tempo Total dos Cenários 
6.4 
160.0 
120.0 
:5 
o 
80.0 
" = ~ ,... 
40.0 
0.0 
3 6 
Cenário 
9 
il Oracle 
1 11 MS SQL Server · 
--- ·i 
(a) Cenários 3 (Java), 6 (Per!) e 9 (Python) 
Figura 6.9: Comparação do Throughput para Grandes Consultas. 
Tempo Total dos Cenários 
A tabela 6.1 mostra os fatores envolvidos no ttatat de cada cenário: 
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Cenário Ambiente Java Ambiente Perl 
' 
Ambiente Python 
Tempo Cenário 1 Cenário 2 Cenário 3 Cenário 4 Cenário 5 Cenário 6 Cenário 7 Cenário 8 Cenário 9 
tprocesso • • " 
tintePpretador' .. 
" 
' " ' 
t,cript .. .. 
" 
tcone:oao .. .. .. .. .. .. 
tap!icacao .. .. .. .. 
" 
.. 
, 
.. .. • 
tsQL 
" 
.. .. .. .. .. .. 
" " 
Tabela 6.1: Fatores Envolvidos no Tempo Total de Cada Cenário. 
Os tempos envolvidos nos cenários 3, 6 e 9 são: tapticacao e tsQL· Esses fatores não 
podem ser eliminados do (ttotat) desses cenários. O taplicacao depende da complexidade do 
código da aplicação e da capacidade de processamento do sistema que executa a aplicação. 
O tsQL depende da complexidade do comando SQL, da capacidade de processamento das 
consultas pelo SGBD, do overhead de tempo associado ao driver (esse tempo pode ser 
significativo em consultas pequenas) e do sistema de cache do SGBD. Em todos os nossos 
experimentos foram utilizados os sistemas de cache do Oracle e do MS SQL Server. 
Capítulo 7 
Conclusão 
7.1 Contribuições 
Nessa dissertação foi proposta uma arquitetura "three-tier, denominada GABD Web, para 
utilização no desenvolvimento de aplicações de bancos de dados com estado no contexto 
da Web; essa arquitetura é totalmente baseada em ferramentas de código aberto. Com 
isso, pode-se criar aplicações para a Web com um baixo custo de desenvolvimento. A 
motivação para esse projeto foi realizar a preservação de estado, a redução da taxa de 
estabelecimento de novas conexões com os SGBDs e o controle sobre o acesso de usuários 
às aplicações de bancos de dados na Web. 
GABD Web fornece capacidade ao sistema de realizar a preservação de estado, através 
do Gerenciador de Sessões, entre consecutivos acessos de um mesmo usuário a uma apli-
cação de banco de dados. Nessa arquitetura, GABD Web, através do Gerenciador de Co-
nexões, permanece com as conexões abertas, permitindo suas reutilizações entre múltiplas 
requisições HTTP, resolvendo portanto o problema de abertura de uma nova conexão para 
toda requisição HTTP de um mesmo usuário. 
GABD Web pode ser utilizado para facilitar a programação da interface de sistemas 
Web e resolver alguns problemas de projeto associados a essa idéia. Dentre as vantagens 
de utilização do GABD Web podemos citar: 
• Tratamento do controle de diálogo através do gerenciador de navegação, evitando 
que o usuário siga um caminho de navegação entre páginas proibido na especificação 
do projeto; 
• Permite que exista uma especialização dos diálogos segundo o tipo de usuário; 
• Trata a característica sem estado ( stateless) do protocolo HTTP através da definição 
de sessão para a aplicação; 
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• Melhora o desempenho do sistema reduzindo a taxa de estabelecimento de novas 
conexões com o banco de dados. 
Também foram descritas algumas APis de código aberto (Java Servlet, Per! e Python), 
seus benefícios no desenvolvimento de aplicações de bancos de dados no contexto da Web 
e realizada uma avaliação comparativa do desempenho dessas APis através de experimen-
tos. Vários testes foram realizados, a fim de quantificar os benefícios da utilização dessa 
técnica. 
Verificamos que nos testes realizados a implementação no ambiente Per! teve um me-
lhor tempo de resposta em relação a Java e Python, e Java teve um tempo de resposta 
melhor que Python. Verificamos também que o Oracle, no ambiente Java, gasta mais 
tempo que o MS SQL Server no processo de abertura de uma conexão. Isso ocorre devido 
à grande quantidade de recursos que devem ser alocados pelo SGBD. No ambiente Per!, 
em períodos de baixa taxa de requisições concorrentes, o Oracle se comporta melhor, pois 
consegue servir os pedidos de conexões de forma mais eficiente. É possível, no entanto, 
que essas medidas sejam influenciadas pelos respectivos drivers, e não reflitam a eficiência 
intrínseca dos SGBDs ou dos ambientes de programação utilizados. 
7.2 Trabalhos Futuros 
Diversas direções podem ser seguidas para dar continuidade a essa dissertação. Dentre os 
trabalhos futuros os que mais se destacam são: 
• Realização de testes mais exaustivos com um grande número de requisições HTTP 
concorrentes; 
• Utilização de drivers mais confiáveis e possivelmente mais eficientes nos testes com 
Per! e Python. Dessa forma, seria minimizada a interferência dos drivers nos resul-
tados dos experimentos; 
• Realização de testes com Python acessando o SGBD MS SQL Server. Essas medidas 
não foram realizadas devido à não disponibilidade de um driver para acessar o 
SGBD; 
• Realização de testes com os SGBDs abertos PostgreSQL e InterBase; 
• GABD Web pode ser estendido para fazer o gerenciamento de transações no contexto 
da Web. O conceito de transação distribuída no ambiente Web tem se tornado cada 
vez mais comum com o grande crescimento da área de comércio eletrônico. 
Apêndice A 
Agência de Viagens Travel 
Este apêndice mostra corno aplicar os conceitos descritos no capítulo 5 no desenvolvimento 
de aplicações de banco de dados com estado baseadas na W eb. A validação das técnicas 
foi feita através da implementação de urna aplicação real: um sistema simplificado de 
gerenciamento de reservas de passagens aéreas em urna agência de viagens, denominado 
agência de viagens Trave!. Urna implementação desse sistema interativo via Web foi 
dividida em dois módulos: 
• Módulo GABD Web: é o gerenciador da aplicação Trave!. Esse módulo controla as 
requisições do usuário, validando as permissões de acesso e navegações entre páginas 
da aplicação; 
• Módulo Trave!: é definido levando-se em consideração as tarefas que fazem parte 
da solução da aplicação. 
A.l Módulo GABO Web 
Entre as atividades realizadas pelo gerenciador de aplicação, GABD Web, podemos citar: 
• Controle do diálogo entre páginas, baseado no grafo de navegação, também chamado 
de grafo de diálogo entre páginas; 
• Recebe todas as mensagens enviadas pelo browser. Essas mensagens são requisições 
de transição entre páginas HTML; 
• Simula a conexão (estado) entre a aplicação e o browser. Cada sessão de usuário 
ativa tem um token associado, mantido pelo gerenciador de sessão, identificando 
essa sessão para a aplicação. O gerenciador de aplicação, através do gerenciador de 
sessão, é também responsável pelo mecanismo de expiração de tokens; 
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• Coordena todos os pools de conexões compartilhadas. Faz a interface entre a apli-
cação e os SGBDs, abrindo e fechando conexões quando necessário. 
A fim de realizar todas as atividades descritas acima, o GABD Web precisa manter 
informações persistentes no lado do servidor. O GABDWeb utiliza um pequeno ban-
co de dados, composto de tabelas relacionais, onde são armazenadas informações vitais 
para o gerenciamento da aplicação Travei. A Figura A.l mostra o diagrama entidade 
relacionamento mantido pelo GABD Web: 
WEB~USER N 
N 
N N 
N 
PROFILE NODE 
N N 
Figura A.l: Modelo Entidade Relacionamento do GABD Web. 
O diagrama entidade relacionamento do GABD Web é composto por: 
• PROFILE: define os perfis reconhecidos pela aplicação; 
• WEB-USER: identifica os usuários e suas respectivas senhas; 
• USER-PROFILE-SET: conjunto de perfis de cada usuário; 
• NODE: conjunto dos nós do grafo de navegação; 
• NODE-PROFILE-SET: conjunto dos perfis associados a cada nó do grafo de navegação; 
• EDGE: conjunto das arestas do grafo de navegação; 
• WEB-SESSION: conjunto de sessões válidas em um dado instante. 
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O esquema do banco de dados mantido pelo GABD Web é definido a seguir: 
• PROFILE ( PROFILKJD, DESCRIPTION) 
• WEB_USER ( USERJD, USERNAME, PASSWORD, PEOPLE...ID ) 
• USER..PROFILKSET ( USERJD, PROFILE...ID ) 
• NODE ( NODE...ID, DESCRIPTION ) 
• NODE..PROFILKSET ( NODE...ID, PROFILE...ID ) 
• EDGE ( SOURCE, DESTINATION ) 
• WEB.SESSION ( SESSION...ID, USERJD, NODE...ID ) 
A Figura A.2 mostra o grafo de navegação da aplicação Travei. O grafo de navegação 
é totalmente baseado nas funcionalidades da aplicação. 
Entrada da Aplicação 
Figura A.2: Grafo de Navegação da Aplicação Travei. 
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A.2 Módulo Travel 
A agência de viagens Travei deseja disponibilizar para seus clientes um sistema com in-
terface Web que permita a consulta de horários de vôos, reserva de passagens aéreas, o 
cancelamento e consulta de reservas. 
Embora a aplicação Travei tenha muitos usuários definidos na tabela WEB-USER, 
o GABD Web se conecta ao banco de dados através de um mesmo usuário do banco de 
dados. Dessa forma, os usuários da aplicação compartilharão as mesmas conexões com o 
banco de dados, aumentando a escalabilidade da aplicação e diminuindo a quantidade de 
licenças do SGBD utilizado. 
A aplicação Travei necessita de um banco de dados para armazenar as informações 
referente às reservas de passagens aéreas. A Figura A.3 mostra o diagrama entidade 
relacionamento mantido pela aplicação Travei: 
PEOPLE 
N r---------~ 
>_..:.~ CREI>IT -CAIIDS 
AIRLINES 
FUGBT·ROUTES 
N 
AIRPORTS 
N 
COUNTRIES 
Figura A.3: Modelo Entidade Relacionamento da Aplicação Travei. 
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O diagrama entidade relacionamento da aplicação Travei é composto por: 
• COUNTRIES: conjunto de países que são atendidos por uma rota aérea; 
• CITIES: conjunto de cidades que fazem parte de uma rota aérea; 
• AIRPORTS: conjunto de aeroportos que estão em uma rota aérea; 
• AIRLINES: conjunto de linhas aéreas; 
• FLIGHT..ROUTES: conjunto de rotas aéreas; 
• FLIGHT..DEPARTURES: conjunto de vôos pertencentes a uma rota aérea; 
• FLIGHT-BOOKINGS: reservas de passagens aéreas; 
• AIRCRAFT_TYPES: tipos de aeronaves; 
• AIRCRAFT..LAYOUTS: disposição dos assentos nas aeronaves; 
• PEOPLE: usuários cadastrados no sistema; 
• ITINERARIES: itinerários dos passageiros; 
• FARE..SCHEDULES: preços das passagens aéreas; 
• CREDJT_CARDS: cartões de crédito dos usuários cadastrados no sistema. 
O esquema do banco de dados mantido pela aplicação Travei é definido a seguir: 
• COUNTRIES ( ID, NAME, GEOGRAPHY, CURRENCY, FLAG-PHOTO..FILENAME, CUR-
RENCY ..DESCRIPTION ) 
• CITIES ( ID, NAME, STATE-PROVINCE, TIME-ZONE_CITY, TIME..ZONE_TO-GMT, CI-
TY ..MAP ..LEVE L, WORLD..MAP ..X, WORLD..MAP _ Y, CON.JD, CITY _CODE ) 
• AIRPORTS ( AIRPORLCODE, CTY.JD, DESCRIPTION) 
• AIRLINES ( .l:QJ2E, NAME, PARTNER ) 
• FLIGHT..ROUTES ( ROUTE.JD, AIR...CODE, FLIGHT..,'<UMBER, ORIGIN..ARP _CODE, DEST--
ARP _CODE, FLIGHT_CATEGORY, AVAILABLE..DAYS, MEAL, MOVIE, NUMBER...OF..STOPS, 
FLIGHT..MILES, ACLCLASS) 
• FLIGHT..DEPARTURES (IQ., FLR.lD, DEPARTURE..DATE, DEPARTURE_TIME, ARRIVAL-
TIME, FLIGHT..STATUS, FLIGHT..NOTES) 
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• FLIGHT..BOOKINGS ( .ill, PRICE_pAJD, ASSIGNED..SEAT, ITNJD, FLDJD, FASJD ) 
• AIRCRAFLTYPES ( AIRCRAFT_CLASSIFICATION, MANUFACTURER, DESCRIPTION, 
PHOTO..FILENAME) 
• AIRCRAFT...LAYOUTS ( ACLCLASS, SEAT..ROW, SEAT..LETTER, y_pQSITION, K..POSI-
TION, SEAT_CLASS, SMOKING, EXTRA..LEG, ROOM, SEAT_WIDTH, BABY..FRIENDLY, 
EXIT..ROW, AISLE..sEAT} 
• PEOPLE ( ID, DESIGNATION, FIRST..NAME, LAST..NAME, JOB-TITLE, LOB, EMAIL, 
CONTACLPHONE, HOMEYHONE, MOBILE_pHQNE, ADDRESS, START..DATE, TERMI-
NATION..DATE, NATIONALITYJD, RESIDENTJD, COST_CENTRE, PHOTO..FILENAME, 
AUTHORISATIONJD, EMPNO) 
• ITINERARIES ( ID, TICKET..NUMBER, PEOJD, DEPART..DATE, TRIP..DAYS, INVOICE_-
DATE, RESERVATION..DATE, DOMJNTL, RECORD-TYPE, CREDIT_CARD-CODE, VALI-
DATING-CARRIER, SEGMENLCOUNT, HOTEL-COUNT, CAILCOUNT, TICKET..DAYS--
IN...ADV, FLIGHT..FULL..FARE, FLIGHT_TAX..AMOUNT, FLIGHT..BASE...AMOUNT, CAIL-
COSTS, HOTEL-COSTS, TRIP ..DESC, AUTHORISATIONJD, CCDJD ) 
• FARE..SCHEDULES ( ID, FLRJD, FARE...CATEGORY, STANDARD_PRJCE, CABIN-CLASS, 
START..DATE, END.J)ATE, ENDORSEMENTS, TAX..RATE) 
• CREDILCARDS ( CARPJD, CARD..NUMBER, TYPE, EXPIRATION..DATE, PEOJD } 
A aplicação Trave!, como pode ser visto na Figura A.2, possui dois perfis de usuários 
que definem as permissões de acesso à aplicação: 
1. Agente: perfil que define privilégios especiais ao usuário. Quem tem esse perfil 
pode consultar, alterar e cancelar as reservas de qualquer cliente da aplicação. Esse 
perfil é utilizado por agentes de viagem da empresa; 
2. Cliente: perfil que define privilégios de consulta, alteração e cancelamento de reser-
vas feitas somente pelo próprio cliente. Esse perfil é utilizado por qualquer usuário 
da aplicação. 
Com a definição dos módulos GABD Web e Trave/ foi possível realizar a implemen-
tação de algumas funcionalidades do grafo de navegação utilizando Java Servlets. Não 
foram implementadas todas as funcionalidades da aplicação Trave/, pois, o objetivo de 
validação das técnicas apresentadas nessa dissertação não exigia a implementação de toda 
a aplicação. 
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