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Abstract
In this paper, we use uniform quartic polynomial splines to develop a new method, which is used for computing
approximations to the solution and its 2rst, second as well as third derivatives for a system of fourth order boundary
value problems associated with obstacle, unilateral and contact problems. It is shown that the present method is of order
two and gives approximations which are better than those produced by other collocation and 2nite di3erence methods.
Numerical examples are presented to illustrate the applicability of the new method. c© 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Variational inequalities provide natural, novel and innovative settings for the formulation of the
obstacle, unilateral, contact and equilibrium problems arising in elasticity, transportation science,
structural analysis, economics and optimization. In a variational formulation of such problems, the
location of the contact area (free boundary) becomes an intrinsic part of the solution and no special
techniques are needed to obtain it. If the obstacle is known, then the variational inequalities can be
characterized by a system of di3erential equations by using the penalty function method of Lewy
and Stampacchia [8]. The main computational advantage of this technique is its simple applicability
for solving the system of di3erential equations. In recent years, Al-Said and Noor [1,2], Khalifa and
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Noor [5] and Noor and Al-Said [10,11] have developed some 2nite di3erence and quintic spline
methods for solving such a type of fourth order system of di3erential equations associated with
obstacle and unilateral problems. In this paper, we use the uniform quartic polynomial splines to
develop a new method for solving a system of fourth order boundary value problems. This method
enables us to approximate the solution as well as its 2rst, second and third derivatives at every
point of the range of integration. We prove that this new method is of order two and gives better
numerical results than the previous known results. To convey an idea, we consider a system of
fourth order boundary value problem of the type
u(iv) =


f(x); a6 x6 c;
g(x)u(x) + f(x) + r; c6 x6d;
f(x); d6 x6 b;
(1.1a)
with the boundary and continuity conditions
u(a)= u(b)= 1; u′′(a)= u′′(b)= 2;
u(c)= u(d)= 1; u′′(c)= u′′(d)= 2;
(1.1b)
where f and g are continuous functions on [a; b] and [c; d], respectively. The parameters r; i; i=1; 2
and i; i=1; 2 are real constants. The possibility of using a collocation method with quintic spline
as basis functions for solving (1:1) was discussed by Khalifa and Noor [7]. Their numerical results
indicated that the quintic spline collocation method produced second order approximations. After
this, Al-Said and Noor [1] used a second order 2nite di3erence method to compute second order
approximations for the solution of (1:1). For related results, see [2,10–12]. In the present paper, we
shall use the quartic spline functions to develop a new numerical technique for obtaining smooth
approximations of the solution of (1:1) and its 2rst, second and third derivatives. In Section 2, we
derive the consistency relations and develop the new quartic spline method. Section 3 is devoted
to the convergence analysis of the method. The numerical experiments and comparison with other
methods are given in Section 4.
2. The quartic spline method
For simplicity, we 2rst develop the quartic spline method for solving the fourth order boundary
value problem
u(iv) = g(x)u+ f(x); (2.1a)
u(c)= u(d)= 1; u′′(c)= u′′(d)= 2; (2.1b)
then we use it to solve (1:1) in Section 4. For this purpose, we divide the interval [c; d] into
n + 1 equal subintervals using the grid points xi = c + ih; i=0; 1; 2; : : : ; n + 1; x0 = c; xn+1 =d and
h=(d− c)=(n+ 1), where n is a positive integer.
Let u(x) be the exact solution of the boundary value problem (2:1) and si be an approximation
to ui = u(xi) obtained by the quartic spline Qi(x) passing through the points (xi; si) and (xi+1; si+1).
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We write Qi(x) in the form
Qi(x)= ai(x − xi)4 + bi(x − xi)3 + ci(x − xi)2 + di(x − xi) + ei (2.2)
for i=0; 1; 2; : : : ; n. Then the quartic spline is de2ned by
s(x)=Qi(x); i=0; 1; 2; : : : ; n;
s(x)∈C3[a; b]:
We 2rst develop explicit expressions for the 2ve coeHcients in (2.2) in terms of si, Di, and Fi,
where
Qi(xi)= si; Qi(xi+1)= si+1;
Q′′i (xi)=Di; Q
′′
i (xi+1)=Di+1;
Q′′′′i (xi)=
1
2[Fi+1 + Fi]
(2.3)
for i=0; 1; 2; : : : ; n, where Fi = gisi + fi with fi =f(xi) and gi = g(xi).
Using (2.2) and (2.3), we obtain the following relations:
ai = 148 [Fi+1 + Fi]; (2.4a)
bi =
1
6h
[Di+1 − Di]− h24[Fi+1 + Fi]; (2.4b)
ci = 12Di; (2.4c)
di =
1
h
[si+1 − si]− h6[Di+1 + 2Di] +
h3
48
[Fi+1 + Fi]; (2.4d)
ei = si (2.4e)
for i=0; 1; 2; : : : ; n.
Now from (2.2) and (2:4) and the continuity of the 2rst and third derivatives of the quartic spline
s(x) at the point (xi; si), we obtain the following consistency relations:
h2[Di+1 + 4Di + Di−1]= 6[si+1 − 2si + si−1] + 18h4[Fi+1 + 2Fi + Fi−1] (2.5)
and
h2[Di+1 − 2Di + Di−1]= 14h4[Fi+1 + 2Fi + Fi−1]: (2.6)
Eqs. (2.5) and (2.6) yield
h2Di = si+1 − 2si + si−1 − 148h4[Fi+1 + 2Fi + Fi−1]: (2.7)
The elimination of Di from (2.6) and (2.7) yields
si+2 − 4si+1 + 6si − 4si−1 + si−2 = 148h4[Fi+2 + 12Fi+1 + 22Fi + 12Fi−1 + Fi−2] (2.8)
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for i=2; 3; : : : ; n − 1. Relation (2.8) forms a system of n − 2 linear equations in the n unknowns
si; i=1; 2; : : : ; n. Thus, we need two more equations, one at each end of the range of integration.
These two equations are given by
−2s0 + 5s1 − 4s2 + s3 =− h2s′′0 + 148h4[10F0 + 21F1 + 12F2 + F3] for i=1 (2.9)
and
sn−2 − 4sn−1 + 5sn − 2sn+1 =− h2s′′n+1 + 148h4[Fn−2 + 12Fn−1 + 21Fn + 10Fn+1] (2.10)
for i= n.
The quartic spline solution of (2:1) is based on the linear equations given by (2.8)–(2.10). The
determination of si; i=1; 2; : : : ; n can now be e3ected by solving the system of linear equations
de2ned by (2.8)–(2.10). Having the values of si, i=1; 2; : : : ; n, we compute Fi; i=0; 1; 2; : : : ; n+ 1
using di3erential equation (2.1a). Next, we can compute Di; i=1; 2; : : : ; n using (2.7). Finally, D0
and Dn+1 are computed by (2.6).
We remark that the knowledge of si; Di and Fi, for i=0; 1; 2; : : : ; n+1, enables us to write down
Qi(x); i=0; 1; 2; : : : ; n as given by (2.2). Thus, the quartic spline s(x) approximating the solution of
(2:1) is determined.
3. Convergence analysis
In this section, we investigate the convergence analysis of the quartic spline method described
in Section 2. For this purpose, we 2rst let u=(ui); s=(si); c=( Kci); t=(ti) and e=( Kei) be n-dimen-
sional column vectors. Here, Kei = ui− si is the discretization error and ti is the local truncation error
given by
ti =


−107
720
h6u(vi)(0) + O(h7); c¡ 0 ¡x3; i=1;
−1
6
h6u(vi)(i) + O(h7); xi−2 ¡i ¡xi+2; 26 i6 n− 1;
−107
720
h6u(vi)(n) + O(h7); xn−2 ¡n ¡d; i= n:
Thus, we can write our method as follows:
Au= u + t; (3.1a)
As= c; (3.1b)
Ae= t; (3.1c)
where
A=B+ 148h
4HD: (3.2)
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Here, B=P2 is a 2ve-band matrix of order n, where P=(pij) is a tridiagonal matrix de2ned by
pij =


2; i= j=1; 2; : : : ; n;
−1; |i − j|=1;
0 otherwise:
The matrix H is the n× n matrix
H=


21 12 1
12 22 12 1
1 12 22 12 1
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
1 12 22 12 1
1 12 22 12
1 12 21


and D=(dij) is a diagonal matrix with dii = gi, i=1; 2; : : : ; n. The vector c is de2ned by
Kci =


21 − h22 + 148h4[10(g01 + f0) + 21f1 + 12f2 + f3]; i=1;
−1 + 148h4[g01 + f0 + 12f1 + 22f2 + 12f3 + f4]; i=2;
1
48h
4[fi−2 + 12fi−1 + 22fi + 12fi+1 + fi+2]; 36 i6 n− 2;
−1 + 148h4[fn−3 + 12fn−2 + 22fn−1 + 12fn + gn+11 + fn+1]; i= n− 1;
21 − h22 + 148h4[fn−2 + 12fn−1 + 21fn + 10(gn+11 + fn+1)]; i= n:
(3.3)
Now, it can be shown that [13]
‖B−1‖6 5(d− c)
4h−4 + 4(d− c)2h−2
384
(3.4)
and from (3:1) we have [4]
‖e‖6 ‖B
−1‖ ‖t‖
1− h4=48‖B−1‖ ‖H‖ ‖D‖ ; (3.5)
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provided that (h4=48)‖B−1‖ ‖H‖ ‖D‖¡ 1. Since ‖t‖=(h6=6)M6, where M6 =maxx |u(vi)|, ‖H‖=48
and ‖D‖=maxx |g(x)|=Mg, then (3.4) and (3.5) give
‖e‖6 !M6h
2
6[384− !Mg] ≡ O(h
2); (3.6)
where !=5(d − c)4 + 4(d − c)2h2. Eq. (3.6) indicates that our present quartic spline method is a
second order convergent method.
The local truncation errors associated with consistency relations (2.4d), (2.6) and (2.4b) for com-
puting approximations for u′i ; u′′i and u′′′i are
1
720h
5u(5)i ; − 111440h6u(6)i and − 112h5u(5)i ; (3.7)
respectively. Note that u′′′i ≈ Q′′′i =6bi. Now using (2.4d), (2.6), (2.4b), (3.6) and (3.7) we can
easily prove that
max
16i6n
|u(m)i − s(m)i | ≡ O(h2); m=1; 2; 3: (3.8)
We summarize the above results in the following theorem.
Theorem 3.1. Let u(x)∈C6[c; d] be the exact solution of the boundary value problem (2:1); and
s(x) be the quartic spline solution approximating u(x). Then
max
16i6n
|u(m)i − s(m)i | ≡ O(h2); m=0; 1; 2; 3:
4. Applications and numerical results
To illustrate the application of the spline method developed in the previous sections, we consider
the fourth order obstacle boundary value problem of 2nding u such that
u(4)¿f(x) on  = [− 1; 1];
u¿  (x) on  = [− 1; 1];
[u(4) − f(x)][u−  (x)]= 0 on  = [− 1; 1];
u(−1)= u(1)= 0; u′′(−1)= u′′(1)= 0; (4.1)
where f is a given force acting on the beam and  (x) is the elastic obstacle. Eq. (4.1) describes the
equilibrium con2guration of an elastic beam, pulled at the ends and lying over an elastic obstacle.
We study problem (4.1) in the framework of variational inequality approach. To do so, we de2ne
the set K as
K = {v: v∈H 20 ( ): v¿  on  }; (4.2)
which is a closed convex set in H 20 ( ), where H
2
0 ( ) is a Sobolev space, which is in fact a Hilbert
space. For the de2nitions of the spaces H 20 ( ), see [3]. It can be easily shown that the energy
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functional associated with the obstacle problem (4.1) is
I [v] =
∫ 1
−1
{
d4v
dx4
− 2f(x)
}
v(x) dx for all v∈H 20 ( )
=
∫ 1
−1
(
d2v
dx2
)2
dx − 2
∫ 1
−1
f(x)v(x) dx
= a(v; v)− 2〈f; v〉; (4.3)
where
a(u; v)=
∫ 1
−1
(
d2u
dx2
)(
d2v
dx2
)
dx (4.4)
and
〈f; v〉=
∫ 1
−1
f(x)v(x) dx: (4.5)
It can be easily proved that the form a(u; v) de2ned by (4.4) is bilinear, symmetric and positive
(in fact, coercive) and the functional f de2ned by (4.5) is a linear continuous functional. It is well
known [3,6,8,9] that the minimum u of the functional I [v] de2ned by (4.3) on the closed convex
set K in H 20 ( ) can be characterized by the variational inequality
a(u; v− u)¿ 〈f; v− u〉 for all v∈K: (4.6)
Thus, we conclude that the obstacle problem (4.1) is equivalent to solving the variational inequality
problem (4.6). This equivalence has been used to study the existence of a unique solution of (4.1),
see [3,6,8,9]. Now using the idea of Lewy and Stampacchia [7], problem (4.6) can be written as
u(4) + &{u−  }(u−  )=f; (4.7)
where  is the obstacle function and &(t) is a penalty function de2ned by
&(t)=
{
4; t¿ 0;
0; t ¡ 0:
(4.8)
We assume that the obstacle function  (x) is de2ned by
 (x)=
{− 14 for − 16 x6− 12 and 126 x6 1;
1
4 for − 126 x6 12 :
(4.9)
From (4.7)–(4.9), we obtain the following system of Eqs:
u(4) =
{
f for − 16 x6− 12 and 126 x6 1;
1− 4u+ f for − 126 x6 12
(4.10)
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Table 1
Observed maximum errors for Example 4.1
h maxi |ui − si| maxi |u′i − s′i | maxi |u′′i − s′′i | maxi |u′′′i − s′′′i |
1
8 2:531× 10−5 8:817× 10−5 1:302× 10−3 2:083× 10−2
1
16 6:383× 10−6 3:179× 10−5 3:662× 10−4 5:761× 10−3
1
32 1:662× 10−6 1:068× 10−5 9:664× 10−5 1:723× 10−3
1
64 4:298× 10−7 3:024× 10−6 2:521× 10−5 4:517× 10−4
with the boundary conditions
u(−1)= u(− 12)= u( 12)= u(1)= 0;
u′′(−1)= u′′(− 12)= u′′( 12)= u′′(1)= 0 (4.11)
and the conditions of continuity of u and u′′ at x=− 12 and 12 .
Example 4.1 (Al-Said and Noor [1]). For f=1; problem (4.10) becomes
u(4) =
{
1 for − 16 x6− 12 and 126 x6 1;
2− 4u for − 126 x6 12
(4.12)
with boundary conditions (4.11). The analytical solution for this boundary value problem is
u(x)=


1
24x
4 + 18x
3 + 18x
2 + 364x +
1
192 for − 16 x6− 12 ;
0:5− 1'3 ['1 sin x sinh x + '2 cos x cosh x] for − 126 x6 12 ;
1
24x
4 − 18x3 + 18x2 − 364x + 1192 for 126 x6 1;
(4.13)
where '1 = sin 12 sinh
1
2 , '2 = cos
1
2 cosh
1
2 and '3 = cos 1 + cosh 1.
Problem (4.12) was solved over the whole interval [ − 1; 1] using the quartic spline method
developed in Section 2 with a variety of h values and the observed maximum errors in absolute
values associated with u(m)i , m=0; 1; 2; 3 are given in Table 1. From Table 1, we can notice that if
the stepsize h is reduced by a factor 12 , then the maxi |u(m)i − s(m)i |, m=0; 1; 2; 3 are approximately
reduced by a factor 14 . Thus, the numerical results con2rm that our present method is a second order
convergent process as predicted in Section 3.
Example 4.2 (Khalifa and Noor [5]). In this example, we use the quartic spline method to solve
the system of di3erential Eq. (4.10) when f=0, namely,
u(4) =
{
0 for − 16 x6− 12 and 126 x6 1;
1− 4u for − 126 x6 12
(4.14)
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Table 2
Observed maximum errors for Example 4.2 when (=10−6
h Our method Central di3. [1] PadMe approximant [2] Colloc-quintic [5]
1
8 1:3× 10−5 1:4× 10−4 1:9× 10−5 3:0× 10−4
1
16 3:2× 10−6 3:6× 10−5 4:8× 10−6 7:0× 10−5
1
32 8:1× 10−7 8:9× 10−6 1:2× 10−6 1:4× 10−5
with the boundary conditions
u(−1)= u(− 12)= u( 12)= u(1)= 0;
u′′(−1)=− u′′(− 12)= u′′( 12)=− u′′(1)= (; (4.15)
where ( → 0. The analytical solution for this boundary value problem is
u(x)=


(− 23x3 − 32x2 − 1312x − 14)( for − 16 x6− 12 ;
0:5− 1'3 ['1 sin x sinh x + '2 cos x cosh x] for − 126 x6 12 ;
(− 23x3 + 32x2 − 1312x + 14)( for 126 x6 1;
(4.16)
where '1; '2 and '3 are as de2ned in Example 4.1. The boundary value problem (4.14) was solved
by the present quartic spline method with di3erent values of h and (. When (=10−6, the observed
maximum errors maxi |ui − si| are listed in Table 2. Problem (4.14) with (=10−6 was also solved
by Al-Said and Noor [1,2] using central and PadMe approximant 2nite di3erence methods and by
Khalifa and Noor [5] using collocation method with quintic B-spline as basis functions. Some of
their numerical results are also given in Table 2.
5. Conclusion
We have developed a new spline method for solving a system of fourth order value problems.
The present method enables us to approximate the solution as well as its 2rst, second and third
derivatives at every point of the range of integration. The order of the method is two and it gives
better numerical results than those produced by other collocation and 2nite di3erence methods when
solving (1:1). It was shown that the second order accuracy holds for u(x); u′(x); u′′(x) and u′′′(x).
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