Abstract: In this paper we propose a new multivariate GARCH model with timevarying correlations. We adopt the vech representation based on the conditional variances and the conditional correlations. While each conditional-variance term is assumed to follow a univariate GARCH formulation, the conditional-correlation matrix is postulated to follow an autoregressive moving average type of analogue. By imposing some suitable restrictions on the conditional-correlation-matrix equation, we manage to construct a MGARCH model in which the conditional-correlation matrix is guaranteed to be positive de¯nite during the optimisation. Thus, our new model retains the intuition and interpretation of the univariate GARCH model and yet satis¯es the positive-de¯nite condition as found in the constant-correlation and BEKK models. We report some Monte Carlo results on the¯nite-sample distributions of the QMLE of the varying-correlation MGARCH model. The new model is applied to some real data sets. It is found that extending the constant-correlation model to allow for time-varying correlations provides some interesting time histories that are not available in a constant-correlation model.
Introduction
Following the success of the autoregressive conditional heteroscedasticity (ARCH) model and the generalized ARCH (GARCH) model in describing the time-varying variances of economic data in the univariate case many researchers have extended these models to the multivariate dimension. Applications of the multivariate GARCH (MGARCH) models to¯nancial data have been particularly popular. For example, Bollerslev (1990) studied the changing variance structure of the exchange rate regime in the European Monetary System assuming the correlations to be time invariant. Kroner and Claessens (1991) applied the models to calculate the optimal debt portfolio in multiple currencies. Lien and Luo (1994) evaluated the multiperiod hedge ratios of currency futures in a MGARCH framework. Karolyi (1995) examined the international transmission of stock returns and volatility using di®erent versions of MGARCH models. Baillie and Myers (1991) estimated the optimal hedge ratios for commodity futures and argued that these ratios are nonstationary. Gourieroux (1997 It is often di±cult to verify the condition that the conditional-variance matrix of an estimated MGARCH model is positive de¯nite.
1 Furthermore, such conditions are often very di±cult to impose during the optimisation of the log-likelihood function. Bollerslev (1990) suggested the constant-correlation MGARCH (CC-MGARCH) model that can overcome these di±culties. He pointed out that under the assumption of constant correlations, the maximum likelihood estimate (MLE) of the correlation matrix is equal to the sample correlation matrix. As the sample correlation matrix is always positive de¯nite, the optimisation will not fail as long as the conditional variances are positive. In addition, when the correlation matrix is concentrated out of the log-likelihood function further simpli¯cation is achieved in the optimisation.
Due to its computational simplicity, the CC-MGARCH model is very popular among empirical researchers. However, while the constant-correlation assumption provides a convenient MGARCH model for estimation, some studies found that this assumption is not supported by some¯nancial data. Bera and Kim (1996) and Tse (1998) found that the stock returns across di®erent national markets exhibit time-varying correlations.
Thus, there is a need to extend the MGARCH models to incorporate time-varying cor-
relations and yet retain the appealing feature of satisfying the positive-de¯nite condition during the optimisation. In this paper we propose a new MGARCH model with time-varying correlations.
Basically we adopt the vech representation. The variables of interest are, however, the conditional variances and conditional correlations. We assume a vech-diagonal structure in which each conditional-variance term follows a univariate GARCH formulation.
The remaining task is to specify the conditional-correlation structure. We apply an autoregressive moving average type of analogue to the conditional-correlation matrix. By imposing some suitable restrictions on the conditional-correlation-matrix equation, we manage to construct a MGARCH model in which the conditional-correlation matrix is guaranteed to be positive de¯nite during the optimisation. Thus, our new model retains the intuition and interpretation of the univariate GARCH model and yet satis¯es the positive-de¯nite condition as found in the constant-correlation and BEKK models.
The plan of the rest of the paper is as follows. In Section 2 we describe the construction of the varying-correlation MGARCH model. As in other MGARCH models, the new model can be estimated using a quasi-MLE (QMLE) approach. Some Monte
Carlo results on the¯nite-sample distributions of the QMLE of the varying-correlation MGARCH model are reported in Section 3. Section 4 describes some illustrative examples of the new model using some real data sets. These are the exchange rate data, interest rate data and stock price data. The new model is compared against the CC-MGARCH model. It is found that extending the constant-correlation model to allow for time varying correlations provides some interesting empirical results. The estimated conditional-correlation path provides an interesting time history that would be lost in a constant-correlation model. Finally, we give some concluding remarks in Section 5.
A Varying-Correlation MGARCH Model
Consider a multivariate time series of observations fy t g, t = 1; :::; T , with K elements each, so that y t = (y 1t ; :::; y Kt ) 0 . We assume that the observations are of zero (or known)
mean. This assumption simpli¯es the discussions without straining the notations.
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The conditional variance of y t is assumed to follow the time-varying structure given
where © t is the information set at time t. We denote the variance elements of -t by
it , for i = 1; :::; K, and the covariance elements by ¾ ijt , where 1 · i < j · K.
Denoting D t as the K £ K diagonal matrix with the ith diagonal element being ¾ it , we let ² t = D ¡1 t y t . Thus, ² t is the standardised residual and is assumed to be serially independently distributed with mean zero and variance matrix ¡ t = f½ ijt g. Of course, ¡ t is also the correlation matrix of y t and -
To specify the conditional variance of y t , we adopt the vech-diagonal formulation as initiated by Bollerslev, Engle and Wooldridge (1988) . Thus, each conditional-variance term follows a univariate GARCH(p, q) model given by the following equation:
where ! i ; ® ih and¯i h are nonnegative, and
h=1¯i h < 1, for i = 1; :::; K. Note that we may allow (p, q) to vary with i so that (p, q) should be regarded as the generic 2 Additional parameters would be required to represent the conditional-mean equation in the complete model if the mean is unknown. Under certain conditions, the MLE of the parameters in the conditionalmean equation is asymptotically uncorrelated with the MLE of the parameters of the conditionalvariance equation. Under such circumstances, we may treat y t as pre-¯ltered observations (see Bera and Higgins (1993) for further discussions). Otherwise, the parameter vector has to be augmented to take account of the unknown mean.
order of the univariate GARCH process. Researchers adopting the vech-diagonal form typically assume that the above equation also applies to the conditional-covariance terms in which ¾ 2 it is replaced by ¾ ijt and y 2 it is replaced by y it y jt for 1 · i < j · K. We shall, however, deviate from this approach. Speci¯cally, we shall focus on the conditionalcorrelation matrix and adopt an autoregressive moving average analogue on this matrix.
Thus, we assume that the time-varying conditional-correlation matrix ¡ t is generated from the following recursion:
where ¡ = f½ ij g is a (time-invariant) K £ K positive de¯nite parameter matrix with unit diagonal elements and ª t¡1 is a K £ K matrix whose elements are functions of the lagged observations of y t : 3 The functional form of ª t¡1 will be speci¯ed below. The parameters µ 1 and µ 2 are assumed to be nonnegative with the additional constraint that
Thus, ¡ t is a weighted average of ¡, ¡ t¡1 and ª t¡1 . Hence, if ª t¡1 is a well-de¯ned correlation matrix (i.e., positive de¯nite with unit diagonal elements), ¡ t will also be a well-de¯ned correlation matrix.
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It can be observed that ª t¡1 is analogous to y 2 i;t¡1 in the univariate GARCH (1, 1) model. However, as ¡ t is a standardised measure, we also require ª t¡1 to depend on the (lagged) standardised residuals ² t . Denoting ª t = fÃ ijt g, we propose to consider the following speci¯cation for ª t¡1 :
Thus, ª t¡1 is the sample correlation matrix of f² t¡1 ; :::; ² t¡M g. We de¯ne E t¡1 as the
with the ith diagonal element being (
1=2 for i = 1; :::; K, then we have
Note that when M = 1, ª t¡1 is identically equal to the matrix of unity. Updating the conditional-correlation matrix with respect to the matrix of unity is of course not meaningful. Thus, taking¯rst-order lag for the formulation of ª t¡1 is not su±cient.
Indeed, M¸K is a necessary condition for ª t¡1 to be positive de¯nite. When positivede¯niteness is satis¯ed, ª t¡1 is a well-de¯ned correlation matrix. Thus, the condition M¸K will be imposed subsequently.
Equation (3) is analogous to the univariate GARCH equation, with the additional restriction that the sum of the coe±cients is equal to 1. Indeed, ¡ t involves updating the conditional-correlation matrix with respect to the latest conditional-correlation matrix ¡ t¡1 and a sample estimate of the conditional-correlation matrix based on the recent M standardised residuals. We shall call the model speci¯ed by (2), (3) and (5) Assuming normality, y t » N (0; D t ¡ t D t ), so that the log-likelihood`t of the observation y t is given by:
from which we can obtain the log-likelihood function of the sample as`= 
Some Monte Carlo Results
Although the GARCH type of models have been applied extensively in the literature, little has been known about the theoretical asymptotic distribution of the QMLE of these models. Consistency and asymptotic normality have often been assumed. The works of Weiss (1986) and Lumsdaine (1996) represent few of the studies on the asymptotic distribution of the QMLE in the univariate case. For MGARCH models, theoretical results are even more scanty.
In the univariate case, Engle, Hendry and Trumble (1985), Bollerslev and Wooldridge (1992) and Lumsdaine (1995) examined the small-sample properties of the QMLE of the ARCH and GARCH models. In this section we report some results on the small-sample properties of the QMLE of the VC-MGARCH model based on a small-scale Monte Carlo experiment. It is not our intention to provide a comprehensive Monte Carlo study of the QMLE. We shall focus our interest on the small-sample bias and mean squared error only. The reliability of the inference concerning the model parameters will not be examined. Our results, however, will provide some preliminary evidence with respect to the small-sample properties of the QMLE of the VC-MGARCH model.
We consider bivariate VC-MGARCH models in which the conditional-variance equations are given by:
and the conditional correlation coe±cient is given by:
where Ã t¡1 is given by:
with ² it = y it = ¾ it for i = 1; 2.
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We consider four experimental setups. The true parameter values of the data generating processes of these experiments, labelled E1 through E4, are given in Tables 1.1 and 1.2. Observations fy t g are generated from these models assuming the errors are normally distributed. We consider T = 500; 1000 and 1500. The QMLE are calculated for each generated sample. Using Monte Carlo samples of 1000 runs, we estimate the bias and mean squared error (MSE) of the QMLE.
E1 and E2 represent models with higher volatility persistence (as measured by ® i + i ), while E3 and E4 represent models with lower volatility persistence. The selected 5 All computations reported in this paper assume M = K in the de¯nition of ª t .
values of ½ in the experiments vary from 0.2 to 0.7. It can be seen from Tables 1.1 and 1.2 that the biases of the QMLE are generally quite small. The bias decreases with the sample size, although in some cases not steadily. Likewise, the same is true for the MSE.
Overall, the Monte Carlo results suggest that the QMLE is likely to be consistent. For the sample sizes and models considered, the bias and MSE appear to be small.
In the next section, we report the empirical results of applying the VC-MGARCH model to some real data sets.
Some Illustrative Examples
We examine three sets of¯nancial data. These are the exchange rate data, interest rate data and stock price data, denoted by DS1, DS2 and DS3, respectively. DS1 consists We¯t the CC-MGARCH model to all data sets using Bollerslev's (1990) algorithm.
For DS2 and DS3 we consider trivariate model as well as bivariate (pairwise) models.
The results are summarised in Table 3 With respect to the correlation coe±cients, the returns across di®erent national markets have the lowest correlation. In no case is the estimated correlation coe±cient higher than 0.57. For the interest rate data, the correlation between the medium-term (O) and long-term (T) rates has the highest value. As expected, the correlation between the short-term (M) and long-term (T) rates has the lowest value. Again, it is quite remarkable that the estimated correlation coe±cient between each pair of series is quite robust regardless of whether it is an estimate from a bivariate or trivariate system. Table 4 summarises the estimation results of the VC-MGARCH models for the three data sets. It can be seen that the intensity of the volatility persistence has increased compared to the CC-MGARCH models. For example, for data sets DS2 and DS3, 7 out of 9 estimates of ® +¯are larger than the corresponding estimates in the constantcorrelation models. For DS1 and DS2, the estimates of ½ in the varying-correlation models are larger than the corresponding estimates of ½ in the constant-correlation model. Also, for these two data sets the estimates of ½ are quite stable irrespective of the system in which this parameter is estimated. For DS3, however, the estimates of ½ are no longer stable with respect to the system in which it is estimated. For example, ½ HS is 0.7314 in the bivariate system of (H, S), but is equal to 0.6207 in the trivariate system of (H, J, S). Also, while1 J S is 0.5691 in the system (J, S), it drops to 0.3333 in the system (H, J, S).
It can be seen that most estimates of µ 1 and µ 2 are statistically signi¯cant at the 5 percent level. The only exceptions are the estimates of µ 2 in the system (M, T) in DS2 and in the system (H, J) in DS3. As the CC-MGARCH model is nested within the VC-MGARCH model, ignoring the extension would induce model misspeci¯cation. We now proceed to examine the model diagnostics for the constant-correlation and varyingcorrelation models. Table 5 summarises a battery of diagnostic tests for the¯tted MGARCH models. Tables 3 and 4 shows that the estimates of the !, ® and do not di®er much over the two models. Thus, for the interest rate system, not much is lost by imposing constant correlations.
For the stock price data, signi¯cant time-varying correlation is detected by the LMC statistic in the bivariate system (H, S) as well as the trivariate system. Likewise, the LR statistics in these two cases reject the joint hypothesis of µ 1 = µ 2 = 0. Otherwise, there is no indication of time-varying correlations in the bivariate systems involving Japan. 6 Both the CC-MGARCH and VC-MGARCH models pass the various Q i and Q ij diagnostics. Table 6 reports the summary statistics of the in-sample conditional variances, covariances and correlations of the VC-MGARCH(1, 1) models. It can be seen that the sample means of the conditional correlations are remarkably close to the QMLE of the correlation coe±cients in Table 3 . Nonetheless, the range of the conditional correlations can be quite large. For example, for DS1 the range of f1 BDt g is 0.5884, with a mean of 0.7001. For the interest rate data, the ranges of the conditional correlations appear to be smaller. In the trivariate system, the minimum is 0.1777 (for f1 OT t g) and the maximum is 0.2856 (for f1 MT t g). For the data set DS3, we can see that Hong Kong is the most volatile market, followed by Japan and then Singapore. While the Hong Kong and Singapore markets exhibit higher co-movements, the Japan market appears to have low correlations with Hong Kong and Singapore.
To obtain a clearer picture of the time history of the conditional correlations, we plot We shall end this section by stating that it is not our intention to claim that the VC-MGARCH models as presented represent the best MGARCH models for the data. Other MGARCH models could also provide the conditional-correlation structure as presented here. The VC-MGARCH model, however, does provide a viable alternative that is relatively easy to estimate.
Conclusions
In this paper we propose a new MGARCH model with time-varying correlations. We assume a vech-diagonal structure in which each conditional-variance term follows a univariate GARCH formulation. The remaining task is to specify the conditionalcorrelation structure. We apply an autoregressive moving average type of analogue to the conditional-correlation matrix. By imposing some suitable restrictions on the conditional-correlation-matrix equation, we manage to construct a MGARCH model in which the conditional-correlation matrix is guaranteed to be positive de¯nite during the optimisation.
We report some Monte Carlo results on the¯nite-sample distributions of the QMLE of the varying-correlation MGARCH model. It is found that the bias and MSE of the QMLE are small for sample sizes of 500 or above. The new model is applied to three real data sets, namely, exchange rate data, interest rate data and stock price data. The new model is found to pass the model diagnostics satisfactorily, while the constantcorrelation MGARCH model is found to be inadequate in some cases. Extending the constant-correlation model to allow for time-varying correlations provides some interesting empirical results. In particular, the estimated conditional-correlation path provides an interesting time history that would not be available in a constant-correlation model.
It is hoped that the varying-correlation MGARCH model would provide a useful alternative for modelling multivariate conditional heteroscedasticity in empirical applications. (8), (9) and (10) for the data generating process. (8), (9) and (10) for the data generating process. 
