The aim of the paper is to relate computational and arithmetic questions about Euler's constant γ with properties of the values of the q-logarithm function, with natural choice of q. By these means, we generalize a classical formula for γ due to Ramanujan, together with Vacca's and Gosper's series for γ , as well as deduce irrationality criteria and tests and new asymptotic formulas for computing Euler's constant. The main tools are Euler-type integrals and hypergeometric series.
Recently, the first author gave [8, 9] a construction of Z-linear forms involving γ and logarithms; namely, he proved that d 2n I n ∈ Z + Zγ + Z log(n + 1) + Z log(n + 2) + · · · + Z log(2n),
where
and d n denotes the least common multiple of the numbers 1, 2, . . . , n. This type of approximation allows deducing several (ir)rationality criteria for Euler's constant [8] .
In the present paper, we obtain analogous results using a special function which is a q-analog of the logarithm
for q real with |q| > 1 (in fact, our main choice will be q = 2 in Sections 2-4, but we let q > 1 be any integer in Sections 5-7). The function ( ((q − 1) ln q (1 + z)) = log(1 + z), |z| < 1.
We also mention that the irrationality of the values of the q-logarithm (3) for q ∈ Z \ {0, ±1} and z ∈ Q, |z| < |q|, is known [3] .
In Section 2, we give a construction of Z-linear forms involving γ , log 2, and 2-logarithms. In particular, we prove an inclusion analogous to (1), d 2 n I n,2 n ∈ Z + Zγ + Z log 2 + Z ln 2 which is a generalization of Catalan's integral I 0,0 for γ . Using this inclusion, we give irrationality criteria for γ in Section 3, as well as asymptotic formulas for computing γ in Section 4.
In Section 1, we use Catalan's integral to give a new proof of Gosper's acceleration of Vacca's "base 2" series for γ . In Section 5, we recall Ramanujan's generalizations of Catalan's integral and Vacca's series to base q 2. Writing Ramanujan's series hypergeometrically, we generalize Gosper's accelerated series to base q in Section 6. In Section 7, we attempt to find a generalization of integral I n,m that could be used to extend the results of Sections 3 and 4 to base q. We succeed only for q = 3, and give the details in the final section.
Gosper's acceleration of Vacca's series
The following expression for γ is known as Vacca's series [10] :
where log q x = (log x)/(log q) is the ordinary logarithm base q. Gosper [5] has transformed this series into a more rapidly converging series of positive rationals. His method (see Section 6) is to use partial summation to write (4) as the double series
apply Euler's transformation to each inner sum on k, obtaining the double series (9) below, then triangularize it. In this way, he arrives at a version of series (6). Here we give a different proof of (6) . To begin, we reverse the order of summation in (5) and write the resulting double series as the integral (7), which is a form of an integral for γ due to Catalan [4] .
Theorem 1 (Gosper's Series). We have the series for Euler's constant
Proof: After expanding 1/(1 + x) in a geometric series, termwise integration shows that the formula
is equivalent to (5) with the order of summation reversed, which is easily justified by grouping terms in pairs. Integrating by parts K + 1 times gives
Since the integral is less than
The inner series with k = 0 sums to 1/2, and in the series with k > 0 we may collect terms (triangularize) as in (6) , completing the proof.
Remark. We can regard the series on the right of (4), (6), (9) as base q = 2 series for Euler's constant. Gosper indicated [5] the following extensions of (4), (9) to base q = 3:
(see Sections 5 and 6 for proofs and generalizations), which give faster convergence than formulas (4), (9), respectively.
A q-logarithm approach
Our main object in the section will be the integral
(m and n are non-negative integers), which generalizes Catalan's integral (7) for γ = I 0,0 .
Theorem 2. If m 2 n+1 , then
In view of the inclusion (1), the integral (11) is a suitable q-analog (for q = 2) of the double integral (2) .
In order to prove Theorem 2, we require the following Lemmas 1-4.
Lemma 1.
Let q be real, q > 1. Then for all integers n 0 and k, with 0 < k < q n+1 , the following identity holds:
Remark. For k = 0, the series in (13) equals
.
Proof:
We have
Remark. P. Sebah [7] has pointed out that in order to compute ln q (1 + z), the following formula is much more efficient than (3) or (13):
with N being any positive integer. The proof of the formula is similar to that of Lemma 1.
Let m be a non-negative integer. Using the rational function
for each ν 0 define the convergent series
Lemma 2. We have
(We use the standard convention that any sum
and (16) follows.
Lemma 3. For the series S ν,m , we have the representations
Proof: Replace t by t − 2 ν in (15) to get the first equality in (17). For the second, use the Binomial Theorem to write
Substitute this in the series for S ν,m , interchange summation and integration, and sum the series
arriving at the second equality in (17). To justify termwise integration, replace the geometric series (14) with a finite sum plus remainder r N (
and note that
Lemma 4. For the integral I n,m , we have the double series
where the series S ν,m is defined by (14), (15).
Proof:
Integrating (11) termwise (since the series in the integrand is dominated by a geometric series, the justification in the proof of Lemma 3 applies here) and using Lemma 3, the formula follows.
Proof of Theorem 2:
By Lemma 2 and formula (5), for the quantity (19) we have
Recalling now that m 2 n+1 and using Lemma 1,
which is the required result.
In the next section, we require bounds on the integrals (11). The proof of the next assertion is not difficult and is left to the reader.
Lemma 5. For m a positive integer and r 1 a real number, we have the bounds
and, for 0 < x < 1,
Lemma 6. If n 0 is an integer and r is a real number satisfying 1 r 2 n+1 , then we have the bounds
In particular, for r 1 fixed and m = 2 n+1 /r 1, the quantity I n,m is positive and decreases exponentially at the rate Using m 2 n+1 /r and relations (21) and (7), we have
and the upper bound in (22) follows from the inequality 4(log 2 + γ ) < 6. Since (22) implies (23), we are done.
Remark 1. If 2
n+1 /r is an integer, then we may replace m + 1 by m in the lower bound in (22).
Remark 2.
As r → ∞, the right-hand side of (23) equals − log r + O(1), hence its absolute value tends to infinity with r .
Irrationality tests for Euler's constant
We use Theorem 2 to derive several irrationality tests for γ . 
Since d 2 n A n,m ∈ Z by Theorem 2, the theorem follows.
Remark. The argument shows that the Criterion holds with (24) replaced by the more general conditions n n(r 1 
Remark 2. Using the Rationality Criterion for γ , we may generalize the Irrationality Test as follows: γ is irrational if there exist infinitely many integers n and m such that
For example, the case m = 2 n is Theorem 4, and the case m = 2 n+1 can be stated: a sufficient condition for irrationality of γ is that
For any ε > 0, we may further refine the Test by replacing 8 Example. P. Sebah [7] has calculated that Remark. Similar irrationality tests for γ , but using ordinary logarithms instead of 2-logarithms, are proved in [8] , where an example shows that no divisor of 
Computing Euler's constant
By making various choices for m in Theorem 2, we derive asymptotic formulas for computing γ .
Theorem 5. The following asymptotic formulas as n → ∞ are valid:
Proof: For (28), put m = 2 n+1 in (12) and use the upper bound in (22) with r = 1. For (29), (30), take m = 2 n , 2 n−1 and r = 2, 4, respectively. Finally, let m = 1 in Theorem 2 to get I n,1 = 2γ + 2n log 2 − A n,1 . From (22) with r = 2 n+1 , we obtain
for n 0, proving more than (31).
Remark. Using (29) and his calculation of L n,2 n for n = 12, P. Sebah [7] has computed γ correct to 4631 decimal places, which is the accuracy (2/27) 2 12 predicted. Formula (28) gives almost 60% more digits of γ , but requires computing about twice as many 2-logarithms. Similarly, (30) yields nearly 39% fewer digits than (29), but involves only half as many 2-logarithms. Letting m continue down to 1, we reach formula (31), which doesn't involve any 2-logarithms.
Ramanujan's base q integral for Euler's constant
For integer q 2, Ramanujan (see [2] for proofs and references) gave the formula for Euler's constant
which reduces to Catalan's integral (7) when q = 2. Equation (32) implies the following base q generalization of Vacca's series (4) (see [2] , Theorem 2.6):
The case q = 3 gives the first equality in (10) . Let = q be a fixed primitive q-th root of unity (for instance, = e 2πi/q ). Using
we can represent formula (33) as
which can be regarded as another base q generalization of Vacca's series (4).
A base q generalization of Gosper's series
Having noted generalizations of Vacca's series to base q, we now generalize Gosper's accelerated series (9) to base q.
Theorem 6.
We have the base q 2 accelerated series
a symmetric polynomial in the roots of the polynomial 1 + x + x 2 + · · · + x q , is an integer-valued function independent of the choice of primitive q-th root of unity . (The empty product in the case q = 2 equals 1.) Proof: Following Gosper's proof [5] of (9), we write (35) as
and apply Euler's transform (see, e.g., [1] , Section 2.4, formula (1))
and the result follows.
Remark. From (37) we have
and it follows that Example. Series (36) is a generalization of Gosper's series (9) , which is the case q = 2. When q = 3, taking = e 2πi/3 we obtain
which proves the second equality in (10) . When q = 4, we take = e πi/2 = i and obtain
which is an integer-valued function of k.
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Base q integrals
Having generalized Vacca's and Gosper's series to base q, we now discuss attempts to find a useful generalization of integral I n,m to base q. There are several ways to generalize integral I n,m in (11) and integral (32) for γ simultaneously. One way is to define
Then I n,m,2 = I n,m and I 0,0,q = γ , and the analog of Lemma 6 with r = q and m = q n , lim n→∞ log I n,q n ,n = q log q − (q + 1) log(q + 1), can be easily derived by the methods of Section 2. We may expand integral (38) as in the proof of Theorem 2. Namely, with R m (t) defined in (14), and σ t in (34), we have
Unfortunately, the last representation shows that I n,m,q involves not only logarithms and q-logarithms but also "generalized Euler constants"
the equality γ 0,q = γ follows from (33) just as (5) follows from Vacca's series (4) (the case q = 2). We may avoid the appearance of generalized Euler constants γ j,q = γ in the particular case q = 3 (see Section 8), but not for q > 3.
However, there is a way to generalize integral (11) for I n,m that solves this problem, namely, by defining
with the properties I n,m,2 = I n,m and I 0,0,q = γ , as for (38). For integral I n,m,q in (39), we may generalize the results of Sections 2 and 4, but the poor asymptotics of the integral make these generalizations useless for irrationality testing. For example, the choice m = (q n − 1)/(q − 1) gives the inclusions this makes it impossible to use I n,m,q to give irrationality tests for q > 2 similar to those of Theorems 3 and 4 for q = 2. Instead we may use I n,m,q to extend Theorem 5 to a base q > 2 asymptotic formula for γ , but the result is too technical to be included here.
Base 3 irrationality testing
We give the details of the extension of integral I n,m to the base q = 3 integral I n,m,3 mentioned in the last section. Taking q = 3 in (32) gives one of Ramanujan's formulas for Euler's constant
(see [2] , Corollary 2.3 and the equation following (2.7)), and taking q = 3 in (38) gives the base 3 integral
It turns out that, for m a multiple of 6, we can extend the results of Sections 2-4 to base q = 3, as follows. Since
by induction we have
where Q k (x) is the polynomial defined by the recursion
From (41), (42), (40), for m = 6k we obtain for n 1, where the double sum vanishes if n = 1.
To evaluate the last integral in (44), assume that m = 6k < 3 n+1 and let a 0,k , . . . , a 6k−1,k ∈ Z denote the coefficients in the polynomial 
Proof: The proof is similar to that of Lemma 6.
