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The Elias-bound in the Lee-metric is modified to improve the known bounds for 
the code parameters in some cases. The result is applied to perfect codes to obtain 
nonexistence theorems. For large alphabets it is proved that n >/(e + 2)~/2.1, if n 
denotes the block length of a perfect Lee-code correcting eerrors and e >7 285. 
1. INTRODUCTION 
Let the ring Z o (q )  2) of integers (mod q) stand for an alphabet and let R 
be the n-fold cartesian product of 2q. The elements of R are called words. 
The Lee-distance d(a, b) between the words a and b of R is defined by the 
formula 
d(a, b) = ~ min{la i - b,I, q - [a  i - b,I }. 
i=1 
If  b = 0, it is customary to use the notation d(a, 0) = wt(a) and speak about 
the weight of the word a. Furthermore, the Lee-sphere 
S(a, e) = {x C R [d(a, x) ~ e} 
is defined for all nonnegative integers e and for all a ~ R. The boundary of 
the Lee-sphere is denoted by B(a, e); i.e. 
B(a, e) = {x ~ R I d(a, x) = e}. 
By V(n, e, q) and A(n, e, q) we shall denote IS(a, e)l and IB(a, e)[, respec- 
tively. In case q />2e+l ,  it turns out that V(n,e,q) and A(n,e,q) are 
independent of q; so, in that case, we use shorter notations V(n, e) and 
A(n, e). 
A subset C of R such that I CI ) 2 is called a code of block length n over 
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7/q. A code is e Lee-errors correcting if d(x, y) >1 2e + 1 for all x, y E C 
(x ¢ y). If 
U S(x, e) = R, 
xEC 
then the code C is called a perfect e Lee-errors correcting code of block 
length n over 7/0 ; shortly a PL(n, e, q)-code. 
The Elias-bound is often given in the form of two lemmas (see Berlekamp, 
1968, Lemmas 13.61 and 13.62, pp. 318-319) as follows: 
LEMMA 1. Given an integer t and a code C of block length n, then there 
exists a critical sphere S(a, e) of radius t which includes K codewords, where 
K >~ V(n, t, q) I C ]/qn. By suitable translation of the code this critical sphere 
may be centered at O. 
LEMMA 2. Let each of K codewords has weight <. xDn, where 
i f  q is odd, 
~_  q 2 -1  
4q 
= q/4 i f  q is even. 
Then the distance between some pair of these K codewords must be no 
greater than 
x(2 -- x) Dn/(1 -- K -  1). 
Let s and t be nonnegative integers. Considering the set 
U(a, t, s) = {a + x Ix = (x 1 ..... Xn) , wt(x) K t, 
x iE{-s  ..... s}}, q>/2s+ 1, 
Astola (1980) gives a modification for the Elias-bound. His result can be 
stated as follows: 
LEMMA la. Let C be a code of  block length n over 7/q, t and s 
nonnegative integers such that q >/2s + 1. Then there exists a critical set 
U(a, t, s) which contains at least 
I U(a, t, s)llCl/q" 
codewords. Since the Lee-metric is translation invariant, one can assume 
that a -- O. 
LEMMA 2a. Let C be a code of block length n over Zq, t and s integers 
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such that q >>. 2s + 1 and t ~ ns. Suppose that there are K (> 1) eodewords 
in U(a, t, s). Then the distance between some pair o f  these codewords is at 
most 
t(2 - t/ns) K / (K  - 1). 
Lemmas la and 2a give a bound that is better than the Hamming bound 
also for q ~> 2e + 1. This is because the bound does not depend on q so 
strongly as the classical Elias-bound (Lemmas 1 and 2). Lemmas la and 2a 
can be proved in an analogous way to the proofs of Lemmas 1 and 2 in 
Berlekamp (1968). 
In this paper we introduce another modification for the Elias-bound. This 
new bound is sharper than the above ones in case K is great. The power of 
the bound will be illustrated by proving some results on the existence of 
PL(n, e, q)-codes. 
Consider the set 
L(a, e, s) = {a + x lx  -- (Xl ..... x,), wt(x) = e + 2, 
x iE{ -s+l , - s+2 ..... s}}, q/>2s. 
As it seems customary we give our bound as a pair of lemmas. 
LEMNA lb. Let C be an e Lee-errors correcting code of block length n 
over Y_q, q ) 2s and e >/2. Then there exists a critical set L(a, e, s) which 
contains at least 
IL(a, e, s)[ - V(n, e - 2, q) 
codewords. One may assume that a = O. 
LEMMA 2b. Let C be a code of  block length n over Zq, q >/2s (s >/2). 
Suppose that there are K (> 1) eodewords in L(a, e, s). Then the distance 
between some pair of  these codewords is at most 
e+2((e+2) ) 
K- -1  K 2 +4s- -6  . 
n 
Applying Lemmas la and 2a Astola (1980) proved a nonexistence 
theorem for perfect Lee-codes. His result, which improves the linear bound of 
Post (1975), (1979), can be formulated as follows: 
643/49/2 3
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Let q//. max(2[log 2 n] + 1, 9) e > 2 and n > e + log 2 e. Then there is no 
PL(n, e, q)-code if 
(e + log 2 e + 2) 2 
(a) n[log 2 n] ~ , 
2 log 2 e + 8 
where Ix] denotes the smallest integer >/x. 
In the case of large alphabets i.e., q >/2e + 1 the inequality (a) holds for 
all n > 2, e > 2. 
In this paper we shall improve the bound (a) and prove 
THEOREM 1. Let q >/2[log 2 n] + 1, e/> 285 and n > e + log 2 e. 
there is no PL(n, e, q)-code if 
(b) n~<~.  (e+2)  2 .
Then 
For large alphabets we obtain 
COROLLARY. Let e >/285 and q >/2e + 1. Then there is no PL(n, e, q)- 
code if the inequality (b) holds. 
Remark. The greatness of the lower bound of e (= 285) is not very 
essential. However, it seems that the geometrical methods introduced by Post 
(1975), (1979) are rather effective for small values of e. So, as a lower 
bound was needed, we chose 285, since in case 2 < e ~< 284 the linear bound 
n >v/2e due to Post (1975) is better than (a). 
Golomb and Welch (1968) conjectured that there are no nontrivial 
PL(n,e,q)-codes if n > 2, e> 1 and q > 3. So far, the existence of 
PL(n, e q)-codes has remained essentially unsettled. A reason for this might 
be that, unlike in the case of the Hamming-metric (see Tietfiv~iinen (1973)), 
it seems hard to get upper bounds for n. In the case q = p~ ~ 2e + 1, where p 
is a prime, Astola (1978) was able to derive inequalities that yield upper 
bounds for n. With some restrictions it seems possible to obtain analogous, 
though somewhat weaker results in the case q < 2e + 1. We shall prove the 
following: 
THEOREM 2. Let e (> 1) be odd, k= [2e/q] and q of the form 2"p ~, 
where a ~ 2 and p is an odd prime. I f  (~k ~ ) is odd, there is no PL(n, e, q)- 
code, when 
\ 
n >/~ odd(e!) e!(k + 1)! 2*. 
In the case q = 2 m we have 
THEOREM 3. 
2m- in _ 
COROLLARY. I f  n = 2 ° (v >/ 1) 
1 <.e<.n2 m- l -  1. 
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Let m >>. I and e >/1. Then there is no PL(n, e, 2m)-eode if
1 ) is odd. 
there is no PL(n,e ,  2m)-eode, when 
2. PROOFS OF LEMMAS lb  AND 2b 
Lemma lb follows quite easily if one counts the average number of 
codewords in L(a, e, s), a G R. One should only note that if d(a, e) ~< e - 2, 
e E C, then L(a,  e, s) contains no codewords. 
To prove Lemma 2b we first consider a fixed, say ith component of the 
words in L(a, e, s). Here i may be arbitrarily chosen from the set {1, 2 ..... n}. 
We state the following 
LEMMA 3. Let q >/2s. I f  s >1 2 there can be only one eodeword in 
L(a, e, s) such that its Ah component belongs to the set 
{a i+ 2, a i + 3 ..... as+ s}. 
Analogously, i f  s >~ 3, there can be only one eodeword in L(a, e, s) such 
that its ith component belongs to the set {a i - 2, a i - -  3 . . . . .  a s -- s + 1 }. 
Proof. Without loss of generality we may assume that a = 0. Consider 
the first statement of Lemma 3. Assume, on the contrary, that there are two 
codewords e and e' such that their/th components c i and e~ belong to the set 
{2, 3 ..... s}. Now 
d(e, e') <~ wt(c) + wt(e') - 2 min{e i, c;} ~< 2e, 
which is a contradiction. 
The second statement of Lemma 3 can be proved analogously. 
Assume that there are K (> 1) codewords in L(0, e, s) and denote by d the 
minimum distance between these K codewords. Clearly 
d~dtot /K (K -  1), ( l )  
where dto t is the total distance of the K 2 ordered pairs of codewords. Let 
gi = (g , ,  gn ..... gi.2~) 
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be the distributions of the symbols - s  + 1, - s  + 2 ..... s in the ith components 
of these codewords. Now 
where 
dtot ~ ~ giDg[, 
i=1 
(2) 
and 
D = (dij) = ( l i - j l )  ( i , j= 1 ..... 2s) 
28 
~.~ gij =K 
j= l  
for all i = 1, 2 ..... n. The total weight of the K codewords in L(0, e, s) equals 
2s 
~_, Is-- jl gij= K(e + 2). (3) 
i=1 j= l  
We shall now maximize the right-hand side of (2) subject o the constraint 
(3). We first maximize 
subject o the constraint 
f(gi) = giDg~ 
2s 
~, ]s - j l  gv=pi>/O 
j= l  
and then proceed by maximizing 
f(gi) 
i=1 
subject o the constraint y~n= 1 Pi = K(e + 2). 
Since K >/2, we may, by Lemma 3, write 
gi = ui; + vi + Uik, 
where 
s+2 
. . . . .  . . . . .  o), 
s+l  
ui.~ = (0 ..... O, ~k,~+2 ..... &k,2s) 
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and 
S--2 s--1 
v i=  (0,..., O, xi, Yi, zi, 0 ..... O) 
(j, k~ {1, 2 ..... 2s} and d o. is Kronecker's ymbol). Let 
6(u)  = 0 if  u = 0, 
= 1 elsewhere. 
So, 
K = x~ + y~ + z~ + 6(%) + 6(ui~), 
(4) 
p~ = x; + zi + ~(%)(s - j )  + ~(u;k)(k - s) 
for all i = 1, 2,..., n. Now 
l f (gt)  ---xiy i + 2x~zi + y~z i
+ 6(%)( (s  - 1 - j )  x; + (s - j )  y,  + (s + 1 - j )  z3  
+ ~(uik)((k -- s + 1) x i + (k -- s) Yi + (k - s - 1) zi) 
+ ~(u;k) ~(%)(k -  j). 
We can easily maximizef(gi)  subject to (4). For instance, if 6(uik ) 6(uij ) = 1 
then 
I f (g/)  : x iy  i + 2XiZ i + y i z  i 
4- (k - j ) (x  i -t- Yi 4- zi 4- 1) 
= - 2x~ + 2x i (P i -  k + j )  + (p~ - k + j )2  + p i (K  _ 2) 
+k- j .  
Hence 
f (g,)  ~< (2K - 4) Pi + 2(k - j) - (pi - k + j)2. 
Now 4 ~< k - j  ~ min{pi, 2s - 1 }, whence it follows that 
f (g;)  ~ p i (ZK  - p~) + (4s - 6) p~. (5) 
As to the cases, where 6(uij ) 6(u,.k)= 0, one can verify that the right-hand 
side of (5) is always greater than f(gi). 
Maximizing of 
~ (Pi( 2K  - -  P i )  -k (4S -- 6) Pi) 
i= I  
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subject o the constraint 
• Pi= K(e + 2) 
i=1 
finally yields the inequality 
n 
Z f(gi) < K2( e + 2) (2 - - -  
i=1 
e+2)  " 
+ (4s - 6) K(e + 2), 
n 
which with (1) establishes Lemma 2b. 
3. PROOF OF THEOREM 1 
Denote q = 2u. There exist (Berlekamp, 1968, p. 298; Post, 1975, p. 371; 
and Astola, 1978, p. 18) the generating functions 
oo 
A(n,  e, 2u)  ge = (1 q- z )n (1  - -  z ) -n ( l  - -  zU) n, 
e=0 
09 
~ A(n, e I z e = (1 + z)'(1 - z)-" (q >/2e + 1), 
e=0 
oO 1 m 
= ~ A(n,e,q) z~, ~ V(n'e'q)ze 1--z  ~=o 
e=O 
~, V(n,e)z~= (1 +z)" / (1 -z )  ~÷1 
e=O 
(q >t 2e + 1). 
(6) 
Combinations of the formulas 6f (6) yield 
LEMMA 4. If k = [e/u) (the greatest integer ~ e/u), then 
k 
A(n,e,q)= ~ (--I) i (n lA(n,e--iu) 
i=o \ / i 
and 
k 
V(n,e,q)= i=0 ~' (--1)' ( n ) i  V(n,e--iu). 
For the areas A(n, e) and the volumes V(n, e) we have the following 
recurrence relations (see Astola, 1978, p. 22): 
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LEMMA 5. A(n,  O) = V(n, O) = 1, A(n,  1) = 2n, V(n, 1) = 2n + 1, 
eA(n, e) = 2hA(n, e - 1) + (e - 2)A(n, e - 2) 
eV(n, e) = (2n + 1) V(n, e - 1) + (e - 1) V(n, e - 2) (e )  2, n ) 0). 
Now, let t=e+2+r ,  where r is a positive integer. According to 
Lemma 5 
V(n, t) = 2n t + 1 V(n, t - 1) + ~ V(n, t - 2) (7) 
and 
(2n + 1) V(n, t - 1) ) (2n + 1)' V(n, t - s) 
t ( t -  1)... (t + 1 - s )  
(8) 
S 
Furthermore, by Lemma 5, 
t -- 1 V(n, t -- 2) ) t -  1 (2n + 1) r V(n, e) 
t t (e+r ) (e+r -1) . . . (e+l )  
/> (2n + 1) r V(n, e) (9) 
(e + r)(e + r - 1)... (e + 2)(e + 2) 
r 
2n + 1 V(n, e). 
>/ e + (r + l ) /2  + l / r  
A combination of (7), (8), (9) and Lemma 4 now gives 
LEMMA 6. Let  r and s be posit ive integers. Suppose that t = e + r + 2, n 
and s are so chosen that 
2n + 1 )~ 
t ---~(s -2 1) >~ n. (10) 
Then 
V(n, t, 2s) ) KV(n ,  e), 
where 
2n+ 1 ) '  
K= e+(r+l ) /2+l / r  " (11) 
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Proof. From (8) and (10) it follows that 
2n+l  
- -  V (n , t -  l )> /nV(n , t - s ) .  (12) 
The inequality (12) in turn yields 
n 
for 0 ~< i ~< T-- 1, where T= [t/sj. According to Lemma 4, we have (T>/1) 
n n 
t 1, t (2 i+ l )  
× V(n , t - - (2 i+ 1))) 
t - -1  2n+l  
- -  V(n ,  t - -  2) + - -  V(n ,  t - 1) 
t t 
n 
1 ~<i~<~(T-1) 
n 
t -2 i s )  
Lemma 6 now follows from (9), (12) and (13). 
LEMMA 7. Assume that a PL(n, e, q)-code exists, q >/2s + I, 
t = e + r + 2 ~ ns (r >1 O) and V(n, t, 2s) >~ KV(n, e), where K > 1. Then 
t 2 
ns>/ (2e + 1)/K+ 2r+ 3" (14) 
Proof. The existence of a PL(n, e, q)-code implies, by Lemma la, that 
there is a critical set U(a, t, s) containing at least I U(a, t, s)[/V(n, e) 
codewords. Since I U(a, t, s) I >/V(n, t, 2s), we may assume that there are at 
least [K] codewords in U(a, t, s). The minimum distance of the code being 
2e + 1, we have, by Lemma 2a, 
K 
2e + 1 ~< t(2 -- tins) K - -  1 (t <~ ns). 
This yields the inequality (14). 
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In the rest of this chapter we assume that the following conditions are 
satisfied: 
e >/285, 
q >~ 2[log 2 n] + 1, 
(c) 
n ) e + log 2 e, 
there exists a PL(n, e, q)-code. 
Applying Lemmas la and 2a we shall prove 
LEMMA 8. Under the conditions (c) we have 
n/> (e + 5)2/28. 
Proof. As the conditions (c) hold, the estimate (a) is valid and thus 
n[log2 n] ~> (e + log2 e + 2) 2 ) 0.4el.6. 
2 log2 e + 8 
Since n/> 399, we may conclude that n °'4 >~ [log 2 n]. Thus n >~ 0.51e 8/7 and 
e + 5.5 ~ 2n 7/~. Taking r = 7 and s = 8 (in Lemma 6) we obtain 
t ---~-2~(s-+ 1) >/ \ ~ ]  >~ n, 
which shows that the condition (10) of Lemma 6 is satisfied. Since 
( 2n+1 )r(2n)7 
e+(r+l ) /2+l / r  ~ )e ,  
we obtain, by Lemma 7, the result 
(e + 9) 2 
n~> 
152 + 8/e" 
Taking r = s = 5 and applying (15) we have, by Lemmas 6 and 7, 
(e + 7) 2 
n >/75 + 5/----~e" 
(15) 
(16) 
Continuing this way we finally get the estimate 
n ) (e + 5) 2 
28 
with r = s -- 3 and so Lemma 8 holds true. 
120 TIMO LEPISTO 
We shall now come to the application of Lemmas lb and 2b. We need the 
following 
LEMMA 9. Under the condition (c) there exists a critical set L(a, e, 3), 
which contains at least 
( 2n ]z 
K/> 0.6 \ e - - -~]  
codewords. 
Proof. The existence of a PL(n, e, q)-code implies by Lemma lb that 
there is a critical set L(a, e, 3) containing at least 
K>~ A(n,e+ 2,6) (17) 
A(n, e) + A(n, e -- 1) 
codewords. By Lemma 5 and 8, 
A(n, e) + A(n, e - 1) ~< (1 + e/2n)A(n, e) 
1.1A (n, e), 
(18) 
Write, by Lemma 5, 
[ 2n ~ZA(n,e) A(n,e+ 2)>~ \e+ 2 } 
{2n~ 2 ( 2n ) 3 
/> 0.67 \-~-~-~} A(n, e) + 0.33 A(n, e - 1). 
From Lemma 8 it follows that 
{ 2n ~3 
0.33 ~e+ 2 / >~n. 
Furthermore 
( ) (n )A(n ,e+2-3( i+ l ) )  n A(n,e+2--3i)>/ i+ 1 i 
if i = 2, 3 ..... [(e + 2)/3] - 1. So, by Lemma 4, we obtain 
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( 2n ] 2 { 2n ~ 3 
A(n,e+ 2,6)>~0.67 \e+2 ] A(n,e)+0.33 \-~--~] 
L~e+2,/,J ( n ) 
-nA(n ,e -1 )+ ~ (-1) '  A(n,e 
i=2  i 
[ 2n ]2A(n,e). 
/>0.67 \e+ 2 } 
Hence, by (17) and (18), we see that Lemma 9 is true• 
A(n, e - 1) 
+ 2 - 3i) 
(19) 
LEMMA 10. Under the conditions (c) the minimum distance of the 
codewords in L(a, e, 3) is at least 2e + 2. 
Proof. This lemma follows immediately from the fact that the distance 
between the codewords of L(a, e, 3) must be even. To show this assume that 
e and e' are two codewords in L(0, e, 3). Under the conditions (c) we have, 
by definition, 
d(c,  e ' )  = wt(e)  + wt(e') - 2 ~ min(Icil, eVI), 
i=1  
where the summation is taken over those i's for which cic ~ > O. 
Taking s = 3 we may now formulate, by Lemma 2b and Lemma 10, 
LEMMA 1 1. Under the conditions (c) the following inequality holds 
(e + 2) 2 
n>~ 
An application of Lemmas 8, 9 and 11 yields the inequality 
(e + 2) 2 
n > - -  (20)  
12 
Applying repeatedly Lemmas 9 and 11 (with (20)) one obtains the bound of 
Theorem 1. 
Consider finally the case e >/285 and q >/2e + 1. Then according to the 
bound of Post (1975) there are no PL(n, e, q)-codes if n ~ x/~e. Thus, by 
Theorem 1, there are no PL(n, e, q)-codes for the code parameters satisfying 
the inequalities 
1 
q >/2[log 2n 1 + 1, n <~ z i -  (e + 2) 2. 
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Since q >~ 2e + 1, the latter condition implies the former. So, the corollary to 
Theorem 1 follows. 
4. PROOFS OF THEOREM 2 AND 3 
Assume that the conditions of Theorem 2 are satisfied. We shall prove that 
the assumption that there exists a PL(n, e, q)-code implies a contradiction. 
Denote, as in Astola (1978), 
T(n, e, q) = e! V(n, e, q), 
T(n, e) = et V(n, e). 
We make use of the following: 
LEMMA 12. I f  2Xe and q >/ 2e + 1, then 
T(n, e) = (2n + 1)(t(n, e)(2n + 1) z + a(e)), 
where t(n, e) is a polynomial of n with nonnegative integral coefficients 
depending on e and a(e) is a positive odd integer <e! (Astola, 1978, p. 25). 
Since 2~(e-  iu) (i = O, 1 ..... k; u = q/2), we have, by Lemma 4, 
T(n, e, q) = e!V(n, e, q) (21) 
= (2n + 1)(G(n, e)(2n + 1) 2 + H(n, e)), 
where 
e! I n \ t(n' e - iu) G(n,e) = Y' (-1); ( ~  i (22) 
i=0 
and 
e,() H(n, e) = ~, (-1) t n a (e -  iu). (23) 
t=o ~ i (e 
As we assumed that a PL(n, e, q)-code exists, then according to the 
sphere-packing condition 
2ap b = V(n, e, q) (a < a, b <~ fl). (24) 
Since (Astola, 1978, p. 20) 
V(n, e - iu) = 1 (mod 2) (i = 0, 1 ..... k), 
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we have by Lemma 4, 
k 
-= (rood 2). 
i=0 i k 
By hypotheses, (,~1) is odd and so a - -0  in (24). Thus according to (21), 
e!p b = (2n + 1)(G(n, e)(Zn + 1) 2 + H(n, e)). 
We may assume that q > 4 (see Astola, 1978, p. 51). Now 
pb =. V(n, e, q) >/V(n, 2, q) = ((2n + 1) 2 + 1)/2. 
Let j be any nonnegative integer such that p/1 2n + 1. Then 2j ~ b and 
hence 
PJl (G(n, e)(2n + 1) z + H(n, e)) (25) 
and so pJ I H(n, e). For the same j, since --2n -- 1 (rood i f)  we have 
and hence, by (23), 
k e! k! 
2kk!H(n, e) - ~ 2 k-i - -  1. 3 . . . . .  (2i - 1) a(e -- iu) 
i=0 (e - iu)! i! 
(rood pJ). (26) 
The left-hand side of (26) is a positive multiple of pJ. The right-hand side 
of (26) is also a positive multiple of tY that is upper bounded by 
1 .3 .5 . . . (2 i -1 )  a(e - iu )  
2kk!e! ~ 2 .4  6 2i (e--iu)! 
i=O . . . .  
and so by 2k(k + 1)!e! (see Lemma 12). 
Thus 
pJ~ (k + 1)!2%!. (27) 
By hypothesis 
2n+ 1 
odd e--------~ >e!(k + 1)!2 k. 
124 TIMO LEPISTO 
So, there must be an integer j such that /~ I (2n + 1) and 
p /> (k + 1)!2ke! 
contradicting the inequality (27). Theorem 2 is thus established. 
To prove Theorem 3 consider the expressions (6) as polynomials 
GF(2)[z]. Then 
in 
~ V(n,e, 2n) ze - 1 
e=0 l+z  
(1 + zU) n = (1 + z) 2re-'n-'. 
Taking into consideration that V(n, e, 2 m) must be even, if a PL(n, e, 2")- 
code exists, we see by comparing the coefficients that Theorem 3 holds true. 
The corol lary to Theorem 3 is an immediate consequence. 
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