Most pharmacogenomics knowledge is contained in the text of published studies, and is thus not available for automated computation. Natural Language Processing (NLP) techniques for extracting relationships in specific domains often rely on hand-built rules and domain-specific ontologies to achieve good performance. In a new and evolving field such as pharmacogenomics (PGx), rules and ontologies may not be available. Recent progress in syntactic NLP parsing in the context of a large corpus of pharmacogenomics text provides new opportunities for automated relationship extraction. We describe an ontology of PGx relationships built starting from a lexicon of key pharmacogenomic entities and a syntactic parse of more than 87 million sentences from 17 million MEDLINE abstracts. We used the syntactic structure of PGx statements to systematically extract commonly occurring relationships and to map them to a common schema. Our extracted relationships have a 70-87.7% precision and involve not only key PGx entities such as genes, drugs, and phenotypes (e.g., VKORC1, warfarin, clotting disorder), but also critical entities that are frequently modified by these key entities (e.g., VKORC1 polymorphism, warfarin response, clotting disorder treatment). The result of our analysis is a network of 40,000 relationships between more than 200 entity types with clear semantics. This network is used to guide the curation of PGx knowledge and provide a computable resource for knowledge discovery.
Introduction
Most biological knowledge exists in published scientific text. In order to support the creation of databases and to enable the discovery of new relationships, there is great interest in extracting relationships automatically. Several successful efforts use manually created rules to define patterns of relationships between entities. These approaches are efficient when used in domains that are of limited scope, such as protein-protein interactions or protein transport. However, the complexity and diversity of the semantics used to describe relationships in broad or evolving domains, such as pharmacogenomics (PGx), are harder to capture. Thus, no general set of rules exists for extracting the relationships relevant to such fields, and creating/maintaining them manually would be tedious and time consuming.
Syntactic sentence parsers can identify the subject, object and type of relationships using grammatical rules. General statistical parsing techniques have recently emerged, and there are several general-purpose parsers that yield reasonable results when applied to scientific text. These parsers depend on the need for good domain-specific lexicons of key entities, since named-entity recognition for particular fields in science can be difficult. We consider named-entity recognition as the process of identifying members of the lexicon within the text, amidst other words. With such lexicons, there is an opportunity to use syntactic sentence parsers to identify rich rule sets automatically. These rule sets take advantage of sentence structure and grammar to extract more precise information. In addition, these rule sets can be organized in an ontology that allows normalization of relationships and inference over them.
Pharmacogenomics (PGx) is the study of how individual genomic variations influence drug-response phenotypes. PGx knowledge exists for the most part in the scientific literature in sentences that mention relationships. We can represent a large fraction of this knowledge as binary relationships R (a, b), where a, and b are subjects and objects related by a relationship of type R. Sometimes, a and b are instances of a gene (e.g., VKORC1 gene), drug (e.g., warfarin), or phenotype (e.g., clotting disorder). As we shall demonstrate later, very often a and b are entities that are modified by genes (e.g., VKORC1 polymorphism), drugs (e.g., warfarin dose) or phenotypes (e.g., clotting disorder treatment). R is a type of relation described by words such as ''inhibits", ''transports", or ''treats" and their synonyms. Thus, although the three key entities in PGx (genes, drugs, and phenotypes) can be target nouns for relation extraction, they are more often indicators of latent PGx knowledge, as they modify other concepts to create a second set of entities required to precisely describe PGx relationships. We call these modified entities in contrast with the key entities that modify and expand them. These modified entities can be any biomedical entity, such as a gene variation, drug effect, or disease treatment. For example, the gene entity VKORC1 (a key entity) is used as a modifier of the concept polymorphism in ''VKORC1 polymorphisms affect warfarin response," indicating that VKORC1 polymorphism is a critical (composite) PGx entity. This sentence also indicates that a modified entity, warfarin response, will be important as well.
In this paper we present a method for using a syntactical parser to identify recurrent binary relationships that express PGx knowledge. Many of these relationships use genes, drugs and phenotypes as modifiers of other entities. We organized these relationships and the associated entities in an ontology that maps diverse sentence structures and vocabularies to a common semantics. We processed 87 million sentences using this ontology to capture and normalize more than 40,000 specific PGx relationships. These relationships are summarized in the form of a semantic network (i.e., a network where entities (nodes) and relationships (edges) are associated with the semantics defined in our ontology). We anticipate that they will be useful to assist database curation and as a foundation for knowledge discovery and data mining.
Related work
Our work is partially motivated by our efforts building the Pharmacogenomic Knowledge Base, PharmGKB (http://www.pharmgkb.org/) [1] . PharmGKB aims to catalog all knowledge of how human genetic variation impacts drug-response phenotypes, and is a manually curated database that summarizes published genedrug-phenotype relationships. The rapidly increasing size of the pharmacogenomic literature threatens to overwhelm the PharmGKB curators. Automatic approaches using NLP techniques are therefore promising. Methods based on co-occurrence assume that entities occurring together in a sentence are related, but the semantics of the relationships are not typically captured. Nevertheless, these approaches efficiently identify potential relationships that can subsequently be evaluated manually. For example, the Pharmspresso system uses co-occurrence to group frequently co-mentioned genes, genomic variations, drugs, and diseases [2] . These groups are then used to assist manual curation. Li et al. used the co-occurrence of drug and disease names in MEDLINE abstracts to derive drug-disease relations and to build a disease-specific drug-protein network [3] . Blaschke et al. and Rosario et al. expanded this co-occurrence approach to extract more complete relations by searching for ''tri-co-occurrence" [4, 5] . Tri-co-occurrence refers to the co-occurrence of two named entities and one type of relationship in a unique piece of text. Statistical analysis of co-occurrence can help derive semantic similarities between entities [6] .
In contrast to co-occurrence, syntactic parsing can explicitly identify relationships between two entities in text [7] . Hand-coded parsing rules can extract protein-protein interactions and protein transport relationships [8, 9] . Fundel et al. defined three general patterns of relations (specifying the semantic type of subjects and objects, and using a lexicon of association words) to identify protein-protein interactions [10] . For example their pattern ''effector -relation -effectee" enables the capture of relationships of the form ''protein A activates protein B". The OpenDMAP system also uses patterns to identify protein interaction and transport [11] . Ahlers et al. used vocabularies and semantic types of the UMLS (Unified Medical Language System) to specify patterns to extract genedisease and drug-disease relationships [12] . Several groups have used extracted relationships to create networks, including molecular interaction networks [13] , gene-disease networks [14] , regulatory gene expression networks [15] , and gene-drug-disease networks [16] . In order to be efficient, these syntactic approaches often rely on large sets of patterns and stable ontologies to guarantee performance on diverse sentence structures. Unfortunately, a systematic catalog of patterns for pharmacogenomics is not available [17, 18] .
The Semantic Web community has developed methods for learning ontologies from text using unsupervised approaches [19, 20] . Most of these efforts focus on learning hierarchies of concepts. Ciaramita et al. studied unsupervised learning of relationships between concepts [21] . Their method produces a network of concepts where edges are associated with precise semantics (e.g., Virus encodes Protein). Other efforts have focused on enriching existing ontologies for NLP using Web content [22] . Cilibrasi and Vitányi proposed a method to automatically learn the semantics of processed words, hypothesizing that semantically related words co-occur more frequently in Web pages than do unrelated words [23] . Gupta and Oates used Web content to identify concept mappings for previously unrecognized words discovered while processing text [24] .
We describe here our method of relationship extraction that uses (1) syntactic rules to extract relationships and (2) a learned ontology to normalize those relationships. Fig. 1 gives an overview of the four steps of our method, described in the following sub-sections. The first input is a corpus of article abstracts split into individual sentences. We benefit from previous work that made such a corpus available and also provides a convenient way to retrieve the sentences [25] . We use lexicons of PGx key entities (drugs, genes, and phenotypes) from PharmGKB 1 to retrieve sentences mentioning pairs of key entities. We parse retrieved sentences with the Stanford Parser and represent the sentence using a convenient data structure called a ''Dependency Graph" [26] . Each retrieved sentence is analyzed to extract the raw relationships between key entities themselves or other entities that they modify. After applying this procedure to many pairs of key entities, we gather the raw relationships and entities and manually map them to a much smaller set of ''normalized" relationships and entities based on synonymy, arranged hierarchically in an OWL ontology. 2 We assume that this ontology is representative of PGx relationships mentioned in our corpus. This ontology can then be applied to all raw relationship instances in the corpus to create a very large set of normalized relationships representing the semantic content of the corpus.
Methods

Sentence parsing of MEDLINE into Dependency Graphs
The goal of the first step is to provide, in a format easy to process, the syntactical structure of sentences that potentially mention a PGx relationship. We focus on sentences that mention at least two PGx key entities. We used an index of individual sentence of MEDLINE abstracts published before 2009 (17,396,436 abstracts and 87,806,828 sentences) processed by Xu et al. [25] . This index has been built on the full text of sentences with the Lucene library and can consequently be queried with any term [27] . It returns sentences that have been indexed with the query terms and also returns ''parse trees" that correspond to retrieved sentences. A parse tree is a rooted tree that represents the syntactical structure of a sentence, as illustrated in Fig. 2 . Parse trees were previously generated by applying the Stanford Parser on every sentence.
The Stanford Parser is a statistical natural language parser [26] . It uses a set of training sentences in which the grammatical function of words were manually annotated by experts to record the most likely syntactical structure of a sentence. Parse trees of sentences that mention at least two PGx key entities are subsequently transformed into Dependency Graphs (DGs) with the same Stanford Parser [27] . This DG format, described in Section 3.1.3, provides the syntactical structure of sentences that we analyze to extract relationships.
Querying the sentence index using seeds
From the corpus, we consider only sentences with pairs of PGx key entities, (i.e., one gene and one drug, or one gene and one phenotype). For this initial work we did not focus on drug-phenotype pairs because they are numerous and the majority of these pairs are not of PGx interest. For example, to retrieve sentences that potentially mention a relationship between the gene VKORC1 and the drug warfarin, the index was queried with two sets of synonyms as follows:
ðVKORC1 OR VKOR OR VKCFD2Þ AND ðwarfarin OR coumadinÞ:
ð1Þ
Results of these queries were sentences (and corresponding parse trees) mentioning at least two terms, one that refers to the first entity and one that refers to the second entity. Sets of synonyms used to build such queries are from the PharmGKB lexicons. For this initial work, we used 41 important genes highlighted by PharmGKB, 3 as well as 3007 drugs and 4202 phenotypes. Drug and phenotype names listed in lexicons are not restricted to PGx. Phenotype names include disease and adverse reaction names. Querying the index with pairs of entities named in such lexicons can be considered as a task of named-entity recognition. In one retrieved sentence (and in its corresponding parse tree), we distinguish the two particular terms, called seeds, that correspond to the two recognized entities. These are called seeds because they form the basis for relationship extraction. Seeds of the parse tree shown in Fig. 2 are VKORC1 and warfarin.
Reducing the set and the size of parse trees
In order to reduce computational complexity, we reduce the number of parse trees or parse tree fragments considered. We compare the relative positions of the two seeds in the sentences Fig. 1 . Overview of our method to extractpharmacogenomics (PGx) relationships from text. The method has four steps. 1. We parse the text (MEDLINE abstracts in this work) with the Stanford Parser to yield the Dependency Graph data structure that provides the syntactical structure of each sentence. 2. We identify PGx entities and their raw relationships -''raw" because their subject, object, and type use natural language terms. 3. We processed these raw relationships to build (first run only) or refine (next runs) an ontology of PGx relationships. 4. For each of the raw relationships, we map them to the ontology and express them in normalized form. Normalized relationships create a network in which nodes are PGx entities and edges are relationships, both of which are associated with a precise semantics. clauses. 4 If the two seeds are not located in the same clause of the sentence, the parse tree is removed from consideration (the seeds are unlikely to have an extractable relationship across clauses). If the parse tree contains more than one clause, and a clause does not contain both seeds, then the clause is pruned (we keep only clauses containing more than two seeds). For example, the parse tree in Fig. 2 contains only one clause with both seeds and was neither removed from consideration nor pruned.
Transformation of parse trees into Dependency Graph
The Stanford Parser summarizes the syntactical structure of a parse tree in an easy to process format, called a Dependency Graph (DG) [28] . DGs are rooted, oriented, and labeled graphs, where nodes are words and edges are dependency relations between words (e.g., noun modifier, nominal subject). Fig. 3 shows the DG built from the parse tree shown in Fig. 2 . DGs are easier to read and process than parse trees or other representations. Relationships between sentence words are binary, and they occur directly between ''content" words (e.g., ''associated" is connected directly to ''dose"), rather than being mediated indirectly via less important function words (e.g., ''associated" is related to ''dose" via a common link to ''with"). Each DG includes a root (or head) that enables easy recognition of the subject and the object of a sentence. Thus, DGs highlight semantic content and are relatively easy to understand.
Relation extraction
The second step of our method uses syntactic structure provided by DGs to identify raw relationships of the form R (a, b) where:
-a and b are two paths (i.e., sequences of nodes) in a DG, each of which is either a single key entity (an instance of gene, drug or phenotype) or of a modified entity -an entity that is not a gene, drug or phenotype but is modified by one (e.g., an instance of gene variation, drug dose or phenotype treatment); -R is a node in the DG that connects a and b, and indicates the nature of their relationship.
In example shown in Fig. 3 , a is ''VKORC1 polymorphisms", b is ''warfarin dose" and R is ''associated". We defined an algorithm that extracts relationships from the DG that correspond to the two following patterns:
verbðseed A expanded ; seed B expanded Þ ð 2Þ nominalized verbðseed A expanded ; seed B expanded Þ ð 3Þ
An expanded seed is a seed that matches the input key entity or that represents a modified entity in which the key entity modifies another entity. The relations are captured by verbs or nominalized versions of verbs (such as ''association" that is the nominalized version of ''associate"). This algorithm has three steps: seed recognition, seed expansion, and coupling of expanded seeds, described as follows.
Seed recognition
Seeds are identified using the input lexicons. We use the PharmGKB lexicons for genes, drugs and phenotypes, which include a basic list of synonyms. Seeds may be a single word or a compound noun. This ''seed recognition" step localizes the two seeds in the DG. When a seed is composed of one word, (e.g., thrombosis), the system uses string matching and techniques to handle plural and of capitalized forms. If a seed is composed of more than one word (e.g., venous thromboembolism), a DG for the seed itself (noted as DG seed ) is created and the parsed sentence DG is examined to identify the subset of nodes matching the DG seed .
Seed expansion
The DG has information that allows us to expand the seed to determine if it is being used as a key entity or a modified entity. We expand a seed by traversing edges of the DG. The method of traversal is defined by the types of dependencies that connect the seed to other concepts. Depending on these dependencies (Table 1 summarizes the decision logic), the algorithm will:
(i) expand the seed (continuing traversing the DG and constructing the seed); (ii) end the expansion by detecting a relationship type represented by a verb (e.g., activate, bind, and regulate) or a nominalized form of a verb (e.g., activation, binding, and regulation). The type of the dependency determines whether the seed is the subject or object in the relationship; (iii) interrupt the expansion if neither (i) nor (ii) applies.
Seed coupling
When two expanded seeds (one subject expanded seed and one object expanded seed) each end by reaching the same verb or nominalized verb, they are associated to create a raw relationship, as subject or object depending on the dependency type. Fig. 4 illustrates the expansion and subsequent coupling of seeds recognized in the DG shown in Fig. 3 . Fig. 3 . The Stanford Parser creates a Dependency Graph (DG) data structure from the parse tree, such as this one corresponding to the parse tree in Fig. 2 . Its two seeds are VKORC1 and warfarin, and its root is associated. Solid lines represent the path that connects both seeds to each other via the root. This path is used in the next step to extract the following raw relationship: associated (VKORC1_polymorphisms, warfarin_dose).
Evaluation of raw relationship precision
We manually evaluated the precision of extracting raw relationships. We randomly selected a subset of 220 raw relationships and classified them into three categories: complete and true, incomplete and true, and false. Incomplete and true relationships are relationships that are consistent with mentioned relationships but are missing partial information. It is then required that the lack of information does not change the interpretation of the relationship. For example, if derived from the sentence ''polymorphisms in VKORC1 are associated with warfarin dose": associated (VKORC1_polymorphisms, warfarin_dose) would be complete and true; associated (VKORC1_polymorphisms, warfarin) would be incomplete and true; polymorphisms (VKORC1, warfarin_dose) would be false.
Ontology construction
Raw relationships represent multiple equivalent ways to express a relationship. In order to simplify the analysis of the semantics, we must map many raw relationships onto a smaller, normalized set of relationships. We manually examined the raw relationships observed in the text, and grouped them into a hierarchical domain ontology of PGx relationships. We first identified the most frequent relationship types; and then merged similar ones and organized them hierarchically. We also tracked modified entities and merged these. We computed the number of raw entity and relationship types, and the number of normalized types resulting from grouping them. We describe the steps of ontology construction here. This construction is carried out only once, at the first iteration of the approach, but the ontology can be refined during subsequent iterations.
Identification of relationship types
We created four lists from the raw relationships extracted from the DGs. The lists represent (1) the most frequent types of relationships, and the most frequent modified entities modified by (2) genes, (3) drugs, and (4) phenotypes as defined in our lexicons for these entities (see Fig. 5 ). Each list is processed to remove word heterogeneity caused by captions, plurals, and conjugations. We then combined equivalent words, and computed their frequency of occurrence to produce a list sorted by frequency of use. Modified entities are the subjects or objects of relationships (i.e., a or b) grammatically modified by either a gene, a drug, or a phenotype.
Organization of relationship types and entities in hierarchies
We manually examined and grouped elements of each list into sets of synonyms and then organized them in role and concept hierarchies. See Fig. 6 for example of roles and concepts. Relationship synonyms (e.g., decrease, reduce) represent roles in the ontology. A role is a binary relation associated with a domain and a range. It is named with one of the synonyms (e.g., decrease) and associated with labels that correspond to the other synonyms. The roles are organized in a hierarchy so that any instance of a role (e.g., inhibit) is also an instance of its parent (less precise) role (e.g., affect).
Terms that are modified by the same kind of entity (e.g., gene) are grouped into sets of synonyms (e.g., polymorphism, mutation, and variant) and lead to the creation of concepts in the ontology. A concept is named with one of the synonyms as a reference to label the group as a whole (e.g., the variant label leads to the concept Table 1 Summary of algorithm traversing the dependency graph from entities through root to other entities. The subject and object may be modified entities, and the dependency graph provides data types that help decide how to construct the subject, object, and relationship for each graph. In particular, depending on the type associated with each edge in the graph during traversal of a DG, the seed expansion either (i) continues, (ii) ends and thereby establishes a subject or an object, or (iii) interrupts. To identify a relationship, the expansion of the two seeds has to end (one as a subject and one as an object) on a common ''root" word.
Algorithm actions
Expanded seed is subject Expanded seed is object Dependency types nn (noun modifier) nsubj (nominal subject) dobj (direct object) All others iobj (indirect object) prep_{for,in,into,of,on,to} (preposition) nsubjpass (passive nominal subject) xcomp (open clausal component) prep_{at,as,by,for,in,into,on,than,with,within} (preposition) xsubj (controlling subject) Table 1 to traverse the Dependency Graph in Fig. 3 to recognize the subject (VKORC1_polymorphisms), object (warfarin_dose) and relationship (associated) in the Dependency Graph. Fig. 5 . A raw relationship derived from the dependency graph has three components: relationship type, subject, and object. Both subject and object can be either a single PGx key entity (e.g., warfarin) or a modified entity using the key entity as a modifier (e.g., VKORC1_expression).
name Variant) and is associated with all the other synonym labels. Distinct concepts are organized in a concept hierarchy such that any instance of a concept (e.g., Variant) is also an instance of its parent concepts (e.g., GenomicVariation). Importantly, when a new concept is created, it is associated with a description that specifies whether it is modified by genes or drugs or phenotypes. For example, the mention of a genomic variation in text can be modified by a gene name, thus the Variant concept (with alternate labels ''polymorphism" and ''mutation") is associated with a description stating that instances of Variant can be modified by instances of Gene. Such a description enables ''VKORC1 polymorphism" in text to be mapped to the concept Variant, since modified by a gene name (VKORC1) whereas the phrase ''important polymorphism" is not mapped, since ''important" is not an instance of the Gene concept. The ontology was represented in description logic and encoded in OWL using Protégé [29, 30] . The ontology was built once, examined and validated by three domain experts (curators at PharmGKB). Because we considered only the first 200 elements of each of the four lists, the ontology construction and examination took approximately 4 h (around 1 h per list).
Relationship normalization
Once the ontology is built, we can use it to map most raw relationships to a common semantics. The mapping process has two steps: (1) entity names are normalized, and then (2) relationships are normalized. Normalization is a many-to-one mapping that maps multiple diverse textual statements to a common normalized form. Fig. 6 illustrates the normalization process.
Normalization of entity names
To name modified entities uniformly, we implemented an algorithm that takes a modified entity name of any length and returns its normalized form according to the ontology. In the first step of the algorithm, we decompose the modified entity into its original seed and the other words in the string. The algorithm iterates over these words to construct the normalized name of the entity. The first word is the seed. Using the PharmGKB lexicons, seeds are a gene, drug, or phenotype (e.g., VKORC1, warfarin, or bleeding) and thus we can associate them with a concept C seed . With C seed determined, we process the next word. We search for a match between the next word and labels of concepts that are modified by C seed , according to the ontology. If a concept matches, the processed word is associated with this new concept. In the case where no match is found, a match is searched between the processed word and labels of concepts that are modified by more general concepts (i.e., those modified by parents of C seed ). In the case where no further match is found, no concept in the ontology corresponds and then a new concept is created with the processed word as a label and with a description specifying that it is modified by C seed (i.e., $ modified.C seed ). This operation is iterated for each successive word of the modified entity, each time assigning the right concept to the new processed word. When the last word is reached, the normalized version of the entity name is proposed as the concatenation of the seed plus the names of successive assigned concepts. For example, with the modified entity VKORC1_polymorphisms, VKORC1 is the seed and C seed is the concept Gene. The next word is polymorphism, which refers to a concept modified by Gene. Polymorphism is a synonym of the concept Variant, which is thus associated with the processed word. Because there are no other words in the modified entity, the normalized name is VKORC1_variant. When the subject or the object of a raw relationship is a single PGx key entity (gene, drug, phenotype), PharmGKB lexicons provide the normalized name, which is the preferred name of the seed (e.g., VKORC1 for VKOR). Fig. 7 decomposes the steps of the normalization of a modified entity made of three words.
Normalization of relationship types
We normalize relationship types by searching for a role label that matches the raw relationship. If a label matches, the identifier of the corresponding role becomes the normalized type. For example, the type ''related", mentioned in Fig. 6 , matches to the role associated_with. Normalized entities and relationships are combined to form the normalized relationship. We use normalized relationships to instantiate concepts and roles from the ontology and thus to create a knowledge base of PGx relationships. Each relationship in the knowledge base is made by the instantiation of: two concepts (e.g., Variant(vkorc1_variant) and DrugDose(warfarin_dose)) and one role (e.g., associated_with (vkorc1_variant, warfarin_dose)). . Three raw relationships normalized to two normalized expressions, using the PHARE (PHArmacogenomics RElationship) ontology of entities and relationships. The content of this ontology is described in Section 4. In this example, the first two raw relationships express the same relationship, according to the mappings in our ontology (e.g., drug dose and drug requirement are declared synonyms in the ontology). The third raw relationship maps to a more specific relationship (increases), which is a child of the more general (associated) relationship.
A detailed description of the normalization algorithm is provided in Coulet et al. [31] .
Results
We queried 87,806,828 parse trees to find a total of 295,569 sentences with pairs of PGx entities as seeds. We pruned these sentences, as described in Section 3.1.2, to extract 41,134 raw relationships, including 21,050 relationships seeded by gene-drug pairs and 20,084 by gene-phenotype pairs. Table 2 shows the relationship types and entities most frequently found in these raw relationships. 5 Remarkably, we found that the 200 most frequent raw relationship types summarize 80% of extracted relationships (see Table 3 ). Our manual evaluation of 220 raw relationships indicated that 70% of those were complete true positives, 87.7% were complete or incomplete true positives, and 12.3% were false positives. Distinction between complete and incomplete true positive is described in Section 3.2.4. We created an ontology of the 200 most frequent relationship types and modified entities called PHARE (PHArmacogenomics RElationships). 6 PHARE is made of 237 concepts and 76 roles. PHARE concepts are instantiated with 26,966 distinct entities and PHARE roles are instantiated with 46,523 explicit 7 relationships between pairs of entities. The number of role instantiations is greater than the number of raw relationships because we count both role and inverse role instantiations (e.g., R (a, b) and R À (b, a)). Finally one role instantiation can be supported by several sentences and one entity Fig. 7 . Starting with the text ''differences in warfarin requirements", we extracted the raw entity ''warfarin_requirements_differences" and then apply normalization using the PHARE ontology. The first step ensures that the standard name for warfarin is used (here, Coumadin would have been mapped to warfarin, had it been used). Warfarin is the seed and the concept associated with it, noted C seed , is Drug according to the ontology. The second step maps ''requirements" to the standard ontological concept of dose, and the final step maps ''differences" to the ontology concept of variation. Having learned these mappings on our initial training corpus, we can apply them broadly and prospectively to new sentences. can be involved in several role instantiations. Table 4 presents a list of the most commonly used concepts and roles.
We used the resulting knowledge base to create PGx networks where nodes are PGx entities and edges are normalized relationships between these entities. Of course, we mapped these entities and relationships to common semantics as defined in the knowledge base, and thus they are semantic networks. Fig. 8a and b shows such semantic networks related to the VKORC1 gene. Fig. 9 summarizes the number of entities in each entity class and the number of relationships between these and other entity types.
Discussion
The two main advantages of our method are: (1) the identification of both PGx key entities (genes, drugs, and phenotypes), as well as crucial and novel PGx entities modified by genes, drugs, and phenotypes, and (2) the association of extracted relationships with a normalized semantics, captured in a manually built ontology. The syntactical structure of sentences allows us to use our key entity lexicons to bootstrap the discovery and normalization of the modified entities critical to PGx and the ontology allows us to record these entities and recognize them under very general textual conditions.
Our method is flexible because it uses syntactical patterns that are much more general than specific rules (e.g., x inhibits y). It is precise because it is based on the detection of relationships in natural language text, and does not depend upon simple co-occurrence of two recognized entities. A drawback of syntactical parsing approaches compared to co-occurrence is lower recall. In our work, low recall is attenuated by large size of the corpus, which gives us multiple opportunities to recognize a relationship. We may further improve precision by using full text. Our recognition of named entities in sentences is based on string matching plus normalization techniques. At this time, we capture, but do not use qualifiers that modulate the relationship itself such as negation, adverbs (e.g., not, highly, and hypothetically). One improvement of our approach would be to consider subcategorization frames in particular for ditransitive or caused-motion verbs (such as to transform for instance) that are reporting several relationships between one subject and multiple objects (e.g., x transforms y in z).
We created and validated our ontology manually, and were fortunate that the language used to describe PGx relationships degenerates to a small core of unique concepts. Other efforts for detecting synonyms use resources such as WordNet, 8 but this is not applicable to technical biological domains. Instead, we used domain experts to create acceptable synonym mappings. The decision to group words can be approximate, and some grouped words are not exact synonyms, such as SNP and allele. These similar words have been grouped to limit the number of distinct concepts in the ontology. The approach described in this paper is completely applicable to other domains. The main drawback of such domain change is the human effort that will be required to develop an ontology adapted to the domain if none is available.
Conclusion
We have described a new method that uses the syntactical structure of sentences to extract biomedical relationships from text. We use key pharmacogenomic entities (genes, drugs, and phenotypes) to bootstrap a process whereby other entities that are modified by these concepts are identified and stored in an ontology. The relationships used in pharmacogenomics literature are also captured and normalized, yielding a core set of 41,134 relationships that capture approximately 80% of extracted relationships in the text. Our ontology allows us to label automatically any parsed sentence that provides a relationship between the key enti- Table 3 Percentages of raw relationships covered using the 100 and 200 most frequent relationship types and entities. n represents the number of distinct types or entities identified in all relationships. Thus, for example, the top 200 entities modified by genes account for 85% of all raw gene-related entities mentioned in the corpus. Similarly, the top 200 relationship types account for 80% of all raw relationships in our corpus.
Percentage of covered raw relationships
Relationship types (n = 1921) (%) Entities modified by Genes (n = 1210) (%) Drugs (n = 1243) (%) Phenotypes (n = 445) (%)
By 100 most frequent relationship types or entities 68 77 58 71 By 200 most frequent relationship types or entities 80 85 71 84 Table 4 The 15 most instantiated normalized roles (first column) and normalized concepts modified by gene (second column), drug (third column), and phenotype (fourth column) in the knowledge base. Numbers to the left represent the number of instances of the role or entity in 41,134 raw relationships. The number in brackets is the number of unique instances of concepts used in these raw relationships.
ties or the derivative modified entities -totaling more than 200 total entity types. We created a knowledge base of relationships from 17 million MEDLINE abstracts containing 87 million sentences.
This knowledge base allows us to create semantically rich summaries of the relationships between genes, drugs, and phenotypes. By going beyond classic entity recognition for gene, drug and pheno- Fig. 8 . Two semantic networks extracted for the VKORC1 gene. (a) Displays pharmacogenomics (PGx) relationships extracted from sentences that contain VKORC1 or one of its synonyms as a key entity. Thus, for example, it shows that VKORC1 predicts warfarin drug dose. (b) Displays PGx relationships for entities that are modified by VKORC1 (e.g., VKORC1_haplotype, VKORC1_variant). Thus, for example, VKORC1 haplotypes influence warfarin drug effect. Each node represents a PGx key or modified entity, e.g., warfarin or warfarin_drug_effect. Edges represent relationships between these entities that are mentioned in MEDLINE abstracts. When several sentences mention a relationship between the same two entities, the edge is wider and is labeled with the most frequent types of relationship. Networks have been generated using Cytoscape v2.6.3 (http://www.cytoscape.org).
type, and by not requiring prior enumeration of relationship types, we have created a novel accurate and extensible approach to processing PGx text. To the best of our knowledge, our work is the first to use reasoning with an OWL ontology to integrate heterogeneous relationships extracted from text. Fig. 9 . A summary of the pharmacogenomics (PGx) concept network. Nodes represent concepts frequently appearing in PGx relationships. Their size is dependent on the number of instantiated PGx entities. Edges represent relationships between instances of two concepts. Their width is dependent on their number. This network has been built from the knowledge base of 41,134 relationships extracted from the text of MEDLINE abstracts. Thus, for example, there are many statements in the PGx literature relating drugs to genes, and genes to diseases. There are somewhat less relating drug metabolism specifically to genomic variation. This network has been generated using Cytoscape v2.6.3 (http://www.cytoscape.org).
