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Abstract
We consider the sequence of Gibbs measures of Ising models with Kac interaction de-
fined on a periodic two-dimensional discrete torus near criticality. Using the conver-
gence of the Glauber dynamic proven by H. Weber and J.C. Mourrat [MW17a] and a
method by H. Weber and P. Tsatsoulis employed in [TW16], we show tightness for the
sequence of Gibbs measures of the Ising-Kac model near criticality and characterise the
law of the limit as the Φ42 measure on the torus.
Our result is very similar to the one obtained by M. Cassandro, R. Marra, E. Presutti
[CMP95] on Z2, but our strategy takes advantage of the dynamic, instead of correlation
inequalities. In particular, our result covers the whole critical regime and does not re-
quire the large temperature / large mass / small coupling assumption present in earlier
results.
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1 Introduction
LetN > 0 be a positive integer and consider the (periodic) latticeΛN = {1−N, . . . , N}2.
For γ > 0, let K : R2 → [0, 1] be a twice differentiable, non negative, isotropic function
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supported on a ball of radius 3 and define κγ for x ∈ ΛN
κγ(x) ≃ γ2K(γ|x|) ,
∑
z∈ΛN\{0}
κγ(z) = 1 . (1.1)
Consider a spin system formed by a set of spins parametrized by the lattice ΛN . Each spin
can assume the value +1 or −1 representing two possible states of the magnetization and
we will denote with ΣN = {−1, 1}ΛN the set of all possible configurations. The Ising-
Kac model on the two-dimensional lattice with periodic boundary condition and external
magnetization b ∈ R is given by the following Hamiltonian
Hγβ,b(σ) =
β
2
∑
x,y∈ΛN
κγ(x− y)σxσy + b
∑
x∈ΛN
σx σ ∈ ΣN . (1.2)
The Gibbs measure over ΣN associated to the potential (1.1), with inverse temperature β
and external magnetic field b, is given by
P
γ
β,b(σ)
def
=
(
ZNγ,β,b
)−1
exp
(Hγβ,b(σ)) , (1.3)
where ZNγ,β,b is the partition function that makes (1.3) a probability measure. We will also
denote with Eγβ,b the expectation under P
γ
β,b. For technical reason, we set κγ(0) = 0 and
we remark that its precise value doesn’t effect (1.3).
As in [MW17a], we will let the inverse temperature β converge in a precise way as
γ → 0 to βc = 1 the critical value of the mean-field system. The purpose of this paper is
to prove the tightness of the magnetisation fluctuation field
γ−1
(
σ⌊N ·⌋ − Eγβ,b
[
σ⌊N ·⌋
])
(1.4)
in the strong topology of S ′(T2) as both N → ∞ and γ → 0 in a precise way that we
shall describe later.
Moreover, in case b = 0, we are also able to characterise the limit as the Φ4(T2)
measure, formally described by
Z−1 exp
(
−
∫
T2
1
2
|∇Φ(x)|2 + 1
12
Φ:4:(x)− A
2
Φ:2:(x) dx
)
dΦ , (1.5)
where Φ:4: denotes the Wick renormalisation of the fourth power of the field. For a more
detailed and formal definition, see for example [Nel66, GJ87].
The Ising-Kac model is a mean-field model with ferromagnetic long range potential
that has been introduced in statistical mechanics for its simplicity and because it provides
a framework to recover rigorously the van der Waals theory [KUH63] of phase transition.
It has been then developed by Lebowitz and Penrose in [LP66], see also [Pre09] for more
details. The model has already been useful to study the Φ4d theory, see [GeK85], where a
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renormalisation group approach has been used to approximate Φ4d with generalised Ising
models, and [SG73] with classical Ising spins.
The present work is mainly built upon the article of Weber and Mourrat [MW17a],
where the Glauber dynamic on a periodic two-dimensional lattice is shown to converge
to the solution of the two-dimensional stochastic Allen-Cahn equation on the torus. Their
approach however doesn’t imply the tightness for the invariant measure of the model,
which is treated in this article. The same result in one space dimension had previously
been proven in [BPRS93, FR95], via a coupling with a simpler model, the voter model.
In a subsequent paper [TW16], Tsatsoulis and Weber show the exponential convergence
to equilibrium for the dynamical Φ42 model. In [CMP95], the authors show the conver-
gence of the 2d Ising-Kac model on Z2 to Φ42 by proving the convergence of the discrete
Schwinger functions. In particular they were the first to explain, to the best of our knowl-
edge, the small shift of the critical temperature for the Ising-Kac model with the renor-
malisation constants of the Wick powers. That result (see [CMP95, Thm 2]) is however
restricted to temperatures satisfying a condition allowing to use Aizenman’s correlation
inequalities, which corresponds to large negative values of A in (1.5).
Our main result resembles the one obtained in [CMP95], with some differences. We
will work on a periodic lattice instead of Z2, which we think of as a discretisation of
a 2D torus. This restriction is mainly due to our techniques for bounding the solutions
globally in time and a posteriori doesn’t appear to be strictly necessary since the limiting
dynamic can be defined also on the whole 2D plane (see [MW17b]). Moreover, as our
proof exploits the dynamical version of the model and not the correlation inequalities, we
do not have the restriction on the temperature present in [CMP95, Thm 2], so that we
cover arbitrary values A ∈ R in (1.5).
The structure of the present article is as follows: our main result is Theorem 2.1 show-
ing tightness of the fluctuations of local averages of the magnetic field in a distributional
space. The proof is based on the analysis of the dynamical Φ42 model in [TW16, Sec. 3]
and makes no use of correlation inequalities (not explicitly at least), avoids the restriction
(1.8) of [CMP95] and exploits the regularisation provided by the time evolution of the
Glauber dynamic. As a consequence of Theorem 2.1, we obtain in Corollaries 2.2 and 2.3
tightness in S ′(T2) for the fluctuation fields (1.4).
In Theorem 2.4 we characterise the limit of each subsequence to be an invariant mea-
sure for the dynamicalΦ42 model constructed in [DPD03]. Since it was shown in [DPD03]
that (1.5) is such a measure and in [TW16] that this invariant measure is unique, the result
follows. For the proof, we make use of the uniform convergence to the invariant measure
and the convergence of the Glauber dynamic in [MW17a].
1.1 Notations
We shall consider spins arranged on a periodic lattice that we will think as embedded
into a two-dimensional torus T2 = [−1, 1]2. Let ε = N−1 and Λε def= εΛN ⊆ T2 the
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discretisation induced on T2. For f, g : Λε → C we define
‖f‖pLp(Λε)
def
=
∑
x∈Λε
ε2|f (x)|p , 〈f, g〉Λε
def
=
∑
x∈Λε
ε2f (x)g(x) ,
respectively the discrete Lp norm and the scalar product. We will use the discrete convo-
lution
(f ∗ g)(x) def=
∑
y∈Λε
ε2f (x− y)g(y) , for x ∈ Λε ,
and, when there is no possibility of confusion, we will drop the set Λε from the above
definitions. We will make an extensive use of the Fourier transform
f̂ (w)
def
= 〈f, ew〉Λε , ew(x) = eipiw·x for w ∈ ΛN .
It will sometimes be convenient to also set ew = 0 for w ∈ Z2 \ ΛN . With this notation,
the Fourier inversion formula reads
f (x) =
1
4
∑
w∈Z2
f̂ (w)ew(x) for x ∈ Λε . (1.6)
We shall use the same notation Ext(f ) as in [MW17a] to denote the extension of f to the
continuous torus T2 via (1.6) applied to x ∈ T2. We recall furthermore the fact that the
operator Ext doesn’t commute with the operation of taking the product. (Of course we
could have used extensions that do commute, but Ext behaves nicely with respect to the
scale of Besov spaces.) We will measure the regularity of a function g : T2 → R (or
g : Λε → R) with the Besov norm, defined for ν ∈ R, and p, q ∈ [1,∞] as
‖g‖Bνp,q =

(∑
k≥−1 2
νkq ‖δkg‖qLp(T2)
) 1
q
if q <∞
supk≥−1 2
νk ‖δkg‖Lp(T2) if q =∞
(1.7)
(see (4.1) below for the definition of the Paley-Littlewood projection δk) and we will
denote by Bνp,q the completion of the set of smooth test functions over the torus equipped
with the corresponding Besov norm. We shall denote by Cν the (separable) Besov space
Bν∞,∞. In particular, the parameter ν ∈ R represents the regularity of a function and the
space Bνp,q contains distributions if ν < 0. It will be useful to consider, for g : Λε → R, a
discrete version of the Besov norm, that we shall denote by ‖g‖Bνp,q(Λε) (resp. ‖g‖Cν (Λε)),
‖f‖Bνp,q(Λdε )
def
=

(∑
k≥−1 2
νkq ‖δkExt(f )‖qLp(Λdε )
) 1
q
if q <∞
supk≥−1 2
νk ‖δkExt(f )‖Lp(Λdε ) if q =∞
see Section 4 for a more precise description and for some useful properties of this norm
used in the article.
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2 Definitions and statements of the theorem
Assume for the moment that b = 0, which is also the case studied in [MW17a] and
consider for x ∈ ΛN
hγ(x)
def
=
∑
z∈ΛN
κγ(x− z)σz , (2.1)
where the kernel is the same as in (1.2).
Following [BPRS93, MW17a], we define the magnetisation fluctuation field over the
lattice Λε as Xγ(z) = γ−1hγ(ε−1z). We will consider a dynamic of Glauber type on ΣN
in order to gain insight into the properties of the fluctuations. In order for this dynamic to
converge to a non-trivial limit, we will enforce the relation between the scalings ε and γ
given by (3.10).
The dynamic can be described informally as follows. Each site x ∈ ΛN is assigned an
independent exponential clock with rate 1. When the clock rings, the corresponding spin
changes sign with probability
cγ(z, σ) =
1
2
(1− σz tanh (βhγ(z))) , (2.2)
and remains unchanged otherwise. More formally, the generator of this dynamic is given
by
Lγf (σ) =
∑
z∈ΛN
cγ(z, σ)
(
f (σ{z})− f (σ)) , (2.3)
for f : ΣN → R, where
σ{z}y =
{
−σz if y = z,
σy if y 6= z.
The probabilities cγ(z, σ) are chosen precisely in such a way that P
γ
β,0 is invariant for this
Markov process. We shall use the notations σx(s) and hγ(s, x) to refer to the process at
(microscopic) space x ∈ ΛN and time s ∈ R+. We will use the notation Pγβ,0 (resp. Eγβ,0)
to refer to the probability (resp. expectation) of the process started with an initial condition
drawn from Pγβ,0.
In order to rewrite the process in macroscopic coordinates, we speed up the generator
Lγ by a factor α−1 and we will abuse the notation writing
Xγ(s, x)
def
= δ−1hγ(α
−1s, ε−1x) , (2.4)
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in (macroscopic) space x ∈ Λε and time s ∈ R+. In [MW17a, Thm 3.2] it is proven that,
if the parameters δ, α, ε and the inverse temperature β are chosen such that
δ = γ , α = γ2 , ε = γ2 , β − 1 = α (cγ + A) , (2.5)
where cγ is described in (2.8) below, and if the sequence of initial conditions satisfies
Xγ(0) → X0γ in C−ν , then the law of Xγ on D(R+, C−ν), converges in distribution to the
solution of the stochastic quantisation equation
∂tX = ∆X − 1
3
X :3: + AX +
√
2ξ , X(0, ·) = X0 ∈ C−ν (2.6)
where Xγ(·, 0) → X0 in C−ν and ξ denotes space-time white noise. The expression X :3:
stands for a renormalised power defined as in [DPD03], where the relevant notion of
“solution” to (2.6) is also given. The solution theory of (2.6) will be briefly summarised
in Subsection 2.1. The use of the renormalised powers is necessary since the solution
belongs to a distributional space.
For x ∈ Λε, letKγ(x) = ε−2κγ(ε−1x), the macroscopic version of the kernel Kγ , and
define the discrete Laplacian∆γf = ε−2γ2(Kγ ∗ f − f ). Under the Glauber dynamic, the
process Xγ satisfies on [0, T ]× Λε
Xγ(t, x) = Xγ(0, x) (2.7)
+
∫ t
0
∆γXγ(s, x)− 1
3
(
X3γ (s, x)− cγXγ(s, x)
)
+ AXγ(s, x)+O(γ2X5γ (s, x)) ds
+Mγ(t, x)
whereMγ(t, x) is a martingale and cγ is the logarithmically diverging constant
cγ =
1
4
∑
ω∈ΛN\{0}
|Kˆγ(ω)|2
ε−2γ2(1− Kˆγ(ω))
. (2.8)
The next theorem is the main result of the paper. Recall the definition of the Besov
norm given in Subsection 1.1. We think of Xγ(z) as being a random function on T2,
having been extended to T2 with the Ext operator.
Theorem 2.1 Assume b = 0. Then for all positive ν > 0 and for all q > 0
lim sup
γ→0
E
γ
β,0
[‖Xγ‖qC−ν] <∞ .
In particular, the laws of Xγ form a tight set of probability measures on C−ν .
From the above theorem it is possible to deduce
Corollary 2.2 Assume b = 0. Then the law of the field
(
γ−1σ⌊ε−1x⌋
)
x∈T2
is tight in S ′(T2)
under P
γ
β,0.
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Proof. We will actually prove the tightness in the stronger norm of H−k(T2), for k suffi-
ciently big. Let ϕ ∈ S(T2) and consider〈
γ−1σ⌊ε−1·⌋, ϕ
〉
T2
=
∑
x∈ΛN
ε2
(
γ−1σx
)
ϕ¯(εx)
where ϕ¯(εx) = ε−2
∫
|y|∞≤2−1ε
ϕ(εx + y) dy. Using the differentialbility of ϕ, we replace
ϕ¯ with κγ ∗ ϕ¯ at the cost of
ε2γ−2 sup
i1,i2∈{1,2}
‖∂i1∂i2ϕ‖L∞(T2) ,
and this is O(γ2), as γ → 0, if k is sufficiently big. Therefore (recall the form of the
extension (1.6) of Xγ to the continuous torus)〈
γ−1σ⌊ε−1·⌋, ϕ
〉
T2
= 〈Xγ , ϕ〉T2 +O(γ)
the corollary follows from Theorem 2.1.
As remarked in the proof, the topology with respect to which the convergence in
Corollary 2.2 is proved is not the optimal norm. Indeed we expect the result to hold
also with respect to the norm of C−ν . In the proof of Corollary 2.2 we didn’t only show
the tightness of the sequence of random variable, but we also proved that the limit of〈
γ−1σ⌊ε−1·⌋, ϕ
〉
T2
coincide with limγ→0 〈Xγ, ϕ〉T2 for all ϕ sufficiently smooth.
We now show how to extend the previous result to the case b 6= 0. It is clear that,
by symmetry it is sufficient to assume b ≥ 0. In the case of ferromagnetic pair potential
κγ ≥ 0 with positive external magnetisation b ≥ 0, one has
E
γ
β,b [σx; σy] ≤ Eγβ,0 [σx; σy] (2.9)
where Eγβ,b [σx; σy] is the covariance between the spins. This follows from the fact that
d
db
E
γ
β,b [σx; σy] ≤ 0, which is an immediate consequence of the GHS inequality (see for
instance [Leb74] for a proof), valid for κγ ≥ 0 and b ≥ 0.
Corollary 2.3 Consider any map γ 7→ bγ ≥ 0 and denote bymγ(b) = Eγβ,b[σx] the mean
of the spin σx, which is independent of x ∈ ΛN . Then the law of the field
X˜γ(x) = γ
−1(σ⌊ε−1x⌋ −mγ(bγ)) , x ∈ T2 , (2.10)
is tight in S ′(T2) under Pγβ,bγ .
Proof. Fixing a test function φ and replacing ϕ¯ with κγ ∗ ϕ¯ as in Corollary 2.2, we have〈
X˜γ , ϕ
〉
=
∑
x∈ΛN
ε2γ−1(σx −mγ(bγ))(κγ ∗ ϕ¯)(εx) + Err ,
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where Err converges to 0 in probability as γ → 0. Decompose ϕ = ϕ+ − ϕ− into its
positive and negative part. For each of them, using the correlation inequality (2.9), we
have that
E
γ
β,bγ
∣∣∣∣ε2 ∑
x∈ΛN
σx −mγ(bγ)
γ
(κγ ∗ ϕ±)(εx)
∣∣∣∣2 ≤ Eγβ,0∣∣∣∣ε2 ∑
x∈ΛN
(γ−1σx) (κγ ∗ ϕ±)(εx)
∣∣∣∣2 .
Using Theorem 2.1 we see that, for ν ∈ (0, 1), this quantity is bounded uniformly by
a fixed multiple of ‖ϕ±‖2Bν
1,1
E
γ
β,0
[‖Xγ‖2C−ν], up to an error of order O(γ). In order to
conclude, we observe that∥∥ϕ±∥∥
Bν
1,1
.
∥∥ϕ±∥∥
L1
+
∥∥ϕ±∥∥ν
Lip
∥∥ϕ±∥∥1−ν
L1
. ‖ϕ‖L1 + ‖∇ϕ‖L∞
where the first inequality is (4.6), generalised to Lipschitz functions.
The next theorem shows that in the symmetric case b = 0, the limit of these measures
is given by the Φ42 measures, as already suggested in [MW17a].
Theorem 2.4 Assume b = 0. Then any limiting law of the sequence {Xγ}γ is invariant
for the dynamic 2.6, and hence, by [TW16] and [DPD03, Remark 4.3], coincides with the
Φ4(T2) measure.
Proof. In order to compare the law of a (discrete) random fieldXγ with fields on the torus
T2, we will use the extension operator Ext defined after (1.6). For the sake of precision
we will explicitly write Ext(Xγ(t)) where the process Xγ has been extended to the whole
torus.
We will use the Glauber dynamic and the solution of the stochastic quantisation equa-
tion (2.6) introduced in the previous section: the idea is to exploit the exponential conver-
gence to the invariant measure of the solution of the SPDE (2.6) proved in [TW16] and
the convergence of the Glauber dynamic of the Kac-Ising model in [MW17a].
By [MW17a, Thm 3.2], we know that if for 0 < κ < ν small enough the sequence
of initial conditions Ext(X0γ ) is bounded in C−ν+κ and converges to a limit X0 in C−ν as
γ → 0, one has
Ext (Xγ)
L−→ X in D ([0, T ]; C−ν) . (2.11)
where X solves (2.6) starting from X0. In the above equation we took into account the
fact that Xγ is defined on the discrete lattice and therefore has to be extended with the
operator Ext to be comparable withX .
We first want to show that (2.11) holds true when instead of a deterministic sequence
ExtX0γ → X0 in C−ν , we have the convergence in law of the initial conditionsL(ExtX0γ )→
L(X0) in the topology of C−ν . In order to do this call Lγ (resp. L0) the laws at time zero
of the processes ExtXγ (resp. X) and assume that Lγ → L0. Consider then a bounded
continuous function G : D ([0, T ]; C−ν)→ R: we want to show that
lim
γ→0
∣∣E[G(Ext(Xγ))|X0γ ∼ Lγ ]− E[G(X)|X0 ∼ L0]∣∣ = 0 .
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Conditioning over the initial conditions we can define
f γG(X
0
γ ) := E
[
G(Ext(Xγ))
∣∣∣Xγ(0) = X0γ]
fG(X
0) := E
[
G(X)
∣∣∣X(0) = X0] .
The result [MW17a, Thm 3.2] implies that f γG(X
0
γ ) → fG(X0) whenever ExtX0γ → X0
in C−ν . Since C−ν is separable, we can apply the Skorokhod’s representation theorem to
deduce that there is a probability space (P˜, F˜ , Ω˜) where all the processes Ext(X0γ ) andX0
can be realised and the sequence Ext(X0γ )(ω˜) converge to X
0(ω˜) in C−ν for P˜-a.e. ω˜ ∈ Ω˜.
An application of the dominated convergence theorem then shows that, as γ → 0∣∣E[G(Ext(Xγ))|X0γ ∼ Lγ ]− E[G(X)|X0 ∼ L0]∣∣
≤
∫ ∣∣f γG(X0γ (ω˜))− fG(X0(ω˜))∣∣ P˜(dω˜)→ 0 , (2.12)
so that we can assume (2.11) to hold even when the initial datum is convergent in law.
By Theorem 2.1 we know that, if at time 0 the configuration σ(0) ∈ ΣN is distributed
according to Pγβ,0, then the law ofX
0
γ (x) = γ
−1κγ ∗σ⌊ε−1x⌋(0) is tight, and therefore there
exists a subsequence γk for k ≥ 0 and a measure µ∗ on C−ν such that the law of ExtX0γk
converges to µ∗. In the following calculations we will tacitly assume γ → 0 along the
sequence γk to avoid the subscript. We will show that, if µ if the unique invariant measure
of (2.6) then µ∗ = µ.
Let F : C−ν → R be a bounded and continuous function, then, by the invariance of
the Gibbs measure under the Glauber dynamic, for t ≥ 0
E
γ
β,0
[
F (ExtX0γ )
]
= Eγβ,0 [F (ExtXγ(t))] .
Recall that the evaluation map, that associates to a process in D ([0, T ]; C−ν) its value
at a given time, is not continuous with respect to the Skorokhod topology, however the
integral map G : u 7→ ∫ T
0
F (u(s)) ds is continuous in its argument in virtue of the the
continuity and boundedness of F . Hence for any fixed T we have
E
γ
β,0
[
F (ExtX0γ )
]
= Eγβ,0
[
T−1
∫ T
0
F (ExtXγ(s)) ds
]
and
lim
γ→0
∣∣∣∣Eγβ,0[ ∫ T
0
F (ExtXγ(s)) ds
]
− E
[ ∫ T
0
F (X(s)) ds
∣∣∣∣X(0) ∼ µ∗]∣∣∣∣ = 0 .
By the uniform convergence to equilibrium of the stochastic quantisation equation [TW16,
Cor. 6.6] there exist constants c, C > 0
|E[F (X(s))|X(0) ∼ µ∗]− µ[F ]| ≤ C |F |∞ e−cs .
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From the above inequality it follows that∣∣∣∣T−1 ∫ T
0
E[F (X(s))|X(0) ∼ µ∗]− µ[F ]ds
∣∣∣∣ . T−1 |F |∞
and letting T be large enough the last difference can be made arbitrarily small. From the
above estimates we can see that, for arbitrary T > 0,
lim sup
γ→0
|Eγβ,0
[
F (ExtX0γ )
]− µ[F ]| ≤ C |F |∞ T−1
and the result follows.
Remark 2.5 For bγ = b constant, we actually expect the limiting points to vanish under
the scaling (2.10). On the other hand, for bγ = bγ, one can follow an argument virtually
identical to the one given in this article to show that the limit is given by the law of the Φ42
measure with external magnetic field b.
2.1 Solution of the limiting equation
Before the proof of the main theorem, let us briefly explain the construction of the solution
in [DPD03] to the following SPDE
dX =
(
∆X +
n∑
j=1
a2j−1X
2j−1
)
dt+
√
2dW .
As in (2.6), the powers in the above SPDE have to be renormalised in order to find a
nontrivial solution. The precise way the process is renormalised follows [MW17a, SW16].
Consider at first Z(t) the solution of the stochastic heat equation
dZ = ∆Zdt+
√
2dW Z(·, 0) = 0 ,
and therefore in two dimension Z belongs to C([0, T ]; C−ν) a.s. for any ν > 0. Consider
the Galerkin approximation
dZε = ∆Zεdt+
√
2dWε Zε(·, 0) = 0 . (2.13)
From the above SPDE we see that Zε has a representation in terms of the stochastic
convolution
Zε(t, x) =
√
2
4
∑
ω∈ΛN
∫ t
0
e−(t−s)pi
2|ω|2dWˆ (s, ω) .
Define the renormalisation constant
cε(t)
def
= E
[
Z2ε (t, 0)
]
=
1
2
∑
ω∈ΛN\{0}
∫ t
0
e−2(t−s)pi
2|ω|2ds =
∑
ω∈ΛN\{0}
1− e−2tpi2|ω|2
4pi2|ω|2
DEFINITIONS AND STATEMENTS OF THE THEOREM 11
and its time independent version
cε := lim
t→∞
E
[
Z2ε (t, 0)−
t
2
]
=
∑
ω∈ΛN\{0}
1
4pi2|ω|2 .
In order to renormalise the process Zε(t) at finite time, it is more convenient to use cε(t)
def
=
E[Z2ε (0, t)]. We therefore define the renormalised powers of the process Zε as
Z :n:ε (t)
def
= Hn(Zε(t), cε(t)) .
By [DPD03, Lem. 3.2], the process Z :n:ε (t) is Cauchy in L
p (C([0, T ]; C−ν),P) for every
p ≥ 1 and we will be referring to its limit as Z :n:. To be precise, the result in [DPD03,
Lem. 3.2] is proven for a fixed time, but the extension to the whole process is immediate.
By the variation of constants formula, the solution to (2.13) started from the initial
conditionX0ε
def
= ΠεX
0 is given by Z˜ε(t) = e∆tX0ε +Zε(t). To extend the definition of the
renormalised powers to the process Z˜ε(t) one uses the following property of the Hermite
polynomial
Hn(a + b, c) =
n∑
j=0
(
n
j
)
bn−jHj(a, c)
and let
Z˜ :n:ε (t) =
n∑
j=0
(
n
j
)(
e∆tX0ε
)n−j
Z :j:ε (t) .
The above random variable is well defined because e∆tX0ε is a smooth function and the
product with Z :j:ε (t) is in C−ν for any t > 0 (see for instance [MW17b, Cor. 3.2] or
Theorems 2.82 and 2.85 in [BCD11] for a proof).
We then set Xε(t) the Galerkin approximation of X(t) solving{
dXε(t) =
(
∆Xε(t) +
∑n
j=1 a2j−1Hn(Xε(t), cε)
)
dt +
√
2dWε(t)
Xε(0) = ΠεX0 ∈ C−ν
(2.14)
SinceHn is a polynomial in both variables, it is possible to replace cε in the above formula
with cε(t) provided one compensates it in the coefficient of the polynomial.
n∑
j=1
a2j−1Hn(Xε(t), cε) =
n∑
j=1
a2j−1(t, ε)Hn(Xε(t), cε(t))
with new coefficients a2j−1(t) depending polynomially only on the old coefficients and
on the difference cε − cε(t). From the definitions of cε and cε(t) one can see that their
difference is diverging logarithmically as t → 0 and therefore each power of a2j−1(t) is
integrable in [0, T ]. Hence we can rewrite (2.14) as{
dXε(t) =
(
∆Xε(t) +
∑n
j=1 a2j−1(t, ε)Hn(Xε(t), cε(t))
)
dt+
√
2dWε(t)
Xε(0) = ΠεX0 ∈ C−ν
(2.15)
12 DEFINITIONS AND STATEMENTS OF THE THEOREM
We decompose Xε(t) = Z˜ε(t) + Vε(t) where, for a.e. realisation of Zε, the process Vε
solves the PDE{
∂tVε(t) = ∆Vε(t) +
∑n
j=1 a2j−1(t, ε)Hn
(
Z˜ε(t)+ Vε(t), cε(t)
)
Vε(0) = 0
(2.16)
where
Hn
(
Z˜ε(t) + Vε(t), cε(t)
)
=
n∑
j=0
(
n
j
)
V n−jε (t)Z˜
:j:
ε (t) .
The last product is again well-posed thanks to the fact that Vε(t) ∈ C2−ν−κ for any κ > 0,
from the regularizing properties of the parabolic equation (2.16).
As proven in [DPD03], the processes Vε converge in C([0, T ]; C2−ν) to the solution of{
dV = ∆V (t) +
∑n
j=1 a2j−1(t)
∑n
j=0
(
n
j
)
V n−j(t)Z˜ :j:(t)
V (0) = 0
(2.17)
where Z˜ :j:(t)
def
= limε→0 PtX
0 + Z :j:ε (t). For all κ > 0, the solution of the above PDE is
unique and V ∈ C([0, T ]; C2−ν−κ) and only depends on the realisation of the process Z
via the tuple (Z˜, . . . , Z˜ :2n−1:) ∈ L∞([0, T ]; C−ν)n. We summarise it with the following
proposition, essentially proven in [DPD03].
Theorem 2.6 For all ν > 0 and T > 0 there exists a locally Lipschitz continuous function
ST : L∞([0, T ]; C−ν)n → C([0, T ]; C2−ν−κ)
that associates to (Z˜, Z˜ :2: . . . , Z˜ :2n−1:) the solution of (2.17).
Using the definitions above, we now outline the skeleton of the proof in [MW17a].
First of all we want to remark that we made the decision of absorbing the initial conditions
in the process Z˜ε, instead we could have started (2.16) from ΠεX0γ and defined a similar
solution map SX0T . Consider Zγ the solution to the linearised part of (2.7) satisfying
Zγ(t, x) =
∫ t
0
∆γZγ(s, x)ds+Mγ(t, x) , (2.18)
which is an approximation to the stochastic heat equation. In [DPD03] and [MW17a] the
authors provided a useful definition of Z :n:γ the renormalized powers of Zγ that we will
not introduce here. In this article will only use the fact that for any T > 0, q > 0, ν > 0,
j ≥ 0 and λ > 0,
lim sup
γ→0
E
[
sup
s∈[0,T ]
sλ ‖Hj (Zγ(s, ·), cγ)‖qC−ν
]
<∞ , (2.19)
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which follows from Propositions 5.3 and 5.4 and [MW17a, Eq. 3.15].
In [MW17a, Sec. 6] it is proven that processes
(
Zγ, Z
:2:
γ , . . . , Z
:2n−1:
γ
)
jointly converge
in law to (Z,Z :2:, . . . , Z :2n−1:). Using the decompositionXγ = Zγ + Vγ , it is possible to
see that Vγ satisfies an equation similar to (2.16), with initial conditionX0γ and∥∥∥Vγ − SX0γT (Zγ, Z :2:γ , . . . , Z :2n−1:γ )∥∥∥
L∞([0,T ];C−ν )
→ 0 .
Therefore, by the continuity of ST , we have that, as γ → 0,
Xγ ∼ Zγ + SX
0
γ
T (Zγ, Z
:2:
γ , . . . , Z
:2n−1:
γ )
L−→ Z + SX0γT (Z,Z :2:, . . . , Z :2n−1:) = X ,
as required.
3 Proof of Theorem 2.1
We are now going to prove the statements used in Section 2 and in particular Theorem 2.1.
We first obtain a very suboptimal bound on Xγ which can be used as a starting point for
the derivation of sharper bounds.
Proposition 3.1 Let p ≥ 2 an even integer, and λ ∈ [0, 1] then there exists C(p, λ) > 0
such that
E[ ‖Xγ(t, ·)‖pLp(Λε) ] ≤ C
(
E[ ‖Xγ(0, ·)‖pLp(Λε) ]
1−λ
t−
p
2
λ
)
∨ γ− p2 .
In particular, if we start the process from the invariant measure, we obtain that there exists
C = C(p) > 0 such that for all t ≥ 0
E
γ
β,0[ ‖Xγ‖pLp(Λε) ] = E
γ
β,0[ ‖Xγ(t, ·)‖pLp(Λε) ] ≤ C(p)γ−
p
2 (3.1)
Proof. Recall the action of the generator of the Glauber dynamic (2.3):
Lγh
p
γ(t, x) =
∑
z∈ΛN
cγ(z, σ(t))
(
(hγ(t, x)− 2σz(t)κγ(z − x))p − hpγ(t, x)
)
≤ p
(
− hγ + κγ ∗ tanh(βhγ)
)
(t, x)hp−1γ (t, x) + Cp
(
|hγ(t, x)|+ γ2
)p−2
γ2 .
We can take the average over x ∈ ΛN to obtain
Lγ ‖hγ(t)‖pLp(ΛN ) ≤ p
〈
hp−1γ (t), κγ ∗ tanh(βhγ(t))
〉
ΛN
− p ∥∥hpγ(t)∥∥L1(ΛN )
+ Cpγ
2
∥∥hp−2γ (t)∥∥L1(ΛN ) + Cpγ2p−2 .
We use the fact that p is even and the hyperbolic tangent is monotone to bound〈
hp−1γ (t), κγ ∗ tanh(βhγ(t))
〉
ΛN
≤ 〈hp−1γ (t), tanh(βhγ(t))〉ΛN .
14 PROOF OF THEOREM 2.1
Moreover, it is easy to see that there exists a constant c0 > 0 such that
tanh(βh)
h
≤ β − c0h2 for h ∈ [1, 1] .
Since |hγ(t, x)| ≤ 1 and β = 1 + γ2(cγ + A), we can bound Lγ
∥∥hpγ(t)∥∥L1(ΛN ) with
p[β − 1] ∥∥hpγ(t)∥∥L1(ΛN ) − c0p ∥∥hp+2γ (t)∥∥L1(ΛN ) + Cpγ2 ∥∥hp−2γ (t)∥∥L1(ΛN ) + Cpγ2p−2
≤ C(γ2cγ)
p+2
2 − c0
2
p ‖hγ(t)‖p+2Lp(ΛN ) + Cγ
p+2
2 + Cpγ
2p−2
≤ −c0
2
p ‖hγ(t)‖p+2Lp(ΛN ) + Cγ
p+2
2 ,
where we used the fact that |A| ≤ cγ for γ small enough and the generalised Young
inequality in the last line. Therefore, taking the expectation
E[ ‖Xγ(t)‖pLp(Λε) ] = E[ ‖Xγ(0)‖
p
Lp(Λε)
] +
∫ t
0
E[Lγ ‖Xγ(s)‖pLp(Λε) ] ds
≤ E[ ‖Xγ(0)‖pLp(Λε) ]−
c0
2
pγ2
∫ t
0
E[ ‖Xγ(s)‖pLp(Λε) ]
p+2
p ds+ Cγ
2−p
2 .
From the comparison test in Lemma 4.10 we have that
E[ ‖Xγ(t)‖pLp(Λε) ] .
E[ ‖Xγ(0)‖pLp ](
1 + cptE[ ‖Xγ(0)‖pLp(Λε) ]
2
p
)p
2
∨ γ− p2
and the result follows.
Remark 3.2 Despite its simplicity, Proposition 3.1 has the advantage of making the proof
of [MW17a, Thm 6.1] simpler, avoiding the need for the stopping time τγ,m and providing
sufficient control over [MW17a, Eq. 6.7].
Proposition 3.3 Recall the definitions given in Section 2 of the processes Xγ , Zγ and
Vγ := Xγ − Zγ . We want to remark that Vγ is not similar to of Vε, because of the initial
condition (see (2.17)). Let p ≥ 2 an even integer. Then there exist ν0 > 0, λj,i > 0 for
i = 1, 2 and j = 0, 1, 2 such that for all 0 < ν < ν0 and 0 ≤ s ≤ t ≤ T
‖Vγ(t, ·)‖pLp(Λε) − ‖Vγ(s, ·)‖
p
Lp(Λε)
+ C1
∫ t
s
‖Vγ(r, ·)‖p+2Lp(Λε) dr + C1
∫ t
s
〈
V p−1γ (r), (−∆γ)Vγ(r)
〉
Λε
dr
≤ C2
∫ t
s
3∑
j=0
∑
i=1,2
‖Hj(Zγ(r, ·), cγ)‖λj,iC−ν (Λε) dr +
∫ t
s
Err(r) dr (3.2)
where, for every q > 0
sup
0≤r≤T
E
γ
β,0 [Err
q(r)]
1
q . C3(p, q, T )γ
p−2
6
−2ν (p−2)
3 . (3.3)
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Proof. The proof follows the argument in [TW16, Prop. 3.7], with the important differ-
ence that in our case all the operators are discrete operators. Without loss of generality,
we will prove (3.2) starting at time s = 0 from V 0γ = X
0
γ .
In the following calculations, since there is no possibility of confusion, we will use Lp
instead of Lp(Λε), and 〈·, ·〉 instead of 〈·, ·〉Λε . From (2.7) and (2.18) we see that Vγ(t, x)
satisfies, for x ∈ Λε, t ≥ 0
Vγ(t, x)
= V 0γ (x)+
∫ t
0
∆γVγ(s, x)ds +
∫ t
0
γ−2Kγ ∗
(
γ−1 tanh(βγXγ(s, x))−Xγ(s, x)
)
ds
and in particular Vγ(t, x) is continuous and weakly differentiable in time, for all γ > 0.
Recall that β = 1 + γ2(cγ + A) and expand the hyperbolic tangent up to third order
tanh(βγXγ(s)) = γXγ(s)+ γ
3(cγ + A)Xγ(s)− γ
3
3
X3γ (s)
+ γ3(β − 1)O (X3γ (s))+O (γ5X5γ (s)) .
With the above formula the derivative of the discrete Lp norm of Vγ is calculated
‖Vγ(t)‖pLp =
∥∥V 0γ ∥∥pLp + p ∫ t
0
〈
V p−1γ ,∆γVγ
〉
(s) ds+
1
3
D(s)+B(s) ds (3.4)
where
D(s) = − 〈Kγ ∗ V p−1γ (s), X3γ (s)− 3(cγ + A)Xγ(s)〉
and B(s) is produced by the remainder of the Taylor expansion of the hyperbolic tangent
B(s) ≤ Cγ2 〈|V p−1γ |(s), cγ|Xγ|3(s)+ |Xγ|5(s)〉 . (3.5)
where we used the fact that |A| ≤ cγ for γ small enough.We will first replace D(s) with
D1(s) := −
〈
V p−1γ (s), X
3
γ (s)− 3cγXγ(s)
〉
+ 3A
〈
V p−1γ (s), Xγ(s)
〉
(3.6)
≤ − ∥∥V p+2γ (s)∥∥L1 + 3| 〈V p+1γ (s), Zγ(s)〉 |+ 3| 〈V pγ (s), H2(Zγ(s), cγ)〉 |
+ | 〈V p−1γ (s), H3(Zγ(s), cγ)〉 |+ 3A ∥∥V pγ (s)∥∥L1 + 3A| 〈V p−1γ (s), Zγ(s)〉 |
Let
Ls
def
=
∥∥V p+2γ (s)∥∥L1 , Ks def= 〈V p−1γ (s),∆γVγ(s)〉 .
Those terms are the good terms of (3.4), and the idea is now to bound all the other errors
|D(s) − D1(s)| with expression containing Ls and Ks. In the following calculations we
assume γ to be small enough such that |A| ≤ cγ . The cost of replacing D(s) with D1(s)
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is given by
|D(s)−D1(s)| ≤
∑
x,y∈Λε
ε4Kγ(x− y)
∣∣V p−1γ (s, y)− V p−1γ (s, x)∣∣
× |(X3γ (s, y)−X3γ (s, x))− 3(cγ + A) (Xγ(s, y)−Xγ(s, x)) |
≤ 3
∑
x,y∈Λε
ε4Kγ(x− y)
∣∣V p−1γ (s, y)− V p−1γ (s, x)∣∣
× (|Vγ(s, y)− Vγ(s, x)| + |Zγ(s, y)− Zγ(s, x)| )
(
2cγ +X
2
γ (s, x)
)
.
Denote with
D2 = 3
∑
x,y∈Λε
ε4Kγ(x− y)
∣∣V p−1γ (s, y)− V p−1γ (s, x)∣∣
× |Vγ(s, y)− Vγ(s, x)|
(
2cγ +X
2
γ (s, x)
)
D3 = 3
∑
x,y∈Λε
ε4Kγ(x− y)
∣∣V p−1γ (s, y)− V p−1γ (s, x)∣∣
× |Zγ(s, y)− Zγ(s, x)|
(
2cγ +X
2
γ (s, x)
)
.
We will now boundD3 with a small multiple of Ls andKs plus an error in (3.3), the term
D2 can be bounded in a similar way.
By an − bn = (a− b)(an−1 + · · ·+ bn−1) and the generalized Young inequality
ap−1 − bp−1 = (a− b)(ap−2 + · · ·+ bp−2)
≤ |ap−1 − bp−1| |a− b|
2λ
+ (|a|p−1 + |b|p−1)λ2p−2
Therefore, applying the previous inequality to each summands of D3 and choosing λ =
c−11 (γ
−1ε)2 |Zγ(s, y)− Zγ(s, x)|
(
2cγ +X
2
γ (s, x)
)
we have that
D3 ≤ c1Ks + Cc−11 (ε2γ−2)
∑
x∈Λε
ε2|V p−1γ (s, x)||Zγ(s, x)|
(
cγ +X
2
γ (s, x)
)
≤ c1Ks + c1Ls + Cc−11
∥∥ε2γ−2|Zγ(s)| (cγ +X2γ (s))∥∥(p−2)/3
L
p−2
3
(3.7)
where c1 > 0 can be chosen to be for instance c1 = 1/8. The last term will be part of the
error (3.3). Recall that ε = γ2 and the last term of (3.7) is bounded in expectation using
Proposition 3.1, Lemma 4.2 and (2.19)
E
γ
β,0
[∥∥ε2γ−2|Zγ(s)| (cγ +X2γ (s))∥∥(p−2)/3
L
p−2
3
]
≤
E
γ
β,0
[
‖Zγ(s)‖2(p−2)/3C−ν (T2)
]1/2 (
(γ2cγ)
2(p−2)
3 + Eγβ,0
[
‖γXγ(s)‖2(p−2)/3L2(p−2)/3
])1/2
≤ C(T )γ p−26 −2ν (p−2)3 (3.8)
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which is negligible if ν is small enough and p > 2. It is immediate to generalize (3.8) to
any power, as in (3.3).
We will then bound the term B(t) in (3.5) with Proposition 3.1. Using Young’s in-
equality we have that
B(s) ≤ Cγ2 〈|V p−1γ |(s), cγ + ∣∣Z2γ(s)+ 2Vγ(s)Zγ(s)+ V 2γ (s)∣∣ |Xγ|3(s)〉
≤ 1
24
‖Vγ(s)‖p+2Lp+2 + Cc
p+2
3
γ ‖(γ 23Xγ(s))p+2‖L1
+ C‖Z
2p+4
3
γ (γ2X3γ (s))
p+2
3 ‖L1 + ‖Z
p+2
2
γ (γ2X3γ (s))
p+2
2 ‖L1 +
∥∥(γ2X3γ (s))p+2∥∥L1 .
The constant 1/24 has been arbitrarily chosen in order to control B(s) with a small mul-
tiple of Ls plus a quantity that will be part of the error in (3.3) and can be bounded
in expectation, as we did in (3.8), by C(T )γ
p+2
6
−2ν 2p+4
3 , which is negligible for ν small
enough.
We are now in the setting of [TW16, Eq. 3.13], namely the discrete process Vγ satisfies
‖Vγ(t)‖pLp − p
∫ t
0
5
6
Ks +
5
24
Ls ds (3.9)
≤ ∥∥V 0γ ∥∥pLp + p3
∫ t
0
2∑
j=0
(
3
j
)〈
V p−1+jγ (s), H3−j(Zγ(s), cγ)
〉
ds
+ A
∫ t
0
| 〈V p−1γ (s), (Vγ(s)+ Zγ(s))〉 | ds+ ∫ t
0
Err(s)ds ,
where Eγβ,0[|Err(s)|q]
1
q ≤ C(T, p, q)γ p−26 −2ν (p−2)3 for any positive q. We will now show
that, for ν small enough and j = 0, 1, 2, there exist λj,1, λj,1 > 0〈
V p−1+jγ , H3−j(Zγ(s), cγ)
〉
.
(
L
p−1+j
p+2
−ν p
p+2
s K
ν
s + L
p−1+j
p+2
s
)
‖H3−j(Zγ(s), cγ)‖C−ν (Λε)
≤ 1
7
Ks +
1
30
Ls + C
∑
i=1,2
‖H3−j(Zγ(s), cγ)‖λiC−ν (Λε) (3.10)
where the last line follows from the Young inequality for ν sufficiently small. In a similar
way
A| 〈V p−1γ (s), (Vγ(s)+ Zγ(s))〉 | ≤ 17Ks + 130Ls + C(A)(1 + ‖Zγ(s)‖λiC−ν (Λε)) (3.11)
Recall that all the norms appearing the proof so far are norms on the discrete lattice. The
same proof of [TW16, Prop. 3.7] can be used to prove (3.10) and (3.11), provided the
same inequalities hold in the discrete setting.
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We are going to prove (3.10), (3.11) being essentially the same. Using the duality for
discrete Besov spaces proved in Proposition 4.6〈
V p−1+jγ (s), H3−j(Zγ(s), cγ)
〉
Λε
≤ ∥∥V p−1+jγ (s)∥∥Bν
1,1(Λε)
‖H3−j(Zγ(s), cγ)‖C−ν (Λε) .
We then control ‖V p−1+jγ (s)‖Bν
1,1(Λε)
with Lemma 4.7. From (4.7) applied to f (x) =
V p−1+jγ (s, x)
‖f‖Bν
1,1(Λε)
. ‖f‖1−2νL1(Λε)
( ∑
x,y∈Λε
ε4Kγ(x− y)ε−1γ|f (x)− f (y)|
)2ν
+ ‖f‖L1(Λε) .
We will now estimate the term inside the brackets. For p even and j ∈ N, we have
|ap−1+j − bp−1+j| p−1p−1+j ≤ |ap−1 − bp−1|
the above equation follows easily from the Minkowski inequality if one assumes a and
b to have the same sign. If the a and b have different signs, the inequality follows by
the fact that p is an even integer and hence the right-hand-side is equal to |a|p−1 + |b|p−1.
Therefore from the generalized Young inequality for λ > 0
|ap−1+j − bp−1+j| ≤ |ap−1 − bp−1||ap−1 − bp−1| jp−1
≤ λ|ap−1 − bp−1||a− b|+ C
λ
(|a|p−2+2j + |b|p−2+2j) ,
we have for every λ > 0∑
x,y∈Λε
ε2Kγ(x− y)ε−1γ|V p−1+jγ (s, x)− V p−1+jγ (s, y)|
. λ
〈
V p−1γ (s),∆γVγ(s)
〉
+
1
λ
∥∥V p+2+2jγ (s)∥∥L1
and optimizing in λ we get (3.10). Finally we can combine (3.9) and (3.10) to conclude
the proof.
We remark that the right-hand-side of (3.10) is slightly different from [TW16] since
we have to use∆γ , the discrete (long range) Laplacian, which is a good approximation of
the continuous Laplacian only on low frequencies.
We now turn to the proof of Theorem 2.1, which follows the lines of [TW16, Cor. 3.10].
Proof of Theorem 2.1. By the monotonicity of Lq norms it is sufficient to prove the state-
ment of Theorem 2.1 for q large enough. In the following proof C will denote a constant
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possibly changing from line to line. The Gibbs measure Pγβ,0 is an invariant measure for
the Glauber dynamic. Fix T ≥ 0 and let T/4 ≤ s < t ≤ T
E
γ
β,0[ ‖Xγ‖qC−ν ] =
2
T
∫ T
T/2
E
γ
β,0[ ‖Xγ(s)‖qC−ν ]ds . (3.12)
From the definition of Vγ we can write
‖Xγ(s)‖C−ν ≤ ‖Zγ(s)‖C−ν + ‖Vγ(s)‖C−ν
By (2.19) proven in [MW17a, Prop. 5.4], we have that
E
γ
β,0
[
sup
s∈[T/4,T ]
‖Hj(Zγ(s), cγ)‖qC−ν
]
≤ C(T, q, j) (3.13)
where the proportionality constant may depend on T and q. From the definition of the
discrete Besov norm it follows that (3.13) holds true also when we replace the Besov
norm with the discrete Besov Norm. By Proposition 4.4 and Lemma 4.2, for any q > d/ν
and κ > 0 there exists C(p, κ)
‖Vγ(s)‖C−ν ≤ ‖ExtVγ(s)‖Lq(T2)
. ‖Vγ(s)‖Lq(Λε) + ε−κ ‖Vγ(s)‖
1− 1
q
L2q−2(Λε)
{ ∑
|x−y|=ε
x,y∈Λε
ε2(Vγ(s, y)− Vγ(s, x))2
} 1
2q
(3.14)
where the proportionality constant depends on q and κ.
In Proposition 3.3, using (3.13) and (3.3) we obtain that
E
γ
β,0
[
‖Vγ(t)‖pLp(Λε)
]
+ C1
∫ t
s
E
γ
β,0
[
‖Vγ(r)‖pLp(Λε)
] p+2
p
dr
+ C1
∫ t
s
E
γ
β,0
[〈
V p−1γ (r), (−∆γ)Vγ(r)
〉
Λε
]
dr ≤ Eγβ,0
[
‖Vγ(s)‖pLp(Λε)
]
+ C(p, T ) (3.15)
From Lemma 4.10, applied to Eγβ,0
[
‖Vγ(t)‖pLp(Λε)
]
we have that there exists C(p, T ) such
that for all T/4 ≤ s ≤ t ≤ T we have
E
γ
β,0
[
‖Vγ(t)‖pLp(Λε)
]
. C(p, T )
(
|t− s|− p2 ∨ 1
)
.
Let us choose s = T/4 and t ∈ [T/2, T ]: from the above inequality we have that
E
γ
β,0
[
‖Vγ(t)‖pLp(Λε)
]
≤ C(p, T ) . (3.16)
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At this point we only need to provide a bound for∑
|x−y|=ε
x,y∈Λε
ε2(Vγ(s, y)− Vγ(s, x))2 . ε2
∑
ω∈ΛN
|ω|2|Vˆγ(s)|2 .
By (4.9), the operator ∆γ approximates the discrete Laplacian only for low frequencies
|ω| ≤ γ−1
|∆̂γVγ(s)(ω)| = γ−2(1− Kˆγ(ω))|Vˆγ(s)(ω)| ≥ c|ω|2|Vˆγ(s)(ω)| .
On the other hand, for high frequencies γ−1 ≤ |ω| ≤ γ−2, we have
|∆̂γVγ(s)(ω)| ≥ γ−2(1− Kˆγ(ω))|Vˆγ(s)(ω)| & γ−2|Vˆγ(s)(ω)| ,
hence for all ω ∈ ΛN ,
|ω|2|Vˆγ(s)|2 ≤ γ−2(|ω|2 ∧ γ−2)|Vˆγ(s)(ω)|2 ≤ γ−4(1− Kˆγ(ω))|Vˆγ(s)(ω)|2
and therefore ∑
ω∈ΛN
|ω|2|Vˆγ(s)|2 ≤ γ−2 〈Vγ(s), (−∆γ)Vγ(s)〉Λε .
Using (3.15), for s = T/2, t = T and p = 2 we conclude that∫ T
T/2
∑
|x−y|=ε
ε2(Vγ(s, y)− Vγ(s, x))2ds
≤ ε2γ−2
∫ T
T/2
E
γ
β,0
[〈Vγ(r), (−∆γ)Vγ(r)〉Λε] dr ≤ C(T ) . (3.17)
It is sufficient now to control the right-hand-side of (3.12) with (3.14). By (3.13), (3.16)
and (3.17)
E
γ
β,0[ ‖Xγ‖qC−ν ] =
2
T
∫ T
T/2
E
γ
β,0[ ‖Zγ(s)‖qC−ν ] + Eγβ,0[ ‖Vγ(s)‖qC−ν ]ds
≤ C(T, q, κ)
∫ T
T/2
E
γ
β,0[ ‖Zγ(s)‖qC−ν ] + Eγβ,0 ‖Vγ(s)‖qLq ds
+C(T, q, κ)Eγβ,0
∫ T
T/2
‖Vγ(s)‖q−1L2q−1 ε−qκ
{ ∑
|x−y|=ε
x,y∈Λε
ε2(Vγ(s, y)− Vγ(s, x))2
} 1
2
ds
≤ C(T, q, κ)
(
1 + ε−qκεγ−1
{∫ T
T/2
E
γ
β,0
[〈Vγ(r), (−∆γ)Vγ(r)〉Λε] dr}1/2
)
,
where in the last line we applied the Cauchy-Schwarz inequality. The claim follows by
choosing κ > 0 small enough.
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4 Bounds for discrete Besov spaces
In this section we collect and prove some results in the context of discrete Besov spaces
which are difficult to find. Let us first define the Besov norm on the discrete torus as
follows. The definitions and proofs are based upon [MW17a, MW17b] and [BCD11]. In
[BCD11, Prop. 2.10] it is proven the existence of continuous functions χ˜, χ : Rd → R
such that
supp(χ˜) ⊆ B0(4/3) , supp(χ) ⊆ B0(8/3) \B0(3/4)
and such that, setting
χ−1
def
= χ˜, χk(·) def= χ(2−k ·) for (k ≥ 0)
one has χ˜(r)+
∑∞
k=0 χ(2
−k r) = 1 for all r ∈ Rd.
For g : Td → R define the projection onto the k-th Paley-Littlewood block as
δkg(x) = 2
−d
∑
ω∈Zd
χk(ω) ĝ(ω)eω(x) (4.1)
for x ∈ Td and k ≥ −1. (The factor 2−d is such that∑k δkg = g, see also (1.6).) Recall
that the continuous Besov norm given in (1.7) is then defined in terms of these projections.
We now define a version of the Besov norm for functions defined in the discrete lat-
tice. This is obtained by not only extending the function with the extension operator of
Section 1.1, but also performing the Lp norm in (1.7) on the discrete space Λdε instead of
Td. Let f : Λε → R, for ν ∈ R, p, q ∈ [1,∞], with ‖·‖Bνp,q(Λdε ) we define
‖f‖Bνp,q(Λdε )
def
=

(∑
k≥−1 2
νkq ‖δkExt(f )‖qLp(Λdε )
) 1
q
if q <∞
supk≥−1 2
νk ‖δkExt(f )‖Lp(Λdε ) if q =∞
(4.2)
It is clear, from the definitions of Ext(g), (4.1) and (4.3), that for x ∈ Λdε
δkExt(f )(x) = 2
−d
∑
ω∈ΛdN
χk(ω) f̂ (ω)eω(x) = η
N
k ∗ f (x) for x ∈ Λε
where ηNk (x) is defined, for k ≥ −1 and x ∈ Td, by
ηNk (x)
def
= 2−d
∑
ω∈ΛdN
χk(ω)eω(x) , (4.3)
where we abused the notations omittingN from the definition of ηNk .
Remark 4.1 We could have easily avoided the definition of a discrete version of the
Besov norm. There is only one point where such definition is really needed, and this
is in Proposition 3.3 and Lemma 4.7, where we need to control the Besov norm with a
combination of discrete Lp norms.
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The next lemma is a minor generalisation of [MW17a, Lemma B.6].
Lemma 4.2 For p ∈ [1,∞] and κ > 0, there exists a constant C such that for all f :
Λε → R,
‖Ext(f )‖Lp(T2) ≤ C log2(ε−1) ‖f‖Lp(Λε) (4.4)
‖Ext(f )‖Lp(T2) ≤ C ‖f‖Lp(Λε) + Cε−κ ‖f‖
1− 1
p
L2p−2(Λε)
{ ∑
|x−y|=ε
x,y∈Λε
ε2(f (y)− f (x))2
} 1
2p
.
(4.5)
The same lemma holds true in any dimension, with a factor C(d) logd(ε−1) in (4.4).
Proof. We first show (4.4). Recall that from the definition of the extension operator
Extf (x) = f (x) for x ∈ Λ2ε, and
Ext(f )(x) =
∑
z∈Λε
ε2f (z)
∏
j=1,2
sin (piε−1(xj − zj))
2 sin
(
pi
2
(xj − zj)
) x ∈ T2 .
Using the inequality sin(2ε−1a)/ sin(a) . ε−1 ∧ |a|−1 we can bound
|Ext(f )(x)| .
∑
z∈Λε
ε2|f (z)|
∏
j=1,2
ε−1 ∧ |zi − xi|−1 .
For x ∈ T2, denote with [x]ε the closest point to x in Λε. We can then rewrite the above
inequality as
|Ext(f )(x)| .
∑
z∈Λε
ε2|f (z + [x]ε)|
∏
j=1,2
ε−1 ∧ |zi + [x]ε,i − xi|−1 .
we observe now that if |zi| ≤ ε, then |zi + [x]ε,i − xi|−1 & ε−1, while if |zi| > ε we have
that |zi + [x]ε,i − xi|−1 . |zi|−1 . ε−1, hence
|Ext(f )(x)| .
∑
z∈Λε
ε2|f (z + [x]ε)|
∏
j=1,2
ε−1 ∧ |zi|−1 ,
and taking the Lp(T2, dx) norm yields
( ∫
T2
|f ([x]ε)|pdx
) 1
p
(
1 + 2
∑
1≤k≤ε−1
k−1
)2
. ‖f‖Lp(Λε) log2(ε−1) ,
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as claimed. The inequality (4.5) is a consequence of Hölder’s inequality
‖Ext(f )‖pLp(T2) . ‖f‖pLp(Λε) +
∫
|y|≤ε/2
|Extf (x+ y)− f (x)|pd2y
≤‖f‖pLp(Λε) + ‖Extf‖
p−1
L2p−2(T2)
(∑
x∈Λε
∫
|y|≤ε/2
|f (x+ y)− f (x)|2d2y
) 1
2
≤‖f‖pLp(Λε) + ‖Extf‖p−1L2p−2(T2)
(∑
x∈Λε
∫
|y|≤ε/2
|f (x+ y)− f (x)|2d2y
) 1
2
≤‖f‖pLp(Λε) + ε ‖Extf‖
p−1
L2p−2(T2) ‖Extf‖H˙1(T2)
where we denoted by ‖Extf‖H˙1(T2) the homogeneous Sobolev seminorm. From the defi-
nition of the extension operator it is easy to see that
‖Extf‖2H˙1(T2) =
∑
ω∈ΛN
|ω|2|fˆ (ω)|2 .
∑
|x−y|=ε
x,y∈Λε
ε2
(f (y)− f (x))2
ε2
,
and an application of (4.4) yields (4.5).
Let d ∈ N+ and Λdε a discretisation of the d-dimensional torus Td = [−1, 1]d.
Lemma 4.3 Let χ : Rd → R be a smooth function with compact support. For every
p ∈ [0,∞] we have supλ∈(0,1) λd(1−
1
p)
∥∥∑
w∈ΛN
χ(λw)ew
∥∥
Lp(Λdε )
<∞ .
The above result is proven in [MW17a, Lem. B.1] for the Lp in the whole torus, the
generalisation to Λdε follows trivially from the same argument. See also [MW17b] for
a proof in the case of a continuous Fourier transform. We quote in the next proposi-
tion a useful embedding between Besov and Lp spaces proven, for instance, in [BCD11,
Prop. 2.39].
Proposition 4.4 For any ν > 0, and p ≥ d
ν
there exists C > 0
‖f‖B−ν∞,∞(Td) ≤ C ‖f‖Lp(Td)
We also mention some classical estimates for Besov norms restated in case of dis-
crete Besov spaces. The proofs are omitted since they follow closely their continuous
counterparts.
Proposition 4.5 (Product estimates for discrete Besov spaces) Let β < 0 < α and
p, q ∈ [1,∞]. There exists C > 0 such that, uniformly over ε ∈ (0, 1],
‖f‖Bβp,q(Λε) ≤ C ‖f‖Bαp,q(Λε) ‖g‖Bβp,q(Λε) .
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Proposition 4.6 (Duality for discrete Besov spaces) Let α ∈ R, p, q, p′, q′ ≥ 1 with 1
p
+
1
p′
= 1
q
+ 1
q′
= 1. There exists C > 0 such that, uniformly over ε ∈ (0, 1],
〈f, g〉Λε ≤ C ‖f‖Bαp,q(Λε) ‖g‖B−αp′,q′ (Λε) .
The next proposition is the main technical tool of the paper, and it allows to control
the discrete Besov norm with the same discrete Laplacian of the dynamic. Recall that, in
the case of continuous Besov spaces, for a differentiable function f and ν ∈ (0, 1), one
has [MW17b, Prop. 3.8]
‖f‖Bν
1,1
. ‖f‖L1 + ‖f‖1−νL1 ‖∇f‖νL1 . (4.6)
We have the following analogue of this result.
Lemma 4.7 For f : Λε → R and ν ∈ (0, 1/2)
‖f‖Bν
1,1(Λε)
. ‖f‖1−2νL1(Λε)
( ∑
x,y∈Λε
ε4Kγ(x− y)ε−1γ|f (x)− f (y)|
)2ν
+ ‖f‖L1(Λε) (4.7)
where the constant is independent of ε or f .
Remark 4.8 Here we write x − y for the shortest element in the corresponding equiva-
lence class (viewing Λε as a quotient of Z2ε with Zε = εZ). In cases where this might
be ambiguous one has Kγ(x − y) = 0 for all possible interpretations anyway. Another
equivalent interpretation is that one of the variables runs over Λε and the other one runs
over all of Zε, f being identified with its periodic continuation.
Compare (4.7) with (4.6). The factor 2 in front of ν depends on the scale at which∆γ
changes its behaviour, and this is not the best result that is possible to obtain.
Proof. Rewrite the definition of ‖f‖Bν
1,1(Λε)
in (4.2) as
‖f‖Bν
1,1(Λε)
=
∑
k≥−1
2νk
∥∥ηNk ∗ f∥∥L1(Λε) (4.8)
where ηNk are the projections on the Paley-Littlewood blocks defined in (4.3). In the
discrete case the summation over k extends up to a multiple of log(ε−1). In the proof,
since there is no possibility of confusion, we will use Lp instead of Lp(Λε). We will
divide the sum into∑
−1≤k≤L
2νk
∥∥ηNk ∗ f∥∥L1 + ∑
L<k≤− log2(ε)
2νk
∥∥ηNk ∗ f∥∥L1
BOUNDS FOR DISCRETE BESOV SPACES 25
where L will be chosen later. We bound the first part with∑
−1≤k≤L
2νk
∥∥ηNk ∗ f∥∥L1 ≤ ∑
−1≤k≤L
2νk sup
k′≤L
∥∥ηNk′∥∥L1 ‖f‖L1 . 2νL ‖f‖L1 . (4.9)
In order to control the second summation we will now prove, for k ≥ 0, the inequality∥∥ηNk ∗ f∥∥L1 . (2−k ∨ εγ−1) ∑
x,y∈Λε
ε4Kγ(x− y) |f (y)− f (x)|
εγ−1
. (4.10)
If k ≥ 0 the projection kernel ηNk has mean zero and therefore∥∥ηNk ∗ f∥∥L1 = ∑
x∈Λε
ε2
∣∣∣∣∣∑
y∈Λε
ε2ηNk (−y)
(
f (x+ y)− f (x)
)∣∣∣∣∣ .
At this point the treatment differs from the proof of [MW17b, Prop. 3.8], because of the
particular form of the Laplacian. The definition of Kγ (in particular the continuity of K)
implies that there exists b0 > 0 such that
inf
|w|≤b0εγ−1
∑
z∈Zε
ε2(Kγ(z) ∧Kγ(w − z)) ≥ 1/2 .
If |y| ≤ b0εγ−1, then∣∣∣f (x+ y)− f (x)∣∣∣ ≤ 2(∑
z∈Zε
ε2(Kγ(z) ∧Kγ(y − z))
)∣∣∣f (x+ y)− f (x)∣∣∣
≤ 2ε2
∑
z∈Zε
Kγ(y − z)
∣∣∣f (x+ y)− f (x+ z)∣∣∣ +Kγ(z)∣∣∣f (x+ z)− f (x)∣∣∣ .
If |y| ≥ b0εγ−1 on the other hand, then there exists a path {y0, y1, . . . , yn} in Zε of length
n proportional to |y|γε−1 connecting y0 = 0 with yn = y and such that |yj+1 − yj| ≤
b0εγ
−1 for j = 0, . . . , n− 1. We can then apply the above inequality to every step of the
path. Combining these bounds, we obtain∥∥ηNk ∗ f∥∥L1 . ∑
y∈Λε
ε2|ηNk (−y)|{|y|γε−1∨1}
∑
x∈Λε,z∈Zε
ε4Kγ(z)|f (x+z)−f (x)| , (4.11)
and (4.10) follows from the fact that∑
y∈Λε
ε2|ηNk (y)|{|y|ε−1γ ∨ γ} .
∥∥ηNk ∥∥L1 + ε−1γ2−k ∑
y∈Λε
2k|y||ηNk (y)| . 1 ∨ ε−1γ2−k .
Summing over k yields∑
L<k≤log2(ε
−1)
2νk
∥∥ηNk ∗ f∥∥L1
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.
∑
L<k≤log2(ε
−1)
2νk{εγ−1 ∨ 2−k}
∑
x∈Λε,z∈Zε
ε4Kγ(z)
εγ−1
|f (x+ z)− f (x)| .
At this point we use the fact that εγ−1 ∨ 2−k ≤ 2− k2 for k ≤ − log2(ε) = −2 log2(εγ−1)
and, recalling (4.8) and (4.9), we obtain
‖f‖Bν
1,1(Λε)
. 2νL ‖f‖L1 + 2(ν−
1
2)L
∑
x∈Λε,z∈Zε
ε3γKγ(z)|f (x+ z)− f (x)| .
The claim now follows by optimising this expression over L. (The second term in (4.7)
comes from the fact that we had to impose L > 1.)
The next proposition quantifies the decay in the Fourier space of the kernel Kγ used
in the article. The proof is given in [MW17a, Lem. 8.2]
Proposition 4.9 (estimates on the kernel) For ω ∈ ΛN and γ small enough the follow-
ing inequalities hold
• There exists a positive constant C > 0 such that,
|Kˆγ(ω)| ≤ 1 ∧ γ
−2
|ω|2
• There exists a positive constant c > 0 such that, for |ω| ≥ γ−1
1− Kˆγ(ω) ≥ c
(|γω|2 ∧ 1)
For completeness, we state the following simple but crucial comparison test which
can be found in this specific form in [TW16].
Lemma 4.10 (Comparison test) Let λ > 1 and f : [0, T ] → R+ differentiable satisfy-
ing for t ∈ [0, T ]
f ′(t) + 2c1 (f (t))
λ ≤ c2 .
Then for t ∈ [0, T ]
f (t) ≤ f (0)
(1 + c1(λ− 1)tf (0)λ−1)
1
λ−1
∨
(
c2
c1
) 1
λ
≤ (c1(λ− 1)t)−
1
λ−1 ∨
(
c2
c1
) 1
λ
.
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