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Abstract We consider the quickest change-point detection problem where the aim is to de-
tect the onset of a pre-specified drift in “live”-monitored standard Brownian motion; the
change-point is assumed unknown (nonrandom). The topic of interest is the distribution of
the Generalized Shryaev–Roberts (GSR) detection statistic set up to “sense” the presence
of the drift. Specifically, we derive a closed-form formula for the transition probability den-
sity function (pdf) of the time-homogeneous Markov diffusion process generated by the
GSR statistic when the Brownian motion under surveillance is “drift-free”, i.e., in the pre-
change regime; the GSR statistic’s (deterministic) nonnegative headstart is assumed arbi-
trarily given. The transition pdf formula is found analytically, through direct solution of the
respective Kolmogorov forward equation via the Fourier spectral method to achieve separa-
tion of the spacial and temporal variables. The obtained result generalizes the well-known
formula for the (pre-change) stationary distribution of the GSR statistic: the latter’s station-
ary distribution is the temporal limit of the distribution sought in this work. To conclude,
we exploit the obtained formula numerically and briefly study the pre-change behavior of
the GSR statistic versus three factors:(a) drift-shift magnitude, (b) time, and (c) the GSR
statistic’s headstart.
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1 Introduction
Sequential (quickest) change-point detection is concerned with the development and evalu-
ation of reliable statistical procedures for early detection of unanticipated changes that may
(or may not) occur online in the characteristics of a “live”-monitored (random) process.
Specifically, the latter is observed continuously with the intent to “flag an alarm” in the
event (and as soon as) the behavior of the process starts to suggest the process may have
(been) statistically changed. The alarm is to be flagged as quickly as is possible within a set
tolerable level of the “false positive” risk. See, e.g., Shiryaev (1978), Basseville and Niki-
forov (1993), Poor and Hadjiliadis (2009), Veeravalli and Banerjee (2013), Tartakovsky et al
(2014) and the references therein.
A change-point detection procedure is identified with a stopping time, T , that is adapted
to the filtration, (Ft)t>0, generated by the observed process, (Xt)t>0; the semantics of T is
that it constitutes a rule to stop and declare that the statistical profile of the observed process
may have (been) changed. A “good” (i.e., optimal or nearly optimal) detection procedure is
one that minimizes (or nearly minimizes) the desired detection delay penalty-function, sub-
ject to a constraint on the false alarm risk. For an overview of the major optimality criteria,
see, e.g., Tartakovsky and Moustakides (2010), Polunchenko and Tartakovsky (2012), Pol-
unchenko et al (2013), Veeravalli and Banerjee (2013) or (Tartakovsky et al 2014, Part II).
This work focuses on the popular minimax setup of the basic change-point detection
problem where the observed process, (Xt)t>0, is standard Brownian motion that at an un-
known (nonrandom) time moment ν—referred to as the change-point—may (or may not)
experience an abrupt and permanent change in the drift, from a value of zero initially, i.e.,
E[dXt] = 0 for t ∈ [0, ν], to a known value µ 6= 0 following the change-point, i.e.,
E[dXt] = µ for t ∈ (ν,∞). This is illustrated in Figure 1. The goal is to find out—as
quickly as is possible within an a priori set level of the “false positive” risk—whether the
drift of the process is no longer zero. See, e.g., Pollak and Siegmund (1985), Shiryaev (1996,
2002), Moustakides (2004), Feinberg and Shiryaev (2006), and Burnaev et al (2009).
More formally, under the above Brownian motion change-point scenario, the observed
process, (Xt)t>0, is governed by the stochastic differential equation (SDE):
dXt = µ 1l{t>ν} dt+ dBt, t > 0, with X0 = 0, (1)
where (Bt)t>0 is standard Brownian motion (i.e., E[dBt] = 0, E[(dBt)2] = dt, and B0 =
0), µ 6= 0 is the known post-change drift value, and ν ∈ [0,∞] is the unknown (nonrandom)
change-point; here and onward, the notation ν = 0 (ν =∞) is to be understood as the case
when the drift is in effect ab initio (or never, respectively).
To perform change-point detection under model (1), the standard approach has been to
employ Page’s (1954) Cumulative Sum (CUSUM) “inspection scheme”. This choice may
be justified by the fact (established by Beibel 1996, by Shiryaev 1996 and by Moustakides
2004) that the CUSUM scheme is strictly minimax-optimal in the sense of Lorden (1971);
the discrete-time equivalent of this result was first established by Moustakides (1986), al-
though an alternative proof was also later offered by Ritov (1990) who used a game-theoretic
argument.
However, when one is interested in minimax optimality as defined by Pollak (1985),
a sensible alternative to using the CUSUM scheme would be to devise the Generalized
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Fig. 1: Standard Brownian motion gaining a persistent drift.
Shiryaev–Roberts (GSR) procedure. The latter is due to Moustakides et al (2011) and is a
headstarted version of the classical quasi-Bayesian Shiryaev–Roberts (SR) procedure that
emerged from the independent work of Shiryaev (1961, 1963) and that of Roberts (1966).
With Pollak’s (1985) definition of minimax optimality in mind, the motivation to prefer the
GSR procedure over the CUSUM chart stems from the results obtained (for the discrete-
time analogue of the problem) by Tartakovsky and Polunchenko (2010); Polunchenko and
Tartakovsky (2010) and then also by Tartakovsky et al (2012) who showed that the GSR
procedure with a carefully designed headstart may be faster (in Pollak’s 1985 sense) than
the CUSUM scheme; as a matter of fact, Tartakovsky and Polunchenko (2010); Polunchenko
and Tartakovsky (2010) proved the GSR procedure (with a “finetuned” headstart) to be the
fastest (i.e., the best one can do) in two specific (discrete-time) scenarios. For an attempt to
extend these results to the Brownian motion scenario, see, e.g., Burnaev (2009).
More specifically, the GSR procedure calls for stopping as soon as the GSR detection
statistic, (Rrt )t>0, hits a critical level known as the detection threshold. The latter is set so
as have the “false positive” risk at a desired “height”. Let P∞ (P0) denote the probability
measure (distribution law) generated by the observed process, (Xt)t>0, under the assump-
tion that ν = ∞ (ν = 0); note that P∞ is the Wiener measure. Let P∞|Ft (P0|Ft ) be the
restriction of probability measure P∞ (P0) to the filtration Ft. Further, define
Λt ,
d P0|Ft
d P∞|Ft
, t > 0,
i.e., the Radon–Nikodým derivative of P0|Ft with respect to P∞|Ft . It is well-known that
for the Brownian motion scenario under consideration
Λt = exp
{
µXt − µ
2
2
t
}
, so that dΛt = µΛt dXt, Λ0 = 1;
cf. Shiryaev (1999) and Liptser and Shiryaev (2001). The process {Λt}t>0 manifests the
likelihood ratio to test the hypothesis H0 : ν = 0 against the alternative H∞ : ν = ∞,
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and is the key ingredient of the CUSUM statistic as well as of the GSR statistic, (Rrt )t>0.
Specifically, tailored to the Brownian motion scenario at hand, the GSR statistic, (Rrt )t>0,
is of the form
Rrt , rΛt +
∫ t
0
Λt
Λs
ds
= r exp
{
µXt − µ
2t
2
}
+
∫ t
0
exp
{
µ(Xt −Xs)− µ
2(t− s)
2
}
ds, t > 0,
(2)
where Rr0 = r > 0 is the headstart (a deterministic point selected so as to optimize the
GSR procedure’s performance; see, e.g., Tartakovsky and Polunchenko 2010; Polunchenko
and Tartakovsky 2010; Moustakides et al 2011; Tartakovsky et al 2012; Polunchenko and
Sokolov 2014). When Rr0 = r = 0, it is said that there is no headstart. The GSR statistic,
(Rrt )t>0, with no headstart is equivalent to the classical SR statistic. Consequently, the GSR
procedure whose statistic has no headstart is equivalent to the classical SR procedure. Hence,
the labels “Generalized SR statistic” and “Generalized SR procedure”, which appear to have
both been coined by Tartakovsky et al (2012).
We are now in a position to formulate the specific problem addressed in this paper: to
obtain an explicit closed-form formula for p∞(y, t|x, s) , dP∞(Rrt 6 y|Rrs = x)/dy,
0 6 s < t < ∞, x, y > 0, i.e., for the P∞-transition probability density function (pdf)
of the GSR statistic (Rrt )t>0 with the headstart, Rr0 = r > 0, assumed given. That is, in
this paper the GSR statistic, (Rrt )t>0, is effectively let “run loose” over the entire space
(Rrt , t) ∈ [0,∞) × [0,∞) with no detection threshold imposed, and the goal is to find
the exact transition pdf of the one-dimensional Markov diffusion process (Rrt )t>0 under
probability measure P∞. More specifically, observe that, by Itô formula, the P∞-differential
of the GSR diffusion (Rrt )t>0 is dRrt = dt + µRrtdBt, where Rr0 = r > 0, whence
(Rrt )t>0 is seen to be time-homogeneous. Therefore, p∞(y, t|x, s) depends on s and t
only through the difference t − s > 0, and it suffices to find p∞(x, t|r) , p∞(x, t|r, 0),
x, r, t > 0. Hence, we shall concentrate on finding p∞(x, t|r), x, r, t > 0. Also, to lighten
the notation, from now on we shall drop the “∞” in the subscript of p∞(x, t|r) and simply
write p(x, t|r).
The principal approach we intend to undertake to find p(x, t|r) consists in solving di-
rectly the respective Kolmogorov forward equation
∂
∂t
p(x, t|r) = − ∂
∂x
p(x, t|r) + µ
2
2
∂2
∂x2
[
x2p(x, t|r)], x, t, r > 0, (3)
subject to(a) the (natural) normalization constraint∫ ∞
0
p(x, t|r) dx = 1 (4)
valid for all r, t > 0, and (b) the initial condition limt→0+ p(x, t|r) = δ(x−r) valid for all
x; here and onward δ(z) denotes the Dirac delta function so that “limt→0+ p(x, t|r) =
δ(x − r)” is to be understood as equality of distributions. We note also that naturally
p(x, t|r) > 0 for all r, x, t > 0. The initial condition and the normalization constraint (4)
are also to be complemented by two boundary conditions of spacial (i.e., in the x variable)
type. These conditions are provided in Section 3 which is also the section where we solve (3)
explicitly and thus obtain the main result of this paper.
More specifically, to recover p(x, t|r) from (3) we devise the so-called Fourier spectral
method, a separation-of-variables-type technique the general theory for which was devel-
oped by Weyl (1910) and by Titchmarsh (1962). See also, e.g., Levitan (1950), McKean
Exact Distribution of the Generalized Shiryaev–Roberts Diffusion 5
(1956), Dunford and Schwartz (1963), Levitan and Sargsjan (1975). The Weyl–Titchmarsh
theory was then applied and sharpened further in the contexts of probability and stochastic
processes by Kac (1951, 1959), Feller (1952), Itô and McKean (1974). With the specifics
deferred to Section 3, the Fourier method allows to separate the spacial variable, x, and
the temporal variable, t, and thus reduce the original equation (3) to a (singular) Sturm–
Liouville problem. The fundamental solutions of the latter, in turn, allow to explicitly con-
struct the Green’s function associated with the corresponding Sturm–Liouville (linear, dif-
ferential) operator. As the resolvent of the Sturm–Liouville operator, the Green’s function
provides an exhaustive characterization of the operator’s properties, including its spectrum.
In particular, the Green’s function is directly connected to the transition pdf p(x, t|r): the
former is the Laplace transform (taken with respect to time) of the latter. Therefore, getting
p(x, t|r) is a matter of inverting its (temporal) Laplace transform given by the Green’s func-
tion. The inversion can accomplished by virtue of Cauchy’s Residue Theorem. The poles (or
branch cuts) of the Green’s function yield the eigenvalues of the Sturm–Liouville operator
and the corresponding residues determine the contributions of the eigenfunctions to the pdf
p(x, t|r).
The formula for p(x, t|r) found using the Fourier method in Section 3 is a generalization
of the result of Shiryaev (1961, 1963) who obtained the limit ρ(x) , limt→+∞ p(x, t|r),
i.e., the stationary solution of equation (3). This solution is effectively the stationary distribu-
tion of the GSR statistic, (Rrt )t>0, under the “no-drift” hypothesis; see also, e.g., (Feinberg
and Shiryaev 2006, Remark 4.7, pp. 466–467) and (Burnaev et al 2009, Remark 2, p. 529).
For a proof of existence of this limiting invariant distribution for any initial point Rr0 =
r > 0, see, e.g., (Pollak and Siegmund 1985, Proposition 3, p. 271). All these results are re-
viewed at greater length in Section 2 which is intended to survey the relevant prior literature.
Remarkably, the Kolmogorov forward equation (3) (possibly subject to different conditions
and constraints) has arisen in other disciplines as well, notably in physics (in particular, in
quantum mechanics), chemistry, and in mathematical finance. It should therefore come as
no surprise that in these fields the respective solution has been obtained using completely
different techniques (e.g., Feynman path integrals; see Feynman 1948) and with no refer-
ence to the GSR statistic. In Section 2 we briefly review these results as well, as they may
cast light on a possible interpretation of the GSR statistic.
The plan for the remainder of the paper is as follows. First, in Section 2 we give a
brief account of the relevant prior literature. The main section of the paper is Section 3,
which is where we first set up the corresponding Kolmogorov forward equation (3) more
formally, and then solve it explicitly, i.e., obtain analytically a closed-form formula for the
P∞-transition pdf of the GSR statistic. Next, in Section 4 the obtained formula is reconciled
with several previously published parallel results. In Section 5 we exploit the found pdf
p(x, t|r) numerically and offer a brief numerical study of the statistical behavior exhibited
by the GSR statistic in the “drift-free” regime. To carry out the study, we implemented the
obtained pdf formula in Mathematica1. Lastly, Section 6 is meant to draw a line under the
entire paper.
2 Overview of the Relevant Prior Literature
As can be gathered from the introduction, the centerpiece of this work is the solution of
the Kolmogorov forward equation (3). This problem—in one or another form, shape, and
1 Mathematica is a popular software package developed by Wolfram Research, Inc. as a programming en-
vironment for scientific computing. See on the Web at http://www.wolfram.com/mathematica/.
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context—has been addressed in the literature before, and this section’s objective is to provide
a brief overview of the relevant prior results.
One of the first to arrive at a closely related problem was Wong (1964). The actual
objective was to find the transition pdf of a stochastic process with a given stationary
(as t → +∞) distribution. Specifically, the point of departure for Wong (1964) was the
celebrated work of Kolmogoroff (1931), where it was noticed for the first time that it is
possible to construct a diffusion process whose stationary distribution is a member of the
Pearson (1895) distribution family2. However, since Kolmogoroff (1931) didn’t carry out
the actual construction, Wong (1964) effectively picked up where Kolmogoroff (1931) left
off, and built on to the work of Karlin and McGregor (1960) to derive a number of pro-
cesses with a Pearson-type stationary distribution; for an overview of analytically treatable
Kolmogorov–Pearson diffusions see, e.g., Avram et al (2012). One of the Pearson distribu-
tions considered by Wong (1964) was the inverted Gamma distribution, which is a gener-
alized extreme value Fréchet–Gumbel-type distribution. Incidentally, this latter distribution
was demonstrated by Shiryaev (1961, 1963) to be the stationary distribution of the classical
SR statistic (special case of the GSR statistic with no headstart) set up for the Brownian
motion change-point scenario (1) when the observed process, (Xt)t>0, is still drift-free;
see also, e.g., (Feinberg and Shiryaev 2006, Remark 4.7, pp. 466–467) and (Burnaev et al
2009, Remark 2, p. 529). For a proof of existence of this distribution see, e.g., (Pollak and
Siegmund 1985, Proposition 3, p. 271) and (Peskir 2006, Section 2.2, p. 3). Hence, effec-
tively (Wong 1964, Section 2.F, p. 271) inadvertently discovered the SDE whose solution
(in a special case) is the GSR diffusion3. One “problem” with Wong’s (1964) work, how-
ever, is that it is rather concise; in fact, it is so brief that it is, in essence, a “cook book”
of “ready-made” formulae with practically no derivation thereof offered. That said, Wong
(1964) does provide the general recipe to find the transition pdf formulae, and the recipe is
to solve the respective Kolmogorov forward equation directly through the Fourier spectral
method which we mentioned emerged from the Weyl–Titchmarsh theory; see Weyl (1910)
and Titchmarsh (1962). It is this approach and method that we intend to employ in Section 3
below, but with no key details omitted. Another “issue” with Wong’s (1964) work is that
little attention is paid to the amenability of the obtained transition pdf formulae to numerical
evaluation, an aspect important for applications. We provide a short numerical study of the
found distribution carried out with the aid of a Mathematica script we prepared.
A more recent and more relevant example of prior work on our problem would be the
work of Peskir (2006). Just like us in the present paper, Peskir (2006) also focused on (effec-
2 To be more precise, Pearson (1895) only obtained and dealt with a special case of what later became
known as the Pearson (first-order separable differential) equation, the basis for the Pearson distribution family.
3 We also warn of a typo on page 271 of (Wong 1964, Section 2.F, p. 271) in the second formula from the
bottom of the page (the formula is unnumbered). Specifically, as given by (Wong 1964, Section 2.F, p. 271),
the formula (in the original notation) is
2F0(−α− iµ,−α+ iµ,−x) = xα+iµ Ψ
(
−α
2
− iµ, 1− 2iµ, 1
x
)
,
where i ,
√−1, 2F0 is the generalized hypergeometric series, and Ψ is the Tricomi confluent hypergeomet-
ric function. The typo is that the first argument of the Ψ -function in the right-hand side should be −α− iµ,
not −α/2− iµ. That is, the correct identity is
2F0(−α− iµ,−α+ iµ,−x) = xα+iµ Ψ
(
−α− iµ, 1− 2iµ, 1
x
)
,
as can be confirmed, e.g., with (Abramowitz and Stegun 1964, Section 13.1, p. 504).
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tively) the GSR statistic, and considered a problem even more general than the one treated
in this work. Specifically, Peskir (2006) was after the fundamental solution of the following
Kolmogorov forward equation:
∂
∂t
p˜(x, t|y) = − ∂
∂x
[
(1 + ax)p˜(x, t|y)]+ b ∂2
∂x2
[
x2p˜(x, t|y)], t > 0, (5)
where a ∈ R and b > 0 are given constants. This equation is more general than equation (3)
that we are after: the two coincide when a = 0 and b = µ2/2. However, even when a 6= 0,
the foregoing equation is still closely connected to the GSR diffusion: if a = θµ, then the
equation governs the transition pdf of the GSR statistic, (Rrt )t>0, when the drift of the ob-
served process (Xt)t>0 is θ for all t > 0, but the GSR statistic is set up to “anticipate” the
drift to be µ. Moreover, Peskir (2006) did not restrict attention to the case when x, y > 0 (as
we do in this work), but allowed x, y ∈ R. One can therefore argue that Peskir (2006) was,
in effect, concerned with the transition pdf of the GSR statistic (with the headstart given
and arbitrary from the entire real line) in a regime general enough to include as special
cases(a) the pre-change regime, (b) the post-change regime, and (c) the post-change regime
with drift-shift-misspecification, i.e., when the actual drift-shift magnitude is different from
the one “anticipated” by the GSR statistic; this latter interpretation can be given based on,
e.g., the work of Pollak and Siegmund (1985), where the performance of the original SR
procedure was studied in the minimax Brownian motion context with a possible drift-shift-
misspecification. Peskir’s (2006) approach to solving equation (5) involved obtaining the
Laplace transform (the Green’s function) of the equation’s fundamental solution, and then
inverting it to get the sought transition pdf itself. However, although Peskir (2006) did suc-
ceed in obtaining the Laplace transform (which in the pre-change regime tuned out to be the
Laplace transform of the Hartman–Watson distribution; see Hartman and Watson 1974), he
was able to invert it explicitly in the pre-change regime only and only for the zero headstart
(i.e., for the classical SR statistic). As per the hope expressed by Peskir (2006) for someone
to “run the last leg” and complete his work, we generalize the result of Peskir (2006) for the
pre-change regime to an arbitrary (nonnegative) headstart.
We now recall the remark we made in the introduction that the very same Kolmogorov
forward equation (3) that we are after in this paper has also appeared in such disciplines
as physics and mathematical finance. Specifically, in physics, the equation is known as the
Fokker–Planck equation (after Fokker 1914 and Planck 1917), and there is voluminous lit-
erature devoted to the solution of this equation (using completely different methods). To be
more specific, equation (3) arises in physics (as well as in chemistry), e.g., in connection
with the so-called Morse (1929) potential. The latter is a harmonic oscillator model widely
used to describe the variation of energy with respect to the internuclear distance in a diatomic
molecule. See, e.g., Grosche (1988) and Morse and Feshbach (1953). More specifically, the
respective equation that governs these energy variations is equivalent to our Kolmogorov
forward equation (3) up to the initial and boundary conditions. It is known as one of the
very few equations in quantum mechanics that permit analytical solution. The standard so-
lution strategy used in physics to handle this equation (as well as Fokker–Plank equations
in general) is to exploit the Feynman (1948) path integral framework. On a higher level, the
physical equivalent of our Kolmogorov forward equation (3) describes the position of a par-
ticle moving around in an inhomogeneous environment, driven by a combination of random
forces (e.g., thermal noise). In this context, equation (3) has been studied, e.g., by Monthus
and Comtet (1994) and by Comtet and Monthus (1996).
Another area to which the Kolmogorov forward equation (3) is no stranger is mathe-
matical finance. The financial interpretation of the equation is that it describes the price of
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a certain financial derivative as a function of time and the derivative parameters. Moreover,
Markov processes (especially in dimension one) are often used in finance to model the time-
evolution of the “state of the economy”; the latter is essentially the financial equivalent of the
random environment inside which the physical particle is moving, if one is to relate to the
physical analogy. The Weyl–Titchmarsh spectral theory as well as the Feynman path inte-
gral approach have both been used in mathematical finance to price financial instruments and
to describe the evolution of the underlying economic state. Excellent references assessing
the state-of-the-art of financial derivative pricing methods would be Borodin and Salminen
(2002), Linetsky (2006, 2007), and the references therein. By way of example, the equation
considered by Peskir (2006), i.e., equation (5), arises in finance in the context of pricing the
so-called Asian options and Merton’s cash dividends; see, e.g., Linetsky (2004a,b). As an
economic model, equations akin to (3) or to (5) arise in connection to the so-called Hull–
White volatility model (see Hull and White 1987) which pillars on the same type of SDEs
that governs the GSR statistic. For a thorough mathematical treatment of the Hull–White
volatility model, see, e.g., Fatone et al (2013). Moreover, diffusion processes similar to the
GSR statistic have also been encountered as stochastic interest rate models, and have been
used to find the present value of annuities. See, e.g., Vanneste et al (1994); De Schepper
et al (1994); De Schepper and Goovaerts (1999). In the latter papers, the authors devised
the Feynman path integral approach to solve the equivalent of equation (3). We note that in
Feynman path integral framework the solution need not integrate to one, as is required in our
case by the normalization constraint (4). As a result, the obtained solution simply dies off to
zero as time goes on, and no nontrivial stationary distribution is exhibited, which is in stark
contrast with the aforementioned result of Shiryaev (1961, 1963) concerning the (nontrival)
stationary distribution of the GSR statistic.
One more area where the Kolmogorov forward equation (3) has appeared is stochas-
tic processes. In the latter field, one of the key methods to deal with the equation is the
Feynman–Kac formula that emerged from the pioneering work of Feynman (1948) and
that of Kac (1949, 1951, 1959). The Feynman–Kac formula establishes a bridge between
parabolic partial differential equations (PDEs) and stochastic processes; we note that equa-
tion (3) is a parabolic PDE. Another possible approach to finding the transition pdf of the
GSR diffusion, (Rrt )t>0, is to derive it directly from the definition of the process, viz. from
formula (2). Specifically, the idea is to exploit the linear connection between (Rrt )t>0 and
the likelihood ratio process {Λt}t>0, and then capitalize on the fact that Λt is a geometric
(exponential) Brownian motion, a well-studied type of diffusions. The aforementioned work
of Peskir (2006) contains a number of references where precisely this approach was devised
to derive the distribution of effectively the GSR diffusion (although for obvious reasons
no connection to the GSR statistic was made). See, e.g., Yor (1992), Donati-Martin et al
(2001), Dufresne (2001) and Schröder (2003). However, the obtained distribution is only
for the case of no headstart, i.e., assuming the starting point of the diffusion is zero.
We conclude this section with a remark that the above is just a small sample of examples
of contexts where the Kolmogorov forward equation arises: the “footprint” of the equation
is much larger and spans many more disciplines. It would be a daunting task to review all of
the relevant applications of the equation in a holistic manner in a single paper.
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3 The Main Result
This section is the centerpiece of this work. It is intended to provide a solution to the main
problem of this paper: to obtain a closed-form formula for the P∞-transition pdf of the GSR
diffusion, (Rrt )t>0, defined by (2) above.
To get started, recall that under probability measure P∞, the GSR diffusion, (Rrt )t>0,
solves the SDE: dRrt = dt + µRrtdBt, t > 0, where Rtr = r > 0. Since the drift func-
tion a(x, t) ≡ 1 and the diffusion coefficient b(x, t) = µx are both independent of time
t > 0, the GSR diffusion, (Rrt )t>0, is time-homogeneous. Consequently, according to the
fundamental work of Kolmogoroff (1931), the sought transition pdf, p(x, t|r), x, r, t > 0,
satisfies the Kolmogorov forward equation:
∂
∂t
p(x, t|r) = − ∂
∂x
p(x, t|r) + µ
2
2
∂2
∂x2
[
x2p(x, t|r)], x, r, t > 0, (6)
subject to(a) the (natural) normalization constraint∫ ∞
0
p(x, t|r) dx = 1, r, t > 0, (7)
and (b) the initial condition limt→0+ p(x, t|r) = δ(x−r) valid for all x. Since equation (6)
is a PDE of order one in time t and order two in space x, and is to hold over the entire space
(x, t) ∈ [0,∞)× [0,∞), the temporal initial condition and the normalization constraint are
to be complemented by two spacial boundary conditions: one at x = 0 (or as x→ 0+) and
one as x→ +∞. To obtain these conditions let
J(x, t|r) , p(x, t|r)− µ
2
2
∂
∂x
[
x2p(x, t|r)]
be the probability current, so that equation (6) can be rewritten more compactly as
∂
∂t
p(x, t|r) + ∂
∂x
J(x, t|r) = 0, (8)
which is effectively a (one-dimensional) continuity equation: it constitutes the law of con-
servation of probability, an analogue of the well-known law of conservation of energy from
physics. For further notational brevity, we shall omit the headstart r in p(x, t|r) and simply
write p(x, t) throughout this section, unless it is necessary to emphasize the dependence on
r.
To obtain the first boundary condition, observe that since Rr0 = r > 0 by assumption, it
can be deduced from definition (2) thatRrt > 0 almost surely under any probability measure
and for any t > 0. If Rrt is interpreted as the position of a hypothetical “particle” at time
instance t, then the nonnegativity of Rrt for all t > 0 is to say that the particle is to never
leave the nonnegative half-plane. Put another way, no particle flow through the x-axis is
permitted. As a result, the probability current J(x, t) through the x-axis must be zero at all
times, i.e., J(0, t) = 0 for all t > 0, or explicitly
p(x, t)− µ
2
2
∂
∂x
[
x2p(x, t)
]
= 0, x→ 0+, (9)
which is the first boundary condition.
The second boundary condition can be obtained by integrating both sides of (8) with
respect to x over [0,+∞) and then using the normalization constraint (7). Specifically, this
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yields that J(+∞, t)−J(0, t) = 0 for all t > 0,. Therefore, the probability current through
x = +∞ must match the probability current through x = 0 at all times. Since in the latter
case the probability current is zero, the second boundary condition is:
p(x, t)− µ
2
2
∂
∂x
[
x2p(x, t)
]
= 0, x→ +∞. (10)
To solve equation (6), let us first consider the equation’s stationary solution. Specifically,
the stationarity here is in the temporal sense, i.e., p(x, t) is independent of t, which is the
case in the limit as t→ +∞. Let ρ(x) , limt→+∞ p(x, t) denote the corresponding limit.
For a proof that ρ(x) exists, see, e.g., (Pollak and Siegmund 1985, Proposition 3, p. 271).
Since in the stationary regime ∂p(x, t)/∂t ≡ ∂ρ(x)/∂t ≡ 0 for all x, equation (8) simpli-
fies to ∂J(x, t)/∂x = 0. The latter equation, in turn, is to say that the probability current,
J(x, t), as a function of time, is constant, and in view of the two boundary conditions estab-
lished above, the value of that constant is zero. Hence, we obtain
ρ(x)− µ
2
2
d
dx
[
x2ρ(x)
]
= 0.
The solution to the foregoing equation is well-known and is given by the Fréchet-type
distribution density
ρ(x) = e
− 2µ2x 2
µ2x2
1l{x>0} . (11)
This result was first obtained by Shiryaev (1961, 1963) as the stationary distribution of
the original SR statistic (with zero headstart). See also, e.g., Feinberg and Shiryaev (2006)
and (Burnaev et al 2009, Remark 2, p. 529). As a stationary distribution, not only is ρ(x)
independent of t, but it is also independent of the headstart r. Therefore, ρ(x) given by (11)
is the stationary distribution of the GSR statistic, (Rrt )t>0, as well. It is also noteworthy
that the distribution (11) is a special case of the extreme value inverse Gamma distribution,
and in a completely different context (viz. finance) and using different techniques has been
discovered, e.g., by (Milevsky 1997, Theorem 1, p. 224). It is also a special case of (Comtet
et al 1998, Formula (74), p. 264).
Let us now attack equation (6) for arbitrary (finite) time 0 6 t < ∞. To that end, let
us first heuristically outline our strategy. The main idea is to suppose that p(x, t) is of the
form p(x, t) = ρ(x)ψ(x) τ(t) where ρ(x) is the stationary density given by (11), and ψ(x)
and τ(t) are to be found. In other words, the idea is to assume that the spacial variable, x,
and the temporal variable, t, can be separated. If that were the case, then the substitution
p(x, t) = ρ(x)ψ(x) τ(t) would bring equation (6) into the following form:
τ ′(t)
τ(t)
=
1
ρ(x)ψ(x)
(
− d
dx
[
ρ(x)ψ(x)
]
+
µ2
2
d2
dx2
[
x2ρ(x)ψ(x)
])
, x, t > 0.
Since the x and t variables are now on different sides of the equation, in order for the
two sides to be equal to one another irrespective of x and t, the two sides are both to be equal
to the same constant, say λ. Therefore, the substitution p(x, t) = ρ(x)ψ(x) τ(t) effectively
splits the original PDE (6) into two ordinary differential equations (ODEs):
τ ′(t)
τ(t)
= λ and
1
ρ(x)ψ(x)
(
− d
dx
[
ρ(x)ψ(x)
]
+
µ2
2
d2
dx2
[
x2ρ(x)ψ(x)
])
= λ, (12)
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for some λ. The first of these two equations is straightforward to solve: the corresponding
general nontrivial solution is a multiple of the exponential function eλt, t > 0; note that this
function is never zero. For the second equation, observe first that from (11) it can be readily
concluded that µ2x2ρ′(x) = 2ρ(x) (1− µ2x). As a result, we obtain
− d
dx
[
ρ(x)ψ(x)
]
+
µ2
2
d2
dx2
[
x2ρ(x)ψ(x)
]
=
= − d
dx
[
ρ(x)ψ(x)
]
+
+
d
dx
[
µ2x ρ(x)ψ(x) +
µ2x2
2
ρ′(x)ψ(x)+
+
µ2x2
2
ρ(x)ψ′(x)
]
(a)
= − d
dx
[
ρ(x)ψ(x)
]
+
+
d
dx
[
µ2x ρ(x)ψ(x) + ρ(x)ψ(x)− µ2x ρ(x)ψ(x)+
+
µ2x2
2
ρ(x)ψ′(x)
]
= − d
dx
[
ρ(x)ψ(x)
]
+
d
dx
[
ρ(x)ψ(x) +
µ2x2
2
ρ(x)ψ′(x)
]
=
µ2
2
d
dx
[
x2ρ(x)ψ′(x)
]
,
where (a) is due to the aforementioned identity µ2x2ρ′(x) = 2ρ(x) (1−µ2x). With this in
mind, the second of the two ODEs (12) becomes
µ2
2
d
dx
[
x2ρ(x)ψ′(x)
]
= λ ρ(x)ψ(x), (13)
which can be recognized as the characteristic equation of the linear differential operator:
D = µ
2
2 ρ(x)
d
dx
x2ρ(x)
d
dx
(14)
i.e., equation (13) determines the eigenvalues λ and the corresponding eigenfunctions ψ(x)
of the operator D. By exactly the same argument it can be shown that the two boundary
conditions (9)–(10) under the substitution p(x, t) = ρ(x)ψ(x) τ(t) convert to
µ2
2
x2 ρ(x)ψ′(x) = 0 to be satisfied as x→ 0+ and as x→ +∞, (15)
where to get rid of τ(t) we used the fact that τ(t) 6= 0 for any t > 0.
Complemented with the two boundary conditions (15), equation (13) is a Sturm–Loiuville
problem. Therefore, by attempting to separate the x and t variables we reduced the original
equation (6) to the Sturm–Loiuville problem (13) subject to two boundary conditions (15).
To emphasize the dependence of ψ(x) on λ let from now on ψ(x, λ) denote the solution
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(eigenfunction) corresponding to the eigenvalue λ. As soon as all eigenvalue-eigenfunction
pairs {λ, ψ(x, λ)} of the operator D are found, the solution p(x, t) to the original equa-
tion (6) is obtained as follows:
p(x, t|r = y) = ρ(x)
∑
k
Ck(y) e
λkt ψ(x, λk), (16)
where the sum is over those of the eigenvalues that make the solution satisfy the boundary
conditions; here Ck(y) are selected from the initial conditions. We note that the sum in the
right-hand side of (16) is not to be interpreted literally, for the spectrum of the operator D
may include both discrete as well as continuous components. As a matter of fact, as we shall
see below, for the equation (6) that we are after the spectrum does have components of either
type, with a gap in between. As a result, expansion (16) generalizes to
p(x, t|r = y) = ρ(x)
{∑
k
Ck(y) e
λkt ψ(x, λk) +
∫
Cλ(y) e
λt ψ(x, λ) dλ
}
, (17)
where the sum reflects the contribution of the discrete part of the spectrum and the integral
accounts for the contribution of the continuous component of the spectrum; cf. (Wong 1964,
Formula (14), p. 266).
The above discussion suggests that determining the eigenvalues λ, i.e., the spectrum
of the operator D, is the essence of the entire separation of variables approach to solve
equation (6). To determine the eigenvalues, note that by integrating (13) through with respect
to x over the interval [0,+∞), and making use of the boundary conditions (15), we obtain
λ
∫ ∞
0
ρ(x)ψ(x, λ) dx = 0,
whence it follows that
either λ = 0 or
∫ ∞
0
ρ(x)ψ(x, λ) dx = 0, (18)
which provides a rule whereby one is to “filter out” the eigenvalues (and then also the cor-
responding eigenfunctions). In fact, it is easy to see that λ = 0 always “works”, and the
corresponding eigenfunction is ψ(x, 0) = 1. The corresponding contribution to the density
p(x, t) expanded as in (16) can be seen to be ρ(x) given by (11), which is the stationary
solution of equation (6).
We also remark that the eigenfunctions corresponding to different eigenvalues are or-
thogonal in the sense that∫ ∞
0
ρ(x)ψ(x, λi)ψ(x, λj) dx = δ(λi − λj), (19)
if λi and λj are both from the continuous part of the spectrum. For the discrete part of
the spectrum the Delta function in right-hand side above is to be replaced with Kronecker’s
Delta δij , 1l{i=j}. We note that this orthogonality property assumes the eigenfunctions
are of unit length, i.e., ‖ψ(·, λ)‖2 = 1, where the length is defined relative to the “weight
function” ρ(x), i.e.,
‖ψ(·, λ)‖2 ,
∫ ∞
0
ρ(x)ψ2(x, λ) dx. (20)
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Next observe that from multiplying (13) through by ψ(x, λ) and integrating both sides
of the resulting equation with respect to x over [0,∞), we obtain
µ2
2
∫ ∞
0
ψ(x, λ)
d
dx
[
x2 ρ(x)
d
dx
ψ(x, λ)
]
dx− λ
∫ ∞
0
ρ(x)ψ2(x, λ) dx = 0,
which, after recognizing the second term in the left-hand side as ‖ψ(·, λ)‖2, i.e., the squared
norm (20) of ψ(x, λ), reduces further to
λ ‖ψ(·, λ)‖2 = µ
2
2
∫ ∞
0
ψ(x, λ)
d
dx
[
x2 ρ(x)
d
dx
ψ(x, λ)
]
dx,
or
λ =
µ2
2
∫ ∞
0
ψ(x, λ)
d
dx
[
x2 ρ(x)
d
dx
ψ(x, λ)
]
dx, (21)
because without loss of generality ψ(x, λ) may be assumed to be of unit length in the sense
of (20), i.e., ‖ψ(·, λ)‖2 = 1.
Next, integration by parts applied to the integral in the right-hand side of (21) reduces
the latter to
λ =
µ2
2
∫ ∞
0
ψ(x, λ)
d
dx
[
x2 ρ(x)
d
dx
ψ(x, λ)
]
dx
=
µ2
2
{
ψ(x, λ)
[
x2 ρ(x)
d
dx
ψ(x, λ)
]∣∣∣∣∞
0
−
∫ ∞
0
x2 ρ(x)
[
d
dx
ψ(x, λ)
]2
dx
}
= −µ
2
2
∫ ∞
0
x2 ρ(x)
[
d
dx
ψ(x, λ)
]2
dx,
where we also used the boundary conditions (15). The obtained result implies that λ 6 0,
i.e., the spectrum must be concentrated in the nonpositive half of the real line.
Now, multiplying (16) through by ψ(x, λj) and integrating with respect to x over the
interval [0,∞), we obtain∫ ∞
0
p(x, t|r = y)ψ(x, λj) dx =
∑
i
Ci(y) e
λit
[∫ ∞
0
ρ(x)ψ(x, λi)ψ(x, λj) dx
]
,
whence, in view of the orthogonality property (19), one can conclude that
Ck(y) e
λkt =
∫ ∞
0
p(x, t|r = y)ψ(x, λk) dx,
and because Ck(y) is to be independent of t, evaluating the integral above at t → 0+ and
making use of the initial condition limt→0+ p(x, t|r = y) = δ(x− y) we obtain
Ck(y) =
∫ ∞
0
δ(x− y)ψ(x, λk) dx = ψ(y, λk).
Therefore, the expansion (16) becomes
p(x, t|r = y) = ρ(x)
∑
k
eλkt ψ(x, λk)ψ(y, λk), (22)
14 Polunchenko and Sokolov
and we observe the symmetry p(x, t|r = y)/ρ(x) = p(y, t|r = x)/ρ(y). Correspondingly,
the more general expansion (17) becomes
p(x, t|r = y) = ρ(x)
{∑
k
eλkt ψ(x, λk)ψ(y, λk) +
∫
eλt ψ(x, λ)ψ(y, λ) dλ
}
, (23)
which is exactly (Wong 1964, Formula (14), p. 266). It is important to note that the expan-
sions (22) and (17) require the eigenfunctions ψ(x, λ) to be of unit length in the sense of
definition (20), i.e., ‖ψ(·, λ)‖2 = 1.
At this point observe that by multiplying, e.g., expansion (22) through by e−λt and then
integrating both sides of the result with respect to t over the interval [0,∞), we obtain
L
{
p(x, t|r = y); t→ λ} , ∫ ∞
0
e−λt p(x, t|r = y) dt
= ρ(x)
∑
k
ψ(x, λk)ψ(y, λk)
λ− λk ,
(24)
which provides an explicit expression for the (temporal) Laplace transform of the sought
pdf p(x, t|r)
The series appearing in the right-hand side of (24) is the cornerstone of the general
method introduced by Weyl (1910) and by Titchmarsh (1962) and then developed further,
e.g., by McKean (1956) and by (Itô and McKean 1974, Section 4.11, pp. 149–150) to solve
a large class of PDEs, including equation (6). Specifically, the series appearing in the right-
hand side of (24) is the Green’s function associated with the differential operator D given
by (14). Consider a one-dimensional time-homogeneous Markov diffusion (Yt)t>0 that sat-
isfies the SDE: dYt = a(Yt) dt + b(Yt) dBt, t > 0, with Y0 = y. Note that the SDE that
governs the GSR statistic (Rrt )t>0 is a special case of the SDE for (Yt)t>0. Let p˜(x, t|y)
denote the transition pdf associated with the process (Yt)t>0. Introduce the differential op-
erator
G , 1
2
b2(x)
∂2
∂x2
+ a(x)
∂
∂x
with
G∗ , 1
2
∂2
∂x2
b2(x)− ∂
∂x
a(x)
being the corresponding adjoint operator. According to the work of Kolmogoroff (1931), the
pdf p˜(x, t|y) satisfies the Kolmogorov forward equation as well as the Kolmogorov back-
ward equation. In terms of the operators G and G∗, the forward equation can be compactly
written as G∗ ◦ p˜ = p˜t, and the operator form of the backward equation is−G ◦ p˜ = pt. One
of the fundamental properties of the operators G and G∗ is that they can be parameterized as
follows
G = 1
m(x)
d
dx
1
s(x)
d
dx
and G∗ = d
dx
1
s(x)
d
dx
1
m(x)
, (25)
where the function s(x) is the solution of the ODE G ◦ s(x) = 0 and the function m(x)
is found from the ODE G∗ ◦ m(x) = 0. The function s(x) is known as the scale measure,
and the function m(x) is referred to as the speed measure. The two ODEs that define the
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scale and the speed measures make the operators G and G∗ self-adjoint with respect to,
respectively, the scale measure and the speed measure. It is easy to see that
s(x) , exp
{
−
∫
2a(x)
b2(x)
dx
}
and m(x) , 2
b2(x) s(x)
, (26)
and, moreover, observe that the equation G∗ ◦ m = 0 is precisely the equation on the
stationary density (as t → +∞) of the process (Yt)t>0. That is, the speed measure m(x)
determines the stationary distribution (if one exists) of the process (Yt)t>0. In particular,
since for our equation (6) we have a(x) ≡ 1 and b(x) = µx, then from (26) we obtain
s(x) = e
2
µ2x and m(x) = e−
2
µ2x
2
µ2x2
, (27)
i.e., the speed measure m(x), as expected, coincides with the stationary density ρ(x) given
by (11). Therefore, by comparing the parametrization (25) of the operator G and the defini-
tion (14) of the operator D, we see that the characteristic equation G ◦ ϕ(x) = λϕ(x) is
equivalent to the equation D ◦ ϕ(x) = λϕ(x) given explicitly by (13).
The right-hand side of (24) can be recognized as the Green’s function Gλ(x, y) associ-
ated with the differential operator D given by (14). More specifically, the Green’s function
is defined as the solution of the equation D ◦ Gλ(x, y) = δ(x − y). The Green’s function
has a simple physical interpretation: if the operator D describes the evolution in time of the
state of a system, then the Green’s function Gλ(x, y) captures the response of the system to
a unit “shock”.
More importantly, the Green’s function Gλ(x, y) is obtainable (see, e.g., Borodin and
Salminen 2002, p. 19) explicitly via the formula
Gλ(x, y) =
m(x)
wλ
ϕ+(min{x, y}, λ)ϕ−(max{x, y}, λ)
=
m(x)
wλ
{
ϕ+(y, λ)ϕ−(x, λ), if y 6 x;
ϕ+(x, λ)ϕ−(y, λ), if y > x,
(28)
where m(x) is the speed measure (26), ϕ+(x, λ) and ϕ−(x, λ) are two independent solu-
tions of the homogeneous (second order) Sturm–Loiuville equation G ◦ ϕ(x) = λϕ(x),
and
wλ = − 1
s(x)
W {ϕ+(x, λ), ϕ−(x, λ)} , (29)
with ∫(x) being the scale measure (26) andW {f(x), g(x)} denoting the Wronskian
W {f(x), g(x)} , det
[
f(x) g(x)
f ′(x) g′(x)
]
= f(x) g′(x)− g(x) f ′(x). (30)
We would like to note that the ± notation in ϕ+(x, λ) and ϕ−(x, λ) is to indicate that
the + function is increasing in x and the − function is decreasing in x. This distinction
makes the two functions ϕ+(x, λ) and ϕ−(x, λ) unique, although up to a constant factor,
which is irrelevant because of the division by the Wronskian wλ. Also, note that the scale
measure s(x)-adapted Wronskian wλ is independent of x.
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Once the Green’s function is found from formula (28), it is a matter of taking the inverse
Laplace transform of it with respect to λ to recover the density p˜(x, t|y). Specifically, the
inversion formula is
p˜(x, t|y) = L−1{Gλ(x, y);λ→ t} , 1
2piı
∫ γ+ı∞
γ−ı∞
eλtGλ(x, y) dλ, (31)
whereGλ(x, y) is to be understood as the analytic continuation of the Green’s function (28)
and the integration is performed along the contour parallel to the imaginary axis and located
in the right half-plane. The standard practice to carry out the integration is to invoke the
Residue Theorem. As a matter of fact, by comparing (24) and (31) one can see that the poles
of the Green’s function will yield the eigenvalues while the respective residues will con-
tribute to the value of the integral, i.e., to the pdf p˜(x, t|y). Obtaining the eigenvalues as the
poles of the Green’s function is generally easier than using (18) above. This is the corner-
stone of the Weyl–Titchmarsh framework to treat the Sturm–Liouville problem; see Weyl
(1910) and Titchmarsh (1962).
A few remarks are now in order. First, note that our normalization constraint (7) as-
sumes that the pdf p(x, t|r)—or the more general pdf p˜(x, t|y)—is defined with respect to
the Lebesgue measure dx and not with respect to the speed measure m(x) dx given by (27),
which we obtained from the definition (26). However, the speed measure m(x) dx is in-
cluded in the formula (28) for the Green’s functionGλ(x, y). This is slightly different from,
e.g., Borodin and Salminen (2002), who define the pdf with respect to the speed measure
m(x) dx, so that the formula (28) for the Green’s function does not have the factor m(x).
Second, note that by construction (28) the Green’s function Gλ(x, y) exhibits the fol-
lowing property: Gλ(x, y)/m(x) is symmetric with respect to interchanging x and y, i.e.,
Gλ(x, y)/m(x) ≡ Gλ(y, x)/m(y) for all x, y > 0. A direct consequence of this is that pdf
p(x, t|r)—or the more general pdf p˜(x, t|y)—also exhibits the same type of symmetry, i.e.,
p(x, t|y)/m(x) ≡ p(y, t|x)/m(y). In fact, this is consistent with the expansions (17)–(23)
which also yield this result.
In addition, it is also noteworthy that since in the formula (28) for the Green’s func-
tion Gλ(x, y) the eigenfunctions are standardized by their Wronskian wλ, it follows that
the eigenfunctions ψ±(x, λ) need not be “one unit long” with the length defined by the
norm (20). This is in stark contrast with (Wong 1964, Formula (14), p. 266) which is the
expansion (23) we derived above.
We shall now apply the Green’s function framework to our equation (6), which we al-
ready reduced to equation (13). To that end, let us first define u , u(x) = 2/(µ2x) so that
x = 2/(µ2u) and rewrite equation (13) with x changed to u. Specifically, since
ux ,
du(x)
dx
= −µ
2u2
2
and
2
µ2x2
=
µ2u2
2
,
so that
ψx(x) = −µ
2u2
2
ψu(u) and ψxx(x) = u2
(
µ2u
2
)2
ψuu(u) + 2u
(
µ2u
2
)2
ψu(u),
we can see that under the change of variables x 7→ u , u(x) equation (13) takes the form
u2 ψuu(u) + u (2− u)ψu(u) + λ 2
µ2
ψ(u) = 0, (32)
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which under the substitution
ψ(u) =
e
u
2
u
ξ(u), with ξ(u) at least twice differentiable, (33)
converts further to
ξuu(u) +
{
−1
4
+
1
u
+
1/4− α2(λ)
u2
}
ξ(u) = 0, (34)
where
α , α(λ) =
√
1
4
+
2λ
µ2
and λ , λ(α) = µ
2
8
(4α2 − 1). (35)
Equation (34) is a particular case of the so-called Whittaker equation
ξzz(z) +
{
−1
4
+
a
z
+
1/4− b2
z2
}
ξ(z) = 0, a, b, z ∈ C, (36)
which is a self-adjoint equation that emerged from the work of Whittaker (1904); see,
e.g., (Buchholz 1969, Chapter I). Specifically, Whittaker (1904) introduced his equation
as a form of the Kummer equation, which is satisfied by the confluent hypergeometric func-
tions. See, e.g., Slater (1960). Whittaker’s (1904) equation (36) is used to define the now-
well-known two Whittaker functions Wa,b(z) and Ma,b(z) as its two independent (fun-
damental) solutions; note that Whittaker’s equation (36) is a second-order ODE. Since our
equation (34) is a special case of Whittaker’s equation (36), the eigenfunctions ϕ(x) are ex-
pressible through the Whittaker W and M functions with appropriately chosen indices and
argument. Hence, let us briefly pause our derivation of the density p(x, t|r) and summarize
certain essential properties of the two Whittaker functions.
Let us first consider the WhittakerMa,b(z) function. It is defined provided 2b 6= −2n−
1, n ∈ N ∪ {0}. Under the latter assumption Ma,b(z) is an analytic function, whatever
be a, z ∈ C. Otherwise, if the condition on the second index b is violated, the Whittaker
Ma,b(z) function experiences a simple pole. To avoid this problem, the regularized Whit-
taker functionMa,b(z) , Ma,b(z)/Γ (1 + 2b) was introduced, which is a well-behaved
function for any b ∈ C. Here and onward Γ (z) denotes the well-known Gamma function.
SinceMa,b(z) is analytic for all a, b, z ∈ C, and as a multiple of theMa,b(z) function also
solves Whittaker’s equation (36), we shall from now on deal with theMa,b(z) function.
The Whittaker Wa,b(z) function is defined from the Ma,b(z) function as follows:
Wa,b(z) =
Γ (−2b)
Γ (1/2− b− a)Ma,b(z) +
Γ (2b)
Γ (1/2 + b− a)Ma,−b(z); (37)
cf., e.g., (Abramowitz and Stegun 1964, Identity 13.1.34, p. 505). The Wa,b(z) function is
analytic for all a, b, z ∈ C. It can be readily observed from the definition that Wa,b(z) =
Wa,−b(z), and this symmetry will play an important role in the sequel.
Another important property of the two Whittaker functions is their Wronskian. Specifi-
cally, according to, e.g., (Buchholz 1969, Formula (33), p. 25), we have
W{Wa,b(z),Ma,b(z)} = 1
Γ (b− a+ 1/2) , (38)
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whence one can see that when b − a + 1/2 is either zero or a negative integer, the Gamma
function in the denominator has a simple pole, and the Whittaker functions become depen-
dent. In that case, the Whittaker functions degenerate to a type of polynomial known as the
Laguerre polynomial; the latter polynomials are constructed from the standard monomial
basis {1, x, x2, . . . , xn, . . .} by the Gram–Schmidt procedure and form an orthonormal ba-
sis on x ∈ R+ with respect to the measure e−xdx.
Let us now return to our equation (32). From (36), (34), and (33), one can see that the
two solutions to our equation (32) are as follows:
ψ1(u, λ) =
e
u
2
u
W1,α(u) and ψ2(u, λ) =
e
u
2
u
M1,α(u) with u = 2
µ2x
, (39)
whence, by performing the back substitution x = 2/(µ2u), we finally arrive at the nonnor-
malized eigenfunctions
ψ1(x, λ) = e
1
µ2x
µ2x
2
W1,α
(
2
µ2x
)
and ψ2(x, λ) = e
1
µ2x
µ2x
2
M1,α
(
2
µ2x
)
, (40)
where x > 0 and α , α(λ) is given by (35).
Let us now classify the two eigenfunctions, i.e., identify the increasing one and the
decreasing one. This requires looking at the behavior of each of the two eigenfunctions at
the boundaries, viz. as x → 0+ and as x → +∞. To that end, observe that, on the one
hand, since
Wa,b(x) ∼ Γ (2b)
Γ (b− a+ 1/2) x
−b+12 e−
x
2 as x→ 0+, and
Ma,b(x) ∼ 1
Γ (1 + 2b)
xb+
1
2 e−
x
2 as x→ 0+,
it follows at once that limx→+∞ ψ1(x, λ) =∞ and limx→+∞ ψ2(x, λ) = 0. On the other
hand, from the asymptotic properties
Wa,b(x) ∼ xa e−
x
2 as x→ +∞, and
Ma,b(x) ∼ 1
Γ (b− a+ 1/2) x
−a e
x
2 as x→ +∞,
we obtain that limx→0+ ψ1(x, λ) = 1 and limx→0+ ψ2(x, λ) =∞.
Therefore, we find that ψ+(x, λ) ≡ ψ1(x, λ) and ψ−(x, λ) ≡ ψ2(x, λ), or more ex-
plicitly
ψ+(x, λ) = e
1
µ2x
µ2x
2
W1,α
(
2
µ2x
)
and ψ−(x, λ) = e
1
µ2x
µ2x
2
M1,α
(
2
µ2x
)
, (41)
where x > 0 and α , α(λ) is given by (35); cf., e.g., (Linetsky 2007, Subsection 4.6.1,
p. 276–276).
The next step is to find the Wronskian W{ψ+(x, λ), ψ−(x, λ)} and then obtain the
speed-measure s(x)-adapted Wronskian wλ given by (29); recall that for f(x) and g(x)
sufficiently smooth the Wronskian W{f(x), g(x)} is defined by (30). To that end, it will
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prove convenient to temporarily go back to the variable u , u(x) = 2/(µ2x). Specifically,
since ψ+(x, λ) ≡ ψ1(x, λ) and ψ−(x, λ) ≡ ψ2(x, λ), then from (39) we have
W{ψ+(u, λ), ψ−(u, λ)} =W {eu2
u
W1,α(u),
e
u
2
u
M1,α(u)
}
(a)
= −W
{
e
u
2
u
M1,α(u), e
u
2
u
W1,α(u)
}
(b)
= −e
u
u2
W{M1,α(u),W1,α(u)}
(c)
=
eu
u2Γ (α− 1/2) ,
where (a) is because W{f(x), g(x)} = −W{g(x), f(x)}, which is easy to see directly
from the definition (30) of the Wronskian, for (b) we used (Buchholz 1969, Formula (35),
p. 26), as per whichW{f(z)Ma,b(z), f(z)Wa,b(z)} = f2(z)W{Ma,b(z),Wa,b(z)},
and (c) is due to (38).
Next, from the foregoing and the obvious identityW{f(x), g(x)} = uxW{f(u), g(u)},
for the Wronskian in terms of x we obtain
W{ψ+(x, λ), ψ−(x, λ)} = −e 2µ2x µ2
2Γ (α− 1/2) ,
and consequently using (27) and (29) it follows that
wλ ,
1
s(x)
W{ψ+(x, λ), ψ−(x, λ)} = µ2
2Γ (α− 1/2) , (42)
where α , α(λ) is given by (35).
We are now ready to write down the Green’s function in a closed form. Specifically,
together (42), (41) and (28) yield
Gλ(x, y) = e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
Γ
(
α− 1
2
)
×
× W1,α
(
2
µ2 min{x, y}
)
M1,α
(
2
µ2 max{x, y}
)
, x, y > 0,
(43)
where α , α(λ) is as in (35) with λ > 0. Up to the notation, the result is in agree-
ment with, e.g., (Donati-Martin et al 2001, Theorem 3.1, p. 185), (Linetsky 2006, Proposi-
tion 3.2, p. 261). See also, e.g., (Linetsky 2007, Section 4.6, pp. 276–282). Moreover, since
W1,b(x) ∼ x e−
x
2 as x→ +∞, then from (43) for r = y → 0+ we obtain
Gλ(x, 0) = e
− 1µ2x 2
µ2x
Γ
(
α− 1
2
)
M1,α
(
2
µ2x
)
, x > 0, (44)
which (up to the notation) is consistent with (Linetsky 2006, Proposition 3.2, pp. 261–262).
Now that Gλ(x, y) is available explicitly, we are all set to proceed to finding p(x, t|r =
y) asL−1
{
Gλ(x, y);λ→ t
}
, forL
{
p(x, t|r = y); t→ λ} = Gλ(x, y), as was mentioned
earlier. Thus, the problem now is to find the Bromwich integral
p(x, t|r = y) = L−1{Gλ(x, y);λ→ t} , 1
2piı
lim
T→+∞
∫ γ+ıT
γ−ıT
eλtGλ(x, y) dλ, (45)
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where γ > 0.
To compute the Bromwich integral, let us devise the Residue Theorem, which is the
standard approach to invert a Laplace transform. Specifically, recall that if C is a positively
oriented simple closed path in the complex plane, then by the Residue Theorem we have∮
C
eλtGλ(x, y) dλ = 2piı
∑
k
eλkt Resλ=λk Gλ(x, y), (46)
where λk ∈ C are the singularity points of the Green’s function Gλ(x, y) viewed as a
function of λ, and Resλ=λk Gλ(x, y) , limλ→λk(λ − λk)Gλ(x, y) are the respective
residues; note that the poles λk are to lie within the contour C.
To design the contour C, note that since the Whittaker functions Wa,b(z) andMa,b(z)
are both analytic functions for all a, b, z ∈ C, then from formula (43) for the Green’s func-
tion Gλ(x, y) we see that “trouble” under the Browmich integral (45) can only come from
two sources:(a) the Gamma function factor Γ (α(λ)−1/2), and (b) the square root function
lurking in α(λ) given by (35).
More specifically, with regard to the Gamma function factor Γ (α(λ) − 1/2) in the
formula (43) for the Green’s function Gλ(x, y), recall that, for the Gamma function Γ (z) a
pole occurs when the argument z is either zero or a negative integer. Therefore, since in our
case the equation α(λn)− 1/2 = −n+ 1, where n ∈ N, is satisfied only for n = 1 and the
solution is λ1 = 0, as can be seen from (35), the Gamma function factor Γ (α(λ) − 1/2)
ends up having a (simple) pole at λ = 0, and the Green’s function Gλ(x, y) has no other
poles. However, since α(λ) given by (45) involves a square root, which is a multi-valued
function when λ ∈ C, in addition to the pole at λ = 0, the Green’s function Gλ(x, y) also
has a branch cut. That is the second “source of trouble” under the Browmich integral (45).
Specifically, the branch point opening the cut is λ = −µ2/8 which is the solution of the
equation α(λ) = 0 and the cut extends left of the branch point to−∞ along the negative real
semiaxis. Formally, from (35) we see that the branch cut can be parameterized as follows:
λβ , −µ
2
8
(1 + 4β2) with β > 0, so that α , α(λβ) = ±ıβ. (47)
In view of the above, let us pick the contour C , C(T ), T > 0, as shown in Figure 2.
For this contour, we have∮
C(T )
eλtGλ(x, y) dλ =
∫ γ+ıT
γ−ıT
eλtGλ(x, y) dλ+
+
∫
C+arc(T )∪C−arc(T )
eλtGλ(x, y) dλ+
+
∫
`+(T )
eλtGλ(x, y) dλ+
∫
`−(T )
eλtGλ(x, y) dλ,
(48)
and, moreover, for the Bromwich integral (45) we can safely set γ = 0+, because the
Green’s function Gλ(x, y) is singularity-free to the right of the imaginary axis. As a matter
of fact, the same conclusion can also be reached from the observation made above that the
spectrum λ of the operator D is concentrated on the negative real semiaxis (starting from
zero).
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ℜ(λ)
ℑ(λ)
C+arc(T )
C−arc(T )
ℓ−(T )
ℓ+(T )
γ + ıT
γ − ıT
Bromwich Path
Branch Cut
Pole
(λ = 0)
Branch Point
(λ = −µ2/8)
bcb
Fig. 2: Bromwich contour C , C(T ), T > 0, for Laplace transform inversion.
Since the contour C(T ) shown in Figure 2 encloses only one pole, viz. at λ = 0, what-
ever be T > 0, the loop around the branch point contributes nothing, and the integrals over
the arc segments C+arc(T ) and C−arc(T ) vanish as T → +∞, from (46) and (48) we obtain
lim
T→+∞
1
2piı
∫ γ+ıT
γ−ıT
eλtGλ(x, y) dλ = Resλ=0Gλ(x, y)−
− lim
T→+∞
1
2piı
{∫
`+(T )
eλtGλ(x, y) dλ+
∫
`−(T )
eλtGλ(x, y) dλ
}
.
(49)
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Let us first find Resλ=0Gλ(x, y). To that end, observe that sinceWa,b(z) andMa,b(z)
are analytic for all a, b, z ∈ C, from (43) and the fact that limλ→0 α(λ) = 1/2, we have
Resλ=0Gλ(x, y) , lim
λ→0
{
λGλ(x, y)
}
= e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
×
×
{
lim
λ→0
λΓ
(
α(λ)− 1
2
)}
×
×W
1,
1
2
(
2
µ2 min{x, y}
)
M
1,
1
2
(
2
µ2 max{x, y}
)
= e
− 2µ2x 2
µ2x2
2
µ2
lim
λ→0
λΓ
(
α(λ)− 1
2
)
,
(50)
for
M
1,
1
2
(z) = W
1,
1
2
(z) = z e−
z
2 , so that M
1,
1
2
(z) =
M
1,
1
2
(z)
Γ (2)
= z e−
z
2 ,
which can be concluded from
M
a,a−12
(z) = W
a,a−12
(z) = za e−
z
2 ,
given, e.g., by (Buchholz 1969, Identity (28a), p. 23).
To find limλ→0
{
λΓ (α(λ)−1/2)} and thus complete the evaluation of Resλ=0Gλ(x, y)
from (50), recall the so-called Euler limit representation of the Gamma function
Γ (z) =
1
z
∞∏
n=1
[(
1 +
1
n
)z /(
1 +
z
n
)]
,
given, e.g., (Gradshteyn and Ryzhik 2007, Formula 8.322, p. 894). This reforestation makes
it apparent that the Gamma function’s pole at z = 0 is entirely due to the factor 1/z in front
of the infinite product; the other poles at z = −n, n ∈ N, come from the denominator under
the infinite product, and this denominator is a well-behaved function around z = 0. Hence,
we obtain
lim
λ→0
λΓ (α(λ)− 1/2) = lim
λ→0
{
λ
α(λ)− 1/2×
×
∞∏
n=1
(1 + 1
n
)α(λ)−12 /(
1 +
α(λ)− 1/2
n
)}
= lim
λ→0
λ
α(λ)− 1/2 =
µ2
2
,
because from (35) it easy to see that
α(λ) , 1
2
√
1 +
8λ
µ2
=
1
2
{
1 +
4
µ2
λ+O(λ2)
}
as λ→ 0.
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We finally obtain
Resλ=0Gλ(x, y) = e
− 2µ2x 2
µ2x2
, x, y > 0, (51)
and we hasten to note the equality of Resλ=0Gλ(x, y) to the stationary distribution ρ(x) ,
limt→+∞ p(x, t|r) given by (11), which we recall was obtained directly from the Kol-
mogorov forward equation (6) by assuming that p(x, t|r) is independent of time. This equal-
ity is no coincidence: the fact that Gλ(x, y) = L
{
p(x, t|r = y); t→ λ} and the final value
theorem for Laplace transforms, manifested in the statement
lim
t→+∞
f(x, t) = lim
λ→0
λL
{
f(x, t); t→ λ},
readily imply that ρ(x) = limλ→0
{
λGλ(x, y)
}
, Resλ=0Gλ(x, y). This is an alterna-
tive way to find the stationary density ρ(x) , limt→+∞ p(x, t|r).
Let us now evaluate the integrals above and below the branch cut, i.e., the integrals along
the segments `+(T ) and `−(T ), respectively, as shown in Figure 2. To that end, under the
parametrization λβ given by (47) of the branch cut, the segment `+(T ) is described by the
equation λ = |λβ | eıpi , β ∈ [0, T ], and the segment `−(T ) is described by the equation
λ = |λβ | e−ıpi , β ∈ [0, T ]. Hence, along the segment `+(T ) we have α(λβ) = ıβ, while
along the segment `−(T ) we have α(λβ) = −ıβ. This change of sign that the square root
function buried in the definition (35) of α(λ) undergoes as we pass from the upper half-
place to the lower half-plane was the reason to introduce the ± notation in `±(T ). Since in
either case from (47) we have dλ = dλβ = −µ2βdβ, then for T → +∞ we obtain
lim
T→+∞
{∫
`+(T )
eλtGλ(x, y) dλ+
∫
`−(T )
eλtGλ(x, y) dλ
}
=
= µ2 e−
µ2t
8
{∫ ∞
0
e−
µ2t
2 β
2
[
Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)eıpi
]
β dβ−
−
∫ ∞
0
e−
µ2t
2 β
2
[
Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)e−ıpi
]
β dβ
}
,
(52)
because the segment `−(T ) is traversed “backwards”.
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Next, for the magnitude of the jump across the branch cut we obtain
Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)eıpi
−Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)e−ıpi
=
= e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
×
×
{
Γ
(
ıβ − 1
2
)
W1,ıβ
(
2
µ2 min{x, y}
)
M1,ıβ
(
2
µ2 max{x, y}
)
−
− Γ
(
−ıβ − 1
2
)
W1,−ıβ
(
2
µ2 min{x, y}
)
M1,−ıβ
(
2
µ2 max{x, y}
)}
= e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
W1,ıβ
(
2
µ2 min{x, y}
)
×
×
{
Γ
(
ıβ − 1
2
)
M1,ıβ
(
2
µ2 max{x, y}
)
−
− Γ
(
−ıβ − 1
2
)
M1,−ıβ
(
2
µ2 max{x, y}
)}
,
(53)
where to pull out the WhittakerW function we used the latter’s symmetry propertyWa,b(z) =
Wa,−b(z) valid for all a, b, z ∈ C, and, as we explained above, this property is a conse-
quence of the relation (37) between the Whittaker W and M functions. As another implica-
tion of the relation (37), note that for a = 1 and b = ıβ it takes the form
W1,ıβ(z) =
Γ (−2ıβ)
Γ (−ıβ − 1/2) M1,ıβ(z) +
Γ (2ıβ)
Γ (ıβ − 1/2) M1,−ıβ(z), (54)
whence, because the two terms in the right-hand side are complex conjugates of each other,
one may deduce that W1,ıβ(z) must necessarily be real-valued.
Moreover, with the help of (54), we can simplify (53) as follows:
Γ (ıβ − 1/2)M1,ıβ(z)− Γ (−ıβ − 1/2)M1,−ıβ(z) =
(a)
=
Γ (ıβ − 1/2)
Γ (1 + 2ıβ)
M1,ıβ(z)− Γ (−ıβ − 1/2)
Γ (1− 2ıβ) M1,−ıβ(z)
=
Γ (ıβ − 1/2)Γ (−ıβ − 1/2)
Γ (2ıβ)Γ (−2ıβ)
{
Γ (2ıβ)Γ (−2ıβ)
Γ (−ıβ − 1/2)Γ (1 + 2ıβ) M1,ıβ(z)−
− Γ (2ıβ)Γ (−2ıβ)
Γ (ıβ − 1/2)Γ (1− 2ıβ) M1,−ıβ(z)
}
(b)
=
Γ (ıβ − 1/2)Γ (−ıβ − 1/2)
2ıβ Γ (2ıβ)Γ (−2ıβ) ×
×
{
Γ (−2ıβ)
Γ (−ıβ − 1/2) M1,ıβ(z) +
Γ (2ıβ)
Γ (ıβ − 1/2) M1,−ıβ(z)
}
(c)
=
Γ (ıβ − 1/2)Γ (−ıβ − 1/2)
2ıβ Γ (2ıβ)Γ (−2ıβ) W1,ıβ(z),
(55)
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where (a) is due to the fact that Ma,b(z) , Ma,b(z)/Γ (1 + 2b) which we mentioned
previously, for (b) we used the recurrence Γ (1 + z) = zΓ (z) rewritten in the form Γ (1 ±
2ıβ) = ±2ıβΓ (±2ıβ), and (c) is an implication of (54).
Next, from the identity
Γ (ıx)Γ (−ıx) = pi
x sinh(pix)
, x ∈ R,
given, e.g., by (Abramowitz and Stegun 1964, Formula 6.1.29, p. 256) or by (Gradshteyn
and Ryzhik 2007, Formula 8.332.1, p. 896), we obtain
Γ (2ıβ)Γ (−2ıβ) = pi
2β sinh(2piβ)
, (56)
which then goes over into (55) accompanied by the well-known fact that Γ (z) = Γ (z¯)
given, e.g., by (Abramowitz and Stegun 1964, Identity 6.1.23, p. 256), so that |Γ (z)|2 ,
Γ (z)Γ (z) = Γ (z)Γ (z¯), where z¯ denotes the complex conjugate of z ∈ C and |z| stands
for the absolute value of z ∈ C, to finally yield
Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)eıpi
−Gλ(x, y)
∣∣∣∣∣
λ=
µ2
8 (1+4β
2)e−ıpi
=
= e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
×
×
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 β sinh(2piβ)×
× W1,ıβ
(
2
µ2 max{x, y}
)
W1,ıβ
(
2
µ2 min{x, y}
)
= e
− 1µ2x 2
µ2x
e
1
µ2y
µ2y
2
×
×
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 β sinh(2piβ)W1,ıβ ( 2µ2x
)
W1,ıβ
(
2
µ2y
)
,
(57)
where x, y, β > 0.
We are now in a position to put all of the above together, namely, combine (57), (52), (51),
(49) and (45), and write down the sought-after density, p(x, t|r), in a closed form. Specifi-
cally, we obtain:
p(x, t|r = y) = e−
2
µ2x
2
µ2x2
[
1 + e−
µ2t
8 e
1
µ2x e
1
µ2y
µ2x
2
µ2y
2
1
pi2
×
×
∫ ∞
0
e−
µ2t
2 β
2
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 β sinh(2piβ)×
× W1,ıβ
(
2
µ2x
)
W1,ıβ
(
2
µ2y
)
dβ
]
, x, y, t > 0;
(58)
cf., e.g., (Linetsky 2006, Proposition 3.3, p. 262), (Linetsky 2007, Subsection 4.6.1, pp. 276–
279). We would like to reiterate thatW1,ıβ(z) is purely real. We also observe that p(x, t|r =
y)/m(x), where m(x) is the speed measure given by (27), is symmetric with respect to in-
terchange of x > 0 and y > 0 for all t > 0; that is, p(x, t|r = y)/m(x) = p(y, t|r =
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x)/m(y), for all x, y, t > 0. This is an expected property, and is a direct consequence of
the aforementioned fact that Gλ(x, y)/m(x) = Gλ(y, x)/m(y) for all x, y, t > 0. More-
over, since ρ(x) = m(x), where ρ(x) , limt→+∞ p(x, t|r = y) is the stationary density
given by (11), one can conclude that p(x, t|r = y)/ρ(x) is also symmetric with respect to
interchange of x > 0 and y > 0, for all t > 0.
Formula (58) is the main result of this paper. As complex as it may seem, the formula is
exact and has a completely transparent structure: p(x, t|r) is the sum of the stationary pdf
ρ(x) , limt→+∞ p(x, t|r) given by (11) and a term that dies off with time. Furthermore,
despite the seemingly high complexity, formula (58) is amenable to numerical evaluation “as
is” using Mathematica. The corresponding numerical study is offered in Section 5 below.
As a basic “sanity check”, let us now use formula (58) for p(x, t|r) to show that the
latter does, in fact, integrate to unity (the integration is with respect to x), i.e., satisfy the
normalization constraint (7). To that end, from the identity∫ ∞
0
e−
z
2 zcWa,b(z)
dz
z
=
Γ (c+ 1/2− b)Γ (c+ 1/2 + b)
Γ (c− a+ 1) ,
which holds for all complex a, b and c such that<(c+1/2±b) > 0, as given, e.g., by (Grad-
shteyn and Ryzhik 2007, Identity 7.621.11, p. 823) or by (Slater 1960, Identity (3.6.14), p. 53),
one may deduce that∫ ∞
0
e
− 1µ2x W1,ıβ
(
2
µ2x
)
dx
x
=
∫ ∞
0
e−
u
2 W1,ıβ(u)
du
u
= 0 (59)
because 1/Γ (0) = 0. Therefore, by integrating both sides of (58) with respect to x over
[0,∞) and interchanging the order of integration, the contribution of the integral term in the
right-hand side of (58) is easy to see to be zero. Hence, the normalization constraint (7) does
check out. Moreover, the same argument (59) can be also used to confirm that the stationary
density ρ(x) , limt→+∞ p(x, t|r) given by (11) solves the equation∫ ∞
0
p(x, t|r = y) ρ(y) dy = ρ(x) for all x > 0,
which can be used as a definition of the stationary distribution ρ(x) alternative to the tem-
poral limit definition ρ(x) , limt→+∞ p(x, t|r).
To slightly lighten formula (58), observe that since∣∣∣∣Γ (ıx− 12
)∣∣∣∣2 = 4pi(1 + 4x2) cosh(pix) ,
as given, e.g., by (Becker 2004, Identity (51), p. 769), and sinh(2x) = 2 sinh(x) cosh(x),
we obtain that ∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 β sinh(2piβ) = 8piβ sinh(piβ)1 + 4β2 , (60)
and, therefore, formula (58) can be rewritten equivalently as:
p(x, t|r = y) = e−
2
µ2x
2
µ2x2
[
1 + e−
µ2t
8 e
1
µ2y e
1
µ2x
µ2y
2
µ2x
2
8
pi
×
×
∫ ∞
0
e−
µ2t
2 β
2 β sinh(piβ)
1 + 4β2
×
× W1,ıβ
(
2
µ2x
)
W1,ıβ
(
2
µ2y
)
dβ
]
, x, y, t > 0.
(61)
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The formula is slightly easier to implement on a computer because the number of spe-
cial functions involved in it is one fewer compared to that involved in the formula (58) that
we obtained first. More importantly, as we shall demonstrate in the next section, represen-
tation (61) of p(x, t|r) is simpler to Laplace-transform (with respect to time) than represen-
tation (58). Specifically, the aim of the next section is “cross-check” the results obtained in
this section against similar results established previously elsewhere, and one of the obvious
such “cross-checks” is to find L
{
p(x, t|r = y); t → λ} directly to show that the answer is
indeed Gλ(x, y) given by (43).
Let us now show that the obtained formula, namely formula (58), for p(x, t|r) can also
be obtained from the expansion (23) used by Wong (1964). To that end, first note that on
the two types of eigenfunctions ψ1(x, λ) and ψ2(x, λ) given by (40), only the first one
fulfills (18), which can be seen from (59). More importantly, recall that, unlike the Green’s
function approach, formula (23) requires the eigenfunctions to be normalized according
to (19). Therefore, ψ1(x, λ) has to be normalized according to (19). To that end, we use the
orthogonality property of the Whittaker W function∫ ∞
0
Wa,ıb1(z)Wa,ıb2(z)
dz
z2
=
2pi Γ (2ıb1)Γ (−2ıb2)
Γ (1/2− a+ ıb1)Γ (1/2− a− ıb2) δ(b1 − b2), (62)
where b1, b2 > 0; cf. (Grosche 1988, Formula III.23, p. 125) or (Szmytkowski and Bielski
2010, Formula (1.2), p. 740, and Formula (3.18), p. 743). Specifically, since∫ ∞
0
ρ(x)ψ(x, λ1)ψ(x, λ2) dx =
∫ ∞
0
2
µ2x2
e
− 2µ2x ψ(x, λ1)ψ(x, λ2) dx
=
∫ ∞
0
e−u ψ(u, λ1)ψ(u, λ2) du with u =
2
µ2x
,
then using (62) and (41) with λ1 = λβ1 and λ2 = λβ2 selected from the branch cut
parametrization (47), we readily obtain∫ ∞
0
ρ(x)ψ(x, λβ1)ψ(x, λβ2) dx =
∫ ∞
0
W1,ıβ1(u)W1,ıβ2(u)
du
u2
= 2pi
Γ (2ıβ1)Γ (−2ıβ2)
Γ (−1/2 + ıβ1)Γ (−1/2− ıβ2) δ(β1 − β2),
whence
‖ψ(·, λ = λβ)‖2 , 1
2pi
∣∣∣∣Γ (ıβ − 1/2)Γ (2ıβ)
∣∣∣∣2 , (63)
where we again used the well-known fact that Γ (z) = Γ (z¯) so that |Γ (z)|2 , Γ (z)Γ (z) =
Γ (z)Γ (z¯). The obtained expression can be simplified further with the help of identity (56).
Specifically, the latter plugged in to (63) gives
‖ψ(·, λ = λβ)‖2 = 1
pi
β sinh(2piβ)
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 ,
and, as a result, we finally arrive at the formula for the eigenfunction
ψ(x, λβ) = e
1
µ2x
µ2x
2
1
pi
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣√β sinh(2piβ)W1,ıβ ( 2µ2x
)
, x > 0, (64)
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where we reiterate that λβ and β > 0 are as in (47) above. This is precisely the form ob-
tained by Wong (1964) for the eigenfunctions. It is also worth reiterating that the symmetry
Wa,b(z) = Wa,−b(z) implies that W1,ıβ(x) is real-valued. Moreover, it also implies that
ϕ(x, λβ) is an even function of β.
Furthermore, if we use (60) in (64), then the following alternative representation of the
eigenfunction ψ(x, λβ) can be obtained:
ψ(x, λβ) = e
1
µ2x
µ2x
2
√
8β sinh(piβ)
pi(1 + 4β2)
W1,ıβ
(
2
µ2x
)
, x > 0,
which, if plugged into the expansion (23), will yield formula (61).
To conclude this section, let us find p(x, t|r = 0) as the special case of formula (58)
with r = y → 0+. The interest in p(x, t|r = 0) is obvious: it is the P∞-transition pdf of the
original SR statistics (with no headstart). Specifically, the asymptotic property W1,b(x) ∼
x e−
x
2 valid for x→ +∞ implies that for y → 0+ formula (58) reduces to
p(x, t|r = 0) = e−
2
µ2x
2
µ2x2
[
1 + e−
µ2t
8 e
1
µ2x
µ2x
2
1
pi2
×
×
∫ ∞
0
e−
µ2t
2 β
2
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2×
× β sinh(2piβ)W1,ıβ
(
2
µ2x
)
dβ
]
, x, t > 0.
(65)
Up to the notation, this formula—though obtained in a completely different way and un-
der an entirely different motivation—is a special case of (Monthus and Comtet 1994, For-
mula (5.5), p. 643) and of (Comtet et al 1998, Formulae (72)&(73), p. 264).
By exactly the same argument as the one we used to rewrite formula (58) equivalently
in the form given by (61), formula (65) can too be equivalently rewritten as:
p(x, t|r = 0) = e−
2
µ2x
2
µ2x2
[
1 + e−
µ2t
8 e
1
µ2x
µ2x
2
8
pi
×
×
∫ ∞
0
e−
µ2t
2 β
2 β sinh(piβ)
1 + 4β2
W1,ıβ
(
2
µ2x
)
dβ
]
, x, t > 0.
(66)
Alternatively, one can also pass (61) to the limit as r = y → 0+ and use the fact that
W1,b(x) ∼ x e−
x
2 as x → +∞ to make the transition from (65) to (66). Representa-
tion (66) will prove useful in the next section to demonstrate consistency with analogous
results established earlier.
4 Discussion of the Main Result
As we mentioned earlier, the main result of this work has been previously obtained in other
disciplines. However, since not only the context and motivation for the result in these other
disciplines were different, but also the methodology used to get it, the result was obtained in
a form different from that we obtained. This brings about the obvious question of consistency
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of the result across its various versions available in the literature. It is to address this question
that is the aim of this section.
Let us first show directly that the temporal Laplace transform of the density p(x, t|r =
y), which we found explicitly in Section 3, does, in fact, coincide with the Green’s function
Gλ(x, y), which we also obtained in a closed form in Section 3. That is, let us pretend
that we don’t know that L
{
p(x, t|r = y); t → λ} is equal to Gλ(x, y) given by (43),
and attempt to arrive at this conclusion by finding L
{
p(x, t|r = y); t → λ} directly from
our formula for p(x, t|r = y). This sort of a basic “sanity check”—if “passed”—would
reinforce the validity of formula (43), which was derived in a different way.
Specifically, from formula (61) for p(x, t|r = y), we have
L
{
p(x, t|r = y); t→ λ} = e− 2µ2x 2
µ2x2
[
L
{
1l{t>0}; t→ λ
}
+
+ e
1
µ2x e
1
µ2y
µ2x
2
µ2y
2
8
pi
∫ ∞
0
L
{
e−(1+4β
2)
µ2t
8 1l{t>0}; t→ λ
}
×
× β sinh(piβ)
1 + 4β2
W1,ıβ
(
2
µ2x
)
W1,ıβ
(
2
µ2y
)
dβ
]
,
and since L
{
1l{t>0}; t→ λ
}
= 1/λ, provided <(λ) > 0, and
L
{
e−(1+4β
2)
µ2t
8 1l{t>0}; t→ λ
}
=
[
λ+
µ2
8
(1 + 4β2)
]−1
,
provided <(λ) > −µ2(1 + 4β2)/8, we further obtain
L
{
p(x, t|r = y); t→ λ} = e− 2µ2x 2
µ2x2
[
8
µ2
1
4α2 − 1+
+ e
1
µ2x e
1
µ2y
µ2x
2
µ2y
2
8
pi
2
µ2
∫ ∞
0
β sinh(piβ)
(1 + 4β2)(α2 + β2)
×
× W1,ıβ
(
2
µ2x
)
W1,ıβ
(
2
µ2y
)
dβ
]
,
(67)
where we used the relation λ = (4α2 − 1)µ2/8 to switch from λ to α(λ). To complete the
derivation of L
{
p(x, t|r = y); t → λ}, we turn to the work of Becker (2004), who used
complex plane contour integration and Cauchy’s Residue Theorem to directly establish the
identity∫ ∞
0
β sinh(piβ)
(1 + 4β2)(s+ β2)
W1,ıβ(x1)W1,ıβ(x2) dβ =
=
pi
8
Γ (−1/2 +√s)
Γ (1 + 2
√
s)
W1,
√
s(max{x1, x2})M1,√s(min{x1, x2})
− pi
2
e−
1
2 (x1+x2)
x1x2
4s− 1 , where x1, x2 > 0 and s ∈ C\{1/4} ∪ R
−;
(68)
cf. (Becker 2004, Formula (52), p. 769). The desired conclusion that L{p(x, t|r = y); t→
λ
}
and Gλ(x, y) given by (43) do, in fact, match can now be easily reached from (67), the
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fact thatMa,b(z) ,Ma,b(z)/Γ (1+2b), and (68) with s , α2, x1 , 2/(µ2x) (> 0), and
x2 , 2/(µ2y) (> 0).
Let us now use the formula (43) for the Green’s function Gλ(x, y) to obtain yet another
expression for the density p(x, t|r = y), different from those given by formulae (58)–(61).
Specifically, the aim is to have p(x, t|r = y) expressed in the form consistent with (De
Schepper and Goovaerts 1999, Theorem 3.3, p. 88), which gives the transition pdf for the
solution, (St)t>0, of the SDE dSt = (a+bSt) dt+c St dBt. According to De Schepper and
Goovaerts (1999), this SDE is a continuous time GARCH-like econometric model for the
interest rate term structure. To obtain the transition pdf for the process St, De Schepper and
Goovaerts (1999) used Feynman–Kac functional integration. Since the SDE that the GSR
statistic satisfies is a special case of the SDE for St, it makes sense to verify whether the pdf
p(x, t|r) of the GSR diffusion coincides with the special case of the pdf of the process St.
The key to establish consistency between our answer for p(x, t|r) and the parallel result
obtained (differently) in (De Schepper and Goovaerts 1999, Theorem 3.3, p. 88) is to use
the identity
Γ (1/2+b− a)Wa,b(c x1)Ma,b(c x2) = c√x1x2×
×
∫ ∞
0
e−
c
2 (x1+x2) cosh(v)I2b(c sinh(v)
√
x1x2) coth
2a
(v
2
)
dv,
provided <(b) > 0, x1 > x2, and <(1/2 + b− a) > 0;
(69)
cf. (Buchholz 1969, Identity (5c), p. 86)4. Here and onward Ia(z) denotes the modified
Bessel function of the first kind. For a brief introduction to modified Bessel functions, see,
e.g., (Abramowitz and Stegun 1964, Section 9.6). As stated, this identity is not applicable to
our case, because we have a = 1 and b = ıβ, β > 0, and, therefore, <(b) = 0 and <(1/2+
b − a) = −1/2 < 0. However, as pointed out by (Hostler 1963, Part I, Chapter 3, p. 34)
and then also by Hostler (1964), the condition <(b) > 0 is a misprint: the actual condition
should read <(c) > 0; for a detailed proof, see (Hostler 1963, Appendix I, pp. 246–264).
Since in our case we have c = 2/µ2, the condition <(c) > 0 is clearly fulfilled.
Moreover, the condition <(1/2 + b − a) > 0, as also pointed out by (Hostler 1963,
Part I, Chapter 3, p. 34) and then by Hostler (1964), can be lifted. Specifically, the reason this
condition is in place is to make sure the integral in the right-hand side of (69) converges at the
lower limit (i.e., at zero). However, we can cast the integral as a contour one in the complex
plane, and choose the path of integration to go not through the origin but around it. By the
standard analytic continuation argument, this would take care of the possible singularity of
the function under the integral at zero. As a result, the restriction <(1/2 + b − a) > 0
4 This identity is also cited by Gradshteyn and Ryzhik (2007) under the number 6.669.4 on p. 716.
However, (Gradshteyn and Ryzhik 2007, Identity 6.669.4, p. 716) has a misprint. Specifically, Gradshteyn
and Ryzhik’s (2007) version of (Buchholz 1969, Identity (5c), p. 86) uses the fact that Ma,b(z) ,
Ma,b(z)/Γ (1 + 2b) and reads
Γ (1/2 + b− a)
Γ (1 + 2b)
Wa,b(c x1)Ma,b(c x2) =
= c
√
x1x2
∫ ∞
0
e−
1
2
(x1x2) cosh(v)I2b(c sinh(v)
√
x1x2) coth
2a
(v
2
)
dv,
provided <(b) > 0, x1 > x2, and <(1/2 + b− a) > 0,
i.e., the exponential factor under the integral contains the product of x1 and x2 while it is supposed to be the
sum, as is correctly given by the original (Buchholz 1969, Identity (5c), p. 86).
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can be dropped altogether. For a complete proof of this generalization of (Buchholz 1969,
Identity (5c), p. 86), see (Hostler 1963, Appendix I, pp. 246–264).
Formally, Hostler’s (1963; 1964) more general version of Buchholz’s (1969) identity (69)
is as follows:
Γ (1/2 + b− a)Wa,b(c x1)Ma,b(c x2) =
= c
√
x1x2
∫ ∞
0
e−
c
2 (x1+x2) cosh(v)I2b(c sinh(v)
√
x1x2) coth
2a
(v
2
)
dv,
provided <(b) > 0, <(c) > 0, and x1 > x2 > 0;
(70)
cf. (Hostler 1963, Appendix I, pp. 246–264). This identity, applied to our case, yields
Γ
(
α− 1
2
)
W1,α
(
2
µ2 min{x, y}
)
M1,α
(
2
µ2 max{x, y}
)
=
=
2
µ2
√
xy
∫ ∞
0
e
− 1µ2
(
1
x+
1
y
)
cosh(v)
I2α
(
sinh(v)
2
µ2
√
xy
)
coth2
(v
2
)
dv,
and, therefore, the Green’s function Gλ(x, y) given by (43) can be expressed alternatively
as
Gλ(x, y) = e
− 1µ2
(
1
x−
1
y
)
2
µ2x
√
y
x
×
×
∫ ∞
0
e
− 1µ2
(
1
x+
1
y
)
cosh(v)
I2α
(
sinh(v)
2
µ2
√
xy
)
coth2
(v
2
)
dv, x, y > 0,
where α = α(λ) is as in (35).
From this representation ofGλ(x, y) it is clear that to compute L−1
{
Gλ(x, y);λ→ t
}
to recover p(x, t|r = y) we are to find L−1 {I2α(λ)(z);λ→ t}; recall again that α , α(λ)
is given by (35). To that end, the inverse Laplace transform of I2α(λ)(z) with respect to λ
can be found from the results of De Schepper et al (1994), who employed complex-plane
contour integration together with the Residue Theorem and showed that
L−1
{
I2
√
2s(z); s→ t
}
=
z
2pi
√
2pit
e
2
t pi
2 ×
×
∫ ∞
0
e−
2
t v
2−z cosh(v) sinh(v) sin
(
4piv
t
)
dv;
(71)
cf. (De Schepper et al 1994, Section 2, pp. 34–35), although for an alternative proof of this
inversion formula, see also, e.g., (Yor 1980, pp. 86–87).
To apply (71) to find L−1
{
I2α(λ)(z);λ→ t
}
we reparameterize λ to s through λ(s) =
µ2(s− 1/8) so as to bring I2α(λ)(z) to the form I2√2s(z). As a result, we obtain
L−1
{
I2α(λ)(z);λ→ t
}
=
µz
2pi
√
2pit
e−
µ2t
8 e
2pi2
µ2t ×
×
∫ ∞
0
e
−2v
2
µ2t−z cosh(v) sinh(v) sin
(
4piv
µ2t
)
dv,
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whence
p(x,t|r = y) =
√
2
pi
√
pi
1
µ3x2
√
t
e
− 1µ2
(
1
x−
1
y
)
e−
µ2t
8 e
2pi2
µ2t×
×
∫ ∞
0
e
− 1µ2
(
1
x+
1
y
)
cosh(v)×
×
{∫ ∞
0
e
−2u
2
µ2t−
2
µ2
√
xy sinh(v) cosh(u) sinh(u) sin
(
4piu
µ2t
)
du
}
coth2
(v
2
)
dv.
If we now reverse the order of integration and introduce ω , ω(v) such that
sinh(2ω/µ2) =
1
sinh(v)
so that cosh(v) = coth(2ω/µ2), (72)
then
dv = − 2dω
µ2 sinh(2ω/µ2)
and coth2
(v
2
)
dv = − 2e
2ωdω
µ2 sinh(2ω/µ2)
, (73)
and, consequently, the above double-integral formula for p(x, t|r = y) takes the form
p(x, t|r = y) = 2
√
2
pi
√
pi
1
µ5x2
√
t
e
− 1µ2
(
1
x−
1
y
)
e−
µ2t
8 e
2pi2
µ2t×
×
∫ ∞
0
∫ ∞
0
exp
{
− 1
µ2
[(
1
x
+
1
y
)
coth(2ω/µ2)− 4ω
]}
×
× exp
{
− 2
µ2
(
u2
t
+
cosh(u)
sinh(2ω/µ2)
√
xy
)}
sinh(u) sin
(
4piu
µ2t
)
du dω,
(74)
where x, y, t > 0. Up to the notation, this is in accord with (De Schepper and Goovaerts
1999, Theorem 3.3, p. 88), although the latter has a misprint: in our notation, (De Schepper
and Goovaerts 1999, Theorem 3.3, p. 88) states that the overall denominator of the second
exponent under the double integral is a multiple of µ while it should be a multiple of µ2.
Let us now take a closer look at the work of Peskir (2006), which, as was mentioned in
Section 2, is of high relevance to the present work. Specifically, recall that Peskir’s (2006)
goal was to solve a problem even more general than that considered in this work. However,
in spite of the original and rather elegant solution strategy, Peskir (2006) ended up solving
the “more general problem” only partially, and obtained the explicit solution only in a few
special cases. Since one of these special cases is also a special case of our problem, it makes
sense to find out whether the answer we obtained in this work (for that special case) co-
incides with the corresponding result of Peskir (2006). We shall now demonstrate that the
two answers are, in fact, equivalent. We shall stick to our notation, and, for simplicity, recite
Peskir’s (2006) result using our notation.
Suppose µ = 1 and r = 0. This is the special case that Peskir (2006) gave a closed-form
answer for. However, contrary to this work’s, Peskir’s (2006) answer was not for the pdf
p(x, t|r) but for the respective cumulative distribution function (cdf), i.e., for the quantity
P (x, t|r = y) ,
∫ x
0
p(u, t|r = y) du, x, y, t > 0,
assuming µ = 1 and r = 0. We would like to remark parenthetically that Peskir’s (2006)
idea to deal with the cdfP (x, t|r) instead of the pdf p(x, t|r) was a clever one, for, unlike the
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former, the latter is a generalized function due to the initial condition limt→0+ p(x, t|r) =
δ(x− r).
Specifically, (Peskir 2006, Formula (3.29), p. 542) together with (Peskir 2006, For-
mula (3.36), p. 543) yield
L
{
P (x, t|r = 0); t→ λ
}
=
1
λ
[
1−
√
2pi
x
e−
1
x Iα(λ)
(
1
x
)]
, x > 0, (75)
where we reiterate that Ia(z) denotes the modified Bessel function of the first kind.
Let us first apply the final value theorem for Laplace transforms to Peskir’s (2006)
formula (75) to see whether this would yield the cdf of the stationary density ρ(x) ,
limt→+∞ p(x, t|r = y) given explicitly by (11). To that end, since from (35) we have
limλ→0 α(λ) = 1/2, it follows at once that
lim
λ→0
λL
{
P (x, t|r = 0); t→ λ
}
= 1 +
√
2pi
x
e−
1
x I1
2
(
1
x
)
,
and in light of the identity
I1
2
(z) =
√
2
piz
sinh(z),
we further obtain
lim
λ→0
λL
{
P (x, t|r = 0); t→ λ
}
= 1− 2e−
1
x sinh
(
1
x
)
= e−
2
x ,
which is exactly the cdf of the stationary pdf ρ(x) given by (11) with µ = 1. This necessarily
validates Peskir’s (2006) formula (75).
Next, let us show that L
{
P (x, t|r = 0); t → λ} given by (75), which is an expression
obtained by Peskir (2006), can alternatively be found from formula (43) for Gλ(x, 0) =
L{p(x, t|r = 0); t → λ} obtained by us in Section 3 above. To show this, let first observe
that for µ = 1 our formula (43) reduces to
L{p(x, t|r = 0); t→ λ} = Gλ(x, 0) = 2 e
− 1x
x
Γ (α− 1/2)
Γ (1 + 2α)
M1,α
(
2
x
)
, x, t > 0,
where we used the fact thatMa,b(z) ,Ma,b(z)/Γ (1 + 2b). As a result, we obtain
L
{
P (x, t|r = 0); t→ λ
}
=
∫ x
0
L{p(v, t|r = 0); t→ λ} dv
=
∫ x
0
Gλ(v, 0) dv
= 2
Γ (α− 1/2)
Γ (1 + 2α)
∫ +∞
2/x
e−
u
2M1,α(u)
du
u
.
(76)
By the indefinite integral formula∫
xa−2 e−
x
2 Ma,b(x) dx =
1
a+ b− 1/2 x
a−1 e−
x
2 Ma−1,b(x),
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given, e.g., by (Prudnikov et al 1990, Identity 1.13.1.6, p. 39), we have∫
e−
u
2 M1,α(u)
du
u
=
1
α+ 1/2
e−
u
2 M0,α(u),
whence, in view of the asymptotic property M0,b(x) ∼ ex/2 Γ (1 + 2b) /Γ (b− 1/2) valid
as x→ +∞, from (76) we therefore obtain
L
{
P (x, t|r = 0); t→ λ
}
=
2Γ (α− 1/2)
(α+ 1/2)Γ (α+ 1/2)
−
− 2Γ (α− 1/2)
(α+ 1/2)Γ (1 + 2α)
e−
1
x M0,α
(
2
x
)
,
(77)
and let us next simplify the right-hand side one term at a time.
Let us begin with the first term. To that end, from the identity Γ (α + 1/2) = (α −
1/2)Γ (α − 1/2), which is a consequence of the recurrence Γ (z + 1) = z Γ (z), for the
first term in the right-hand side of (77) we obtain
2Γ (α− 1/2)
(α+ 1/2)Γ (α+ 1/2)
=
2
α2 − 1/4 =
1
λ
, (78)
since α2 − 1/4 = 2λ, as is easy to see from (35).
The second term in the right-hand side of (77) can be simplified by virtue of, e.g., (Grad-
shteyn and Ryzhik 2007, Identity 9.235.1, p. 1027), as per which M0,b(2z) = 22bΓ (1 +
b)
√
2z Ib(z), and therefore
2Γ (α− 1/2)
(α+ 1/2)Γ (1 + 2α)
M0,α
(
2
x
)
=
22α−2 Γ (α− 1/2)Γ (α)
λΓ (2α− 1)
√
2
x
Iα
(
1
x
)
, (79)
because Γ (α+1) = αΓ (α) and Γ (2α+1) = (2α)Γ (2α) = (2α) (2α−1)Γ (2α−1)—as
can be deduced from the recurrence Γ (z+1) = z Γ (z) applied twice—and also α2−1/4 =
2λ.
At this point note that by the duplication formula for the Gamma function given, e.g.,
by (Abramowitz and Stegun 1964, Formula 6.1.18, p. 256), which states that
√
2pi Γ (2z) =
22z−1/2 Γ (z)Γ (z + 1/2), we have
√
2pi Γ (2α − 1) = 22α−3/2Γ (α − 1/2)Γ (α), and,
therefore, from (77), (78) and (79) combined, we can finally conclude that the formula (44)
that we obtained in Section 3 above for Gλ(x, 0) = L
{
p(x, t|r = 0); t → λ} does lead
to precisely the expression (75) for L
{
P (x, t|r = 0); t → λ} obtained by Peskir (2006)
through a different approach.
We now show that direct integration with respect to x of p(x, t|r = 0) given by for-
mula (66) but tailored to the case when µ = 1 does yield the cdf P (x, t|r = 0) of the form
consistent with that obtained by Peskir (2006), i.e.,
P (x, t|r = 0) = 1− 1
pix3/2
e−
1
x
∫ t
0
e−
s
4+
pi2
2s×
×
{∫ ∞
0
e−
v2
2s−
1
x
cosh(v) sinh(v) sin
(piv
s
)
dv
}
ds, x, t > 0;
(80)
cf. (Peskir 2006, Formula (3.41), p. 544). We would like to reiterate that in addition to the
assumption r = 0 this formula also requires µ = 1. The formula suggests thatP (x, t|r = 0)
is the superposition of a term that captures the initial condition limt→0+ P (x, t|r = 0) = 1,
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valid for all x > 0, and a term that depends on t. We also recall that limt→+∞ P (x, t|r =
0) = e−2/x for all x > 0, as we established above from the result (75) obtained by Peskir
(2006).
Since for µ = 1 our formula (66) gives
p(x, t|r = 0) = e−
2
x
2
x2
[
1 + e−
t
8 e
1
x
x
2
8
pi
×
×
∫ ∞
0
e−
t
2β
2 β sinh(piβ)
1 + 4β2
W1,ıβ
(
2
x
)
dβ
]
, x, t > 0,
we have
P (x, t|r = 0) ,
∫ x
0
p(v, t|r = 0) dv
= e−
2
x +
1
pi
∫ ∞
t
∫ ∞
0
e−(1+4β
2)
s
8 β sinh(piβ)×
×
{∫ ∞
2/x
e−
u
2 W1,ıβ(u)
du
u
}
dβ ds, x, t > 0,
(81)
where in addition to swapping the order of integration and one obvious change of variables
we also made use the identity
8
1 + 4β2
e−(1+4β
2)
t
8 =
∫ ∞
t
e−(1+4β
2)
s
8 ds.
The inner du-integral in the right-hand side of (81) can be computed using (Prudnikov
et al 1990, Identity 1.13.2.6, p. 40), according to which∫
xa−2 e−
x
2 Wa,b(x) dx = −xa−1 e−
x
2 Wa−1,b(x),
so that∫ ∞
2/x
e−
u
2 W1,ıβ(u)
du
u
= e−
1
x W0,ıβ
(
2
x
)
= e−
1
x
√
2
x3/2
√
pi
Kıβ
(
1
x
)
, (82)
because W0,b(x) ∼ e−
x
2 as x→ +∞, and
W0,b(2z) =
√
2z
pi
Kb(z),
which is given, e.g., by (Gradshteyn and Ryzhik 2007, Identity 9.235.2, p. 1027). Here and
throughout the sequel, Kb(z) denotes the modified Bessel function of the second kind, also
known as the MacDonald function; see, e.g., (Abramowitz and Stegun 1964, Section 9.6).
By inserting (82) back into the right-hand side of (81) we obtain
P (x, t|r = 0) = e−
2
x + e−
1
x
√
2
(pix)3/2
×
×
∫ ∞
t
{∫ ∞
0
e−(1+4β
2)
s
8 β sinh(piβ)Kıβ
(
1
x
)
dβ
}
ds, x, t > 0.
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The inner dβ-integral can be found from the identity∫ ∞
0
e−
µ2t
2 β
2
β sinh(2piβ)K2ıβ(z) dβ =
= e
2pi2
µ2t
z
4
√
2pi
µ2t
∫ ∞
0
e
−2v
2
µ2t−z cosh(v) sinh(v) sin
(
4piv
µ2t
)
dv,
(83)
which was effectively established, e.g., by (De Schepper et al 1994, p. 35), using integration
by parts along with properties of the MacDonald function.
We finally arrive at the formula
P (x, t|r = 0) = e−
2
x +
1
pix3/2
e−
1
x
∫ ∞
t
e−
s
4+
pi2
2s×
×
{∫ ∞
0
e−
v2
2s−
1
x cosh(v) sinh(v) sin
(piv
s
)
dv
}
ds, x, t > 0,
which indicates that the cdf P (x, t|r = 0) is a combination of the stationary cdf e−2/x
and a term that vanishes as t → +∞. This is dual to the structure of Peskir’s (2006) for-
mula (80). To see that the two formulae coincide, observe that either one leads to exactly
the same temporal differential ∂tP (x, t|r = 0). Therefore, to arrive at Peskir’s (2006) for-
mula (80), it is enough to integrate ∂sP (x, s|r = 0) with respect to s from 0 to t and use
the initial condition limt→0+ P (x, t|r = 0) = 1 valid for all x > 0. However, if one
integrates ∂sP (x, s|r = 0) with respect to s from t to +∞ instead, and uses the fact that
limt→+∞ P (x, t|r = 0) = e−2/x, x > 0, which we already established as well, then one
will recover our formula.
To wrap up this section, we would like to mention the formula (74) for the pdf p(x, t|r)
quoted in our notation from (De Schepper et al 1994, Theorem 3.3, p. 88) can also be ob-
tained directly from our formula (58). To that end, the key is the identity
Γ (1/2 + b− a)Γ (1/2− b− a)Wa,b(c x1)Wa,b(c x2) =
= 2c
√
x1x2
∫ ∞
0
e−
c
2 (x1+x2) cosh(v)K2b(c sinh(v)
√
x1x2) coth
2a
(v
2
)
dv,
provided <(c[√x1 +√x2 ]2) > 0 and <(1/2± b− a) > 0;
(84)
cf. (Buchholz 1969, Identity (4a), p. 85)5. As was the case with (Buchholz 1969, Iden-
tity (4c), p. 86) mentioned above as identity (69), the problem with this identity is also that
the condition <(1/2 ± b − a) > 0 required for it to hold is violated in our case, for we
5 This identity is also cited by Gradshteyn and Ryzhik (2007) under the number 6.669.3 on p. 716.
However, (Gradshteyn and Ryzhik 2007, Identity 6.669.3, p. 716) suffers from the same misprint as (Grad-
shteyn and Ryzhik 2007, Identity 6.669.4, p. 716) does. Specifically, Gradshteyn and Ryzhik’s (2007) version
of (Buchholz 1969, Identity (4a), p. 85) reads
Γ (1/2 + b− a)Γ (1/2− b− a)Wa,b(c x1)Wa,b(c x2) =
= c
√
x1x2
∫ ∞
0
e−
1
2
(x1x2) cosh(v)K2b(c sinh(v)
√
x1x2) coth
2a
(v
2
)
dv,
provided <(c[√x1 +√x2 ]2) > 0 and <(1/2± b− a) > 0,
i.e., the exponential factor under the integral contains the product of x1 and x2 while it is supposed to be the
sum, as is correctly given by the original (Buchholz 1969, Identity (4a), p. 85).
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have a = 1 and b = ıβ, β > 0, so that <(1/2 ± b − a) = −1/2 < 0. However, since
identity (84) derives from identity (69) and the property of the modified Bessel functions
Ka(z) =
I−a(z)− Ia(z)
2pi sin(piz)
,
given, e.g., by (Abramowitz and Stegun 1964, Identity 9.6.2, p. 375), the argument given
by Hostler (1963) to generalize the identity (69) to the identity (70) can be used again to
eliminate the constraint <(1/2± b− a) > 0 in identity (84). As a result, we obtain∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2W1,ıβ ( 2µ2x
)
W1,ıβ
(
2
µ2y
)
=
=
4
µ2
√
x y
∫ ∞
0
e
− 1µ2
(
1
x+
1
y
)
cosh(v)×
×K2ıβ
(
sinh(v)
2
µ2
√
xy
)
coth2
(v
2
)
dv,
so that∫ ∞
0
e−
µ2t
2 β
2
∣∣∣∣Γ (ıβ − 12
)∣∣∣∣2 β sinh(2piβ)W1,ıβ ( 2µ2x
)
W1,ıβ
(
2
µ2y
)
dβ =
=
4
µ2
√
x y
∫ ∞
0
e
− 1µ2
(
1
x+
1
y
)
cosh(v)×
×
{∫ ∞
0
e−
µ2t
2 β
2
β sinh(2piβ)K2ıβ
(
sinh(v)
2
µ2
√
xy
)
dβ
}
×
× coth2
(v
2
)
dv,
which upon insertion into the formula (58) for the pdf p(x, t|r) will give a new expression
for the latter. To bring the new expression to the form given by formula (74), it suffices to
evaluate the inner dβ integral using (83) and then perform the change of variables (72)–(73).
5 A Numerical Study
We now exploit the obtained expression for p(x, t|r) numerically to get an idea as to the
dynamics of the GSR statistic in the pre-change regime. To that end, as can be seen from
formula (58), the behavior of the GSR statistic depends on:(a) magnitude of the drift µ 6= 0,
(b) time t > 0, and (c) the headstart Rr0 = r > 0. We have implemented the formula
for p(x, t|r) in a Mathematica script as a function of all these parameters to study the ef-
fect of each one of the parameters on the distribution of the GSR statistic. We also note
the symmetry with respect to µ: the formula for p(x, t|r) is indifferent to whether µ < 0
or µ > 0. Hence, without loss of generality, we shall consider only positive µ’s. We also
note that numerical evaluation of p(x, t|r) is problematic for small values of t because
limt→0+ p(x, t|r) = δ(x − r). However, as we shall see shortly, the Delta-function-shape
of p(x, t|r) at t = 0 quickly “dissolves” across the (x, r)-plane as t increases, and Math-
ematica successfully handles the integral in the formula for p(x, t|r) when t is as small as
0.1.
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We picked two values of µ: µ = 1 and µ = 1.5. Our study is organized as follows.
For each of the two µ’s we vary t over the set {0.1, 0.5, 1, 2, 5, 10} and plot p(x, t|r) as a
function of x and r, each confined to the interval [0, 3]. As we shall see below, restricting x
and r to lie inside the square [0, 3]× [0, 3] is harmless in the sense that no important features
of p(x, t|r) will be left out.
We would like to structure our study chronologically, i.e., start with the case when t =
0.1, and then gradually move forward in time, with specific time moments taken from the set
{0.1, 0.5, 1, 2, 5, 10}. For each value of t, the respective 3d-plots of p(x, t|r) as a function
of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and for µ = 1.5 will be presented next to each other
to conveniently demonstrate the effect of µ.
To get started with the study, suppose first that t = 0.1. For this case, p(x, t|r) as a
function of x ∈ [0, 3] and r ∈ [0, 3] is shown in Figure 3. Specifically, Figure 3a is for
µ = 1 and Figure 3b is for µ = 1.5, and we note that, for convenience, both figures
have identical scales along the respective axes. One immediate observation to be made from
these figures is that in either one (i.e., no matter whether µ = 1 or µ = 1.5) the shape of
p(x, t|r) resembles a ridge which is formed along the identity line x = r. This is expected
and is a direct consequence of the initial condition limt→0+ p(x, t|r) = δ(x − r). Upon
a closer look, one may notice that the ridge is uniformly “taller” and “wider” for µ = 1
than for µ = 1.5. To explain this phenomenon we recall that the GSR statistic, (Rrt )t>0, by
definition
Rrt , rΛt +
∫ t
0
Λt
Λs
dt, where Λt = exp
{
µXt − µ
2
2
t
}
,
is effectively the temporal average of the likelihood ratio (Λt)t>0, with each time moment
treated as equally likely to be the change-point. This makes Rrt a linear functional of Λt.
As a result, it is reasonable to expect the dynamics of Rrt to be similar to that of Λt. This
observation is crucial to understanding the behavior of Rrt . When the pre- and post-change
distributions of the observed process are close to one another, i.e., when the change is faint
(|µ| is close to zero), the distribution of Λt under any probability measure is almost entirely
concentrated around 1. Moreover, the fainter the change, the smaller the variance of Λt (with
respect to any probability measure). Hence, for small changes, it is reasonable to expect the
variance (under any probability measure) of Rrt to be small as well, and, in fact, the less
contrast the change, the smaller the variance of Rrt . As a result, one can conclude that the
fainter the change, the narrower and the higher the density p(x, t|r). This is the reason why
the ridge is uniformly taller and wider for µ = 1 than for µ = 1.5: the latter corresponds to
a more contrast change.
An alterative (and perhaps easier) explanation for the above can be obtained by appeal-
ing directly to the SDE: dRrt = dt + µRrt dBt, t > 0, where Rr0 = r > 0. It can be
seen from this SDE that the only source of randomness there is the second term in the right-
hand side, i.e., the diffusion term. It is this term that is “responsible” for the very fact that
(Rrt )t>0 is random (as opposed to just being a deterministic function). When µ is small,
so is the contribution of the diffusion term, and the behavior of the GSR statistic is “more
deterministic”, which accounts for all of the observations we made above from Figures 3a
and 3b. One more curious observation that can be made from these figures is that the height
of the ridge is greater around the origin, i.e., when x is small. This can be explained by again
appealing to the SDE that the GSR diffusion satisfies. It can be seen from this equation when
Rrt is small, so is the contribution of the diffusion term, which translates to Rrt being “less
random” in the sense that its variance is smaller. Hence, the greater height and the narrower
width of p(x, t|r) around the origin.
Exact Distribution of the Generalized Shiryaev–Roberts Diffusion 39
(a) µ = 1.0. (b) µ = 1.5.
Fig. 3: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 0.1.
Moving forward in time, shown in Figure 4 is the density p(x, t|r) as a function of
x ∈ [0, 3] and r ∈ [0, 3] when t = 0.5. Specifically, Figure 4a corresponds to µ = 1
and Figure 4b corresponds to µ = 1.5. The main difference between these figures and their
counterparts for t = 0.1 (see Figure 3) is that the ridge-shape exhibited by p(x, t|r) for
t = 0.1 is no longer there. In other words, the ridge has essentially dissolved across the
(x, r)-plane. This is an indication that the effect of the Delta-initial condition has dimin-
ished significantly. However, the influence of the initial condition on the shape of p(x, t|r)
remains strong around the origin, where p(x, t|r) is still Delta-shaped, as it was for t = 0.1,
although to a much lesser extent than for t = 0.1. Moreover, judging by the level-contours
superimposed on the 3d-surface representing p(x, t|r), not only did the ridge lose much of
its hight, it also curled toward the r-axis. This is an indication that the headstart began to
matter less. That is, p(x, t|r) started to get closer to the limiting stationary distribution ρ(x).
(a) µ = 1.0. (b) µ = 1.5.
Fig. 4: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 0.5.
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Figure 5 shows p(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 (Figure 5a)
and for µ = 1.5 (Figure 5b) when t = 1. The difference, as compared to Figure 4 showing
the respective results obtained for t = 0.5, is that now the spike around the origin is less
contrast, and moreover, it shows signs of prolonging across r even more. This results in
the shape of p(x, t|r) resembling a “dam” parallel to the r-axis. This effect is an indication
of the diminished role played by the headstart r as compared to the case of t = 0.5. The
diminished dependence on r, in turn, is a sign of convergence of p(x, t|r) to the stationary
distribution ρ(x) , limt→∞ p(x, t|r). Also, note that for µ = 1, the “dam” is slightly fur-
ther away from the r-axis than for µ = 1.5. The reason is because the stationary distribution
ρ(x) has a maximum at x∗ = 1/µ2 which is smaller for higher values of µ.
(a) µ = 1.0. (b) µ = 1.5.
Fig. 5: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 1.
When t = 2 (Figure 6), the “dam”-shape is much more pronounced suggesting even
greater proximity of p(x, t|r) to the stationary distribution ρ(x). Note that for µ = 1.5 the
“dam”-shape is more apparent than for µ = 1. This is because for higher values of µ the
convergence to the stationary distribution is quicker.
Figure 7 shows the results for t = 5. We observe that for µ = 1.5 (Figure 7b) the
transition pdf p(x, t|r) essentially ceased to depend on r, which is to say that the stationary
distribution has taken effect. However, for µ = 1 (Figure 7a) the stationary distribution
hasn’t quite taken effect yet, because some residual dependence on r is still visible, although
it is not as strong as it was for t = 2.
Finally, the density when t = 10 is shown in Figure 8. For µ = 1.5 (Figure 8b) the
plot is essentially no different from its counterpart for t = 5 (Figure 7b). This confirms
that p(x, t|r) has converged to its stationary distribution. For µ = 1 (Figure 8a) we see that
the headstart is no longer a factor. That is, p(x, t|r) has gotten very close to the stationary
distribution as well, and increasing t further will not change the picture.
6 Conclusion
The aim of this work was to derive a closed-form formula for the transition pdf of the diffu-
sion process generated by the Generalized Shiryaev–Roberts (GSR) change-point detection
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(a) µ = 1.0. (b) µ = 1.5.
Fig. 6: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 2.
(a) µ = 1.0. (b) µ = 1.5.
Fig. 7: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 5.
statistic set up to react to a spontaneous onset of a drift in “live”-observed standard Brow-
nian motion. Specifically, the transition pdf of interest was under the assumption that the
observed Brownian motion is still “driftless”. We set up the respective Kolmogorov forward
equation for the sought transition pdf and solved it analytically with the aid of the Fourier
spectral method, which allowed to separate the spacial and the temporal variables. The ob-
tained pdf formula was then implemented in a Mathematica script to study (numerically)
the behavior of the GSR statistic when it is “running idle”, i.e., when the Brownian motion
under surveillance is still drift-free.
Methodologically, the Fourier spectral method can be used to get other characteristics of
the GSR statistic as well. For example, the authors are currently in pursuit of obtaining the
distribution of the GSR diffusion when the latter is confined to the strip [0, A] with A > 0,
also under the “no drift” hypothesis. To the best of our knowledge, this distribution has not
yet been obtained, and is needed to evaluate the performance of the actual stopping time
associated with the GSR procedure. However, although the solution strategy is no different
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(a) µ = 1.0. (b) µ = 1.5.
Fig. 8: p∞(x, t|r) as a function of x ∈ [0, 3] and r ∈ [0, 3] for µ = 1 and µ = 1.5 when
t = 10.
from the one used in this paper, the conditionRrt ∈ [0, A] makes the steps far more involved,
and therefore this result will appear elsewhere.
Acknowledgements The authors are grateful to Dr. Olympia Hadjiliadis (Department of Mathematics at
Brooklyn College and Department of Mathematics and Department of Computer Science, Graduate Center,
City University of New York) for the interest in this work. The authors would also like to thank Dr. Evgeny
Burnaev (PreMoLab.Ru, Kharkevich Institute for Information Transmission Problems, Moscow, Russia) for
bringing the work of Peskir (2006) to their attention. One more equally big thank you is to go out to the
anonymous referee for the detailed and valuable feedback provided on an earlier version of the manuscript.
The feedback helped substantially improve the paper’s quality.
The effort of A.S. Polunchenko was supported, in part, by the Simons Foundation (see on the Web
at www.simonsfoundation.org) via a Collaboration Grant in Mathematics (Award # 304574) and by
the Research Foundation for the State University of New York at Binghamton via an Interdisciplinary Col-
laboration Grant (Award # 66761).
Last but not least, A.S. Polunchenko is also personally indebted to the Office of the Dean of the Harpur
College of Arts and Sciences at the State University of New York (SUNY) at Binghamton for the support
provided through the Dean’s Research Semester Award for Junior Faculty granted for the Fall semester of
2014. The Award allowed to focus on this research more fully.
References
Abramowitz M, Stegun I (eds) (1964) Handbook of Mathematical Functions with Formulas, Graphs, and
Mathematical Tables, Applied Mathematics Series, vol 55, tenth edn. United States National Bureau of
Standards
Avram F, Leonenko N, Šuvak N (2012) On spectral analysis of heavy–tailed Kolmogorov–Pearson diffusions.
Tech. rep., Department of Mathematics, J.J. Strossmayer University of Osijek, Osijek, Croatia
Basseville M, Nikiforov IV (1993) Detection of Abrupt Changes: Theory and Application. Prentice Hall,
Englewood Cliffs, NJ
Becker PA (2004) On the integration of products of Whittaker functions with respect to the second index.
Journal of Mathematical Physics 45(2):761–773, DOI 10.1063/1.1634351
Beibel M (1996) A note on Ritov’s Bayes approach to the minimax property of the CUSUM procedure.
Annals of Statistics 24(4):1804–1812, DOI 10.1214/aos/1032298296
Borodin AN, Salminen P (2002) Handbook of Brownian Motion—Facts and Formulae, 2nd edn. Birkhaäuser,
Boston, MA
Buchholz H (1969) The Confluent Hypergeometric Function, Springer Tracts in Natural Philosophy, vol 15.
Springer-Verlag, New York, NY, translated from German into English by H. Lichtblau and K. Wetzel
Exact Distribution of the Generalized Shiryaev–Roberts Diffusion 43
Burnaev EV (2009) On a nonrandomized change-point detection method second-order optimal in the mini-
max Brownian motion problem. In: Proceedings of the X All-Russia Symposium on Applied and Indus-
trial Mathematics (Fall open session), Sochi, Russia, (in Russian)
Burnaev EV, Feinberg EA, Shiryaev AN (2009) On asymptotic optimality of the second order in the min-
imax quickest detection problem of drift change for Brownian motion. Theory of Probability and Its
Applications 53(3):519–536, DOI 10.1137/S0040585X97983791
Comtet A, Monthus C (1996) Diffusion in a one-dimensional random medium and hyperbolic Brownian
motion. Journal of Physics A: Mathematical and General 29(7):1331–1345, DOI 10.1088/0305-4470/
29/7/006
Comtet A, Manthus C, Yor M (1998) Exponential functionals of Brownian motion and disordered systems.
Journal of Applied Probability 35(2):255–271
Donati-Martin C, Ghomrasni R, Yor M (2001) On certain Markov processes attached to exponential function-
als of Brownian motion: Application to Asian options. Revista Matemática Iberoamericana 17(1):179–
193, DOI 10.4171/RMI/292
Dufresne D (2001) The integral of geometric Brownian motion. Advances in Applied Probability 33(1):223–
241, DOI 10.1239/aap/999187905
Dunford N, Schwartz JT (1963) Linear Operators. Part II: Spectral Theory. Self Adjoint Operators in Hilbert
Space. John Wiley & Sons, Inc., New York, NY
Fatone L, Mariani F, Recchioni MC, Zirilli F (2013) Some explicit formulae for the Hull and White stochastic
volatility model. International Journal of Modern Nonlinear Theory and Application 2(1):14–33, DOI
10.4236/ijmnta.2013.21003
Feinberg EA, Shiryaev AN (2006) Quickest detection of drift change for Brownian motion in generalized
Bayesian and minimax settings. Statistics & Decisions 24(4):445–470, DOI 10.1524/stnd.2006.24.4.445
Feller W (1952) The parabolic differential equations and the associated semi-groups of transformations. An-
nals of Mathematics 55(3):468–519, DOI 10.2307/1969644
Feynman RP (1948) Space-time approach to non-relativistic quantum mechanics. Reviews of Modern Physics
20(2):367–387, DOI 10.1103/RevModPhys.20.367
Fokker AD (1914) Die mittlere Energie rotierender elektrischer Dipole im Strahlungsfeld. Annalen der Physik
348(5):810–820, DOI 10.1002/andp.19143480507, (in German)
Gradshteyn IS, Ryzhik IM (2007) Table of Integrals, Series, and Products, seventh edn. Academic Press
Grosche C (1988) The path integral on the Poincaré upper half-plane with a magnetic field and for the Morse
potential. Annals of Physics 187(1):110–134, DOI 10.1016/0003-4916(88)90283-7
Hartman P, Watson GS (1974) “Normal” distribution functions on spheres and the modified Bessel functions.
Annals of Probability 2(4):553–747, DOI 10.1214/aop/1176996606
Hostler L (1964) Coulomb Green’s functions and the Furry approximation. Journal of Mathematical Physics
5(5):591–611, DOI 10.1063/1.1704153
Hostler LC (1963) Coulomb Green’s functions. PhD thesis, Stanford University, Palo Alto, CA
Hull J, White A (1987) The pricing of options on assets with stochastic volatilities. Journal of Finance
42(2):281–300, DOI 10.1111/j.1540-6261.1987.tb02568.x
Itô K, McKean HP Jr (1974) Diffusion Processes and Their Sample Paths. Springer, Berlin, Germany
Kac M (1949) On distributions of certain Wiener functionals. Transactions of the American Mathematical
Society 65(1):1–13, DOI 10.2307/1990512
Kac M (1951) On some connections between probability theory and differential and integral equations. In:
Proceedings of the Second Berkeley Symposium on Mathematical Statistics and Probability, University
of California Press, University of California at Berkeley, Berkeley, CA, pp 189–215
Kac M (1959) Probability and Related Topics in Physical Sciences, Lectures in Applied Mathematics, vol 1A.
American Mathematical Society, Providence, RI
Karlin S, McGregor J (1960) Classical diffusion processes and total positivity. Journal of Mathematical Anal-
ysis and Applications 1(2):163–183, DOI 10.1016/0022-247X(60)90020-2
Kolmogoroff A (1931) Über die analitische Methoden in der Wahrscheinlichkeitsrechnung. Mathematische
Annalen 104(1):415–458, DOI 10.1007/BF01457949, (in German)
Levitan BM (1950) Eigenfunction expansions of second-order differential equations. Gostechizdat Moscow–
Leningrad, Leningrad, USSR, (in Russian)
Levitan BM, Sargsjan IS (1975) Introduction to Spectral Theory: Selfadjoint Ordinary Differential Operators,
Translations of Mathematical Monographs, vol 39. American Mathematical Society, Providence, RI
Linetsky V (2004a) The spectral decomposition of the option value. International Journal of Theoretical and
Applied Finance 7(3):337–384, DOI 10.1142/S0219024904002451
Linetsky V (2004b) Spectral expansions for Asian (average price) options. Operations Research 52(6):856–
867, DOI 10.1287/opre.1040.0113
44 Polunchenko and Sokolov
Linetsky V (2006) Pricing equity derivatives subject to bankcruptcy. Mathematical Finance 16(2):255–282,
DOI 10.1111/j.1467-9965.2006.00271.x
Linetsky V (2007) Spectral methods in derivative pricing, Handbooks in Operations Research and Manage-
ment Sciences, vol 15, North–Holland, Netherlands, chap 6, pp 223–299
Liptser RS, Shiryaev AN (2001) Statistics of Random Process I. No. 5 in Stochastic Modelling and Applied
Probability, Springer
Lorden G (1971) Procedures for reacting to a change in distribution. Annals of Mathematical Statistics
42(6):1897–1908, DOI 10.1214/aoms/1177693055
McKean HP Jr (1956) Elementary solutions for certain parabolic partial differential equations. Transactions
of the American Mathematical Society 82(2):519–548, DOI 10.1090/S0002-9947-1956-0087012-3
Milevsky MA (1997) The present value of a stochasic perpetuity and the Gamma distribution. Insurance:
Mathematics and Economics 20(3):243–250, DOI 10.1016/S0167-6687(97)00013-9
Monthus C, Comtet A (1994) On the flux distribution in a one dimensional disordered system. Journal de
Physique I: France 4(5):635–653, DOI 10.1051/jp1:1994167
Morse PM (1929) Diatomic molecules according to the wave mechanics. II. vibrational levels. Physical Re-
view 34(1):57–64, DOI 10.1103/PhysRev.34.57
Morse PM, Feshbach H (1953) Methods of Theoretical Physics, Part II. McGraw–Hill, New York, NY
Moustakides GV (1986) Optimal stopping times for detecting changes in distributions. Annals of Statistics
14(4):1379–1387
Moustakides GV (2004) Optimality of the CUSUM procedure in continuous time. Annals of Statistics
32(1):302–315, DOI 10.1214/aos/1079120138
Moustakides GV, Polunchenko AS, Tartakovsky AG (2011) A numerical approach to performance analysis
of quickest change-point detection procedures. Statistica Sinica 21(2):571–596
Page ES (1954) Continuous inspection schemes. Biometrika 41(1):100–115, DOI 10.1093/biomet/41.1-2.100
Pearson K (1895) Contributions to the mathematical theory of evolution—II. Skew variation in homogeneous
material. Philosophical Transactions of the Royal Society of London 186:343–414, DOI 10.1098/rsta.
1895.0010
Peskir G (2006) On the fundamental solution of the Kolmogorov–Shiryaev equation. In: Kabanov Y, Liptser
R, Stoyanov J (eds) From Stochastic Calculus to Mathematical Finance: The The Shiryaev Festschrift,
Springer Berlin Heidelberg, pp 535–546, DOI 10.1007/978-3-540-30788-4_26
Planck M (1917) Über einen Satz der statistischen Dynamik und seine Erweiterung in der Quantentheorie.
Sitzungsberichte der Preuschen Akademie der Wiessenschaften 24:324–341, (in German)
Pollak M (1985) Optimal detection of a change in distribution. Annals of Statistics 13(1):206–227, DOI
10.1214/aos/1176346587
Pollak M, Siegmund D (1985) A diffusion process and its applications to detecting a change in the drift of
Brownian motion. Biometrika 72(2):267–280, DOI 10.1093/biomet/72.2.267
Polunchenko AS, Sokolov G (2014) Toward optimal design of the Generalized Shiryaev–Roberts procedure
for quickest change-point detection under exponential observations. In: Proceedings of the 2014 Inter-
national Conference “Engineering & Telecommunications” (En&T’2014), Moscow Institute of Physics
and Technology, Moscow, Russia
Polunchenko AS, Tartakovsky AG (2010) On optimality of the Shiryaev–Roberts procedure for detecting a
change in distribution. Annals of Statistics 38(6):3445–3457, DOI 10.1214/09-AOS775
Polunchenko AS, Tartakovsky AG (2012) State-of-the-art in sequential change-point detection. Methodology
and Computing in Applied Probability 14(3):649–684, DOI 10.1007/s11009-011-9256-5
Polunchenko AS, Sokolov G, Du W (2013) Quickest change-point detection: A bird’s eye view. In: Proceed-
ings of the 2013 Joint Statistical Meetings, Montréal, Québec, Canada
Poor HV, Hadjiliadis O (2009) Quickest Detection. Cambridge University Press, New York, NY
Prudnikov AP, Brychkov YA, Marichev OI (1990) Integrals and Series, Vol. 3, More Special Functions.
Gordon and Breach Science Publishers, New York, NY
Ritov Y (1990) Decision theoretic optimality of the CUSUM procedure. Annals of Statistics 18(3):1464–1469
Roberts S (1966) A comparison of some control chart procedures. Technometrics 8(3):411–430
De Schepper A, Goovaerts MJ (1999) The GARCH(1,1)-M model: Results for the densities of the variance
and the mean. Insurance: Mathematics and Economics 24(1&2):83–94, DOI 10.1016/S0167-6687(98)
00040-7
De Schepper A, Teunen M, Goovaerts MJ (1994) An analytical inversion of a Laplace transform related
to annuities certain. Insurance: Mathematics and Economics 14(1):33–37, DOI 10.1016/0167-6687(94)
00004-2
Schröder M (2003) On the integral of geometric Brownian motion. Advances in Applied Probability
35(1):159–183, DOI 10.1239/aap/1046366104
Exact Distribution of the Generalized Shiryaev–Roberts Diffusion 45
Shiryaev AN (1961) The problem of the most rapid detection of a disturbance in a stationary process. Soviet
Mathematics—Doklady 2:795–799, (Translated from Dokl. Akad. Nauk SSSR 138:1039–1042, 1961)
Shiryaev AN (1963) On optimum methods in quickest detection problems. Theory of Probability and Its
Applications 8(1):22–46, DOI 10.1137/1108002
Shiryaev AN (1978) Optimal Stopping Rules. Springer-Verlag, New York, NY
Shiryaev AN (1996) Minimax optimality of the method of cumulative sums (CUSUM) in the case of continu-
ous time. Russian Mathematical Surveys 51(4):750–751, DOI 10.1070/RM1996v051n04ABEH002986
Shiryaev AN (1999) Essentials of Stochasic Finance: Facts, Models, Theory, Advanced Series on Statistical
Science & Applied Probability, vol 3. World Scientific Publishing Co. Pte. Ltd., River Edge, NJ
Shiryaev AN (2002) Quickest detection problems in the technical analysis of the financial data. In: Geman H,
Madan D, Pliska SR, Vorst T (eds) Mathematical Finance—Bachelier Congress 2000, Springer Finance,
Springer Berlin Heidelberg, pp 487–521, DOI 10.1007/978-3-662-12429-1_22
Slater LJ (1960) Confluent Hypergeometric Functions. Cambridge University Press, Cambirdge, UK
Szmytkowski R, Bielski S (2010) An orthogonality relation for the Whittaker functions of the second
kind of imaginary order. Integral Transforms and Special Functions 21(10):739–744, DOI 10.1080/
10652461003643412
Tartakovsky A, Nikiforov I, Basseville M (2014) Sequential Analysis: Hypothesis Testing and Changepoint
Detection, Monographs on Statistics and Applied Probability, vol 166. CRC Press, Boca Raton, FL
Tartakovsky AG, Moustakides GV (2010) State-of-the-art in Bayesian changepoint detection. Sequential
Analysis 29(2):125–145, DOI 10.1080/07474941003740997
Tartakovsky AG, Polunchenko AS (2010) Minimax optimality of the Shiryaev–Roberts procedure. In: Pro-
ceedings of the 5th International Workshop on Applied Probability, Universidad Carlos III of Madrid,
Spain
Tartakovsky AG, Pollak M, Polunchenko AS (2012) Third-order asymptotic optimality of the General-
ized Shiryaev–Roberts changepoint detection procedures. Theory of Probability and Its Applications
56(3):457–484, DOI 10.1137/S0040585X97985534
Titchmarsh EC (1962) Eigenfunction Expansions Associated with Second-Order Differential Equations.
Clarendon, Oxford, UK
Vanneste M, Goovaerts MJ, Labie E (1994) The distribution of annuities. Insurance: Mathematics and Eco-
nomics 15(1):37–48, DOI 10.1016/0003-4916(88)90283-7
Veeravalli VV, Banerjee T (2013) Quickest change detection. In: Chellappa R, Theodoridis S (eds) Academic
Press Library in Signal Processing: Array and Statistical Signal Processing, vol 3, Academic Press,
Oxford, UK, pp 209–256
Weyl H (1910) Über gewöhnliche Differentialgleichungen mit Singularitäten und die zugehörigen Entwick-
lungen willkürlicher Funktionen. Mathematische Annalen 68:220–269, (in German)
Whittaker ET (1904) An expression of certain known functions as generalized hypergeometric functions.
Bulletin of the American Mathematical Society 10(3):125–134
Wong E (1964) The construction of a class of stationary Markoff processes. In: Bellman R (ed) Stochastic
Processes in Mathematical Physics and Engineering, American Mathematical Society, Providence, RI,
pp 264–276
Yor M (1980) Loi de l’indice du lacet Brownien, et distribution de Hartman–Watson. Zeitschrift für
Wahrscheinlichkeitstheorie und Verwandte Gebiete 53(1):71–95, DOI 10.1007/BF00531612, (in French)
Yor M (1992) On some exponential functionals of Brownian motion. Advances in Applied Probability
24(3):509–531
