We consider functions represented by series C,
INTRODUCTION
In this article a wavelet approach to fractal functions is presented. It provides a natural way to construct and better understand a whole collection of strange looking functions and pathologically disconnected curves. In particular, wavelets are used to characterize the class of self-affine fractal interpolating functions introduced by Barnsley et al. and to analyze a more general class of functions generated by recursive roof-adding.
self-affine ones. Multifractal distributions and continuous nowhere differentiable curves constructed by Bolzano's method are canonical examples. We compute local and global Holder exponents of those functions and obtain criteria for nowhere differentiability. In this context self-affine functions appear as a special case. Moreover the above method allows the construction of functions with an exactly prescribed Holder exponent at each point.
SELF-AFFINE FUNCTIONS
Let us briefly recall some basic facts about self-affine functions and especially look at the relation between functional equations and iterated function systems. We use the following f ( L i ( X ) ) = a , f ( x ) + q i ( x ) i = 1, . . . , n. Let us denote by 9,(x0,. . . , x,, a , , . . . , a,) the class of all self-affine functions with nodes xo,. . . , x, and vertical factors a , , . . . , a,. We say that a function f E~, ( X~, . . . , x,, a , , . . . , a,) interpolates the vector y := ( y o , . . . , y,), if the following interpolation conditions are satisfied:
f ( X i ) = y i i = 1, . . . , n .
(2.2)
We call f self-affine almost everywhere, if the system (2.1) holds almost everywhere.
Remarks. (a) For a function f , f E~, ( X~, .
. . , x,, a l , . . . , a,)
holds, if and only if its graph is a solution of the following fixed point equation for compact subsets of the plane:
Here the wi: R 2 + R2, i = 1,. . . , n , are shear transformations of the following form (2.3') and ci, resp., ui are arbitrary real numbers. Barnsley [6] originally defined self-affine interpolating functions by the fixed point equation (2.3) with the additional constraints (2.2) and called them fractal interpolating functions.
(b) A function f e % ( x O , . . . , x,, a l , . . . , a,) interpolates y , if the affine functions qi satisfy
e ( 1 ) =Yi -% Y n .
(2.4)
In the latter case, the functions qi and wi are connected by q , ( x ) = cix + ui.
(c) In case of equidistant nodes and qi = 0 for all 1 I i I n , the above system (2.1) is equivalent to an equation of refinement-type known from subdivision and wavelet theory, see Dubuc [15] . For n = 2, the classical refinement equation appears, see Daubechies [ 141. Refinement equations are operator equations of the first kind and more difficult to handle than operator equations of the second kind like (2.1). However, with appropriate assumptions on ai both kinds of equations produce contraction mappings, which is the reason one has no hard problems here.
Let C be the Cantor ternary set. The devil's staircase f c , associated with C, is defined by f c ( x ) := C:=l E,(x)~-, for x E C with x = 2 C:=l E,(x)~-,, E , ( x ) E (0, l}, and f c ( x ) := sup{f(z) : z I x, z E C} else. A straightforward computation yields fc eP3(0, i, I, 1, ; , 0,;). Note that fc interpolates the vector y := (0, i, i, 1). The related system of functional equations (2.1) is of the form below. It can be directly obtained from the definition of fc with the recursion properties of the well-known Rademacher functions [36] and r, = 26, -1. We have three functional equations. See Fig. 1. 
EXAMPLE (Devil's Staircase of Cantor-Lebesgue). f c ( S x ) = + f C ( X ) ?
f&x + 7) 1 f&x + I) = ; + if&). The devil's staircase of Cantor-Lebesgue Similar functional equations for fc were obtained by Coppel [ll] , who showed that every bounded solution of those equations is continuous and that fc is the only bounded solution. His proof rests on geometric arguments. We look upon (2.1) as a fixed point equation of an operator. Let us denote by B ( I ) the Banach space of bounded functions equipped with the sup-norm. Let Q := ( q l , . . . , q,) and a := ( a l , . . . , a,) be fixed. For x E J, and 1 I i I n let the operator TQ be defined by
In this way, a continuous linear operator is defined, mapping B ( I ) into itself. Note that T, is also a continuous operator on the space of (equivalence classes of) measurable functions, equipped with topology of pointwise convergence almost everywhere. It is obvious that .f is self-affine, if .f is a fixed point of T, for some Q. In the interpolating case, Q has to be chosen as in (2.4). Existence and uniqueness of self-affine (interpolating) functions follow by the contraction mapping theorem together with the following properties of T,:
For Q is like in (2.41, the operator T, maps the subspace of continuous functions g , which satisfy g(0) = y o and g(1) = y,, into itself.
For am < 1 the operator T, is a contraction.
Note that analogous results hold for the operator W ( B ) := U w,(B), which acts on the compact subsets of the plane equipped with the Hausdorff-distance with respect to a metric of type d, := d, + Od, and suitable choice of 8. Equation (2.3) is the fixed point equation for W , whose solution is obtained by the successive approximation K , := W n ( K o )
for KO sufficiently large. Consequently, Gf is the limit set of a Cantor-scheme. For details, we refer to the articles of Barnsley and co-workers [4, 5, 61. In the forthcoming paragraph, we study the iterates of T, and show that they are partial sums of a series of wavelet-type mentioned above. This will provide a nice characterization of the self-affine functions, but also will give a useful analytic description of many classical fractal functions.
WAVELET SERIES AND SELF-AFFINE FUNCTIONS
In this section we give a characterization of self-affine functions by series of wavelet-type. Wavelet series are series expansions EJ, with respect to daughter functions %, k , which are simple transformations of one single mother function $. A frequently used family of such functions is $,,(XI := $ ( a i J x -mb,), where a,, b, > 0 are fixed lattice parameters and j , m E Z. It is obtained by discretization of functions of the form $(gplx), where g is running over the affine group x + ax + b.
For self-affine functions we consider the group G generated by L , , . . . , L , and its forward orbits:
. . . , x,) the set of piecewise affine, not . . , a, and k E Q,.
The endpoints are dense in I . If x is not an endpoint of order j , let k ( j , x) be the uniquely determined k E Qj such that x E L , k ( I ) . Otherwise let 3.2. Remarks. (a) For equidistant nodes, the daughter functions have affine structure, namely, %,,(x) = $(nJx -m,(j, k)), with m n ' C a j , k $ , k ( x ) = a j ( x > $ ( x > . for some K := ( K ' , . . . , K,) E Q,, then the following identiy holds:
The right-hand side looks as follows: On J, the function $ ~P d ( x , , ,
is given by
where q is afSlne and uniquely determined by the boundary conditions $(O) = $(1) = 0. The remainder has the form R,g := c,,,(g -q ) o L;,',, where Let x E L,(I) for some K E (1,. . . , n}. The 
Again, by definition of $, we have a,m+Iq(L;ml+$x)) + qKm+$L;,lKm+$x)) = $(x) + q ( x ) . This and a change of summation in the last double sum proves the assertion for m + 1. 
. . , x,, a l , . . . , a,),
where the functions q, q,, and $ are connected by q,
(cf. Lemma 3.3). In any of the above cases, f is bounded. Further, f is continuous, iff $ is continuous. Consider the interval map S defined by S(x) := L,-'(x), when x E J, and the step function h ( x ) := Ey= a, lJ$x). By building block property (3.11, representation formula (3.5) can be expressed in
(ii) 3.7. Remarks (Building Blocks, Dynamical Systems).
For endpoints, the sums in (3.51, resp., (3.6) consist only of a finite number of elements. An immediate consequence of Theorem 3.5 is the following result:
Let a, < 1 and y := ( y o , . . . , y,). Then there is exactly one bounded function in 9,(xo,. . . , x,, a l , . . . , a,), which interpolatesy. This function is automatically continuous.
Denote by tE9, the subspace of all continuous functions, which are in P,(xo,. . . , x,, a l , . . . , a,). This set is a finite-dimensional vector space. By Theorem 3.5 we have a basis of this space: 3.9. COROLLARY. Let a, < 1. The vector space g9, is ( n + 1)-dimensional. Every f E tE9, has the unique decomposition f = C:=, f(x,)e, into linear independent e, E tE9,, which interpolate (Sju)J"=o and have the form e, = Q, + C;=, cj%('). Here for u E (1,. . . , n -1) the mother functions $(') are triangularpolygons through (xi, S,,) and Q, = 0. Moreover, Qo = x, resp., Q, = 1 -x and $ ( O ) = 0 , as well as $(,) = 0. The related Schauder-coefficients of a function f E % P , and recursion formulas for them may be computed from (3.5) along with Corollary 3.9 and Remark 3.10(a). Note that f E %P,(O, i, 1, a l , a,) may be canonically decomposed into the classical Schauder-basis of C(1) introduced by Faber [19] , see also [34] . In the next section we give the explicit form of such a decomposition for a class of strictly increasing singular functions introduced by Salem [51] . (c) From these considerations, we obtain the following insight into the wavelet-type representation of self-affine fractal functions: Expansion (3.5) is a representation arising from superposition of ( n + 1) levels of a Schauder expansion. Schauder expansions in terms of P b do not match the usual geometric construction of self-affine functions. However, adding appropriate triangle functions ending up with $, we obtain series representation (3.5), which does match the usual geometric construction. (d) There is one essential difference between the classical Schauder-decomposition of Faber [ 191 and our representation. The derivatives of Faber's bases are Haar-functions, which form a wavelet-orthonorma1 base of the space of square integrable functions L' (1) . For the derivatives of our daughter-functions in (3.5) it is not even clear, whether they form a Riesz-basis or a frame of the Hilbert space L'(1). [6] . . , x,, a l , . . . , a,) with a, < 1
COROLLARY (Uniqueness Theorem of Barnsley
Especially f o r p = 1:
For equidistant nodes we can make use of 3.2(a) to change the summation, and sum over the lattice Z'X Z. This provides the following characterization by affine wavelet-type series: , . . . , 1, a l , . . . , a,),
with $ and q like in (3.5) and (d,,k) given by do,o = 1, d0,k = 0 ( k # 0) and the recursion d,, l , n l r + k = ar+ . dJ,k for r E (0,. . . , n -11, resp., d,, l , n l r + k = 0 else.
In the preceding we assumed a, < 1. Omitting this condition the following can be said:
Representation formula (3.5) holds in the sense of generalized functions.
Moreover, f E~, ( x~, .
. . , x,, a l , . . . , a,) admits (3.5) pointwise at least at endpoints.
If f e 9 , ( x 0 , . . . , x,, a l , . . . , a,) with some zero vertical factors, we can say more:
Denote by R the set of all indices i with non-zero vertical factors a,.
Further denote by
Note that E is a perfect set, which might have Lebesgue-measure zero. In the latter case (3.5) holds almost everywhere. A similar result is true for non-zero coefficients:
3.13. THEOREM. Let 0 < H := -C;=, bi logIail < 00, then f E 9,(x0,. . . , x,, a , , . . . , a,) almost everywhere, ifff admits representation (3.5) almost everywhere.
Let h be as in Remark 3.7. By assumption loglhl is Lebesgue-integrable. Thus,
Pro05
= /ulloglh(x)ldx = -H < 0, almost everywhere by the ergodic theorem, for the Lebesgue-measure is invariant with respect to S. By (3.8), the following estimate, which proves the theorem with Lemma 3.3, is obtained almost everywhere x E I :
APPLICATION TO CLASSICAL FRACTAL FUNCTIONS
In this section we deal with wavelet representations of singular, resp., continuous nowhere differentiable functions. It turns out that many wellknown iteration methods for the construction of fractal functions are simply resulting from the partial sums of (3.5). Let us first consider the following generalization of the classical Example 2.4 studied previously:
(a) Devil's staircase of a self-similar flactal: Let K , ( x ) := rix + bi,
Let us denote by E the attractor of the iterated function system ( K , , . . . , K,), i.e., the unique compact, non-empty set E c I such that with decomposition f E = x + WE ("wavelet part"). This is the reason for the vanishing moment property here, and it should be noted that it is very different from vanishing moments for smooth wavelet orthonormal basis [14] . The functions $E and pE generalize the well-known functions of Schauder and Haar. If the contraction ratios rj all have the same value r, the Hausdorff-dimension of E can be calculated explicitly by the formula
In this case, the p -1st partial sum fp) of (4.lb) with respect to j has the simple form
where Ep := U q t { l , , , , , m l p Kp,,(I). Note that Ep converges to E in the Hausdorff-distance, whereas fp) converges uniformly to f E . The latter observation is a consequence of Remark 3.4, but may also be obtained by elementary means.
the set E is Cantor's ternary set and f E is the staircase of CantorLebesgue. Since we have equidistant nodes, there is f c ( and k interpolates y := (0, -+ , O , +,1>. The affine functions related to k are given by q1 = 0 and qi = i ( i -3) for i = 2,3,4. With a view on (3.6), the following representation is obtained: (c) Weierstrass-like functions, the function of Knopp-Tagaki: Let E : R + R be a periodic, continuous function with period one. The Weierstrass function, associated with E , is given by w,(x) := E:=o a"E(b"x), where 0 < a < 1 and b is an integer larger than 1. Weierstrass [61] first considered this function for E ( x ) := cos(.rrx) and proved that wE is continuous and nowhere differentiable, provided that a . b > 1 + 4.r.
Later, Hardy [26] improved this result to a . b 2 1. Here we consider piecewise affine E. The corresponding Weierstrass-like functions wE can be analyzed by random substitutions (Bedford [8] Salem's strictly increasing singular function: Here we give an example of a multifractal distribution function, which is of the form (3.7), but in general is not self-affine. Let (rn)n be a sequence of real numbers in (d) 
The latter is seen as follows: In the case of dyadic rational x, the above convolution consists of only finitely many Bernoulli measures, and even more qrn)(p2-") = sj(p2-") provided that 0 ~p I 2", m E No, and m ~j .
As a distribution function, s (~, ) is uniquely determined by the sequence ( 3 , ) considered on the dense subset of dyadic rationals (Kawata [36, p. 3301 ). Thus we only have to show that s j ( x ) is the ( j -1)th partial sum of (4.3) for any dyadic rational. Let j E N and 0 I q I 2 J such that On The last example may be surely generalized to a large class of more general Bernoulli-convolutions. Note that all self-similar fractals in Rd with a constant ratio of dissection and one single underlying orthogonal transform may be represented as a random series of Rademacher-type.
Hence the related distribution function may be written as a convolution.
As an example, we mention the devil's staircase of Cantor-Lebesgue, discussed in (a). It has the representation fc = * : = ,+[6, + 6,l
(1 --oo, (3"/2)x]), as shown already in 1916 by Hille and Tamarkin [27] . For self-affine fractals with equidistant gaps a similar result was also used by Elton and Yan [17] . Finally, note that a large class of singular functions, which admit a representation of type (3. 
HOLDER EXPONENTS OF ROOF-ADDING SCHEMES
In Section 3 we proved that self-affine functions are obtained through successive roof-adding from polygons (Theorem 3.5). This procedure rests on a finite number of contractions (cf. Remark 2.2) . In this section we analyze a class of functions generated by roof-adding based on infinitely many contractions such that in each step new vertical factors may appear.
This means that the sequence (cj, k ) from 3.1 is replaced by a more general
The method of constructing non-differentiable curves by roof-adding goes back to Bolzano in 1830 and was independently used by many authors (Besicovitch-Ursell [9] , Faber [19] [54, 571) . Add a polygon $ to an affine function 1 to obtain a new polygon Po. Add new polygons to the affine parts of Po to obtain a polygon P, , and proceed recursively. In each step, the new polygons P,+ , are obtained by stretching the original polygon $ in both coordinate directions. Those polygons are added to the affine parts of P,. The analytic description of these procedures may be formally summarized in the following definition: holds. With a view on the notations in 3.1 and Theorem 3.5, the name "quasi-self-affine" is justified because asymptotically one may look upon quasi-self-affine functions as some kind of lower envelopes of self-affine functions. (c) By building block relation (3.1), we can write (5.1) as a single sum as in (3.6).
DEFINITION (Functions of Affine Wavelet-type and Quasi-self-affine Functions). (a) A function
Let f E W(xo,. . . , x,, a). Then analog to the second-order differences in classical Faber-Schauder system, there is a correspondence between the coefficients ( a J , k ) and the interpolated values of the subdivision {dL,, k ( I ) } , kl which can be used for estimation of oscillations: 
Let j E N and k = ( k l , . . . , k,) E Q, be arbitrary. Then for any x E L j , k ( I ) there exists a point x f E L , k ( I ) such that the following inequality is valid:
where L := L j , k as above. From the interpolation formula (5.2) we immediately derive
In what follows, we assume a j , k $ ( 5 
by the triangle inequality, which also yields the assertion.
Before we state the results of this section, let us briefly recall the definition of the global and local Holder exponent of a continuous function F .
Let h E (0,l). We call F Holder continuous of order h at x, if there is 8, > 0 such that for all Ihl I 8, with x + h E I holds F(x + h ) -F ( x ) = O(lh1"). In this case, we write f E ( 2 :
. Similarly, we call F globally Holder
Here we use the notation f E C".
The local Holder exponent of a continuous function
In an analogous fashion, the global Holder exponent of a continuous function F is given by
We only considered values of h E [0,1], since we are mainly interested in non-differentiable functions. The above definition generalizes to arbitrary positive A, if we replace F ( x ) by the nth Taylor polynomial, n integer part of A. Note that a function in C" is also in C"' for A' < A. The same holds for locally Holder-continuous functions. Therefore, the above definitions make sense. Taking logarithms, we have (e.g., Holschneider [29] ): For a continuous function F : I + R, the local Holder exponent is given by 5.6. LEMMA.
The next lemma is needed for estimating a ( f ) , resp., a ( f , x) for the wavelet-type functions from above. The proof is straightforward and therefore omitted.
Let t,!~ E P H ( X~, .
. . , xn) be non-zero and the constant K := 2 l l~l l~/ b .
Then for any j E No and k E Q, and any x, y E I holds:
In the following, we compute the global Holder exponent of a function of affine wavelet-type. This generalizes a result obtained by Ciesielski [ 101 for the classical Faber-Schauder system. The main point in Ciesielski's proof is a sandwich argument used by Besicovitch and Ursell [9] earlier for the analysis of the Knopp-Tagaki-function. We use arguments in the same spirit with some modifications, since we have a linear spline instead of head functions and non-equidistant nodes. With the notation log0 := --oo and a A b := min{a, b} holds: For a function f E W(x,,, . . . , x,, a) , the global Holder exponent is given by Pro05 Denote the right-hand side of (5.5) by h ( f ) . Suppose it is less than 1. If f E C', then by (5.2) and the triangle inequality we have for all j E N and k E Qi:
Taking logarithms, this implies mink= loglaJ,kl/loglbJ,kl 2 h + O(1) for j + 00. That yields a ( f ) 5 h ( f ) . To prove the opposite inequality, let 7 > 0 be sufficiently small such that h := h ( f ) -7 E (0,l). To prove the theorem, we show f E C'. The assertion then follows, since 7 was arbitrary. Let x, y E I . Because of Remark 3.2(b), we have $, k (~) # 0 only for
x), k ( j , y)}, and only those values contribute. Therefore, we have
The first term on the right-hand side is bounded from above by 11'1 Ix -yl'.
It remains to estimate the double sum on the right-hand side. The latter may be estimated from above by
From the preceding we have Iaj,,l I C,Ibj,,lh uniformly in k and j , especially for k = k ( j , x). Let j , E N be arbitrary and put k ( j , , x) = ( k , , . . . , kjl) and k ( j , x) = ( k , , . . . , kj) for j > j , . With these notations, we split the sum S, up and obtain applying Lemma 5. 
I
Pro05 Denote by 7, resp., 7 the left, resp., the right endpoint of the interval in (5.8). Again, combining Lemma 5.2 with Lemma 5.6 we have a ( f , x) I 7. Note that for E > 0 and 6 > 0 sufficiently small we have a j , k = O(b;?,') uniformly in k E Q ( j , x, E ) and j E N. Now the same estimates as in the proof of 5.5 apply and yield the assertion above.
Applying the last statements to self-affine functions we end up with following corollary: Let f EP,(X~,. . . , x,, a l , . . . , a,) be interpolatingy.
Further let bi < I ail for all 1 I i I n. Then f is continuous nowhere differentiable with the Holder exponents (b) Conversely assume we have a function h(x) E (0,l) on I , continuous in some neighborhood of x. Then, because of uniform continuity, there is a sequence (7,) of step functions, constant on each of the intervals of the subdivision ( L J , k ( I ) ) , such that 7, + h uniformly in this neighborhood. Let us put a,(x) := bJ(xYi(x) for points in the neighborhood, and a,(x) := n-J else. Take an arbitrary but fixed I/J EPST(~~, . . . , x,) with support I . In this way, a function f E W(xo,. . . , x,, a) is defined. By construction of the sequences (a,) and (7,) ' we have a ( f , x) = h(x) because of uniform convergence. We note that in the above construction we have freedom in the choice of number of nodes, choice of the nodes, and IlQf 1 1 , < 1 implies nowhere Holder continuity of order p for a universal p E (0,l) and thus nowhere differentiability of f by Theorem 5.6. In the same way, I@f(x)l < 1 implies that f cannot be Holder continuous of order p, for some p, E (0,l). Consequently, f is non-differentiable at x. The latter may also be expressed in a different manner. [23] , in which the first wavelet-basis was constructed, see [19] . It should also be noted that Faber could improve his result on non-differentiability of a continuous function in [20] differentiable at some point must be also differentiable in the dyadic sense, i.e., have difference quotient limit for the surrounding dyadics. Dyadic differentiation for its own sake is an interesting subject with many interesting aspects, for instance probabilistic ones. For a discussion, see Anderson and Pitt [l] . Faber by clever splitting of (5.1) and arguments similar to ours used in the proof of Lemma 5.3 could show that certain dyadic difference quotients around any point were no Cauchy sequences.
We would shortly like to show that his result still holds in our more general setting of functions with affine wavelet representation. For reasons of simplicity, let us only discuss the case of equidistant nodes. However, we do not follow Faber's arguments, but use Lemma 5.3 instead. This will provide a less technical approach. One can prove the following proposition: 
, I u, -xI,Iu, -XI, I t, -4)).
(5.11)
We know that for some numbers k = k,, 1 = I,, r = r, we have u, = knpm and also [ , = ( k + l ) n p m , u, = ( k + r)npm. Thus, by the last growth condition, since 1, r I n, (5.12) uniformly k E Q, as Ix -k/m"l + (i) (a) For x E I and r E N denote by m(x, r), resp., M(x, r ) the smallest positive integer 1 E N such that k ( r -1, x) # n, resp., k ( r + , bi and cr > 0 holds A1({x E I : M(x, r ) > a } ) I B". For sufficiently small numbers, cr > 0 therefore holds A1({x E I : M(x, j ) / j 2 6 for some j 2 p S ) I C;='=, B", which tends to zero for p + 00. From this, the assertion follows for M ( x , r ) . The arguments for m(x, r ) are similar. Considerations of this type have been explicitly done by Bedford [7] at the analysis of self-affine curves, but are also implicit in Egglestones analysis of exceptional sets [16] .
(b) Next let x E I be not an endpoint. Note that for y E B,(x) in the interior of I with E > 0 sufficiently small and y > x, we can find a number j E N depending on E and x such that k ( r , x) = k ( r , y ) , if (5.15)
Let f E W(xo,. . . , x,, a) with representation (5.1). Denote by A, the right-hand side of (5.10). We may assume 0 < A, I
1. We have to show a ( f , x) = A,. As in the proof of 5.8, the upper bound is easy, namely, a ( f , x) I A,. This time we make use of the Lemmas 5.4 and 5.6. Let us fix x E I and a nested sequence of intervals Ln,k!I) collapsing to x. Then by 5.4 we have a sequence (x,) within such that
Proof of Theorem 5.14. when n is running over an appropriate subsequence. Applying Lemma 5.6, the upper bound is established. The lower bound is more difficult. Let x be fixed and 7 > 0 be sufficiently small. Note that it is enough to consider only non-endpoints x. Put y = y, = A, -7 < 1 for convenience, choose E > 0 sufficiently small, and take y E B,(x). Without loss of generality, we assume I = 0 ( I is Lipschitz) and y > x. Using the building block property (see 5.2(c)) and the triangle inequality we obtain the following estimate for arbitrary but fixed qo E N, Now we just have to put together the three estimates above and to take into account the concavity of log. Using sandwich estimate 5.14 again for
for j + 00. Applying the limes inferior to both sides of the inequality and taking into account (5.14) we have a ( f , x) 2 y, 2 A, -7 with probability 1 with respect to the Lebesgue measure for x E I. This holds for all choices of 7 = 7, > 0 and of course for all numbers smaller than this value. Because of this, we end up with the lower bound.
Note that Bedford [7] has used related arguments in purely geometric form to estimate the local exponents of a class of self-affine functions. We may derive his results from our more general approach of recursive roof-adding as well. To do this, recall that as shown in (3.13): limj,,-loglcj(x)l = bi log ai almost everywhere (see (3.8) ). In a similar manner, we conclude that limj , , -log1 bj, k( j , , ) I = Cr= bi log bi holds almost everywhere. Thus:
16. COROLLARY (cf. Bedford [7] ). Let f E~, ( x , , , . . . , x,, a l , . . . , a,) be interpolating and let 0 < bi < I ail < 1 for any 1 I i I n, then f has the following local Holder exponent for almost all points x E I in the unit interval:
The exceptional set in Theorem 5.14 consists of all points where (5.14) fails. Fractal dimensions of sets of this kind were studied in a geneal setting by Egglestone [16] . The exceptional set in the last corollary contains those points but additionally the points where Birkoff's ergodic theorem fails for the special cases of multinomial measure.
(b) The study of exceptional sets of the latter kind for measures is subject to multifractal formalism, see [21] for instance, which allows the computation of the fractal dimensions of the associated level sets through the Legendre transform of a generalized partition function. in the second case. Since lA(a,, b,)l 2 1 in both cases, lim,,, A(a,, b,) does not exist. Therefore w cannot be differentiable anywhere. The latter was shown by Katsuura [35] with purely geometric methods on slopes. The last example is an easy example that the condition bi < I ail for non-differentiability is sufrely not optimal.
Let us look to Salem's function s(r,),. The results of this section enable us to conclude ah(.*,, x) = liminf,,, ?Cj,=, log h!,"c',, for almost all points, which have the form x = C: = , E,(x)~-,, provided that -1 < liminf r, and limsup r, < 1. In that case the global Holder exponent is a(s(.,,) 2 (logi)-' log(i(1 + liminf,,,lr,l)). Finally, we note that for the parameters h?)(x) = i ( 1 + 6,(x)rU), where 6,(x) = 2~, ( x ) -1. It has widely been known in the wavelet community that the continuous wavelet transform can be used for the analysis of irregular curves. This has first been shown by Arnedeo and co-workers [2] by numerical experiments with the devil's staircase. A more analytic approach was later established by Arnedeo et al. [3] . In the sequel Holschneider and Tschamitchian [28] developed a machinery of local analysis based on the continuous wavelet transform and applied it to give a complete local description of Riemann's function cc R ( t ) = C l/n' sin(n'7rt).
They used the daughter wavelet $(t) := (1 -it)-'. Similar arguments were applied by Holschneider for analyzing the Weierstrass-functions and Brownian sample paths [29] . A counterpart to the continuous wavelet theory in terms of smooth wavelet orthonormal basis was developed by Jaffard [32] . Note that in general all wavelets from a class with certain regularity do well for local analysis. In the Holschneider-Tschamitchian approach, the above function $(t) turned out to give a beautiful link between R(t) and the Jacobi-Theta function. This was the key point to make a detailed analysis of R(t) possible that way. A completely different approach to fractal curves is due to Massopust and co-workers, for details see Massopust [46] . They used self-affinity to establish fractal function wavelets by a more general concept of scaling function.
Conclusion and Generalizations. (a)
Our approach is different from all those, insofar we have no wavelets in the ordinary sense with vanishing moments, but more or less do a Schauder-type approximation of the geometric structure of the given self-similar functions. For that adopted "mother" functions are necessary, matching the geometry of our functions.
(b) The methods presented in this paper are surely applicable to functions self-affine in an extended sense: For the affine functions Li, contractive homeomorphisms may be taken and the vertical factors may depend on x. The method of wavelet series may also be applied to fractal graphs in d-dimensional space (Hutchinson [30] ) and certain fractal curves like those of von Koch [38] , Levy [43] , and de Rham [59] . They may be further applied to certain classes of subdivision algorithms, see Dahmen-Mitchelli [ 121. It is also commonly known that a large number of space-filling curves may be expressed as self-similar sets using iterated function systems, see Sagan [50] . Equivalently these curves, like those of Peano, Moore, and Hilbert, are characterized by functional equations similar to (2.1). The latter was first noted by Wunderlich, see Strubecker [57] . Hence our method will provide a parametrization of those curves as a series of form (3.5) and, will give a local description of those as well.
(c) Similar considerations, as those of Section 5, may be applied to estimate local and global Hausdorff (Box) dimension of quasi-self-affine graphs.
(d) Statistically self-affine functions, as suggested in Mandelbrot [44] , and in detail discussed for self-affine maps by Mauldin et al. [47] , for instance, and from a different more geometric point of view by Kinney and Pitcher [40] , may be characterized in a similar manner, as done here, by k = 1 random wavelet-like series. It should be noted that a randomization of the Knopp-Tagaki function with basis function $s, where the coefficient sequence is replaced by Gaussian white noise, leads to the well-known Brownian motion process [31] . A generalization of this method was exploited in computer graphics for generating fractal curves approximating fractional Brownian motion and fractional noises, see Peitgen and Saupe [48] . A randomization with the above concept will lead to large class processes with statistically self-affine graphs. Interesting applications of this concept seem to be possible in mathematical finance, see Mandelbrot 1451.
