Abstract. In this article we study existence of pathwise stochastic integrals with respect to a general class of n-dimensional Gaussian processes and a wide class of adapted integrands. More precisely, we study integrands which are functions that are of locally bounded variation with respect to all variables. Moreover, multidimensional Itô formula is derived.
Introduction
Let X = (X 1 , X 2 , . . . , X n ) be n-dimensional Gaussian process on [0, T ] such that all components X k are independent. In this article we are interested in which generality stochastic integrals of type exists in a pathwise sense. In particular, we assume that the processes X k are not semimartingales and hence standard integration techniques cannot be applied.
Pathwise generalizations of stochastic integration go back to Young [6] who proved that if the integrand and the integrator are together smooth enough in the sense of p-variations, then the integral exists as a limit of RiemannStieltjes sums. In a particular case of fractional Brownian motion with Hurst index H > 1 2 this was considered in Lin [9] and Dai and Heyde [11] who showed the existence of stochastic integral if the integrand has finite p-variation with 1 p + H > 1. The pathwise forward-type RiemannStieltjes integration was studied by Föllmer [5] and the pathwise generalised Lebesgue-Stieltjes integrals was introduced by Zähle [7] and later developed by Nualart and Rȃşcanu [2] . In this case the integral with respect to fractional Brownian motion is well-defined if the integrand has λ-Hölder continuous paths with λ > 1 − H. However, all of the mentioned studies considered too restrictive integrands. In particular, even the simple integral T 0 1 Xu>a dX u is not covered.
Later on this problem was studied in the case of fractional Brownian motion by Azmoodeh et al. [1] holds almost surely. It was also pointed out in Mishura et al. [8] that the results hold also for functions of locally bounded variation and thus the pathwise integrals with respect to fractional Brownian motion with H > 1 2 can be defined for integrands f (B H u ) for a wide class of functions f . Moreover, it was shown in Azmoodeh and Viitasaari [4] that under mild integrability condition the limit of the forward-type Riemann-Stieltjes sums can also be understood as L p -limit for suitable range of p. The authors also studied rate of convergence of this approximation. Later on these results for fractional Brownian motion was widely generalized by Sottinen and Viitasaari [10] to cover a large class of Gaussian processes. Namely, the authors in [10] proved that, under some mild extra assumptions, these results hold for Gaussian processes which has α-Hölder continuous trajectories almost surely for some α > While the above mentioned works cover large class of Gaussian processes, they only consider one dimensional processes. Motivated by this we study existence of integrals where the integrand is of locally bounded variation separately with respect to all variables. More precisely, we prove that under a natural integrability assumption the integrals
exist for every k = 1, . . . , n in the sense of generalized Lebesgue-Stieltjes integral, provided that processes X k are independent Gaussian processes of certain type and the function f (x) is of locally bounded variation separately with respect to each variable x k . However, we do not assume that all the processes X k are independent copies and hence different stylized facts can be added to the model by adding them to different independent random sources. We also prove the following Itô formula
where ∂ − ∂k F denotes the one-sided derivative of a continuous function F and
∂k F is assumed to be of locally bounded variation.
The rest of the paper is organized as follows. In section 2 we recall basic facts on generalized Lebesgue-Stieltjes integrals and Föllmer integrals. Moreover, we introduce our class of integrands and processes together with discussions. Section 3 is devoted to our main results together with the proofs. We end the paper with discussion.
Auxiliary Facts

Pathwise integrals.
Definition 2.1. Fix 0 < β < 1.
(1) The fractional Besov space W
denote the space of Hölder continuous functions of order α on [0, T ] and let 0 < ǫ < β ∧ (1 − β). Then
where Γ is the Gamma-function. The Riemann-Liouville fractional derivatives D and I β t− . They can be also define via the Weyl representation as
The generalized Lebesgue-Stieltjes integral is defined in terms of fractional derivative operators according to the next proposition. . Then for any t ∈ (0, T ] the generalized Lebesgue-Stieltjes integral exists as the following Lebesgue integral
and is independent of β.
Remark 2.2. It is shown in [7] that if f ∈ C γ and g ∈ C f ′′ with γ + f ′′ > 1, then the generalized Lebesgue-Stieltjes integral t 0 f (s) dg(s) exists and coincides with the classical Riemann-Stieltjes integral, i.e., as a limit of Riemann-Stieltjes sums. This is natural, since in this case one can also define the integrals as Young integrals [6] .
We will also need the following estimate in order to prove our main theorems.
Then we have the estimation
We also recall the definition of a forward-type Riemann-Stieltjes integral due to Föllmer [5] (see also [3] ).
n=1 be a sequence of partitions π n = {0 = t n 0 < . . . < t n k(n) = T } such that |π n | = max j=1,...,k(n) |t n j − t n j−1 | → 0 as n → ∞. Let X be a continuous process. The Föllmer integral along the sequence (π n ) ∞ n=1 of Y with respect to X is defined as
if the limit exists almost surely.
In general it is not clear when the Föllmer integrals exist. In the case of quadratic variation processes the existence is guaranteed by the Itô-Föllmer formula of Lemma 2.1 below, which shows that the Föllmer integral behaves like the Itô integral in the case of integrators with quadratic variation.
Definition 2.4. Let (π n ) ∞ n=1 be a sequence of partitions π n = {0 = t n 0 < . . . < t n k(n) = T } such that |π n | = max j=1,...,k(n) |t n j − t n j−1 | → 0 as n → ∞. Let X be a continuous process. Then X is a quadratic variation process along the sequence (π n ) ∞ n=1 if the limit
exists almost surely.
Lemma 2.1.
[5] Let X be a continuous quadratic variation process and let
In particular, the Föllmer integral exists and has a continuous modification.
Notation and assumptions.
Definition 2.5. Let X be a centered Gaussian process. We denote by R(t, s), W (t, s), and V (t) its covariance, incremental variance and variance, i.e.
. We denote by w * (t) the "worst case" incremental variance
Recall that a process X = (X t ) t∈[0,T ] is Hölder continuous of order α if there exists almost surely finite random variable C T such that
Next we recall the class X α of Gaussian processes introduced in [10] .
with covariance R belongs to the class X α if
(1) There exists a constant δ > 0 such R(s, t) > 0 for every s, t > 0 provided |t − s| ≤ δ, (2) the "worst case" incremental variance satisfies
where C > 0 and 0 < α < 1, (3) there exists a c, δ > 0 such that
when s ≤ δ, (4) there exists a δ > 0 such that
The definition is rather technical. However, the assumptions are not very restrictive and the following remarks and examples should convince the reader that indeed many processes belong to the given class.
Remark 2.3.
(1) In the original paper [10] the authors assumed R(t, s) > 0 for every t, s > 0. However, the assumption is needed only close to diagonal and hence this assumption is rather natural and not very restrictive. Note also that we assume that X is random i.e. for every s > 0 we have R(s, s) = V (s) > 0. Hence this condition is closely related to the fourth condition i.e. the covariance R(s, t) is not "too far" from the variance when s and t are close to each other.
(2) The second condition on the incremental variance is the most important assumption as it implies that X has a version which is Hölder continuous of order r for any r < α on
The third condition is a natural assumption and could be dropped. Indeed, note first that we either have inf 0≤s≤T V (s) > 0 or else X 0 = 0.
Hence if the variance V (s) behaves like s γ for some γ > 2 near zero, we obtain that the process is Hölder continuous of order α > 1 on that interval. Hence it is constant and thus violating first assumption. (4) Finally, the fourth assumption is quite mild as for it we simply need that when s and t are both close to each other and at the same time near to zero, the variance V (s) is not "too far" from the covariance R(s, t).
Many processes such as stationary increment processes or stationary processes belong to the class X α . For examples and more discussion see [10] . We also recall the following technical estimate.
Lemma 2.2.
[10] Let X be a centered Gaussian process with strictly positive and bounded covariance function R, 0 < s < t ≤ T and a ∈ IR. Then there exists a universal constant C such that
where
Remark 2.4. In [10] the Lemma was stated in a bit different form. However, by examining the proof it is clear that the above formula is also valid.
Consider now an n-dimensional vectorᾱ = (α 1 , α 2 , . . . , α n ) with α k > 1 2 , ∀k. We consider the following class of processes.
Definition 2.7. Let X = (X 1 , X 2 , . . . , X n ) be an n-dimensional Gaussian process on [0, T ]. We denote X ∈ Xᾱ if the processes X k are independent and for every k we have X k ∈ X α k .
Remark 2.5. The assumption of independent processes X k is rather restrictive for many applications. However, our results hold also with obvious changes for dependent processes if all the conditional Gaussian processes X k given the other n − 1 variables belong to X α with some α > 1 2 . Hence the assumption of independent processes is only a simplification.
Consider next a continuous function F : IR
n → IR such that all one-sided partial derivatives
. . , x n ) exist and are of locally bounded variation separately with respect to each variables i.e. for every compact set
is of bounded variation. According to the well-known Jordan decomposition, a function of one variable is of bounded variation if and only if it is a difference of two increasing functions. Moreover, for every increasing function f there exists a convex function F such that
Moreover, the second derivative F ′′ exist as a distribution µ and if the Radon measure µ has compact support, then there exists constants b and c such that
where sgn(x) = 1 for x > 0 and sgn(x) = −1 for x ≤ 0. Hence for every function of locally bounded variation we can associate a (signed) measure µ on the given compact set K such that (2.1) holds. Moreover, for every signed measure µ we have a decomposition µ = µ + − µ − where µ + and µ − are positive Radon measures. Note that in our multidimensional setup the measure µ depends on the fixed variables x 1 , . . . , x k−1 , x k+1 , . . . , x n .
Let now σ = {σ (1), . . . , σ(n)} denote a permutation of indices {1, . . . , n} and for a fixed
, for every i = 1, . . . , k. Now we are ready to define our class of functions.
Definition 2.8. Let F : IR n → IR be a continuous function. We denote F ∈ Y if:
(1) for every k = 1, . . . , n the one-sided partial derivatives ∂ ∂x k F (x 1 , . . . , x n ) exist and are of locally bounded variation separately with respect to all variables x 1 , . . . , x n ,
where the second sum is over all possible permutations σ, |µ| = µ + + µ − , and the measure µ x σ(1) ,...,x σ(n−1) is the measure associated to the partial derivative
The definition depends also on the underlying processes X 1 , . . . , X n which will be omitted on the notation. Note also that the definition looks rather technical and complicated. However, it is a quite mild and natural assumption. Indeed, take any permutation σ = (σ(1), . . . , σ(n)) and consider the measure µ associated to the partial derivative
. Then choose any k variables and take maximum of µ (in the above sense) with respect to the remaining n − 1 − k variables over an compact set [−1, 1] n−1−k . The interpretation of the assumption means that this maximum is "almost" integrable with respect to k + 1 dimensional Gaussian measure associated to a random vector (X σ(1) , X σ(2) , . . . , X σ(k) , X σ(n) ). In other words, the term arising from Lemma (2.2)
is close to Gaussian measure related to the random variable X σ(n) and µ is related to the partial derivative with respect to x σ(n) . As such the assumption simply means that all the partial derivatives are integrable with respect to a measure that is "close" to Gaussian measure. It is also not obvious how such assumption can be dropped since in order to prove the existence of our integrals we have to show that certain random variables are finite almost surely. In order to do this we prove that expectations are finite and hence we have to assume some kind of integrability. The following remarks and examples give more justification why the assumption is natural and not too restrictive.
Remark 2.6. For simplicity we choose to take maximum over a compact set [−1, 1] k . However, this could be replaced by any set [−ǫ, ǫ] k with obvious modifications to the assumption. This gives more intuition to the assumption; choose any n − 1 − k variables, let them be really close to zero and assume that with those variables close to zero the partial derivatives are "almost" (in the above sense) integrable with respect to a certain Gaussian measure.
Example 2.1. If |µ| is absolutely continuous with respect to Lebesgue measure, then the inner integral of the assumption becomes
In a region [K, ∞) we get by integration by parts formula that
needs to be satisfied, where K is some real number K > 1 and here f (a) depends on x σ(1) , . . . , x σ(n) . The interval (−∞, −K] can be treated similarly and the compact interval [−K, K] is obvious.
Example 2.2. Another motivating example is a function f (x 1 , x 2 , . . . , x n ) = | n k=1 x k |. In this case Radon measure is just the Dirac delta function δ(da). Then our assumption turns out to be
which is obviously true.
Main Results
Existence of integrals.
First we will show the existence of multidimensional stochastic integrals with respect to some class of Gaussian processes in the generalized Lebesgue-Stieltjes sense.
Theorem 3.1. Let X ∈ Xᾱ and f ∈ Y. Then for every k = 1, . . . , n, the integral
exists almost surely in generalized Lebesgue-Stieltjes sense.
Proof. For simplicity and without loss of generality we assume that
for every k. For one-sided partial derivatives we use short notation ∂ − k . Moreover, we assume that all the measures µ associated to partial derivatives are positive Radon measures. In a general case µ is signed measure with decomposition µ = µ + − µ − and in this case we consider positive measure |µ| = µ + + µ − . Let β ∈ (1 − inf k=1,...,n α k , 1 2 ). According to Proposition 2.1, the generalized Lebesgue-Stieltjes integral exists if we have
First it is trivial that
For the second part in ∂ − k f (X 1 s , . . . , X n s ) 2,β we split the integral with respect to s and u as
For terms I 3 and I 4 we notice that
Consequently, I 3 < ∞ and I 4 < ∞. For I 1 and I 2 it is sufficient to show that IEI 1 < ∞ and IEI 2 < ∞. First we write
We consider only the term |∂
. . , X n u )|, and the rest can be treated similarly.
Next we argue why we can apply local representation (2.1) globally even in the case when supp(µ) is not necessarily compact. We define a set
By monotone convergence theorem we have
duds .
Moreover, we define auxiliary function f n by
We take partial derivative with respect to x 1 , . . . , x k separately, and for different k, f n is different. Now the measure µ associated to f n has compact support and
Hence we may apply representation (2.1)
to obtain
HereX 1 t = (X 2 t , . . . , X n t ) is an n − 1 dimensional random variable without the first term. Hence by monotone convergence theorem again, we have
It follows that we only need to prove the following
Next we prove that EI 1 < ∞, the other term I 2 is easier and can be treated similarly. For I 1 , by applying Tonelli's theorem, we get
We only consider the case P(X 1 u < a < X 1 s ), and by symmetry the result also holds for the other one. Now introduce time points
and split the integral as . . . duds.
Next we note that by applying Lemma 2.2, it is sufficient to show
where W 1 (u, s) and V 1 (u) denote incremental variance and variance functions of the process X 1 . Next we prove J 2 < ∞, the finiteness of J 1 can be treated similarly and is more easy to handle. Now by assumption we have
in which case the proof is trivial. Next we note that, by independency of X 1 , . . . , X n , we have
where f u,i (x i ) are the density functions of the i-th Gaussian process at time u. Split the integral with respect toX 1 u into
. . . dx n−1 .
√ 2π since now u < 2δ and δ can be chosen small enough. The idea of the proof is that we take maximum with respect to those variables that lie on interval
where P(X σ(i) ∈ dx i ) is the Gaussian measure related to (X σ(1) , . . . , X σ(i) ) and on the second inequality we have used (3.1) to get rid of dependence of time u of the Gaussian measure.
Next we split the integral with respect to a into . . . da, and observe that when |a| > 1,
Hence we obtain
which is finite by Definition 2.8.
Now turn to the case a ∈ [0, 1], and the case a ∈ [−1, 0] can be treated similarly. We need to show that
Now take a smooth function f ′′ n (x) and take ψ ǫ ∈ C ∞ for ǫ > 0 with compact support which approximates in uniform norm Dirac delta function δ a , i.e. (see [1] ) lim
We get
On the other hand, by dominated convergence theorem we have
And we know that
Moreover, following the same argument in [1] , we obtain for 0
. . .
. . , X n ) which is n − 1 dimensional random variable without the k-th item and notice that different µ depends on different random variables now. Hence according to Theorem 3.1 we obtained integrable dominants and by dominated convergence theorem we have
3.2. Itô formula. In this section we will prove Itô formula which is the main theorem of this paper. First we begin with the following smooth version.
Proof. By Taylor expansion we have
Then because X k t has zero quadratic variation, we have
The next theorem is our main result in this section. It turns out that, as in the one dimensional case, the existence of the integral is the crucial fact in order to obtain Itô formula.
Theorem 3.4. Let X ∈ Xᾱ and f ∈ Y. Then
Proof. The idea of the proof is to use Theorem 3.3. In one-dimensional case the proof for fractional Brownian motion can be found in [1] and for general Gaussian processes in [10] . In our multidimensional case, for simplicity we presents the steps only in two dimensional case as the general case follows similar arguments. Assume now that f (x) ∈ Y with x = (x 1 , x 2 ). Moreover, we again assume that µ is positive measure. Let
We choose C such that R 2 η(x)dx = 1, then η ǫ (x) ∈ C ∞ and has finite support. Now define
Now f ǫ (x) ∈ C ∞ and f ǫ (x) converges to f (x) pointwise. For k = 1, 2 we have
by chain rule. Then by weak derivative property we have
This is indeed true since the partial derivative exists almost everywhere except on a countable set and thus ∂ k f ǫ (x) converge to ∂ − k f (x) almost everywhere.
By Theorem 3.3 we have
The only thing left is to show whether
Here we only consider the first one and the second one is similar. Now by Theorem 2.1 and almost everywhere convergence of ∂ k f ǫ we only need to prove
For the first term in norm || · || 2,β we have
Hence, thanks to Lebesgue dominated convergence theorem, we have
Next consider
From Theorem 3.1 we know that the second term is integrable. Consequently, we only have to consider the first term. We write
By mean value theorem and Hölder continuity of Y t we have Again, according to the proof of Theorem 3.1 and assumption we know that ∂ yx f ǫ (θ ω ) −→μ(θ ω ) where nowμ(θ ω ) is different from µ(θ ω ). Therefore ∂ yx f ǫ (θ ω ) is uniformly bounded in n. Consequently,
by dominated convergence theorem.
To conclude we obtain This also comes directly from one dimensonal case as in [10] . 
Discussions
In this article we have studied existence of multidimensional stochastic integrals with respect to Gaussian processes and our results have several significant benefits. Firstly, multidimensional integrals are not widely studied in the literature. In particular, usually the considered integrands have more regularity than in our case such as Hölder continuous trajectories. Secondly, our results cover wide class of Gaussian processes. Moreover, we do not assume that our processes X k are independent copies of each others. Hence we can cover different kind of mixed models. For particular example, our results cover multidimensional fractional Brownian motion where all the processes B H k may have different Hurst index H k > 1 2 . Similarly, some processes in the model can have stationary increments, some can be stationary and some processes can be neither. This is particularly interest for applications where there exist several random sources, and observations suggest different stylized facts for different random sources. Moreover, our results hold also for dependent processes with obvious modifications provided that conditional Gaussian processes belong to the class considered.
