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Abstract
Let A,B and C = U1AU∗1 + U2BU∗2 be hermitian (or real symmetric) matrices, where U1 and U2 are
unitary (respectively orthogonal). Our goal is to develop as concrete as possible expression to the probability
distribution of the spectrum of C where Ui are drawn from the unitary (respectively orthogonal) group with
respect to the Haar measure. While we do this for the unitary group, using representation theory of Un,
we can only accomplish the same for the real symmetric case where B has rank 1, by performing explicit
calculations. Here is what we do in the unitary case.
For a given n by n matrix A over the field of complex numbers we study the operator EN
A
=∫
uAu∗⊗N du, where the integration is taken over the unitarian group with respect to the Haar measure.
When A has nonnegative spectrum, we show that EN
A
, as N tends to infinity, is concentrated around some
simple SN × Un submodule of (Cn)⊗N determined only by the spectra of A. Along the proof we reprove
a generalization of Heckman to the convexity theorem of Horn. The Schur–Weyl duality and the technique
of Bernstein polynomials approximations are our tools. Using this we compute the distribution, induced by
a sum of two hermitian orbits on the set of hermitian orbits in terms of asymptotic Littlewood–Richardson
coefficients times an asymptotic version of the Weyl dimensional formula. More precisely, translation of
the lattice permutation and semistandard Young tableaux rules to a set of linear inequalities, enable us to
express the density of the distribution above as multiplication of volumes of two concrete polytopes.
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Let σ↓(H) ∈ Rn denote the decreasingly ordered spectrum of the hermitian matrix H ∈ Cn,n.
The goal of this paper is to understand the probability distribution of σ↓(A + B), where σ↓(A)
and σ↓(B) are given. We are interested in two cases: (i) Where A and B are complex hermitian,
and (ii) Where A and B are real symmetric.
In more precise terms, suppose that σ↓(A) = λ and σ↓(B) = γ are given. Define the follow-
ing two measures:
Kλγ (Ω) = Haar
{
(u,u′) ∈ Un ×Un
∣∣∣ σ↓(uAu∗ + u′Bu′ ∗2
)
∈ Ω
}
, (0.1)
and
KOλγ (Ω) = Haar
{
(u,u′) ∈ On ×On
∣∣∣ σ↓(uAu∗ + u′Bu′∗2
)
∈ Ω
}
. (0.2)
The second measure is considered only when A and B are real symmetric. Clearly the two
measures depend only on the spectra of A and B . The two measures are known to have the same
support—a certain convex body [4, Theorems 1 and 3], but are different as we shall see.
We now turn to a concise description of our main results. Let λ = (λ1, . . . , λn), γ =
(γ1, . . . , γn) and δ = (δ1, . . . , δn) be decreasingly ordered real vectors. We define two convex
bodies Xδ and Yλγ δ as follows: The elements of Xδ are real n × n matrices X = (xij ) sat-
isfying (i) xij  0, (ii)
∑
j xij = δi , and (iii)
∑
j< xij 
∑
jl xi+1,j . The elements of Yλγ δ
are n × n matrices Y = (yij ) that satisfy (i) yij  0, (ii) ∑j yij = δi − λi , (iii) ∑i yij = γj ,
(iv) ∑j< yij ∑j yi+1,j + λi+1 − λi , and (v) ∑i< yij ∑i yi,j+1. Our main theorem
(Theorem 5.5) asserts:
Theorem 0.1. Assume that
∑
i λi =
∑
i γi = 1. The Radon–Nikodym derivative of Kλγ is given
by
dKλγ
dδ
(δ) = RV(Xδ) · RV(Yλγ δ). (0.3)
RV(−) means relative volume.
Our proof begins with a study of the operator ENA =
∫
u∈Un(uAu
∗)⊗N d Haar. When the spec-
trum of A is positive, this operator tends, when N tends to infinity, to be concentrated around
a certain isotypical component of Un, depending only on the spectrum of A. Surprisingly this
is true even when A is not hermitian. This enables us to analyze the problem in view of the
representation theory of Un. The left factor in (0.3) has to do with the degree of this isotypical
component, while the second term is connected to the Littlewood–Richardson coefficients. Dooly
et al. [3] have also studied this distribution by means of symplectic geometry. Alas, they did not
come up with the linear inequalities mentioned above. Our method differs from the symplectic
methods in the sense that while the orthogonal orbits do not possess symplectic structure, we
might be able in the future to understand KOλγ by understanding the analog representation theory
of On.
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explicit formula than (0.3). This formula was obtained independently in Section 6 by making
explicit computations. We drop the restriction that
∑
λi =∑γi = 1. Assume that the spectrum
of B is γ = (t,0, . . . ,0). We have (cf. Theorem 6.7)
Theorem 0.2.
dKλγ
dδ
(δ) = 22n−1 (n− 1)!
tn−1
∏
i<j
∣∣∣∣ δi − δjλi − λj
∣∣∣∣dV, (0.4)
where dV is the relative volume measure of the hyperplane given by 2∑ δi =∑λi + t .
Our explicit computations enabled us this time to also treat the real symmetric case. Define
the polynomials f (x) =∏(x − λi), fi(x) = f (x)/(x − λi), g(x) =∏(x − δi) and gi(x) =
g(x)/(x − δi). Then (cf. Theorem 6.7),
Theorem 0.3.
∂KOλγ
dδ
(δ) = 22n−1 Γ (
n
2 + 1)
ntn−1π n2
(∏
Ri
)−1/2∏
i<j
∣∣∣∣ δi − δjλi − λj
∣∣∣∣dV (0.5)
where dV has the same meaning, and Ri are given by
Ri =
n∑
j=1
f (δj )gj (λi)
gj (δj )fj (λj )
. (0.6)
It should be noted that the 3 × 3 real symmetric case was treated in [13] by a method different
than ours.
1. Preliminaries
1.1. Let λ be a real vector, λ = (λ1  λ2  · · ·  λn  0), satisfying Σλi = 1. Denote
λˆ = diag(λ1 λ2 · · ·λn). For any u ∈ Un, the unitarian group, it is easy to see that the vector
diag(uλˆu∗) = u(2)λt , where u(2) is given by the formula
u
(2)
ij = |uij |2. (1.1)
Since u(2) is doubly stochastic, u(2)λt ∈ PH(λ), the permutahedron of λ.
Definition 1.1. PH(λ) is the convex hull of the set{
λσ(1), λσ(2), . . . , λσ(n); σ ∈ Sn
}
.
A. Frumkin, A. Goldberger / Advances in Applied Mathematics 37 (2006) 268–286 271For given λ we define the moment map mλ from Un to Rn by the formula
mλ(u) = diag
(
uλˆu∗
)
. (1.2)
See [6].
Theorem 1.2. PH(λ) = mλ(Un) (Horn [6]).
Let us denote by DHλ the measure on PH(λ) given by the formula
DHλ(Ω) = Haar
{
m−1λ (Ω)
}
. (1.3)
Haar means the Haar measure on Un.
We shall consider mainly vectors λ which are rational.
The next theorem is a corollary of the main theorem of Heckman [7]. For more details, see [6,
Chapter 4].
Theorem 1.3. Let Ni be a sequence of integers s.t. Niλ integral. Then
DHλ(Ω) = lim
i→∞
∑
η
Ni
∈Ω
χNiλ(η)
1
dim(MNiλ)
, (1.4)
where χNiλ is the infinitesimal character of Un corresponding with MNiλ, the highest weight
module corresponding with Niλ.
Our first goal is giving as simple proof as possible to this fact (Sections 2 and 3). One can
write the next equality:
2n−1DHλ ∗DHγ =
∫
dKλγ
dδ
(2δ)DHδ dδ, (1.5)
where ∗ means convolution of measures. The integration is taken over the ordered standard sim-
plex
Σ = {δ | δ1  δ2  · · · δn  0,Σδi = 1}, (1.6)
and d
dδ
stands for the Radon–Nikodym derivative with respect to Lebesgue measure. Now by
(1.4), DHλ1 ∗DHλ2 can be approximated by the tensor products χNλ1 ⊗ χNλ2 . More precisely,
DHλ1 ∗DHλ2(Ω) = lim
N→∞
∑
η
N
∈Ω
χNλ1 ⊗ χNλ2(η)
1
dim(MNλ1)dim(MNλ2)
. (1.7)
It seems reasonable that dKλ1,λ2
dδ
has something to do with Littlewood–Richardson coefficients
(defined below), and dimensions of the Un simple submodules [10].
Dooly et al. [3] begin with this point of view. But somehow they did not get the Horn inequal-
ities. In this paper we chose to proceed along different lines, the representation theory of Un.
Following, we outline some necessary facts from representation theory that we shall invoke.
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Theorem 1.4 (The Schur–Weyl duality theorem [1]). Let V = Cn and k be a natural number,
then
V⊗k ∼=
⊕
γ
k
V γ⊗Mγ (1.8)
where V γ (respectively Mγ ) is an Sk (respectively Un) simple module. The γ s are partitions of
k of no more than n parts.
With some abuse of notations, we call γ = (γ1  γ2  · · ·  γn  0), the highest weight
of Mγ .
Remark 1.5. The isotypical component of Mγ ⊆ V⊗N is denoted by M̂γ . It contains dim(V γ )
copies of Mγ .
A Young tableaux of shape γ is a filling of the shape (sometimes “Young diagram of the
shape”) with the colors 1,2, . . . , n s.t. they are increasing down the columns and nondecreasing
in the rows to the right (see the beginning of Section 2 for a precise definition). The weight of a
Young tableaux is a vector in Zn, whose ith coordinate is the number of occurrences of color i in
that filling. To each Young tableaux of shape γ 
 k, there corresponds an element in V⊗k of the
same weight. The collection of all these vectors form a basis of Mγ . (The definition of weight of
a vector in V⊗k is given in (3.2).)
The Weyl group of Un equals the symmetric group Sn. It permutes the set of the weight-spaces
in Mγ (see (3.2)), hence their dimensions are Sn invariant. We shall use it in Proposition 2.2.
In representation theory of Lie algebras the notation χγ (η) means the dimension of the η
weight-subspace of Mγ (dim(Mγη )) (cf. (2.2)).
1.3. Lattice permutations and the Littlewood–Richardson coefficients [12, p. 68]
Definition 1.6. Given λ1 
 k1, λ2 
 k2, and δ 
 k1 + k2, we define the Littlewood–Richardson
coefficient Cδλγ as the multiplicity of Mδ in Mλ ⊗Mγ as Un modules.
Suppose now that λ ⊂ δ, i.e. λi  δi for all i  n. A lattice permutation is a filling of the shape
δ − λ with the colors 1,2, . . . , n, increasing down the columns and nondecreasing in the rows
to the right, under the special requirement that the number of occurrences of the digit i is never
smaller than that of i + 1 when sorting of the shape δ − λ from right along the rows from the top
row (see a precise definition at the beginning of Section 4.)
Theorem 1.7. Cδλγ is the number of lattice permutations of shape δ − λ of weight γ .
In Section 2 we describe a set of inequalities expressing the requirements for a filling of a
shape to be a Young tableaux. This procedure assigns for each Young tableaux of shape γ , an
integer point in the polytope defined by those inequalities.
Section 4 deals with asymptotic Littlewood–Richardson coefficients, in the same fashion that
Section 2 deals with Young tableaux, i.e. the requirements of being lattice permutation are trans-
lated to a set of linear inequalities so that the integer points that we get inside the polytope,
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sky [2] used in [10].
Those correspondences between Young diagrams and Littlewood–Richardson coefficients to
polytopes are well behaved under multiplication by a scalar, i.e. a partition multiplied by a scaler
corresponds the polytope multiplied by the same scalar. This observation enables us to use [14,
p. 235] to compute asymptotic results in terms of the polytopes’ volumes (Sections 2, 4).
The gap between the representation theory of Un and measures on the simplex is bridged
in Section 3, in which we use very intensively the technique of approximation by Bernstein
polynomials. The main reference for this is [11]. The main rule that is used in evaluating the
approximation of Bernstein polynomials is the following inequality:
∑
| k
n
−x|δ
(
n
k
)
xk(1 − x)n−k  1
nδ2
(1.9)
for 0 x  1.
This is a special case of the Chebyshev inequality. Along the paper we use extensively a
natural generalization of this for the standard simplex (Sections 3, 5).
2. Rational Young tableaux
Let λ ∈ Qn, λ = (λ1  λ2  · · · λn  0). Let Xλ be the set of all the n×n rational matrices
(xij ) s.t. (i) xij  0, (ii)
∑
j
xij = λi, (iii)
∑
j<
xij 
∑
j
xi+1,j .
Remark 2.1. Once λ is an integral vector, one can assign to λ a Young diagram whose ith row
is of length λi and to each integer matrices (xij ) ∈ Xλ a Young tableaux of shape λ. It has xij
digits (j) in row number i, increasing from left to right. See [12] or [5].
Define the weight map W from Xλ to Qn by the formula(
W(xij )
)
s
=
∑
i
xis . (2.1)
W(x) is called the weight of (x).
Proposition 2.2. W(Xλ) is a convex, Sn invariant, and contains the vector λ. In particular it
contains the permutahedron PH(λ).
Proof. The set Xλ is defined by linear inequalities hence it is convex. W is linear hence W(Xλ)
is a convex set.
For any N s.t. Nλ is an integral vector, the set {W(x)
N
| x ∈ XNλ ∩Mn(Z)} is Sn invariant since
Sn is the Weyl group of Un and the integral vectors of W(XNλ) are the weights of the Un simple
submodule MλN of highest weight Nλ [5].
As N tends to infinity this set tends to be dense in W(Xλ) hence W(Xλ) is Sn invariant.
λ = W(x′) for x′ij = δij λi hence PH(λ) ⊆ W(Xλ). Later we shall see that equality holds. For
more details see [5, Lecture 2]. 
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dhλN on Σ by the formula
dhλN(Ω) = #
{
η
∣∣∣ η
N
∈ Ω, η = W(x), x ∈ XNλ is integral
}/
#
(
XNλ ∩Mn(Z)
)
.
Define also a measure dhλ by the formula dhλ(Ω) = limN→∞ dhλN(Ω). The next proposition
shows that dhλ is well defined.
Proposition 2.3. dhλ(Ω) is equal to the relative volume of W−1(Ω).
Proof. See [14, p. 235]. 
Corollary 2.4. PH(λ) ⊂ suppdhλ, i.e. if Ω ⊆ PH(λ) is of positive volume then dhλ(Ω) > 0.
Proof. Assume Ω is a ball and c its center. By the continuity of W , W−1(c) is an internal point
of W−1(Ω). Hence W−1(Ω) is of positive volume in Xλ. 
Next we wish to give another formula for dhλN .
Recall that the number of Young tableaux of type Nλ and weight η is the dimension of MNλη ,
i.e. the η weight-space of the Un simple submodule of highest weight Nλ. Hence,
dhλN(Ω) =
∑
χNλ(η), (2.2)
summed over the weights η s.t. η/N ∈ Ω , divided by dim(MNλ) (χNλ is the infinitesimal char-
acter of the Un highest weight module MNλ).
Remark 2.5. dim(M
Nλ)
Ndim(Xλ)
tends to the relative volume of Xλ. See [14].
Remark 2.6. By using the Weyl dimension formula, one can write a formula for the relative
volume of Xλ. We will apply this in the example at the end of Section 5.
3. The DHNλ and DHλ measures and the operator E
N
A
As usual, let λ be in the ordered simplex Σ . Denote V = Cn, let N be a natural number, and
v1, v2, . . . , vn be an orthonormal basis of V . For any N the collection {vi1 ⊗ · · · ⊗ viN } forms an
orthonormal basis of V⊗N with respect to the inner product form determined by
(u1 ⊗ u2 ⊗ · · · ⊗ uN,y1 ⊗ y2 ⊗ · · · ⊗ yN) = Π(ui, yi). (3.1)
Define for every N an operator ENλ =
∫
Un
(uλˆu∗)⊗N du, with respect to the Haar measure on Un.
Let η 
 N and V⊗Nη be the η weight space of V⊗N ,
V⊗Nη = span
{
vi1 ⊗ · · · ⊗ viN | #{j : ij = } = η
}
. (3.2)
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Un
(
n
η
)
Π(uλu∗)ηiii du.
Proof. (i) ENλ clearly commutes with the action of Un on V⊗N . Particularly, it commutes with
the action of the torus (the diagonal matrices in Un). Thus it respects the isotypical components
of the torus, i.e. the weight spaces of V⊗N,V⊗Nη .
(ii) For the computation of trace ENλ |V⊗Nη we use the orthonormal basis of V⊗Nη : trace
ENλ |V⊗Nη =
∫
Un
Σvi1 ⊗ · · · ⊗ viN (uλˆu∗)⊗N(vi1 ⊗ · · · ⊗ viN )∗ du summed over the basis.
Now using the inner product form (3.1) on V⊗N , one easily gets (ii). 
As we mentioned before ENλ commutes with the action of Un on V⊗N hence it respects
Un’s isotypical components in V⊗N . Moreover, ENλ acts scalarly on each isotypical component.
Hence we can write
ENλ = ΣaNλ (γ )Iγ (3.3)
where Iγ is the projection on the Un × SN isotypical component of highest weight γ 
 N in
V⊗N . Hence trace ENλ |V⊗Nη =
∑
γ a
N
λ (γ )dim(V γ )χγ (η).
In fact, ENA = ENλ depends only on the spectrum of A, even if A is not hermitian. But we shall
defer the proof of this nice fact to the end of this section.
Before focusing on (3.3), we wish to show how this reduction of trace ENλ relates to a measure
on PH(λ). Recall our moment map mλ (1.2).
Lemma 3.2. mλ(Un) ⊆ PH(λ).
Proof. This is the easy part of Horn’s theorem [8]: For any matrix A = (Aij ) define (A(2))ij =
|Aij |2. One can check that mλ(u) = diag(uλˆu∗) = u(2)λt . u(2) is doubly stochastic, hence by the
Birkhoff theorem (a doubly stochastic matrix is a convex combination of permutation matrices)
the lemma is proved. 
Let us define a measure on PH(λ), DHλ to be the push-forward of the Haar measure by the
moment map mλ. By the definition,
DHλ(Ω) =
∫
Un
1Ω
(
mλ(u)
)
du. (3.4)
Next we wish to approximate DHλ by a sequence of discrete measures called DHNλ .
Proposition 3.3. Let Ω be a subset of the simplex Σ . Then
1Ω(x1, . . . , xn) = lim
N→∞
∑
η/N∈Ω
(
N
η
)
Πx
ηi
i ,
and the convergence is with respect to the function L2 norm (as well as pointwise).
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See [11, p. 51]. 
Now we define DHNλ by the formula
DHNλ (Ω) =
∫
Un
∑
η/N∈Ω
(
N
η
)
Π
(
uλˆu∗
)ηi
ii
du. (3.5)
Remark 3.4. By 3.5(ii) DHNλ (Ω) =
∑
η/N∈Ω traceENλ |V⊗Nη .
Since DHλ = limN→∞ DHNλ we are going to study the behavior of the operators ENλ , as N
tends to infinity.
Lemma 3.5. For any Un submodule M ⊆ V⊗k , traceENλ |M = trace λˆ⊗N |M .
Proof. ENλ is a normalized integration over the conjugacy class of λˆ⊗N . 
Lemma 3.6. Let M(N) ⊆ V⊗N be Un modules and assume that for each η 
 N s.t. M(N)η = 0,
| η
N
− λ| ε > 0. Then traceENλ |M(N) tends to null as N tends to infinity.
Proof. By using the previous lemma, one can replace ENλ with λˆ⊗N . Now trace λˆ⊗N |M(N) ∑
trace λˆ⊗N |
V⊗Nη , summed over η 
 N s.t. |
η
N
− λ| ε > 0. This equals ΣΠληii
(
N
η
)
summed
over η 
 N s.t. | η
N
−λ| ε > 0. The last expression tends to null by Chebyshev’s inequality. 
Proposition 3.7. Given λ in the ordered simplex. There exists t1, t2 > 0 s.t. if for γ 
 N s.t.
‖ γ
N
− λ‖  ε > 0, and the distance between γ
N
and the closest point in PH(λ) is less than t1
then min{| δ
N
− λ|: δ is a weight of Mγ } is greater than t2.
Proof. Otherwise there exists a sequence Ni with dominant weights γi 
 Ni with the properties
γi
Ni
→ γ ∈ PH(λ): PH(γ ) = PH(λ) and λ = γ . This contradicts the fact that distinct vectors
in the ordered simplex generate distinct permutahedrons. 
Proposition 3.8. Let Ω be a set of positive volume in the simplex Σ . For every ε > 0, there exists
N1 s.t. for all N >N1 and all σ in the ordered simplex, |dhσN(Ω)− dhσ (Ω)| ε.
Proof. Define sets ΔN = {σ : |dhσN ′(Ω)−dhσ (Ω)| < ε, ∀N ′ >N}. ΔN are open sets and
⋃
ΔN
covers the ordered simplex. By the compactness of the ordered simplex we have finitely many
sets that cover it. Now one can take N1 to be the maximal index in this finite covering. 
We combine Remark 3.4 and Eqs. (3.3) and (2.2) to arrive at a new formula: DHNλ (Ω) =∑
a
(N)
λ (γ ) dh
γ
N(Ω).
Theorem 3.9. ∑
a
(N)
λ (γ ) dh
γ
N(Ω) −→
N→∞ 0 for any ε > 0.γ s.t. |γ−λ|ε
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Proposition 3.7 one can take in the summation γ ’s which are in positive distance (say t > 0) from
PH(λ). Using Proposition 3.8 and Corollary 2.4, we get a contradiction since the coefficients
a
(N)
λ are nonnegative. 
The next corollary is the cornerstone to the main result (Section 5).
Corollary 3.10.
∑
|δ−λ|ε>0 traceENλ |̂MNδ tends to null when N tends to infinity where M̂Nδ is
the isotypical component of MNδ .
We conclude this section with the proposition alluded to above.
Proposition 3.11. Let A be an arbitrary n× n matrix with spectrum λ. Then ENA =
∫
(uAu∗)⊗N
depends only on λ.
Proof. There is a very nice formula due to Schur: Let σ ∈ SN act on V⊗N via the Schur (tensor
coordinate-wise) action. If σ has ti cycles of length i, then for any square n× n matrix B ,
trace
(
B⊗N · σ )=∏ trace(Bi)ti .
As before, one can write ENA =
∑
γ a
A
γ Iγ . Using the orthogonality of the irreducible characters
of SN , one has
aAγ =
1
N !
∑
σ∈SN
χγ (σ ) trace
(
ENA · σ
)
.
The proposition follows since the trace in the last formula depends by Schur’s formula only on
the spectrum of A. 
4. Rational lattice permutations
Let λ = λ1  λ2 · · · λn  0; γ = γ1  γ2  · · · γn  0 be rational vectors.
Define a set of n× n matrices Xλγ as the following: x ∈ Xλγ ⇒ (i) xij  0: (ii)∑i xij = γj :
(iii) ∑j<r xij ∑jr x(i+1)j − (λi − λi+1): (iv) ∑i<r xij ∑ir xi(j+1) for any j .
Remark 4.1. When λ,γ are integral vectors and x is an integral matrix, x corresponds to a lattice
permutation of weight γ . See Section 1, or [5,12].
Define a map ωλγ from Xλγ to Qn by the formula ωλγ (x) = (∑j x1j + λ1,∑j x2j +
λ2, . . . ,
∑
j xjn + λn).
Remark 4.2. For λ,γ integral vectors, Cδλ,γ = the number of integer points in ω−1λ,γ (δ).
Remark 4.3. Let Ni be a sequence s.t. Niλ2 ,
Niγ
2 , Niδ are integral vectors. Then
C
2Ni δ
Niλ,Ni γ
N
dim(ω−1
λγ
(δ))
i
tends
to RV (ω−1(δ)).λγ
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In this section let δ = (δ1  δ2  · · ·  δn  0); λ = (λ1  λ2  · · ·  λn  0), γ = (γ1 
γ2  · · · γn  0), and Σλi = Σγi = Σδi = 1, and assume δ,λ, γ to be rational vectors.
Recall: Kλγ (Ω) = Haar
{
u× u′
∣∣∣ uλˆu∗ + u′γˆ u′ ∗2 has spectrum δ ∈ Ω
}
. (5.1)
Haar means Haar measure on the group Un ×Un.
Define: ENλγ =
∫
Un×Un
(
uλˆu∗ + u′γˆ u′ ∗
2
)⊗N
dudu′. (5.2)
Proposition 5.1. Kλγ (Ω) = limN→∞∑δ∈Ω traceENλγ |̂MNδ .
Recall that M̂Nδ is the Un isotypical component of highest weight Nδ. The summation there-
fore runs over δ ∈ Ω s.t. Nδ is integer vector.
Proof. ENλγ is a Un equivariant operator on V⊗N . It can be written as
∫
ENδ
d(Kλγ )
dδ
dδ where
d(Kλγ )
dδ
is the Radon–Nikodym derivation of Kλγ , with respect to Lebesgue measure, and the in-
tegration is taken over the ordered simplex. Now use Corollary 3.10, and that trace(ENδ ) = 1. 
For the study of Kλγ , we expand (5.2) and take the limit as N goes to infinity.
Lemma 5.2.
traceENλγ
∣∣
̂MNδ
=
∑
N1
(
N
N1
)(
1
2
)N
traceEN1λ ⊗EN−N1γ
∣∣
̂MNδ
.
Proof. At first we mention that the traces are well-defined because ENλγ and E
N1
λ ⊗ EN−N1γ are
Un equivariant, thus respect M̂Nδ . The equality holds because SN acts Un equivariantly on V⊗N .
Thus one can reduce the development of (5.2) (using distributivity of the tensor product) to the
desired equation. 
Lemma 5.3. traceΣ
(
N
N1
)
( 12 )
NE
N1
λ ⊗EN−N1γ summed over N1 s.t. |N1N − 12 | ε > 0 tends to null
when N tends to infinity.
Proof. By use of the properties of trace of tensor powers (recall that traceEN1λ ⊗ EN−N1γ = 1)
and Chebyshev inequality. Recall that ENα =
∑
aNα (σ )INσ . By Theorem 3.9, when N tends to
infinity, one can sum over σ ’s s.t. |σ − α| ε for arbitrary ε > 0. 
This brings us to the next proposition.
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T (N1, ) =
∑
|σ−λ|,|σ ′−γ |
(
N
N1
)(
1
2
)N
a
N1
λ (σ )a
N−N1
γ (σ
′)dim
(
V N1σ
)
dim
(
V (N−N1)σ ′
)
.
Kλγ (Ω)−∑δ∈Ω,(|N1
N
)− 12 |
T (N1, )C
Nδ
N1σ,(N−N1)σ ′ dimM
Nδ tends to null as N tends to infin-
ity.
Proof. We substitute formula (3.3) in (5.2) and calculate (5.1). CNδ
N1σ(N−N1)σ ′ is the multiplicity
of the occurrences of MNδ in the tensor product given in Lemma 5.2. We could sum over N1 close
to N2 thanks to Lemma 5.3. The expressions of type V
lξ in T (N1, ) appear for multiplicities.
See Remark 1.5. 
For the computation of the Radon–Nikodym derivative of Kλγ , we first mention that the
parameters δ,λ, γ determine linearly the boundaries of the polytopes Xδ and Xλγ , so the relative
volumes we use vary continuously with respect to them.
Theorem 5.5. dKλγ
dδ
(δ) (the value of the Radon–Nikodym derivative in the point δ) is given, up
to a normalization factor, by the formula RV (Xδ)RV (ω−1λγ (δ)).
Proof. Let Ω be a small ball with center δ. By Proposition 5.4 (and Remarks 4.2 and 2.5)
Kλγ (Ω) − Ndim(Xδ)+dim(Xλγ )ΣT (N1, )[RV (Xδ)RV (ω−1λγ (Ω) + ε(N1, σ, σ ′)] tends to 0 as
N → ∞.
Thanks to the continuity of the relative volume, for Ω with sufficiently small diameter, and
N sufficiently large, εNi,σ,σ ′ becomes arbitrarily small. Now the assertion follows since δ affects
just RV (Xδ) and RV (ω−1λγ (Ω). 
Example 5.6 (Rank 1 perturbation). Let λ be as before and γ = (1,0, . . . ,0). Let N run thor-
ough the sequence where Nλ is integral. By the definition of lattice permutations, C2NδNλ,Nγ = 1
if
∑
δi = 1, 2Nδ is integral, and λi  2δi  λi−1 (cf. Theorems 6.1 and 6.2). Otherwise it is 0.
Using Theorem 5.5, dKλγ /dδ = limN→∞ dim(M2Nδ)/NdimXδ . By Weyl’s dimension formula,
dimMNδ =∏i<j φij (2Nδ+ρ)Wd , where ρ is the half sum of the positive roots, Wd (Weyl denomi-
nator) is constant, and φij (z) = zi − zj . It is easy to see that at the limit one gets ∏i<j (δi − δj ).
In the next section (cf. Theorem 6.7) we will confirm this result by performing elementary cal-
culations.
6. Explicit computation of probability measure for rank 1 perturbations
6.1. Let A and R be a symmetric (hermitian) n× n matrices. We denote σ↑(A) ∈ Rn for the
spectrum of A ordered increasingly. We define the following sets:
P(R,A) = {σ↑(URU∗ +A) ∣∣U is unitary}, (6.1)
and
PO(R,A) =
{
σ↑
(
ORO∗ +A) ∣∣O is orthogonal}. (6.2)
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We define two measures on P(R,A): The unitary measure, μU(R,A), being the push-
forward of the unitary Haar measure by the mapping U → σ↑(URU∗ + A), and the or-
thogonal measure, μO(R,A), being the push-forward of the orthogonal Haar measure by the
mapping O → σ↑(ORO∗ + A). These two measures are unequal, at least when rankR = 1.
The relation to the measures defined in the introduction is that μU(R,A) = (ρ/2)∗Kλγ and
μO(R,A) = (ρ/2)∗KOλγ , where σ↓(A) = λ and σ↓(B) = δ, and ρ(x1, . . . , xn) = (xn, . . . , x1) is
the inversion map (the factor 1/2 comes from the denominator 2 in the definition of Kλγ ).
While the unitary measure has been studied in this paper, at least when the traces are 1, the
orthogonal measure was left out, due to our inability to make explicit the underlying orthogonal
representation theory. The purpose of this section is to compute explicitly both μU(R,A) and
μO(R,A), for the case where rankR = 1, using elementary considerations.
6.2. Rank 1 perturbations
The following interlacing theorem is well known (see [9, Theorem 4.3.4]):
Theorem 6.1. Let A and R be hermitian, R positive semidefinite, and rankR = 1. Suppose that
σ↑(A) = (λ1, . . . , λn) and σ↑(R +A) = (δ1, . . . , δn). Then
λ1  δ1  λ2  δ2  · · · λn  δn. (6.3)
When R is negative semidefinite, the δi interlace the λi in the opposite direction, as is evident
from the theorem itself. Although well known, we will give here the proof.
Proof. Naturally, we wish to compute the characteristic polynomial of R + A. Let fA(T ) =∏
(T − λi) be that characteristic polynomial of A. Without loss of generality, we may assume
that A is in diagonal form. Then
fR+A(T ) := det(T · I −R −A) = det(T · I −A)− trace
(
R · Adj(T · I −A))
=
∏
i
(T − λi)−
∑
i
Ri,i
∏
k
k =i
(T − λk) = fA(T )
∑
i
Ri,i
T − λi . (6.4)
Thus, the spectrum of R +A satisfies the polynomial equation:
fR+A(T ) =
∏
i
(T − λi)−
∑
i
Ri,i
∏
k
k =i
(T − λk) = 0. (6.5)
When the λi are distinct and Ri,i > 0, the left-hand side never vanishes at the λi ’s, and further-
more, changes signs when passing from i to i + 1 (ending with a positive sign). Thus fR+A
has exactly one root between each two consecutive λi ’s, and one larger than λn. In the gen-
eral case, e.g. when the λi are not distinct, the theorem follows from the above by a continuity
argument. 
We now state and prove the converse to Theorem 6.1.
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satisfying the interlacing condition (6.3), with the additional condition that ∑ δi = traceA +
traceR.
Proof. Clearly all vectors in P(R,A) satisfy the two conditions of the theorem, by Theorem 6.1.
Thus we need to show the converse. We may restrict the discussion to the case where λi and δj
are pairwise distinct. In general the theorem follows from here by continuity and the compactness
of the unitary (or orthogonal) group. Consider the linear equations in the Ri ,
n∑
i=1
Rj
δi − λj = 1, 1 j  n. (6.6)
We will show below that the matrix M = ((λi − δj )−1) is invertible, so there is a unique solution
R = (Rj ).
We next claim that Rj > 0 for all j . Indeed, the equation h(t) :=∑Rj/(t − λj ) = 1 has pre-
cisely n simple solutions, t = δi . Since the δj interlace the λi , the polynomial h(t)∏(t −λi) can-
not vanish at the λi , and its sign must alternate at the λi . Since these signs are (−1)n−i sign(Ri),
the Ri are all positive or all negative. The second possibility is ruled out by the fact that δn > λi
for all i.
Let R = (Ri,j ) be any real symmetric matrix of rank 1, with Ri,i = Ri . According to Eq. (6.5),
σ↑(R +A) = δ. Note that trace(R)+∑λi =∑ δi . Since all (real symmetric) hermitian rank 1
matrices having the same trace are (orthogonally) unitarily similar, the theorem follows for the
symmetric and the hermitian case. 
6.3. Some computations
For convenience we fix the following notation. λ = (λi) is a real increasing vector with distinct
entries, δ = (δi) interlace λ by (6.3), with sharp inequalities. Let M = (Mi,j ) be the matrix having
Mi,j = (δi −λj )−1, and Q = (Qi,j ) = M−1. Let f (T ) =∏(t −λi) and g(T ) =∏(T − δi). Let
fi(T ) = f (T )/(T − λi) and gi(T ) = g(T )/(T − δi). To complete the proof of Theorem 6.2, we
need to prove that M is invertible.
Lemma 6.3.
(i) detM =
∏
i<j (λi − λj )(δi − δj )∏
i,j (λi − δj )
.
In particular M is invertible.
(ii) The inverse of M , Q = (Qi,j ) is given by
Qi,j = f (δj )gj (λi)
gj (δj )fj (λj )
.
Proof. To compute the determinant, we first clear denominators to obtain N = M ·diag(g(λj )) =
(gi(λj )). Next, note that the {gi(T )} form a basis to the space of polynomials of degree < n.
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notation, (
1, T , . . . , T n−1
)t = diag(gi(δi)−1)V (δ) · (g1(T ), . . . , gn(T )),
where V (δ) is the Vandermonde matrix given by V (δ) = (δi−1j ), 1  i, j  n. Using this, it is
easily seen that
V (λ) = diag(gi(δi)−1)V (δ) ·N.
Using the well known formula for the determinant of the Vandermonde matrix, part (i) of the
lemma follows.
Part (ii) can readily follow from (i) by Cramer’s formula. But let us use the following more
elegant interpolation argument. We first look for a polynomial q(T ) of degree < n, satisfying the
interpolation condition q(δi) = ξif (δi) for all i. Clearly,
q(T ) =
∑
j
ξj f (δj )
gj (T )
gj (δj )
.
Let us rewrite q(T ) in the basis fi(T ), by the formula
q(T ) =
∑
i
q(λi)
fi(T )
fi(λi)
=
∑
i
Sifi(T ), (6.7)
where
Si = qi(T )
fi(λi)
=
∑
j
ξj
f (δj )gj (λi)
gj (δj )fi(λi)
=
∑
j
Qi,j ξj .
This shows that S = Qξ , with Q as in the lemma. But the interpolation condition q(δi)/f (δi) =
ξi and (6.7) imply that MS = ξ , showing that Q and M are inverses. 
We next want to study the correspondence R ↔ δ, given by the relation (6.6) MR = 1 (the
vector of 1’s), viewing the λi as fixed. Our goal is to compute the Jacobian determinant, det ∂R∂δ
as a function of δ. Before we begin, we bring a lemma (without proof), which is a special case
of the residue formula for the Riemann Sphere.
Lemma 6.4. Let F(x)/G(x) be a complex rational function with degF < degG. Denote by
lead(F ) the leading coefficient of F . Then
∑
x
Res
(
F(x)
G(x)
)
=
{
0 degF  degG− 2,
lead(F )
lead(G) degF = degG− 1.
The sum extends over all x ∈ C.
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MR = 1. Differentiating the relation yields
M · J = diag
(∑
j
Rj
(δi − λj )2
)
. (6.8)
Thus to obtain detJ , one has to know detM , which was obtained in Lemma 6.3, and∏
i
∑
j
Rj
(δi−λj )2 . The Jacobian determinant is therefore a consequence of the following lemma
Lemma 6.5.
∑
j
Rj
(δi − λj )2 =
gi(δi)
f (δi)
.
As a corollary, we obtain
Theorem 6.6. The Jacobian determinant is given by
|detJ | =
∏
i<j
∣∣∣∣ δi − δjλi − λj
∣∣∣∣.
Proof of the lemma. We have
∑
j
Rj
(δi − λj )2 =
∑
j,k
f (δk)gk(λj )
gk(δk)fj (λj )(δi − λj )2 , (6.9)
by the equation MR = 1, and the inverse formula for M (Lemma 6.3(ii)). Summing over j first,
we need first to obtain the sum
∑
j gk(λj )/fj (λj )(δi − λj )2. We will apply for this the residue
formula (Lemma 6.4) applied to the function F(x)/G(x) = gk(x)/f (x)(x − δi)2. The poles are
at the x = λj in addition to a first order (respectively second order) pole at x = δi , when k = i
(respectively k = i). The residue at x = λj is simply gk(λj )/f (λj )(λj − δi)2. To obtain the
residue at x = δi when k = i, we first need to multiply by (x − δi)2, and then take the derivative
of the remaining quotient at this point. Hence,
Resx=δi
(
F(x)
G(x)
)
=
⎧⎨⎩
g′k(δi )
f (δi )
k = i,
g′i (δi )f (δi )−gi (δi )f ′(δi )
f (δi )
2 k = i.
The sum of all residues is 0 in this case. Hence,
∑ gk(λj )
fj (λj )(δi − λj )2 = −Resx=δi
(
F(x)
G(x)
)
.j
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−
∑
j
Rj
(δi − λj )2 =
∑
k,k =i
f (δk)
g(δk)
g′k(δi)
f (δi)
+ g
′
i (δi)
gi(δi)
− f
′(δi)
f (δi)
. (6.10)
To go any further, we need to obtain the sum in the right-hand side. Extracting out the factor
g(δi)/f (δi), it remains to simplify the sum
∑
k,k =i f (δk)/gk(δk)(δi − δk). We will use again the
residue formula, this time for F(x)/G(x) = f (x)/g(x)(x− δi). There are simple poles at x = δk
for k = i, and a double pole at x = δi . Computing residues yield
Resx=δk
(
F(x)
G(x)
)
=
⎧⎨⎩
f (δk)
gk(δk)(δk−δi ) k = i,
f ′(δi )gi (δi )−f (δi )g′i (δi )
gi (δi )
2 k = i.
The residue sum is this time 1. Hence,
∑
k,k =i
f (δk)
gk(δk)(δk − δi) +
f ′(δi)gi(δi)− f (δi)g′i (δi)
gi(δi)2
= 1.
Incorporating this into (6.10), we obtain
−
∑
j
Rj
(δi − λj )2 =
gi(δi)
f (δi)
∑
k,k =i
f (δk)
gk(δk)(δi − δk) +
g′i (δi)
gi(δi)
− f
′(δi)
f (δi)
= gi(δi)
f (δi)
(
f ′(δi)gi(δi)− f (δi)g′i (δi)
gi(δi)2
− 1
)
+ g
′
i (δi)
gi(δi)
− f
′(δi)
f (δi)
= −gi(δi)
f (δi)
. (6.11)
This proves the lemma. 
6.4. Computation of μU and μO
Let A be a symmetric (hermitian) matrix with spectrum λ, and let R be a rank 1 sym-
metric (hermitian) matrix with trace t > 0. Then we know that σ↑(R + A) = δ, where δ is
given by the formula MR = 1, where R = diag(R). We wish to compute the push-forward
measure of the Haar measure of the orthogonal (or unitary) group, with respect to the map
U → σ↑(A + URU∗). For convenience we may assume that A and R are in diagonal form,
and R = (t,0, . . . ,0). Let Σ be the nth standard simplex, and tΣ its multiplication by t .
We compute the measures in two steps. First, we compute the push-forward to tΣ given by
the map U → diag(URU∗). Then we push it further to P(R,A), using the Jacobian formula
obtained in Theorem 6.8. The first step has to be done separately for the unitary case and the
orthogonal case. Observe first that diag(URU∗) = t |u1|2, where u1 is the first column of U
and the absolute value is taken component-wise. Thus we need to push-forward the spherical
measure under the map u1 → t |u1|2. In the following, let S = Sn or S2n−1 be the unit sphere in
the relevant space.
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Let dV = dx1 ∧ dy1 ∧ dx2 ∧ dy2 ∧ · · · ∧ dxn ∧ dyn be the Lebesgue form of Cn. Let F(u) =
t |u|2. The surface form dS of the sphere S, can be obtained by the formula dS ∧ dF = ±t dV .
Passing to polar coordinates (ri , θi) instead of zi ,
dV = ±
∏
ri
∧
dri ∧
∧
dθi = ±
∧
d
(
r2i
)∧∧dθi = ± n−1∧
i=1
d
(
r2i
)∧∧dθi ∧ dF/t.
Using F = t∑ r2i . We obtain dS = ±∧n−1i=1 d(r2i ) ∧∧dθi , and integrating on the θi , the push-
forward to tΣ is (up to a constant) just the uniform form dx1 ∧ · · · ∧ dxn−1. Hence the push-
forward to tΣ is the uniform measure.
6.4.2. The orthogonal case
Similarly, we compute dS and then push it forward to the simplex. Let ξ = (ξ1, . . . , ξn) denote
the Cartesian coordinates of the sphere, and F(ξ) = t∑ ξ2i . Set xi = ξ2i , the coordinates of the
simplex. Rewriting the Lebesgue form as
dV =
∧
dξi = 2−n
(∏
ξi
)−1∧
dξ2i = −2−n
(∏
xi
)−1/2 n−1∧
i=1
dxi ∧ dF/t,
we thereby obtain dS and the push-forward, which is (up to a constant) the uniform measure on
the simplex, multiplied by (
∏
xi)
−1/2
.
6.4.3. Conclusion
Combining this with the Jacobian formula (Theorem 6.8), we obtain the Klyachko measure
on the set of spectra δ, interlacing λ, and satisfying
∑
δi =∑λi + t .
Theorem 6.7. The measures μU and μO are given by
μU(R,A) = (n− 1)!
tn−1
∏
i<j
∣∣∣∣ δi − δjλi − λj
∣∣∣∣dVt , (6.12)
and
μO(R,A) = Γ (
n
2 + 1)
ntn−1π n2
(∏
Ri
)−1/2∏
i<j
∣∣∣∣ δi − δjλi − λj
∣∣∣∣dVt , (6.13)
where dVt is the relative Lebesgue measure of the subspace
∑
δi =∑λi + t , and Ri are given
by
Ri =
n∑
j=1
f (δj )gj (λi)
gj (δj )fj (λj )
. (6.14)
The constant terms were derived from the formula for the surface area of the sphere S.
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