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Abstract 
In recent years it has emerged the need to analyze a lot of data. There is not only 
the need to analyze a lot of data, but also the calculations are getting more complex 
(weather simulations, cryptography or bioinformatics). These facts lead to a huge need 
for computing capacity. 
To face this problem, one of the most extended techniques is parallel computing. 
This technique requires a process of adaptation or modification of the traditional codes, 
which are executed serially. This transformation is called “parallelization”. 
The central axis of this project is “Parallelization”. It shows the efficiency of 
“parallelization” in the field of artificial vision, which requires a lot of data processing. 
Specifically, we will analyze the parallelism to speed Optical Character Recognition 
(OCR). We will see the effectiveness of "parallelization" on new technologies such as 
Smartphones and Single-Board computer (SBC). 
The algorithm used to implement OCR in this project is KNN (K-Nearest 
Neighbors). Furthermore, and analysis of parallelization of the SVM (Support Vector 
Machine) algorithm has been done. 
The KNN algorithm is going to be parallelize and its performance will be 
analyzed in the aforementioned platforms. Finally, the efficiency of parallelization is 
measured comparing execution times and power consumption, between parallel 
versions and their corresponding serially versions. 
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Resumen 
En los últimos años ha surgido la necesidad de analizar una gran cantidad de 
datos. No sólo hace falta analizar muchos datos, sinó que también los cálculos son cada 
vez más complejos (simulaciones climatológicas, criptografía o bioinformática). Todo 
esto conlleva una enorme necesidad de capacidad de cálculo.  
Para afrontar este problema, una de las técnicas que más se está extendiendo es 
el cálculo paralelo. Esta técnica requiere un proceso de adaptación o modificación de los 
códigos tradicionales, que se ejecutan en serie. Esta transformación recibe el nombre de 
“paralelización”. 
La “paralelización” es el eje central de este TFG. En el se muestra la eficacia de 
la “paralelización” en el campo de la visión artificial, donde se procesa una cantidad 
importante de datos. Concretamente, analizaremos el paralelismo para acelerar el 
Reconocimiento Óptico de Caracteres (OCR). Se mostrará la eficacia de la 
“paralelización” en nuevas tecnologías como Smartphones y Ordenadores de placa 
reducida (SBC). 
El algoritmo utilizado para implementar el OCR en este TFG es el KNN (K 
vecinos más próximos). Adicionalmente, se ha hecho el análisis de “paralelización” del 
algoritmo SVM (Suport Vector Machine). 
Concretamente el algoritmo KNN es el que se va a paralelizar y analizar su 
rendimiento  en las plataformas anteriormente mencionadas. Finalmente, la eficacia de 
la “paralelización” se medirá a través de tiempos de ejecución y en el consumo 
eléctrico, entre las versiones paralelas y sus correspondientes versiones en serie. 
  
OCR: Análisis i implementación de algoritmos en nuevas tecnologías de paralelización 
 
 
6 Gustavo A. Sandín Carral 
 
Resum 
En els darrers anys ha sorgit la necessitat d’analitzar una gran quantitat de dades. 
No només fa falta analitzar moltes dades, sinó que també els càlculs són cada vegada 
mes complexes (simulacions climatològiques, criptografia o bioinformàtica). Tot això 
comporta una enorme necessitat de capacitat de càlcul. Tenint en compte aquest 
problema, una de les tècniques més se està estenen és el càlcul paral·lel. Aquesta tècnica 
requereix un procés d’adaptació o modificació del codis tradicionals, que s’executa en 
sèrie. Aquesta transformació rep el nom de “paral·lelització”. 
La “paral·lelització” és l’eix central d’aquest TFG. En ell es mostra la eficàcia 
de la “paral·lelització” en el camp de la visió artificial, on es processa una quantitat 
important de dades. Concretament, analitzarem el paral·lelisme per accelerar el 
Reconeixement òptic de caràcters (OCR). Es mostrarà l’eficàcia de la “paral·lelització” 
en noves tecnologies com Smartphones i ordinadors de placa reduïda (SBC).  
Els algorismes utilitzats per implementar el OCR, en aquest TFG són el KNN (K 
veïns més pròxims). Addicionalment, s’ha fet l’anàlisi de paral·lelització del SVM 
(Suport Vector Machine).  
Concretament, l’algorisme KNN és el que se paral·lelitzarà i s’analitzarà  el seu 
rendiment en les plataformes anteriorment esmentades. Finalment, la eficàcia de la 
“paral·lelització” es mesurarà a través dels temps d’execució i en el consum elèctric, 
entre les versions paral·leles i les seves corresponents versions en sèrie. 
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1. Introducción 
La propuesta de este proyecto es analizar el paralelismo aplicado en el OCR 
(Optical Character Recognition, en español Reconocimiento Óptico de Caracteres) para 
acelerarlo y mostrar su eficacia en las nuevas tecnologías.  
En el OCR existen una serie de etapas para conseguir el objetivo del algoritmo, 
una de ellas es la clasificación de caracteres, que conlleva un tiempo de ejecución 
importante (dependiendo de la cantidad de caracteres que se tenga). En la clasificación 
de caracteres existen diferentes algoritmos para este propósito, entre los cuales se ha 
elegido el algoritmo KNN.  
La elección del algoritmo KNN se ha debido por la estructura del algoritmo, ya 
que facilita diferentes posibilidades de paralelización. 
Este algoritmo será el que se paralelizará y se comparará con una versión en 
serie, para poder ver el rendimiento, tiempo o consumo que se mejora con el 
paralelismo en las nuevas tecnologías como Smartphones u ordenadores de placa 
reducida. 
 
1.1. Ámbito del proyecto 
Este TFG, relaciona varias asignaturas del Grado de Ingeniería Informática con 
el paralelismo. La primera asignatura que enseña el paralelismo es Sistema Operativo I, 
en la gestión procesos de un sistema operativo y la sección crítica a la hora de grabar en 
la misma posición de memoria, varios procesos. 
La continuación de la asignatura, Sistemas Operativos II continúa la explicación 
de la sección crítica y la programación multi-hilo, donde se empiezan a contemplar 
problemas de paralelismo. Otra asignatura de la carrera que contempla una parte del 
paralelismo es Sistema Distribuido, donde se explica el diseño de aplicaciones en 
diferentes ordenadores para comunicarse o mejorar el tiempo de ejecución. 
Por último, tenemos la optativa de Software Concurrente. Donde se explica más 
detalladamente el paralelismo para la CPU, entre diferentes ordenadores y GPU. 
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Como este TFG también toca la rama de Visión Artificial, las asignaturas de 
Visión Articial, Procesamiento de imágenes y Aprendizaje automático y minería de 
datos. En estas asignaturas se explica el KNN y otros clasificadores, además de la 
manipulación de imágenes. 
 
1.2. Motivación 
El paralelismo tiene como objetivo mejorar el tiempo de ejecución. Hoy en día, 
se está descubriendo que también puede ayudar a reducir el consumo energético para 
dispositivos móviles, como consecuencia de usar arquitecturas paralelas concretas. 
Cuando se habla de paralelismo o grandes cálculos computacionales,  se piensa 
en grandes supercomputadoras que sólo están al alcance de universidades prestigiosas o 
multinacionales. Pero hace relativamente más de una década, el paralelismo se aplica en 
los procesadores o tarjetas gráficas en el ámbito comercial.  
Actualmente, la tecnología de los Smartpohones y ordenadores de placa 
reducida, contienen chips que permiten realizar programas que usen distintas 
arquitecturas al mismo tiempo (CPU, GPU, FPGA, etc), son los denominados sistemas 
heterogéneos. 
Algunas de estas arquitecturas pueden ser paralelas o no. La heterogeneidad no 
viene dada porque unas arquitecturas sean más paralelas que otras, sino porque sus 
ISA’s (Instruction Set Architecture) son distintas. 
Sabiendo que estas nuevas tecnologías tienen esta capacidad, la motivación de 
este TFG es poder ver si el paralelismo es viable en estas nuevas tecnologías y en tal 
caso que sí, que aporta beneficios. 
 
1.3. Objetivos generales 
El objetivo del TFG es utilizar el paralelismo en nuevas tecnologías. Para 
llevarlo a cabo, se utilizará el reconocimiento óptico de caracteres, el cual puede ser un 
proceso de larga duración que permitirá observar los resultados del paralelismo. El OCR 
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se compone de varias partes, y en concreto, la parte que se pretende paralelizar es la 
clasificación de caracteres. Esta parte del OCR se hará con el clasificador KNN. 
El paralelismo se usará en primer lugar, en el sistema operativo Android, para 
Smartphones, utilizando un framework desarrollado por Google, RenderScript. 
Posteriormente, se aplicará el paralelismo en ordenadores de placa reducida y PC. Las 
implementaciones en las diferentes plataformas tendrán una versión secuencial y otra 
paralelizada, para comparar tiempo, rendimiento, temperatura, etc. A parte habrá una 
comparativa de las tres plataformas, para contemplar diferencias de resultados.  
Los clasificadores de este proyecto estarán basados en las implementaciones 
realizadas de OpenCV, donde OpenCV es una librería de visión artificial que contiene 
diferentes algoritmos optimizados.  
 
1.4. Objetivos específicos 
Los objetivos que se pretenden realizar en este proyecto constaran de las 
siguientes partes: 
 Entender el funcionamiento de los algoritmos de clasificación seleccionados para el 
OCR. 
o Entender el funcionamiento de la librería OpenCV, la cual contiene 
diferentes librerías para la visión artificial y estructuras para los datos. Entre 
ellas contiene el paquete de aprendizaje automático, donde se obtendrá el 
clasificador KNN. Ver Anexo 1. 
o Entender el funcionamiento del algoritmo KNN, tanto en el funcionamiento 
teórico como el código implementado en OpenCV. 
Este primer objetivo es importante, ya que es la base para desarrollar la 
paralelización en Android y las otras plataformas. 
 Analizar, diseñar e Implementar una aplicación en Android, en la cual se tengan los 
algoritmos de clasificación del OCR. seleccionados para este proyecto. 
o Aprender a desarrollar en Android.  
o Implementar el algoritmo de clasificación: Una vez se sepa desarrollar en 
Android, se implementará el algoritmo de clasificación KNN. 
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o Aprender a utilizar el framework Renderscript: este framework es 
relativamente nuevo y hay poca documentación.  
 Implementar una aplicación para las plataformas SBC y PC, con los algoritmos de 
clasificación sin paralelizar y paralelizados. 
 Realizar un análisis en cada plataforma con la versión secuencial y la versión 
paralelizada para contemplar las mejoras obtenidas. 
 Realizar un análisis entre las diferentes plataformas. 
 
 
 
1.5. Organización de la memoria 
La memoria de este proyecto está formada por las siguientes partes: 
 Antecedentes: Introducción al paralelismo y al reconocimiento óptico de caracteres, 
finalizando con una conclusiones de la necesidad de este proyecto. 
 Análisis, diseño e implementación del algoritmo de clasificación del KNN: 
Análisis del algoritmo de clasificación seleccionado para comprender su 
funcionamiento, y que estrategia se ha utilizado para realizar la implementación de 
los clasificadores. 
 Resultados y simulaciones: Se observarán los datos y tiempos obtenidos en las 
diferentes plataformas implementadas. 
 Valoración económica: Valoración de la realización de este proyecto, contando las 
diferentes horas en formación, análisis, etc. 
 Conclusiones: Valoración personal de este proyecto y que posibilidades futuras que 
se derivan de este proyecto. 
 
2. Antecedentes 
El paralelismo es la técnica para conseguir que los procesos que se ejecutan en 
serie, puedan realizarse de una forma más rápida aprovechando todas las prestaciones 
que una máquina puede proporcionar. Esta técnica aun consiguiendo mejorar tiempo o 
conseguir realizar cálculos antes imposible, tiene sus desventajas, como el problema de 
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dependencia de los datos. La dependencia de datos ocurre cuando los datos deben ser 
modificados, puesto que esos datos anteriores a esa modificación pueden ser necesarios 
para otros datos. Hay tres posibles casos en la dependencia de datos: 
 Read After Write (RAW) o dependencia verdadera. Si un proceso lee un 
dato antes de que el proceso encargado de modificar el dato, el primero 
proceso tendrá un dato incorrecto. 
 Write After Read (WAR) o anti-dependencia. Si un proceso escribe un 
dato antes de que otro proceso que necesite el valor antiguo, leerá el 
nuevo teniendo el dato incorrecto. 
 Write After Write (WAW) o dependencia de salida. Si dos procesos 
tienen que escribir el mismo dato, puede que no acaben en el orden 
adecuado y el dato que se obtenga es incorrecto. 
Para entender mejor el paralelismo, primero hay que saber su procedencia, 
empezando en 1943 con John Mauchly, que proponía una computadora electrónica 
usando tubos de vacio, para realizar cálculos mil veces más rápidos que las calculadoras 
convencionales de la época. Junto a Herman Goldstine consiguieron financiación del 
ejército británico para el proyecto ENIAC (Electronic Numerical  Integrator and 
Computer), una de la primeras computadoras de propósito general y totalmente digital. 
La finalización del proyecto sería  en 1945 cuando la segunda guerra mundial ya había 
acabado. A pesar de la decepción que el proyecto ENIAC no se pudiera utilizar para 
fines militares, supuso un gran interés para el ejército, así que se realizó otro contrato 
para realizar otra computadora, la EDVAC (Electronic Discrete Variable Automic 
Computer), a diferencia del ENIAC ésta era binaria y tuvo el primer programa diseñado 
para ser almacenado.  
En 1944, Herman Goldstine tuvo un encuentro con el matemático John von 
Neumann, en una plataforma ferroviaria en Aberdeen. Donde Goldstine le describió el 
proyecto EDVAC. En ese momento John von Neumann estaba en el proyecto 
Manhattan, nombre en clave del proyecto de la bomba atómica. El proyecto requería de 
unos cálculos que von Neumann no podía realizar con la tecnología de la época actual. 
Después de ese encuentro, Von Neumann se unió al grupo de estudio del EDVAC y 
realizó el primer borrador del informe del EDVAC. Ese informe del EDVAC reflejaba 
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la construcción de computadoras electrónicas digitales y posteriormente se convertiría 
en la arquitectura de von Neumann, la primera arquitectura de los ordenadores 
modernos. 
Posteriormente, John von Neumann escribió el artículo  que describe la máquina 
IAS, en 1952. La máquina IAS fue  el primer computador digital construido  por el 
instituto para el estudio avanzado (IAS), esta computadora fue una de las primeras de 
compartir la memoria para las instrucciones del programa y los datos que utilizaba 
Ese mismo año, la empresa IBM, anunció el IBM 701, la primera computadora 
científica comercial de IBM. Se consiguió vender 19 computadoras. Posteriormente en 
el año 1954, salió el IBM 650, donde consiguió 2000 ventas de este computador durante 
los años 1954 y 1962. 
Volviendo a la rama de la investigación, en 1965 salió la primera 
supercomputadora, la CDC 6600 y unos de los principios del paralelismo. Esta 
supercomputadora fue diseñada por Seymour Cray, considerado el padre de la 
supercomputación. Cuando el CDC 6600 se comparó con las computadoras más 
potentes de IBM, eran 3 veces más potentes. La supercomputadora estaba compuesta de 
una CPU de 60 bits y 10 unidades periféricas de procesamiento.  
El CDC 6600 supuso un avance tecnológico, ya que implementaba dos nuevas 
características importantes, una era el pipeline y la otra era la arquitectura superescalar. 
El pipeline es una técnica en el diseño de ordenadores para incrementar el número de 
instrucciones que se utilizaban en el CPU. Básicamente, la idea era mejorar el proceso 
que realizaba la CPU. Hasta entonces, las CPU’s sólo podían ejecutar una instrucción 
detrás de otra. Con el pipeline se pudo conseguir cierto paralelismo a nivel de 
instrucción, ya que al separar el procesador en etapas relativamente independientes 
(fetch, decode, execute), fue posible empezar a ejecutar una nueva instrucción cuando la 
anterior pasaba a la segunda etapa, y así sucesivamente. Actualmente se han aumentado 
el número de etapas, para aumentar el paralelismo de instrucciones, e incluso es posible 
controlar el consumo energético de cada una de ellas entre otras características.  
La otra característica, la arquitectura superescalar tenía como propósito ejecutar 
más de una instrucción por ciclo de reloj. A diferencia del concepto de pipeline, en este 
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caso se duplican las etapas, para poder tener diversos pipelines trabajando al mismo 
tiempo, dentro de una misma CPU. Con la arquitectura superescalar entra en juego la 
taxonomía  de Flynn que especifica cuatro tipos de procesadores: 
 SISD (Single instruction, single data): una instrucción, un dato. 
 SIMD (Single instruction, multiple data): una instrucción, múltiples 
datos. 
 MISD (Multiple instruction, single data): Múltiples instrucciones, un 
dato. 
 MIMD (Multiple instruction, multiple data): Múltiples instrucciones, 
múltiples datos. 
Por otro lado, en 1966 la agencia de proyectos de investigación avanzadas de 
defensa (D.A.R.P.A.), contrató a la universidad de Illinois para construir un gran 
ordenador de computación paralela, el ILLIAC IV. Fue el primer supercomputador con 
un alto nivel de paralelismo, hasta 256 procesadores, podía procesar una gran cantidad 
de datos a la vez, la técnica que utilizaba el ILLIAC IV se conoce más adelante como 
procesamiento vectorial. La supercomputadora no se puso en marcha hasta 1972, en el 
centro de investigación Ames de la NASA. 
El procesamiento vectorial que utiliza el ILLIAC IV es un diseño de CPU capaz 
de ejecutar operaciones matemáticas sobre múltiples datos de forma simultánea. El 
procesamiento vectorial empezó a desarrollarse en el proyecto Solomon en 1960, por la 
compañía Westinghouse Electronic. La meta del proyecto Solomon fue incrementar el 
rendimiento matemático usando un gran número de simples co-processadores 
matemáticos bajo el control de una simple CPU. Pero en 1962 Westinghouse Electronic 
cancelo el proyecto, y fue recuperado por la Universidad de Illinois para el ILLIAC IV. 
Mientras las computadoras y supercomputadoras iban desarrollándose con 
mejores prestaciones, empezó el desarrollo de internet. En la década de los 60, el jefe de 
la oficina de procesado informático de ARPA, Joseph Carl Robnett Licklider empezó a 
formar un grupo dentro de ARPA, para investigaciones sobre computadores avanzados. 
Se instalaron tres terminales: en Santa Mónica, Berkley y el M.I.T., donde Licklider 
observó la necesidad de realizar una red para interconectar los tres terminales. Con esta 
idea nace ARPANET, donde en 1969 se transmite el primer mensaje a través de 
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ARPANET desde la Universidad de Stanford y UCLA. Durante los siguientes años se 
fueron añadiendo más ordenadores a esta red llegando a 100.00 computadoras 
conectadas.  
Durante los años 70, empezaron a salir las primeras GPU (Graphic Processing 
Unit), utilizadas únicamente para el procesamiento de gráficos, pudiendo liberar a la 
CPU de dicha tarea. En las placas diseñadas para videojuegos, empezaron a 
especializarse en circuitos especializados en gráficos, para la aceleración del pintado de 
los personajes en la pantalla, como Taito o Midway. A finales de los 70, la empresa 
Namco se especializo en hardware especializado para gráficos soportando RGB. Ya en 
1985 empezaron aparecer GPUs más avanzadas como en la computadora Amiga, de 
Commodore. Esta GPU podía soportar líneas dibujadas y áreas rellanadas. El siguiente 
año Texas Instruments sacó el primer microprocesador con un chip para el 
procesamiento de gráficos. Posteriormente, en 1987 IBM saca la primera tarjeta gráfica  
para el IBM PC. 
A mediados de los 80, en concreto 1984 salieron las FPGA (Field Programmable 
Gate Array). Los FPGA son dispositivos semiconductores que contienen bloques de 
lógica cuya interconexión y configuración puede ser configurada “in situ”, mediante un 
lenguaje de descripción  especializado. Nació de la unión dos las tecnologías PROM 
(Programmable Read Only Memory) y PLD (Programmable logic Devices). El primer 
FPGA que salió al mercado fue el XC2064 de Xilinx. 
En 1990, con los computadoras personales cada vez más presentes en el mundo 
se continuaba mejorando la aceleración gráfica GUI 2D. En esta década apareció 
OpenGL, una especificación estándar que defina una API multilenguaje y 
multiplataforma para escribir aplicaciones que produzcan gráficos 2D y 3D. Con 
OpenGL se consiguió estandarizar el acceso al hardware, trasladar a los fabricantes la 
responsabilidad del desarrollo de las interfaces con el hardware y delegar las funciones 
para ventanas al sistema operativo. También se comenzó la aceleración de gráficos en 
3D, ya que los usuarios de videoconsolas y ordenadores empezaban a pedirlo.  
En la área de Internet, hubo avances importantes, ya que en 1990 ARPANET fue 
substituida por World Wide Web el sistema de distribución de hipertexto y accesibles 
vía internet. Con la llegada de Internet para el acceso público se creó la sociedad de 
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internet para poder estandarizar internet. Gracias a ello, surgió la computación grid, que 
es la forma de coordinar todo tipo de recursos como procesamiento o almacenaje. La 
computación grid comenzó de los años 90 con Ian Foster y Carl Kesselman cuando 
publicaron su trabajo seminal: The grid, Blueprint for a new computer infrastructure.  
A finales de los 90 y principios del milenio, salieron librerías de programación 
para cluster como OpenMPI (Open message passing interface) donde un mismo 
programa se ejecuta en varios sistemas completos, interconectados por una red. Este 
programa se ejecuta en diversos procesos, que se comunican utilizando las tarjetas de 
red enviando los mensajes que MPI permite. Al aumentar el número de núcleos por 
CPU, surgió otra herramienta para el paralelismo en sistemas de memoria compartida 
(núcleos que comparten una misma memoria principal, dentro de un ordenador) fue 
OpenMP (Open Multi-Processing), una API multi-plataforma para la programación 
multiproceso de memoria compartida. Rápidamente los supercomputadores adoptaron 
ambos estándares, con implementaciones específicas que optimizan el rendimiento para 
cada máquina, sin modificar el lenguaje. 
Con llegada de la API de OpenGL y similar funcionalidad en DirectX 
(competidor de OpenGL, realizado por Microsoft), las GPU añadieron shaders a sus 
prestaciones en el 2000 consiguiendo que cada pixel fuera procesado con un corto 
programa en la GPU. Más adelante en el 2006 la empresa Nvidia diseño tarjetas gráficas 
donde empezó a generalizar la computación del dispositivo. Hoy en día, la 
programación de las GPU ha pasado a ser GPGPU (General-Purpose computing on 
Graphics Processing Units). En el año 2008, Nvidia sacó su propia plataforma de 
GPGPU, CUDA. Poco después surgió OpenCL, definido por Khronos Group que es un 
standard adoptado por Intel (CPU+GPU), AMD (CPU+GPU), NVIDIA (GPU) y ARM 
(CPU+GPU), Imagination Technologies (GPU), Qualcom (GPU), Xilinx (FPGA), 
Altera (FPGA) y muchos otros. 
En 2007, Apple Inc. introdujo el iPhone, el primer Smartphone para usar una 
interfaz multi-touch. El Smartphone es un teléfono móvil con un avanzado sistema 
operativo. Sus procesadores tienen la restricción de tener un muy bajo consumo 
eléctrico, porque funcionan con batería, y porque no pueden calentarse demasiado para 
no quemar las manos del usuario, u otros componentes del aparato, que están 
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extremadamente cerca del procesador. Este requerimiento, ha obligado a los diseñadores 
de estos procesadores, a añadir no solo, CPU+GPU, si no que han tenido que añadir más 
procesadores especializados, que consumirán menos y serán más rápidos que la CPU. 
Por ejemplo, procesadores que codifican y decodifican video, procesadores de señales 
de radio para telefonía y datos, y últimamente, procesadores de sensores de movimiento, 
o de seguridad. Por lo tanto, los móviles se han convertido en la plataforma heterogénea 
por excelencia.  
En 2012 con la versión de Android, la 4.1.2 salió el framework de Renderscript, 
para poder realizar paralelismo en los Smartphones. Por la parte de Apple con la versión 
de iOS 8 sacaron el framework Metal para realizar paralelismo con las GPUs del 
iPhone. 
Con esta síntesis sobre la historia de la computación y el paralelismo, se ha 
podido contemplar la gran evolución histórica  que se ha realizado  para llegar al 
paralelismo que se quiere realizar en este proyecto. Podemos concluir que a lo largo de 
75 años se ha mejorado mucho el procesamiento de los datos en tan poco tiempo, si se 
compara con otras ciencias. También se ha de tener en cuenta que sin la financiación de 
muchos proyectos de carácter militar como el proyecto Manhattan, proyectos a la 
mejoras de armas o ARPANET no se podría disponer de la tecnología que hoy en día 
facilitan la vida cuotidiana. Y poder contemplar que a cada paso de la computación, se 
abre nuevas ramas de investigación, donde hay más posibilidades de mejorar la vida de 
las personas o descubrir nuevas horizontes en otras ciencias.   
 
2.1. Método OCR 
El método OCR, es el reconocimiento óptico de caracteres cuya función es la 
conversión de imágenes de caracteres o símbolos (ya sean escritas o impresas), a una 
codificación entendible para los ordenadores, como ASCII o UNICODE. Normalmente 
el OCR que se realiza, es de un determinado alfabeto que será la base del método.  
2.1.1. Origen del OCR 
En 1914, Emanuel Goldberg desarrolló una máquina que leía caracteres y los 
convertía al estándar del código del telégrafo. Seguidamente, Edmund Fournier d’Albe 
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desarrollo el optófono, un escáner de mano que cuando se movía por el papel producía 
los tonos que correspondían a la letra específica del telégrafo.  
A principios de 1930 Emanuel Goldberg desarrolló una máquina llamada 
“Statical machine” para buscar archivos de microfilm usando un sistema de 
reconocimiento de código óptico. En 1931 Goldberg concedió la patente estadounidense 
a la invención. Posteriormente la patente la adquirió IBM. 
1En 1974, Ray Kurzweil creó la compañía Kurweil Computer Products Inc. y 
desarrolló el omnifont OCR (omnifont se refiere a la capacidad del programa 
informático), podía reconocer texto impreso en prácticamente cualquier fuente. La 
mayoría de veces, Kurweil es acreditado como el inventor del omnifont OCR, pero 
estuvo en uso por compañías. 
2En el 2000, el OCR fue hecho disponible online como un servicio web 
(WebOCR), en un sistema de cloud computing. Poco después se empezó a realizarse 
aplicaciones de Smartphone en las plataformas Android y iPhone. 
 
2.1.2. Funcionamiento 
El funcionamiento del OCR consiste en 4 partes: 
 Pre-Procesamiento: En la mayoría de OCR que se desarrollan, se realiza 
un pre-procesamiento de las imágenes que se van a utilizar. Las técnicas 
que más se usan son: 
o Binarización: La binarización convierte una imagen de color a 
una de escalas de grises, pero sólo habrán dos colores, blanco y 
negro. La clave de la binarización consiste en establecer el 
umbral de lo que será el negro y el blanco para conseguir que el 
blanco separe la letra del resto del contenido. Es una de las 
técnicas más importantes a incluir en el pre-procesamiento del 
OCR. 
                                                 
1 The Technology in your cell phone wasn’t invented for you - 
http://www.networkinsight.org/verve/_resources/lawc.pdf 
2 A Platform for Web-Based OCR Systems with Server Search Function - 
http://weocr.ocrgrid.org/docs/das06.pdf 
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o Alineación: Si el escaneo de la imagen queda torcida, debemos 
realizar una alineación para que los caracteres queden 
perfectamente alineados horizontalmente o verticalmente. 
o Normalizar la relación de aspecto y escalar la imagen. 
o Despeckle: eliminar las manchas negativas y positivas de la 
imagen y los bordes suavizados. 
o Hay otras técnicas de pre-procesamiento como eliminación de 
líneas, zonificación, etc. 
Estas técnicas no son obligatorias para todo el proceso del OCR, pero 
muchas de ellas dan mucha facilidad al reconocimiento de caracteres. 
 Segmentación de la imagen: La segmentación de la imagen que se va a 
utilizar en el OCR es uno de los procesos más costos. La segmentación 
implica la detección de caracteres utilizando  procedimientos de 
etiquetado deterministas o  estocásticos de los contornos o regiones de la 
imagen, basándose en la intensidad o información espacial. No existe un 
método genérico, ya que cada imagen puede tener los caracteres de 
diferentes formas, perspectivas o dimensiones. 
 Reconocimiento del carácter: El reconocimiento de carácter es la parte 
más importante de todo el proceso del OCR, ya que nos determinará qué 
tipo de carácter ha reconocido. Hay dos tipos de núcleo del algoritmo de 
OCR: 
o Reconocimiento de patrón: se base en el glifo (representación 
gráfica de un carácter) introducido, siendo correctamente aislado 
del resto de la imagen, comparándolo con los glifos almacenados 
pixel por pixel. Esta técnica trabaja mejor con texto impreso y no 
trabaja muy bien cuando encuentra nuevas fuentes. 
o Extracción de características: Descompone el glifo en 
características como líneas, intersección de líneas o circuitos 
cerrados. No hay una definición exacta de lo que son las 
características, que dependen del problema que se trae y 
idnetificar cuál es la mejor opción para extraer la característica. 
Esta característica es comparada con un vector abstracto de un 
carácter, en que quizás reduzca  uno o más prototipos de glifos. 
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En general las técnicas de extracción de características son 
aplicables a cualquier tipo de OCR. 
 Post-procesamiento: La precisión del OCR puede ser aumentada, si la 
salida es contrastada por el léxico, por una lista de palabras que son 
permitidas para que salgan en el documento. Además el conocimiento de 
la gramática del lenguaje, que se está utilizando en el OCR, puede ayudar 
a determinar una palabra si es un verbo o un sustantivo. Otra función que 
se puede recurrir, es introducir correctamente los caracteres que el OCR 
no ha clasificado correctamente, para poder tener un mejor campo de 
precisión. 
 
2.1.3. Conclusión 
El método OCR, es un buen ejemplo para poder utilizar el paralelismo, ya que el 
proceso de clasificación crecerá a medida que vayamos poniendo más caracteres de 
entrenamiento. Otra característica que tiene el OCR es la versatilidad que tiene en cada 
uno de sus etapas, puede utilizarse un algoritmo u otro dependiendo del enfoque que 
quiera darse al OCR, como por ejemplo en la etapa que queremos paralelizar, la de 
clasificación, podemos utilizar diferentes clasificadores que existan. 
Además, una de las nuevas tecnologías que se quiere ver su nivel de paralización 
es en el Smartphone. Y en los Smartphone una de las características más relevantes que 
tiene es la cámara, y poder darle más velocidad o precisión al OCR después de hacer 
una foto daría una buena experiencia de usuario.  
 
2.2. KNN 
El clasificador elegido para el método OCR, es el comentado anteriormente: 
KNN (K vecinos más próximos). Su elección se ha basado por este motivo: 
 KNN3: Este algoritmo está considerado en aprendizaje automático, como 
un algoritmo de aprendizaje “vago”. Ya que es un método sencillo de 
                                                 
3 KNN - http://scholarpedia.org/article/K-nearest_neighbor 
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clasificar cogiendo la distancia más cercana a él. A nivel de precisión, es 
muy justo por este tema. Pero a nivel de programación es fácil 
comprender su funcionamiento para poder aplicarlo. Además en 
paralelismo es factible realizarlo ya que es una consecución de 
iteraciones.  
 
2.3. Plataformas paralelas 
Las plataformas paralelas que se van a utilizar en este proyecto serán las 
comentadas a continuación. 
 
2.3.1. PC 
La plataforma del PC es la base para comparar con las otras plataformas. Es 
interesante compararla con los PC, para poder comparar el consumo de batería que se 
consume. El portátil que se va a utilizar en el proyecto es el siguiente: 
 Lenovo IdeaPad U430 
o Procesador: Intel i7 4500U 
o Consumo procesador: 15W 
o Memoria RAM: 8GB 
o Procesador gráfico: NVIDIA GeForce GT 730M 
o Sistema Operativo: Ubuntu 
 
2.3.2. Smartphones y tablets 
La plataforma principal de este proyecto son los smartphones y tablets. Son 
plataformas recientes con pocos años, pero cada vez se mejoran más sus prestaciones 
para utilizar aplicaciones de gran procesamiento y poder aplicar técnicas como él 
paralelismo. Los dispositivos que se van a utilizar en el proyecto son los siguientes: 
 Smartphone 
o Samsung Galaxy S3 
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 Procesador: 1.4 Ghz Quad-core ARM Cortex-A9 
 Consumo procesador: 4 W aprox. 
 Memoria RAM: 1GB 
 Procesador gráfico: ARM Mali-400MP 
 Sistema Operativo: Android 4.4.4 
o Motorola G 2ª Generación 
 Procesador: Qualcomm Snapdragon 400 Quad-core ARM  
 Consumo procesador: 2.8 W aprox. 
 Cortex-A7 1.2 Ghz 
 Memoria RAM: 1GB 
 Procesador gráfico: Adreno 305 
 Sistema Operativo: Android 5.0 
 Tablets 
o Nexus 7 2012 
 Procesador: 1.3 Ghz NVidia Tegra 3 T30L de cuatro 
núcleos 
 Consumo procesador: 5.1W 
 Memoria RAM: 1GB 
 Procesador gráfico: 416 Mhz NVidia GeForce ULP con 
12 núcleos. 
 Sistema Operativo: Android 5.0 
o Lenovo Yoga Tablet 2 
 Procesador: Intel Atom Quad-core 1.86 Ghz 
 Consumo procesador: 2.44W 
 Memoria RAM: 2GB 
 Procesador gráfico: Intel HD Graphics (Bay Trail) 
 Sistema Operativo: Android 4.4.2 
El hardware que contienen estos dispositivos está capacitado para poder 
implementar el paralelismo, tanto a nivel de CPU como de GPU. Android contiene un 
framework para el paralelismo, llamado RenderScript, con el cual se puede analizar esta 
capacidad paralela. 
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RenderScript ejecuta paralelismo de código o tareas en dispositivos Android. El 
trabajo a realizar se paralelizará en todos los procesadores disponibles en el dispositivo, 
CPUs con multiples cores, GPUs o DSP. 
Para ejecutar RenderScript hace falta haber creado dos ficheros: 
 Clase Java: Clase que compila RenderScript a partir del script, para que 
la aplicación pueda interactuar con RenderScript y poder ejecutar el 
paralelismo. 
 Script RenderScript: fichero que contiene las funciones necesarias para 
realizar el paralelismo en un dispositivo Android. 
Es un framework con mucho futuro por delante ya que hace que ha salido. Las 
últimas actualizaciones del framework se añadió FilterScript, un subconjunto de 
RenderScript específico para el procesamiento de imágenes.  
 
2.3.3. Computadoras de placa reducida (SBC) 
La plataforma SBC contiene un mínimo de prestaciones para tener una 
computadora en una placa de tamaño reducido. En la placa lleva el procesador y la 
memoria RAM, donde está todo la arquitectura para que funcione. Normalmente, llevan 
puertos USB para poder introducir periféricos como el ratón y teclado. Además llevan 
un lector de tarjetas de memoria Micro-SD, donde llevará el sistema operativo 
compatible con la SBC, las placas que se utilizaran en el proyecto son las siguientes: 
 Raspberry Pi 2 
o Procesador: 900Mhz Quad-core ARM Cortex-A7 
o Consumo procesador: 1.89W 
o Memoria RAM: 1GB 
o Procesador gráfico: VideoCore IV 3D Graphics core 
o Sistema Operativo: Raspbian 
 Parallela 
o Procesador: Z7020 Dual-core ARM A9 CPU 
o Consumo procesador: 5W 
o Memoria RAM: 1GB 
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o Acelerador network con chip: 16-cores (C.P.U.) Epiphany 
Coprocesor 
o Sistema Operativo: Ubuntu 
Los sistemas operativos que llevan estas placas, son el kernel Linux. Pero la 
versión del sistema operativo que llevan es específica, ya que simplifican diversos 
componentes del sistema operativo o también se reducen la gestión de los procesos. 
 
2.4. Conclusiones 
El paralelismo ha estado presente en las supercomputadoras de universidades y 
de grandes empresas informáticas. Pero la tecnología ha ido evolucionando hasta llegar 
a nivel comercial y accesible a todo el mundo. En este proyecto se analizará hasta qué 
nivel, el paralelismo puede utilizarse con la tecnología que tenemos al alcance. 
A priori la limitación o requerimiento especial que tiene este proyecto es la 
memoria, ya que los dispositivos que se utilizaran no tienen más de 1GB. Para el 
método OCR se necesita tener los caracteres en la memoria para ir comparándolos entre 
ellos. 
3. Análisis, diseño e implementación del algoritmo KNN 
En la rama de reconocimiento de patrones del aprendizaje automático, se 
propuso el algoritmo k-Nearest Neighbors (KNN4). Este algoritmo es usado para la 
clasificación y la regresión. En ambos casos la entrada consiste en diferentes datos de 
entrenamiento y un espacio de características. Con espacio de características nos 
referimos al vector n-dimensional de las características que tiene uno de los datos del 
entrenamiento. La salida dependerá del tipo de KNN que se utilice: 
 Clasificador KNN: la salida es un valor numérico que indica la pertenencia 
a un tipo de agrupación o subconjunto del conjunto de datos entrenados. El 
dato introducido es situado en un espacio de características, en función de 
los valores que tengan para dichas características. La posición en este 
espacio determinará a qué subconjunto pertenece (clasificación) en función 
                                                 
4 KNN - http://scholarpedia.org/article/K-nearest_neighbor 
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de a que subconjunto pertenezca por la mayoría de los k vecinos que tiene 
alrededor y por la distancia mínima a cada uno de ellos. 
 Regresión KNN: la salida es el valor de la propiedad para el dato 
introducido. Este valor es la media de los valores de k vecinos próximos a 
él. 
El KNN está considerado un algoritmo vago, porque la función sólo se aproxima 
localmente y toda la computación se arrastra hasta haber mirado todos los datos 
etiquetados. 
Básicamente, el algoritmo recorre todos los puntos para calcular la distancia 
mínima, al dato introducido para clasificar. El cálculo de esta distancia puede hacerse de 
diferentes formas. Estas son las más utilizadas: 
 Distancia Euclidiana: es la distancia entre dos puntos de un espacio 
euclidiano, la cual se deduce a partir del teorema de Pitágoras. Esta 
distancia es la más utilizada en el KNN y es la que se va a utilizar en el 
proyecto.  
Euclidian = √∑ (𝑥𝑖 − 𝑦𝑖)2
𝑁
𝑖=1  
 
 Distancia Manhattan: es la distancia entre dos puntos en una 
cuadrícula. 
Manhattan = ∑ |𝑥𝑖 − 𝑦𝑖|
𝑁
𝑖=1  
 
 Distancia Minkowski: es una métrica en un espacio vectorizado 
normalizado en que puede ser considerada como una generalización de 
las distancia Euclidiana y Manhattan: 
Minkowski = (∑ (|𝑥𝑖 − 𝑦𝑖|)
𝑞𝑁
𝑖=1 )
1/𝑞 
Normalmente estas dos últimas distancias se utilizan por ser más rápidas de 
calcular, pero a la vez introducen un error mayor que la distancia Euclidiana. En 
este proyecto se va a utilizar la distancia Euclidiana. 
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3.1. Propuesta de paralelismo 
El funcionamiento del algoritmo KNN consiste en coger cada dato a clasificar, e 
ir buscando la distancia mínima a todos los datos entrenados. Hay que tener en cuenta 
que por cada dato entrenado hay que ir mirando todas las características que contiene 
para realizar la distancia mínima. La combinación de espacios de características con 
muchas dimensiones, y una gran cantidad de datos provoca un cálculo costoso. 
La propuesta de paralelismo que se plantea en este proyecto, para solucionar este 
dilema es calcular la distancia mínima de diferentes datos a clasificar a la vez, 
consiguiendo mayor rapidez. Esta propuesta se puede realizar ya que no existe ninguna 
dependencia de datos entre los diferentes cálculos de distancia. Es decir, el cálculo de 
una distancia no depende del resultado del cálculo de otra distancia, ni los datos 
originales serán alterados.  
 
3.2. Algoritmo secuencial 
El algoritmo secuencial del KNN contiene dos partes:  
 Parte del entrenamiento: en este proyecto no realizaremos un pre-
procesamiento de los datos, así que la complejidad de este paso es de 
O(1), ya que sólo se deberán de pasar todos los datos de entrenamiento 
en memoria.  
 Parte de testeo: es donde se realiza la parte importante del algoritmo, es 
decir, donde se calcula la distancia mínima y se decide su clasificación. 
Su complejidad es de O(mnd), donde m es el conjunto de datos a 
clasificar, n es el conjunto de datos entrenados y d es el número de 
dimensiones o características de cada elemento. Como se puede apreciar 
en su complejidad, cuando aumenta el número de datos a entrenar o 
clasificados el KNN se vuelve una tarea muy costosa y difícil de acabar. 
Como se ha comentado antes, la parte de testeo es donde se realiza el KNN, y su 
funcionamiento es el mostrado en la ilustración 1: 
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Ilustración 1 
El funcionamiento del KNN consiste en realizar un bucle para obtener todos los 
datos entrenados. Por cada dato entrenado mirará los datos a testear y realizará la 
distancia euclidiana, y comprobará si esta entre las k distancias mínimas. 
Posteriormente para cada dato testeado, se mirará entre los k mejores vecinos y se 
clasificará mirando la mejor elección.  
 
3.3. Algoritmo paralelo 
El objetivo del algoritmo paralelo del KNN que se pretende paralelizar, en GPUs 
o cores de la CPU, que se utilice en las nuevas tecnologías, es encargarse de clasificar 
una letra del testeo. Al cual conlleva al funcionamiento del KNN que se puede apreciar 
en la ilustración 2: 
 
Ilustración 2 
El nuevo diseño del algoritmo KNN para el paralelismo ahorra un bucle, lo que 
conlleva a reducir la complejidad a O(nd). Este bucle es ahorrado gracias a que cada 
GPU o core de CPU se encargará de procesar una de las letras del testeo. Cuando acaba 
de clasificarlo se le asignará un nuevo dato a testear, así hasta acabar con los datos a 
testear. 
OCR: Análisis i implementación de algoritmos en nuevas tecnologías de paralelización 
 
 
27 Gustavo A. Sandín Carral 
 
Esta no es la única forma de paralelizar este algoritmo, hay diferentes métodos 
de realizarlo. Estas son las diferentes formas de realizar el paralelismo en el algoritmo 
KNN: 
 Paralelizar por los datos a clasificar: opción comentada en la propuesta 
de paralización para este proyecto. Cada core se encargará de clasificar 
cada carácter. Esta opción no tiene ningún tipo de dependencia para 
obtener los resultados. La cantidad de hilos dependerá de la cantidad de 
caracteres a clasificar. Esta opción tiene una granularidad gruesa (coarse 
grain), lo que significa que la cantidad de threads utilizados es menor, 
que en otras posibilidades de paralelización. 
 Paralelizar por los datos clasificados: Cada core se encargará de obtener 
las diferentes distancias para un carácter a clasificar. Las dependencias 
presentes esta solución son de tipo RAW, puesto que la operación de 
encontrar la distancia mínima, no podrá ejecutarse hasta que todos los 
threads hayan realizado el cálculo de todas las distancias. La 
granularidad de esta solución es más pequeña que la anterior pero el 
sincronismo que se debe realizar, puede disminuir la eficacia del 
paralelismo. Además, las plataformas donde vamos a ejecutar el código, 
disponen de un máximo de 16 unidades de cálculo, con lo que una 
granularidad gruesa y sin dependencias de datos, es preferible. 
 Paralelizar por las características o dimensiones. Cada core se encargará 
de obtener una parte del cálculo de la distancia mínima de un carácter. La 
dependencia de esta solución es RAW, puesto que se necesitan todos los 
componentes del cálculo para dar el resultado. La granularidad de esta 
solución es fine grain, puesto que en cada pequeña parte del cálculo se 
debe sincroniza y esta opción no dará una buena ganancia de tiempo. 
 
3.4. Implementación en Smartphone y Tablet 
La implementación en Smartphone y Tablet del algoritmo KNN, ha sido 
realizada en Java para el sistema operativo Android. Con Android Studio, se desarrolla 
una aplicación para Android que contiene la implementación del algoritmo KNN en una 
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versión sin paralelizar y una versión paralelizada. Las dos versiones están basadas en el 
algoritmo optimizado de OpenCV, pero la versión que contempla OpenCV esta 
paralelizada en TBB (Threading Building Blocks). Basándose en esta versión, en este 
proyecto se ha diseñado una versión no paralelizada para Android, para poder 
compararla con la versión paralelizada.  
El primer objetivo de la implementación del KNN es simular al ejemplo 
proporcionado de OpenCV para Python, en Android. El ejemplo consiste en dada una 
imagen con centenares de números escritos a mano, la ilustración 3, segmentar cada 
número por separado y utilizar la mitad de estos números para etiquetarlos y la otra 
mitad para testear el KNN. Una vez haya clasificado los números a testear se 
comprueba el porcentaje de éxito del clasificador. En el ejemplo de Python el KNN 
llega a un 93.22%. 
 
Ilustración 3 
En el ejemplo de Python utilizan la librería Numpy para almacenar la imagen y 
segmentarla, en el caso de la implementación de Android se utiliza la clase Bitmap para 
almacenar la imagen y la segmentación se realiza con un método realizado 
explícitamente.  
El primer paso a realizar es convertir la imagen de centenares de números, la 
cual está en los 3 canales de RGB, pasarla a un canal de escala de grises. En la 
implementación de Android se ha realizado un método para conseguir esta conversión. 
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Posteriormente, se realiza la segmentación, recorriendo la imagen sabiendo que cada 
número ocupa 20x20 píxeles.  
Con la imagen segmentada, el siguiente paso es entrenar el clasificador. Esta 
versión del KNN es la de fuerza bruta, en el cual consiste tener en memoria todos los 
números etiquetados. En la implementación en Android están almacenados en una 
ArrayList con una clase como contenedora del número etiquetado. 
Con el clasificador KNN con los números entrenados, es momento de testar el 
clasificador con los números que se han considerado para testear. El método 
implementado para el testeo del KNN funciona de la manera explicada de la sección  
Algoritmo secuencial, recorremos la ArrayList de los números etiquetados, en cada 
bucle recorremos la ArrayList de los números a testear. Dentro de este recorrido se 
calcula la distancia euclidiana mínima de todos los números a testear con el número 
etiquetado del bucle actual. En cada bucle se guarda los k vecinos que tengan la 
distancia mínima al número a testear. Al acabar todo el gran recorrido se miran todos 
los números testeados para ver cuentas veces se repite la misma etiqueta y asignarle la 
clasificación del número. Cuando acaba el método se retorna un Array con todos los 
resultados de los números a testear, en orden que se han introducido. 
Como punto final a la implementación, el Array se comprueba con los 
verdaderos resultados de los números testados y se muestra por pantalla el porcentaje de 
éxito. 
La versión paralelizada sigue esta misma implementación, excepto la parte de 
testeo del algoritmo KNN, ya que esta parte es la que resulta más costosa de realizar. El 
método que testea el KNN se realiza con RenderScript (en la sección RenderScript se 
explica más detalladamente el framework), el funcionamiento consiste en realizar estos 
pasos: 
 Instanciar el objeto RenderScript 
 Instanciar el objeto ScriptC con el objeto RenderScript 
 Pasar la información necesaria para el testeo con las Allocations 
 Ejecutar el método que inicia el código de paralización en la GPU o cores 
de la CPU. 
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 Recoger el resultado del código de paralización. 
En el script de RenderScript contiene una función llamada foreach, la cual es la 
encargada de calcular la distancia mínima y clasificar el carácter asignado. El script 
contiene tres Allocations que contienen la siguiente información: 
 Los caracteres etiquetados. 
 Los caracteres a testear. 
 Las etiquetas de los caracteres etiquetados. 
Cada core de la CPU se le irán asignando diferentes índices para procesar los 
diferentes caracteres a testear. Una vez realizada la clasificación, los cores irán 
guardando el resultado en una misma Allocation. 
 
3.5. Implementación en SBC y PC 
La implementación en computadoras y computadoras de placa reducida son la 
misma implementación porque se puede ejecutar en un kernel de Linux. La 
implementación para estas dos plataformas está realizada en C++, ya que es un lenguaje 
de bajo nivel como Renderscript. El compilador que se utiliza es el G++. 
En estas plataformas constará de dos aplicaciones, la primera aplicación es la 
versión secuencial del clasificador KNN y la segunda, la versión paralelizada. La 
implementación de la versión secuencial consiste en realizar la misma versión del KNN 
ya implementada en Android, es decir, pasar la versión Java de la aplicación Android, al 
lenguaje de programación C++. 
La versión paralelizada, se basará en la versión secuencial que se ha realizado en 
estas plataformas. Utilizando la API de OpenMP, para realizar el paralelismo. Se utiliza 
OpenMP en estas plataformas porque los ordenadores de placa reducida no están 
preparadas para utilizar OpenCL, la gráfica que llevan es limitada o no están preparadas 
para este lenguaje. Otra librería que se pudiera utilizar es OpenMPI, utilizando varias 
SBC juntas o en sí misma, pero se ha preferido en OpenMP por la sencillez que tiene 
para aplicarse en los algoritmos que se han realizado. 
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En las dos versiones para estas plataformas, se utilizaran herramientas de la 
librería OpenCV, ya que la librería contiene varios paquetes para agilizar la obtención 
de las imágenes y el almacenamiento de la imagen. El almacenamiento de la imagen se 
refiere al objeto Mat de la librería OpenCV, que es una buena clase para la 
manipulación de la imagen o para obtener datos de la misma matriz. 
4. Resultados y simulaciones 
A continuación se mostrarán los diferentes resultados obtenidos en las diferentes 
plataformas seleccionadas para este proyecto. 
 
4.1. KNN 
En este apartado se mostraran los resultados del algoritmo KNN. En cada 
plataforma se ha probado tres diferentes k vecinos para observar si se obtenía mejor 
resultado y ver si el tiempo de ejecución de cada uno ha cambiado. 
4.1.1. PC 
Los resultados que se mostraran en la plataforma de PC son 3, ya que se 
mostrarán los resultados del KNN sin paralelizar, paralelizado con OpenMP y el 
paralelizado por OpenCV. Se ha probado en un ultrabook con un procesador Intel I7-
4500U. 
 
Tabla 1-Resultados KNN sin paralelizar en PC 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 20,1 s 20,04 s 20 s 
Consumo de la CPU 15 W 15 W 15 W 
Consumo algoritmo 301,5 J 300,6 J 300 J 
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Tabla 2-Resultados KNN OpenMP en PC 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 12,25 s 12,15 s 12,16 s 
Consumo de la CPU 15 W 15 W 15 W 
Consumo algoritmo 183,75 J 182,26 J 182,4 J 
 
Tabla 3-Resultados KNN TBB en PC 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 4 s 4 s 4 s 
Consumo de la CPU 15 W 15 W 15 W 
Consumo algoritmo 60 J 60 J 60 J 
 
La precisión del algoritmo en el PC es aproximadamente: 
 K = 3: 91,63 % 
 K = 5: 91,75 % 
 K = 7: 91,43 % 
En los resultados del PC, se puede apreciar que las dos paralelizaciones 
comparadas con la versión sin paralelizar se consiguen un mejor rendimiento. La 
versión de OpenCV que utiliza el paralelismo TBB está más optimizada que la versión 
de OpenMP. 
 
4.1.2. SBC 
Los resultados que se mostraran en la plataforma SBC serán de dos dispositivos 
diferentes: Raspberry Pi 2 y Parallela. A parte en cada dispositivo se hacen 3 pruebas, 
ya que se mostrarán los resultados del KNN sin paralelizar, paralelizado con OpenMP y 
el paralelizado por OpenCV 
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Raspberry Pi 2 
Tabla 4-Resultados KNN sin paralelizar en Raspberry Pi 2 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 359,28 s 359,54 s 359,24 s 
Consumo de la CPU 1,89 W 1,89 W 1,89 W 
Consumo algoritmo 679,03 J 679,53 J 678,96 J 
 
Tabla 5-Resultados KNN OpenMP en Raspberry Pi 2 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 102,94 s 103,58 s 103,32 s 
Consumo de la CPU 1,89 W 1,89 W 1,89 W 
Consumo algoritmo 194,55 J 195,76 J 195,27 J  
 
Tabla 6-Resultados KNN TBB en Raspberry Pi 2 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 47,58 s 47,31 s 47,58 s 
Consumo de la CPU 1,89 W 1,89 W 1,89 W 
Consumo algoritmo 89,92 J 89,41 J 89,92 J 
 
La precisión del algoritmo en el PC es aproximadamente: 
 K = 3: 91,43 % 
 K = 5: 91,75 % 
 K = 7: 91,63 % 
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Parallela 
Tabla 7-Resultados KNN sin paralelizar en Parallela 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 436,4 s 436,8 s 399,19 s 
Consumo de la CPU 5 W 5 W 5 W 
Consumo algoritmo 2182 J 2184 J 1995,95 J 
 
Tabla 8-Resultados KNN OpenMP en Parallela 
 K =3 K=5 K=7 
Número de pruebas 100 100 100 
Tiempo 228,29 s 230,19 s 230,18 s 
Consumo de la CPU 5 W 5 W 5 W 
Consumo algoritmo 1141,45 J 1150,95 J 1150,9 J  
 
Tabla 9-Resultados KNN TBB en Parallela 
 K =3 K=5 K=7 
Nº de pruebas 100 100 100 
Tiempo 60,68 s 62 s 61,97 s 
Consumo de la CPU 5 W 5 W 5 W 
Consumo algoritmo 303,4 J 310 J 309,85 J 
 
La precisión del algoritmo en el PC es aproximadamente: 
 K = 3: 91,63 % 
 K = 5: 91,75 % 
 K = 7: 91,34 % 
Como en la anterior plataforma, PC, las versiones paralelizadas aplicadas en esta 
plataforma conseguimos mejores tiempos. Pero como la potencia de las placas reducidas 
es menor a la del PC, el tiempo es mayor en todas las versiones probadas. En esta 
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plataforma no conseguimos igualar las prestaciones con el PC pero con las prestaciones 
que contiene es posible realizar diferentes aplicaciones. 
 
4.1.3. Smartphone 
Samsung Galaxy SIII 
Tabla 10-Resultados KNN sin paralelizar en Galaxy SIII 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 247,82 s 255,52 s 248,34 s 
Consumo de la CPU 4 W 4 W 4 W 
Consumo algoritmo 991,28 J 1010,08 J 993,36 J 
 
Tabla 11-Resultados KNN RenderScript en Galaxy SIII 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 13,37 s 13,19 s 12,92 s 
Consumo de la CPU 4 W 4 W 4 W 
Consumo algoritmo 53,48 J 52,76 J 51.68 J  
 
 
Motorola Moto G 2ª generación 
Tabla 10-Resultados KNN sin paralelizar en Moto G 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 208,31 s 206,79 s 206,432 s 
Consumo de la CPU 2,8 W 2,8 W 2,8 W 
Consumo algoritmo 583,268 J 579,012 J 578 J 
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Tabla 11-Resultados KNN RenderScript en Moto G 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 12,39 s 12,43 s 12,41 s 
Consumo de la CPU 2,8 W 2,8 W 2,8 W 
Consumo algoritmo 34,692 J 34,804 J 34,748 J  
 
Nexus 7 2012 
Tabla 10-Resultados KNN sin paralelizar en Nexus 7 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 137,72 s 137,82 s 137,97 s 
Consumo de la CPU 5,1 W 5,1 W 5,1 W 
Consumo algoritmo 702.372 J 702,882 J 703,,647 J 
 
Tabla 11-Resultados KNN RenderScript en Nexus 7 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 31,32 s 26,39 s 23,97 s 
Consumo de la CPU 5,1 W 5,1 W 5,1 W 
Consumo algoritmo 159,732 J 134,589 J 122,247 J  
 
La precisión del algoritmo en los Smartphones y tablets anteriores es 
aproximadamente: 
 K = 3: 91,32 % 
 K = 5: 91,44 % 
 K = 7: 91,12 % 
En la plataforma Android se ha conseguido que le diferencia de tiempo entre la 
versión sin paralelizar y la paralizada sea bastante grande en alguno de los dispositivos, 
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dependiendo de las prestaciones de cada procesador que se ha utilizado. Comparada con 
las otras plataformas, esta es la que menor consumo consigue, puesto que estos 
procesadores son de bajo consumo para poder manejarlo sin quemarse la mano. El 
framework RenderScript es bastante reciente con lo que conlleva a no poder conseguir 
el máximo de beneficio en los dispositivos que se pueden aplicar. Aun así el resultado 
es satisfactorio. 
 
Lenovo Yoga Tablet 2 
Tabla 10-Resultados KNN sin paralelizar en Parallela 
 K =3 K=5 K=7 
Número de pruebas 50 50 50 
Tiempo 133,01 s 133,75 s 133,35 s 
Consumo de la CPU 2,44 W 2,44 W 2,44 W 
Consumo algoritmo 324,54 J 326,35 J 335,374 J 
 
La precisión del algoritmo en la Tablet lenovo es aproximadamente: 
 K = 3: 91,32 % 
 K = 5: 91 % 
 K = 7: 91 % 
Notar que en este dispositivo solo tenemos la tabla del KNN sin paralelizar, ya 
que esta Tablet no soporta RenderScript. Es posible que algunos fabricantes de los 
diferentes dispositivos de Smartphones o Tablets no quieran realizar el driver necesario 
para que el Framework pueda realizarse. 
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Gráfica de resultados 
 
Ilustración 4 
En los tiempos de ejecución el PC es donde mejor resultado, la potencia del 
procesador es la mejor de los dispositivos. Aunque teniendo en cuenta que las 
aplicaciones Android están realizada en Java y RenderScript dependen del driver del 
móvil para poderse ejecutar obtiene unos resultados cercanos al del PC. Sin embargo las 
SBC no contemplan la suficiente potencia para igualarse a las dos plataformas 
anteriores. 
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Ilustración 5 
En el consumo eléctrico los Smartphone consiguen un menor consumo que el 
PC, demostrando que la paralización en esta nueva tecnología abre un abanico de 
posibilidades al paralelismo. Por otro lado las SBC no salen ganando en ninguno de las 
dos características. 
5. Estudio económico 
Como se puede apreciar en el título del TFG, este proyecto está orientado a la 
investigación del paralelismo en las nuevas tecnologías. Las horas de dedicación a este 
TFG han sido un total de 853 horas. En el siguiente diagrama de Gantt se puede apreciar 
el tiempo gastado en cada parte de este proyecto. 
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Las cinco fases han consistido en: 
 Formación: Tiempo dedicado a comprender los dos clasificadores, la 
librería OpenCV, aprender a programa en el sistema operativo Android y 
comprender el funcionamiento del framework RenderScript. 
 Análisis y diseño: Se ha dedicado un pequeño tiempo a realizar un 
análisis y diseño de la aplicación Android para poder tener una buena 
gestión el proyecto. 
 Implementación: Gran tiempo invertido en este proyecto es en esta fase, 
ya se ha tenido que realizar diferentes implementaciones, tanto en 
plataformas como versiones de paralelismo. 
 Test: Fase para verificar el correcto funcionamiento de las aplicaciones. 
Esta fase incluye comprobar que el resultado en todos los casos sean 
correctos. 
 Documentación: Tiempo dedicado a la memoria del TFG. 
Finalmente el cómputo de las horas queda reflejadas de la siguiente forma, en la 
siguiente gráfica: 
 
Ilustración 7 
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Cada fase de este proyecto genera un gasto de tiempo importante, al cual se le 
añaden estos valores económicos: 
 Investigación: 70€ 
 Análisis y diseño: 80€ 
 Programación: 60€ 
 Documentación: 50€ 
Con estos valores económicos se puede realizar la tabla del gasto final, al 
realizar este proyecto: 
Tabla 11 Valor económico del proyecto 
 Horas €/Hora Inversión 
Investigación 138h 70€/h 9960€ 
Análisis y diseño 151h 80€/h 12080€ 
Programación 341h 60€/h 20460€ 
Documentación 192h 50€/h 9600€ 
Total 852h  52100€ 
 
Contemplar un añadido de 20€, si la aplicación se quiere publicar en Google 
Play. 
6. Conclusiones 
El objetivo de este proyecto es descubrir la máxima prestación que pueden 
proporcionar las nuevas tecnologías. Con los resultados obtenidos en las diferentes 
plataformas, se puede observar que el objetivo del proyecto se ha alcanzado: todas las 
plataformas realizan un cierto paralelismo eficiente. 
La contribución más importante de este proyecto es la utilización de 
RenderScript para algoritmos de aprendizaje automático, ya que el framework es 
diseñado para la manipulación de la imagen y no para el ámbito de este proyecto. Este 
hecho puede suponer un nuevo enfoque para que RenderScript sea utilizado como un 
framework para diferentes ámbitos de la informática. 
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Otras contribuciones de este proyecto es la utilización de las plataformas SBC, 
como Raspberry Pi, en el campo del paralelismo. Se ha podido apreciar que esta placa 
tiene la suficiente potencia para realizar un paralelismo eficiente. 
Por otro lado ha quedado pendiente probar el paralelismo que ofrece la 
plataforma móvil a probar, iPhone. Los móviles de la marca Apple también tienen un 
framework para el paralelismo en sus Smartphones y tablets. En este contexto no se han 
podido implementar, ya que para desarrollar en Apple se necesita una licencia de 
programador, la cual no se dispone por temas económicos. 
Con la base del proyecto conseguido, se podrían mejorar o complementar 
diferentes aspectos. Una las mejoras seria realizar la implementación del SVM. Su 
implementación nos hubiera dado unos datos diferentes a los actuales del KNN para 
observar resultados o complicaciones de los diferentes frameworks probados.   
Por otra parte, el algoritmo KNN es posible mejorar el diseño del paralelismo 
aplicado. Con el diseño propuesto se han  conseguido unos rendimientos altos pero 
existen otras estrategias de paralelismo que podrían testearse y comparar con las 
propuestas tanto en relación de tiempo como en la precisión de los algoritmos de 
clasificación. 
La aplicación actual sólo se centra en la parte de la clasificación. Una posible 
línea de continuación del proyecto puede ser la de completar la paralelización de todos 
los pasos del OCR. Es decir, poder realizar una foto a un texto y en tiempo razonable, 
conseguir que nuestra aplicación pueda reconocer todos los caracteres o la mayoría de 
ellos. El tiempo razonable se puede considerar si el paralelismo implementado en todos 
los procesos devuelve unos tiempos justificables de espera mientras el usuario enfoca 
con la cámara del Smartphone. 
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Historia de la computación: 
 http://www.computerhistory.org/revolution/supercomputers/10/intro 
 http://www.computerhistory.org/timeline/ 
OpenMP - http://openmp.org/ 
Raspberry Pi 2 - https://www.raspberrypi.org/ 
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Parallela - http://parallella.org/ 
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Anexos  
 Anexo A: 
 Análisis, diseño e implementación del algoritmo SVM 
  En el aprendizaje automático la Máquina de Soporte Vectorial (Support Vector 
Machine – SVM), es un algoritmo de aprendizaje supervisado, utilizado para el análisis 
de datos y reconocimiento de patrones, usados para la clasificación y la regresión de 
análisis. El algoritmo original del SVM, fue inventado por Vladimir N. Vapnik y 
Alexey Ya. Chervonenkis in 19635. En 1992, Bernhard E. Boser, Isabelle M. Guyon y 
Vladimir N. Vapnik sugirieron un camino para crear un clasificador no lineal aplicando 
el kernel para maximizar los márgenes de los hiperplanos. 
A diferencia del algoritmo KNN, el SVM realiza un modelo que representa los 
puntos de entrenamiento en el espacio, separando los tipos de clases por un espacio lo 
más amplio posible. Cuando se realice el testeo del SVM, se pondrá en correspondencia 
con dicho modelo, en función de su proximidad puede ser clasificada a una u otra clase. 
Otra característica que hace del SVM un buen clasificador es la construcción y buscada 
de hiperplanos. Con hiperplanos nos referimos a una equivalencia de muchas 
dimensiones al plano. Esto favorece a la clasificación ya que conseguimos otras 
dimensiones donde la clasificación es más sencilla que no en el plano habitual. 
 
Ilustración 8 
En la búsqueda de realizar un buen modelo de clasificación, el clasificador SVM 
cuenta con dos formas de realizar la clasificación: 
                                                 
5 Support Vector Machines - Ingo Steinwart Andreas Christmann 
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 SVM lineal: Es el SVM original, donde se dispone del plano con los 
diferentes puntos de las clases. Entonces el SVM, buscara entre los 
diferentes planos existente de dicho plano, para realizar la mejor 
clasificación óptima. El resultado de la clasificación debería producir un 
hiperplano que separa completamente los datos, sin embargo esta no 
siempre se puede cumplir. Con el fin de dar cierta flexibilidad los SMVs 
manejan un parámetro C, que controla la compensación entre errores de 
entrenamiento y los márgenes rígidos. 
 SVM no lineal: No todos los casos se pueden solucionar con una 
clasificación lineal, es más, los casos reales difícilmente serán lineales a la 
hora de clasificar. La propuesta que se hizo en 1992, la representación por 
medio de funciones kernel, ofrecen una solución a este problema. Las 
funciones kernel proyectan la información a un espacio de características de 
mayor dimensión el cual aumenta la capacidad computacional de las 
máquina de aprendizaje lineal. Hasta el momento existen estos diferentes 
kernel en el algoritmo SVM: 
o Polinomial-homogenea 
𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 · 𝑥𝑗)
𝑛
 
o Polinomial-no homogénea 
𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 · 𝑥𝑗 + 1)
𝑛
 
o Perceptron 
𝐾(𝑥𝑖 , 𝑥𝑗) = ‖𝑥𝑖 − 𝑥𝑗‖ 
o Función de base radial Gaussiana 
𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒
−𝛾‖𝑥𝑖−𝑥𝑗‖
2
, 𝛾 > 0 
o Sigmoid 
𝐾(𝑥𝑖 , 𝑥𝑗) = tanh(𝑥𝑖 · 𝑥𝑗 − 𝜃) 
o Tangente hiperbólica 
𝐾(𝑥𝑖 , 𝑥𝑗) = tanh(𝑘𝑥𝑖 · 𝑥𝑗 + 𝑐) , 𝑘 > 0 𝑦 𝑐 < 0 
De estas funciones de kernel se utilizaran en el proyecto la polinomial, la 
función de base radial gaussiana y sigmoid. Se ha seleccionado estas funciones kernel 
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ya que en diferentes librerías que implementan el SVM, como OpenCV o R, son las 
funciones más utilizada. 
 
 Propuesta de paralelismo 
El proceso de ejecución que sigue el algoritmo SVM consiste en buscar el mejor 
hiperplano en el espacio de características proporcionado, una vez obtenido el 
hiperplano se puede proceder a testear el clasificador. En el caso del KNN el 
entrenamiento sólo consistía en etiquetar los caracteres de testeo. En el SVM cambia 
este entrenamiento, ya que debemos buscar el mejor hiperplano que se adecue a nuestro 
OCR. Una vez este entrenado el SVM, se procede al testeo calculando su posición en el 
espacio para posteriormente clasificarlo. 
La propuesta de paralelismo que se plantea para solucionar este dilema es 
calcular los caracteres del testeo independientemente. Como se ha visto en el algoritmo 
KNN la opción de paralelizar por cada carácter da buenos resultados y se realizara con 
esta idea. 
 
 Algoritmo secuencial 
El algoritmo secuencial del SVM contiene dos partes:  
 Parte del entrenamiento: en este proyecto no realizaremos un pre-
procesamiento de los datos. Pero a diferencia del KNN, realizamos un 
entrenamiento más complejo. La computación y almacenamiento 
requeridos, se incrementan rápidamente con el número de vectores del 
entrenamiento. El núcleo del SVM es un problema de programación 
cuadrático, separando los vectores de soporte del resto de los datos de 
entrenamiento. La complejidad de este paso es de O(nm2), donde n es el 
número de dimensiones o características de cada elemento y m es el 
conjunto de datos a entrenar.  
 Parte de testeo: La clasificación de los caracteres consiste en calcular la 
posición del carácter a través del modelo del SVM creado, con el fin de 
obtener resultado de la clasificación del carácter. La complejidad del 
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testeo es O(dO(x)), donde d es el conjunto de datos a clasificar y O(x) es 
el kernel seleccionado. 
La parte importante del algoritmo SVM es la resolución del problema de 
programación cuadrática que plantea. 
El funcionamiento del SVM consiste en dados unos datos de entrenamiento, 
poderlos categorizar y obtener un modelo, para posteriormente poder aplicarlo a los 
datos de testeo.  
 
 Algoritmo paralelo 
El algoritmo paralelo del SVM que se pretende paralelizar, en GPUs o cores de 
la CPU, que se utilice en las nuevas tecnologías, es el cálculo de los puntos de testeo 
aplicando el modelo de SVM entrenado. 
Con el nuevo diseño del algoritmo SVM para el paralelismo, la complejidad 
pasa a ser O(x). 
 
 Implementación en Smartphone 
La implementación en Smartphone y Tablet del algoritmo SVM, seria realizada 
en Java para el sistema operativo Android. Esta implementación estaría en el mismo 
proyecto Android que el algoritmo KNN. Las dos versiones estarían basadas en el 
algoritmo optimizado de OpenCV, pero la versión que contempla OpenCV está 
paralelizada en TBB (Threading Building Blocks). Basándose en esta versión se 
diseñaría una versión no paralelizada para Android, para poder compararla con la 
versión paralelizada.  
El primer objetivo de la implementación del SVM seria simular al ejemplo 
proporcionado de OpenCV para Python, en Android. El ejemplo consiste en el mismo 
que el algoritmo KNN, en dada una imagen con centenares de números escritos a mano, 
segmentar cada número por separado y utilizar la mitad de estos números para 
etiquetarlos y la otra mitad para testear el SVM.  
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Pero en este ejemplo tiene un añadido extra, dada la imagen, se aplica dos pre-
procesamiento: deskew (Alinear el carácter) y HOG (Histogram of Oriented Gradients). 
En la implementación de Android, se descartaría estos pre-procesamiento a la imagen 
para poder compararla el clasificador con el KNN con las mismas características.  
 
Ilustración 9 
En el ejemplo de Python utilizan la librería Numpy para almacenar la imagen y 
segmentarla, en el caso de la implementación de Android se utiliza la clase Bitmap para 
almacenar la imagen, la segmentación se realiza con un método realizado 
explícitamente. Posteriormente, en el entrenamiento estos Bitmaps pasan a ser un 
ArrayList de dos dimensiones para facilitar la manipulación del carácter. 
El primer paso a realizar es convertir la imagen de centenares de números, la 
cual está codificada por 3 canales RGB, a un canal de escala de grises. En la 
implementación de Android se ha realizado un método para conseguir esta conversión. 
Posteriormente, se realiza la segmentación, recorriendo la imagen sabiendo que cada 
número ocupa 20x20 píxeles.  
Con la imagen segmentada, el siguiente paso sería entrenar el clasificador. Como 
hemos comentado antes, esta parte del clasificador es más complejo que el algoritmo 
KNN. Realizamos la búsqueda del mejor hiperplano para el clasificador para poder 
categorizar los datos a la hora entrenarlo. 
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Con el clasificador SVM con el hiperplano conseguido, es momento de testar el 
clasificador con los números que hemos considerado para testear. El método 
implementado para el testeo del SVM funciona de la manera explicada de la sección  
Algoritmo secuencial, se recorría la ArrayList de los números etiquetados. En cada 
bucle se recorrería la ArrayList de los números a testear y dentro de este recorrido se 
aplica la función entrenada, donde se obtiene el carácter clasificado. 
Como punto final a la implementación, el Array se comprobaría con los 
verdaderos resultados de los números testados y se mostraría por pantalla el porcentaje 
de éxito. 
La versión paralelizada seguiría esta misma implementación, excepto la parte de 
calcular los puntos de testo en el algoritmo SVM, ya que esta parte es la que resultaría 
más costosa de realizar. El método que calcularía los puntos se realizaría con 
RenderScript (en la sección RenderScript se explica más detalladamente el framework), 
el funcionamiento consiste en realizar estos pasos: 
 Instanciar el objeto RenderScript 
 Instanciar el objeto ScriptC con el objeto RenderScript 
 Pasar la información necesaria para el testeo con las Allocations 
 Ejecutar el método que inicia el código de paralización en la GPU o cores 
de la CPU. 
 Recoger el resultado del código de paralización. 
 
 Implementación en SBC y PC 
La implementación en computadoras y computadoras de placa reducida seria la 
misma implementación porque se puede ejecutar en un kernel de Linux. La 
implementación para estas dos plataformas seria realizada en C++, ya que es un 
lenguaje de bajo nivel como Renderscript. El compilador que se utilizaría es el G++. 
En estas plataformas constaría de dos aplicaciones, la primera aplicación seria la 
versión secuencial del clasificador SVM y la segunda, la versión paralelizada. La 
implementación de la versión secuencial consistiría en realizar la misma versión del 
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SVM ya implementada en Android, es decir, pasar la versión Java de la aplicación 
Android, al lenguaje de programación C++. 
La versión paralelizada, se basaría en la versión secuencial que se ha realizado 
en estas plataformas. Utilizando la API de OpenMP, para realizar el paralelismo. Se 
utiliza OpenMP en estas plataformas porque los ordenadores de placa reducida no están 
preparadas para utilizar OpenCL, dado que la gráfica que llevan es limitada o no están 
preparadas para este lenguaje. Otra librería que se podría utilizar es OpenMPI, 
utilizando varias SBC juntas o en sí misma, pero se ha preferido OpenMP por la 
sencillez que tiene para aplicarse en los algoritmos que se han realizado. 
En las dos versiones para estas plataformas, se utilizarían herramientas de la 
librería OpenCV, ya que la librería contiene varios paquetes para agilizar la obtención 
de las imágenes y el almacenamiento de la imagen. El almacenamiento de la imagen se 
realizaría con al objeto Mat de la librería OpenCV, que es una buena clase para la 
manipulación de la imagen o para obtener datos de la misma matriz. 
 
 Anexo B: Manual técnico 
 Anexo 1. OpenCV 
OpenCV es una librería Open Source para visión artificial (originalmente 
desarrollada por Intel). 
 
 Instalación 
Para instalar la librería se ha de descargar desde el git de OpenCV: 
https://github.com/Itseez/opencv. Utilizando la comanda git clone se obtendrá los 
ficheros necesarios. Antes de realizar el make, que supondrá realizar los ficheros 
necesarios para la instalación, se debe comprobar que se tenga los siguientes package en 
la distribución de linux: 
 Java y JDK. 
 Cmake 
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 Ant 
 GTK 
 Essential-builds 
 Python andd  Python-numpy 
Realizando el make, se realizarán los ficheros pertinentes para la instalación. 
Posteriormente solo se necesitará el comando: sudo make install. 
 Paquetes utilizados 
Para el TFG se utilizan los siguientes paquetes de la librería: 
 Core: Paquete con las funciones esenciales para la manipulación de 
imágenes dentro de la aplicación, cuyos paquetes que se ha utilizado son: 
o CvType: Paquete con los tipos de imagen. 
o Mat: Paquete con las funciones necesarias para la manipulación 
de matrices que usa la librería. 
o Otros subpaquetes: Rect, Scalar. 
 Highgui: Paquete para la obtención y guardado de imágenes en disco 
duro. 
 Improc: Paquete con las funciones principales sobre el procesamiento de 
imágenes. 
 CvKNearest: Paquete relacionado con toda la implicación del 
clasificador KNN. 
 CvSVM: Paquete relacionado con toda la implicación del clasificador 
SVM. 
o Paquete Core 
El paquete Core contiene diferentes subpaquetes con los cuales se puede 
manipular cualquier imagen hasta el momento.  
Para poder utilizar todo el abanico de paquetes tanto Core y los demás paquetes, 
se debe cargar la librería con Core.NATIVE_LIBRARY_NAME que proporciona la 
versión de OpenCV disponible en la computadora, para ello se llamará a la función 
System.Loadlibrary(). 
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Otras funciones se utilizan de la librería han sido: 
 CartToPolar(Mat gx, Mat gy, Mat mag, Mat ang): Método utilizado para 
calcular la magnitud y el ángulo de vectores de 2 dimensiones. Para ello 
se conseguen los resultados de la derivada en x y de la imagen. 
 Multiply(Mat m, Scalar s, Mat b): Método para multiplicar una matriz 
por el escalar indicado y guardarlo en la matriz destino. 
 Divide(Mat m, Scalar s, Mat b): Método para dividir una matriz por el 
escalar indicado y guardarlo en la matriz destino. 
 
o Paquete Core.CvType 
Este paquete contiene los diferentes tipos de imágenes que se pueden manipular, 
de ellas se ha utilizado las siguientes: 
 CV_32F: 4 bytes de coma flotante. 
 CV_8U: 1 byte sin signo. 
 CV_32FC1: 4 bytes de coma flotante de un canal. 
 CV_32SC1: 4 bytes de integer de un canal. 
 
o Paquete Core.Mat 
Mat es la estructura donde se guarda y manipula toda la información de la 
imagen. Aparte, también se utiliza para la introducción previa de información para los 
clasificadores KNN y SVM. 
Mat tiene diferentes constructores que han sido utilizados: 
 Mat(): Constructor básico, utilizado para la reserva de memoria, se usa 
para recibir los datos resultantes de los clasificadores tanto de training y 
test. 
 Mat(int rows, int cols, CvType,int type): Constructor para determinar el 
tamaño de la matriz, canales y tipo de dato. 
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 Mat(Mat m, Rect r): Constructor que obtiene de una matriz con datos 
previos, realizada una nueva a partir del objeto r, que especifica la 
ventana a recortar. 
o Rect: Subpaquete de Core que especifica la X, Y, altura y anchura 
para realizar la ventana. 
 Mat(int rows, int cols, int type, Scalar s): Constructor que inicializa la 
matriz especificada con el escalar indicado. 
o Scalar: Subpaquete de Core que especifica un número que será el 
escalar para poder proporcionarlo a la matriz. 
Con el objeto obtenido, se ha utilizado los siguientes métodos: 
 Clone(): Clonar la matriz a otra. 
 Cols(): Obtención del número de columnas actual. 
 Convertto(Mat m, int type): Convierte una matriz a otro tipo de imagen 
especificada. 
 Dump(): impresión de la matriz. 
 Get(int x, int y): Obtención del dato de la posición de la matriz. 
Proporciona en forma de array, en todos los casos solo ha sido necesario 
obtener el primer resultado del array. 
 Put(int x, int y, tipo de dato d): Método para meter información en la 
posición especificada, el tipo de dato va relacionado con el especificado 
en el constructor. 
 Rows(): Obtención del número de filas actual. 
 
o Paquete Highgui 
Highgui es el paquete que se utiliza para obtener del disco duro las imágenes que 
se van a procesar y posteriormente a guardar. Estas son las funciones: 
 imread(String s, int d): Método para indicar la ubicación del fichero y el 
tipo de imagen. Al acabar la obtención de la imagen, esta se devolverá en 
un objeto Mat. 
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 imwrite(String s, Mat m): Método para indicar la ubicación donde se 
guardará la imagen procesada. El otro parámetro es la matriz donde está 
almacenada la imagen que hemos procesado en la aplicación. 
 
o Paquete Improc 
Uno de los paquetes más importantes a excepción de los clasificadores es 
Improc, que como el nombre indica es el paquete de Procesamiento de Imágenes. Estas 
son las funciones utilizadas: 
 cvtColor(Mat ori, Mat dest, int t): Método para cambiar el tipo de 
imagen. Con la cual se ha usado para una imagen porderla transformar de 
3 canales a 1 canal. 
 Resize(Mat ori, Mat dest, Size s): Método para redimensionar una 
imagen. Para ello se introduce una matriz con la imagen original y otra 
de destino. Por último se utiliza el objeto Size para establecer la ventana. 
o Size: Subpaquete de Core que utilizamos para establecer la 
dimensión de ventanas i tamaños de matrices e imágenes. 
 Moments(Mat m): Método para calcular todos los momentos hasta tercer 
grado de la imagen introducida. 
 Sobel(Mat ori, Mat dist, int type, int dx, int dy): Método para aplicar el 
filtro sobel a la matriz original y guardarlo en la matriz destino. Se ha de 
indicarle el tipo de imagen que está relacionada con la profundidad del 
Sobel. Por último hay que indicarle la dx y dy de la derivada. 
 Threshold(Mat ori, Mat dest, double threshold, double maxvalue, int 
typethresold): Método para aplicar umbral a la imagen origen. Donde 
especificaremos el umbral a aplicarse, el máximo valor que se aplicará en 
cuanto supere el umbral, y por último el tipo de umbralización que 
vamos a aplicarle. 
 GaussianBlur(Mat ori, Mat dest, Size s, int sigma): Método para aplicar 
el filtro gaussiano. Donde se indica el tamaño de la ventana a aplicarse 
en la imagen. Por último le indicaremos la sigma a utilizar. 
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o Paquete CvKNearest 
El Paquete de OpenCV, que contiene el clasificador KNN. Los métodos 
necesarios de CvKNearest para realizar la clasificación son: 
 Train(Mat train, Mat responses): Esta método entrenará el clasificador 
KNN. Donde se introducirá una matriz con los datos previamente 
preparados para clasificar, es decir, cada set de letras o números 
introducidos en una fila, como en la siguiente imagen: 
 
Ilustración 10 
Se Puede apreciar en la imagen como hay una variación en las columnas en la 
parte inferior de la imagen, esto es debido a que se ha cambiado de letra o número. 
Posteriormente introduciremos otra matriz (tantas filas como datos de training se 
tengan) y en cada fila solo habrá un carácter que lo identificara en la imagen anterior. 
En la documentación de OpenCV se indican 3 parámetros opcionales se pueden utilizar: 
o SampleIdx: Matriz de salida donde se comunicarán diversos 
problemas en el entrenamiento. 
o isRegression: booleano para indicar si es el clasificador es de 
regresión o no. 
o maxK: valor máximo que adquirirá k del algoritmo KNN. 
o updateBase: booleano para indicar si el algoritmo KNN se quiere 
entrenar desde cero o con un clasificador previamente ya 
entrenado. 
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 Find_nearest(Mat samples, int k, Mat results, Mat neighborResponses, 
Mat dists): Una vez el clasificador KNN este entrenado, se puede utilizar 
para el testeo, y clasificar las imágenes que se le introduzcan. Para ello se 
le indicarán los siguientes atributos: 
o Una matriz con las muestra a testear para ver si las identifica. 
o K iteraciones que hará (sin pasar el límite establecido 
anteriormente en train). 
o Una matriz con los resultados obtenidos. 
o Una matriz con los correspondientes vecinos. 
o Una matriz con las distancias. 
 Save(String file, String type): Este método como el siguiente que se 
explica, están en los dos clasificadores que se han probado. Save permite 
guardar el clasificador actual con sus parámetros, para poderse utilizar en 
otra parte programa o diferente programa. Se tiene que especificar la 
ubicación y el tipo de fichero: XML o TXT. 
 Load(String file): Método para cargar de un fichero XML o TXT, el 
clasificador previamente generado. 
o Paquete CvSVM 
El paquete CvSVM,  contiene el clasificador SVM (Suport Vector Machine). 
Los métodos necesarios para aplicar el clasificador son: 
 Train(Mat samples, Mat responses, Mat varIdx, Mat sampleIdx, 
CvSVMParams param): Método para entrenar el clasificador SVM, 
donde se introduce la matriz con los datos preparados para entrenar y con 
la matriz con el pertinente resultado de cada letra, estos dos atributos son 
los más importante en el método train. Las siguientes matrices devuelven 
información extra del entrenamiento. Pero la parte más importante para 
entrenar el clasificador es el objeto CvSVMParams, que se introducen los 
parámetros necesarios para el clasificador. En este TFG se han utilizado 
los siguientes parámetros: 
o Tipo de kernel: se ha utilizado el kernel lineal. Pero existen 3 
tipos de kernel más: polinomial, radial y sigmoideo. 
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o Tipo de SVM: se ha utilizado el C-Support Vector Classification. 
Aunque existen más tipus de SVM como el nu, distribución de 
estimación, epsilon suport vector regression y el suport vector 
regression. 
o Valor de C. 
o Valor de gamma. 
 Predict_all(Mat test, Mat result): Método para predecir con el 
clasificador SVM entrenado. Solo requiere la matriz con todos los datos 
a testear y una matriz donde introducirá los resultados para 
posteriormente comparar su precisión. 
 
 Anexo 2. Android Studio con SDK 
Para desarrollar en Android se necesita el Android Studio, incluye el Android 
SDK (Software Development Kit). Android Studio es un IDE (Integrated development 
environment, en castellano Ambiente de desarrollo integrado), el cual viene preparado 
para realizar aplicaciones Android en cualquier versión o dispositivo. 
 
 Instalación 
Para obtener el IDE de Android se necesita descargarse de la siguiente dirección: 
https://developer.android.com/sdk . Donde se elegirá la plataforma disponible en el 
ordenador a trabajar (Windows, Linux o Mac). En el caso de este proyecto se explicara 
la versión de Linux. 
En la instalación de Linux se debe realizar un apt-get install sun-java6-jdk, 
para que se puede utilizar el kit de desarrollo de java en la distribución Linux. Si se 
utiliza una distribución de 64 bits se ha de realizar los siguientes comandas: 
 Sudo dpkg –add-architecture i386 
 Sudo apt-get update 
 Sudo apt-get install libncurses:i386 libstdc++i386 zlib1g:i386 
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Con estos comandos se añadirá la compatibilidad con la arquitectura de 32 bits 
que necesita Android Studio. Una vez esté preparada la distribución Linux se puede 
descomprimir el fichero tar.gz que ha sido proporcionado en la web de Android Studio. 
Una vez esté descomprimida la carpeta de Android Studio, se entrará en la 
carpeta Android-studio/bin por terminal, y con el comando sh se ejecutará el fichero 
studio.sh. El cual abrirá Android Studio, y pedirá el JDK de Java. 
 
Ilustración 11 
En esta ventana se indicará la carpeta donde se instaló el JDK, sea la versión 6 o 
7. A continuación pedirá que tema de interfaz gráfica se quiere aplicar. 
 
Ilustración 12 
En la siguiente ventana, se indicará que componentes del sdk se quieren instalar 
o actualizar, luego se aceptaran las condiciones. 
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Ilustración 13 
 
Ilustración 14 
Una vez se haya descargado todos los componentes de Android SDK, se tendrá 
preparado Android Studio para realizar aplicaciones Android. 
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Ilustración 15 
 
 Anexo 3: RenderScript 
RenderScript es un framework para ejecutar paralelismo de código o tareas en 
dispositivos Android. El framework está orientado principalmente para el cálculo de 
datos en paralelo. El tiempo en que se ejecuta RenderScript paralelizará el trabajo en 
todos los procesadores disponibles en el dispositivo, como por ejemplo CPUs con 
multiples cores, GPUs o DSP, esto permite al desarrollador centrarse en el algoritmo a 
paralelizar en lugar de perder tiempo en secciones críticas u otros problemas de 
paralelización. RenderScript es especialmente útil para aplicaciones de procesamiento 
de imágenes, fotografía computacional o visión artificial. 
El uso de RenderScript está marcado por un código host y un código device, 
como en OpenCL. El código host es el encargado de proporcionar a los procesadores 
disponibles toda la información necesaria para poder ejecutar el código device. Mientras 
que el código device se encarga de recibir toda la información necesaria, procesarla y 
devolverla al código host. 
 Acceso a la API de RenderScript 
Cuando se desarrolla una aplicación en Android, que usa RenderScript, se puede 
acceder a la API de RenderScript de dos formas: 
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 Android.renderscript – La API está disponible en este paquete de clases, 
donde los dispositivos Android con la versión 3.0 a la más actual podrán 
utilizarlo. 
 Android.suppro.v8.renderscript – La API está disponible en este paquete 
lanzando a través de una librería de soporte, en la que permite usarlo en 
dispositivos con la versión 2.2 a la más actual. 
Google recomienda utilizar la API que usa la librería de soporte para acceder a 
RenderScript, ya que está disponible para más dispositivos Android. 
 Uso RenderScript en el proyecto 
Para porder utilizar las APIs de la librería de soporte de RenderScript, se ha de 
configurar el entorno de desarrollo para poder acceder a ellos. Se requieren las 
siguientes herramientas del SDK de Android para el uso de las APIs: 
 Android SDK Tools revisión 22 o más actual. 
 Android SDK Build-tools revisión 18.1.0 o más actual. 
Una vez que el Android SDK tenga estos dos requisitos se podrá ir al proyecto 
(previamente creado con Android Studio). En el proyecto se deberá realizar los 
siguientes pasos: 
 Abrir el fichero build.gradle, en la carpeta app del proyecto. 
 Añadir la siguiente configuración en el fichero: 
 
Ilustración 16 
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La lista de configuración se debe incluir estas dos especificaciones: 
 renderscriptTargetApi: especifica la versión del bytecode para ser 
generada. Google recomienda poner la versión más actual y 
disponible de la API y poner renderscriptSupportModeEnable a 
verdadero. El valor mínimo para esta especificación es el valor 11 
hasta el actual. 
 renderscriptSupportModeEnable: especifica que el bytecode 
generado, debe recurrir a una versión compatible si el dispositivo que 
se está ejecutando no es compatible. 
 Con la configuración realizada, ahora en la clase de la aplicación que usara 
RenderScript, se puede realizar el import de la API: import 
android.support.v8.renderscript.*; 
 Uso de RenderScript desde el código Java 
El uso de RenderScript desde el código Java se basa en las clases localizadas en 
los paquetes Android.renderscript o Android.support.v8.renderscript. Los pasos a seguir 
para realizar un correcto uso de RenderScript es el siguiente: 
 Inicializar un contexto de RenderScript: El contexto de RenderScript 
creado con create(context), asegura que RenderScript puede ser utilizado y 
proporcionará un objeto para controlar el tiempo de vida de todos los objetos 
RenderScript anteriores. Se ha de considerar la creación del contexto si se 
realizara una operación potencialmente de larga duración, puesto que puede 
provocar diferentes recursos en las diferentes piezas que forman el hardware 
del dispositivo. Normalmente, una aplicación solo debe tener un único 
contexto de RenderScript. 
 Crear al menos una Allocation (asignación) que se pasara al código 
device: Una Allocation es un objeto de RenderScript que proporciona un 
almacenamiento para un tamaño fijo de datos. Los códigos device cogeren 
los objetos Allocation como la entrada o salida. Los objetos Allocation 
pueden ser accesibles para los kernels con las funciones 
rsGetElementAt_type() y rsSetElementAt_type() cuando estén ligados 
como globales. Otra característica de las Allocations es la opción de pasar 
arrays desde el código Java a RenderScript y vice-versa, utilizando 
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createTyped(RenderScript, Type) o createFromBitmap(RenderScript, 
Bitmap). 
 Crear los códigos device que sean necesarios: Hay dos tipos de códigos 
device disponibles en RenderScript: 
 ScriptC: Estos códigos device serán definidos por el desarrollador, como 
se explica en Realizando un código device en RenderScript. Cada código 
device tiene una clase Java reflejada, para que el compilador de 
RenderScript permita el acceso al código device más fácilmente. Esta 
clase tendrá el nombre ScripC_nombrefichero. 
 ScriptIntrinsic: Serán incorporadas en los kernels de RenderScript para 
operaciones comunes como convoluciones, desenfoque gaussiano, etc. 
 Introducir los datos en las Allocation: Excepto para Allocations creadas 
con el paquete Android.renderscript, una Allocation se inicializara a vació la 
primera vez que se cree. Para que se introduzcan datos en las Allocation, se 
utilizara uno de los métodos copy de la documentación. 
 Establecer cualquier global necesaria: Las globales pueden ser 
establecidas usando la misma clase ScriptC_nombrefichero, con el método 
setGlobal_nombreglobal. 
 Lanzar el código device apropiado: Los métodos para lanzar un código 
device de RenderScript, se reflejan en la misma clase 
ScriptC_nombrefichero, con el método llamado 
forEach_nombrecodigo(). Estas ejecuciones serán asíncronas y serán 
serializadas en el orden que se pongan en marcha. En función del código 
device, el método llevara uno o dos argumentos. Por defecto, un código 
device se ejecutará sobre toda la entrada o salida  de la asignación. Para 
ejecutar más de un subconjunto de esa asignación, se pasará al 
Script.LaunchOptions los argumentos apropiados. Otra opción que hay, son 
las funciones invoke, pueden ser lanzadas con el método 
invoke_nombrefuncion, reflejados en ScriptC_nombrefichero. Estos 
métodos invoke solo se ejecutaran en un núcleo. 
 Copiar los datos de salida al objeto Allocation: Para poder acceder a los 
datos procesados por el código device, se ha de volver a copiar los datos del 
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código device al código host. Utilizando los métodos de copia de las 
Allocation. 
 Salir del contexte de RenderScript: El contexto de RenderScript puede ser 
destriudo con destroy() o permitiendo que el objeto de contexto de 
RenderScript se situé en el garbage collector. Esto producirá que cualquier 
uso de cualquier objeto de ese contexto lance una excepción. 
 Realizando un código device en RenderScript 
Un código device de RenderScript reside en un fichero .rs en el directorio <raíz 
proyecto>/src/; cada fichero .rs se llama script. Cada script contiene su propios kernels, 
funciones y variables. Un script puede contener: 
 Una única declaración pragma de versión (#pragma versión(1)) que 
declarará la versión del lenguaje del kernel de RenderScript usado en el 
script. Actualmente solo es válido el 1, ya que solo hay una versión de 
RenderScript. 
 Una única declaración pragma rs (#pragma rs 
java_package_name(com.example.app)) que declarará el nombre del 
paquete donde este la clase Java que utilizará el script. Notar que el fichero 
.rs debe ser parte del paquete de la aplicación y no en un proyecto del 
library. 
 Diferentes funciones invoke. Una función invoke es una función de 
RenderScript de un solo hilo que se puede ejecutar desde el código Java con 
argumentos arbitrarios. Estos son útiles a menudo para la configuración 
inicial. 
 Diferentes variables globales en el script. Una variable global en el script es 
equivalente a una variable global en C. Se puede acceder a la variable global 
desde el código Java, a menudo se utilizan como parámetro para pasárselos 
al script. 
 Diferentes kernels. Un kernel es una función paralela que se ejecuta a través 
de cada Element que esten en la Allocation. Aquí se aprecia un simple 
kernel: 
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Ilustración 17 
En muchos aspectos, es idéntico a una función en C.  
En el kernel de la imagen se pueden apreciar estas diferentes características: 
1. __attribute__((kernel)): Indica que la función es un kernel de 
RenderScript en lugar de una función invoke.  
 
2. El argumento y su tipo. En un kernel de RenderScript este argumento 
especial se rellena automáticamente en base al Allocation de entrada, 
pasándolo a la hora de ejecutar el kernel. Por defecto, el kernel se 
ejecuta a través de toda una Allocation por una ejecución de la 
función por cada elemento del Allocation.  
 
3. El tipo de retorno del kernel: El valor devuelto por el kernel se 
escribe automáticamente en la ubicación apropiada del Allocation de 
salida. La ejecución de RenderScript revisará para asegurarse que 
cada tipo de Element de la entrada y salida de los Allocations 
coincida con el prototipo del kernel, si no coincide lanza una 
excepción. 
 
Un kernel puede tener un Allocation de entrada, uno de salida o ambos. Un 
kernel no puede tener más de una entrada o salida. Si hay más de una entrada 
o salida y son requeridos estos objetos deben ser ligados a una rs_allocation 
global y accedir a ellos con las funciones rsGetElementAt_type() y 
rsSetElementAt_type(). 
Un kernel puede acceder a coordenadas de la ejecución actual utilizando los 
argumentos x, y, z. Estos argumentos son opcionales, pero el tipo de los 
argumentos son de tipo int32. 
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 Una función init(), opcional. Una función init()  es un tipo especial función 
invoke que se ejecuta cuando el script se instancie por primera vez. 
 Diferentes funciones o variables estáticas. Una variable global estática 
equivale a una variable global, excepto que no puede ser manipulada desde 
el código Java. Una función estática es una función standard de C que puede 
ser llamada desde cualquier kernel o función invoke en este script per no 
expuesta  para el código de Java. 
 Compilación de RenderScript 
En RenderScript, la compilación realizada en todo el proceso de desarrollo es 
diferente a la habitual compilación de una aplicación. Normalmente, la aplicación se 
compila en el lenguaje máquina y posteriormente se linka con las funciones de las 
librerías usadas en ella. Pero ahora en RenderScript se realizan diferentes pasos: 
 Offline compiler (llvm-rs-sc): Convierte los archivos .rs a bytecode 
portable y se reflejan en una clase Java. Como se ha comentado en los 
anteriores subcapítulos de RenderScript, la comunicación entre nuestra 
aplicación y los scripts es la clase ScriptC_nombrefichero. Esta clase la 
genera dicho compilador. 
 
Ilustración 18 
 Online JIT compiler (): Traduce el bytecode portable generado por el 
offline compiler a lenguaje máquina para los procesadores (CPU, GPU, 
DSP, etc.). 
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Ilustración 19 
 Runtime library support (libRS): Gestiona los scripts desde la capa 
Dalvik. También proporciona suporte de librerías básicas (funciones 
matemáticas, etc.). 
 Anexo 4: OpenMP 
OpenMP (Open Multi-Processing) es una API multi-plataforma para la 
programación multiproceso de memoria compartida. Permitirá añadir concurrencia a las 
aplicaciones realizadas en los lenguajes de programación C, C++ y Fortran, sobre la 
base del modelo de ejecución fork-join. La API se puede utilizar en los sistemas 
operativos Linux, Mac OS X, Windows, Solaris, AIX, HP-UX. Se compone de un 
conjunto de directivas de compilador, rutinas de biblioteca y variables de entorno que 
influirán en el comportamiento de la ejecución. 
 
 Instalación y compilación 
La instalación se realiza en una distribución Linux, donde el lenguaje de 
programación que se utilizará junto a OpenMP es C++. El única paso a realizar para la 
instalación de OpenMP es instalar el compilador G++, con el siguiente comando. 
sudo apt-get install g++ 
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Con esta sencilla instrucción ya se puede realizar aplicaciones con la API de 
OpenMP. Solo falta indicarle al compilador que se utiliza la API: 
g++ ejemplo.cpp –o ejemplo –fopenmp 
Como se aprecia en el comando de arriba, solo con indicar –fopenmp al 
compilador realizara la compilación teniendo en cuenta OpenMP. 
 
 Uso de OpenMP en la aplicación 
Para el uso de la API de OpenMP en la aplicación se debe introducir en el 
código, la librería OpenMP (#include <omp.h>) y las directivas necesarias para que la 
aplicación utilice la concurrencia que se desea. Estas son las directivas más importantes 
para una sencilla ejecución con OpenMP: 
 #pragma omp parallel – esta directiva indica que se va a realizar un sección 
concurrente en la aplicación. Además contiene diversas configuraciones: 
 Num_threads: permite indicar el número de hilos que la aplicación se 
quieren utilizar. 
 If: condición para entrar en la sección concurrente. 
 Private: permite indicar las variables privadas que tendrá cada hilo. 
 Shared: permite indicar las variables compartidas en los hilos. 
 Firstprivate: permite indicar las variables privadas con una primera 
inicialización. 
 #pragma omp for: directiva que realiza una paralización al for que le 
prosigue. 
 #pragma omp parallel for: directiva para iniciar una sección concurrente 
siendo el for que este dentro de la sección. 
 Omp_get_wtime(): función que permite obtener el tiempo de ejecución 
teniendo en cuenta el paralelismo implicado. 
Una gran herramienta que tiene OpenMP desde la versión 3.0, es la realización 
del paralelismo por tareas. Es decir, poder coger trozos de códigos encapsulados con la 
directiva de tareas del OpenMP e ir mandándolas al procesador. 
