Scheduling is an important problem in textile industry. The scheduling problem in textile industry generally belongs to the flow shop scheduling problem (FSSP). There are many heuristics for solving this problem. Eight heuristics, namely FCFS, Gupta, Palmer, NEH, CDS, Dannenbring, Pour, and MOD are considered and compared. Experimental results show the best heuristic is NEH and the worst heuristic is FCFS.
INTRODUCTION
In the area of textile industry, there are two basic kinds of industry, which are textile industry and apparel industry [1] . Textile industry is industry that handles the manufacturing of fibers by fiber industry, forming, dressing and colorizing of fabric; whereas apparel industry is industry that produces ready-to-wear garments.
There are two important problems faced by the Indonesia's textile industry. The first problem is the entry of products from foreigner countries. The secod problem is the condition of production machines. The relatively old machines will not only consume a large amount of energy, but also affect the optimality of working speed and the quality of products.
Scheduling is understood as assigning jobs to machines or human (such as operators) for specified time period satisfying some constraints. Scheduling has become an important problem in textile industry. Generally, scheduling problems found in textile industry can be classified into flow shop scheduling problem (FSSP). Given m machines and n jobs that will be processed on each machine, an FSSP is the problem to find a sequence of jobs that meets some particular criteria. One of the important objectives is to find the minimum makespan. Makespan is the time between the beginning of the execution of the first job of the sequence on the first machine and the completion of the execution of the last job of the sequence on the last machine.
FSSP is a popular topic that attracts many researchers. Many methods or heuristics for solving this class of problems have been proposed. In general, those heuristics can be classified into two types: constructive or improvement heuristics [2] [3] . Some examples of constructive heuristics are Johnson, Gupta, Palmer, NEH, CDS algorithms, whereas some examples of improvement heuristics are genetic algorithms, simulated annealing, and tabu search [4] .
Each heuristic has strengths as well as weaknesses. There is some approach for combining heuristics in order to obtain some new better heuristics. One of the approaches is hyper-heuristic.We are interested in developing a hyper-heuristics framework that can be used to solve FSSP. For a start, we study nine basic heuristics for FSSP, namely FCFS, Johnson, Gupta, Palmer, NEH, CDS, Dannenbring, Pour, and MOD algorithm. We have implemented those heuristics in a computer program and tested on some small case studies related to scheduling problem in textile industry [5] .
This work is a continuation of our previous work. The goal of this work is to investigateand to compare the performance of each heuristic in solving more complex problems. Using our program, we conducted an experiment again. Differs from [5] , instead of using real problems as case studies, we take the problem instances proposed by Taillard et al. [6] . Many similar work to ours, which is comparison of heuristic algorithms for scheduling problems, in particular, FSSP based on makespan criterion, can be found in literature, such as [2, 4] . However, the numbers of heuristic algorithms presented are not as many as ours. Therefore, this paper contributes in enriching the results of research related to the comparison of heuristic algorithms for FSSP.
The remainder of this paper is structured as follows. In Section 2, we give a brief description of flow shop scheduling problems including the definition and the heuristics for FSSP. Sections 3 explain and discussthe results of computational experiments. Finally, conclusion and future work are given in Section 4. .
FLOW SHOP SCHEDULING PROBLEMS

Definition
The definition of FSSP is given as follows: Given n jobs to be processed in the same sequence on m machines; the processing time of job i on machine j is fixed and given by tij (tij> 0). FSSP consists of minimizing the makespan which is the time between the beginning of the execution of the first job on the first machine and the completion of the execution of the last job on the last machine [7] . For FSSP we assume that the following conditions hold:
-Every job has to be processed at most once on machine 1, 2, …, m. -Every machine processes only one job at a time -Every job is processed at most on one machine at a time. -The operations are not preemptable. -The set-up times of the operations are included in the processing time and do not depend on the sequence. -The operating sequences of the jobs are the same on every machine and the common sequence has to be determined. As illustration, consider a 5-job 3-machine problem shown in Table 1 taken form [7] . A schedule with job ordering 3-5-4-2-1 yields 37 time units, whereas a schedule with job ordering 5-3-4-2-1 yields makespan 36 time units. 
Flow Shop Scheduling Heuristics
In [5] , we consider nine basic heuristics for FSSP, namely: FCFS, Johnson, Palmer, Gupta, NEH, CDS, MOD, Dannenbring, and Pour algorithm.More expositions about the heuristics can be found in [6] [7] [8] .
Among all heuristics, FCFS is the simplest heuristic for FSSP. The job ordering is based on the order of jobs' arrivals.
Johnson algorithm is simple but useful approach for solving n-jobs 2-machines FSSP. This algorithm splits the jobs into two sets such that the first set, S1, contains all the jobs whose processing time in the first machine is smaller than the one in the second machine, and the second set contains all the other jobs that don't satisfy that condition. The solution is constructed by ordering the jobs in the first set increasingly based on the processing time in first machine and continued by ordering the jobs in second set decreasingly based on the processing time in second machine.
Palmer and Gupta algorithms work in a similar manner. For every jobi, they define a slope index, si. The schedule is resulted by ordering the jobs based on the descending order of si values.
In NEH algorithm the jobs sequence is constructed iteratively. The construction starts with picking two jobs having largest value of total processing times and defining two partial sequences. The partial sequence having small value of makespan is then selected for subsequent iteration. Then, one by one, the other jobs is picked and placed at the best position in the partial sequence that yields lowest makespan. This is done by trying all the possible positions.
The principle of Pour algorithm is similar to NEH algorithm. A partial sequence of jobs is constructed iteratively until all jobs are picked. Differs from NEH, this algorithm is based on the idea of job exchanging instead of inserting a job into the partial sequence.
CDS and Dannenbring shared the same idea: each converts a given n-job m-machine problem (m>2) into p=m-1 number of n-job 2-machine surrogate problems. Every surrogate problem is then solved by Johnson algorithm. The sequence of the surrogate problem yielding minimum value of makespan is selected for scheduling jobs on the machines.
MOD is a constructive heuristic approach proposed in [4] . This algorithm adopts the Johnson's rule in the last step to get the minimum makespan and uses the difference between the sums of processing times for each machine as a pair-splitting strategy to make two groups of the matrix of n-job and m-machine.
COMPUTATIONAL EXPERIMENTS
In this work, we use Taillard's benchmark for our experiments. Taillard's benchmarks problem dataset consists of 120 instances, 10 each of one particular size. Taillard's datasets range from 20 to 500 jobs and 5 to 20 machines. Since all problem instances use more than two machines, in consequence, Johnson algorithm can't be used. Hence, wedon't consider Johnson algorithm in our experiments.
We ran every heuristic on each problem size. Totally there are 12 problem sizes. The experimental results are given by Table 2 to Table 13 . We use H1, H2, H3, H4, H5, H6, H7, and H8 to denote FCFS, CDS, Dannenbring, Gupta, MOD, NEH, Palmer, and Pour heuristic algorithm, respectively. Also, PI stands for problem instance and av for average.
It can be seen that in general makespan grows proportional to the problem size. The bigger the problem size, the more time needed for solving the problem.
From totally 120 problems, NEH gives the smallest makespan for 117 problems. In contrast, FCFS yields the biggest makespan for 88 problems. Based on these results, we conclude that the best heuristic is NEH and the worst is FCFS.
Then, for each problem we calculate the average makespanneeded by every heuristic. Using the calculated makespan, we rank the heuristics from the best to the worst. The ranking is given in Figure 1 .
Based on the graphic in Figure 1 , we can classify theheuristics into three groups. The first group consists only one heuristic, which is NEH (H6). It gets the best performance, since for every problemit yields the smallest makespan on average.
There are four heuristics in the second group: Dannenbring(H3), MOD (H5), Palmer (H7), and Pour (H8). We may say that the performance of each heuristic is almost similar.
The last group consists of three heuristics that have the worst performance. Among the three heuristics, which are FCFS (H1), CDS (H2), and Gupta (H4), FCFS is the worst algorithm.
CONCLUSIONS
We have considered eight heuristics used for solving scheduling problems in textile industry, namely FCFS, Pour, MOD, Gupta, Palmer, NEH, CDS, and Dannenbring. Based on the experimental results, the best and the worst heuristic is NEH and FCFS, respectively.
We now are developing the hyper-heuristics framework that can be used to solve FSSP.In developing this frameworkwe use the multi-agent system approach. We also study the formal modelling of scheduling heuristics as multi-agent systems following our previous work [11, 12] . 
