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1 Introduction
The two-variable fragment, henceforth denoted L2, is the fragment of first-
order logic with equality but without function-symbols, in which only two
logical variables may appear. It is well-known that L2 has the finite model
property, and that its satisfiability (= finite satisfiability) problem is
NEXPTIME-complete [3]. It follows that it is impossible, within L2, to ex-
press the condition that a given binary predicate r denotes a transitive re-
lation, since in that case the L2-formula ∀x¬r(x, x)∧∀x∃yr(x, y) becomes an
axiom of infinity. This observation has prompted investigation of what hap-
pens when L2 is enriched by imposing various semantic restrictions on the
interpretations of certain predicates. For k > 0, denote by L2kT the logic
whose formulas are exactly those of L2, but where k distinguished predi-
cates are required to be interpreted as transitive relations, and denote by
L2kE the same set of formulas, but where k distinguished predicates are
required to be interpreted as equivalence relations. For each of these logics,
the question arises as to whether the satisfiability and finite satisfiability
problems are decidable, and, if so, what their computational complexity is.
The following is known. (i) L21E has the finite model property, and its
satisfiability (= finite satisfiability) problem is NEXPTIME-complete [8]. (ii)
L22E lacks the finite model property, but its satisfiability and finite sat-
isfiability problems are both 2-NEXPTIME-complete [7]. (iii) For k ≥ 3,
the satisfiability and finite satisfiability problems for L2kE are both un-
decidable [8]. (iv) L21T lacks the finite model property and its satisfiabil-
ity problem is 2-EXPTIME-hard and in 2-NEXPTIME [9]. (v) For k ≥ 2,
the satisfiability and finite satisfiability problems for L2kT are both unde-
cidable [5]. (In fact, the satisfiability and finite satisfiability problems for
the two-variable fragment with one transitive relation and one equivalence
relation are already undecidable [10].) This resolves the decidability and
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(within narrow limits) the complexity of the satisfiability and finite satis-
fiability problems for all of the logics L2kT and L2kE except for one case:
the finite satisfiability problem for L21T, where decidability is currently
open. This article deals with that case, by showing that the finite satis-
fiability problem for L21T is in 3-NEXPTIME. The best currently known
lower bound for this problem is 2-EXPTIME-hard [4]. We remark that the
approach employed in [9] to establish the decidability of the satisfiability
problem for L21T breaks down if models are required to be finite: the al-
gorithm presented here for determining finite satisfiability employs a quite
different strategy.
Denote by L21PO the logic defined in exactly the same way as L21T,
except that the distinguished binary relation is constrained to be inter-
preted as a (strict) partial order—i.e. as an transitive and irreflexive re-
lation. Since the L2-formula ∀x∀y¬r(x, x) asserts that r is irreflexive, it
follows that L21PO no stronger, in terms of expressive power, than L21T. In
addition, we take the logic L21POu to be the fragment of L21PO in which—
apart from equality and the distinguished (partial order) predicate—only
unary predicates are allowed. Our strategy in the sequel is first to con-
sider L21POu. Structures interpreting this logic are, in effect, partial or-
ders in which each element is assigned one of a finite number of types. We
obtain a 2-NEXPTIME upper complexity-bound on the finite satisfiability
problem for this logic, by introducing a method for ‘factorizing’ such typed
partial orders into smaller partial orders on blocks of elements of the same
type. We then extend this upper bound to L21PO by exhibiting a method to
eliminate all binary predicates in L21PO-formulas (other than equality and
the distinguished predicate). Finally, we obtain the 3-NEXPTIME upper
complexity-bound on the finite satisfiability problem for L21T by exhibiting
a method to replace the distinguished transitive relation by a partial order.
This latter reduction produces an exponential increase in the size of the
formula in question.
Stronger complexity-theoretic upper bounds are available when the dis-
tinguished predicates are required to be interpreted as linear orders: the
satisfiability and finite satisfiability problems for L2 together with one lin-
ear order are both NEXPTIME-complete [11]; the finite satisfiability prob-
lem forL2 together with two linear orders (and only unary non-navigational
predicates) is EXPSPACE-complete [12]; with three linear orders, satisfia-
bility and finite satisfiability are both undecidable [6, 11]. Also somewhat
related to L21POu is the propositional modal logic known as navigational
XPATH, which features a signature of proposition letters interpreted over
vertices of some finite, ordered tree, together with modal operators giving
access to vertices standing in the relations of daughter and next-sister, as
well as their transitive closures. It is known that, over finite trees, navi-
gational XPATH has the same expressive power as two-variable, first-order
logic with a signature consisting of unary predicates (representing proper-
ties of vertices) together with binary ‘navigational’ predicates (representing
the modal accessibility relations). The exact complexity of satisfiability for
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Figure 1: A linear order on the elements satisfying p, and an anti-chain on
the elements satisfying q.
all natural variants of this logic is given in [1].
To convey a sense of the expressive power of the logics we are working
with, we give an example showing that the logic L21POu can force the ex-
istence of an infinite anti-chain: that is, an infinite collection of elements
none of which is related to any other in the partial ordering. The exam-
ple is due to E. Kieron´ski (personal communication). In the following, we
use < as the distinguished binary predicate of L21POu (written using infix
notation). First of all, the formulas
∃x.p(x) ∀x∀y(p(x) ∧ p(y)→ (x < y ∨ x = y ∨ y < x))
ensure that elements satisfying p form a non-empty linear order. Pick some
such element a1. Now the formulas
∀x(p(x) → ∃y(¬x < y ∧ ¬y < x ∧ q(y)) ∀x(q(x) → ∃y(x < y ∧ p(y))
ensure that, for every element, say ai, satisfying p, there is an incomparable
element, say bi, satisfying q, and, for every element bi satisfying q, there
is a greater element, say ai+1, satisfying p. Thus, we generate sequences
of elements a1, a2, . . . , satisfying p, and b1, b2, . . . , satisfying q. A moment’s
thought shows that for all i, ai < ai+1, so that, by a simple induction, ai < bj
for all i < j. This immediately implies that the bj are all distinct, since ai
and bi are, by construction, incomparable. The formula
∀x∀y(q(x) ∧ q(y)→ (¬x < y ∧ ¬y < x)).
Then secures the sought-after infinite anti-chain. That the formulas are
satisfiable is shown by the partially-ordered structure depicted in Fig. 1. We
remark that, even under the assumption that structures are finite, L21POu
can force doubly-exponential-sized models; this is demonstrated, for exam-
ple, using the construction of [4].
2 Preliminaries
We employ standard model-theoretic notation: structures are indicated by
(possibly decorated) fraktur letters A, B, . . . , and their domains by the
corresponding Roman letters A, B, . . . . In this paper, we adopt the non-
standard assumption that all structures have cardinality at least 2. Thus,
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the formula ∀x∃y(x 6= y) is for us a validity, and ∀x∀y(x = y) a contradiction.
This assumption does not represent a significant restriction: over domains
of size 1, first-order logic reduces to propositional logic.
A binary relation R on some carrier set A is transitive if aRb and bRc
implies aRc, reflexive if aRa always holds, irreflexive if aRa never holds, and
anti-symmetric if aRb and bRa implies a = b. Every transitive, irreflexive
relation is trivially anti-symmetric. A weak partial order is a relation that
is transitive, reflexive and anti-symmetric; a strict partial order is a rela-
tion that is transitive and irreflexive. If R is a weak partial order and I the
identity (diagonal) relation on A, then R \ I is a strict partial order; more-
over, all strict partial orders on A arise in this way. Likewsie, if R is a strict
partial order then R ∪ I is a weak partial order; moreover, all weak partial
orders on A arise in this way. In the sequel, the unmodified phrase partial
order will always mean strict partial order.
The two-variable fragment, here denoted L2, is the fragment of first-
order logic with equality but without function-symbols, in which only two
variables, x and y, may appear. There are no other syntactic restrictions.
In particular, formulas such as ∀x(p(x) → ∃y(r(x, y) ∧ ∃x.s(y, x))), in which
bound occurrences of a variable u may appear within the scope of a quanti-
fierQu, are allowed. It is routine to show that predicates having arity other
than 1 or 2 add no effective expressive power in the context of L2. It is like-
wise routine to show that individual constants add no effective expressive
power given the presence of the equality predicate. Henceforth, then, we
shall take all signatures to consist only of unary and binary predicates.
We define L21T to be the set of formulas of L2 over any signature of
unary and binary predicates which features a distinguished binary pred-
icate t. The semantics of L21T is exactly as for L2, except that the inter-
pretation of t is required to be a transitive relation. Similarly, we define
L21PO to be the set of formulas of L2 over any signature of unary and bi-
nary predicates which features a distinguished binary predicate < (written
using infix notation). The semantics of L21PO is exactly as for L2, except
that the interpretation of < is required to be a partial order. Finally, we de-
fine L21POu to be the subset of L21PO in which no binary predicates other
than = and < appear.
A formula of L2 is said to be unary if it features just one free variable.
A unary formula ζ is generally silently assumed to have x as its only free
variable; if ζ is such a formula, we write ζ(y) for the result of replacing x in
ζ by y. The unary formulas µ1, . . . , µn are mutually exclusive if |= ∀x(µi →
¬µj) for all i (1 ≤ i < j ≤ n). Any formula η of L2 with two free variables
is assumed to have those variables taken in the order x, y. Thus, we write
A |= η[a, b], where a, b are elements of A, to indicate that η is satisfied in
A under the assignment a 7→ x and b 7→ y. For the purposes of this paper,
we may take the size of an L2-formula ϕ, denoted ‖ϕ‖, to be the number of
symbols it contains.
For any signature σ, a σ-atom is a formula of the form p(x¯) where p is
a predicate of σ and x¯ a tuple of variables of the appropriate arity. A σ-
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literal is a σ-atom or a negated σ-atom. The reference to σ is omitted if
unimportant or clear from context. A clause is a disjunction of literals; we
allow ⊥ (the disjunction of no literals) to be a clause. A 1-type over σ is a
maximal consistent set of equality-free σ-literals involving only the variable
x; and a 2-type over σ is a maximal consistent set of σ-literals involving the
variables x and y. (Thus, 1- and 2-types are what are sometimes called
atomic 1- and 2-types.) Consistency here is to be understood as taking into
account the semantic constraints on distinguished predicates. Thus, if σ
contains <, then the 1-type over σ contains the literals x = x and ¬x < x,
with similar restrictions applying to 2-types. Likewise, if σ contains t, then
any 2-type containing the literals t(x, y) and t(y, x) also contains t(x, x) and
t(y, y). We usually identify 1- and 2-types with the conjunction of their
literals. If A is a structure and a, b ∈ A, we write tpA[a] for the unique
1-type satisfied in A by a and tpA[a, b] for the unique 2-type satisfied by
〈a, b〉.
A formula ϕ of L2 (or of L21PO or L21T) is said to be in standard normal
form if it conforms to the pattern
∀x∀y(x = y ∨ η) ∧
m−1∧
h=0
∀x∃y(x 6= y ∧ θh), (1)
where η, θ0, . . . , θm−1 are quantifier- and equality-free formulas, withm ≥ 1.
A formula is said to be in weak normal form if it conforms to the pattern
∧
ζ∈Z
∃x.ζ ∧ ∀x∀y(x = y ∨ η) ∧
m−1∧
h=0
∀x∃y(x 6= y ∧ θh), (2)
where Z is a finite set of unary quantifier- and equality-free formulas and
the other components are as in (1). We refer to the parameterm in both (1)
and (2) as the multiplicity of ϕ.
The following basic fact about L2 goes back, essentially, to [13], and is
widely used in studies of L2 and its variants [2, Lemma 8.1.2]. Remember-
ing our general assumption that all structures have cardinality at least 2,
we have:
Lemma 1. Let ϕ be an L2-formula. There exists a standard normal-form
L2-formula ϕ′ such that: (i) |= ϕ′ → ϕ; (ii) every model of ϕ can be expanded
to a model of ϕ′; and (iii) ‖ϕ′‖ is bounded by a polynomial function of ‖ϕ‖.
Obviously, Lemma 1 applies without change to L21PO and L21POu. Un-
der our general restriction to structures with at least 2 elements, ∃x.ζ is
logically equivalent to ∀x∃y(x 6= y ∧ (ζ ∨ ζ(y))). Hence any formula in weak
normal form can be converted, in polynomial time, to a logically equivalent
one in standard normal form. However, this process increases the multiplic-
ity of the formula in question: in the sequel, we shall sometimes need (2) in
full generality, in order to obtain finer control over this parameter.
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3 Unary two-variable logic with one partial
order
The purpose of this section is to show that the logic L21POu has the doubly
exponential-sized finite model property (Theorem 25): if ϕ is a finitely sat-
isfiable L21POu-formula, then ϕ has a model of size bounded by some fixed
doubly exponential function of ‖ϕ‖. It follows that the finite satisfiability
problem for L21POu is in 2-NEXPTIME.
All structures in this section interpret a signature of unary predicates,
together with the distinguished predicate <. To make reading easier, we
typically write x > y for y < x and x ∼ y for ¬(x = y ∨ x < y ∨ y < x).
In practice, we will simply treat the symbols > and ∼ as if they were bi-
nary predicates (subject to the obvious constraints on their interpretations).
With this concession to informality, we see that, in the logics L21PO and
L21POu, any pair of distinct elements of a structure satisfies exactly one of
the atomic formulas x < y, x > y or x ∼ y. Where a structure A is clear from
context, we typically do not distinguish between the predicate < and its in-
terpretation in A, writing a < b to mean 〈a, b〉 ∈<A; similarly for >, ∼ and
=. We sometimes refer to the distinguished predicates t, <, >, ∼ and = as
navigational predicates. (The allusion here is to the terminology employed
in XPATH.) A predicate that is not navigational is called ordinary. A for-
mula is navigation-free if it contains no navigational predicates. A formula
is said to be pure Boolean if it is quantifier-, and navigation-free—i.e. if it
is a Boolean combination of literals featuring ordinary predicates. Notice
that all 1-types contain the conjuncts ¬x < x and x = x, and hence are not,
technically speaking, pure Boolean formulas. However, they are of course
logically equivalent to the pure Boolean formulas obtained by deleting all
navigational conjuncts.
In this section, we use the (possibly decorated) variables α, β, γ, π to
range over 1-types, µ over unary pure Boolean formulas, and ζ, η, θ, ϕ, χ, ψ
over other L21POu-formulas.
3.1 Basic formulas
Structures interpreting L21POu-formulas have a very simple form, and it
will be convenient to diverge slightly from standard model-theoretic ter-
minology when discussing them. (Remember, all structures are taken to
have cardinality at least 2 in this paper.) Let Π be a fixed set of 1-types
over some unary signature σ. A typed partial order (over Π) is a triple
A = (X,<, tp), where X is a set of cardinality at least 2, < a partial or-
der on X , and tp : X → Π a function. We can regard A as a structure
interpreting L21POu-formulas in the obvious way; and it is evident that all
structures interpreting L21POu-formulas can be regarded as typed partial
orders over some set of 1-types. This is what we shall do in the sequel,
therefore. If A = (X,<, tp) is a typed partial order and a ∈ X , we call a
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maximal if it a largest element of its 1-type, i.e. there exists no a′ such that
tp(a′) = tp(a) and a < a′; similarly, mutatis mutandis, forminimal. We call
a extremal if it is either maximal or minimal.
We begin by establishing a stronger normal form theorem for L21POu.
We call a formula basic if it has one of the forms
∀x(α→ ∀y(α(y)→ x = y)) (B1a)
∀x(α→ ∀y(β(y)→ x = y)) (B1b)
∀x(α→ ∀y(α(y) ∧ x 6= y → x ∼ y)) (B2a)
∀x(α→ ∀y(β(y)→ x ∼ y)) (B2b)
∀x(α→ ∀y(β(y)→ x < y)) (B3)
∀x(α→ ∀y(β(y)→ (x < y ∨ x ∼ y)) (B4)
∀x(α→ ∀y(α(y) ∧ x 6= y → (x < y ∨ x > y)) (B5a)
∀x(α→ ∀y(β(y)→ (x < y ∨ x > y)) (B5b)
∀x(α→ ∃y(µ(y) ∧ ¬α(y) ∧ x < y)) (B6)
∀x(α→ ∃y(µ(y) ∧ ¬α(y) ∧ x > y)) (B7)
∀x(α→ ∃y(µ(y) ∧ x ∼ y)) (B8)
∀x.µ (B9)
∃x.µ, (B10)
where α and β are distinct 1-types and µ is a unary pure Boolean formula.
We typically use the variable ψ to range over basic formulas and Ψ to range
over finite sets of basic formulas. Formulas of the forms (B3) and (B5b) re-
ceive special treatment in the sequel, and will be referred to—for reasons
that will become evident—as factor-controllable formulas. If Ψ is any fi-
nite set of basic formulas, we denote by FC(Ψ) the set of factor-controllable
formulas in Ψ.
Lemma 2. Let ϕ be a weak normal-form L21POu-formula with multiplicity
m over a signature σ. There exists an L21POu-sentence ϕ∗ over a signature
σ∗, such that: (i) ϕ and ϕ∗ are satisfiable over the same finite domains; (ii)
|σ∗| = |σ|+ 3m; and (iii) ϕ∗ is a conjunction of basic formulas.
Proof. Let ϕ be as given in (2). The conjuncts ∃x.ζ are already of the
form (B10), and so require no action. Consider next any conjunct χh =
∀x∃y(x 6= y ∧ θh), where 0 ≤ h < m. Letting let ph,<, ph,> and ph,∼ be fresh
unary predicates, we may replace χh by the conjunction χ
∗
h of the formulas
∀x(p(x) → ph,<(x) ∨ ph,>(x) ∨ ph,∼(x)) (3)
∀x(ph,<(x)→ ∃y(θh ∧ x < y)) (4)
∀x(ph,>(x)→ ∃y(θh ∧ x > y)) (5)
∀x(p+h,∼(x)→ ∃y(θh ∧ x ∼ y)). (6)
Obviously, |= χ∗h → χh; moreover, any model A of χh can be expanded to a
model A′ of χh by setting p
A
′
h,< = {a ∈ A | there exists b < a s.t. A |= θh[a, b]},
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and similarly for ph,> and ph,∼. Carrying out this replacement for all h
(0 ≤ h < m), let σ∗ denote the enlarged signature. Evidently, |σ∗| = |σ|+3m.
Formula (3) is of the form (B9). Now replace any formula of the form (4)
by the conjunction of all formulas of the forms ∀x(α(x) → ∃y([θh/α]∧x < y)),
where α ranges over the set of 1-types (over σ∗) containing p<,h(x), and
[θh/α] denotes the result of replacing each ordinary literal q(x) in θh by ⊤ or
⊥ as determined by α(x). Doing the same for (5) and (6), and replacing any
navigational literals in [µh/α] by ⊤ or ⊥ in the obvious way yields logically
equivalent conjunctions of formulas of the respective forms
∀x(α→ ∃y(µ(y) ∧ x < y)) (B6′)
∀x(α→ ∃y(µ(y) ∧ x > y)) (B7′)
∀x(α→ ∃y(µ(y) ∧ x ∼ y)), (B8′)
where µ is a quantifier and navigation-free formula not involving the vari-
able x. Notice however that, over finite structures A, (B6′) entails ∀x(α →
∃y(µ(y) ∧ ¬α(y) ∧ x < y)). This is obvious since, if A |= α[a], let a′ be a max-
imal element of 1-type α above a. That is: a ≤ a′, A |= α[a′] and there does
not exist a′′ such that a′ < a′′ and A |= α[a′′]. By (B6′), let b be such that
a′ < b and A |= µ[b]. But then A |= ¬α[b] and a < b, as required. Thus, (B6′)
can be replaced by (B6). Likewise, (B7′) can be replaced by (B7). Notice
that (B8′) is just (B8).
Consider finally the conjunct χ = ∀x∀y(x = y ∨ η) of ϕ. Clearly, we may
replace this formula by the conjunction χ∗ of all formulas of the forms
∀x(α → ∀y(β(y) ∧ x 6= y → [η/(α, β)]),
where α and β range over the set of 1-types (over σ∗), and [η/(α, β)] denotes
the result of replacing each unary literal in η by its truth-value as deter-
mined by α and β(y). Clearly, |= χ ↔ χ∗. Furthermore, any sub-formula
[η/(α, β)] features only the navigational predicates >, < and ∼, and thus is
logically equivalent to one of the forms⊥, x ∼ y, x > y, x < y, (x > y∨x ∼ y),
(x < y ∨ x ∼ y), (x < y ∨ x > y) or ⊤. Ignoring the trivial case ⊤, and ex-
changing the variables x and y if necessary, we obtain the forms
∀x(α → ∀y(β(y) ∧ x 6= y → ⊥)) (B1′)
∀x(α → ∀y(β(y) ∧ x 6= y → x ∼ y)) (B2′)
∀x(α → ∀y(β(y) ∧ x 6= y → x < y)) (B3′)
∀x(α → ∀y(β(y) ∧ x 6= y → (x < y ∨ x ∼ y)). (B4′)
∀x(α → ∀y(β(y) ∧ x 6= y → (x < y ∨ x > y)). (B5′)
We consider these forms in turn, according as α and β are identical or
distinct. For (B1′), we have (B1a) and (B1b). For (B2′), we obtain (B2a)
and (B2b). For (B3′), if α = β, we have (B1a) again; if α 6= β, we have (B3).
For (B4′), if α = β, we have (B2a) again; if α 6= β, we have (B4). For (B5′),
we obtain (B5a) and (B5b).
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3.2 Factorizations
The following notion will play a crucial role in the sequel. Let A = (X,<, tp)
be a typed partial order. A factorization of A is a pair B = (B,≪), where B
is a partition of X , and≪ is a partial order on B satisfying:
(F1) for all B ∈ B, there exists π ∈ Π, denoted tp(B), such that, for all
b ∈ B, tp(b) = π;
(F2) for all π ∈ Π, the set {B ∈ B | tp(B) = π} is linearly ordered by≪;
(F3) for all A,B ∈ B, if A≪ B, then, for all a ∈ A and all b ∈ B, a < b.
We refer to the elements of B as blocks, and to the ordering≪ as the block
ordering (in contradistinction to the element ordering <). Notice that, if
|B| ≥ 2, the triple (B,≪, tp) is itself a typed partial order. If tp(B) = α, we
call B an α-block. We say that a block B is of type α∨β if it is either of type
α or of type β, and we call B an (α ∨ β)-block.
In the context of a factorization (B,≪), we use A≫ B as an alternative
to B ≪ A. If A and B are blocks, we write A ≈ B to mean that A and B
are distinct and neither A ≪ B nor B ≪ A. Thus, ≈ stands in the same
relation to≪ as ∼ does to <. Note that, if A ≈ B, it is possible for there to
be a, a′ ∈ A and b, b′ ∈ B such that a < b and a′ > b′. A block B ismaximal if
there exists no block B′ such that tp(B) = tp(B′) and B ≪ B′; similarly for
minimal. A block is extremal if it is either maximal or minimal. We denote
the set of extremal blocks of B by B×.
Thus, a factorization of a typed partial order is an organization of its el-
ements into blocks of uniform type, with a partial order on the blocks such
that all blocks of a given type are linearly ordered, and, such that, when-
ever one block is less than another in the block ordering, every element
of the first block is less than every element of the second in the element
ordering. Fig. 2 shows a factorization of a finite typed partial order over 1-
types π1, . . . , πN , depicted as an acyclic directed graph: the block order≪ is
the transitive closure of the edges; extremal blocks are marked with thick
boundaries. The shaded blocks and the line marked χ will be explained in
Sec. 3.3.
It is important to realize that the factorization (B,≪) does not deter-
mine the partial order (X,<). Indeed, any typed partial order A has a
factorization, namely, the trivial factorization in which the blocks are sim-
ply the non-empty sets {a ∈ X | tp(a) = π} for π ∈ Π, and the block-order is
empty. The next two lemmas show that we can generally findmore informa-
tive factorizations than this. Recall in this context that a factor-controllable
basic formula is one of either of the forms (B3) or (B5b).
Lemma 3. Let A be a typed partial order over a set of types Π, with α, β ∈ Π
distinct. Suppose B is a factorization of A in which every block of type α lies
below every block of type β in the block order. Then the formula (B3), namely
∀x(α(x) → ∀y(β(y)→ x < y)),
9
π1 π2 π3 π4 . . . πN
χ
Figure 2: Factorization of a finite typed partial order over 1-types
π1, . . . , πN , with cut χ, showing B
× (thick lines), and F+(χ) and F−(χ)
(shading).
is true in A. Conversely, if (B3) is true in A, then there exists a factorization
B of A in which every block of type α lies below every block of type β in the
block order.
Proof. The first statement of the lemma is obvious. For the converse, let B
consist of the non-empty sets {a ∈ X | tp(a) = π} for π ∈ Π. If there is
no α-block or no β-block, let ≪ be the empty partial order. Otherwise, let
A ∈ B be the α-block, let B ∈ B be the β-block, and let≪= {〈A,B〉}.
If the typed partial order A is clear from context, and B is a factorization
of A, we write B |= ∀x(α(x) → ∀y(β(y)→ x < y)) to mean that every block of
type α is less than every block of type β in the block order. The motivation
for this notation should be obvious from Lemma 3.
Lemma 4. Let A be a typed partial order over a set of types Π, with α, β ∈ Π
distinct. Suppose B is a factorization of A in which the set of blocks of type
α ∨ β is linearly ordered. Then the formula (B5b), namely
∀x(α(x) → ∀y(β(y)→ (x < y ∨ y < x))),
is true in A. Conversely, if (B5b) is true in A, then there exists a factorization
B of A such that the set of blocks of type α ∨ β is linearly ordered.
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Proof. The first statement of the lemma is obvious. For the converse, let
A0 = {a ∈ X | tp(a) = α} and B0 = {a ∈ X | tp(a) = β}. We may assume
that both these sets are non-empty, since otherwise the trivial factorization
satisfies the conditions of the lemma. Define an equivalence relation ≡
on A0 by setting a ≡ a
′ if, for all b ∈ B0, a < b ⇔ a
′ < b. Similarly,
define an equivalence relation ≡ on B0 by setting b ≡ b′ if, for all a ∈ A0,
b′ < a ⇔ b′ < a. Let B be the partition of X whose cells are: (i) the
equivalence classes of ≡ in A0, (ii) the equivalence classes of ≡ in B0, and
(iii) the non-empty sets {a ∈ X | tp(a) = π}, where π ∈ Π \ {α, β}. For any
C,D ∈ B write C ≪ D just in case C and D are distinct (α ∨ β)-blocks such
that there exist c ∈ C and d ∈ D with c < d.
To show that B = (B,≪) has the desired properties, we first observe
that, if A is an α-block and B a β-block, then A ≪ B if and only if, for all
a ∈ A and b ∈ B, a < b. Now suppose that A and A′ are distinct α-blocks.
Let b0 be some element such that there exist a0 ∈ A and a1 ∈ A′ such that
either a0 < b0 < a1 or a1 < b0 < a0. In the former case, a < a
′ for all a ∈ A
and a′ ∈ A′; and in the latter, a > a′ for all a ∈ A and a′ ∈ A′. Similar
remarks apply to β-blocks. Thus, for any (α ∨ β)-blocks C and D, C ≪ D
if and only if, for all c ∈ C and d ∈ D, c < d. It follows that ≪ is a partial
order in which the collection of (α∨β)-blocks is linearly ordered. Therefore,
the collection of α-blocks and the collection of β-blocks are also both linearly
ordered. For γ ∈ Π \ {α, β}, there is at most one γ-block. That is, (B,≪) is
a factorization of A.
If the typed partial order A is clear from context, and B is a factorization
of A, we write B |= ∀x(α(x) → ∀y(β(y) → (x < y ∨ x > y)) to mean that
the set of blocks of type α ∨ β is linearly ordered. The motivation for this
notation should be obvious from Lemma 4.
Suppose A is a typed partial order and B1 = (B1,≪1), B2 = (B2,≪2)
are factorizations of A. We say that B2 is a refinement of B1 if, for all A2 ∈
B2, there exists a (necessarily unique) A1 ∈ B1 such that A2 ⊆ A1, and
moreover, for all A2, B2 ∈ B2, and all A1, B1 ∈ B1 such that A2 ⊆ A1 and
B2 ⊆ B1, A1 ≪1 B1 implies A2 ≪2 B2.
Lemma 5. Any two factorizations of a typed partial order have a common
refinement.
Proof. Let B1 = (B1,≪1) and B2 = (B2,≪2) be factorizations of the typed
partial order A. Define B = (B,≪) as follows: let
B = {B1 ∩B2 | B1 ∈ B1, B2 ∈ B2} \ {∅};
and let≪ be the transitive closure of the relation
{〈A,B〉 | A = A1 ∩A2, B = B1 ∩B2, A1 ≪1 B1 or A2 ≪2 B2}.
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A simple induction shows that, if A is related to B by≪ then, for all a ∈ A
and all b ∈ B, a < b. It follows that≪ is irreflexive and hence is a partial or-
der. It is thus immediate from the definition of≪ that the partially ordered
set B = (B,≪) is a factorization of A and moreover that it is a refinement
of both B1 and B2.
Refinements of block orders are useful because they preserve the prop-
erties featured in Lemmas 3 and 4. The following Lemma is immediate.
Lemma 6. Let A be a typed partial order and B, B′ factorizations of A with
B′ a refinement of B. Let ψ be a factor-controllable basic formula. If B |= ψ,
then B′ |= ψ.
A unit block of B is a block containing exactly one element ofA. Trivially,
every unit block is linearly ordered by <. We say that B is unitary if every
block of B which is linearly ordered by < is a unit block. Combining all of
the above lemmas, we have:
Lemma 7. Let A be a typed partial order andΨ a finite set of basic formulas
such that A |= Ψ. Then there is a unitary factorization B of A such that
B |= FC(Ψ).
Proof. For each ψ ∈ FC(Ψ), we apply Lemmas 3 or 4 as appropriate, and
take a common refinement of all the resulting factorizations by Lemma 5.
Now further refine by replacing all linearly ordered blocks with unit blocks
having the obvious block order. The result then follows by Lemma 6.
LetA = (X,<, tp) be a typed partial order and B = (B,≪) a factorization
of A. We have already observed that B does not contain all the information
required to reconstruct the element order <. However, it very nearly does,
in a sense that we can make precise. Let us first overload the block-order
≪ by writing for all a, b ∈ X , a ≪ b if there exist A,B ∈ B such that
a ∈ A, b ∈ B and A ≪ B. We might call ≪ the inter-block order on X . It
is obvious that the inter-block order is a partial order, and, from (B3), that
it is contained in the element order <. Now, for all a, b ∈ X , write a <0 b if
a < b, and both a and b belong to the same block of B. Again, this is clearly
a partial order: we call it the intra-block order. Finally, define a <× b if
a < b, and both a and b are both extremal elements of (X,<); once again,
<× is clearly a partial order: we call it the extremal order. Now define the
binary relation ⋖ on X to be the transitive closure of (≪ ∪ <0 ∪ <×). It is
obvious that ⋖ is a partial order no stronger than (i.e. included in) <, but
that, nevertheless, B is a factorization of the typed partial order (X,⋖, tp).
It is also obvious that, when restricted to elements of some fixed 1-type π,
< and ⋖ coincide. We say that A is thin over B if < and ⋖ coincide over the
whole of X .
Lemma 8. Suppose A = (X,<, tp) is a finite typed partial order and Ψ a set
of basic formulas such that A |= Ψ. Let B be a factorization of A such that
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B |= FC(Ψ). Then there exists a typed partial order A˙ over the domain X
such that B is a factorization of A˙, A˙ |= Ψ, and A˙ is thin over B.
Proof. Define ⋖ to be the transitive closure of (≪ ∪ <0 ∪ <×), as just
described, and let A˙ = (X,⋖, tp). Thus, B is a factorization of A˙, with A˙
thin over B. We show that A˙ |= ψ, where ψ ∈ Ψ is of each of the possible
forms (B1a)–(B10) in turn.
(B1a), (B1b), (B9), (B10): ψ does not involve the ordering.
(B2a), (B2b), (B4), (B8): ⋖ is no stronger than < .
(B3), (B5b): B |= ψ.
(B5a): When restricted to elements of some fixed type, < and ⋖ coincide.
(B6): Suppose that a ∈ X is of type α. Since < and ⋖ coincide on elements
of some fixed type, let a∗ be a maximal element of type α such that
either a = a∗ or a < a∗ (equivalently: a = a∗ or a⋖ a∗). But A |= ψ, so
there exists an element b satisfying µ—say of type β 6= α—such that
a∗ < b, and hence a maximal element b∗ of type β such that a∗ <× b
∗.
But then a⋖ b∗, whence A˙ |= ψ.
(B7): Similar to (B6).
3.3 Reducing the number of blocks
Suppose A = (X,<, tp) is a finite typed partial order with factorization
B = (B,≪). The following notions will help us to reason about B. Recall
thatB× denotes the set of extremal blocks ofB. IfB ∈ B, define the depth of
B, denoted d(B), to be the lengthm of the longest path B = B0 ≪ · · · ≪ Bm.
The depth of B, denoted d(B), is the maximum value attained by d(B) for
B ∈ B. A cut is a number χ = i + 0.5 where 0 ≤ i < d(B). If χ and χ′ are
cuts, we say χ′ is above χ (and χ is below χ′) if χ′ < χ. (Depth increases as
we go down.) Similarly, if B ∈ B, we say that B is above χ if d(B) < χ, and
below χ if d(B) > χ. If χ′ is also a cut of B with χ below χ′, we say that B is
between χ and χ′ if it is above χ and below χ′.
For any cut χ, and any 1-type π, a a minimal π-block above χ is a block
B such that tp(B) = π, d(B) < χ and, for all B′ ∈ B such that tp(B′) = π
and d(B′) < χ, d(B) ≥ d(B′). A minimal block above χ is a minimal π-block
above χ for some π. The notion of maximal (π)-block below χ is defined
analogously. Denote by F+(χ) the set of minimal blocks above χ, and by
F−(χ) the set of maximal blocks below χ. Note that F+(χ) contains at
most one block of each type, and similarly for F−(χ). Let F (χ) = F−(χ) ∪
F+(χ) ∪ B×; we call F (χ) the frontier of χ. Fig. 2 shows a cut χ = 4.5 in
a factorization of a typed partial order over π1, . . . , πN . The sets of blocks
F+(χ) and F−(χ) are shown by shading.
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If χ and χ′ are cuts of B, with χ below χ′, we say that χ and χ′ are equiv-
alent if there exists a function f : F (χ) → F (χ′) satisfying the following
conditions;
(E1): f maps F−(χ) to F−(χ′), f maps F+(χ) to F+(χ′), and f is the iden-
tity on B×;
(E2): f : F (χ) → F (χ′) is a typed partial order isomorphism, i.e., f is 1–1
and onto, for all B ∈ F (χ), tp(B) = tp(f(B)), and for all A,B ∈ F (χ),
and A≪ B ⇔ f(A)≪ f(B).
Suppose χ and χ′ are equivalent cuts, with χ′ above χ. Obviously, no ex-
tremal block can lie between χ and χ′. For example, if A is minimal, then
f(A) = A, A ∈ F+(χ) but A 6∈ F+(χ′), contradicting the requirements of
(E1); a similar argument applies if A is maximal. Equally obviously, since
F+(χ′) and F−(χ′) each contain at most one block of any given type, the
function f , if it exists, is unique by the requirements of (E2); we denote it
by fχ,χ′ . Observe finally that, for any block B in F
−(χ)∪F+(χ), the blocks B
and fχ,χ′(B) stand in the same relations (≪,≫ or =) to all extremal blocks.
Fixing A = (X,<, tp) and B = (B,≪), suppose χ, χ′ are equivalent cuts
in B with χ below χ′. Let B− = {B ∈ B | d(B) > χ} be the set of blocks
below χ and B+ = {B ∈ B | d(B) < χ′} the set of blocks above χ′. Define
B
∗ = B−∪B+, and define the relation≪∗ onB∗ to be the transitive closure
of the three relations
{〈A,B〉 ∈ (B−)2 | A≪ B}
{〈A,B〉 ∈ (B+)2 | A≪ B}
{〈B, fχ,χ′(C)〉 | B ∈ F
−(χ), C ∈ F+(χ), B ≪ C}.
Denote by B∗ the pair (B∗,≪∗). Let X∗ =
⋃
B
∗, and let tp∗ be the restric-
tion of the function tp toX∗. Noting thatB× ⊆ B∗, we see that the extremal
order <× is defined on X
∗. Let <∗0 be the restriction of the intra-block or-
der <0 to X
∗. As before, we overload the symbol ≪∗ so that it denotes the
inter-block order on X∗ under B∗ : a≪∗ b if the blocks A,B ∈ B∗ such that
a ∈ A, b ∈ B satisfy A ≪∗ B. (Note that ≪∗ is not in general equal to
the restriction to X∗ of the inter-block order on X under B.) Finally, let <∗
be the transitive closure of (≪∗ ∪ <∗0 ∪ <×). We denote by A
∗ the triple
(X∗, <∗, tp∗).
For Lemmas 9–14, we keep A, B, χ and χ′ fixed, with B∗ and A∗ as
defined above.
Lemma 9. For all A,B ∈ B∗, A ≪∗ B implies A ≪ B. In addition, for any
1-type α, the α-blocks of B∗ are linearly ordered by≪∗.
Proof. The first assertion is immediate from the fact that≪∗ is the transi-
tive closure of three relations all contained in≪. For the second assertion,
observe first that, if there are no α-blocks below χ or above χ′, the result
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is immediate; hence we may assume otherwise. It suffices to show that, if
B ∈ F−(χ) is the maximal π-block in B below χ and A the minimal π-block
above χ′, then B ≪∗ A. Let C ∈ F+(χ) be the minimal π-block above χ, so
that B ≪ C. But then B ≪∗ fχ,χ′(C) = A, and we are done.
Lemma 10. For all a, b ∈ X∗, a <∗ b implies a < b. If, in addition, tp∗(a) =
tp∗(b), the converse implication holds.
Proof. The first assertion is immediate from the first assertion of
Lemma 9: <∗ is the transitive closure of three relations all included in
<. For the second assertion, suppose a < b, and that a and b belong to the
respective blocks A and B. If A = B, the result follows from the fact that
<∗ extends the intra-block order<∗0. Otherwise, we have A≪ B, and hence
B 6≪ A. By Lemma 9, A≪∗ B and so a <∗ b by the fact that <∗ extends the
inter-block order≪∗.
Lemma 11. A∗ is a typed partial order, and B∗ is a factorization of A∗.
Moreover, A∗ is thin over B∗.
Proof. By the first assertions of Lemmas 9 and 10, both ≪∗ and <∗ are
partial orders. By construction, for all B ∈ B∗, every element b ∈ B satisfies
tp∗(b) = tp(b) = tp(B). Thus, we can write tp∗(B) = tp(B) to denote the
1-type of B in B∗. The second assertion of Lemma 9 ensures that all blocks
of any fixed 1-type in B∗ are linearly ordered. Finally, the requirement that
A ≪∗ B implies a <∗ b for all a ∈ A, b ∈ B is secured by the fact that <∗
extends the inter-block ordering on X∗. The final statement of the lemma
is immediate from the definition of <∗.
Lemma 12. If all blocks of type α are less then all blocks of type β in the
block ordering B, then the same is true of the block ordering B∗.
Proof. We may assume that there exist α-blocks and β-blocks, for otherwise
the lemma is trivial. Since χ and χ′ are equivalent, either all α-blocks of
B are below χ, and there are both α- and β-blocks below χ′, or all β-blocks
are above χ′, and there are both α- and β-blocks above χ. The result then
follows from the definition of≪∗.
Lemma 13. If the blocks of type (α ∨ β) are linearly ordered in B, then the
blocks of this type are linearly ordered in B∗.
Proof. It suffices to show that, if A is the maximal (α ∨ β)-block below χ,
and B′ the minimal (α ∨ β) block above χ′, then A ≪∗ B′. Let B be the
minimal (α ∨ β)-block above χ. Since χ and χ′ are equivalent, B and B′
must be of the same type, so fχ,χ′(B) = B
′. But A ≪ B, whence A ≪∗ B′,
as required.
Lemma 14. Suppose a ∈ X∗ and b ∈ X are such that a ∼ b. Then there
exists b′ ∈ X∗ such that a ∼∗ b′.
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Figure 3: Proof of Lemma 14: the claim that A ≈∗ B′ in the case where A is
below χ.
Proof. Let A be the block of B containing a and B0 the block containing b. If
B0 ∈ B∗, the result follows immediately from Lemma 10 by setting b′ = b.
So we may suppose B0 lies between χ and χ
′.
Assume, for definiteness, that A lies below χ. Let β = tp(b) = tp(B0),
and let B be the minimal β-block above χ. We remark that β 6= α: for if
a and b are of the same 1-type, then they must be in the same block of B,
contradicting the supposition that B0 is not in B
∗. We claim that A ≈ B.
For either B = B0 or B ≪ B0, and certainly A ≈ B0, so that A 6≪ B;
on the other hand no block B above χ satisfies B ≪ A, which proves the
claim. Now let B′ be the minimal β-block above χ′, so that fχ,χ′(B) = B
′.
Since no extremal block can lie between the equivalent cuts χ and χ′, B
is not extremal; hence B′ is not extremal, by (E1) and the fact that fχ,χ′
is injective. We claim that A ≈∗ B′. Certainly, B′ 6≪∗ A, so it suffices to
suppose A ≪∗ B′, and derive a contradiction. By the construction of ≪∗,
there exist C, D, D′ = fχ,χ′(D) such that C is a maximal block below χ, D
is a minimal block above χ, and such that A ≪ C, C ≪ D and D′ ≪ B′.
Since B,D ∈ F+(χ) and B′, D′ ∈ F+(χ′), it follows from (E3) that D ≪ B.
But then A≪ B, which is the desired contradiction (see Fig. 3).
Recall now that B′ is not extremal, and that a ∈ A, b ∈ B0 with a ∼ b.
Pick any b′ ∈ B′. From a ∼ b and B ≪ B′, we know that b′ 6< a, whence,
by Lemma 10, b′ 6<∗ a. So suppose, for contradiction, that a <∗ b′. By
the definition of <∗, there exists a sequence a = a0, . . . , am = b such that,
16
for all i (0 ≤ i < m), the pair 〈ai, ai+1〉 is in (≪∗ ∪ <∗0 ∪ <×). But we
already know that A ≈∗ B′, so there must be some ℓ (0 ≤ ℓ < m) such
that aℓ <× aℓ+1. Take the largest such value of ℓ, and let C be the block
containing aℓ+1. Thus, C is extremal, and indeed, since B
′ is non-extremal,
we have ℓ < m− 1, and C ≪∗ B′, whence C ≪ B′ by Lemma 9. By the fact
that B′ = fχ,χ(B), and C is extremal, we have C ≪ B and hence C ≪ B0.
On the other hand, a < aℓ+1 ∈ C, contradicting the fact that a ∼ b. Thus,
a ∼∗ b′, as required. The case where A lies above χ′ proceeds similarly.
Let us summarize. We started by taking any partial order A = (X,< tp)
with factorization B = (B,≪). We supposed that there existed equivalent
cuts χ, χ′ of B, with χ below χ′. We then constructed a new partial or-
der A∗ = (X∗, <∗ tp∗) with factorization B∗ = (B∗,≪∗), as established by
Lemma 11. Let us write A/(χ, χ′) forA∗ and B/(χ, χ′) for B∗. Notice that the
size of B/(χ, χ′)—i.e. the number of blocks it contains—is strictly smaller
than that of B.
Lemma 15. Let Ψ be a conjunction of basic formulas, and suppose A is a
typed partial order such that A |= Ψ. Let B be a factorization of A such that
B |= FC(Ψ), and suppose χ, χ′ are equivalent cuts in B. Then A/(χ, χ′) |= Ψ,
B/(χ, χ′) |= FC(Ψ) and A/(χ, χ′) is thin over B/(χ, χ′). Moreover, if B is
unitary, then so is B/(χ, χ′).
Proof. Write A = (X,<, tp) and A/(χ, χ′) = (X∗, <∗, tp∗). We consider the
various basic forms in turn.
(B1a), (B1b): X∗ ⊆ X .
(B2a), (B2b), (B4): X∗ ⊆ X and, by Lemma 10, <∗ is no stronger than <.
(B3): By Lemma 12, B/(χ, χ′) |= ψ.
(B5a): By Lemma 10, <∗ coincides with < on (tp∗)−1(α).
(B5b): By Lemma 13, B/(χ, χ′) |= ψ.
(B6): Pick any a ∈ X∗ such that tp∗(a) = α. Let a∗ be a maximal α-element
of X such that a < a∗. Since A |= ψ, let b ∈ X be such that A |= µ[b],
tp[b] 6= α and a∗ < b. Without loss of generality, we may assume
that b is a maximal element of its 1-type in A. Since a∗ and b are
maximal elements, we have a∗, b ∈ X∗, and indeed a∗ <∗ b. Finally, by
the second statement of Lemma 10, a <∗ a∗, whence a <∗ b, whence
A/(χ, χ′) |= ψ.
(B7): Proceed symmetrically to the case (B6).
(B8): By Lemma 14.
(B9): X∗ ⊆ X .
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(B10): All extremal blocks of B are blocks of B/(χ, χ′).
Lemmas 12 and 13 ensure that B(χ, χ′) |= FC(Ψ). The remaining state-
ments of the lemma are obvious.
Lemma 16. SupposeΨ is a finitely satisfiable conjunction of basic formulas.
Then there is a model A |= Ψ with unitary factorization B of size bounded by
a doubly exponential function of the size of the signature of Ψ, such that A is
thin over B.
Proof. Suppose A0 is a finite typed partial order such that A0 |= Ψ. By
Lemma 7, let B0 be a factorization ofA0 such that B0 |= FC(Ψ). By Lemma 8,
we may assume that B0 is unitary and that A0 is thin over B0. Assuming
Ai and Bi have been defined, if Bi contains a pair of equivalent cuts, χ and
χ′, let Ai+1 = Ai/(χ, χ
′) and Bi+1 = Bi/(χ, χ
′). By Lemma 15, Ai+1 |= Ψ
and Bi+1 |= FC(Ψ); moreover, Bi+1 is unitary, and Ai+1 is thin over Bi+1.
Since the number of blocks in Bi is strictly decreasing, we eventually reach
a structure Am with factorization Bm, in which no two cuts are equivalent.
Since the frontier of any cut is at most exponential in size, there can be
at most doubly exponentially many cuts in Bm, and hence at most doubly
exponentially many blocks in Bm. This proves the lemma.
3.4 Reducing the size of blocks
With Lemma 16, we have established that, if a collectionΨ of basic formulas
has a finite model, then it has a finite model A with a small factorization
B, such that B guarantees the truth of all factor-controllable members of
Ψ, and A is thin over B. However, while the number of the blocks in B was
bounded by a doubly exponential function of the size of the signature of Ψ,
nothing at all was said about their size. In this section we show that the
blocks themselves can bounded in size.
Fix some finite typed partial order A = (X,<, tp) with unitary factor-
ization B = (B,≪), such that A is thin over B. Let us suppose that, for
some finite set Ψ of basic formulas, A |= Ψ and B |= FC(Ψ). Our strat-
egy in the sequel will be to divide up the blocks of B into sub-blocks, and
then to replace each sub-block by a set of either one or two elements, im-
posing a partial order on these elements which secures satisfaction of Ψ.
The difficulty is that, in reducing the size of each block, we are in danger of
creating connections between elements arising from previously unrelated
blocks, and in particular of creating unwanted cycles in the partial order
we are trying to define. A sub-block will be replaced by a singleton if the
block that includes it is itself is a unit block; otherwise, it will be replaced
by a pair of incomparable elements. The assumption that A is thin over
B underpins an inductive argument in Lemma 17 crucial in showing that
the order we eventually define contains no cycles. The assumption that B
is unitary rules out the possibility that some sub-block is made to contain
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a pair of incomparable elements when the including block is required to be
linearly ordered—in particular, if Ψ contains a basic formula of type (B5a).
For a ∈ X , and B ∈ B, we say that B is below a if there exists b ∈ B such
that b < a; similarly, we say that B is above a if there exists b ∈ B such that
a < b. Notice that, if a ∈ B, we may have B above and indeed also below a.
We define the sub-type of a to be the triple 〈B−, B,B+〉, whereB is the block
containing a, B− is the set of blocks below a and B+ the set of blocks above
a. A sub-block is a maximal set s of elements all having the same sub-type.
We write tp(s) = tp(B). Thus, each block is partitioned into a finite number
of sub-blocks, and all elements of a sub-block s have 1-type tp(s). If s and t
are sub-blocks contained in the respective blocks A and B, and A ≪ B, we
write s≪ t.
Lemma 17. Let a, b ∈ X with a < b. Let the sub-type of a be s = 〈A−, A,A+〉
and the sub-type of b be t = 〈B−, B,B+〉, where s 6= t. Then (i) A− ⊆ B−; (ii)
A
+ ⊇ B+; and (iii) {A}∪A+ ⊇ {B}∪B+. Furthermore, at least one of these
inclusions is strict.
Proof. The inclusions themselves are immediate. To show strictness, there-
fore, since A is thin over B, it evidently suffices to prove the result in the
cases where one of a <0 b, a≪ b or a <× b holds. If a <0 b, then A = B, and
strictness of either (i) or (ii) follows from the assumption s 6= t. If a ≪ b,
then A ≪ B, and hence A 6∈ B+, since there certainly cannot exist a′ ∈ A
with b < a′. Hence, inclusion (iii) is strict. Suppose, then that a <× b, so
that A 6= B, and a is either a maximal α-element or a minimal α-element,
where α = tp(a). If the former, then, since a < b, we again have A 6∈ B+,
so that inclusion (iii) is strict. If the latter, then A 6∈ A−, so inclusion (i) is
strict.
For every sub-block s, let sˆ = {sˆ(0), sˆ(1)}, where sˆ(0) and sˆ(1) are some
objects. If s is contained in (and hence is equal to) a unit block, we set
sˆ(0) = sˆ(1); otherwise, we set sˆ(0) 6= sˆ(1). Thus, each sˆ has cardinality
either 1 or 2. We call objects of the form sˆ(0) left-objects, and those of the
form sˆ(1) right-objects. For s 6= t, we insist that sˆ ∩ tˆ = ∅.
For each B ∈ B, let Bˆ =
⋃
{sˆ | s a sub-block of B}. Now let Bˆ = {Bˆ | B ∈
B}, and Xˆ =
⋃
Bˆ. Define an relation ≺ on Xˆ to be the transitive closure of
r∃ ∪ r∀, where
r∃ = {〈sˆ(i), tˆ(i)〉 | i ∈ {0, 1}, s 6= t and there exist a ∈ s, b ∈ t such that a < b}
r∀ = {〈sˆ(i), tˆ(j)〉 | s≪ t, i, j ∈ {0, 1}}
Note that, when sub-blocks s and t contain elements related by <, we re-
late the corresponding left-objects and the corresponding right-objects by
r∃; however, unless either of s or t has cardinality 1, we do not relate left-
objects to right-objects via r∃ or vice versa. On the other hand, if the block
order B enforces an ordering between the elements of s and t, we relate all
elements of sˆ to all elements of tˆ via r∀. The idea is to keep left-hand ele-
ments from being related to right-hand elements by ≺ wherever possible.
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Lemma 18. If c ∈ sˆ, d ∈ tˆ and c ≺ d, then sˆ 6= tˆ. Hence, ≺ is a partial order
on Xˆ.
Proof. Suppose c = c0, . . . , cm = d is a sequence of elements of Xˆ, where
〈ci, ci+1〉 ∈ r∃ ∪ r∀ for all i (0 ≤ i < m). For all i (0 ≤ i ≤ m), let ci ⊆ sˆi, and
let 〈A−i , Ai,A
+
i 〉 be the sub-type defining the sub-block si. It is immediate
from Lemma 17 that this sequence of sub-types cannot contain repeated
elements. It immediately follows that ≺ is irreflexive.
Define the function tˆp on Xˆ by setting tˆp(sˆ(i)) = tp(s) for every sub-block
s and every i ∈ {0, 1}. Now define Aˆ to be the typed partial order (Xˆ,≺, tˆp).
Note that, if Bˆ ∈ Bˆ, the 1-type tˆp(sˆ(i)) is constant for all sˆ(i) ∈ Bˆ; we
denote this value by tˆp(Bˆ). Finally, we define a partial order 2 on Bˆ by
setting Aˆ 2 Bˆ just in case A≪ B, and define Bˆ = (Bˆ,2).
The number of sub-types is bounded by |B|2N+1, where N is the number
of 1-types. To see this, notice that, since blocks of any given type are linearly
ordered, the sets B− and B+ are each specified by a sequence of at most N
blocks. At the same time, |Xˆ| ≥ 2. Indeed, if |B| ≥ 2, this is immediate.
If, on the other hand, B = {B}, then |B| = |X | ≥ 2, whence |Xˆ| = |Bˆ| ≥ 2.
Thus, Aˆ does not violate our general restriction to structures of cardinality
at least 2. We now prove a sequence of lemmas culminating in Lemma 24,
which states that Aˆ |= Ψ.
Lemma 19. Bˆ is a factorization of Aˆ. Moreover, the mapping B 7→ Bˆ is an
isomorphism of typed partial-orders (B,≪, tp)→ (Bˆ,2, tˆp).
Proof. Immediate from the above construction.
Lemma 20. Let c ∈ sˆ and d ∈ tˆ, where s, t are sub-blocks of B, and let s ⊆ A,
t ⊆ B, where A, B are blocks of B. If c ≺ d, then: (i) for all a ∈ s, there exists
b ∈ B such that a < b; and (ii) for all b ∈ t, there exists a ∈ A such that a < b.
Proof. We may suppose c = c0, . . . , cm = d are elements of Xˆ such that
(ci, ci+1) ∈ r∃ ∪ r∀ for all i (0 ≤ i < m). We establish (i) by induction on m.
If m = 1, from the definition of r∃ and r∀, there exist a ∈ s and b ∈ t ⊆ B
such that a < b. Since s is a sub-block, for all a ∈ s, there exists b ∈ B
such that a < b. If m > 1, suppose the result holds for c, d joined by shorter
sequences. Let c1 ∈ sˆ1. From the definition of r∃ and r∀, there exist a ∈ s
and a′ ∈ s1 such that a < a
′. By inductive hypothesis, there exists b ∈ B
such that a′ < b, whence a < b. Since s is a sub-block, for all a ∈ s, there
exists b ∈ B such that a < b. The proof of (ii) is similar.
Lemma 21. Let c1 ∈ sˆ1, c2 ∈ sˆ2 and c3 ∈ sˆ3, where s1, s2, s3 are sub-blocks
of B, with s2 included in ( and hence equal to) a unit blockB. If s1 ≺ s2 ≺ s3,
then, for all a ∈ s1 and all b ∈ s3, a < b.
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Proof. By Lemma 20, for all a ∈ s1 there exists b′ ∈ B such that a < b, and,
for all b ∈ s3 there exists b′ ∈ B such that b′ < b. But B is a singleton,
whence a < b.
Lemma 22. Let c1 ∈ sˆ1, c2 ∈ sˆ2, c3 ∈ sˆ3 and c4 ∈ sˆ4 where s1, s2, s3 s4 are
sub-blocks of B. If c1 ≺ c2, 〈c2, c3〉 ∈ r∀ and c3 ≺ c4, then, for all a ∈ s1 and
all b ∈ s4, a < b.
Proof. Similar reasoning to Lemma 21.
Now for the crucial lemma guaranteeing the existence of incomparable
witnesses in the typed partial order Aˆ. For c, d ∈ Xˆ, we write c ≍ d to mean
that c 6= d, c 6≺ d and d 6≺ c. That is, ≍ stands in the same relation to ≺ as ∼
does to <.
Lemma 23. Suppose a, b ∈ X with a ∼ b. Let s be the sub-block containing
a and t the sub-block containing b. Then, for every c ∈ sˆ, there exists d ∈ tˆ
such that c ≍ d.
Proof. Assume without loss of generality that c = sˆ(0) is a left-element. We
claim that d = tˆ(1) is incomparable to c. For suppose c ≺ d. Then there is a
sequence c = c0, . . . , cm = d of elements of Xˆ such that (ci, ci+1) ∈ r∃ ∪ r∀ for
all i (0 ≤ i < m). Let ci ∈ sˆi and si ⊆ Ai for all i. Since c is a left-element
and d is a right element, either Ai is a unit block for some i (0 ≤ i ≤ m) or
(ci, ci+1) ∈ r∀ for some i (0 ≤ i < m). It then follows from Lemmas 21 or 22
that, for all a′ ∈ s, and all b′ ∈ t, a′ < b′, contradicting the supposition that
a ∼ b. Hence c 6≺ d. By a similar argument, d 6≺ c.
Lemma 24. Aˆ |= Ψ.
Proof. We consider the possible forms of ψ ∈ Ψ in turn.
(B1a): A |= ψ implies that there is just one block A of B having 1-type α,
and A = s is a unit block. But then there is only one element of Xˆ
having 1-type α, namely sˆ(0) = sˆ(1). Thus Aˆ |= ψ.
(B1b): This formula is equivalent to ∀x¬α∨∀x¬β; but the realized 1-types
in A and Aˆ are the same.
(B2a): Suppose c ∈ sˆ, d ∈ tˆ be such that tˆp(c) = α and tˆp(d) = α. Let s,
t be sub-blocks of the respective blocks A and B. If c ≺ d, then, by
Lemma 20, there exist a ∈ A and b ∈ B such that a < b, contradicting
A |= ψ. Similarly if d ≺ c. Thus, Aˆ |= ψ.
(B2b): Similar to (B2a).
(B3), (B5b): By Lemma 19, Bˆ is isomorphic to B (as a typed partial order),
so that Bˆ |= ψ. But since Bˆ is a factorization of Aˆ, we have, by the first
statements of Lemmas 3 and 4, Aˆ |= ψ.
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(B4): Let c = sˆ(i) be of 1-type β and d = tˆ(j) be of 1-type α. Let t lie in
the block B of B. Suppose, for contradiction, c ≺ d. Pick any a ∈ s. By
Lemma 20, there exists b ∈ B such that a < b. But a is of type β and b
of type α, contradicting A |= ψ. Hence Aˆ |= ψ.
(B5a): A |= ψ implies that every block of B having 1-type α is linearly
ordered, and hence, by assumption, is in fact a unit-block. But then
every block of Bˆ having 1-type α is a unit-block, whence Aˆ |= ψ.
(B6): Let c = sˆ(i) be of 1-type α, and pick any a ∈ s. Since A |= ψ, we have
b > a such that tp(b) 6= α and A |= µ[b]. Let b be in the sub-block t, and
let d = tˆ(i). By construction, c ≺ d and Aˆ |= µ[d], whence Aˆ |= ψ.
(B7): Similar to (B6).
(B8): Let c ∈ sˆ be of 1-type α, and pick any a ∈ s. Since A |= ψ, we have
b ∼ a such that A |= µ[b]. Let b be in the sub-block t. By Lemma 23
there exists d ∈ tˆ such that c ≍ d. Hence Aˆ |= ψ.
(B9), (B10): The realized 1-types in A and Aˆ are the same.
Theorem 25. Let ϕ be an L21POu-formula in weak normal form with mul-
tiplicity m over a signature σ. If ϕ has a finite model, then it has a model
of size bounded by a doubly exponential function of |σ| + m. Hence, any
finitely satisfiable L21POu-formula ϕ has a model of size bounded by a dou-
bly exponential function of ‖ϕ‖, and so FinSat(L21POu) is in 2-NEXPTIME.
Proof. For the first statement, by Lemma 2, we may replace ϕ by a set Ψ of
basic formulas over a signature σ∗ of size at most |σ| + 3m. By Lemma 16,
let A be a typed partial order with unitary factorization B = (B,≪). such
that A |= Ψ, B |= FC(Ψ), B is of size doubly exponential in |σ∗|, and A is thin
over B. Now let Aˆ be as defined before Lemma 18. By Lemma 24, Aˆ |= Ψ.
But Aˆ is of size at most 2(|B|2N+1), where N is the number of 1-types over
σ∗. Thus, Ψ is satisfiable over a domain doubly exponential in |σ| +m. The
remainder of the theorem follows by Lemma 1.
4 Two-variable logic with one partial order
The purpose of this section is to show that the logic L21PO has the dou-
bly exponential-sized finite model property (Theorem 30): if ϕ is a finitely
satisfiable L21PO-formula, then ϕ has a model of size bounded by some
fixed doubly exponential function of ‖ϕ‖. It follows that the finite satisfi-
ability problem for L21PO is in 2-NEXPTIME. We proceed by reduction to
the corresponding problem for weak normal-form L21POu-formulas, paying
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particular attention to the size of the relevant signature, and the multiplic-
ities of the formulas in question. In this section, we continue to assume
that all signatures contain the navigational predicates <, > and ∼, subject
to the usual semantic constraints. We use the (possibly decorated) variable
τ to range over 2-types, λ, µ, ν over unary pure Boolean formulas and ζ,
η, θ, ϕ, χ, ψ, ω over arbitrary formulas. Henceforth, for any integer n, we
denote by ⌊n⌋ the value n modulo 3.
A crucial step in our reduction is the definition of a specialized normal
form for L21PO-formulas, from which it is easy to eliminate ordinary bi-
nary predicates. Say that an L21PO-formula is in spread normal form if it
conforms to the pattern∧
ζ∈Z
∃x.ζ∧∀x∀y(x = y ∨ η)∧
2∧
k=0
m−1∧
h=0
∀x∃y(λk → (λ⌊k+1⌋(y) ∧ µh(y) ∧ θh)),
(7)
where: (i) Z is a set of unary pure Boolean formulas; (ii) η, θ0, . . . , θm−1 are
quantifier- and equality-free formulas, with m ≥ 1; and (iii) λ0, λ1, λ2 are
mutually exclusive unary pure Boolean formulas; and (iv) µ0, . . . , µm−1 are
mutually exclusive unary pure Boolean formulas. Spread normal form is—
modulo insertion of harmless conjuncts x 6= y—a special case of weak nor-
mal form (2). We take themultiplicity of the spread normal form formula (7)
to be the quantity 3m. (Thus, the definitions of multiplicity for spread nor-
mal form and weak normal form agree.) Its distinguishing feature is that
witnesses are required to be ‘spread’ over disjoint sets of elements. Thus,
suppose A is a model of the formula (7), and A |= λk[a] for some a ∈ A and
some k (0 ≤ k < 3). Then there exist b0, . . . , bm−1 ∈ A such that, for each h
(0 ≤ h < m), A |= θh[a, bh] and |= µh[bh]. It follows that the b0, . . . , bm−1 are
distinct; moreover, all of these elements satisfy λ⌊k+1⌋(y), so that their wit-
nesses, which satisfy λ⌊k+2⌋(y), cannot include a. Thus, the witnesses for
an element of A are never duplicated, and nothing is a witness of a witness
of itself.
In order to transform L21PO-formulas into spread normal form, wemust
first establish a lemma allowing us to create copies of certain parts of struc-
tures without compromising the truth of those formulas. If A is any struc-
ture interpreting a signature σ, we call any element of a a king if it is the
unique element of A realizing its 1-type (over σ): tpA[b] = tpA[a] implies
b = a for all b ∈ A. Elements which are kings are said to be royal. The
following lemma says that we may duplicate the non-royal elements of any
structure any (finite) number of times.
Lemma 26. Let A1 be a structure over domain A1, A0 the set of kings of A1,
and B1 = A1 \ A0. There exists a family of sets {Bi}i≥2, pairwise disjoint
and disjoint from A1, a family of bijections {fi}i≥2, where fi : Bi → B1, and
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B1
A0
fj(b)
fi+1(a) = a
′
. . .
Bj
b
. . .
Bi+1
a
tpAi+1 [a, b] = tpAj [fi+1(a), b] = tp
A1 [fi+1(a), fj(b)]
Figure 4: Construction of the structure Ai+1 (Lemma 26), where a ∈ Bi+1,
b ∈ Bj , and j ≤ i.
a sequence of structures {Ai}i≥2, where Ai has domain Ai = A0 ∪ B1 ∪ B2 ∪
· · · ∪Bi, such that, for all i ≥ 2:
(i) Ai−1 ⊆ Ai, and all 2-types realized in Ai are realized in A1;
(ii) for all a ∈ Bi and all b ∈ A1, if fi(a) 6= b, then tp
Ai [a, b] = tpA1 [fi(a), b];
(iii) for all a ∈ Bi, all j (2 ≤ j ≤ i) and all b ∈ Bj , if fi(a) 6= fj(b), then
tpAi [a, b] = tpA1 [fi(a), fj(b)];
(iv) <Ai is a partial order.
Proof. Enumerate B1 as {a
1, a2, a3, . . . }. Let the set of indices of this enu-
meration (which may be finite or infinite) be K. For each k ∈ K, let bk ∈ B1
be such that tpA[ak] = tpA[bk] but ak 6= bk. This is possible because A0 is
the set of kings of A1.
We prove the lemma by induction on i. The base case, i = 1, is vacuous.
Observe that the domain of A1 is the disjoint union of A0 and B1, and define
the bijection f1 : B1 → B1 to be the identity map. For the inductive case,
suppose the sets Ai−1, Bi, the structure Ai, and the bijection fi : Bi → B1
have been defined, such that the domain Ai of Ai is the disjoint union of Ai
and Bi, and Statements (i)–(iv) hold whenever i ≥ 2. We proceed to define
Ai+1, Bi+1, Ai+1 and fi+1, and establish the corresponding properties for
these objects.
The definition employs a subsidiary induction. Let A1i = Ai and A
1
i = Ai.
We shall construct a sequence of structures {Aki }k∈K over the correspond-
ing sequence of domains {Aki }k∈K . Assume that A
k
i has been defined over
domain Aki and k + 1 ∈ K. Let a
k
i+1 be a new element (not in A
k
i ), and let
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Ak+1i = A
k
i ∪ {a
k
i+1}. (The indexing reflects the intuition that a
k
i+1 will form
the kth new element in the structure Ai+1 when this is completed.) We
extend Aki to a structure A
k+1
i over A
k+1
i by setting:
tpA
k+1
i [aki+1] = tp
A
k
i [ak] (8)
tpA
k+1
i [aki+1, a
k] = tpA
k
i [bk, ak] (9)
tpA
k+1
i [aki+1, b] = tp
A
k
i [ak, b] for all b ∈ Aki \ {a
k}. (10)
From the fact that tpA
k
i [ak] = tpA
k
i [bk], these type-assignments involve no
clashes. Moreover, since A1i ( A
2
i ( · · · , we may define Ai+1 =
⋃
k∈K A
k
i ,
taking Ai+1 to have domain Ai+1. Letting Bi+1 = {a1i+1, a
2
i+1, . . . }, we see
that Ai+1 = Ai ∪ Bi+1 = A0 ∪ B0 ∪ · · · ∪ Bi+1. Intuitively, Ai+1 is just like
Ai except that we have added an extra copy of the set B1, relating the new
elements to each other and to Ai as specified by A1. Define the bijection
fi+1 : Bi+1 → B1 by setting fi+1(aki+1) = a
k for all k ∈ K.
We need to secure Statements (i)–(iv) of the lemma, but with i replaced
by i + 1. For Statement (i), it is immediate by construction that Ai ⊆ Ai+1
and from (9) and (10), via a subsidiary induction on k, we see that Ai+1
realizes only those 2-types realized in Ai, and hence, by inductive hypoth-
esis, in A1. For Statement (ii), it follows from (10), again via a subsidiary
induction on k, that, for all a ∈ Bi+1 and all b ∈ A1, if fi+1(a) 6= b, then
tpAi+1 [a, b] = tpA1 [fi+1(a), b]. For Statement (iii), we consider separately the
cases j = i + 1 and j ≤ i. The former is the simpler: observe that, for
k, ℓ ∈ K with k < ℓ, tpA
ℓ
i [aki+1, a
ℓ
i+1] = tp
A1 [ak, aℓ]. Indeed, tpA
ℓ
i [aki+1, a
ℓ
i+1] =
tpA
ℓ−1
i [aki+1, a
ℓ] = tpA
k
i [aki+1, a
ℓ] = tpA
k−1
i [ak, aℓ] = tpA1 [ak, aℓ]. Thus, for dis-
tinct a, b ∈ Bi+1, we have
tpAi+1 [a, b] = tpA1 [fi+1(a), fi+1(b)].
This secures Statement (iii) for the case j = i + 1. The case 2 ≤ j ≤ i is
illustrated in Fig. 4. Writing a′ = fi+1(a), by statement (ii) of the inductive
hypothesis, if fj(b) 6= a′, then tp
Ai [a′, b] = tpA1 [a′, fj(b)], and by construction
of Ai+1, tp
Ai+1 [a, b] = tpAi [a′, b]. Thus, if fi+1(a) 6= fj(b), then tp
Ai+1 [a, b] =
tpA1 [fi+1(a), fj(b)].
Turning to Statement (iv), it follows from (8) that <A
k
i+1 is not reflexive.
We claim that, in addition, this relation is transitive. It evidently suffices
to show that if <A
k
i is a transitive relation, then so is <A
k+1
i . Suppose,
therefore that <A
k
i is transitive, and let a, b, c be elements of Ak+1i such that
A
k+1
i |= a < b and A
k+1
i |= b < c. We must show A
k+1
i |= a < c. If a, b, c ∈ A
k
i ,
this is immediate. Moreover, if a = b or b = c there is nothing to show.
On the other hand, if a = c = aki+1 and b ∈ A
k
i , then either tp
A
k+1
i [a, b] =
tpA
k+1
i [c, b] = tpA
k
i [ak, b] or tpA
k+1
i [a, b] = tpA
k+1
i [c, b] = tpA
k
i [bk, b], in either
case contradicting the supposition that Ak+1i |= a < b and A
k+1
i |= b <
c. Moreover, an exactly similar argument applies if a = c ∈ Aki and b =
aki+1. Hence, we may assume that the elements a, b and c are distinct, and
that exactly one of them is equal to aki+1. We therefore have three cases to
consider.
Case 1: aki+1 = a. We claim first of all that c 6= a
k. For suppose c = ak 6= b.
Then Ak+1i |= b < c implies A
k
i |= b < a
k, whence Aki 6|= a
k < b, and therefore
A
k+1
i 6|= a
k
i+1 < b, contradicting the supposition that A
k+1
i |= a < b. If, on
the other hand, b = ak 6= c, then Aki |= b < c is the statement A
k
i |= a
k < c,
which implies Ak+1i |= a < c. Thus we may suppose that neither b nor c is
equal to ak. But then Aki |= a
k < b and Aki |= b < c, whence A
k
i |= a
k < c,
whence Ak+1i |= a < c.
Case 2: aki+1 = b. Suppose first that a = a
k. Then Ak+1i |= b < c implies
Aki |= a
k < c, and hence Ak+1i |= a
k < c, which is the required statement
A
k+1
i |= a < c. A similar argument applies if c = a
k. Thus we may suppose
that neither a nor c is equal to ak. But then Aki |= a < a
k and Aki |= a
k < c,
whence Aki |= a < c, whence A
k+1
i |= a < c.
Case 3: aki+1 = c. The same as Case 1, but with the order reversed.
This completes the induction.
We now come to the lemma allowing us to transform any L21PO-formula
in standard normal form into one in spread normal form. We require some
additional notation. Let p¯ = p1, . . . , pn be a sequence of unary predicates.
For all i (0 ≤ i < 2n), we abbreviate by p¯〈i〉 the unary, pure Boolean formula
ρ1∧· · ·∧ρn, where, for all j (1 ≤ j ≤ n), ρj is pj(x) if the jth bit in the n-digit
binary representation of i is 1, and ¬pj(x) otherwise. We call p¯〈i〉(x) the ith
labelling formula (over p1, . . . , pn). Evidently, if A = {a0, . . . , aM−1} is a set
of cardinalityM ≤ 2n, then we can interpret the predicates in pj (1 ≤ j ≤ n)
over A so as to ensure that, for all i (0 ≤ i < M ), ai satisfies p¯〈i〉.
Lemma 27. Let ϕ be an L21PO-formula in standard normal form over a
signature σ, having multiplicity m. There exists a formula ϕ∗ in spread
normal form over a signature σ∗ with the following properties: (i) |= ϕ∗ → ϕ;
(ii) if ϕ has a (finite) model then so has ϕ∗; and (iii) |σ∗| is polynomially
bounded as a function of |σ|+m, and ϕ∗ has multiplicity 3m.
Proof. Write ϕ as
∀x∀y(x = y ∨ η) ∧
m−1∧
h=0
∀x∃y(x 6= y ∧ θh).
Suppose A1 |= ϕ, and let A0 be the set of kings of A1. By taking A1 to
interpret two fresh unary predicates if necessary, we may assume |A0| ≥
2. Let B1 = A1 \ A0 and let f1 : B1 → B1 be the identity map. Now
take {Bi}i≥2, {fi}i≥2 and {Ai}i≥2 to be the series of sets, bijections and
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structures guaranteed by Lemma 26. Let A = A3m; thus, A is finite if A1 is.
Finally, re-index the setsB1, . . . , B3m (in any order whatever) asBh,k, where
0 ≤ h < m and 0 ≤ k < 3; and re-index the f1, . . . , f3m correspondingly
asfh,k.
For each a ∈ A0 and each h (0 ≤ h < m) choose some b ∈ A1 \ {a} such
that A1 |= θh[a, b], and let C0 consist of the elements of A0 together with all
of the (at most m · |A0|) elements thus selected. We refer to C0 as the court
of A. Let us enumerate A0 as c0, . . . , cS−1 and the rest of C0 as cS , . . . , cT−1.
Thus, 0 ≤ S ≤ T ≤ (m + 1)2|σ|. Let t = ⌈log(T + 1)⌉, and let q1, . . . , qt
be new unary predicates. Writing q¯〈i〉 for the ith labelling formula over
q1, . . . , qt, let A be expanded to a structure A
′ such that, for all i (0 ≤ i < T ),
A′ |= q¯〈i〉[ci], and A′ |= q¯〈T 〉[a] for all a ∈ A \ C0.
Thus, under the interpretation A′, for 0 ≤ i < S, we may read q¯〈i〉(x)
as “x is the ith king;” and for 0 ≤ i < T , we may read q¯〈i〉 as “x is the ith
member of the court.” (Hence, the kings come before the non-royal courtiers
in the numbering.) Now let χ be the formula
T−1∧
i=0
∃x.q¯〈i〉(x)
and ψ1 the formula
T−2∧
i=0
T−1∧
j=i+1
∀x∀y(x = y ∨ (q¯〈i(x)〉 ∧ q¯〈j〉(y)) → tpA[ci, cj ]),
recording the diagram of A over C0. Obviously, A
′ |= χ ∧ ψ1. Conversely, in
any model of χ ∧ ψ1, we see that for all h (0 ≤ h < m) and for any element
a satisfying p¯〈i〉 for some i (0 ≤ i < S), there exists b 6= a such that the pair
〈a, b〉 satisfies θh.
Let s = ⌈log(S + 1)⌉. For each h (0 ≤ h < m), let qh1 , . . . , q
h
s be new unary
predicates, and write q¯h〈i〉(x) for the ith labelling formula over these pred-
icates. Expand A′ to a model A′′ as follows. For each a ∈ A \ A0, and each
h (0 ≤ h < m), if there exists any b ∈ A0 such that A |= θh[a, b], choose
some such element, say, ci (with i depending on a and h), and interpret the
predicates qh1 , . . . , q
h
s so that A
′′ |= q¯h〈i〉[a]; otherwise, interpret the predi-
cates qh1 , . . . , q
h
s so that A
′′ |= q¯h〈S〉[a]. Thus, under the interpretation A′′,
for 0 ≤ i < S, we may read q¯h〈i〉(x) as “x is an element such that the ith
king provides a θh-witness for x.” Now let ψ2 be the formula
S−1∧
i=0
m−1∧
h=0
∀x∀y(x = y ∨ (q¯h〈i〉(x) ∧ q¯〈i〉(y)→ θh)),
recording this fact. Obviously, A′′ |= ψ2. Conversely, in any model of χ ∧ ψ2,
we see that for all h (0 ≤ h < m), and all elements a satisfying q¯h〈i〉(x) for
some i (0 ≤ i < S), there exists b 6= a such that the pair 〈a, b〉 satisfies θh.
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Finally, let o0, o1, o2 and p0, . . . , pm−1 be new unary predicates, and ex-
pand A′′ to a structure A′′′ by setting
(ok)
A =
m⋃
h=1
Bh,k for all k (0 ≤ k < 3)
(ph)
A =
3⋃
k=0
Bh,k for all h (1 ≤ h ≤ m).
Thus, we may read ok(x) as “x is in Bh,k for some h”, and ph(x) as “x is
in Bh,k for some k”. Let λ0 = o0(x), λ1 = o1(x) ∧ ¬o0(x), λ2 = o2(x) ∧
¬o0(x)∧¬o1(x). Thus, λ0, λ1, λ2 are mutually exclusive pure unary formulas.
Similarly, let µh(x) = qh(x) ∧
∧h−1
h′=0 ¬qh′(x) for all h (0 ≤ h < m). Thus,
µ0, . . . , µm−1 are also mutually exclusive unary pure Boolean formulas.
Now let ψ3 be the formula
∀x∀y
(
x = y ∨
S−1∨
i=0
q¯〈i〉(x) ∨
2∨
k=0
λk
)
,
which, we note, is equivalent (over structures with cardinality at least 2) to
∀x
(
S−1∨
i=0
q¯〈i〉(x) ∨
2∨
k=0
λk
)
.
It is immediate by construction that A′′′ |= ψ3, since every a ∈ A0 satisfies
q¯〈i〉(x) for some i (0 ≤ i < S), and every a ∈ A \ A0 lies in one of the sets
Bh,k. In addition, let θ
∗
h(x, y) be the formula(
S−1∧
i=0
¬q¯h〈i〉(x)
)
→ θh,
for all h (0 ≤ h < m), and let ω be the formula
m−1∧
h=0
2∧
k=0
∀x(λk → ∃y(λ⌊k+1⌋(y) ∧ µh(y) ∧ θ
∗
h)).
We claim that A′′′ |= ω. To see this, fix 0 ≤ h < m and 0 ≤ k < 3, and suppose
a ∈ A is such that A′′′ |= λk[a]. If A′′′ |= q¯h〈i〉[a] for some i (0 ≤ i < S), then
we may pick any element b ∈ Bh,⌊k+1⌋ as a witness, since A
′′′ |= θ∗h[a, b]
holds by failure of the antecedent. Otherwise, by the construction of A′′′,
a ∈ Bh′,k for some h′ (1 ≤ h′ ≤ m) and, moreover, there is no b ∈ A0 for
which A |= θh[a, b]. Now let a
′ = fh′,k(a). Since tp
A[a, b] = tpA[a′, b] for all
b ∈ A0, it follows that there is no b ∈ A0 for which A |= θh[a′, b]. Since
A1 |= ϕ, therefore, let b′ ∈ B1 be such that A |= θh[a′, b′] and let b ∈ Bh,⌊k+1⌋
be such that fh,⌊k+1⌋(b) = b
′. Since tpA[a, b] = tpA[a′, b′], we have A |=
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θh[a, b]. Moreover, by the construction ofA
′′′, A′′′ |= λ⌊k+1⌋[b] and A
′′′ |= µh[b].
Therefore, A′′′ |= ω as claimed. Conversely, in any model of ω, we see that
for all h (0 ≤ h < m) and all elements a satisfying λk(x) but not satisfying
q¯h〈i〉(x) for any i (0 ≤ i < S), there exists some b 6= a such that the pair 〈a, b〉
satisfies θh.
Finally, let ϕ∗ be the formula
χ ∧ ∀x(x = y ∨ η) ∧ ψ1 ∧ ψ2 ∧ ψ3 ∧ ω,
and let σ∗ be the signature of ψ∗. Thus, ϕ∗ is in spread form, with multiplic-
ity 3m. Moreover, the only new predicates in σ∗ are o0, o1, o2, p0, . . . , pm−1,
q1, . . . qt, and the q
h
1 , . . . q
h
s (0 ≤ h < m), so that |σ
∗| is bounded by a polyno-
mial function of |σ| + m. Moreover, we have shown that, if A |= ϕ, then
A′′′ |= ϕ∗, and, moreover, A′′′ is finite if A is. It remains to show that
|= ϕ∗ → ϕ. So suppose B |= ϕ∗, a ∈ B and 0 ≤ h < m. As we have ob-
served, if B |= q¯〈i〉[a] for some i (0 ≤ i < S), then χ ∧ ψ1 guarantees the
existence of some b ∈ B \ {a} such that B |= θh[a, b]. Otherwise, by ψ3,
B |= λk[a] for some k (0 ≤ k < 3). If, now B |= q¯h〈i〉[a] for some i (0 ≤ i < S),
χ ∧ ψ2 guarantees the existence of some b ∈ B \ {a} such that B |= θh[a, b].
If, on the other hand, B 6|= q¯h〈i〉[a] for any i (0 ≤ i < S), ω guarantees the
existence of some b ∈ B \ {a} such that A1 |= θh[a, b]. Thus, B |= ϕ.
In the sequel, we employ terminology and techniques familiar from the
area of automated theorem proving. In particular, a a clause is a disjunc-
tion (possibly empty) of literals. The empty disjunction is written as ⊥,
and is taken to denote the falsum. We use (possibly decorated) lower-case
Greek letters γ, δ, ǫ to range over clauses, and upper-case Greek letters Γ,
∆ to range over finite sets of clauses. If Γ is a finite set of clauses, then we
denote by Γ−1 the result of transposing the variables x and y in Γ. To avoid
notational clutter, we frequently identify a finite set of clauses with its con-
junction, writing, for example, Γwhenwe actually mean
∧
Γ. It is a familiar
fact that, for any quantifier-free formula ϕ over relational signature, there
exists a collection of clauses Γ such that |= ϕ ↔ Γ (so-called conjunctive
normal form). In general |Γ| will be exponential in ‖ϕ‖; however, Γ and ϕ
employ the same signature.
Let ρ be an ordinary atomic formula featuring two distinct variables–
i.e. a formula of either of the forms r(x, y) or r(y, x), where r is an ordinary
binary predicate, and let γ′, δ′ be clauses. Then, γ = ρ ∨ γ′ and δ = ¬ρ ∨ δ′
are also clauses, as indeed is γ′ ∨ δ′. In that case, we call γ′ ∨ δ′ an ordinary
binary resolvent of γ and δ, and we say that γ′ ∨ δ′ is obtained by ordinary
binary resolution from γ and δ on ρ, or simply: γ and δ resolve to form γ′∨δ′.
Note that no unification of variables occurs in ordinary binary resolution:
in fact, ordinary binary resolution is just the familiar rule of propositional
resolution restricted to the case where the resolved-on atom is of the form
r(x, y) or r(y, x), with r an ordinary binary predicate. Observe that: (i) if γ
and δ resolve to form ǫ, then |= γ ∧ δ → ǫ; (ii) the ordinary binary resolvent
of two clauses may or may not involve ordinary binary predicates; (iii) if
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the clause γ involves no ordinary binary predicates, then it cannot undergo
ordinary binary resolution at all.
If Γ is a set of clauses, denote by [Γ]∗ the smallest set of clauses including
Γ and closed under ordinary binary resolution, in the sense that, if γ, δ ∈
[Γ]∗, and ǫ is an ordinary binary resolvent of γ and δ, then ǫ ∈ [Γ]∗. We
further denote by [Γ]◦ the result of deleting from [Γ]∗ any clause involving
an atom r(x, y) or r(y, x), where r is an ordinary binary predicate. Notice,
incidentally, that [Γ]◦ may feature ordinary binary predicates: however, all
occurrences of these must be in atoms of the forms r(x, x) or r(y, y).
This last observation prompts the introduction of some additional no-
tation and terminology that will be used in the next lemma. Call a literal
diagonal if it is of the form ±r(u, u), where r is a binary predicate and u a
variable. Let σ be a relational signature and σ′ ⊆ σ such that σ \σ′ consists
only of binary predicates. A semi-diagonal 2-type over (σ, σ′) is a maximal
consistent set of literals over σ each one of which is either a literal over
σ′ or a diagonal literal. If A is a structure interpreting σ and a, b distinct
elements of the domain A, we denote by tpA/σ′ [a, b] the unique semi-diagonal
2-type over (σ, σ′) satisfied by the pair 〈a, b〉. Thus, tpA/σ′ [a, b] is just like
tpA[a, b], except that it is silent on the question of which binary relations in
σ \ σ′ are satisfied by the pairs 〈a, b〉 and 〈b, a〉.
The following lemma, which will form the core of our reduction of
FinSat(L21PO) to FinSat(L21POu), is, in effect, nothing more than the fa-
miliar completeness theorem for (ordered) propositional resolution.
Lemma 28. Let Γ be a set of clauses, over a signature σ, let σ− be the signa-
ture obtained by removing all the ordinary binary predicates from σ, and let
τ− be a semi-diagonal 2-type over (σ, σ−). If |= τ− → [Γ]◦, then there exists
a 2-type τ over the signature σ such that |= τ → τ− and |= τ → Γ.
Proof. Enumerate the formulas of the forms r(x, y) and r(y, x), where r is
an ordinary binary predicate in σ, as ρ1, . . . , ρn. Define a level-i extension
of τ− inductively as follows: (i) τ− is a level-0 extension of τ−; (ii) if τ ′ is a
level-i extension of τ− (0 ≤ i < n), then τ ′ ∧ ρi+1 and τ ′ ∧ ¬ρi+1 are level-
(i + 1) extensions of τ−. Thus, the level-n extensions of τ are exactly the
2-types over σ entailing τ−. If τ ′ is a level-i extension of τ− (0 ≤ i < n), we
say that τ ′ violates a clause δ if, for every literal in δ, the opposite literal
is in τ ′; we say that τ ′ violates a set of clauses ∆ if τ ′ violates some δ ∈ ∆.
Suppose now that τ ′ is a level-i extension of τ− (0 ≤ i < n). We claim that,
if both τ ′ ∧ ρi+1 and τ ′ ∧ ¬ρi+1 violate [Γ]∗, then so does τ−. For otherwise,
there must be a clause ¬ρi+1 ∨ γ′ ∈ [Γ]∗ violated by τ ′ ∧ ρi+1 and a clause
ρi+1∨δ′ ∈ [Γ]∗ violated by τ ′∧¬ρi+1. But in that case τ ′ violates the ordinary
binary resolvent γ′∨δ′, contradicting the supposition that τ ′ does not violate
[Γ]∗. This proves the claim. Now, since τ− by hypothesis entails [Γ]◦, it
certainly does not violate [Γ]◦. Moreover, since it involves no atoms of the
form r(x, y) or r(y, x) for r an ordinary binary predicate, τ− does not violate
[Γ]∗ either. By the above claim, then, there must be at least one level-n
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extension τ of τ− which does not violate [Γ]∗ ⊇ Γ. Since τ is a 2-type, this
proves the lemma.
The next lemma allows us to eliminate atoms of the forms r(x, y) and
r(y, x), where r is an ordinary binary predicate, from spread-form L21PO-
formulas. Recall that, if Γ is a finite set of clauses, Γ−1 denotes the result of
transposing the variables x and y in Γ.
Lemma 29. Let ϕ be the spread-form L21PO-formula∧
ζ∈Z
∃x.ζ∧∀x∀y(x = y ∨ Γ)∧
2∧
k=0
m−1∧
h=0
∀x∃y(λk → (λ⌊k+1⌋(y) ∧ µh(y) ∧∆h)).
Here, Z is a set of pure unary formulas; λ0, λ1, λ2 are mutually exclusive
pure unary formulas; µ0, . . . , µm−1 are mutually exclusive pure unary for-
mulas (with m ≥ 1); and Γ,∆1, . . . ,∆m are sets of clauses. Let ϕ◦ be the
corresponding formula∧
ζ∈Z
∃x.ζ∧∀x∀y(x = y ∨ [Γ ∪ Γ−1]◦)∧
2∧
k=0
m−1∧
h=0
∀x∃y(λk → (λ⌊k+1⌋(y) ∧ µh(y) ∧ [∆h ∪ Γ ∪ Γ
−1]◦)).
Then |= ϕ→ ϕ◦, and, moreover, if ϕ◦ has a model over some domain A, then
so has ϕ.
Proof. It is immediate that |= ϕ → ϕ◦, by the validity of resolution. Now
suppose A is a structure such that A |= ϕ◦; we define a structure A′ over
the same domain as A, such that A |= ϕ. Fix a ∈ A and h (0 ≤ h < m). If
a satisfies one (hence: exactly one) of the formulas λ0, λ1, λ2, there exists b
such that A |= λ⌊k+1⌋[b], A |= µh[b] and A |= [∆h ∪ Γ ∪ Γ
−1]◦[a, b]. Let τ− =
tpA/σ′ [a, b] Since [∆h∪Γ∪Γ
−1]◦ involves no atoms of the forms r(x, y) or r(y, x),
where r is an ordinary binary predicate, we have |= τ− → [∆h ∪ Γ ∪ Γ−1]◦,
and therefore, by Lemma 28, there is a 2-type τ such that |= τ → τ− and
|= τ → (∆h ∪ Γ ∪ Γ
−1). So set the interpretations of the ordinary binary
predicates of ϕ such that A′ |= τ [a, b]. Keeping a fixed, carry out the above
procedure for all values of h, thus choosingm witnesses for a. Since, in each
case, the chosen element b satisfies µh, these witnesses are all distinct, and
so no clashes arise when setting 2-types in A′. Now carry out the above
procedure for all values of a. If a satisfies λk, then any b chosen as a witness
for a satisfies λ⌊k+1⌋, so that a could not previously have been chosen as a
witness for b. Again, therefore, no clashes arise when setting 2-types in A′.
At this stage, although A′ is not completely defined, we know that, however
the construction of A′ is completed, for all a ∈ A and k (0 ≤ k < 3) such
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that A′ |= λk[a], and all h (0 ≤ h < m), there will exist b ∈ A \ {a} such
that A′ |= (∆h ∧ Γ ∧ Γ−1)[a, b]. Finally, suppose a, b are distinct elements of
A for which tpA
′
[a, b] has not yet been defined, and let τ = tpA/σ′ [a, b]. Since
A |= ψ, it follows that |= τ− → [Γ∪Γ−1]◦, and hence by Lemma 28 that there
exists a 2-type τ such that |= τ → τ− and |= τ → (Γ ∪ Γ−1). Again, set the
interpretations of the ordinary binary predicates so that A′ |= τ [a, b]; and
repeat the process until A′ is completely defined. At the end of this process,
for any distinct a, b of A, A |= ψ, τ |= Γ[a, b]. Thus, A′ |= ϕ, as required.
Theorem 30. Let ϕ be an L21PO-formula in standard normal form with
multiplicity m over a signature σ. If ϕ has a finite model, then it has a
model of size bounded by a doubly exponential function of |σ|+m. Hence, any
finitely satisfiable L21PO-formula ϕ has a model of size bounded by a doubly
exponential function of ‖ϕ‖, and so FinSat(L21PO) is in 2-NEXPTIME.
Proof. We prove the first statement of the theorem. The remainder then
follows by Lemma 1. By Lemma 27, let ϕ∗ be an L21PO-formula in spread
normal form (7) with multiplicity 3m over a signature σ∗ having the follow-
ing properties: (i) |= ϕ∗ → ϕ; (ii) if ϕ has a (finite) model then so has ϕ∗;
and (iii) |σ∗| is polynomially bounded as a function of |σ| + m. By rewrit-
ing the sub-formulas η, θ0, . . . , θm−1 of ϕ
∗ in conjunctive normal form, we
may assume that ϕ∗ has the form required for Lemma 29. This re-writing
will not affect the signature or multiplicity of ϕ∗. By Lemma 29, there is
an L21POu-formula ϕ◦ in weak normal form over the same signature as
ϕ∗, having the same multiplicity, and satisfiable over the same domains,
in which all occurrences of ordinary binary predicates are in atoms of the
forms r(x, x) or r(y, y). Let ϕ′ be the result of replacing any such atoms in
ϕ◦ with the respective atoms rˆ(x), rˆ(y), where rˆ is a fresh unary predicate
for each ordinary binary predicate r. It is obvious that ϕ◦ and ϕ′ are sat-
isfiable over the same domains. Moreover, given that the formulas λ0, λ1
and λ2 are mutually exclusive, we may insert the condition x 6= y in all ∀∃-
conjuncts of ϕ′. Thus, ϕ′ is an L21POu-formula in weak normal form over
some signature σ′ with multiplicity m′ = 3m such that |σ′| is polynomially
bounded as function of |σ|+m. By Theorem 25, if ϕ′ has a finite model, then
it has a model of size bounded by a doubly exponential function of |σ′|+m′.
Therefore, ϕ has a model of size bounded by a doubly exponential function
of |σ|+m.
5 Two-variable logic with one transitive
relation
The purpose of this section is to show that the logic L21T has the triply
exponential-sized finite model property (Theorem 37): if ϕ is a finitely sat-
isfiable L21T-formula, then ϕ has a model of size bounded by some fixed
triply exponential function of ‖ϕ‖. It follows that the finite satisfiability
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problem for L21T is in 3-NEXPTIME. We proceed by reduction to the cor-
responding problem for standard normal-form L21PO-formulas, but over
signatures of exponential size, and with exponentially large multiplicities.
Recall that, in L21T, we have a distinguished binary predicate, t, which
must be interpreted as a transitive relation. When speaking about 2-types,
we take the assumed transitivity of t into account: specifically, if a 2-type
contains the literals t(x, y) and t(y, x), then it must also contain t(x, x) and
t(y, y).
Let A be a set and T a transitive relation on A. A subset B ⊆ A is
strongly connected if, for all distinct a, b ∈ B, aT b. It is obvious that the
maximal strongly-connected subsets of A form a partition: we refer to the
cells of this partition as the T -cliques of A. If C is a T -clique of A and
|C| > 1, then T ⊇ C × C; if, however, C = {a}, then a may or may not be
related to itself by T . If C and D are distinct T -cliques of A, then we write:
(i) C <T D if, for all a ∈ C and b ∈ D, aT b but not bTa; (ii) C >T D if, for
all a ∈ C and b ∈ D, bTa but not aT b; and (iii) C ∼T D if, for all a ∈ C and
b ∈ D, neither aT b nor bTa. It is routine to show:
Lemma 31. Let A be a set and T a transitive relation on A. Then the rela-
tion <T is a partial order on the set of T -cliques of A. Moreover, if C and D
are distinct T -cliques, then C <T D if and only if D >T C and, furthermore,
exactly one of C <T D, C >T D and C ∼T D obtains.
If A is a structure interpreting a distinguished binary predicate t as a
transitive relation over a domain A, we refer to the tA-cliques, simply, as
the cliques of A. We employ the following abbreviations:
t≡(x, y) := t(x, y) ∧ t(y, x) ∧ x 6= y t<(x, y) ≡ t(x, y) ∧ ¬t(y, x)
t∼(x, y) ≡ ¬t(x, y) ∧ ¬t(y, x) ∧ x 6= y t>(x, y) ≡ ¬t(x, y) ∧ t(y, x). (11)
It is then easy to see that the following validity holds:
|= ∀x∀y(x = y ∨ t≡(x, y) ∨ t<(x, y) ∨ t>(x, y) ∨ t∼(x, y)). (12)
A formula of L21T is said to be in transitive normal form if it conforms
to the pattern ∧
s∈{≡,<,>,∼}
∀x∀y(ts(x, y)→ ηs) ∧
m−1∧
h=0
∧
s∈{≡,<,>,∼}
∀x∃y(ph,s(x)→ (ts(x, y) ∧ θh,s)).
(13)
where m ≥ 1, the ph,s are unary predicates, and the ηs and θh,s quantifier-
and equality-free formulas not featuring either of the atoms t(x, y) or t(y, x).
Transitive normal form is—modulo trivial logical manipulation—a special
case of standard normal form (1). Note that, in the above definition, the
sub-formulas ηs and θh,s may contain the atoms t(x, x) or t(y, y).
We have the following normal-form theorem for L21T.
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Lemma 32. Let ϕ be a L21T-formula. There exists an L21T-formula ϕ∗ in
transitive normal form such that: (i) |= ϕ∗ → ϕ; (ii) every model of ϕ can
be expanded to a model of ϕ∗; and (iii) ‖ϕ∗‖ is bounded by a polynomial
function of ‖ϕ‖.
Proof. By Lemma 1, we may without loss of generality assume ϕ to be in
standard normal form:
∀x∀y(x = y ∨ η) ∧
m−1∧
h=0
∀x∃y(x 6= y ∧ θh).
where η, θ0, . . . , θm−1 are equality- and quantifier-free. Suppose A |= ϕ. For
all h (0 ≤ h < m), all s ∈ {≡, <,>,∼}, let ph,s be a fresh unary predicate,
and expand A to an interpretation A′ by setting A′ |= ph,s[a] if there exists
b ∈ A \ {a} such that A |= ts[a, b] and A |= θh[a, b]. Further, set θh,s to be the
result of replacing all atoms of the forms t(x, y) or t(y, x) in θh by either ⊤
or ⊥ as specified by ts(x, y). Thus, setting ω to be the formula
m−1∧
h=0
∧
s∈{≡,<,>,∼}
∀x(ph,s(x)→ ∃y(ts(x, y) ∧ θh,s)),
we see by construction of A′ that A′ |= ω. Observe that none of the θh,s
contains either of the atoms t(x, y) or t(y, x). Let ψ′1 be the formula
∀x
m−1∧
h=0
∨
s∈{≡,<,>,∼}
ph,s(x).
Since A |=
∧m−1
h=0 ∀x∃y(x 6= y ∧ θh), and bearing in mind the validity (12),
it follows that A′ |= ψ′1. Moreover, under our general assumption that all
domains have cardinality at least 2, ψ′1 is logically equivalent to the formula
ψ1 given by:
∀x∀y

x = y ∨

m−1∧
h=0
∨
s∈{≡,<,>,∼}
ph,s(x)



 .
For all s ∈ {≡, <,>,∼}, let ηs be the result of replacing all atoms of the
forms t(x, y) or t(y, x) in η by either ⊤ or ⊥ as specified by ts(x, y); and let
ψ2 be the formula
A |=
∧
s∈{≡,<,>,∼}
∀x∀y(ts(x, y)→ (x = y ∨ ηs)).
Since A |= ∀x∀y(x = y ∨ η), we have A′ |= ψ2. Observe that none of the ηs
contains either of the atoms t(x, y) or t(y, x).
Let ϕ∗ = ψ1 ∧ ψ2 ∧ ω. Thus, ‖ϕ∗‖ is bounded by a polynomial function of
‖ϕ‖. We have shown that, if ϕ has a model, so does ϕ∗. Moreover, it follows
easily from (12) that |= ϕ∗ → ϕ.
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The following lemma, taken from [8], gives us a simple way to replace a
collectionB of elements in some structureA interpreting a purely relational
signature σ with a ‘small’ set of elements B′ in such a way that formulas of
L2 do not notice the difference. We employ the following notation where A
is a structure andB,B′ ⊆ A. We denote the set of 1-types realized overB by
tpA[B]. Likewise, we denote the set of 2-types realized by pairs of elements
〈b, b′〉, where b ∈ B and b′ ∈ B′, by tpA[B,B′]. (There is no requirement that
B and B′ be disjoint.) When B is a singleton, we write tpA[b, B′] in place of
tpA[{b}, B′].
Lemma 33 ([8], Prop. 4). Let A be a σ-structure not containing the distin-
guished predicate t, B ⊆ A, and C := A \ B. Then there is a σ-structure A′
with domain A′ = B′ ∪C for some set B′ of size exponential in |σ|, such that
(i) A′|C = A|C .
(ii) tpA
′
[B′] = tpA[B], whence tpA
′
[A′] = tpA[A];
(iii) tpA
′
[B′, B′] = tpA[B,B] and tpA
′
[B′, C] = tpA[B,C], whence
tpA
′
[A′, A′] = tpA[A,A];
(iv) for each b′ ∈ B′ there is some b ∈ B with tpA
′
[b′, A′] ⊇ tpA[b, A];
(v) for each a ∈ C: tpA
′
[a,B′] ⊇ tpA[a,B].
The above Lemma applies to arbitrary structures (without any distin-
guished predicates). If, now, t is a distinguished predicate required to be
interpreted as a transitive relation, let us write tpA<[B,B
′] to denote the
subset of 2-types β ∈ tpA[B,B′] such that |= β → t<(x, y), and similarly for
tpA>[B,B
′] and tpA∼[B,B
′]. The following two Lemmas, due to [14], allow us
to replace any clique in a structure A interpreting t by an equivalent one of
bounded size. The proofs were kindly supplied by those authors in private
communication.
Lemma 34. Let σ be a signature containing the distinguished transitive
predicate t, A a σ-structure, and A the set of cliques of A. Let B ∈ A and
C = A \ B. Then there is a σ-structure A′ with domain A′ = B′ ∪ C for
some set B′, with |B′| bounded exponentially in |σ|, such that (i)–(v) are as
in Lemma 33, and the set of cliques of A′ is (A \ {B}) ∪ {B′}.
Proof. If |B| = 1, then we simply put B′ = B and we are done. Otherwise,
let u, u<, u> and u∼ be fresh unary predicates. Let A¯ be the expansion of A
obtained by setting uA¯ = B and
uA¯s = {a ∈ C : A |= ts[a, b] for some (= all) b ∈ B},
for s ∈ {<,>,∼}; and now rename the distinguished predicate t in A¯ with
an ordinary binary predicate—say—q0. (Of course, even though q0 is not
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a distinguished predicate, qA¯0 is still a transitive relation.) Let the result
of applying Lemma 33 to A¯ and B be a structure A¯′, in which B′ is the
replacement for B; and write A′ for the domain of A¯′. Notice that, if τ is
a 2-type realized in A¯ containing the literals u<(x) and u(y), then τ also
contains the literals q0(x, y) and ¬q0(y), and similarly, mutatis mutandis,
with u< replaced by u> and u∼. But from property (iii) of Lemma 33, we
have tpA¯
′
[A′, A′] = tpA¯[A,A]. Hence, if a ∈ C is such that A |= t<[a, b] for
some (and hence all) b ∈ B, then A¯′ |= q0[a, b′] and A¯′ 6|= q0[b′, a] for all (and
hence some) b′ ∈ B, and similarly for t> and t∼. It is then obvious that qA¯0 is
a transitive relation with set of cliques (A\{B})∪{B′}, and indeed that the
clique ordering induced by t on A and clique ordering induced by q0 on A¯
′
are isomorphic under replacement of B by B′. Now let A′ be the structure
obtained from A¯′ by dropping the interpretations of u, u<, u> and u∼ and
renaming q0 back to t.
Now for the promised lemma allowing us to confine attention to models
with small cliques.
Lemma 35. Let ϕ be a (finitely) satisfiable L21T-sentence in transitive nor-
mal form over a signature σ. Then there exists a (finite)model of ϕ in which
the size of each clique is bounded exponentially in |σ|.
Proof. Let ϕ be as given in (13), and suppose A |= ϕ. Let B ⊆ A be a clique
of A, let C = A \B, and let A′, with domain A′ = B′ ∪C, be the result of ap-
plying of Lemma 34 to A. We claim that A′ |= ϕ. The universally quantified
conjuncts of ϕ are true in A′ thanks to property (iii) of Lemma 34. As for the
existential conjuncts, for any c ∈ C, properties (i) and (v) guarantee that c
has all required witnesses. For any b ∈ B′, the same thing is guaranteed by
property (iv). This establishes the claim.
Now let A be a countable σ-structure. Let I1, I2, . . . be a (possibly infi-
nite) sequence of all cliques in a A, A0 = A and Aj+1 be the structure Aj
modified by replacing clique Ij+1 by its small replacement I
′
j+1 as described
above. We define the limit structure A∞ with the domain I
′
1 ∪ I
′
2, . . . such
that for all k, l the connections between I ′k and I
′
l are defined in the same
way as in Amax(k,l). It is easy to see that A∞ |= ϕ and all cliques in A∞ are
bounded exponentially in |σ|.
We are now ready to prove the main result of this section: an exponen-
tial reduction of the (finite) satisfiability problem for L21T to the (finite)
satisfiability problem for standard normal form L21PO-formulas.
Lemma 36. Let ϕ be formula of L21T. There exists an L21PO-formula ϕˆ in
standard normal form over a signature σˆ with multiplicity mˆ, such that: (i)
if ϕ has a (finite) model with at least 2 cliques, then ϕˆ has a (finite) model;
(ii) if ϕˆ has a model of size L, then ϕ has a model of size at most n · L, where
n is bounded by an exponential function of ‖ϕ‖; and (iii) both |σˆ| and mˆ are
bounded by an exponential function of ‖ϕ‖.
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Proof. By Lemma 32, we may without loss of generality assume ϕ to be in
transitive normal form:
∧
s∈{≡,<,>,∼}
∀x∀y(ts(x, y)→ ηs) ∧
m−1∧
h=0
∧
s∈{≡,<,>,∼}
∀x∃y(ph,s(x)→ (ts(x, y) ∧ θh,s)).
Let σ be the signature of ϕ. From Lemma 35, we know that, if ϕ has a
(finite) model, then it has one in which each clique is of size at most n,
where n is bounded by an exponential function of |σ|. Let C = {c1, . . . , cn}
be some set of n objects (n ≥ 1). We call any set C = {c1, . . . , cm} for somem
(1 ≤ m ≤ n) an initial segment of C. Say that a cell is a σ-structure C whose
domain C is an initial segment of C such that C has exactly one clique,
namely C itself. Here (and here only) we lift our usual assumption that all
structures have cardinality at least 2, thus allowing cells with the singleton
domain {c1}. Enumerate the cells as C0, . . . ,CM−1. Thus, M is bounded by
a doubly exponential function of |σ|. Notice that, if C is a cell containing
more than 1 element, then by the transitivity of tC, we have C |= ∀x.t(x, x),
and hence tC = C × C. On the other hand, if C = {c1}, then we may have
either C |= t[c1, c1] or C 6|= t[c1, c1]. (It follows, incidentally, that M ≥ 2.)
Now let E = {e1, . . . , en} and E′ = {e′1, . . . , e
′
n} be disjoint sets of car-
dinality n, and define the notion of an initial segment of these sets in the
same way as for C. Say that a diatom is a σ-structure D with domain
D = E ∪ E′, where E is an initial segment of E and E′ an initial segment
of E′ (not necessarily of the same cardinality), such that such that the set
of cliques in D is exactly {E,E′}. Enumerate the diatoms as D0, . . . ,DN−1.
Thus, N is bounded by a doubly exponential function of |σ|. (On the other
hand, N ≥M ≥ 2.)
If C is an initial segment of C we define the mappings ǫ : C → E and
ǫ′ : C → E′ by ǫ(ci) = ei and ǫ
′(ci) = e
′
i for all i (1 ≤ i ≤ |C|). Thus, if
D = Dk is a diatom with cliques E ⊆ E and E′ ⊆ E′, there exist unique
cells C = Cj and C
′ = Cj′ such that ǫ : C ≃ D|E and ǫ
′ : C′ ≃ D|E′ . We
refer to C and C′ as the left- and right-cells of D, respectively, and, working
with the corresponding indices, we define, for all k (0 ≤ k < N ), L(k) = j
and R(k) = j′. Suppose now that we replaced the elements e1, e2, . . . of
E ⊆ E with the corresponding elements e′1, e
′
2, . . . of E
′, and we replaced the
elements e′1, e
′
2, . . . of E
′ ⊆ E′ with the corresponding elements e1, e2, . . . of
E. The result would be another diatom, say, D−1, obtained (in essence) by
reversing the choice of which clique ofD defines the left-cell, and which the
right-cell. We refer to D−1 = Dk′ as the inverse of D = Dk, and, working
with the corresponding indices, we define, for all k (0 ≤ k < N ), I(k) = k′.
We introduce one final piece of terminology regarding diatoms. Recalling
the abbreviations (11), consider any diatom D with cliques E ⊆ E and E′ ⊆
E
′. Evidently, for some s ∈ {<,>,∼}, we have D |= ts[e, e′] for all e ∈ E and
e′ ∈ E. We call s the order-type of D. Thus, the order type of D is > if and
only if the order type of D−1 is <, and the order type of D is ∼ if and only
if the order type of D−1 is ∼. Working with the corresponding indices, we
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denote the order-type of Dk by s〈k〉.
Suppose ϕ has a model A with at least two cliques, where no clique of
A has more than n elements. We proceed to construct an L21PO-formula ϕˆ
(depending only on ϕ, and not A), together with a model Aˆ of ϕˆ. To avoid
confusion, we use the variables u and v in ϕˆ in place of x and y: it helps to
think of u and v as ranging over the set of cliques of A. Let p¯ = p1, . . . , ps
be a list of fresh unary predicates and q¯ = q1, . . . , qt a list of fresh binary
predicates, where ⌈s = logM⌉ and ⌈t = logN⌉. Applying the same technique
as employed in the proof of Lemma 27, we may form the labelling formulas
p¯〈j〉(u), for 0 ≤ j < M , and q¯〈k〉(u, v) for 0 ≤ k < N . Now let Aˆ be the set
of cliques of A, and for each aˆ ∈ Aˆ, fix some (arbitrary) 1–1 function aˆ→ C,
where C is the initial segment of C of cardinality |aˆ|. Denote by ι : A → C
the union of all these functions. (In effect, ι orders the elements in each
cell.) For any aˆ ∈ Aˆ, the substructure A|aˆ is isomorphic, under ι, to some
cell or other, say, Caˆ, which we call the reference cell of aˆ. Now suppose that
aˆ, aˆ′ ∈ Aˆ are distinct, and let C and C′ be their respective reference cells.
(There is no requirement that C and C′ be distinct.) Recalling the functions
ǫ and ǫ′ defined above, and setting E = ǫ(C), E′ = ǫ′(C), define the function
κ : (aˆ ∪ aˆ′)→ E ∪ E′ (see Fig. 5) by
κ(a) =
{
ǫ(ι(a)) if a ∈ aˆ;
ǫ′(ι(a)) otherwise, (i.e. if a ∈ aˆ′).
Evidently, κ defines an isomorphism from A|(aˆ∪aˆ′) to some diatom or other,
say Daˆ,aˆ′ , with cells E and E
′, which we call the reference diatom of the pair
〈aˆ, aˆ′〉. Observe that Caˆ is always the left-cell of Daˆ,aˆ′ , and Caˆ′ the right-cell.
That is, if Daˆ,aˆ′ = Dk, then Caˆ = CL(k) and Caˆ′ = CR(k). Observe also that, if
D = Daˆ,aˆ′ , then D
−1 = Daˆ′,aˆ. That is, if Daˆ,aˆ′ = Dk, then Daˆ′,aˆ = DI(k).
Now let Aˆ be the structure over Aˆ with signature σˆ = p¯∪ q¯∪{<}, defined
as follows.
1. For all aˆ ∈ Aˆ, and all j (0 ≤ j < M ), Aˆ |= p¯〈j〉[aˆ] if and only if Caˆ = Cj ;
2. for all distinct aˆ, aˆ′ ∈ Aˆ and all k (0 ≤ k < N ), Aˆ |= q¯〈k〉[aˆ, aˆ′] if and
only if Daˆ,aˆ′ = Dk;
3. for all distinct aˆ, aˆ′ ∈ Aˆ, and all s ∈ {<,>,∼}, Aˆ |= s(aˆ, aˆ′) if and only
if Daˆ,aˆ′ is of order-type s.
Under this interpretation, and taking the variables u and v to range over
the cliques of A, the formula p¯〈j〉(u) says “the reference cell Cu of u is Cj ,”
while the formula q¯〈k〉(u, v) says “the reference diatom Du,v of 〈u, v〉 is Dk.”
Furthermore, by Lemma 31, <Aˆ is a partial order, with>Aˆ and∼Aˆ standing
in the expected relations to <Aˆ. Since A by assumption has at least two
cliques, Aˆ does not violate our general assumption that all structures have
cardinality at least 2.
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Aaˆ′
aˆ
ι
κ
ι
κ
D0 Daˆ,aˆ′
E′
E
. . .
DN−1
. . .
C0
. . .
Caˆ
ǫ
. . .
Caˆ′
ǫ′
. . .
CM−1
Figure 5: The function κ mapping aˆ ∪ aˆ′ to the reference diatom D = Daˆ,aˆ′ .
The construction of κ composes the function ι mapping aˆ and aˆ′ to their
respective reference cells C = Caˆ and C
′ = Caˆ′ with the functions ǫ : C → E
and ǫ′ : C→ E′.
We now proceed to define the sought-after formula ϕˆ, building it up
conjunct-by-conjunct, verifying, as we do so, that all these conjuncts are
true in Aˆ. We begin by taking ψ′1 to be the conjunction
∀u
M−1∨
j=0
p¯〈j〉(u) ∧ ∀u∀v
(
u = v ∨
N−1∨
k=0
q¯〈k〉(u, v)
)
.
Under the interpretation Aˆ, we may read ψ′1 as saying: “Every clique of A
has some reference cell, and every pair of distinct cliques has some refer-
ence diatom.” This is obviously true by construction. Under the general
assumption that all domains have cardinality at least 2, ψ′1 is equivalent to
the formula ψ1 given by
∀u∀v

u = v ∨M−1∨
j=0
p¯〈j〉(u)

 ∧ ∀u∀v
(
u = v ∨
N−1∨
k=0
q¯〈k〉(u, v)
)
,
so that Aˆ |= ψ1. Now let ψ2 be the formula
N−1∧
k=0
∀u∀v (u = v ∨ (q¯〈k〉(u, v)→ p¯〈L(k)〉(u) ∧ p¯〈R(k)〉(v)∧)) .
Under the interpretation Aˆ, we may read ψ2 as stating that, if u and v are
distinct cliques of A such that Du,v = Dk, then Cu = CL(k) and Cv = CR(k).
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Now let ψ3 be the formula
N−1∧
k=0
∀u∀v (u = v ∨ (q¯〈k〉(u, v)→ q¯〈I(k)〉(u, v))) .
Under the interpretation Aˆ, we may read ψ3 as stating that, if u and v are
distinct cliques of A such that Du,v = Dk, then Dv,u = DI(k). Further, let ψ4
be the formula
N−1∧
k=0
∀u∀v (u = v ∨ (q¯〈k〉(u, v)→ s〈k〉(u, v))) .
Under the interpretation Aˆ, we may read ψ4 as stating that, if u and v are
distinct cliques of A such thatDu,v = Dk, then the order-type ofDv,u is s〈k〉.
Again, we have already observed that all these statements are true. Thus,
Aˆ |= ψ2 ∧ ψ3 ∧ ψ4.
We now turn our attention to the formula ϕ, starting with the purely
universal conjuncts. Let λ(u) abbreviate the formula∨
{p¯〈j〉(u) | 0 ≤ j < M, Cj |= ∀x∀y(x = y ∨ η≡(x, y))}.
Under the interpretation Aˆ, we may read λ(u) as “u is a clique of A in which
the formula η≡(x, y) is satisfied by all pairs of distinct elements.” For each
s ∈ {<,>,∼}, let ηˆs(u, v) abbreviate the formula∨
{q¯〈k〉(u, v) | 0 ≤ k < N, Dk |= ∀x∀y(ts(x, y)→ ηs(x, y))}.
We may read ηˆs(u, v) as “u and v are a pair of cliques in which the formula
ηs(x, y) is satisfied by all pairs of elements related by ts.” Now let ψ
′
5 be the
formula
∀u.λ(u) ∧
∧
s∈{<,>,∼}
∀u∀v(x = y ∨ ηˆs(u, v)).
Under the interpretation Aˆ, we may read the first conjunct of ψ′5 as stat-
ing: “if C is a cell realized in A, then any pair of distinct elements in C
satisfies η≡(x, y).” The truth of this statement follows from the fact that
A |= ∀x∀x(t≡(x, y)→ η≡(x, y)). Similarly, the remaining conjuncts state: “if
D is a diatom realized in A having order-type s then any pair of elements
ordered by ts satisfies ηs.” The truth of this statement follows from the fact
that A |= ∀x∀x(ts(x, y) → ηs(x, y)). Again, replacing ψ′5 with the equivalent
formula ψ5 given by
∀u∀v(u = v ∨ λ(u)) ∧
∧
s∈{<,>,∼}
∀u∀v(x = y ∨ ηˆs(u, v)),
we see that, Aˆ |= ψ5.
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Now we turn our attention to the universal-existential conjuncts of ϕ.
For each h (0 ≤ h < m), let µh(u) abbreviate the formula∨
{p¯〈j〉(u) | 0 ≤ j < M, Cj |= ∀x(ph,≡(x)→ ∃y(x 6= y ∧ θh,≡(x, y)))}.
Under the interpretation Aˆ, we may read µh(u) as “u is a clique isomorphic
to some cell C such that C |= ∀x(ph,≡(x) → ∃y(x 6= y ∧ θh,≡(x, y))).” Now let
ψ′6 be the formula
∀u
m−1∧
h=0
µh(u).
Under the interpretation Aˆ, wemay read ψ′6 as stating: “if C is a cell realized
in A, then any element in C satisfying ph,≡(x) has a witness for ∃y(x 6=
y ∧ θh,≡(x, y)) in C. The truth of this statement follows from the fact that
A |= ∀x(ph,≡(x) → ∃y(t≡(x, y) ∧ θh,≡(x, y))). Replacing ψ′6 with ψ6, given by
∀u∀v
(
u = v ∨
m−1∧
h=0
µh(u)
)
,
we thus have Aˆ |= ψ6. Further, for each h (0 ≤ h < m), each s ∈ {<,>,∼}
and each i (0 ≤ i < n), let νh,s,i(u) abbreviate the formula∨
{p¯〈j〉(u) | 0 ≤ j < M, Cj |= ph,s[ci]}.
We may read νh,s,i(u) as “u is a clique whose reference cell Cu is such that
Cu |= ph,s[ci].” (We take the statement “Cu |= ph,s[ci]” to be false if ci is not
in the domain of Cu.) Finally, for each h (0 ≤ h < m), each s ∈ {<,>,∼},
each i (0 ≤ i < n) and each i′ (0 ≤ i′ < n), let ξh,s,i,i′(u, v) be the formula∨
{q¯〈k〉(u, v) | 0 ≤ k < N, s〈k〉 = s and Dk |= θh,s[ci, c
′
i′ ]}.
We may read ξh,s,i,i′(u, v) as “u and v are cliques whose reference diatom
Du,v has order-type s and is such that Du,v |= θh,s[ci, c′i′ ].” (We take the
statement “Du,v |= θh,s[ci, c
′
i′ ]” to be false if ci or c
′
i are not in the domain of
Du,v.) Now let ω be the conjunction
∧
s∈{<,>,∼}
n−1∧
i=0
m−1∧
h=0
∀u∃v
(
u 6= v ∧
(
νh,s,i(u)→
n−1∨
i′=0
ξh,s,i,i′(u, v)
))
.
Under the interpretation Aˆ, ω states: “for all s and h, if u is an A-clique with
reference cell C such that some element a of C satisfies ph,s(x), then there is
some other A-clique v of such that a has a witness for ∃y(ts(x, y)∧ θh,s(x, y))
in A|(u∪v).” The truth of this statement follows from the fact that A |=
∀x(ph,s(x)→ ∃y(ts(x, y) ∧ θh,s(x, y))).
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Now let ϕˆ = ψ1 ∧ · · · ∧ ψ6 ∧ ω. Thus, ϕˆ is an L21PO-formula in standard
normal form over a signature σˆ consisting of the unary predicates p1, . . . , ps,
the ordinary binary predicates q1, . . . , qt and the navigational predicates
<, > and ∼, with multiplicity mˆ = 4mn. We see that both |σˆ| and mˆ are
bounded by an exponential function of ‖ϕ‖. Moreover, we have shown that
ϕˆ has the model Aˆ, where < is interpreted as the partial order <T on the
cliques of A, and > and ∼ stand in the usual relations to <. It is obvious
that Aˆ is finite if A is. This establishes conditions (i) and (iii) of the lemma.
To establish condition (ii), we show that, if ϕˆ has a model of size L ≥ 2,
then ϕ has a model of size at most n · L. Suppose then that B |= ϕˆ, with
|B| = L. Consider any element b ∈ B. From ψ1 there exists j (0 ≤ j < M )
such that B |= p¯〈j〉[b], so let Cb be a fresh copy of the cell Cj , having do-
main, say, Bˇb. Let Bˇ =
⋃
b∈B Bˇb, and define a structure Bˇ over Bˇ as follows.
For all b ∈ B, let Bˇ|Bˇb = Cb, so that it remains only to define the 2-types
involving elements from different sets Bˇb. Suppose b, c ∈ B are distinct.
From ψ1 again, there exists k (0 ≤ k < N ) such that B |= q¯〈k〉[b, c]. Now set
Bˇ|(Bˇb∪Bˇc) = Dk. That these assignments do not clash with the structures Cb
already established is immediate from ψ2. That these assignments do not
clash with each other is immediate from ψ3. This completes the construc-
tion of Bˇ. Obviously, |Bˇ| ≤ n · L. From ψ5, we have
Bˇ |=
∧
s∈{≡,<,>,∼}
∀x∀y(ts(x, y)→ (x = y ∨ ηs)).
Likewise, from ψ6 ∧ ω, we have
Bˇ |=
m−1∧
h=0
∧
s∈{≡,<,>,∼}
∀x(ph,s(x)→ ∃y(ts(x, y) ∧ θh,s)).
That is, Bˇ |= ϕ, as required. It remains only to check that tBˇ is transitive.
By assumption, <B is a partial order. By construction, if a and a′ are dis-
tinct elements of Bˇb, for some b ∈ B, then Bˇ |= t[a, a′]. From ψ4, if a ∈ Bˇb
and a′ ∈ Bˇb′ , where b and b′ are distinct elements of B, then Bˇ |= t[a, a′] if
and only if B |= b < b′. It is then obvious that tBˇ is transitive.
Theorem 37. Any finitely satisfiable L21T-formula ϕ has a model of size
bounded by a triply exponential function of ‖ϕ‖, and so FinSat(L21T) is in
3-NEXPTIME.
Proof. Let ϕ be a formula of L21T. Recalling our general assumption that
all structures have cardinality at least 2, any model of ϕ consisting of a
single clique is one in which t is total. Thus, we may test satisfiability of
ϕ in single-clique structures by replacing all t-atoms by ⊤, and considering
the resulting L2-formula. Since any satisfiable L2-formula ϕ′ has a model
of cardinality bounded by an exponential function of ‖ϕ′‖, the result is es-
tablished. Thus, we may confine our attention to determining whether ϕ
has a finite model with at least 2 cliques.
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By Lemma 36, let ϕˆ be an L21PO-formula in standard normal form with
multiplicity mˆ over a signature σˆ, such that: (i) if ϕ has a finite model with
at least 2 cliques, then ϕˆ is finitely satisfiable, (ii) if ϕˆ has a model of size
L, then ϕ has a model of size n · L, where n is bounded by an exponential
function of ‖ϕ‖; and (iii) both |σˆ| and mˆ are bounded by an exponential
function of ‖ϕ‖. By Theorem 30, if ϕ, and therefore ϕˆ, is finitely satisfiable,
then ϕˆ has a model of size L bounded by a doubly exponential function of
|σˆ| + mˆ, and hence by a triply exponential function of ‖ϕ‖, whence ϕ also
has a model of size bounded by a triply exponential function of ‖ϕ‖.
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