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On the basis of an exact perturbational expression for the interacting one-particle Green
function G(a, b) corresponding to bosons / fermions in terms of the bare two-body interaction
potential v and permanents / determinants of the non-interacting one-particle Green func-
tions {G0(i, j)‖i, j}, we deduce four recursive perturbation series expansions for the proper
self-energy Σ(a, b). With W denoting the dynamic screened two-body interaction potential,
these four perturbation series expansions of Σ(a, b) are formally identical to the expan-
sions of this function in terms of (i) proper self-energy diagrams and (v,G0), (ii) G-skeleton
self-energy diagrams and (v,G) (singly ‘bold-line’ diagrams), (iii) W -skeleton self-energy di-
agrams and (W,G0) (singly ‘bold-line’ diagrams), and (iv) G- and W -skeleton self-energy
diagrams and (W,G) (doubly ‘bold-line’ diagrams). For the calculation of W , we rely on
a similar exact perturbational expression for the interacting two-particle Green function
G2(a, b; c, d) for bosons / fermions as for G(a, b) in terms of v and permanents / determi-
nants of {G0(i, j)‖i, j}. From this expression, we deduce four recursive perturbation series
expansions for the proper polarization function P (a, b), necessary for the calculation of W ,
that are similar to those for the proper self-energy Σ(a, b) specified above. Here a, b, c,
d, i, and j denote space-time-spin variables in the case of calculations at zero temperature
(within the framework of the adiabatic approximation). At non-zero temperatures, they
denote space-imaginary-time-spin variables when dealing with the imaginary-time formalism
of Matsubara, and space-time-spin-µ variables when dealing with the real-time formalism
of thermo-field dynamics (TFD), where µ denotes a binary variable marking the original
and the tilde-conjugated fields. The doubling of the fields in this formalism brings about
transformation of the trace over the thermal ensemble of states into an expectation value
with respect to a thermal vacuum state. The finite-temperature TFD formalism is particu-
larly advantageous in directly providing the dynamic correlation functions. By contrast, for
the calculation of such correlation functions within Matsubara’s imaginary-time formalism,
analytic continuation of these functions towards the real-time axis is to be effected, which
in general is nontrivial, if practicable at all, to accomplish. Although throughout this paper
diagrams are often referred to, they do not explicitly feature in the above-mentioned series
expansions. In an appendix, we explicitly apply the formalisms presented in this paper to
the Hubbard Hamiltonian for spin- 1
2
fermions on a lattice in arbitrary d spatial dimensions.
In two further appendices, we present methods and short programs for determining the νth-
order diagrams corresponding to the perturbation series expansions of G in terms of (v,G0)
and Σ in terms of (v,G) on the basis of the cycle decompositions of the elements of the
symmetric group S2ν .
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§1. Introduction
1.1. General considerations
The conventional many-body perturbation series expansions for correlation func-
tions of interacting systems2)–7) are founded on the possibility of treating non-
commuting (field) operators as commuting and anti-commuting functions a through
introducing integral representations of these operators in terms of a time-like param-
eter, an ‘ordering parameter’,8) in conjunction with a ‘time’-ordering operator b that
aFor respectively bosonic and fermionic field operators. Thus, similar to a bosonic field operator,
a product of an even number of fermion field operators is treated like an ordinary function.
bThe interaction picture of operators3),4), 9) is one such representation, which is a specific case
of the more general representation introduced in Ref. 8). Concerning the underlying time-like pa-
rameter in the interaction picture, this is the physical time t, t ∈ R, when dealing with ground-state
(GS) correlation functions within the framework of the adiabatic approximation, the imaginary time
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ultimately takes full account of the proper ordering of the operators in the perturba-
tional expressions. In weak-coupling many-body perturbation expansions, the Wick
decomposition theorem,19), 26), 27) appendix A, forms a crucial link between compli-
cated perturbational contributions, consisting of the expectation values or ensemble
averages, as the case may be,a of ‘time’-ordered products of canonical operators (in
the interaction picture) to superpositions of products of contractions of pairs of these
operators.b By normalisation, the contributions of these terms to the relevant cor-
relation function prove to be limited to those expressible as connected diagrams,
with each such diagram representing a well-specified functional of the underlying
interaction function v and the non-interacting one-particle Green function G0.
Despite their transparency and intuitive appeal, diagrammatic expansions are in
general not efficient for high-order perturbational calculations in practice.c This is
rooted in the fact that the mathematical expressions associated with diagrammatic
expansions can be more economically described in terms of permanents29)–31) / de-
terminants32), 33) in the case of bosons / fermions.d Diagrammatic series expansions
for bosons / fermions explicitly rely on the full expansions of the relevant permanents
/ determinants (that is to say, on the definitions of these two mathematical objects),
which, as we discuss below, prove to be of higher computational complexity35) than
strictly necessary.
To clarify the above statement, we first note that the arithmetic complexity of
the full expansion of a general n-permanent / -determinant is n × n !.e Perturba-
t ≡ − iτ , τ ∈ R, when dealing with equilibrium thermal ensemble of states at non-zero tempera-
tures,3)–6),10)–13) and a complex quantity parameterising the directed Konstantinov-Perel’14) and the
Keldysh15)–18) contours when considering non-equilibrium ensemble of states.7),19), 20) In a special
case, the contour relevant to the real-time formalism of thermo-field dynamics (TFD)21),22) coincides
with that in the Keldysh formalism, however in general the two contours are different: typically,
the contour C in the TFD formalism is that given in Eq. (2.41) below. For further relevant details,
consult §§ 2.2.3 and 2.2.6. The imaginary time t ≡ − iτ is inherent to Euclidean quantum field
theories,5),22)–25) which form the basis for many pioneering calculations on quantum spin systems,
on coupled boson-fermion as well as interacting boson and fermion systems over the course of the
past several decades, § 1.3. Canonical boson / fermion operators in the interaction picture have the
important property that the commutation / anti-commutation of any pair of them is a c-number
also for unequal time arguments of these, which in turn leads to the contractions of these operators,
appendix A, to be similarly c-numbers. In contrast, the commutation / anti-commutation of any
pair of canonical operators in the Heisenberg picture is a c-number only when the time arguments
of these are equal.
aDepending on whether the correlation function of interest is defined as the expectation value
with respect to the vacuum state of the problem, or an average over an ensemble of sates, in this
paper generally the equilibrium thermal ensemble of states.
bThe contractions of canonical (field) operators in the interaction picture are c-numbers, that
is they are some complex-valued functions times 1ˆ, the identity operator in the Fock space of the
problem at hand.
cBuilding on the formalisms of appendices B and C, in Ref. 28) we introduce a general symbolic-
algebraic technique that considerably simplifies calculations based on these expansions.
dEquivalently, the former can be expressed in terms of Hafnians,34) and the latter in terms of
Pfaffians,32),33) appendix A.
eThe arithmetic complexity is (n−1)×n ! if the arithmetic complexity of summation is neglected
in comparison with that of multiplication. Approximating the total number of summations, that is
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tional calculation of G at the νth order in the bare interaction potential requires
determination of at least one (2ν + 1)-permanent / -determinant. Thus the arith-
metic complexity of diagrammatic calculations increases factorially with the order
of the perturbation expansion (here for G). More specifically, from the asymp-
totic series expansion corresponding to ν → ∞ of the number of νth-order Green-
function diagrams36), 37) one observes that to leading order this number is propor-
tional to (2ν + 1)!!, where (2ν + 1)!!
.
= 1 · 3 · · · · (2ν + 1).a From the equality
(2ν + 1)!! = 2ν(2ν + 1)Γ (ν + 1/2)/
√
pi [pp. 256 and 258 in Ref. 40)] b one observes
that, for sufficiently large ν, to leading order the number of connected νth-order
Green-function diagrams to be explicitly taken into account scales like 2ν+1×ν1/2×ν!
[§ 6.1.37, p. 257, in Ref. 40)]. This amounts to a considerable reduction relative to
(2ν+1)×(2ν+1)! ∼ 2(2−1/ ln 2)ν+5/2×νν+2×ν!,c the reduction arising from a combi-
nation of two factors: firstly, not all (2ν+1)! terms resulting from the expansion of a
(2ν+1)-permanent / -determinant correspond to connected diagrams, and, secondly,
by the permutation symmetry associated with ν interaction potentials, for each con-
nected term (representable by a connected diagram) in the explicit expansion of a
(2ν + 1)-permanent / -determinant, there are ν! − 1 other connected terms each of
which makes exactly the same contribution to the Green function at the νth order
of the perturbation theory; this permutation symmetry is explicitly taken account
of in the diagrammatic expansion of the Green function [p. 97 in Ref. 3)].d
In spite of the fact that in the diagrammatic series expansion of G, in terms
of (v,G0), one to leading order explicitly deals with of the order of (2ν + 1)!! dia-
grams, instead of (2ν + 1)! terms that the full expansion of a (2ν + 1)-permanent
/ -determinant gives rise to, it should be borne in mind that computational com-
plexities of the processes of identifying disconnected diagrams and those related by
permutation symmetry cannot be disregarded, appendices B and C; while these pro-
cesses may not involve arithmetic floating-point operations, for sufficiently large val-
ues of ν they require extensive amount of data management and computer-memory
access.
In view of the above observations, it is remarkable that the arithmetic complexity
n !− 1, by n !, for notational convenience in this paper we opt for the value n × n !.
aThe numbers relevant to the present discussion are those presented under the heading ‘Exact
electron propagator without Furry’s theorem’ in Table I of Ref. 36). The asymptotic expression,
‘Asymptotic’, corresponding to these numbers is given in the same Table, with the relevant variables
presented under the same heading, with k = 2, 4, 6, . . . denoting the ‘Order’, which is to be identified
with 2ν. Our explicit calculations reveal that this asymptotic expression is to be multiplied by
√
pi
in order to approximate the actual numbers accurately (in other words, the coefficient C should
be
√
2/pi instead of
√
2/pi). Following this correction, the resulting expression coincides with the
leading-order asymptotic expression for (k+ 1)!! ≡ (2ν+ 1)!!. This result deviates from the leading-
order asymptotic expression as presented in Table I of Ref. 37), by a factor of 1/e, where e denotes
the Euler number (that is γ = 0.5772 . . . ) in the latter reference. Interestingly, the exact numbers
1, 1, 4, 27, 248, . . . in Ref. 37) deviate from the exact numbers 2, 10, 74, 706, . . . (or 1, 4, 25, 208, . . . ,
taking account of Furry’s theorem). For completeness, we note that the work by Pavlyukh and
Hu¨bner37) follows earlier relevant works by Molinari,38) and Molinari and Manini.39)
bThe equality applies only for integer (positive, zero and negative) values of ν.
c2− 1/ ln 2 ≈ 0.5573.
dSee also appendix B.
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of evaluating a general (2ν + 1)-determinant is at most of the order of (2ν + 1)3 ∼
8ν3 [§ 3.2, p. 111, in Ref. 41)]. a According to the algorithm of Ryser [§ 73, p. 124,
in Ref. 29)] [Ch. 27, p. 217, in Ref. 30)], the arithmetic complexity of evaluating a
general (2ν + 1)-permanent amounts to (2ν + 1)× 22ν+1 ∼ ν × 4ν+1. For increasing
values of ν, this arithmetic complexity becomes negligibly small in comparison with
even (2ν + 1)!!. We remark that the computational complexity of the calculation of
permanents is an NP-hard problem.31), 35), 47)
1.2. The considerations in this paper
The considerations in this paper are based on two formally exact weak-coupling
perturbational expressions for the one- and two-particle Green functions, respectively
G and G2, in terms of the bare two-body interaction potential v and permanents /
determinants of the non-interacting one-particle Green function G0. As we shall be
more specific later in § 2, in this paper we focus on the normal state of systems,
as opposed to superfluid and superconductive states, which we shall consider in a
separate publication.48) In Ref. 48) we shall also deal with coupled fermion-boson
systems, notably systems of electrons coupled with phonons. Regarding the bosons
associated with charge and spin fluctuations,49)–52) they are, insofar as normal states
are concerned, taken account of by the considerations of this paper.b
We begin the main part of this paper by developing a recursive formalism for
the calculation of the ordered sequence {G(ν)‖ν = 1, 2, . . . } of the terms in the
perturbation series expansion of G in terms of (v,G0) to an arbitrary finite order n
in v, § 2.3. On the basis of this sequence, we deduce a recursive formalism for the
calculation of the ordered sequence of the terms in the perturbation series expansion
of the self-energy Σ in terms of (v,G0), § 2.5. The νth term of this sequence is
identical to the total contribution of all νth-order proper self-energy diagrams3)c
evaluated in terms of (v,G0). This expansion describing Σ as a functional of v and
G0, for the systematic development of the formalisms to be presented in this paper it
proves advantageous to denote the corresponding functional by Σ00, where the first
0 in the compound index 00 refers to the bare interaction potential v, and the second
aBy ‘at most’ we are here referring to the algorithm of Strassen,42) according to which the
power 3 in (2ν + 1)3 is reduced to log2(7) ≈ 2.807, the method of Coppersmith and Winograd43)
that reduces this value to 2.376, and the more recent methods reducing this value even further (for
a review see Ref. 44)). However, with αnω expressing the arithmetic complexity of these methods
for dealing with general n-matrices, due to a rapid increase in α for decreasing ω, for ω < 2.7 the
number of multiplications must be in excess of 1023 before these methods can compete with the
method of Strassen [§ 4.6.4, p. 501, in Ref. 45)]. See also § 5.1, p. 395, of Ref. 35), and Ch. 24, p. 433,
of Ref. 46).
bDiscussing paramagnons, Monien53) emphasises the significance of the physics associated with
the non-Gaussian order-parameter fluctuations in two-dimensional (cuprate) superconducting com-
pounds. Accounting for these fluctuations amounts to the calculation of the screened interaction
function W beyond the random-phase approximation, RPA.54),55) Such calculation is technically
straightforward in the framework of the diagram-free formalisms of the present paper, § 3.
cA (connected) self-energy diagram is proper, or one-particle irreducible (1PI), when it does not
become disconnected on cutting a single line representing a one-particle Green function.
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0 to the non-interacting Green function G0.
a Thus
Σ00(a, b) ≡ Σ00(a, b; [v,G0]) ≡ Σ(a, b) ≡ Σ(a, b; [G0]) ≡ Σ(a, b; [v,G0]), (1.1)
where the functional Σ[G0] has been introduced and discussed in some detail in
Ref. 56).b Later in this paper, Σ(ν)00 will denote the above-mentioned total contribu-
tion of all νth-order proper (or one-particle irreducible, 1PI) self-energy diagrams
contributing to Σ00.
The details underlying the recursive calculation of the functional Σ00 directly
lead us to recursive formalisms for the calculation of the other three perturbation
series expansions for the self-energy Σ indicated in the abstract of this paper. These
define the self-energy Σ as a functional of v and G, to be denoted by Σ01, § 2.6, of
W and G0, to be denoted by Σ10, § 2.7, and of W and G, to be denoted by Σ11, § 2.8,
were W stands for the dynamic screened interaction potential,57) to be considered
in some detail in § 3. In analogy with the identities in Eq. (1.1), one has
Σ01(a, b) ≡ Σ01(a, b; [v,G]),
Σ10(a, b) ≡ Σ10(a, b; [W,G0]),
Σ11(a, b) ≡ Σ01(a, b; [W,G]). (1.2)
For the complete perturbation series expansions, one formally56) has
Σ = Σ00[v,G0] = Σ01[v,G] = Σ10[W,G0] = Σ11[W,G]. (1.3)
For clarity, one can in principle calculate for instance the function Σ00(a, b; [v,G]) (as-
suming that G is given), which is distinct from the sought-after self-energy Σ(a, b) ≡
Σ00(a, b; [v,G0]). Similarly as regards the other functionals encountered in Eq. (1.3).
Where in the following we suppress the arguments of the self-energy functionals that
ordinarily signify their functional dependence on the relevant interaction function and
the one-particle Green function, we implicitly assume that these have been evaluated
in terms of the appropriate functions.c Thus, for instance, Σ01(a, b) is equivalent to
the more extensive notation Σ01(a, b; [v,G]).
For later reference, with Dςς′ , ς, ς′ ∈ {0, 1}, denoting the set of self-energy dia-
grams corresponding to the self-energy functional Σςς′ , D00 consists of all proper (or
1PI) self-energy diagrams3) (connected self-energy diagrams that remain connected
on removing any single internal line representing a G0), D01 of all G-skeleton (or
two-particle irreducible, 2PI) self-energy diagrams58) (those proper self-energy dia-
grams from which no self-energy diagram, whether proper (i.e. 1PI) or improper,
aDepending on the nature of the interaction potential and whether the system under consider-
ation is defined on a lattice embedded in Rd or over a continuum subset of Rd, in particular the
perturbational terms in the perturbation series expansion for Σ00 may not exist to an arbitrary or-
der. Nonetheless, even though formal, this perturbation series plays a vital role in the construction
of the perturbation series expansion for Σςς′ , with ς, ς′ ∈ {0, 1} not both equal to 0, in this paper.
bUnfortunately, the symbol Σ coincides with the symbol for the self-energy within the framework
of the TFD according to the notation adopted in the present paper. This will however cause no
confusion.
cThis remark identically applies to other similar functionals encountered in this paper. For
instance, P01(a, b), § 3.4, is equivalent to P01(a, b; [v,G]).
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can be excised by cutting two Green-function lines a), D10 of W -skeleton diagrams57)
(those proper self-energy diagrams from which no polarization diagram,3),57) whether
proper or improper, can be excised by cutting two interaction-function lines), and
D11 of all G- and W -skeleton self-energy diagrams. One has b
D11 ⊂ D01 ⊂ D00,
D11 ⊂ D10 ⊂ D00, (1.4)
where ⊂ signifies the set on the left as being a proper subset of the set on the
right. Generalising the above notation, by D (ν)ςς′ we denote the subset of all νth-order
elements of Dςς′ . Similar relationships as in Eq. (1.4) apply to {D (ν)ςς′ ‖ς, ς′}, ∀ν, except
that at the lowest order the ⊂ are to be replaced by ⊆, or, more sharply, =.
With reference to the above notations, we obtain the aforementioned series ex-
pansions for the self-energy functionals Σ01, Σ10, and Σ11 from that for Σ00 by
introducing systematic subtraction schemes that recursively remove the contribu-
tions of the diagrams in the set {D (ν)00 ‖ν = 1, 2, . . . , n} that do not feature in the set
{D (ν)ςς′ ‖ν = 1, 2, . . . , n}, where ς and ς′ do not simultaneously coincide with 0, Eq. (1.4).
We achieve the relevant subtractions without any explicit reliance on diagrams.
Calculation of the self-energy functionals Σ10[W,G0] and Σ11[W,G] is demanding
of the calculation of the dynamic screened interaction potential W , § 3. On this
account, in this paper we also consider the two-particle Green function G2, §§ 3, 3.3.
On the basis of a formally exact weak-coupling perturbational expression for G2 in
terms of (v,G0), analogous to that for G in terms of (v,G0), § 2.2.5, we develop
a recursive scheme for the calculation of the ordered sequence {G(ν)2 ‖ν = 1, 2, . . . }
of the perturbational contributions to G2, § 3.3. We note in passing that, in an
approximate framework one may rely on an approximate calculation of G2 based for
instance on a conserving approximation of this function, as specified by Baym and
Kadanoff,19), 59), 60) instead of relying on the just-mentioned systematic approach.
From the ordered perturbational sequences {G(ν)‖ν} and {G(ν)2 ‖ν}, §§ 2.3.1 and
3.3, we deduce a recursive formalism for the calculation of the terms in the perturba-
tion series expansion of the polarisation function P (a, b) in terms of (v,G0), similar
to those of G and Σ in terms of (v,G0), §§ 2.3, 2.5. In analogy with the case of the
self-energy, we denote the thus-calculated functional by P00[v,G0], and the under-
lying ordered sequence of the perturbational terms by {P (ν)00 [v,G0]‖ν ∈ Z∗}, § 3.4,c
where Z∗ ≡ N∪ {0}. Introducing, in analogy with Σςς′ , ς, ς′ ∈ {0, 1} (see above), the
functional Pςς′ , on the basis of the latter sequence of terms concerning the perturba-
tion series expansion of P00[v,G0], we deduce recursive formalisms for the calculation
of the perturbation series expansions of P01[v,G], P10[W,G0], and P11[W,G], § 3.4.
In this way, we arrive at four distinct perturbational expressions for W , describing
this function as functional of (v,G0), (v,G), (W,G0), and (W,G), to be denoted by
respectively W00[v,G0], W01[v,G], W10[W,G0], and W11[W,G], § 3.4. The functionals
aSee appendix C.
bSimilar relationships apply for the set of polarisation diagrams Pςς′ , ς, ς′ ∈ {0, 1}, to be en-
countered, however not explicitly discussed, later.
cSee Eqs (3.56) – (3.59) below.
8 Behnam Farid
W10[W,G0] and W11[W,G] are to be used in the self-consistent calculation of respec-
tively Σ10[W,G0], and Σ11[W,G], §§ 2.7 and 2.8. In Ref. 28) we introduce, amongst
others, a general and practicable formalism to be employed in the self-consistent
calculations of the functionals encountered in this paper.
1.3. A brief overview of related works
The earliest form of the many-body perturbation expansion“without use of Feyn-
man graphs” is due to Caianiello.61), 62) The formal perturbation series expansion of
Dyson’s9) S-matrix in quantum electrodynamics in Ref. 61) in essence coincides with
that in the denominator of the expression for G(a, b) in Eq. (2.87) below.a
Concentrating on systems of interacting fermions for which the perturbational
expressions for the one- and two-particle Green functions as adopted in this paper are
described in terms of determinants, Eqs. (2.87) and (3.33), determinantal (or deter-
minant, or auxiliary-field) schemes63)–73) were developed in the early 1980s and have
since been extensively used in theoretical studies of correlated electron systems, as
well as systems of conduction electrons coupled to (magnetic) impurities74)–77) and
bosons.78) The focus of these schemes is the grand partition function Z,b Eq. (2.25)
below, from which various correlation functions, such as G and G2, can in princi-
ple be determined through functional differentiation with respect to auxiliary fields
of vanishingly small amplitudes coupling to appropriate operators.5), 10) We note
in passing that the ‘worm’ algorithm / updating scheme,80)–82) to be encountered
later in this section, accommodates use of this procedure for the determination of
general correlation functions (in particular the one-particle Green function and pair-
correlation functions83), 84)). When applying this algorithm, by allowing only for the
relevant configurations in the underlying Monte Carlo simulations, one bypasses the
need for dealing with auxiliary fields of small (ideally, infinitesimal) amplitude.c This
is advantageous, since accurate calculation of derivatives involves subtraction of sim-
ilar numbers, imposing stringent demand on the accuracy with which the underlying
calculations are to be carried out. To clarify, considering for transparency functions
and the simplest approach for the numerical determination of their derivatives (§ 5.7,
p. 180, in Ref. 85)), for df(x)/dx ≡ f (1)(x) to be accurate to 1 part in 10p, the func-
tion f(x) is to be calculated to an accuracy of at least 1 part in 102p. More generally,
employing the same approach, for dmf(x)/dxm ≡ f (m)(x), m ∈ N, to be accurate to
1 part in 10p, the function f(x) is to be calculated to an accuracy of at least 1 part
in 102mp.
With Â denoting a quantum-mechanical operator,d its grand-canonical-ensemble
aSee Eqs (2.89) and (2.91) below. Regarding the S-matrix in the non-relativistic context of this
paper, compare the expression in Eq. (2.87) with for instance that in Eq. (8.9), p. 85, of Ref. 3).
bThe ‘projector’ formalism70),73), 79) is suited for calculating the GS properties.
cThat is to say, configurations that depend linearly, or quadratically, etc. (as the case may be),
on the source fields. For illustration, consider the function f(x) = a+ bx+ cx2 + . . . . Whereas one
has b = f ′(0) ≡ limh→0{f(h)− f(0)}/h, the limit process h→ 0 can be bypassed by allowing only
the contributions to f(x) in the construction of this function that depend linearly on x.
dAn observable or otherwise.
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average 〈Â〉 is equally obtained from the expression a
〈Â〉 = Tr[%ˆÂ], (1.5)
where the statistical operator %ˆ is defined in Eq. (2.26) below. Describing the ex-
pression on the right-hand side (RHS) of Eq. (1.5) in terms of the path integral
corresponding to the Euclidean action5), 23)–25) associated with the Hamiltonian Ĥ
in Eq. (2.24) below, for systems of bosons one is to deal with commuting fields.5)
In contrast, for systems of fermions one is to deal with anti-commuting Grass-
mann fields.5) To bypass use of the latter fields, in practice the direct interaction
part of the fermions in the Euclidean action is dispensed with in exchange for a
bosonic field (or fields in the case of fermions with spin) through the application
of the Hubbard-Stratonovich86) transformation. This approach results in a determi-
nant of non-interacting one-particle Green functions,64), 65), 71), 73) where the relevant
Green function differs from the conventional Green function G0 (or G0 in the zero-
temperature limit) encountered in this paper b by not being defined in terms of
‘time’-ordered products of creation and annihilation field operators.c
Aside from the last observation, whereas the sizes of the matrices to be dealt
with in the context of the considerations of this paper scale with the order of the
perturbation theory, §§ 1.1, 2.2.5, 3.3, those of the matrices in a determinantal scheme
cover a wide range of values that in general is unbounded.d An exception concerns
models defined on finite lattices, with each lattice site potentially accommodating
a finite number of particles. For illustration, consider such lattice model as the
single-band Hubbard Hamiltonian87)–89) for spin-12 fermions defined on Ns lattice
sites, Eq. (2.64) below.e As the name indicates, in this model each lattice site can
accommodate at most two particles of opposite spins, so that in the grand canonical
ensemble one encounters N -particle states, with N =
∑
σ∈{↑,↓}Nσ, where Nσ, the
number of particles with spin index σ, varies between 0 and Ns, implying that in
determinantal methods one in principle is to deal with determinants of matrices
whose size can be as large as Ns × Ns.f With N¯ denoting the ensemble average of
aCompare with Eqs (2.27), (3.3), and (3.9) below.
bSee Eqs (2.16) and (2.37), as well as Eqs (2.90), (2.91), and (3.36). See also the sixth remark in
§A.2, embedding Eq. (A.8).
cSee in particular §§ 2.5, 2.6, and 2.10 (pp. 189 and 194) in Ref. 71). Compare with the correlation
functions G< and G> encountered in non-equilibrium formalisms17),19) (see in particular § 2 of
Ref. 19)).
dFor an approximate approach (amenable to being made arbitrarily accurate) bypassing this
problem in the case of Hubbard-type lattice models, see Ref. 72).
eFor the Hubbard Hamiltonian under discussion, in d space dimensions the discrete Hubbard-
Stratonovich transformations by Hirsch67),90) enable one to deal with a discrete set of auxiliary
variables, bypassing use of discretized Hubbard-Stratonovich fields in numerical calculations. For
spin- 1
2
fermions, at each Trotter91),92) time slice the discrete Hubbard-Stratonovich variables have
the form of the Ising spins, taking one of the two values ±1 at each site. For details of a Monte-
Carlo calculation, corresponding to d = 2, see § 3, p. 195, in Ref. 71). For an approximate, but
SU(2)-symmetry-preserving discrete Hubbard-Stratonovich transformation, see Ref. 93) as well as
Appendix 10.B, p. 347, in Ref. 73). The error in this transformation is of the order of (∆τ)4, where
∆τ ≡ ~β/L, with L denoting the number of Trotter decompositions along the imaginary-time axis.
fBy symmetry, different spin species, signified by σ ∈ {↑, ↓}, can be treated separately.
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the number of particles corresponding to fixed values of temperature and chemical
potential, for general systems and N¯σ ' N¯/2, ∀σ, in determinantal methods on
average the relevant matrices are (approximately) of the size N¯/2× N¯/2.a
The determinantal approaches referred to above rely on the discretization of
the integral of the above-mentioned Euclidean action along the imaginary-time axis,
leading to inevitable inaccuracies that are difficult to overcome in practice. Since
increasing the number of the Trotter slices91), 92) of the interval [0, ~β], Eq. (2.33) be-
low, is to be accompanied by increased accuracy in the underlying calculations,94), 95)
and since these approaches invariably rely on the quantum Monte Carlo sampling
methods,93), 96)–117) the required accuracy can prove prohibitively difficult, it at all
possible (in particular at sufficiently low temperatures),b to achieve in practice.
The above-mentioned imaginary-time-discretization error can be avoided by em-
ploying the method of stochastic series expansion of exp(−βĤ) in powers of the
Hamiltonian Ĥ,121), 122)c Eqs (2.24) and (2.25) below, the continuous Euclidean-time
loop algorithm,124)d and the so-called continuous-integral methods. Before discussing
the latter methods, we point out that the Trotter approximation applies to bounded
operators,91), 92) implying that use of this approximation for general systems, § 2.2,
is not warranted. Further, the computational complexity35) associated with the use
of the Hubbard-Stratonovich transformation86) is higher in the case of fermions in-
teracting through a non-contact-type (or non-local) interaction potential than in
the idealised case where the interaction potential is contact-type,126)–128) as in the
single-band Hubbard Hamiltonian, Eq. (2.64) below.
The continuous-integral methods, indicated above, are generally referred to as
continuous-time quantum Monte Carlo methods for their common applications in
conjunction with the quantum Monte Carlo sampling method.96) These meth-
ods80)–82), 120), 126)–132) are invariably based on conventional perturbation series ex-
pansions, in particular of the grand partition function Z, so that their novelty rests
in the specific ways in which the underlying expressions are stochastically sampled,
respecting detailed balance and ergodicity, as well as avoiding decline in the conver-
gence rate arising from increased frequency of the rejection of the attempted Monte
Carlo moves.96) The exact perturbational expression for the one-particle Green func-
tion G that we employ in this paper, Eq. (2.87) below, in essence coincides with
the perturbational expression for the G underlying the continuous-time quantum
Monte Carlo method by Rubtsov and collaborators,126)–128) both expressions being
the weak-coupling perturbation series expansion for G (compare the expression in
Eq. (2.87) below with for instance that in Eq. (6) of Ref. 128)).e
aThe determinantal continuous-time Monte Carlo methods (to be discussed below), the category
to which also the methods of this paper belong, are therefore suited for dealing with fermion systems
in the thermodynamic limit.
bThink of the sign problem,118)–120) discussed in the relevant references cited in Ref. 96).
cSee also § 4.2, p. 614, in Ref. 123), and § 10.3.2, p. 301, in Ref. 73).
dThis algorithm is based on the functional-integral formalism of Farhi and Gutmann,125) which
in principle is applicable to systems based on a separable single-particle Hilbert space. Considering
one-particle systems on a lattice, in Ref. 125) is has been shown that for non-relativistic particles
the constructed functional integral is not well-defined in the continuum limit.
eAs the details in § 2.3.2 make explicit, the exact division of the numerator by the denominator
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Considering the one-particle Green functionG for systems of interacting fermions,
by formally expanding the determinants encountered in the formalism of Rubtsov
and collaborators126)–128) and discarding the perturbational contributions associated
with disconnected Green-function diagrams, appendix B, one arrives at the diagram-
matic Monte Carlo method120), 133)–140) for G. In the framework of this method,
the connected Green-function diagrams are stochastically sampled, using a Markov
process96), 99) that treats the order of the perturbation expansion and the variables
associated with each order of the perturbation expansion on the same footing as
the integrals and sums in terms of which the algebraic expressions associated with
diagrams are described.136), 137), 139), 140)
In applying the diagrammatic Monte Carlo method for calculating for instance
G, in two different ways account is taken of the contributions of the relevant dia-
grams to an infinite order. These we describe in the next two paragraphs. A third
approach, based on summation techniques and extrapolation of the calculated re-
sults associated with finite orders of perturbation theory to infinite order, has also
been applied.134), 136), 141), 142) We shall not go into this approach here and relegate
a detailed discussion of it to Ref. 28).
The above-mentioned two approaches are referred to as ‘bold-line’ methods,
reflecting the fact that, in dealing with Feynman diagrams, solid bold lines are cus-
tomarily used to represent G, to be contrasted with solid thin lines that customarily
are used to represent G0. In the first approach,
134), 136), 137), 139), 140) the self-energy
Σ is calculated through performing diagrammatic Monte Carlo calculations on the
set of skeleton self-energy diagrams,ab with the G employed in the determination of
the contributions of the Monte-Carlo-sampled skeleton self-energy diagrams being in
principle self-consistently calculated on the basis of the Dyson equation.c In practice,
the bold-line method of this kind may be implemented partially,136)d by for instance
restricting the set of self-energy diagrams to be considered to those without tadpole
self-energy insertions, this in exchange for evaluating the self-energy diagrams in
terms of Gh, the one-particle Green function corresponding to the Hartree Hamilto-
nian in which the static Hartree self-energy Σh is to be calculated self-consistently e
in the expression on the RHS of Eq. (2.87), when both infinite sums herein are approximated by
finite sums, gives rise to contributions corresponding disconnected Green-function diagrams. This
source of uncontrolled error is absent in the schemes proposed in the present paper.
aCompare with the considerations in appendix C.
bWe note that Ref. 139) reports use of both G- and W -skeleton self-energy diagrams.
cThe calculation reported in Ref. 134) concerns a polaron model, described by the Hamiltonian
in Eq. (1) herein.
dSee section ‘Bold propagators’, p. 102, in Ref. 136).
eWhen dealing with the uniform ground states (GSs) of the single-band Hubbard Hamiltonian
Ĥ for spin- 1
2
fermions defined on a Bravais lattice,143) Eq. (2.64) below, with the interaction part
Ĥ1 as represented in Eq. (2.70) below, in the Fourier space (the k space, with k defined over the
underlying first Brillouin zone,143) 1BZ), for the Hartree self-energy Σˆh one has56) Σh(k) = Un/~,
where n = n↑ + n↓ is the total site occupation number. Because of the strict locality of the
two-body interaction potential, in the case at hand the Fock (or the bare exchange) self-energy
corresponding to spin-σ particles, that is Σˆfσ, is similarly local, for which in the Fourier space
one has56) Σfσ(k) = −Unσ/~. Consequently, in the case at hand for the Hartree-Fock self-energy
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(see also the following paragraph).
In the second approach,144)a the ‘worm’ algorithm / updating scheme80)–82) is
used to sample a set of diagrams describing an extended partition function Z de-
scribed in terms of G-skeleton self-energy diagrams.b The one-particle Green func-
tion determined in this way is proportional to the sought-after G, where the con-
stant of proportionality is readily determined.144) In Ref. 144) the Anderson impurity
Hamiltonian has been considered, making use of the perturbation series expansion
in powers of the hybridization potential, which couples the correlated impurity elec-
trons with a bath of free conduction electrons, and two approximate diagrammatic
schemes for the self-energy operator: the non-crossing approximation (NCA), and the
one-crossing approximation (OCA);148)–154) depending on the approximate scheme
adopted, the Monte-Carlo-sampled diagrams have been free from the relevant self-
energy insertions.
Restricting ourselves to systems of fermions, we point out that the sign problem
in Monte Carlo calculations96) is less severe c in impurity problems than in other prob-
lems.120) The diagrammatic Monte Carlo methods, discussed above, can therefore
be used with success for impurity problems. In other cases, determinantal diagram-
matic methods are to be used instead, since dealing with the total contributions of
subsets of diagrams, with each subset corresponding to the totality of the diagrams
associated with a determinant, proves to ameliorate the sign problem.84)
§2. The formalism
2.1. Preliminaries
In preparation for the introduction of the diagram-free formalisms for the per-
turbation series expansions briefly described in § 1.2, in this section we present the
specifics of the systems, of the (ensemble of) states and of the formalisms that we
corresponding to spin-σ particles, that is for Σˆhfσ ≡ Σˆh + Σˆfσ, Eq. (C.3) below, in the Fourier
space one has Σhfσ (k) = Unσ¯/~, where σ¯ denotes the spin index complementary to σ. In the
paramagnetic state, where nσ = nσ¯ =
1
2
n, Σfσ(k) and Σ
hf
σ (k) do not depend on σ. In this footnote,
〈k|Aˆ|k′〉 = 〈k|Aˆ|k〉δk,k′ ≡ A(k)δk,k′ , where Aˆ stands for Σˆh, Σˆfσ, and Σˆhfσ , and |k〉 for the normalised
eigenstate of the single-particle kˆ operator, subject to the box boundary condition, corresponding
to the eigenvalue k. For details, consult appendix A in Ref. 56).
aSee also Refs 145) and 146).
bAs has been pointed out in Ref. 144), the complete set of Green-function diagrams in the bold-
line expansion of this function does not coincide with the set of linked diagrams corresponding to
all possible ways in which a single Green-function line can be cut in the bold-line diagrammatic
expansion of the partition function Z. To appreciate this observation, one should first consider
the expression Z = exp(−βΩ), where Ω stands for the grand potential. Following this, one should
consider the equality Ω(λ) = Y (λ) in Eq. (55) of Ref. 58), where the bold-line perturbation expansion
of the functional Y (λ), for arbitrary coupling constant of interaction λ, is specified in Eqs (47) and
(48) (for clarity, consult Table I, p. 15, and Eqs (5.4), (5.7), and (5.8), p. 24, of Ref. 147)). One
observes that whereas the function Y ′(λ) is described in terms of bold-line skeleton self-energy
diagrams [Eq. (48) in Ref. 58)], this is clearly not the case for the difference function Y (λ)− Y ′(λ).
cIn some specific cases, such as the case of the single-band Hubbard Hamiltonian with attractive
on-site interaction potential,118) or repulsive on-site interaction potential at half-filling,84),120), 126)
the sign problem is absent.
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explicitly consider in this paper.
The considerations of this paper are applicable to both continuum models and
lattice models. As regards continuum models, we restrict the considerations to sys-
tems in which particles interact through a two-body interaction potential. The
two-body interaction potential that we explicitly consider is sufficiently general for
many practical applications; to avoid unnecessary notational complication,a however
without loss of generality, we do not consider the most general two-body interaction
potential in the spin space (see later). Regarding lattice models, we explicitly deal
with the single-band Hubbard Hamiltonian87)–89) as a prominent representative of
such models of interacting particles, with the interaction potential, the Hubbard U ,b
operative only between particles at the same lattice site.c
The perturbation series expansions that we explicitly deal with in this paper
are specific to normal states. With some modifications, these expansions can be
made suitable for dealing with superfluid and superconductive states. The modifica-
tions may amount to the use of the Nambu-Gor’kov11), 155)–158)d matrix formalism,
relying on two-component spinor field operators.159) For this, use of a general two-
body interaction potential requires the underlying Hamiltonian to be appropriately
Wick ordered e so as to avoid divergence at the lowest order of the perturbation the-
ory. We shall not further touch upon these field operators in this paper,f relegating
the considerations with regard to superfluid and superconductive states to a future
publication.48) We only point out that the Wick theorem that underlies the consider-
ations of this paper applies also in the framework of the weak-coupling perturbation
expansions of the Nambu-Gor’kov Green functions.160)
2.2. Models and formalisms
In this section we introduce two model Hamiltonians for systems of interacting
fermions and bosons. Of these, one is a continuum model and the other a lattice
model, explicitly, the single-band Hubbard Hamiltonian.87)–89) We further introduce
the one-particle Green functions corresponding to both zero temperature and non-
zero temperatures. As regards non-zero temperatures, we explicitly consider the
imaginary-time formalism of Matsubara3), 5), 10)–13) and the real-time formalism of
the thermo-field dynamics (TFD).21), 22) The latter formalism shares aspects of the
Keldysh formalism.15)–18)g
aSee the closing remark of § 2.2.1, p. 16.
bSimilarly as in the case of the continuum models just described, U corresponds to a two-body
interaction potential.
cIn the Hubbard Hamiltonian to be discussed in § 2.2.4, the bare interaction at the same site is
further restricted between particles with different spin indices.
dSee also Ch. 13, § 51, p. 439, in Ref. 3).
eIn appendix A we briefly touch on this issue.
fSee however Eq. (2.43) below and the accompanying remark.
gConsult for instance Ref. 161), where this formalism is discussed under the general rubric of
the closed-time path (CTP) formalism of Schwinger,162) Keldysh,15) and Craig.16)
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2.2.1. The continuum model
The continuum model that we consider is embedded in Rd and is described by
the Hamiltonian (in the Schro¨dinger picture)
Ĥ =
∑
σ
∫
ddr ψˆ†σ(r)
(
τ(r) + v(r)
)
ψˆσ(r)
+
1
2
∑
σ,σ′
∫
ddrddr′ uσ,σ′(r, r′)ψˆ†σ(r)ψˆ
†
σ′(r
′)ψˆσ′(r
′)ψˆσ(r) ≡ Ĥ0 + Ĥ1, (2.1)
where ψˆσ(r) and ψˆ
†
σ(r) are respectively annihilation and creation field operators
corresponding to particles with spin index σ (see later) in the Schro¨diger picture,
and satisfying[
ψˆ
σ
(r), ψˆ†σ′(r
′)
]
∓ = δ
d(r − r′)δσ,σ′ 1ˆ,
[
ψˆ
σ
(r), ψˆσ′(r
′)
]
∓ = [ψˆ
†
σ
(r), ψˆ†σ′(r
′)]∓ = 0ˆ,
(2.2)
where [ , ]−/+ stands for commutation / anti-commutation,a depending on whether
the particles under consideration are bosons / fermions, and δd for the d-dimensional
Dirac δ function. Further, 1ˆ is the identity operator in the Fock space of the problem
at hand, and 0ˆ
.
= 0× 1ˆ. The function τ(r) on the RHS of Eq. (2.1) denotes the single-
particle kinetic-energy operator, v(r) the local external potential,b and uσ,σ′(r, r
′)
the bare two-body interaction potential. In first-principles calculations, one has
τ(r) ≡ − ~
2
2m
∇2r, (2.3)
where m denotes the bare particle mass, and the function uσ,σ′(r, r
′) is identified
with the spin-independent Coulomb potential uc(r− r′), which is further a function
of ‖r−r′‖. The integrals in Eq. (2.1) are over the single-particle configuration space
of the system under consideration, embedded in Rd.
As is common to most condensed-matter applications, in this paper we assume
that irrespective of the value of d the spin of particles is associated with the rotation
group specific to three-dimensional Euclidean space, that is SO(3), of which SU(2)
is the universal covering group.166), 167) Thus, the spin-s particles considered in this
aSee appendix E.
bThe considerations of this paper immediately apply to the cases where the external potential
v(r) is replaced by the more general spin-dependent potential vσ(r). This possibility is relevant for
perturbational calculations in which the zeroth-order Hamiltonian is that encountered within the
framework of spin density-functional theory.163),164) Naturally, with the Ĥ0 in such calculations
deviating from that assumed in Eq. (2.1), the corresponding perturbation Hamiltonian Ĥ1 should
be adjusted accordingly (see for instance Ref. 165)). Because of the general form of the two-body
interaction potential uσ,σ′(r, r
′) considered here (specifically insofar as its dependence on σ and σ′
is concerned), this is feasible. Insofar as the self-energy operator is concerned, the relevant details
are similar to those encountered § 2.8 below, where the contribution of the local Hartree self-energy
operator Σˆh is isolated. In this connection, on using the identity v(r) ≡ vσ(r)+λ(v(r)−vσ(r))|λ=1,
incorporation of the contribution of λ(v(r)−vσ(r)) in Ĥ1 gives rise to a local self-energy contribution
similar to Σˆh. As a result of this locality, any self-energy diagram of order ν ≥ 2 containing this
self-energy cannot be G-skeleton / 2PI.
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paper correspond to the (2s + 1)-dimensional unitary representation of the SU(2)
group. Denoting the operators of the underlying Lie algebra su(2) by {Sx, Sy, Sz},
the index σ, as encountered above and in the remaining part of this paper, stands in
a one-to-one correspondence with an eigenvalue of the (2s + 1)-dimensional unitary
representation of Sz. With
Sz|s,mz〉 = ~mz|s,mz〉, (2.4)
for instance for s = 12 the index σ =↑ corresponds to mz = 12 , and the index σ =↓ to
mz = −12 .
The interaction Hamiltonian Ĥ1 in Eq. (2.1) is a specific case of the following
interaction Hamiltonian (cf. Eq. (7.12), p. 67, in Ref. 3)):
Ĥ ′1 =
1
2
∑
σ,σ′,σ′′,σ′′′
∫
ddrddr′ u¯σ,σ′′′;σ′,σ′′(r, r′)ψˆ†σ(r)ψˆ
†
σ′(r
′)ψˆσ′′(r
′)ψˆσ′′′(r). (2.5)
The simpler interaction Hamiltonian Ĥ1 in Eq. (2.1) is recovered on effecting the
substitution
u¯σ,σ′′′;σ′,σ′′(r, r
′) ⇀ uσ,σ′(r, r′)δσ,σ′′′δσ′,σ′′ . (2.6)
As we have indicated above, use of the two-body potential on the RHS of this sub-
stitution does not affect the generality of the formalisms introduced in this paper.
With Ĥ1;i(t) denoting the above Ĥ1 in the interaction picture, one has
a [p. 54 in
Ref. 3)]
Ĥ1;i(t) = e
iĤ0t/~ Ĥ1 e
− iĤ0t/~ ≡ 1
2
∫
d1 d2 v(1, 2)ψˆ†i (1)ψˆ
†
i (2)ψˆi(2)ψˆi(1), (2.7)
where we have introduced the short-hand notation b
j 
 rj , tj , σj 
 rjtjσj , (2.8)
whereby c
ψˆi(j)
.
= eiĤ0tj/~ ψˆσj (rj) e
− iĤ0tj/~ . (2.9)
Accordingly,
v(i, j)
.
= uσi,σj (ri, rj)δ(ti − tj), (2.10)
and d ∫
dj 

∑
σj
∫ ∞
−∞
dtj
∫
ddrj . (2.11)
aIn this paper i≡ √−1 is distinct from i, which we generally employ either as an integer-valued
index, or a compound variable similar to j.
bThroughout this paper, we use the symbol 
 to express a form of equivalence that cannot be
expressed by the equality and identity signs.
cThe field operator ψˆi(j) is in the (real-time) interaction picture.
dAs regards the integration with respect to tj over the interval (−∞,∞), see Fig. 4.5 (c), p. 107,
in Ref. 7), as well as § 5.4, p. 140, herein. We are therefore implicitly relying on the adiabatic
approximation, which can be relaxed.
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In the following
j+ 
 rj , t+j , σj 
 rjt+j σj , (2.12)
where t+j
.
= tj + 0
+. The simplified notation on the left in Eq. (2.11) is an immedi-
ate consequence of the specific assumption with regard to the two-body interaction
function specified in Eq. (2.6). Without this assumption, the number of summations
with respect to spin indices in the defining expression for Ĥ1 would have been four,
instead of two.a
2.2.2. The one-particle Green functions for T = 0 and T > 0 (Matsubara formalism)
With ψˆσ;h(rt) denoting the Heisenberg-picture
3) counterpart of ψˆσ(r), for the
one-particle Green function Gσ,σ′(rt, r
′t′) one has3)
Gσ,σ′(rt, r
′t′) ≡ G(rtσ, r′t′σ′) .= − i〈ΨN ;0|T
{
ψˆ
σ;h
(rt)ψˆ†σ′;h(r
′t′)
}|ΨN ;0〉, (2.13)
where T denotes the boson / fermion chronological time-ordering operator b (for the
field operators satisfying the commutation / anti-commutation relations in Eq. (2.2)),
and |ΨN ;0〉 the normalised N -particle ground state (GS) of Ĥ. The state |ΨN ;0〉
is therefore in the Heisenberg picture.c With reference to Eq. (2.8), following the
identifications
a
 rtσ, b
 r′t′σ′, (2.14)
in the following we shall use the notation
G(a, b) ≡ G(rtσ, r′t′σ′), (2.15)
and similarly
G0(a, b) ≡ G0(rtσ, r′t′σ′), (2.16)
where G0 is the one-particle Green function corresponding to Ĥ0, Eq. (2.1). For Ĥ
and Ĥ0 time independent, the functions G and G0 in Eqs (2.15) and (2.16) depend
on t− t′, rather than on t and t′ separately.
For |ΨN ;0〉 an eigenstate of the z component of the total spin operator,d Gσ,σ′ is
diagonal in the spin space, that is
Gσ,σ′(rt, r
′t′) ≡ Gσ(rt, r′t′)δσ,σ′ . (2.17)
To clarify this observation, let Sz = ~σz(s) denote the (2s + 1) × (2s + 1) matrix
representation of the single-particle operator Ŝz, referred to above, p. 14. One has
σz(12) =
(1
2 0
0 1¯2
)
, σz(1) =
1 0 00 0 0
0 0 1¯
, σz(32) =

3
2 0 0 0
0 12 0 0
0 0 1¯2 0
0 0 0 3¯2
, . . . , (2.18)
aAdditional summations with respect to spin indices would be somewhat similar to the summa-
tions with respect to {µj‖j} in §§ 2.2.3 and 2.2.6 below.
bTo be distinguished from the anti-chronological time-ordering operator T¯ (or T a when T is
denoted by T c), which one encounters in the Keldysh formalism.7),15), 19)
cCompare with Eqs (6.33) and (6.34) on p. 59 of Ref. 3).
dSee p. 14.
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where i¯ ≡ −i. With these matrices at hand, for the z component Ŝz of the total-spin
operator Ŝ one has
Ŝz = ~
∑
σ,σ′
∫
ddr ψˆ†σ(r)(σ
z(s))σ,σ′ψˆσ′(r) ≡ ~
∑
σ
(σz(s))σ,σN̂σ, (2.19)
where
N̂σ
.
=
∫
ddr ψˆ†σ(r)ψˆσ(r) (2.20)
is the total-number operator corresponding to particles with spin index σ. In the
particular case of spin-12 particles, one has
Ŝz =
~
2
(N̂↑ − N̂↓). (For spin-12 particles) (2.21)
One explicitly demonstrates that for the Hamiltonian in Eq. (2.1)[
Ĥ, N̂σ
]
− = 0, (2.22)
so that [
Ĥ, Ŝz
]
− = 0. (2.23)
Hence, |ΨN ;0〉 can indeed be chosen as a simultaneous eigenstate of Ĥ and Ŝz.
The one-particle Green function in Eq. (2.13) is specific to zero temperature,
T = 0. To introduce the counterpart of this function corresponding to a non-
zero temperature equilibrium ensemble of states, we begin with the grand canonical
Hamiltonian K̂ corresponding to the Hamiltonian in Eq. (2.1) [Ch. 7 in Ref. 3)]:
K̂ .= Ĥ − µN̂ ≡ (Ĥ0 − µN̂) + Ĥ1 ≡ K̂0 + K̂1, (2.24)
where µ is the chemical potential,a and N̂ ≡ ∑σ N̂σ the total-number operator,
Eq. (2.20). With
Z .= Tr[ e−βK̂ ] (2.25)
the grand partition function, where β ≡ 1/kbT , and b
%ˆ
.
=
1
Z e
−βK̂, (2.26)
for the thermal one-particle Green function G in the Matsubara formalism3), 5), 10)–13)
one has (cf. Eq. (2.13))
Gσ,σ′(rτ, r
′τ ′) ≡ G (rτσ, r′τ ′σ′) .= −Tr[%ˆTτ{ψˆσ;k(rτ)ψˆ†σ′;k(r′τ ′)}], (2.27)
where τ ≡ it and τ ′ ≡ it′ correspond to imaginary times t and t′ for τ, τ ′ ∈ R,
and Tτ the boson / fermion imaginary-time-ordering operator (compare with the
aNot to be confused with the binary variable µ in §§ 2.2.3 and 2.2.6 below.
bWith Ω denoting the grand potential, one has Z = exp(−βΩ), so that %ˆ = exp(β(Ω1ˆ− K̂)).
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time-ordering operator T in Eq. (2.13)). Unless we indicate otherwise, in this paper
τ, τ ′ ∈ R (cf. Eq. (2.33) below). The field operators ψˆσ;k(rτ) and ψˆ†σ;k(rτ) are the
imaginary-time Heisenberg pictures of respectively ψˆσ(r) and ψˆ
†
σ(r). In contrast to
ψˆ†σ;h(rt) which is the Hermitian conjugate of ψˆσ;h(rt) for t ∈ R, ψˆ†σ;k(rτ) is clearly
not the Hermitian conjugate of ψˆσ;k(rτ) for τ ∈ R\{0}.a We shall have occasion
(for instance in appendix A) to refer to the non-interacting counterpart of %ˆ, that is
(cf. Eqs (2.25) and (2.26))
%ˆ0
.
=
1
Z0 e
−βK̂0 , where Z0 .= Tr[e−βK̂0 ]. (2.28)
With K̂1;i(τ) denoting K̂1 ≡ Ĥ1 in the imaginary-time interaction picture, one
has (cf. Eq. (2.7)) [p. 235 in Ref. 3)]
K̂1;i(τ) = eK̂0τ/~ K̂1 e−K̂0τ/~ ≡ 1
2
∫
d1 d2 v(1, 2)ψˆ†i (1)ψˆ
†
i (2)ψˆi(2)ψˆi(1), (2.29)
where b (cf. Eqs (2.8) – (2.11))
j 
 rj , τj , σj 
 rjτjσj , (2.30)
ψˆi(j)
.
= eK̂0τ/~ ψˆσj (rj) e
−K̂0τ/~, ψˆ†i (j)
.
= eK̂0τ/~ ψˆ†σj (rj) e
−K̂0τ/~, (2.31)
v(i, j)
.
= uσi,σj (ri, rj)δ(τi − τj), (2.32)∫
dj 

∑
σj
∫ ~β
0
dτj
∫
ddrj . (2.33)
Clearly, for τ ∈ R\{0} the operators ψˆi (j) and ψˆ†i (j) in Eq. (2.31) are not each
other’s Hermitian conjugates. Similarly as in Eq. (2.12),
j+ 
 rj , τ+j , σj 
 rjτ+j σj , (2.34)
where, with τj ∈ R, τ+j .= τj + 0+ [p. 229 in Ref. 3)].c
With (cf. Eq. (2.14))
a
 rτσ, b
 r′τ ′σ′, (2.35)
we introduce the notation
G (a, b) ≡ G (rτσ, r′τ ′σ′), (2.36)
and similarly
G0(a, b) ≡ G0(rτσ, r′τ ′σ′) (2.37)
aFor this reason, it may be preferable to use the notation
¯ˆ
ψσ;k(rτ), or simply ψ¯σ;k(rτ).
bThe field operator ψˆi(j) is in the imaginary-time interaction picture.
cNote that the integral with respect to τj in Eq. (2.33) is over the real interval [0, ~β]. See
Fig. 4.5 (a), p. 107, in Ref. 7), as well as § 5.4, p. 140, herein.
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for the non-interacting counterpart of G (a, b). For Ĥ and Ĥ0 time independent, the
functions G and G0 in Eqs (2.36) and (2.37) depend on τ − τ ′, rather than on τ and
τ ′ separately. Further, for τ − τ ′ < 0 one explicitly shows that [Eq. (24.14), p. 236,
in Ref. 3)]
G (rτσ, r′τ ′σ′) = ±G (r(τ + ~β)σ, r′τ ′σ′), for bosons / fermions, (2.38)
that is G (rτσ, r′τ ′σ′) is a periodic / anti-periodic function of τ − τ ′. A similar
equality as in Eq. (2.38) applies for G0. The equality in Eq. (2.38) is referred to as
the Kubo-Martin-Schwinger (KMS)10), 168) relation.
Since Kˆ1 ≡ Ĥ1, Eq. (2.24), it immediately follows that the weak-coupling pertur-
bation series expansion of G (a, b) is functionally identical to that of G(a, b), with G0
taking the place of G0 (see Eqs (2.87) – (2.91) below). Correspondingly, the v(i, j) in
Eqs (2.86), (2.88), and (2.89) below is related to the two-body interaction function
v(i, j) in Eq. (2.32), and the integrals with respect to 1, 2, . . . , 2ν in Eqs (2.88) and
(2.89) below are defined in accordance with the prescription in Eq. (2.33), instead of
that in Eq. (2.11).
2.2.3. The one-particle Green function for T > 0 (the real-time thermo-field dy-
namics, TFD)
In this section we consider the TFD formalism.21), 22)a Conform conventional
notation, in this section we suppress carets on the symbols that in other sections of
this paper denote second-quantised operators,b as within the framework of the TFD
caret on a symbol generally signifies the difference of two second-quantized operators
that share the same basic symbol (see Eqs (2.39) and (2.40) below). Thus, in the
this section H0 and H1 denote the operators Ĥ0 and Ĥ1 of the previous sections of
this paper. Similarly as regards the field operators ψˆ and ψˆ†, except that in this case
at places we additionally employ the symbol ψ¯ for ψ†, this partly on account of the
fact that on complex time contours ψ† is not the Hermitian conjugate of ψ. In this
connection, we recall that also within the finite-temperature formalism of Matsubara,
§ 2.2, for τ ∈ R\{0} the creation operator ψˆ† is not the Hermitian conjugate of the
annihilation operator ψˆ.
Before proceeding with details, we point out that calculation of the dynamical
correlation functions within Matsubara’s imaginary-time formalism3), 10)–13) is gener-
ally not straightforward, it requiring the analytic continuation of these functions from
along the imaginary-time axis to along the real-time axis. Alternatively, and con-
sidering for concreteness the interacting one-particle Green function G (rτσ, r′σ′τ ′),c
Eq. (2.27), while determination of the time-Fourier transform of this function at an
arbitrary complex energy z, specifically for z = ε ± i0+, with ε ∈ R, is in princi-
aWe shall consider this formalism also in Ref. 48).
bIn this paper we encounter some single-particle operators, such as the Green operator Gˆ, that
are furnished with caret but are not second-quantised operators. To underline this fact, we generally
qualify these operators with the adjective single-particle.
cFollowing the periodicity / anti-periodicity of G (rτσ, r′σ′τ ′) as function of τ − τ ′ for boson /
fermion systems, Eq. (2.38), the imaginary-time Fourier transform of this function is discrete, defined
over the discrete set of Matsubara energies (or frequencies).
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ple possible,169) in practice this determination is generally non-trivial.170)–172)a The
complexity of the process of analytic continuation over the complex energy plane
increases with the order of the dynamical correlation function, the imaginary-time-
Fourier transform of higher-order dynamical correlations depending on multiple dis-
crete Matsubara energies (or frequencies).
The above-mentioned problem associated with the process of analytic continua-
tion of finite-temperature correlation functions is fully overcome within the real-time
formalism b of thermo-field dynamics (TFD).21), 22)cd The structure of the perturba-
tion series expansion of the Green functions in the framework of the TFD is identical
to that of the zero-temperature formalism175)–182) that we consider in detail in this
paper. Technically, in the TFD formalism the role of the (causal) non-interacting
Green function G0 of the zero-temperature formalism is played by the 2× 2 (causal)
non-interacting one-particle Green matrix G0, Eqs (2.49) and (2.63) below. Similar
to G0, in this formalism the interacting one-particle Green function, Eqs (2.47) and
(2.62) below, as well as the self-energy operator, the polarisation function, the dielec-
tric function and the screened interaction potential, § 3, are 2×2 matrices.21), 22), 182)
We note that there exists a direct formal association between the TFD161), 179) and
the Keldysh formalism.17)
Within the framework of the TFD the role of the second-quantised Hamiltonian
operator Ĥ in the previous sections of this paper is played by the operator
Ĥ
.
= H − H˜, (2.39)
where the H on the RHS is the interacting Hamiltonian as defined in Eq. (2.1),e and
H˜ its tilde conjugation.f Correspondingly, one has
Ĥ0
.
= H0 − H˜0, Ĥ1 .= H1 − H˜1, (2.40)
aRecent progress in this area, under the heading of ‘algorithmic Matsubara integration’ (AMI),
for Hubbard-like models has been reported173) and implemented.174) A comparable approach based
on time-ordered diagrams (§ 3.2, p. 157, in Ref. 5)) is conceivable.
bRelativistic as well as non-relativistic field theories in which the time path is entirely along
the real (imaginary) axis are commonly qualified as Minkowskian (Euclidean). The TFD formalism
does not fall into either of the two categories.
cAs regards relevant original publications, we refer the reader to Refs 183),184). The framework
of the TFD has been expanded for dealing with non-equilibrium ensemble of states.185)–190) For a
review, consult Ref. 191).
dWe note that the super-operators acting on a Liouville space of a system of fermions / bosons
with a given number of degrees of freedom constitute an algebra corresponding to a system of
super-fermions / super-bosons with doubled degrees of freedom.192) This doubling of degrees of
freedom coincides with that in the framework of the TFD through the process of ‘tilde substi-
tution’.183),184),192),193) For reviews, consult Refs 191), 194). The review by Landsman and van
Weert191) provides amongst others also a comprehensive overview of the operator structure of the
TFD in a C∗-algebraic context, tracing the roots of it to the classic work by Haag, Hugenholtz, and
Winnink195)–197) on the equilibrium states of quantum statistical mechanics.
eOr the Hubbard Hamiltonian Ĥ in Eq. (2.64) below.
fFor operators O1 and O2, and complex c-numbers c1 and c2, one has O˜1O2 = O˜1O˜2, and
c1O1 + c2O2: = c∗1O˜1 + c∗2O˜2, where c∗i , i = 1, 2, is the complex conjugate of ci. One further has
(O†)˜= (O˜)†, and (O˜)˜= ±O for boson / fermion operators (see for instance Eqs (2.5a) and (2.5b),
p. 350, in Ref. 177), and Eqs (7.40) – (7.45), p. 145, in Ref. 22)).
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where H0 (H1) is the non-interacting (interaction) Hamiltonian Ĥ0 (Ĥ1) in Eq. (2.1)
and H˜0 (H˜1) its tilde conjugation.
In order to be capable of calculating correlation functions for real times within
the framework of the TFD, the time contour on which the Heisenberg- and interaction-
picture operators are defined must consist of a part that covers the relevant interval
of the real time axis. Conventionally, within this formalism one adopts the following
directed time contour:
C =
4∑
i=1
Ci, (2.41)
where a
C1 = [ti, tf],
C2 = [tf − i(1− α)~β, ti − i(1− α)~β],
C3 = [tf, tf − i(1− α)~β],
C4 = [ti − i(1− α)~β, ti − i~β], where α ∈ (0, 1], (2.42)
with α = 12 corresponding to the Hermitian representation;
198)b the initial and final
times, ti and tf (both real), can be identified with respectively −∞ and +∞, in which
case the contributions arising from C3 and C4 can be discarded.c
With d
ψ
.
=
(
ψ1
ψ2
)
≡
(
ψ
ψ˜†
)
, ψ¯
.
=
(
ψ¯1, ψ¯2
) ≡ (ψ†, ∓ψ˜) for bosons / fermions, (2.43)
and assuming that uσ,σ′(r, r
′) ∈ R, from the expression in Eq. (2.1) one obtains
Ĥ1 =
1
2
∑
σ,σ′
∫
ddrddr′ uσ,σ′(r, r′)
(
ψ¯1σ(r)ψ¯
1
σ′(r
′)ψ1σ′(r
′)ψ1σ(r)
−ψ2σ(r)ψ2σ′(r′)ψ¯2σ′(r′)ψ¯2σ(r)
)
. (2.44)
With Ĥ1;i(t), t ∈ C , denoting Ĥ1 in the interaction picture,e the associated expres-
sion is obtained by replacing the field operators on the RHS of Eq. (2.44) by their
aHere, the direction of the contour segment [a, b] is from a to b.
bSee the second footnote associated with Eq. (2.48) below.
cFor the contours in the TFD, see in particular Ref. 22),179),199)–201). For the implications of
various choices of the parameter α in Eq. (2.42), consult Ref. 198).
dThe two-component field operator ψ in Eq. (2.43) is different from the Nambu156),159) two-
component field operator to which we have referred earlier in this section. The difference lies in the
fact that the first component of the Nambu two-component annihilation field operator consists of
an annihilation field operator and its second component of the time-reversed creation field operator.
In contrast, the second component of ψ consists of the tilde-conjugated creation field operator.
eThe relationship between the interaction-picture and the Heisenberg-picture operators within
the TFD formalism has been discussed in Refs 161),179),198),202). For a comprehensive discussion
of ‘the contour idea’, consult Ch. 4, p. 95, of Ref. 7), and for the equations of motion on contours,
§ 4.4, p. 110, herein. Note that the zi in the latter reference is to be identified with the initial time
ti in Eq. (2.42).
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interaction-picture counterparts. With a
ψµi (rtσ) ≡ ψµσ;i(rt), ψ¯µi (rtσ) ≡ ψ¯µσ;i(rt), µ ∈ {1, 2}, (2.45)
one thus has
Ĥ1;i(t) =
1
2
∑
σ,σ′
∫
ddrddr′dt′ uσ,σ′(r, r′)δ(t, t′)
×(ψ¯1i (rtσ)ψ¯1i (r′t′σ′)ψ1i (r′t′σ′)ψ1i (rtσ)− ψ2i (rtσ)ψ2i (r′t′σ′)ψ¯2i (r′t′σ′)ψ¯2i (rtσ)),
(2.46)
where we have introduced the integral with respect to t′ in the usual manner (cf.
Eqs (2.10) and (2.32)). The distribution δ(t, t′) is defined for t, t′ ∈ C and coincides
with δ(t− t′) for t, t′ ∈ R.b For ease of notation, where in the remaining part of this
paper the TFD formalism is concerned, the distribution δ(t− t′) is to be understood
as denoting δ(t, t′).
With |0(β)〉 denoting the temperature-dependent vacuum state in the Heisenberg
picture, the (µ, µ′) element of the interacting one-particle Green matrix G is defined
as22)c (cf. Eq. (2.13))
Gµµ
′
(a, b)
.
= − i〈0(β)|TC
{
ψµh(a)ψ¯
µ′
h (b)
}|0(β)〉, µ, µ′ ∈ {1, 2}, (2.47)
where TC is the chronological time-ordering operator on C , and the subscript h
attached to field operators signifies these as being in the Heisenberg picture. We
note that with Â denoting an observable, by definition de (see Eqs (2.25) and (2.26))
〈0(β)|Â|0(β)〉 ≡ Tr[%ˆÂ]. (2.48)
For the (µ, µ′) element of the non-interacting one-particle Green matrix G0, one has f
Gµµ
′
0 (a, b)
.
= − i〈0(β)|TC
{
ψµi (a)ψ¯
µ′
i (b)
}|0(β)〉, µ, µ′ ∈ {1, 2}, (2.49)
where |0(β)〉 (not to be confused with |0(β)〉) is the temperature-dependent vacuum
state in the interaction picture, for which one has (cf. Eq. (2.48))
〈0(β)|Â|0(β)〉 ≡ Tr[%ˆ0Â], (2.50)
aThe binary variable µ is not to be confused with the chemical potential introduced in § 2.2.2.
bFor the relevant details, consult for instance § 4.5, p. 114, in Ref. 7).
cSee Eq. (7.212), p. 165, in Ref. 22). See also Eq. (2.25a) in Ref. 175) and note that the − i in the
definition in Eq. (2.47) is only a matter of convention, relevant only when applying the rules based
on the definition in Eq. (2.13) for evaluating the contributions of Feynman diagrams.
dSee for instance Eqs (1.1) – (1.5) in Ref. 183).
eWe note in passing that the α in Eq. (2.42) is tied to employing the identity %ˆ ≡ %ˆα%ˆ1−α and,
on the basis of the invariance of the trace of a product of operators under their cyclic permutations,
expressing Tr
[
%ˆÂ
]
as Tr
[
%ˆ1−α Â%ˆα
]
(for the relevance of the latter expression, consult Ref. 198)).
The latter expression makes evident the way in which α = 1
2
is special.
fFor the elements of the (causal) one-particle Green matrix G0(a, b), see for instance § 7.2.6,
p. 153, in Ref. 22). For some explicit diagrammatic calculations, see Refs 203)–206). For the appli-
cation of the TFD formalism to the problem of time evolution of large systems, see Ref. 207), and
to the problem of the particle-antiparticle symmetry in nuclear physics, Ref. 208).
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where %ˆ0 is the statistical operator defined in Eq. (2.28).
The many-body perturbation expansion of Gµµ
′
in terms of {Gµµ′0 ‖µ, µ′},a de-
duced by applying the Gell-Mann and Low theorem,209)bc involves the expressions d
〈0(β)|TC
{
Ĥ1;i(t1)Ĥ1;i(t2) . . . Ĥ1;i(tν)ψ
µ
i (a)ψ¯
µ′
i (b)
}|0(β)〉, (2.51)
and
〈0(β)|TC
{
Ĥ1;i(t1)Ĥ1;i(t2) . . . Ĥ1;i(tν)
}|0(β)〉. (2.52)
Since
TC
{
ψ2i (rtσ)ψ
2
i (r
′t′σ′)ψ¯2i (r
′t′σ′)ψ¯2i (rtσ)
} ≡ TC{ψ¯2i (rtσ)ψ¯2i (r′t′σ′)ψ2i (r′t′σ′)ψ2i (rtσ)},
(2.53)
it follows that under the path-ordering operation TC the operator Ĥ1;i(tj), j =
1, 2, . . . , ν, can be expressed as
Ĥ1;i(tj) = Ĥ
1
1;i(tj) + Ĥ
2
1;i(tj), (Under the path ordering TC ) (2.54)
where
Ĥ
µj
1;i (tj)
.
=
1
2
∑
σj ,σ′j
∑
µ′j∈{1,2}
∫
C
dt′j
∫
ddrjd
dr′j (−1)bµj/2cuσj ,σ′j (rj , r′j)δ(tj , t′j)δµj ,µ′j
×ψ¯µji (rjtjσj)ψ¯
µ′j
i (r
′
jt
′
jσ
′
j)ψ
µ′j
i (r
′
jt
′
jσ
′
j)ψ
µj
i (rjtjσj), µj ∈ {1, 2}, (2.55)
in which bxc is the floor function, yielding the greatest integer less than or equal to
x. The summation with respect to µ′j as introduced on the RHS of Eq. (2.55) serves a
similar purpose as the integration with respect to t′ on the RHS of Eq. (2.46). Thus,
under the path-ordering operation TC one can write
Ĥ1;i(t1)Ĥ1;i(t2) . . . Ĥ1;i(tν)
=
∑
µ1,µ2,...,µν∈{1,2}
[Ĥ11;i(t1)]
1−bµ1/2c[Ĥ11;i(t2)]
1−bµ2/2c . . . [Ĥ11;i(tν)]
1−bµν/2c
×[Ĥ21;i(t1)]bµ1/2c[Ĥ21;i(t2)]bµ2/2c . . . [Ĥ21;i(tν)]bµν/2c,
(Under the path ordering TC ) (2.56)
where [Ĥµ1;i(tj)]
0 ≡ 1ˆ, the identity operator in the Fock space, and [Ĥµ1;i(tj)]1 ≡
Ĥµ1;i(tj), µ ∈ {1, 2}. The RHS of Eq. (2.56) consists of a superposition of 2ν terms,
each of which is of the νth order in the two-body interaction potential.
aPresented in §§ 2.2.5 and 2.2.6 below.
bFor a pedagogical exposition of this theorem in relation to the expansion of the N -particle GS
|ΨN ;0〉 of Ĥ in terms of the N -particle GS |ΦN ;0〉 of Ĥ0, under the adiabatic assumption, see Ref. 3),
p. 61.
cWithin the framework of the TFD, use of the Gell-Mann and Law theorem can be bypassed
through a judicious choice of the parameter α in the definition of the contour C , Eqs (2.41) and
(2.42). For details, the reader is referred to Ref. 198), as well as § 7.5, p. 164, of Ref. 22).
dSee for instance Eq. (2.9) in Ref. 161) and compare this with Eq. (8.9), p. 85, in Ref. 3).
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As in earlier sections, it proves advantageous to make the following identifications
within the framework of the TFD (cf. Eqs (2.14), (2.8), (2.12), and (2.11)):
a
 rtσµ, b
 r′t′σ′µ′, (2.57)
j 
 rj , tj , σj , µj 
 rjtjσjµj , (2.58)
j+ 
 rj , t+j , σj , µj 
 rjt+j σjµj . (2.59)∫
dj 

∑
σj
∑
µj∈{1,2}
∫
C
dtj
∫
ddrj , (2.60)
and further to define v(i, j) as (cf. Eq. (2.10))
v(i, j)
.
= (−1)bµi/2cuσi,σj (ri, rj)δ(ti, tj)δµi,µj . (2.61)
Thus, in the light of the identifications in Eq. (2.57), in the following (cf. Eq. (2.15))
G(a, b) ≡ Gµµ′(rtσ, r′t′σ′) ≡ (G(rtσ, r′t′σ′))µ,µ′ , (2.62)
and (cf. Eq. (2.16))
G0(a, b) ≡ Gµµ′0 (rtσ, r′t′σ′) ≡ (G0(rtσ, r′t′σ′))µ,µ′ . (2.63)
Taking account of the above specifications, the structure of the perturbation series
expansion of G(a, b) in terms of {G0(i, j)‖i, j} is identical to that of G(a, b) in terms
of {G0(i, j)‖i, j} corresponding to the zero-temperature formalism, § 2.2.2.
2.2.4. The lattice model: the single-band Hubbard Hamiltonian
Insofar as lattice models are concerned, we restrict the explicit considerations in
this paper to the single-band Hubbard Hamiltonian Ĥ for spin-12 fermions,87)–89) for
which one has
Ĥ =
∑
σ
Ns∑
l,l′=1
Tl,l′ cˆ
†
l;σ cˆl′;σ +
U
2
∑
σ
Ns∑
l=1
nˆl;σnˆl;σ¯ ≡ Ĥ0 + Ĥ1, (2.64)
where {Tl,l′‖l, l′} are hopping matrix elements, U the on-site interaction energy, σ¯
the spin index complementary to σ,a and
nˆl;σ
.
= cˆ†l;σ cˆl;σ, (2.65)
the site-occupation-number operator. The indices l and l′ mark the vectors {Rl‖l =
1, 2, . . . , Ns} spanning the lattice on which Ĥ is defined. Assuming the latter to be
a Bravais lattice,143) with 1BZ denoting the first Brillouin zone in the corresponding
reciprocal space, for Tl,l′ one has
Tl,l′ =
1
Ns
∑
k∈1BZ
εk e
ik·(Rl−Rl′ ), (2.66)
aWith σ =↑, one has σ¯ =↓, and vice versa. See p. 14.
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where εk denotes the underlying non-interacting single-particle energy dispersion.
Customarily, one adjusts the energy dispersion εk by a constant shift so that Tl,l = 0
for all l.
The Hubbard Hamiltonian for bosons,81), 210)–221)a often referred to as the Bose-
Hubbard and the Boson Hubbard model, can be treated along the same lines as the
Hubbard Hamiltonian for fermions. We do not explicitly deal with this Hamiltonian
in this paper for two reasons. Firstly, in the applications of contemporary interest the
strong-coupling perturbation expansion215) turns out to be the appropriate choice in
dealing with this Hamiltonian, to be contrasted with the weak-coupling perturbation
expansions dealt with in this paper, which crucially rely on the Wick decomposition
theorem, appendix A. Secondly, the considerations of this model in many applica-
tions relate to both the normal and superfluid215)–218), 221) as well as the normal and
superconductive states in granulated material.210)–214) In particular, determination
of the boundary between the normal and superfluid / superconductive phases of the
systems under consideration is of prime interest. As we have indicated earlier, in
this paper we focus on the normal states of systems and relegate considerations of
superconductive and superfluid states to a future publication.48)
Since Ĥ0, the non-interacting part of the Hubbard Hamiltonian Ĥ, is accounted
for by the non-interacting Green function, G0, G0 or G0,b in what follows we focus
on the interaction part Ĥ1 of Ĥ. Before proceeding, however, with reference to the
double sum (with respect to l and l′) on the RHS of Eq. (2.64), we note that we could
have defined the Ĥ0 in Eq. (2.1) equivalently as follows:
Ĥ0 =
∑
σ
∫
ddrddr′ ψˆ†σ(r)
(
τ˜(r, r′) + v˜(r, r′)
)
ψˆσ(r
′), (2.67)
where v˜(r, r′) denotes a non-local external potential, which we do not specify further
here except that the external potential v(r) in Eq. (2.1) corresponds to the specific
case where
v˜(r, r′) = δ(r − r′)v(r′). (2.68)
Similarly, the kinetic-energy operator τ(r) in Eqs (2.1) and (2.3) corresponds to the
case where
τ˜(r, r′) = δ(r − r′)τ(r′) ≡ + ~
2
2m
δ(r − r′)∇r ·∇r′ . (2.69)
From the perspective of the considerations of this paper, the double integral on the
RHS of Eq. (2.67) is the equivalent of the double sum in the expression for Ĥ0 in
Eq. (2.64).
To make contact with the details bearing on the Hamiltonian Ĥ in Eq. (2.1), we
aCh. 9, p. 117, in Ref. 221).
bAssociated with respectively the G, G , and G in Eqs (2.13), (2.27), and (2.47).
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express the interaction Hamiltonian Ĥ1 in Eq. (2.64) as a
Ĥ1 = 1
2
∑
σ,σ′
Ns∑
l,l′=1
Uσ,σ′(l, l
′) cˆ†l;σ cˆ
†
l′;σ′ cˆl′;σ′ cˆl;σ, (2
.70)
where
Uσ,σ′(l, l
′) .= U(1− δσ,σ′)δl,l′ . (2.71)
One observes that through the identifications
r 
 l, uσ,σ′(r, r′)
 Uσ,σ′(l, l′), ψˆσ(r)
 cˆl;σ,
∫
ddr 

Ns∑
l=1
, (2.72)
one has
Ĥ 
 Ĥ. (2.73)
Consequently, with (cf. Eq. (2.14))
a
 ltσ, b
 l′t′σ′, (2.74)
the relevant perturbational expression for the Green function G(a, b) corresponding
to Ĥ coincides with that corresponding to the Hamiltonian Ĥ in Eq. (2.1), provided
that
j 
 lj , tj , σj 
 ljtjσj , (2.75)
v(i, j)
.
= Uσi,σj (li, lj)δ(ti − tj) ≡ U(1− δσi,σj )δli,lj δ(ti − tj), (2.76)∫
dj 

∑
σj
∫ ∞
−∞
dtj
Ns∑
lj=1
. (2.77)
Similarly as regards G (a, b) and G(a, b); for the calculation of G (a, b) one has to
adopt the following conventions (cf. Eqs (2.35), (2.30), (2.32), and (2.33)):
a
 lτσ, b
 l′τ ′σ′, (2.78)
j 
 lj , τj , σj 
 ljτjσj , (2.79)
v(i, j)
.
= Uσi,σj (li, lj)δ(τi − τj) ≡ U(1− δσi,σj )δli,lj δ(τi − τj), (2.80)∫
dj 

∑
σj
∫ ~β
0
dτj
Ns∑
lj=1
, (2.81)
and for the calculation of G(a, b) the following conventions (cf. Eqs (2.57), (2.58),
(2.61), and (2.60)):
a
 ltσµ, b
 l′t′σ′µ′, (2.82)
aIn Ref. 28) we discuss different, but equivalent, representations of the interacting part of the
Hubbard Hamiltonian Ĥ and their associated distinct diagrammatic expansions. The representation
of Ĥ1 in Eq. (2.70) is the most suitable one for the considerations of the present paper.
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j 
 lj , tj , σj , µj 
 ljtjσjµj , (2.83)
v(i, j)
.
= (−1)bµi/2cUσi,σj (li, lj)δ(ti, tj)δµi,µj
≡ (−1)bµi/2cU(1− δσi,σj )δli,lj δ(ti, tj)δµi,µj , (2.84)∫
dj 

∑
σj
∑
µj∈{1,2}
∫
C
dtj
Ns∑
lj=1
. (2.85)
2.2.5. The one-particle Green function (General)
For what follows, it proves convenient to express the two-body interaction po-
tential v(i, j), Eqs (2.10), (2.32), (2.61), (2.76), (2.80), and (2.84), as
v(i, j) ≡ λv(i, j), (2.86)
where λ, the dimensionless coupling constant of interaction, serves as a book-keeping
devise that in the actual calculations is to be identified with unity.
Bearing in mind that G(a, b) and G0(a, b) denote respectively the interacting
and non-interacting one-particle Green functions, specific to both T = 0 and T > 0,
corresponding to the Hamiltonians discussed in § 2.2,a for G(a, b) one has the fol-
lowing exact weak-coupling perturbational expression [Eq. (13.12), p. 228, in Ref. 6)]
[Eq. (5.32), p. 138, in Ref. 7)]: b
G(a, b) =
G0(a, b) +
∑∞
ν=1 λ
νNν(a, b)
1 +
∑∞
ν=1 λ
νDν
, (2.87)
where
Nν(a, b)
.
=
1
ν!
( i
2~
)ν ∫ 2ν∏
j=1
dj v(1, 2) . . . v(2ν − 1, 2ν)Ab2ν+1(a, b; 1, 2, . . . , 2ν − 1, 2ν),
(2.88)
aThus, in the case of T > 0 the functions G(a, b) and G0(a, b) stand for G (a, b) and G0(a, b)
(G(a, b) and G0(a, b)) when dealing with the Matsubara (TFD) formalism.
bWe note that whereas the functions G, G2, and G0 as introduced in this paper coincide with
those introduced in Ref. 7) (the same applies to G and G0, which however have no counterparts
in Ref. 7)), this is not the case as regards G , G2, and G0: the prefactor of all n-particle Green
functions in Ref. 7) is 1/ in ≡ (− i)n, while in contrast the prefactor of the n-particle Matsubara
Green functions as defined in this paper is (−1)n, Eq. (2.27) and Eq. (3.3) below. Nonetheless, the
expression in Eq. (2.87) applies equally to G (a, b). This follows from the fact that, insofar as the
Matsubara formalism is concerned, whereas in this paper the internal variables τj are integrated over
the real interval [0, ~β] (see Eqs (2.33) and (2.81)), the relevant internal variables z¯j (or tj) in Ref. 7)
(in particular those in Eq. (5.32) herein) are integrated over the interval [t0, t0− iβ], from t0 towards
t0 − iβ (using the units in which ~ = 1); see § 5.4, p. 140, in Ref. 7). Identifying t0 with zero, with
z¯ = − iτ , one has dz¯ = − idτ , so that∏2νj=1 dz¯j = (− i)2ν∏2νj=1 dτj . Further, since our G0 is identical
to i times the corresponding Green function in Ref. 7), the Ab2ν+1 and A2ν , Eqs (2.90) and (2.91),
as expressed in terms of the latter Green function are respectively i2ν+1 and i2ν times the Ab2ν+1
and A2ν as expressed in terms of the former Green function. Combining these two observations, the
validity of our above assertion is established. A similar reasoning establishes the applicability of the
expression in Eq. (3.33) below to G2(a, b; c, d).
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Dν
.
=
1
ν!
( i
2~
)ν ∫ 2ν∏
j=1
dj v(1, 2) . . . v(2ν − 1, 2ν)A2ν(1, 2, . . . , 2ν − 1, 2ν), (2.89)
in which a
Ab2ν+1(a, b; 1, 2, . . . , 2ν) ≡
∣∣∣∣∣∣∣∣∣∣∣
G0(a, b) G0(a, 1
+) G0(a, 2
+) . . . G0(a, 2ν
+)
G0(1, b) G0(1, 1
+) G0(1, 2
+) . . . G0(1, 2ν
+)
G0(2, b) G0(2, 1
+) G0(2, 2
+) . . . G0(2, 2ν
+)
...
...
...
. . .
...
G0(2ν, b) G0(2ν, 1
+) G0(2ν, 2
+) . . . G0(2ν, 2ν
+)
∣∣∣∣∣∣∣∣∣∣∣
±
,
(2.90)
A2ν(1, 2, . . . , 2ν) ≡
∣∣∣∣∣∣∣∣∣
G0(1, 1
+) G0(1, 2
+) . . . G0(1, 2ν
+)
G0(2, 1
+) G0(2, 2
+) . . . G0(2, 2ν
+)
...
...
. . .
...
G0(2ν, 1
+) G0(2ν, 2
+) . . . G0(2ν, 2ν
+)
∣∣∣∣∣∣∣∣∣
±
. (2.91)
The functions Ab2ν+1
.
= |Ab2ν+1|+/− and A2ν .= |A2ν |+/− are permanents29), 30) / deter-
minants,32), 33) specific to bosons / fermions, associated with the (2ν + 1)× (2ν + 1)
matrix Ab2ν+1 and the 2ν × 2ν matrix A2ν . One observes that Ab2ν+1 is a bordered
matrix associated with A2ν . For fermions, Ab2ν+1 is a bordered determinant
32), 33)
associated with the determinant A2ν .
We note that since each of the diagonal elements {G0(j, j+)‖j = 1, 2, . . . , 2ν}
in the above permanents / determinants, which is independent of time (imaginary
time),b corresponds to a tadpole diagram, appendices B and C, they can be sup-
pressed by including the contribution of the static Hartree potential in the non-
interacting Hamiltonian, Eqs (2.1) and (2.64).c In the case of uniform GSs (or uni-
form ensembles of states), where {G0(j, j+)‖j = 1, 2, . . . , 2ν} are fully independent
of the spatial coordinate associated with j, the task is straightforwardly achieved.de
In fact, this procedure amounts to a special case of a more general one encountered
in for instance Refs 126)–128) and 165). In Refs 126)–128), the functions {αj′j ‖j, j′}
are varied to minimise the impact of the sign problem in the underlying Monte Carlo
calculations.
2.2.6. The TFD revisited
In this section we revert to the definitions for a, b, j, v(i, j), and
∫
dj as in
Eqs (2.14), (2.8), (2.10), and (2.11), respectively, to be distinguished from their coun-
terparts in § 2.2.3.
In the light of the above observations, within the framework of the TFD for the
aFor the superscripts +, see Eqs (2.12), (2.34), and (2.59).
bSee p. 16.
cSee p. 11, where we discuss Gh, Σˆ
h, Σˆfσ, and Σˆ
hf
σ ≡ Σˆh + ΣˆFσ . See also Eq. (C.3) below.
dCompare for instance with the expressions in Eqs (3)–(5), (10), (11), and (14) of Ref. 222).
eUnless G0;σj = G0;σ¯j for all j, even for uniform ground states (thermal ensemble of states,
within the Matsubara formalism) G0(j, j
+) retains a dependence on j. This applies the stronger
within the TFD formalism, where G0(j, j
+) depends additionally on µj , Eqs (2.58) and (2.83).
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exact weak-coupling perturbational expression of Gµµ
′
(a, b) one has (cf. Eq. (2.87))
Gµµ
′
(a, b) =
Gµµ
′
0 (a, b) +
∑∞
ν=1 λ
νNµµ
′
ν (a, b)
1 +
∑∞
ν=1 λ
νDν
, (2.92)
where Nµµ
′
ν (a, b) and Dν are determined according to the expressions in respectively
Eq. (2.88) and Eq. (2.89), however in terms of the functions Ab,µµ
′
2ν+1 and A2ν , defined
according to (cf. Eq. (2.90))
Ab,µµ
′
2ν+1(a, b; 1, 2, . . . , 2ν) ≡
∑
µ1,µ3...,µ2ν−1∈{1,2}
(−1)bµ1/2c+bµ3/2c+···+bµ2ν−1/2c
×
∣∣∣∣∣∣∣∣∣∣∣∣∣
Gµµ
′
0 (a, b) G
µµη1
0 (a, 1
+) G
µµη2
0 (a, 2
+) . . . G
µµη2ν
0 (a, 2ν
+)
G
µη1µ
′
0 (1, b) G
µη1µη1
0 (1, 1
+) G
µη1µη2
0 (1, 2
+) . . . G
µη1µη2ν
0 (1, 2ν
+)
G
µη2µ
′
0 (2, b) G
µη2µη1
0 (2, 1
+) G
µη2µη2
0 (2, 2
+) . . . G
µη2µη2ν
0 (2, 2ν
+)
...
...
...
. . .
...
G
µη2νµ
′
0 (2ν, b) G
µη2νµη1
0 (2ν, 1
+) G
µη2νµη2
0 (2ν, 2
+) . . . G
µη2νµη2ν
0 (2ν, 2ν
+)
∣∣∣∣∣∣∣∣∣∣∣∣∣
±
,
(2.93)
and (cf. Eq. (2.91))
A2ν(1, 2, . . . , 2ν) ≡
∑
µ1,µ3,...,µ2ν−1∈{1,2}
(−1)bµ1/2c+bµ3/2c+···+bµ2ν−1/2c
×
∣∣∣∣∣∣∣∣∣
G
µη1µη1
0 (1, 1
+) G
µη1µη2
0 (1, 2
+) . . . G
µη1µη2ν
0 (1, 2ν
+)
G
µη2µη1
0 (2, 1
+) G
µη2µη2
0 (2, 2
+) . . . G
µη2µη2ν
0 (2, 2ν
+)
...
...
. . .
...
G
µη2νµη1
0 (2ν, 1
+) G
µη2νµη2
0 (2ν, 2
+) . . . G
µη2νµη2ν
0 (2ν, 2ν
+)
∣∣∣∣∣∣∣∣∣
±
,
(2.94)
where a
ηj
.
= 2
⌊j + 1
2
⌋
− 1. (2.95)
2.2.7. The Hubbard Hamiltonian revisited
As we have indicated earlier, expressions in Eqs (2.87) – (2.91) equally apply
to the Hubbard Hamiltonian Ĥ discussed in § 2.2.4. On making explicit use of the
two-body interaction potential in Eq. (2.76), from the expressions in Eqs (2.88) and
(2.89) for the Nν(a, b) and Dν , ν ∈ N, specific to Ĥ one obtains
Nν(a, b) =
1
ν!
( iU
2~
)ν ∑
σ1,...,σν
Ns∑
l1,...,lν=1
×
∫ ν∏
j=1
dtj A
b
2ν+1(a, b; l1t1σ1, l1t1σ¯1, . . . , lνtνσν , lνtν σ¯ν), (2.96)
aη2k−1 = η2k = 2k − 1, ∀k ∈ N.
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Dν =
1
ν!
( iU
2~
)ν ∑
σ1,...,σν
Ns∑
l1,...,lν=1
×
∫ ν∏
j=1
dtj A2ν(l1t1σ1, l1t1σ¯1, . . . , lνtνσν , lνtν σ¯ν). (2.97)
These expressions are explicitly applicable to the T = 0 formalism. They equally
apply to the case of Matsubara’s T > 0 formalism, provided that ti, tj , and
∫
dtj
be understood as representing respectively τi, τj , and
∫ ~β
0 dτj . With reference to the
considerations in § 2.2.6, the relevant expressions for Nµµ′ν (a, b) and Dν , specific to the
TFD formalism, are obtained from those in Eqs (2.96) and (2.97) through replacing
the Ab2ν+1 and A2ν herein by respectively the A
b,µµ′
2ν+1 and A2ν as defined in Eqs (2.93)
and (2.94).
In appendix D we consider the Hubbard Hamiltonian for spin-12 fermions in
some detail. The lattice on which this Hamiltonian is defined is embedded in a
d-dimensional space, with d arbitrary, including d = ∞,76), 223)–226) which corre-
sponds to the framework of the dynamical mean-field theory76) (DMFT). We should
emphasise that the simplified expressions in Eqs (2.96) and (2.97), as well as those
presented in appendix D, are suited for the calculation of the operators Σˆ00[v,G0] and
Σˆ01[v,G], but not for that of Σˆ10[W,G0] and Σˆ11[W,G]. This aspect will be clarified
later in this paper, where we explicitly deal with the latter two self-energy operators.
2.3. The perturbation series expansion of G in terms of (v,G0)
The discussions in the preceding section have made explicit that the diagram-free
formalism of the perturbation series expansion for the one-particle Green function, to
be discussed in detail in this section, is structurally the same irrespective of whether
one deals with this function as corresponding to a GS or to a non-zero-temperature
equilibrium ensemble of states, or whether the underlying system is defined over a
continuum subset of Rd or on a lattice embedded in this space. Depending on the
specifics of the case at hand, one is consistently to adopt one of the conventions
in Eqs (2.8), (2.10), (2.11), and (2.14), in Eqs (2.30), (2.32), (2.33), and (2.35), in
Eqs (2.57), (2.58), (2.60), and (2.61), in Eqs (2.74), (2.75), (2.76), and (2.77), in
Eqs (2.78), (2.79), (2.80), and (2.81), and in Eqs (2.82), (2.83), (2.84), and (2.85).
In the following, we shall therefore employ the symbols G and G0 for respectively
the interacting and non-interacting Green functions irrespective of whether T = 0
or T > 0.a By the same reasoning, in the following Σ will similarly denote the
self-energy for both cases of T = 0 and T > 0.
The diagram-free perturbation series expansion of G in terms of G0 and the
bare two-body interaction function v is relevant both in its own right and from
the perspective of developing the perturbation series expansions for the self-energy
functionals Σˆ00[v,G0], Σˆ01[v,G], Σˆ10[W,G0], and Σˆ11[W,G], briefly described in § 1.
Calculation of Σˆ00[v,G0] from the perturbation series expansion to be discussed in
this section is immediate. This is however not the case as regards the perturbation
aFor T > 0, irrespective of whether the Matsubara formalism is concerned or the TFD one.
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series expansions of the remaining three functionals for the self-energy operator.
Nonetheless, an insight gained from the considerations of this section proves crucial
for the construction of these perturbation series expansions.
We point out that for long-range interaction potentials and systems defined on
a continuum subset of Rd, the perturbation series expansions of G, Σˆ00[v,G0], and
Σˆ01[v,G] to arbitrary order n are strictly ill-defined, this on account of the fact that
beyond a certain order, which depends on the nature of v and the value of d, for
long-range interaction potentials the terms of these series are infrared divergent,
and for the mentioned systems these terms are ultraviolet divergent. In these cases,
the relevant expansions in terms of the screened interaction potential W are to be
employed. As will become evident, although the perturbation series expansions in
terms of W (to be considered in §§ 2.7 and 2.8) rely on those in terms of v (to be
considered in §§ 2.3.1, 2.5, and 2.6), since the functionals to be relied upon in §§ 2.7
and 2.8 are evaluated in terms of W , such reliance does not entail any practical or
fundamental limitations.
2.3.1. Details
With A(2ν−1)r,s denoting the (r, s) first cofactor [§ 2.3.3, p. 12, in Ref. 33)] a associ-
ated with A2ν , Eq. (2.91), for the function A
b
2ν+1 in Eq. (2.90) one has [Theorem 3.9,
p. 47, in Ref. 33)] [§ 7.1, p. 198, in Ref. 227)] b
Ab2ν+1 = A2νG0(a, b)±
2ν∑
r,s=1
A(2ν−1)r,s G0(a, s
+)G0(r, b), (2.98)
where +/− corresponds to bosons / fermions. Hence from Eq. (2.88) one obtains
Nν(a, b) = DνG0(a, b) +Mν(a, b), (2.99)
where
Mν(a, b)
.
= ± 1
ν!
( i
2~
)ν 2ν∑
r,s=1
∫ 2ν∏
j=1
dj v(1, 2) . . . v(2ν − 1, 2ν)
×A(2ν−1)r,s (1, 2, . . . , 2ν − 1, 2ν)G0(a, s+)G0(r, b), (2.100)
in which +/− corresponds to bosons / fermions. We note in passing that [Eq. (2.3.10),
p. 12, in Ref. 33)]: c
A(2ν−1)r,s =
∂A2ν
∂G0(r, s+)
. (2.101)
aHere we adopt the notation of Ref. 33), with the superscript (2ν−1) signifying A(2ν−1)r,s as being
a (2ν − 1)-permanent / -determinant.
bIn Ref. 227), the term ‘cofactor’ is used only in connection with determinants, however compar-
ison of the expression in Eq. (7.2), p. 199, herein (see also Eq. (1.2), p. 16, in Ref. 29)) with that in
Eq. (1.3.16) of Ref. 33) clearly shows that use of this term is justified also in dealing with permanents.
Since in the case of determinants cofactor is defined as a signed minor [Eq. (1.3.12) in Ref. 33)], the
sign in the case of permanents is to be identified with + and the minor itself with a permanent.
cThis equality applies also to permanents.
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To calculate the nth-order perturbation series expansion of G, we begin with the
calculation of the elements of the sequence {Fν‖ν = 1, . . . , n} as encountered in the
expression
1
1 +
∑∞
ν=1 λ
νDν
= 1−
n∑
ν=1
λνFν +O(λ
n+1). (2.102)
Making use of the equality
(
1 +
n∑
ν=1
λnDν
)(
1−
n∑
ν=1
λνFν
)
= 1 +O(λn+1), (2.103)
followed by equating the coefficient of λj , j = 1, . . . , n, in the polynomial on the
left-hand side (LHS) of Eq. (2.103) with zero, one arrives at a
F1 = D1, Fν = Dν −
ν−1∑
ν′=1
Dν−ν′Fν′ , ν ≥ 2, (2.104)
from which one recursively determines the elements of the sequence {Fν‖ν = 1, . . . , n}.
From Eqs (2.87) and (2.102), one has
G(a, b) =
(
1−
n∑
ν=1
λνFν
)(
G0(a, b) +
n∑
ν=1
λνNν(a, b)
)
+O(λn+1), (2.105)
leading to the perturbation series expansion b
G(a, b) = G0(a, b) +
n∑
ν=1
λνG(ν)(a, b) +O(λn+1), (2.106)
where G(ν)(a, b), ν ≥ 1, denotes the νth-order perturbational contribution to the
interacting Green function G(a, b). In a similar manner as in the case of {Fν‖ν}, one
obtains
G(1)(a, b) = N1(a, b)− F1G0(a, b),
G(ν)(a, b) = Nν(a, b)− FνG0(a, b)−
ν−1∑
ν′=1
Fν−ν′Nν′(a, b), ν ≥ 2. (2.107)
The expression Eq. (2.106), in conjunction with the expressions in Eq. (2.107), is
equivalent to that in Eq. (26), p. 5, of Ref. 128). The two expressions are however
deduced along different lines.
aIn the present expression, as well as in similar later expressions (unless we indicate otherwise),
the condition ν ≥ 2 is a substitute for the more accurate pair of conditions 2 ≤ ν ≤ n, which implies
n ≥ 2. In this connection, n = 0 corresponds to the trivial case where G(a, b) ≡ G0(a, b). For the
case of n = 1, one has F1 = D1 and the second equality is redundant.
bFor a diagrammatic determination of G(ν)(a, b) ≡ G(ν)(a, b; [v,G0]), see appendix B.
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For the considerations of appendices B and C it will prove significant to simplify
the expressions in Eq. (2.107). One verifies that
G(1)(a, b) = M1(a, b),
G(ν)(a, b) = Mν(a, b)−
ν−1∑
ν′=1
Fν−ν′Mν′(a, b), ν ≥ 2, (2.108)
whereMν(a, b), ν ∈ N, is defined in Eq. (2.100). The ordered sequence {G(ν)(a, b)‖ν ∈
N} thus obtained corresponds to connected diagrams, § 2.3.2. Thus, neglecting the
contribution O(λn+1) on the RHS of Eq. (2.106), one obtains the expression for
the exact nth-order perturbation series expansion of G(a, b) in terms of the con-
tributions of the connected Green-function diagrams3) determined in terms of the
non-interacting Green function G0. This is not the case for the G(a, b) obtained by
merely replacing the∞ by n in the numerator and the denominator of the expression
on the RHS of Eq. (2.87), which in addition takes account of contributions arising
from disconnected Green-function diagrams. We shall discuss this observation below,
§ 2.3.2.
In appendix B we describe a practical approach whereby contributions to G cor-
responding to disconnected Green-function diagrams are explicitly discarded, leading
to the standard diagrammatic expansion of G in terms of (v,G0). The approach of
appendix B serves as a stepping stone for devising a similar practical approach, to
be described in appendix C, for determining the perturbational contributions corre-
sponding to G-skeleton (i.e. 2PI) self-energy diagrams on the basis of the perturba-
tional contributions corresponding to the proper (i.e. 1PI) self-energy diagrams.
2.3.2. Discussion
Following Eq. (2.108), we indicated that the sequence {G(ν)(a, b)‖ν} corresponds
to connected Green-function diagrams. This assertion can be appreciated directly
from the expressions in Eq. (2.107), where Nν(a, b), ν ∈ {1, 2, . . . , n}, is due to
all νth-order Green-function diagrams, and the functions FνG0, Fν−ν′Nν′ , ν ′ ∈
{1, 2, . . . , ν − 1}, due to all νth-order disconnected diagrams, a fact clearly reflected
in the multiplicative nature of these functions.a Note that, following Eqs (2.99) and
(2.104), depending on the values of ν and ν ′ the functions Fν , Fν−ν′ and Nν′ in turn
describe contributions corresponding to disconnected diagrams.
With reference to Eq. (2.87), let
G[m/m
′](a, b)
.
=
G0(a, b) +
∑m
ν=1 λ
νNν(a, b)
1 +
∑m′
ν=1 λ
νDν
. (2.109)
Clearly, up to an error of order λn+1 the series expansion in Eq. (2.106) equally de-
scribes the function G[n/n](a, b). This observation is interesting, since the function
in the denominator of the expression on the RHS Eq. (2.87) is an exact divisor of
the function in the numerator [Fig. 9.2, p. 95, and Eq. (9.4), p. 96, in Ref. 3)] [§ 8.3 in
Ref. 11)]. On this account, it is tempting to suspect that the function G[2n/n](a, b)
aNote that the sum of the subscripts ν − ν′ and ν′ is equal to ν for all relevant value of ν′.
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were identically equal to an nth-order polynomial of λ and therefore the appropriate
perturbational description of G(a, b) up to and including the nth order in the inter-
action potential. Below we show that only in the limit n =∞ is the function in the
denominator of the expression for G[2n/n](a, b) an exact divisor of the function in the
numerator. Defining the function G [2n/n](a, b) as consisting of the ratio of a (2n)th-
order polynomial of λ and the nth-order polynomial that comprises the denominator
of the function G[2n/n](a, b) in such a way that G [2n/n](a, b) is identically equal to an
nth-order polynomial of λ, one explicitly shows that G [2n/n](a, b) 6≡ G[2n/n](a, b) for
n < ∞, Eq. (2.126) below. This follows from the fact that only up to and includ-
ing the nth order in λ are the polynomials in the numerators of G [2n/n](a, b) and
G[2n/n](a, b) identical. As a result, the requirement of the function G [2n/n](a, b) being
an nth-order polynomial of λ is only satisfied by leaving out some perturbational
contributions to the Green function beyond the nth order in λ. Had this not been
the case, one would be able to construct a recursive scheme for the calculation of
G(a, b) to arbitrary order in λ on the basis of the knowledge of the function N1(a, b)
and the constants {Dν‖ν ∈ N}.
To proceed, with reference to the expression in Eq. (2.87) we consider the equality
1 +
∑2n
ν=1 λ
νpiν(a, b)
1 +
∑n
ν=1 λ
νDν
= 1 +
n∑
ν=1
λνρν(a, b), (2.110)
where
ρν(a, b)
.
=
G(ν)(a, b)
G0(a, b)
. (2.111)
In the light of the equality in Eq. (2.106), one expects that
piν(a, b) ≡ Nν(a, b)
G0(a, b)
for ν ∈ {1, 2, . . . , n}. (2.112)
With a
F2n(λ|a, b) .=
n∑
ν=1
n∑
ν′=1
λν+ν
′
Dνρν′(a, b) ≡
2n∑
ν=2
λνφν(a, b), (2.113)
since
φν(a, b) =
1
ν!
∂ν
∂λν
F2n(λ|a, b)
∣∣∣∣
λ=0
, (2.114)
one readily obtains that
φν(a, b) =
n∑
ν′=1
∆ν−ν′(n)Dν′ρν−ν′(a, b) ≡
n∑
ν′=1
∆ν−ν′(n)Dν−ν′ρν′(a, b), (2.115)
where
∆ν(n)
.
=
n∑
ν′=1
δν,ν′ ≡

1, 1 ≤ ν ≤ n,
0, ν < 1 ∨ ν > n.
(2.116)
aFrom Eq. (2.110) one has:
∑2n
ν=1 λ
νpiν(a, b) =
∑n
ν=1 λ
ν(Dν + ρν(a, b)) +F2n(λ|a, b). For the
specific case of n = 1, from this equality one in particular obtains pi2(a, b) = φ2(a, b).
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It follows that, for n = 1,
φ2(a, b) = D1ρ1(a, b), (2.117)
and, for n ≥ 2,
φν(a, b) =

∑ν−1
ν′=1Dν−ν′ρν′(a, b), 2 ≤ ν ≤ n,∑n
ν′=ν−nDν−ν′ρν′(a, b), n < ν ≤ 2n.
(2.118)
Evidently, φν(a, b) ≡ 0 for ν < 2.
Multiplying both side of the equality in Eq. (2.110) by the denominator of the
function on the LHS, expressing the resulting expression as a (2n)th-order polynomial
of λ, one obtains
piν(a, b) =

ρ1(a, b) +D1, ν = 1,
ρν(a, b) +Dν +
∑ν−1
ν′=1Dν−ν′ρν′(a, b), 2 ≤ ν ≤ n,∑n
ν′=ν−nDν−ν′ρν′(a, b), n < ν ≤ 2n.
(2.119)
Note that, for n = 1 one indeed has
pi1(a, b) = ρ1(a, b) +D1,
pi2(a, b) = D1ρ1(a, b). (2.120)
With reference to the equalities in Eqs (2.111) and (2.112), the above results corre-
sponding to ν = 1 and ν ∈ {2, . . . , n} are seen to coincide with those in Eq. (2.107),
with the constants {Fν‖ν} in the latter equation determined from the recursive
expression in Eq. (2.104). The equality in Eq. (2.119) makes explicit that for ν ∈
{n+ 1, . . . , 2n} the function piν(a, b) only takes account of the contributions of νth-
order disconnected diagrams (see the opening remarks of this section, p. 33).
It is useful to denote the function piν(a, b) as specified in Eq. (2.119) by pi
(n)
ν (a, b).
Since however pi(n)ν (a, b) has no explicit dependence on n for 1 ≤ ν ≤ n, in contrast
to the cases corresponding to n < ν ≤ 2n, one can suppress the superscript (n)
for 1 ≤ ν ≤ n, thus emphasising the universality of the relevant functions. When
appropriate, in the following we shall follow this convention.
For illustration, let us consider the case of n = 2, for which one has
pi1(a, b) = ρ1(a, b) +D1, pi2(a, b) = ρ2(a, b) +D2 +D1ρ1(a, b),
pi(2)3 (a, b) = D2ρ1(a, b) +D1ρ2(a, b), pi
(2)
4 (a, b) = D2ρ2(a, b), (2
.121)
whereby
1 +
4∑
ν=1
λνpi(2)ν (a, b) = (1 + λD1 + λ
2D2)
(
1 + λρ1(a, b) + λ
2ρ2(a, b)
)
. (2.122)
One thus has
G [4/2](a, b)
G0(a, b)
≡ 1 +
∑4
ν=1 λ
νpi(2)ν (a, b)
1 +
∑2
ν=1 λ
νDν
= 1 +
2∑
ν=1
λνρν(a, b). (2.123)
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With reference to Eq. (2.111), this is equivalent to the perturbation series in Eq. (2.106)
up to and including the second order in λ. Note that for the functions pi(3)3 (a, b) ≡
pi3(a, b) and pi
(3)
4 (a, b) one has (cf. Eq. (2
.121))
pi3(a, b) = ρ3(a, b) +D3 +D2ρ1(a, b) +D1ρ2(a, b),
pi(3)4 (a, b) = D3ρ1(a, b) +D2ρ2(a, b) +D1ρ3(a, b), (2
.124)
where the function pi(3)4 (a, b) is to be contrasted with
pi4(a, b) = ρ4(a, b) +D4 +D3ρ1(a, b) +D2ρ2(a, b) +D1ρ3(a, b). (2.125)
Lastly, with reference to Eqs (2.109), (2.112), and (2.123), one has
G[2n/n](a, b)
G0(a, b)
≡ 1 +
∑2n
ν=1 λ
νpiν(a, b)
1 +
∑n
ν=1 λ
νDν
=
G [2n/n](a, b)
G0(a, b)
+
∑2n
ν=n+1 λ
ν(piν(a, b)− pi(n)ν (a, b))
1 +
∑n
ν=1 λ
νDν
, (2.126)
where (cf. Eqs (2.106), (2.111), and (2.123))
G [2n/n](a, b)
G0(a, b)
.
=
∑2n
ν=1 λ
νpi(n)ν (a, b)
1 +
∑n
ν=1 λ
νDν
= 1 +
n∑
ν=1
λνρν(a, b), (2.127)
and the last term on the RHS of Eq. (2.126) is non-vanishing and clearly of the order
of λn+1. In the particular case of n = 2, one has (cf. Eqs (2.121), (2.124), and
(2.125))
pi3(a, b)− pi(2)3 (1, b) = ρ3(a, b) +D3,
pi4(a, b)− pi(2)4 (a, b) = ρ4(a, b) +D4 +D3ρ1(a, b) +D1ρ3(a, b). (2.128)
The above observations make explicit that, for any finite value of n, use of the
expression G[n/n](a, b), Eq. (2.109), in place of the expression in Eq. (2.106) wherein
the term O(λn+1) has been discarded, takes undue account of disconnected Green-
function diagrams of order n + 1 and higher; the contributions of these diagrams
corresponding to no physical processes, they are not to be taken into account. To
bypass this problem, one has to deal with the function G [2n/n](a, b), specified following
Eq. (2.109) above.a
2.4. Fredholm integral equations and perturbation series expansions — a digression
In this section we establish a link between the exact perturbational expression
for G(a, b) in Eq. (2.87) and the exact solution of the Dyson equation, which, for
the exact self-energy Σ assumed as given, can be viewed as a Fredholm integral
equation228)–230) for G(a, b). The observations of this section are of relevance to some
fundamental analytic properties of the perturbation series expansions of G(a, b) and
Σ(a, b), to be discussed in detail in Ref. 28).
aThe function G[2n/n](a, b) coincides with that on the LHS of Eq. (2.110) times G0(a, b).
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Considering the self-energy Σ as given, by introducing the function
K(a, b)
.
=
∫
dr G0(a, r)Σ¯(r, b) (2.129)
where (cf. Eq. (2.86))
Σ¯(r, b)
.
=
1
λ
Σ(r, b), (2.130)
and the functions
fb(a)
.
= G0(a, b), φb(a)
.
= G(a, b), (2.131)
the Dyson equation
G(a, b) = G0(a, b) +
∫
dr ds G0(a, r)Σ(r, s)G(s, b) (2.132)
can be equivalently written as a
φb(a) = fb(a) + λ
∫
dr K(a, r)φb(r), (2.133)
which is the standard form for the Fredholm integral equation (of the second kind)
[§ 11.2, p. 213, Ref. 229)] [Ch. 5, p. 140, Ref. 230)]. As in other similar cases considered
elsewhere in this paper, here λ serves mainly, but not entirely, as a book-keeping
devise. In particular, by identifying Σ with Σ01[v,G], one should note that Σ¯01[v,G]
is a function of λ, depending explicitly (implicitly) on λ through dependence of
Σ01[v,G] on v (G), Eq. (2.155) below. According to the notation adopted above,
G0(a, b) and G(a, b) are functions of a that parametrically depend on b.
The integral in Eq. (2.133) is the short-hand notation for one of the compound
operations specified in Eqs (2.11), (2.33), (2.60), (2.77), (2.81), and (2.85). This
deviation from the convention regarding integral equations is no bar to identifying
the equation in Eq. (2.133) as an integral equation (for Σ(a, b) considered as given).b
For Σ(a, b) given, the solution of the integral equation in Eq. (2.133) has the
form [p. 214 in Ref. 229)]
φb(a) = fb(a) +
1
D(λ)
∫
dr D(a, r;λ)fb(r), (2.134)
or, equivalently,c
G(a, b) = G0(a, b) +
1
D(λ)
∫
dr D(a, r;λ)G0(r, b), (2.135)
aTo keep the discussions of this section general, in the light of the equalities in Eq. (1.3), here
we identify Σ01(a, b) with Σ(a, b). Later in this section we identify Σ(a, b) with Σ00(a, b).
bTo stay close to the considerations in Ref. 229), one should deal with the T > 0 formalisms:
within the Matsubara formalism the continuous integral with respect to τr as implied by
∫
dr,
Eqs (2.33) and (2.81), is over the finite interval [0, ~β]; within the TFD formalism, the ti and tf in
Eq. (2.42) may be identified with finite real values.
cWith D(a, b;λ)/D(λ) ≡ 〈a|Dˆ(λ)|b〉, from the Dyson equation Gˆ = Gˆ0 + GˆΣˆGˆ0 one infers that
Dˆ(λ) = GˆΣˆ ⇔ Σˆ = Gˆ−10 Dˆ(λ)(1ˆ + Dˆ(λ))−1, which amounts to a self-consistent equation for Σˆ.
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where D(λ) and D(a, b;λ) are the n = ∞ limits of respectively the Fredholm de-
terminant Dn(λ) and its corresponding (a, b) cofactor Dn(a, b;λ) (cf. Eqs (2.89),
(2.91), and (2.101)). One has [p. 214 in Ref. 229)] [Eqs (9.161) and (9.163), p. 341, in
Ref. 230)]
D(λ) = 1 +
∞∑
ν=1
(−λ)ν
ν!
∫ ν∏
j=1
dj Bν(1, . . . , ν), (2.136)
and
D(a, b;λ) = λK(a, b) + λ
∞∑
ν=1
(−λ)ν
ν!
∫ ν∏
j=1
dj Bbν+1(a, b; 1, . . . , ν), (2.137)
where (cf. Eq. (2.91))
Bν(1, . . . , ν)
.
=
∣∣∣∣∣∣∣∣∣
K(1, 1) K(1, 2) . . . K(1, ν)
K(2, 1) K(2, 2) . . . K(2, ν)
...
...
. . .
...
K(ν, 1) K(ν, 2) . . . K(ν, ν)
∣∣∣∣∣∣∣∣∣
−
, (2.138)
and (cf. Eq. (2.90))
Bbν+1(a, b; 1, . . . , ν)
.
=
∣∣∣∣∣∣∣∣∣∣∣
K(a, b) K(a, 1) K(a, 2) . . . K(a, ν)
K(1, b) K(1, 1) K(1, 2) . . . K(1, ν)
K(2, b) K(2, 1) K(2, 2) . . . K(2, ν)
...
...
...
. . .
...
K(ν, b) K(ν, 1) K(ν, 2) . . . K(ν, ν)
∣∣∣∣∣∣∣∣∣∣∣
−
. (2.139)
From the above expressions for D(λ) and D(a, b;λ), one notices a close similarity
between the expression in Eq. (2.135) and that in Eq. (2.87). This is in particular the
case for systems of fermions for which the functions in the expression on the RHS of
Eq. (2.87) are described in terms of determinants. In contrast to {Nν(a, b)‖ν} and
{Dν‖ν}, which are functionals of (v,G0), the terms in the power series expansions
of D(λ) and D(a, b;λ) are functionals of (Σ,G0), as apparent from the defining
expression for K(a, b) in Eq. (2.129). To deduce the expression in Eq. (2.87) from that
in Eq. (2.135), it is therefore required to identify the Σ in Eq. (2.130) with Σ00[v,G0],
Eq. (1.3), and employ the perturbation series expansion for the latter functional as
presented in Eq. (2.151) below. Following this, the series expansions for D(λ) and
D(a, b;λ) in Eqs (2.136) and (2.137) are to be cast into power series of λ, with the
corresponding coefficients independent of λ. This task is simplified by making use
of the general properties of determinants, in particular those under g on pages 9
and 10 of Ref. 33). In this way, the power series expansions in the numerator and
the denominator of the expression on the RHS of Eq. (2.87) are recovered. We note
that it is through the above-mentioned perturbation series expansion of Σ00[v,G0]
in terms of (v,G0) that for bosons the series expansions of D(λ) and D(a, b;λ) in
terms of determinants transform into expressions in terms of permanents. This can
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be surmised by recalling that each particle loop a in a self-energy diagram (as well
as other Feynman diagrams) contributes a multiplicative factor ζ to the analytic
expression associated with that diagram, where ζ = ±1 in the case of bosons /
fermions [p. 81 in Ref. 5)].b
We note in passing that [pp. 217 and 220 in Ref. 229)]∫
dr D(r, r;λ) = −λ∂D(λ)
∂λ
, (2.140)
where by the partial derivative on the RHS c we emphasise that the dependence of
D(λ) on λ as arising from the dependence of K(a, b) on λ, through that of Σ¯(r, b)
(to be distinguished from Σ(r, b)), Eq. (2.130), is to be neglected.
The Fredholm integral equation in Eq. (2.133) leads in a natural way to the
notion of Volterra’s reciprocal functions [§ 11.22, p. 218, in Ref. 229)]. The functions
K(a, b) and k(a, b;λ) are defined as being reciprocal provided that
K(a, b) + k(a, b;λ) = λ
∫
dr k(a, r;λ)K(r, b). (2.141)
One thus has [p. 218 in Ref. 229)]
k(a, b;λ) = − 1
λD(λ)D(a, b;λ), (2
.142)
so that, with reference to Eq. (2.133), [p. 219 in Ref. 229)]
fb(a) = φb(a) + λ
∫
dr k(a, r;λ)fb(r), (2.143)
or, equivalently,
G0(a, b) = G(a, b) + λ
∫
dr k(a, r;λ)G0(r, b). (2.144)
For the function k(a, r;λ) given, one in analogy with the result in Eq. (2.134) has d
fb(a) = φb(a) +
1
D(λ)
∫
dr D(a, r;λ)φb(r), (2.145)
or, equivalently,
G0(a, b) = G(a, b) +
1
D(λ)
∫
dr D(a, r;λ)G(r, b), (2.146)
aThe direct link between particle loops and cycles of permutations is highlighted in appendices
B and C.
bFor illustration, from Eqs (2.129), (2.130), (2.136), and Eq. (2.151) below, to leading order one
has D(λ) ∼ 1− ∫ d1 d2 G0(1, 2)Σ(1)00 (2, 1), which for fermions amounts to the analytic expression as-
sociated with the diagrams displayed in Fig. 9.3, p. 95, of Ref. 3). The minus sign in the above expres-
sion (to be contrasted with the plus signs in the just-indicated figure) accounts for the multiplicative
factor ζ = −1 associated with the fermion loops that the expression ∫ d1 d2 G0(1, 2)Σ(1)00 (2, 1) brings
about.
cTo be contrasted with the total derivative in the relevant expressions in Ref. 229).
dThe symbol D is not to be confused with the symbol D.
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where the functions D(λ) and D(a, r;λ) have the same functional form as respectively
D(λ) and D(a, b;λ), Eqs (2.136) and (2.137), with the function k(r, s;λ) taking the
place of the function K(r, s) in the expressions in Eqs (2.138) and (2.139).
We shall not go into further details regarding the expression in Eq. (2.146) and
suffice to mention that this expression is related to the series expansion in Eq. (2.157)
below.
Similar considerations as discussed above regarding the functions G and G0 apply
to W and v, respectively the bare and the dynamic screened interaction potential,
§ 3. This follows from the similarity between the Dyson equation with which the
equation in Eq. (2.133) is equivalent, and the Dyson-type equation in Eq. (2.163)
below. In particular, the counterpart of the equality in Eq. (2.145), or equivalently
Eq. (2.146), expressing v in terms of W (assuming the polarisation function P as
given), is related to the expansion in Eq. (2.169) below.
2.5. The self-energy operator Σˆ00[v,G0]
Knowledge of the perturbation series expansion for G in terms of v and G0
is sufficient for directly determining the perturbation series expansion of the self-
energy operator Σˆ00[v,G0] via the Dyson equation.
3) To this end, let Gˆ, Gˆ0, and
Σˆ denote the single-particle operators corresponding to respectively the interacting
Green function, the non-interacting Green function, and the self-energy in the single-
particle Hilbert space of the system at hand.a With Gˆ−1 and Gˆ−10 denoting the
inverses of the relevant operators, following the Dyson equation3) one has
Σˆ = Gˆ−10 − Gˆ−1. (2.147)
On the basis of the series expansion in Eq. (2.106), we write
Gˆ = Gˆ0 +
n∑
ν=1
λνGˆ(ν) +O(λn+1), (2.148)
aThus, for instance, G(a, b) ≡ 〈a|Gˆ|b〉, where |a〉 and |b〉 are normalised single-particle states in
the underlying single-particle Hilbert space. The same applies to, for instance, the operator Gˆ(ν) in
Eq. (2.148) below. For the completeness relation in this Hilbert space one has
∫
dj |j〉〈j| = Iˆ, where Iˆ
denotes the identity operator in this space, and
∫
dj coincides with one of those in Eqs (2.11), (2.33),
(2.60), (2.77), (2.81), and (2.85), depending on the system and the framework under consideration.
This definition of
∫
dj applies to all integrals encountered in § 2.4. As regards Iˆ, for instance in the
case of T = 0, and with reference to Eq. (2.8), one has 〈j|Iˆ|j′〉 ≡ 〈j|j′〉 = δd(rj−rj′)δ(tj−tj′)δσj ,σj′ .
In this connection, disregarding δ(tj− tj′) (and therefore the time) for a moment, the latter equality
would amount to the normalisation condition required of the simultaneous eigenstates of the single
particle operators rˆ and σˆz (for the matrix representations of σˆz, see Eq. (2.18)). Since it is not
possible to define a single-particle time operator tˆ, conjugate to the energy operator (for instance
the single-particle Hamiltonian hˆ to which the Ĥ0 in Eq. (2.1) corresponds), without extending the
underlying (single-particle) Hilbert space,231),232) it is ruled out to associate |j〉 with a simultaneous
eigenstate of rˆ, σˆz, and tˆ (with eigenvalues rj , σj , and tj). Here we are therefore relying on the
completeness relations of the time- and energy-Fourier transforms in the space of the single-variable
functions considered here. This enables us to associate a function of t, say f(t), with the abstract ket
vectors |t〉 and |f〉 according to the relation f(t) = 〈t|f〉, and its time-Fourier transform f˜(ε) with the
additional abstract ket vector |ε〉, according to the relation f˜(ε) = 〈ε|f〉. With 〈t|ε〉 = e− iεt/~ /√2pi~,
one clearly recovers the above-mentioned completeness relations 〈t|t′〉 = δ(t−t′) and 〈ε|ε′〉 = δ(ε−ε′).
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where Gˆ(ν) denotes the single-particle operator associated with the function G(ν)(a, b)
in Eq. (2.106). From the equality in Eq. (2.148), one obtains (cf. Eq. (2.102))
Gˆ−1 =
(
Iˆ + Gˆ−10
n∑
ν=1
λνGˆ(ν)
)−1
Gˆ−10 +O(λ
n+1)
≡ Gˆ−10 −
n∑
ν=1
λνΣˆ(ν)00 [v, G0] +O(λ
n+1), (2.149)
where Iˆ denotes the identity operator in the single-particle Hilbert space at hand,
and (cf. Eq. (2.104))
Σˆ(1)00 [v, G0] = Gˆ
−1
0 Gˆ
(1)Gˆ−10 ,
Σˆ(ν)00 [v, G0] = Gˆ
−1
0 Gˆ
(ν)Gˆ−10 − Gˆ−10
ν−1∑
ν′=1
Gˆ(ν−ν
′)Σˆ(ν
′)
00 [v, G0], ν ≥ 2. (2.150)
From the equality in Eq. (2.147) and the last equality in Eq. (2.150), one clearly
observes that
Σˆ00[v,G0] ≡
n∑
ν=1
λνΣˆ(ν)00 [v, G0] +O(λ
n+1) (2.151)
amounts to the nth-order perturbation series expansion of the self-energy operator
Σˆ in terms of (v,G0). We note that the pre- and post-multiplications by Gˆ
−1
0 of the
operator Gˆ(ν), ∀ν ∈ N, in the above expressions reflect the process of amputating the
two external Green-function lines in obtaining the diagrammatic series expansion of
the self-energy from that of the interacting Green function.
Introducing the single-particle operator a
Σˆ?(ν)00 [v, G0]
.
= Gˆ−10 Gˆ
(ν)[v, G0]Gˆ
−1
0 , (2.152)
the expressions in Eq. (2.150) can be written as
Σˆ(1)00 [v, G0] = Σˆ
?(1)
00 [v, G0],
Σˆ(ν)00 [v, G0] = Σˆ
?(ν)
00 [v, G0]−
ν−1∑
ν′=1
Σˆ
?(ν−ν′)
00 [v, G0]Gˆ0Σˆ
(ν′)
00 [v, G0], ν ≥ 2. (2.153)
Analogously to the second equality in Eq. (2.108) where the second term on the
RHS removes the contributions of the disconnected Green-function diagrams from
G(ν)(a, b), § 2.3.1, the second term on the RHS of Eq. (2.153) removes the contribu-
tions of the improper self-energy diagrams from Σˆ?(ν)00 (compare with Fig. 9.13, p. 106,
in Ref. 3)). For illustration, for ν = 2, from the second equality in Eq. (2.153), one
has
Σˆ(2)00 [v, G0] = Σˆ
?(2)
00 [v, G0]− Σˆ(1)00 [v, G0]Gˆ0Σˆ(1)00 [v, G0], (2.154)
aThis notation does not accord with that in Ref. 3), where ? (not to be confused with ∗, which
conventionally denotes complex conjugation) marks the proper self-energy.
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where the second term on the RHS is clearly a second-order improper self-energy
contribution. The first term on the RHS of Eq. (2.154) is described in terms of ten
connected self-energy diagrams,a of which four are improper. The latter are indeed
fully removed by the four improper self-energy diagrams associated with the second
term on the RHS of Eq. (2.154), thus correctly resulting in six proper (i.e. 1PI)
diagrams in terms of which Σˆ(2)00 [v, G0] is described.
We note that for uniform GSs or thermal ensemble of states, the formalism of
this section greatly simplifies on employing the energy-momentum representation of
the single-particle operators encountered above. Similarly as regards the formalisms
to be introduced in the following sections.
2.6. The self-energy operator Σˆ01[v,G]
For constructing the diagram-free perturbation series expansion of the self-energy
operator that formally coincides with the diagrammatic series expansion of this op-
erator in terms of G-skeleton self-energy diagrams and (v,G), we first note that this
perturbation series expansion is included in that of Σˆ00[v,G] (note the G taking
the place of G0), Eq. (1.4). The single-particle operator Σˆ01[v,G] can therefore be
obtained from Σˆ00[v,G] by subtracting the contributions of non-skeleton self-energy
diagrams determined in terms of (v,G). To do so, we take our cue from the obser-
vations in § 2.3.1, where the second equality in Eq. (2.107), or that in Eq. (2.108),
systematically (that is, order-by-order) removes the contributions of the disconnected
Green-function diagrams from the set of all Green-function diagrams. This suggests
the possibility of constructing a formalism whereby the contributions of non-skeleton
self-energy diagrams are removed from those of all proper (i.e. 1PI) self-energy dia-
grams determined in terms of (v,G). Below we construct such formalism.
We begin with the perturbational expression for the self-energy operator,b
Σˆ01[v,G] =
n∑
ν=1
λνΣˆ(ν)01 [v, G] +O(λ
n+1), (2.155)
where λνΣˆ(ν)01 [v, G] ≡ Σˆ(ν)01 [v,G] (note the v and v, Eq. (2.86)) denotes the total
contribution of the νth-order G-skeleton (i.e. 2PI) self-energy diagrams in terms of
v and G to Σˆ01[v,G]. The factor λ
ν accounts for the explicit dependence of the νth-
order self-energy diagrams on the coupling constant λ of the interaction potential
v, Eq. (2.86). Making use of the expression on the RHS of Eq. (2.155), from the
Dyson equation3) one obtains the following expression for the non-interacting Green
function:
Gˆ0 = Gˆ
(
Iˆ +
n∑
ν=1
λνΣˆ(ν)01 [v, G]Gˆ
)−1
+O(λn+1). (2.156)
aAs is evident from Eq. (2.152), the total number of νth-order diagrams describing Σˆ?(ν)00 [v, G0]
is exactly equal to the number of connected diagrams describing Gˆ(ν)[v, G0]. The number of the
latter diagrams corresponding to ν ≡ k/2 ∈ {1, 2, . . . , 10} is presented in Table I of Ref. 36). This
number is calculated, for in principle an arbitrary value of ν ∈ N, by the program Gnu, p. 91, in
appendix B.
bFor a diagrammatic determination of Σˆ(ν)01 [v,G], see appendix C. The relevant diagrams and
their multiplicity are determined by the program Snu, p. 98.
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On expressing the exact equality in Eq. (2.156) as a
Gˆ0 = Gˆ−
n∑
ν=1
λν Gˆ(ν)01 [v, G] +O(λn+1), (2.157)
along the same lines as arriving at the recursive expression in Eq. (2.104) from the
equality in Eq. (2.102), one arrives at the following recursive expression for the ele-
ments of the ordered sequence {Gˆ(ν)01 [v, G]‖ν ∈ N}:
Gˆ(1)01 [v, G] = GˆΣˆ(1)01 [v, G]Gˆ,
Gˆ(ν)01 [v, G] = GˆΣˆ(ν)01 [v, G]Gˆ− Gˆ
ν−1∑
ν′=1
Σˆ(ν−ν
′)
01 [v, G]Gˆ(ν
′)
01 [v, G], ν ≥ 2. (2.158)
We should emphasise that the expression in Eq. (2.106) is not to be identified as
the direct-space representation of the expression in Eq. (2.157). This fact becomes
evident by realising that in contrast to G(ν)(a, b), which has no implicit dependence
on λ, Gˆ(ν)01 [v, G] (or G(ν)01 (a, b; [v, G]) ≡ 〈a|Gˆ(ν)01 [v, G]|b〉) is an implicit function of λ, this
as arising from the implicit dependence of G on λ. The two functions can also not
be identified when G(ν)(a, b) is determined in terms of G, instead of G0 (see later,
p. 44).
We now posit that in the direct-space representation for arbitrary ν ∈ N the op-
erator Σˆ(ν)01 [v, G], as encountered in the perturbation series expansion in Eq. (2.155),
can be recursively determined from the following equalities (§ 1): b
Σ(1)01 (a, b; [v, G]) = Σ
(1)
00 (a, b; [v, G]),
Σ(ν)01 (a, b; [v, G]) = Σ
(ν)
00 (a, b; [v, G])
−
ν−1∑
ν′=1
∫
d1 d2
δΣ(ν−ν
′)
00 (a, b; [v, G])
δG(1, 2)
G(ν′)01 (1, 2; [v, G]), ν ≥ 2, (2.159)
where
∫
dj stands for the same set of mathematical operations as discussed in
§ 2.1.c The second expression in Eq. (2.159) is simplified by using the identifica-
tion in Eq. (2.8) in the T = 0 case, and those in Eqs (2.30) and (2.58) in the T > 0
case,d and the fact that functions in this expression are diagonal in the spin space.e
aCf. Eq. (2.144).
bNote that δG(1, 2)/δG(3, 4) = δ(1 − 3)δ(2 − 4), where, for j denoting rj , tj , σj , Eq. (2.8),
δ(i − j) stands for δd(ri − rj)δ(ti − tj)δσi,σj , and for j denoting rj , tj , σj , µj , Eq. (2.58), δ(i − j)
stands for δd(ri − rj)δ(ti, tj)δσi,σj δµi,µj . One similarly has δG (1, 2)/δG (3, 4) = δ(1 − 3)δ(2 − 4),
where, since j denotes rj , τj , σj , Eq. (2.30), δ(i− j) stands for δd(ri − rj)δ(ς)~β (τi − τj)δσi,σj , where
δ(ς)τ0 (τ)
.
=
∑∞
k=−∞ ς
kδ(τ + kτ0), in which ς = ±1 for bosons / fermions (see Eq. (2.33) and note that
in thermal equilibrium G (i, j) is periodic / antiperiodic in τij ≡ τi − τj , with period ~β, for bosons
/ fermions, Eq. (2.38)). Similar considerations apply in the case of the Hubbard Hamiltonian, with
the exception that the above δd(ri − rj) are to be replaced by δli,lj , Eqs (2.75), (2.79), and (2.83).
cSee also footnote on p. 40.
dIn the case of the Hubbard Hamiltonian, using the identifications in respectively Eqs (2.75),
(2.79), and (2.83).
eThe same arguments as in pp. 14 and 16 apply here.
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The expression in Eq. (2.159) is further simplified in the case of uniform GSs and
uniform ensemble of states, where functions of (i, j) depend on ri − rj .a
Note that the self-energy functions on the RHSs of the equalities in Eq. (2.159)
consist of the elements of the sequence {Σ(ν)00 (a, b; [v, G])‖ν}. The dependence of
Σˆ(ν)01 [v, G] on the elements of {Σˆ(ν
′)
01 [v, G]‖ν ′ = 1, . . . , ν−1} is implicit, through that of
the elements of the sequence {Gˆ(ν′)01 [v, G]‖ν ′ = 1, . . . , ν−1} on these, Eq. (2.158). Since
the summation variable ν ′ on the RHS of Eq. (2.159) takes the values from the set
{1, . . . , ν−1}, from Eq. (2.158) one observes that calculation of the required elements
of the set of operators {Gˆ(ν)01 ‖ν} is demanding of the calculation of Σˆ(ν
′)
01 [v, G] for
ν ′ = 1, . . . , ν−1. Hence, indeed the equalities in Eqs (2.158) and (2.159) constitute a
recursive formalism for the calculation of the elements of the sequence {Σˆ(ν)01 [v, G]‖ν}.
The validity of the formalism introduced above is established as follows. The
first of the two equalities in Eq. (2.159) is trivially valid on account of the fact that at
first order proper (or 1PI) self-energy diagrams are G-skeleton (or 2PI). Regarding
the second equality in Eq. (2.159), the first term on the RHS clearly accounts for the
contributions of all νth-order proper self-energy diagrams in terms of (v, G). Hence,
the validity of the equality at hand rests on the second term accounting for the
contributions of all νth-order non-skeleton self-energy diagrams. That this is indeed
the case can be ascertained on the basis of the following observations:
(i) since (ν−ν ′)+ν ′ = ν, the product of Σˆ(ν−ν′)00 [v, G] with Gˆ(ν
′)
01 [v, G] amounts
to a νth-order self-energy contribution in the interaction potential v;
(ii) the second term on the RHS of Eq. (2.159) sequentially replaces all lines
representingG in each diagram associated withΣ(ν−ν
′)
00 (a, b; [v, G]) by G(ν
′)
01 [v, G];
(iii) with reference to Eq. (2.157), λν Gˆ(ν)01 [v, G] ≡ Gˆ(ν)01 [v,G] amounts to the total
contribution of the νth-order Green-function diagrams contributing to Gˆ−
Gˆ0;
(iv) in view of the equalities in Eq. (2.159), one clearly observes that substi-
tution of G(ν)01 [v, G] for a G in any self-energy diagram results in a non-G-
skeleton proper self-energy diagram;
(v) by considering the diagrammatic representations of the expressions in
Eqs (2.158) and (2.159), one can convince oneself that the recursive cal-
culation of Σ(ν)01 (a, b; [v, G]) on the basis of these expressions results in
the complete set of G-skeleton self-energy diagrams for Σ(ν)01 (a, b; [v, G]),
∀ν ∈ N.
We note that we have explicitly verified Eq.(2.159) (and thus Eq. (2.160) below) for ν
up to and including 4. In this connection, the number N (ν)01 of diagrams contributing
to Σ(ν)01 (a, b) are:
28)b N (1)01 = 2, N
(2)
01 = 2, N
(3)
01 = 10, and N
(4)
01 = 82.
aFor the Hubbard Hamiltonian, they depend on Ri − Rj , where {Ri‖i} are the underlying
lattice vectors. Only for a uniform lattice in d = 1 can the lattice points be numbered in such a way
that in uniform GSs and uniform ensemble of states functions of (i, j) depend on i− j.
bThese values can be deduced from the expression in Eq. (17) of Ref. 39). In this connection,
note that the latter expression yields 1, instead of 2, for N (1)01 . This is because this expression does
not count the Hartree contribution to the self-energy. Values of N (ν)01 for ν ≥ 2 are not affected by
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For an arbitrary ν, the operator Σˆ(ν)00 [v, G] is determined along the lines described
in § 2.5, with G taking the place of G0. All G0 in the expression in Eq. (2.100), in-
cluding those in the expression for A(2ν−1)r,s , are to be replaced by G. The underlying
sequence {G(ν)(a, b)‖ν}, Eqs (2.108), (2.150), and (2.151), are not to be identified
with {G(ν)01 (a, b)‖ν} (see Eq. (2.157) and the remark following Eq. (2.158)), since de-
spite G(ν)(a, b) being evaluated in terms of G, it incorporates contributions arising
from non-G-skeleton self-energy insertions. In other words, with {G(ν)(a, b)‖ν} eval-
uated in terms of G, the series in Eq. (2.106) no longer describes G(a, b).
Although it is possible to express the functional derivative in Eq. (2.159) in
closed form, from the perspective of computational efficiency the relevant expression
offers no practical advantage. Instead, it is advantageous to make use of the formal
definition of the functional derivative a and write the expression in Eq. (2.159) in a
form convenient for numerical treatment. One has
Σˆ(ν)01 [v, G] = Σˆ
(ν)
00 [v, G]−
∂
∂
ν−1∑
ν′=1
Σˆ(ν−ν
′)
00 [v, G+ G(ν
′)
01 ]
∣∣∣∣∣
=0
, ν ≥ 2. (2.160)
For the evaluation of the derivative with respect to , in practice one may employ b
∂
∂
f() =
1

(
f()− f(0))+O() = 1

(
f(/2)− f(−/2))+O(2), (2.161)
or higher-order Lagrange’s formula [§ 25.3 in Ref. 40)].
For illustration, since Σˆ(1)00 [v, G0] is a linear functional of G0, from Eq. (2.160)
one immediately obtains that
Σˆ(2)01 [v, G] = Σˆ
(2)
00 [v, G]− Σˆ(1)00 [v,G(1)01 ], (2.162)
where G(1)01 is given in Eq. (2.158). Using the diagrams representing the self-energies
on the RHS of Eq. (2.162), and those representing G(1)01 [v, G], one immediately verifies
the validity of this equality, that the second term on the RHS removes the four non-
G-skeleton contributions associated with the first term, leaving two second-order
self-energy diagrams that are indeed G-skeleton.cd
2.7. The self-energy operator Σˆ10[W,G0]
With W denoting the screened two-body interaction potential, § 3, the formalism
of diagram-free perturbation series expansion of the self-energy in terms of (W,G0)
to be presented in this section amounts to a straightforward generalisation of the
formalism introduced in § 2.6. In this connection and in the light of the relevant
this, since for ν ≥ 2 a self-energy diagram containing a Hartree self-energy (or tadpole) insertion
cannot be G-skeleton. We point out that these numbers can be determined, in principle for arbitrary
values of ν ∈ N, with the aid of the program Snu that we provide in appendix C, p. 98.
aSee Appendix I, p. 51, in Ref. 233), and Appendix A, p. 403, in Ref. 234).
bSee § 5.7, p. 180, in Ref. 85), and §§ 5.2.24 and 5.3.21, pp. 880 and 883, in Ref. 40). For the opti-
mal value of  appropriate to the first (second) expression in Eq. (2.161), see Eq. (5.7.5) (Eq. (5.7.8))
on p. 181 (p. 182) of Ref. 85).
cSee Eq. (2.154) and the following remarks.
dThe program Snu, appendix C, p. 98, amongst others calculates the number of these diagrams.
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relationship in Eq. (1.4) and the subsequent remark, we note that the diagrams asso-
ciated with Σˆ(ν)10 form a subset of the diagrams associated with Σˆ
(ν)
00 , ∀ν. The sought-
after functional Σˆ(ν)10 [W,G0] is thus obtained by removing from Σˆ
(ν)
00 [W,G0] the total
contribution of the νth-order diagrams consisting of polarisation insertions.a
We begin with the equation describing the single-particle operator Wˆ associated
with the screened two-particle interaction potential W (a, b) in terms of the single-
particle operator vˆ associated with the bare two-body interaction potential v(a, b),
and the operator Pˆ associated with the proper polarisation function P (a, b): b
Wˆ = vˆ + vˆPˆ Wˆ. (2.163)
We shall discuss some relevant aspects of the functions W (a, b) and P (a, b) later in
this section. For now it is important to note that structurally the above equation is
identical to the Dyson equation3) Gˆ = Gˆ0 + Gˆ0ΣˆGˆ, with Wˆ , vˆ, and Pˆ substituting
for respectively Gˆ, Gˆ0, and Σˆ.
235) By the same reasoning as presented at the outset
of § 2.3, we shall use the symbols W and P for both instances of T = 0 and T > 0,
although in a different context we would use instead the symbols W and P (W and
P),c within the Matsubara (TFD) formalism, in analogy with the symbols G and S
(G and Σ) denoting the one-particle Green function, Eq. (2.27) (Eq. (2.47)),d and the
self-energy corresponding to thermal ensemble of states.
Similar to the self-energy, the polarisation function P can be expanded in pertur-
bation series in terms of (v,G0), (v,G), (W,G0), and (W,G). For what follows it is
relevant explicitly to distinguish between these perturbation series expansions. This
we do by adopting a similar notational convention as that for the self-energy, § 1. In
dealing with the complete relevant perturbation series expansions, one formally has
(cf. Eq. (1.3))
P = P00[v,G0] = P01[v,G] = P10[W,G0] = P11[W,G]. (2.164)
Since in this section we explicitly deal with Σˆ10[W,G0], the relevant operator to
consider here is Pˆ10[W,G0]. For what follows, in analogy with the function v(i, j) in
Eq. (2.86), we introduce the function W(i, j), defined according to
W (i, j)
.
= λW(i, j). (2.165)
As in the case of v, here the dimensionless coupling constant λ serves as a convenient
book-keeping device. In the light of the equation in Eq. (2.163), evidently the λ in
Eq. (2.165) cannot be the same coupling constant as in Eq. (2.86).
aDiagrammatically, a polarisation insertion is a part of a diagram that can be detached from it
by cutting two lines representing the two-body interaction potential.
bFor orientation, in Ref. 3), p. 153, P is denoted by Π?. For completeness, diagrammatically,
a (connected) polarisation diagram is proper when it does not become disconnected on cutting a
single line representing a two-body interaction potential (p. 110 in Ref. 3)). In this context, one may
introduce the notations of one-interaction irreducible (1II) and two-interaction irreducible (2II), in
analogy with respectively one-particle irreducible (1PI) and two-particle irreducible (2PI); thus, a
proper polarisation diagram is 1II. This analogy is apparent in the designations G-skeleton and W -
skeleton, with the former (latter) referring to connected diagrams that do not contain any self-energy
(polarisation) insertion.
cThe W here is not to be confused with that in Eq. (2.165) below.
dCf. Eq. (2.13).
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= + + . . . (b)
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Fig. 1. (a) The exact Hartree self-energy Σˆh ≡ Σˆh[v,G] ≡ Σˆh01[v,G] (Eq. (2.175) below), in terms
of the bare two-body interaction potential v (thin wavy line) and the exact one-particle Green
function G (bold solid line), expanded in terms of v and the non-interacting one-particle Green
function G0 (thin solid line). (b) Expansion of the Hartree self-energy in Σˆ
(1)
10 [W,G0] (see the
first equality in Eq. (2.171) below) in terms of v and G0, where W is the two-body screened
interaction potential (bold wavy line). (c) Expansion of a contribution to Σˆ(2)10 [W,G0] in terms
of v and G0. In (a), (b), and (c) only diagrams for contributions up to and including the second
order in v are shown. The expansions in (a), (b), and (c) shed light on three noteworthy facts.
Firstly, the systematic expansion of the self-energy operator Σˆ10[W,G0] must indeed include
the Hartree self-energy in terms of the screened two-body interaction potential. Secondly, a
systematic expansion of the Hartree contribution to Σˆ(1)10 [W,G0] is missing terms in Σˆ
h that are
taken account of by contributions in Σˆ(ν)10 [W,G0] with ν ≥ 2 (here, the last diagram on the RHS
of (a) that is missing on the RHS of (b) coincides with the first diagram on the RHS of (c)).
Thirdly, taking into account the contribution of a Hartree self-energy diagram in terms of both
W and G (as one might be inclined to do in calculating the self-energy functional Σˆ11[W,G],
§ 2.8) gives rise to an over-counting of certain self-energy contributions. We point out that since
Σˆh[v,G] is determined by the total GS number density n(r) =
∑
σ nσ(r), Σˆ
h[v,G] ≡ Σˆh[v,G0]
for anyG0 that yields the exact n(r). This is the case for theG0 corresponding to the Hohenberg-
Kohn-Sham Hamiltonian.165)
For the perturbation series expansion of the self-energy operator in terms of
(W,G0), one has (cf. Eq. (2.155) and see Fig. 1)
Σˆ10[W,G0] =
n∑
ν=1
λνΣˆ(ν)10 [W, G0] +O(λ
n+1), (2.166)
where λνΣˆ(ν)10 [W, G0] ≡ Σˆ(ν)10 [W,G0] (note the W and W , Eq. (2.165)) denotes the
total contribution of all νth-order proper (or 1PI) self-energy diagrams (including
both G-sketelon and non-G-skeleton diagrams) that are W -skeleton, that is they do
not contain polarisation insertions. Similarly, for the perturbation series expansion
of Pˆ10[W,G0] one has
Pˆ10[W,G0] =
n−1∑
ν=0
λνPˆ (ν)10 [W, G0] +O(λ
n), (2.167)
where λνPˆ (ν)10 [W, G0] ≡ Pˆ (ν)10 [W,G0] (note the W and W , Eq. (2.165)).
From the expression in Eq. (2.167) and that in Eq. (2.163), one obtains (cf.
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Eq. (2.156))
vˆ = Wˆ
(
Iˆ +
n∑
ν=1
λνPˆ (ν−1)10 [W, G0]Wˆ
)−1
+O(λn+2). (2.168)
One thus arrives at the exact expression (cf. Eq. (2.157))
vˆ = Wˆ −
n∑
ν=1
λνWˆ (ν)10 [W, G0] +O(λn+2), (2.169)
where {Wˆ (ν)10 ‖ν} is recursively determined from the following equalities (cf. Eq. (2.158)):
Wˆ (1)10 [W, G0] = WˆPˆ (0)10 [W, G0]Wˆ,
Wˆ (ν)10 [W, G0] = WˆPˆ (ν−1)10 [W, G0]Wˆ − Wˆ
ν−1∑
ν′=1
Pˆ (ν−ν
′−1)
10 [W, G0]Wˆ (ν
′)
10 [W, G0], ν ≥ 2.
(2.170)
One observes that for Wˆ ≡ λWˆ given, calculation of Wˆ (ν)10 , ν ∈ N, requires knowledge
of Pˆ (0)10 in the case of ν = 1, and of the sequence {Pˆ (ν
′)
10 ‖ν ′ = 0, . . . , ν−1} in the case of
ν ≥ 2. As we shall see in § 3.4, Pˆ (0)10 and Pˆ (1)10 are calculated directly from respectively
Pˆ (0)00 and Pˆ
(1)
00 , Eq. (3.65) below, and calculation of Pˆ
(ν)
10 for ν ≥ 2 is demanding of
the knowledge of the sequence {Wˆ (ν′)10 ‖ν ′ = 1, . . . , ν − 1}. It follows therefore that
knowledge of the sequence {Pˆ (ν)00 ‖ν ∈ Z∗}, determined recursively on the basis of the
equalities in Eq. (3.56) below, suffices for the recursive determination of the sequence
{Wˆ (ν)10 ‖ν ∈ N}.a
In the light of the above discussions, one can convince oneself that in the direct-
space representation the sought-after sequence {Σˆ(ν)10 [W, G0]‖ν ∈ N} is recursively
determined from the following equalities (cf. Eq. (2.159)):
Σ(1)10 (a, b; [W, G0]) = Σ
(1)
00 (a, b; [W, G0]),
Σ(ν)10 (a, b; [W, G0]) = Σ
(ν)
00 (a, b; [W, G0])
−
ν−1∑
ν′=1
∫
d1 d2
δΣ(ν−ν
′)
00 (a, b; [W, G0])
δW(1, 2)
W (ν′)10 (1, 2; [W, G0]), ν ≥ 2. (2.171)
In analogy with the expression in Eq. (2.160), one has b
Σˆ(ν)10 [W, G0] = Σˆ
(ν)
00 [W, G0]−
∂
∂
ν−1∑
ν′=1
Σˆ(ν−ν
′)
00 [W + W (ν
′)
10 , G0]
∣∣∣∣∣
=0
, ν ≥ 2. (2.172)
Similar expressions as in Eq. (2.161) may be applied here.
For illustration, since Σˆ(1)00 [v, G0] is a linear functional of v, from Eq. (2.172) one
immediately obtains that
Σˆ(2)10 [W, G0] = Σˆ
(2)
00 [W, G0]− Σˆ(1)00 [W (1)10 , G0], (2.173)
aZ∗ ≡ N ∪ {0}. See appendix E.
bSee Appendix I, p. 51, in Ref. 233), and Appendix A, p. 403, in Ref. 234).
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where W (1)10 is given in Eq. (2.170). Using the diagrams representing the self-energies
on the RHS of Eq. (2.173), and that representing W (1)10 [W, G0], one immediately ver-
ifies the validity of this equation, that the second term on the RHS removes the
two non-W -skeleton contributions associated with the first term, appropriately leav-
ing the four second-order W -skeleton proper self-energy diagrams to which the LHS
corresponds.a
2.8. The self-energy operator Σˆ11[W,G]
Calculation of the self-energy operator Σˆ11[W,G] can be accomplished in two
mathematically different but equivalent ways. In one, one relies on the self-energy
operator Σˆ01[v,G], § 2.6, and in the other on the self-energy operator Σˆ10[W,G0],
§ 2.7. In the former case, one recursively replaces v by W , along the lines of § 2.7,
and in the latter one recursively replaces G0 by G, along the lines of § 2.6.
In this section we focus on the calculation of Σˆ11[W,G] on the basis of the self-
energy operator Σˆ01[v,G], § 2.6. In doing so, it proves convenient to consider the
operator
Σˆ′ .= Σˆ − Σˆh, (2.174)
where Σˆh is the exact Hartree contribution to the self-energy operator, Fig. 1. Since
we rely on the self-energy functional Σˆ01[v,G] as the basis for the calculation of the
self-energy functional Σˆ11[W,G], we do not introduce different functional forms for
Σˆh and make the following identification: b
Σˆh ≡ Σˆh[v,G]. (2.175)
Assuming the functional Σˆ′11[W,G] to have been calculated for the exact G and
to infinite order in the coupling constant of the screened interaction potential W ,
Eq. (2.165), one has c
Σˆ ≡ Σˆ11[W,G] ≡ Σˆh[v,G] + Σˆ′11[W,G]. (2.176)
Diagrammatically, Σˆh[v,G] corresponds to the first-order tadpole self-energy dia-
gram. Since higher-order proper (or 1PI) self-energy diagrams containing a tadpole
subdiagram cannot be G-skeleton (or 2PI), the diagrammatic perturbation expansion
of the self-energy (cf. Eq. (2.174))
Σˆ′01[v,G]
.
= Σˆ01[v,G]− Σˆh[v,G] (2.177)
is free from tadpole subdiagrams. Similarly, the diagrammatic perturbation series
expansion of Σˆ′11[W,G] ≡ Σˆ11[W,G] − Σˆh[v,G], Eq. (2.176), is free from tadpole
subdiagrams. Further, since Σˆh[v,G] is first order in the coupling constant of v,
with Σˆ′(ν)11 [W,G] denoting the νth-order perturbational contribution to Σˆ′11[W,G] in
aSee Eq. (2.154), and recall that the proper (i.e. 1PI) self-energy operator Σˆ(2)00 [v, G0] is described
in terms of six diagrams.
bSee Fig. 1 as well as Eq. (C.3) below.
cConsult Eqs (10.59) and (10.60), p. 195, in Ref. 236), as well as Eq. (10.25), p. 290, in Ref. 7).
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the coupling constant of W , with reference to Eq. (2.176), one has a
Σˆ(1)11 [W,G] = Σˆ
h[v,G] + Σˆ′(1)11 [W,G],
Σˆ(ν)11 [W,G] ≡ Σˆ′(ν)11 [W,G] for ν ≥ 2. (2.178)
With reference to Eq. (2.177), clearly
Σˆ′(1)11 [W,G] = Σˆ
′(1)
01 [W,G]. (2.179)
Thus, following the first equality in Eq. (2.178),
Σˆ(1)11 [W,G] = Σˆ
h[v,G] + Σˆ′(1)01 [W,G]. (2.180)
Therefore, for the perturbational calculation of Σˆ11[W,G] it remains to consider the
sequence {Σˆ′(ν)11 [W,G]‖ν ≥ 2} (note the second equality in Eq. (2.178)). Writing
Σˆ′11[W,G] =
n∑
ν=1
λνΣˆ′(ν)11 [W, G] +O(λ
n+1), (2.181)
following Eqs (2.178) and (2.180), one has
Σˆ11[W,G] = Σˆ
h[v,G] + Σˆ′(1)01 [W,G] +
n∑
ν=2
λνΣˆ(ν)11 [W, G] +O(λ
n+1) for n ≥ 2.
(2.182)
As in other similar cases, λνΣˆ′(ν)11 [W, G] ≡ Σˆ′(ν)11 [W,G] and λνΣˆ(ν)11 [W, G] ≡ Σˆ(ν)11 [W,G]
(note the W and W ).
For the calculation of Σˆ(ν)11 [W,G] for ν ≥ 2 we employ the procedure of § 2.7. In
doing so, the sequence {Wˆ (ν)10 [W,G0]‖ν ∈ N}, Eq. (2.170), is to be replaced by the
sequence {Wˆ (ν)11 [W,G]‖ν ∈ N}. The sequence {Wˆ (ν)11 ‖ν ∈ N} can be obtained from
{Wˆ (ν)10 ‖ν ∈ N}, Eq. (2.170), on the basis of the recursive approach of § 2.6. One thus
arrives at the following expressions (cf. Eq. (2.159)):
W (1)11 (a, b; [W,G]) =W (1)10 (a, b; [W,G]),
W (ν)11 (a, b; [W,G]) =W (ν)10 (a, b; [W,G])
−
ν−1∑
ν′=1
∫
d1 d2
δW (ν−ν′)10 (a, b; [W,G])
δG(1, 2)
G(ν′)11 (1, 2; [W, G]), ν ≥ 2, (2.183)
where the sequence {Gˆ(ν)11 ‖ν ∈ N} is recursively determined from the following equal-
ities (cf. Eq. (2.158)):
Gˆ(1)11 [W, G] = GˆΣˆ(1)11 [W, G]Gˆ,
Gˆ(ν)11 [W, G] = GˆΣˆ(ν)11 [W, G]Gˆ− Gˆ
ν−1∑
ν′=1
Σˆ(ν−ν
′)
11 [W, G]Gˆ(ν
′)
11 [W, G], ν ≥ 2. (2.184)
aΣˆ(1)11 [W,G] constitutes Hedin’s
237) GW approximation of the self-energy operator.
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In practice, the second equality in Eq. (2.183) is to be calculated on the basis of the
expression
Wˆ (ν)11 [W, G] = Wˆ (ν)10 [W, G]−
∂
∂
ν−1∑
ν′=1
Wˆ (ν−ν′)10 [W, G+ G(ν
′)
11 ]
∣∣∣∣∣
=0
, ν ≥ 2, (2.185)
where the derivative with respect to  may be determined on the basis of the expres-
sions in Eq. (2.161).
With the ordered sequence {Wˆ (ν)11 [W, G]‖ν ∈ N} at hand, the sought-after or-
dered sequence of perturbational self-energy contributions {Σˆ′(ν)11 [W, G]‖ν ∈ N} is
determined recursively from the following equalities (cf. Eq. (2.171)):
Σ′(1)11 (a, b; [W, G]) = Σ
′(1)
01 (a, b; [W, G]),
Σ′(ν)11 (a, b; [W, G]) = Σ
′(ν)
01 (a, b; [W, G])
−
ν−1∑
ν′=1
∫
d1 d2
δΣ′(ν−ν
′)
01 (a, b; [W, G])
δW(1, 2)
W (ν′)11 (1, 2; [W, G]), ν ≥ 2, (2.186)
where the first equality is a reproduction of the equality in Eq. (2.179). In practice,
the second equality in Eq. (2.186) is to be replaced by (cf. Eq. (2.172))
Σˆ′(ν)11 [W, G] = Σˆ
′(ν)
01 [W, G]−
∂
∂
ν−1∑
ν′=1
Σˆ′(ν−ν
′)
01 [W + W (ν
′)
11 , G]
∣∣∣∣∣
=0
, ν ≥ 2, (2.187)
where the derivative with respect to  may be determined on the basis of the expres-
sions in Eq. (2.161).
For illustration, since Σˆ′(1)01 [v, G] is a linear functional of v, from Eq. (2.187) one
immediately obtains that
Σˆ′(2)11 [W, G] = Σˆ
′(2)
01 [W, G]− Σˆ′(1)01 [W (1)11 , G], (2.188)
where W (1)11 is given in Eq. (2.183), in which W (1)10 is given in Eq. (2.170). Using the
diagrams representing the self-energies on the RHS of Eq. (2.188), and that repre-
senting W (1)11 [W, G], one immediately verifies the validity of this equation, that the
second term on the RHS removes the non-W -skeleton contribution associated with
the first term,a leaving the LHS to be described in terms of a single G- and W -
skeleton self-energy diagram.
From the expressions in Eq. (2.184), one observes that the sequence {Σˆ′(ν)11 ‖ν} of
the self-energy operators to be calculated in turn determines the sequence {Wˆ (ν)11 ‖ν},
Eq. (2.183), required for the calculation of {Σˆ′(ν)11 ‖ν}, Eq. (2.186). This aspect does
not affect the recursive nature of the calculations, since Σˆ′(1)11 [W,G] can be calculated
directly and for ν ≥ 2 calculation of Σˆ′(ν)11 [W,G] requires calculation of {Wˆ (ν
′)
11 ‖ν ′ =
1, . . . , ν − 1}, necessitating knowledge of the sequence {Σˆ(ν′)11 ‖ν ′ = 1, . . . , ν − 2} in
the case of ν ≥ 3; for ν = 2, the operator Wˆ (2)11 is directly calculated from Wˆ (2)10 ,
Eq. (2.183).
aThis term is described in terms of two 2PI self-energy diagrams.
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§3. The dynamical screened interaction potential W
Calculation of the self-energy operators Σˆ10[W,G0] and Σˆ11[W,G] necessitates
calculation of the screened two-body interaction function W .57) Diagrammatic ex-
pansions of this function are well-known.2), 3), 5), 6), 54), 55), 57) In this section we de-
scribe a diagram-free formalism for the calculation of this function.
3.1. Preliminaries
In anticipation of what follows, we begin by introducing the two-particle Green
functions corresponding to T = 0 and T > 0. To this end, for clarity we first
recapitulate the following conventions, introduced earlier in this paper: a
j 
 rjtjσj , j′ 
 r′jt′jσ′j , (T = 0 formalism)
j 
 rjτjσj , j′ 
 r′jτ ′jσ′j , (Matsubara formalism)
j 
 rjtjσjµj , j′ 
 r′jt′jσ′jµ′j , (TFD formalism) (3.1)
where j ∈ N. Within the indicated formalisms, for the two-particle Green function
one has: b
G2(1, 2; 1
′, 2′) .= (− i)2〈ΨN ;0|T
{
ψˆh(1)ψˆh(2)ψˆ
†
h(2
′)ψˆ†h(1′)
}|ΨN ;0〉, (T = 0 formalism)
(3.2)
G2(1, 2; 1
′, 2′) .= (−1)2 Tr[%ˆTτ{ψˆk(1)ψˆk(2)ψˆ†k(2′)ψˆ†k(1′)}], (Matsubara formalism)
(3.3)
G2(1, 2; 1
′, 2′) .= (− i)2〈0(β)|TC
{
ψh(1)ψh(2)ψ¯h(2
′)ψ¯h(1′)
}|0(β)〉. (TFD formalism)
(3.4)
With
nˆh(j)
.
= ψˆ†h(j)ψˆh(j), (T = 0 formalism) (3.5)
nˆk(j)
.
= ψˆ†k(j)ψˆk(j), (Matsubara formalism) (3.6)
nˆh(j)
.
= ψ¯h(j)ψh(j) (TFD formalism) (3.7)
denoting the number-density operators, for the density-density correlation functions
D(1, 2), D(1, 2), and D(1, 2) one has [pp. 151 and 301 in Ref. 3)] c
D(1, 2)
.
= − i(〈ΨN ;0|T {nˆh(1)nˆh(2)}|ΨN ;0〉 − 〈ΨN ;0|nˆh(1)|ΨN ;0〉〈ΨN ;0|nˆh(2)|ΨN ;0〉),
(T = 0 formalism) (3.8)
D(1, 2)
.
= −(Tr[%ˆTτ{nˆk(1)nˆk(2)}]− Tr[%ˆnˆk(1)]Tr[%ˆnˆk(2)]),
(Matsubara formalism) (3.9)
D(1, 2)
.
= − i(〈0(β)|TC{nˆh(1)nˆh(2)}|0(β)〉 − 〈0(β)|nˆh(1)|0(β)〉〈0(β)|nˆh(2)|0(β)〉).
(TFD formalism) (3.10)
aThe considerations of this section apply equally to the Hubbard model, §§ 2.2.4, 2.2.7, for which
the rj and r
′
j in Eq. (3.1) are to be replaced by respectively lj and l
′
j .
bFor G2 see p. 116 in Ref. 3) (cf. Eq. (2.13)), and for G2, p. 253 in Ref. 3) (cf. Eq. (2.27)), as well
as Eqs (3.1) and (3.2) in Ref. 10), p. 1347. We have defined G2 in analogy with G2.
cWe have used the identity 〈(Â− 〈Â〉)(B̂ − 〈B̂〉)〉 ≡ 〈ÂB̂〉 − 〈Â〉〈B̂〉.
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Although for bosons / fermions these functions are more concisely expressed in terms
of the relevant density-fluctuation operators a
nˆ′h(j)
.
= nˆh(j)− 〈ΨN ;0|nˆh(j)|ΨN ;0〉 ≡ nˆh(j)∓ iG(j, j+), (3.11)
nˆ′k(j)
.
= nˆk(j)− Tr
[
%ˆnˆk(j)
] ≡ nˆk(j)± G (j, j+), (3.12)
nˆ′h(j)
.
= nˆh(j)− 〈0(β)|nˆh(j)|0(β)〉 ≡ nˆh(j)∓ iG(j, j+), (3.13)
the expressions in Eqs (3.8), (3.9), and (3.10) have the advantage that they can be
directly written in terms of the relevant one- and two-particle Green functions. One
has
D(1, 2) = + i
(
G2(1, 2; 1
+, 2+)−G(1, 1+)G(2, 2+)), (3.14)
D(1, 2) = −(G2(1, 2; 1+, 2+)− G (1, 1+)G (2, 2+)), (3.15)
D(1, 2) = + i
(
G2(1, 2; 1
+, 2+)− G(1, 1+)G(2, 2+)), (3.16)
where j+ is defined in Eqs (2.12), (2.34), and (2.59). The usefulness of these expres-
sions will become apparent shortly.
For the improper polarisation function b one has [pp. 153 and 302 in Ref. 3)] c
P ?(1, 2)
.
=
1
~
D(1, 2), P?(1, 2)
.
=
1
~
D(1, 2), P?(1, 2)
.
=
1
~
D(1, 2). (3.17)
With these expressions at hand, from now onwards the symbol P ? will represent also
the functions P? and P?, similar to the single-particle operator Pˆ in Eq. (2.163),
which represents the single-particle operator corresponding to the proper polarisation
function specific to both T = 0 and T > 0.d For the single-particle operator Wˆ
associated with the screened two-body interaction potential W , one has [pp. 154 and
302 in Ref. 3)]
Wˆ = vˆ + vˆPˆ ?vˆ. (3.18)
From this equality and that in Eq. (2.163), one obtains e
Pˆ = Pˆ ?
(
Iˆ + vˆPˆ ?
)−1 ≡ (Iˆ + Pˆ ?vˆ)−1Pˆ ?. (3.19)
Equivalently
Pˆ ? = Pˆ
(
Iˆ − vˆPˆ )−1 ≡ (Iˆ − Pˆ vˆ)−1Pˆ, (3.20)
aNote that since for Ĥ independent of time G(i, j) (G (i, j)) is a function of ti − tj (τi − τj),
the right-most expression in Eq. (3.11) ((3.12)) makes explicit that nˆ′h(j)− nˆh(j) (nˆ′k(j)− nˆk(j)) is
independent of tj (τj). Similarly as regards nˆ
′
h(j)− nˆh(j), even though G(i, j) is a function of ti− tj
only if this difference is understood as signifying the difference in the path lengths of ti and tj along
C as measured from some fixed point on this path, such as ti, Eq. (2.42).
bA polarisation function is improper when its diagrammatic representation is improper, i.e. it
is not 1II (see footnote on p. 46).
cHere we are adopting a notational convention which is contrary to that in Ref. 3), where ?
signifies a proper correlation function. See an earlier relevant remark in footnote on p. 41.
dThe function P ? is in the condensed-matter physics literature often denoted by χ.
eFor Iˆ, see footnote on p. 40. See also appendix E.
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where
Iˆ − vˆPˆ ≡ ˆ (3.21)
is the single-particle operator corresponding to the dielectric response function (a, b).
The above considerations show the way in which the proper polarisation function
P (a, b), which takes a prominent place in the considerations of §§ 2.7 and 2.8, can
be calculated from the knowledge of the interacting one- and two-particle Green
functions. Calculation of the interacting one-particle Green functions G, G , and G
is the subject of § 2.3.a In the following we describe a formalism through which the
two-particle Green functions G2, G2, and G2 are calculated along the lines of § 2.3.
3.2. Technicalities
Some technical details regarding the two-body screened interaction potential W
are in place. As will become evident, the focus in this section is on the improper
polarisation operator Pˆ ?, instead of the proper polarisation operator Pˆ which is cen-
tral to the considerations of §§ 2.7 and 2.8. The reason for this is two-fold. Firstly,
considerations based on Pˆ ? are more transparent than those based on Pˆ , and, sec-
ondly, some observations with regard to Pˆ ? are directly established (that for instance
P ?(1, 2) is a function of t1 − t2,b or that P ?σ,σ′ = P ?σ δσ,σ′ — see later) on account of
the direct relationship between Pˆ ? and the one- and two-particle Green functions,
Eqs (3.14), (3.15), (3.16), and (3.17). The latter properties are subsequently imme-
diately shown to apply to Pˆ on account of the equalities in Eq. (3.19).
With W (i, j) ≡ 〈i|Wˆ |j〉 (and similarly for v(i, j) and P ?(i, j)),c the equation in
Eq. (3.18) takes the form
W (a, b) = v(a, b) +
∫
d1 d2 v(a, 1)P ?(1, 2)v(2, b). (3.22)
Adopting a similar notation as in Eq. (2.13), and with the bare interaction potential
v(i, j) as specified in Eq. (2.10), the equality in Eq. (3.22) can be expressed as d
Wσ,σ′(rt, r
′t′) = uσ,σ′(r, r′)δ(t− t′)
+
∑
σ1,σ2
∫
ddr1d
dr2 uσ,σ1(r, r1)P
?
σ1,σ2(r1t, r2t
′)uσ2,σ′(r2, r
′). (3.23)
For Ĥ independent of time, P ?σ1,σ2(r1t, r2t
′) is a function of t− t′, and therefore so is
Wσ,σ′(rt, r
′t′). Thus, from the equalities in Eq. (3.19) it follows that Pσ1,σ2(r1t, r2t′)
is also a function of t− t′.
aMaking use of the Dyson equation, these one-particle Green functions can also be calculated
on the basis of the relevant self-energy operators to be perturbationally calculated with the aid of
the recursive formalisms described in §§ 2.5, 2.6, 2.7, and 2.8.
bAs regards P?(1, 2), it is a function of τ1− τ2, and as regards P?(1, 2), it is a function of t1− t2
on the understanding that t1 and t2 are measured along C , Eq. (2.41), from for instance ti.
cSee footnote on 40.
dFor T > 0, the relevant v(i, j) is that specified in either Eq. (2.32) or Eq. (2.61), depending
on whether one employs respectively the Matsubara formalism or the TFD one. Accordingly, for
T > 0, within the Matsubara framework τ and τ ′ replace the t and t′ in Eq. (3.23).
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By the same reasoning as in the case of the one-particle Green function, one
has a (cf. Eq. (2.17))
P ?σ,σ′(rt, r
′t′) = P ?σ (rt, r
′t′)δσ,σ′ , (3.24)
whereby the equation in Eq. (3.23) can be written as
Wσ,σ′(rt, r
′t′) = uσ,σ′(r, r′)δ(t− t′)
+
∑
σ1
∫
ddr1d
dr2 uσ,σ1(r, r1)P
?
σ1(r1t, r2t
′)uσ1,σ′(r2, r
′). (3.25)
In the specific case where uσ,σ′ is spin-independent, that is where uσ,σ′ ≡ u (as in
the case of the Coulomb interaction potential uc underlying ab initio electronic-
structures calculations), the function Wσ,σ′ is similarly independent of spin, denoted
by W . In such case, one has
W (rt, r′t′) = u(r, r′)δ(t− t′) +
∫
ddr1d
dr2 u(r, r1)P
?(r1t, r2t
′)u(r2, r′), (3.26)
where
P ?(rt, r′t′) .=
∑
σ
P ?σ (rt, r
′t′). (3.27)
Considering the Hubbard Hamiltonian for spin-12 particles, §§ 2.2.4, 2.2.7, and
appendix D, the expression in Eq. (3.22) takes the form
W l,l
′
σ,σ′(t− t′) = U(1− δσ,σ′)δl,l′ δ(t− t′)
+ U2
∑
σ1,σ2
(1− δσ,σ1)(1− δσ2,σ′)P ?l,l
′
σ1,σ2(t− t′), (3.28)
where we have used the expressions in Eqs (2.76) and (2.77), and adopted the nota-
tion introduced in appendix D (cf. Eq. (D.6) herein). With (cf. Eq. (3.24))
P ?l,l
′
σ,σ′ = P
?l,l′
σ δσ,σ′ , (3.29)
the expression in Eq. (3.28) transforms into
W l,l
′
σ,σ′(t− t′) = U(1− δσ,σ′)δl,l′ δ(t− t′)
+U2
(
P ?l,l
′
(t− t′) + P ?l,l′σ (t− t′)δσ,σ′ − P ?l,l
′
σ (t− t′)− P ?l,l
′
σ′ (t− t′)
)
, (3.30)
where (cf. Eq. (3.27))
P ?l,l
′
(t− t′) .=
∑
σ
P ?l,l
′
σ (t− t′). (3.31)
In the cases where P ?l,l
′
↑ ≡ P ?l,l
′
↓ ≡ 12P ?l,l
′
, the equation in Eq. (3.30) reduces to
W l,l
′
σ,σ′(t− t′) = U(1− δσ,σ′)δl,l′ δ(t− t′) +
1
2
U2P ?l,l
′
(t− t′)δσ,σ′ , (3.32)
aSee pp. 14, 16, and § 2.2.2. One thus similarly has Pσ,σ′ = Pσ δσ,σ′ .
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making explicit that in these cases the interaction is local, instantaneous (or static),
and unscreened amongst the particles with anti-parallel spins, and that the interac-
tion amongst the particles with parallel spins is non-local (with some local compo-
nent), dynamical, and arises wholly as a consequence of the screening processes. At
the lowest order of the perturbation theory, the latter interaction is proportional to
U2. Note that P ?l,l
′
σ (t− t′), and therefore P ?l,l′(t− t′), is an implicit function of U .
3.3. The two-particle Green function G2 and its perturbation expansion in terms of
v and G0
The diagram-free perturbation series expansion of the two-particle Green func-
tion G2 in terms of (v,G0) is very similar to that of the one-particle Green function
G in terms of (v,G0), considered in §§ 2.2.5 and 2.3. This is owing to the fact that
for G2 one has (cf. Eq. (2.87)) [Eq. (5.34), p. 139, in Ref. 7)]
G2(a, b; c, d) =
G2;0(a, b; c, d) +
∑∞
ν=1 λ
νNν(a, b; c, d)
1 +
∑∞
ν=1 λ
νDν
, (3.33)
where c and d are similar variables as a and b, Eqs (2.14), (2.35), (2.57), (2.74),
(2.78), and (2.82), and Dν is the same constant as defined in Eq. (2.89) in which
the function A2ν is defined in Eq. (2.91). The function G2;0 is the non-interacting
two-particle Green function, for which one has [Eq. (5.27), p. 135, in Ref. 7)] a
G2;0(a, b; c, d) =
∣∣∣∣G0(a, c) G0(a, d)G0(b, c) G0(b, d)
∣∣∣∣
±
≡ G0(a, c)G0(b, d)±G0(a, d)G0(b, c), (3.34)
where +/− denotes permanent / determinant, corresponding to systems of bosons /
fermions. The expression on the RHS of Eq. (3.34) is referred to as the ‘Hartree-Fock
approximation’ of G2(a, b; c, d).
59)b For the function Nν(a, b; c, d) one has [Eq. (5.34),
p. 139, in Ref. 7)]
Nν(a, b; c, d)
.
=
1
ν!
( i
2~
)ν ∫ 2ν∏
j=1
dj v(1, 2) . . . v(2ν − 1, 2ν)
×A2b2ν+2(a, b; c, d; 1, 2, . . . , 2ν − 1, 2ν), (3.35)
where
A2b2ν+2(a, b; c, d; 1, 2, . . . , 2ν − 1, 2ν)
aWith reference to our earlier remarks, the expression in Eq. (3.34) also applies by considering
G2 and G0 to denote respectively G2 and G0 in applying the Matsubara formalism, and G2 and G0
in applying the TFD formalism. For the case of the Matsubara formalism, compare with Eq. (25.1),
p. 241, in Ref. 3). With reference to footnote on p. 27, we note that since the G0 in the present work
is − i times its counterpart in Ref. 7), the products of two non-interacting Green functions on the
RHS of Eq. (3.34) implicitly take account of a required minus sign.
bSee Eq. (20), p. 290, as well as footnote 5, p. 288, of Ref. 59). Although G2 is not explicitly
defined in this reference, the authors closely follow the conventions of their Ref. 4, our Ref. 10).
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.
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
G0(a, c) G0(a, d) G0(a, 1
+) G0(a, 2
+) . . . G0(a, 2ν
+)
G0(b, c) G0(b, d) G0(b, 1
+) G0(b, 2
+) . . . G0(b, 2ν
+)
G0(1, c) G0(1, d) G0(1, 1
+) G0(1, 2
+) . . . G0(1, 2ν
+)
G0(2, c) G0(2, d) G0(2, 1
+) G0(2, 2
+) . . . G0(2, 2ν
+)
...
...
...
...
. . .
...
G0(2ν, c) G0(2ν, d) G0(2ν, 1
+) G0(2ν, 2
+) . . . G0(2ν, 2ν
+)
∣∣∣∣∣∣∣∣∣∣∣∣∣
±
(3.36)
is a double-bordered permanent / determinant associated with the permanent / de-
terminant in Eq. (2.91) [§ 3.7.2, p. 49, in Ref. 33)]. The function Nν in Eq. (3.33) (and
Eq. (3.35)) is not to be confused with the function Nν in Eq. (2.87) (and Eq. (2.88)).
The two functions are easily distinguished by the number of their arguments, four
in the case of the Nν in Eqs (3.33), and two in that case of the Nν in Eq. (2.87).
In the light of the expression in Eq. (3.34), for bosons / fermions one has a (cf.
Eqs (3.14), (3.15), and (3.16))
D0(1, 2)
.
= + i
(
G2;0(1, 2; 1
+, 2+)−G0(1, 1+)G0(2, 2+)
)
≡ ± iG0(1, 2+)G0(2, 1+), (3.37)
D0(1, 2)
.
= −(G2;0(1, 2; 1+, 2+)− G0(1, 1+)G0(2, 2+))
≡ ∓G0(1, 2+)G0(2, 1+), (3.38)
D0(1, 2)
.
= + i
(
G2;0(1, 2; 1
+, 2+)− G0(1, 1+)G0(2, 2+)
)
≡ ± i G0(1, 2+)G0(2, 1+). (3.39)
With reference to the considerations of § 2.3.1, from the expression in Eq. (3.33)
one obtains the following perturbation series expansion for G2 (cf. Eq. (2.106)):
G2(a, b; c, d) = G2;0(a, b; c, d) +
n∑
ν=1
λνG(ν)2 (a, b; c, d) +O(λ
n+1), (3.40)
where G(ν)2 (a, b; c, d), ν ∈ N, denotes the νth-order perturbational contribution to
G2(a, b; c, d). The ordered sequence {G(ν)2 ‖ν ∈ N} is calculated recursively in the
basis of the following equalities (cf. Eq. (2.107)):
G(1)2 (a, b; c, d) = N1(a, b; c, d)− F1G2;0(a, b; c, d),
G(ν)2 (a, b; c, d) = Nν(a, b; c, d)− FνG2;0(a, b; c, d)−
ν−1∑
ν′=1
Fν−ν′Nν′(a, b; c, d), ν ≥ 2.
(3.41)
At the time of writing these lines, for the case at hand we are able to deduce the
equivalent of the recursive relations in Eq. (2.108) only for systems of fermions. The
reason for this will be clarified below.
aWith reference to footnote on p. 53, for the non-interacting counterpart of χ(1, 2) corresponding
to bosons / fermions (at T = 0) one thus has χ0(1, 2) = ± i~−1G0(1, 2+)G0(2, 1+), which is a well-
known result, generally referred to as the random-phase approximation (RPA),54),55) or the bubble
approximation, of χ(1, 2) (one can safely write χ0(1, 2) = ± i~−1G0(1, 2)G0(2, 1), suppressing the
superscript + of 2 and 1). The minus sign in the case of fermions is associated with χ0(1, 2) being
diagrammatically represented by a closed fermion loop.
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Expansion of a double-bordered determinant of a specific form has been de-
scribed in § 3.7.2, p. 49, of Ref. 33). This specific form relates to the 2×2 zero matrix
on the south-east corner of the matrix considered. For this reason, below we explic-
itly deduce the expansion relevant for the considerations of this section. For doing so,
we make use of the algebra of compound matrices [§ 0.8.1, p. 21, in Ref. 238)]. Since
we make use of the Sylvester identity [§ 0.8.6, p. 27, in Ref. 238)], which is applicable
only to determinants, the following considerations are specific to fermion systems.
We proceed by denoting the matrix of which the function A2b2ν+2 in Eq. (3.36) is
the permanent / determinant by A2b2ν+2, and for conciseness by A. Introducing the
index set
α
.
= {3, 4, . . . , 2ν + 2}, (3.42)
one has a
A ≡ A(α ∪ {1, 2},α ∪ {1, 2}) ≡ A(α ∪ {1, 2}). (3.43)
One further has
A(α,α) ≡ A(α) = A2ν , (3.44)
where A2ν is the matrix whose permanent / determinantA2ν is presented in Eq. (2.91).
Let now the 2× 2 matrix B be defined as
B =
(
b1,1 b1,2
b2,1 b2,2
)
, (3.45)
where
bi,j
.
= |A(α ∪ {i},α ∪ {j})|− , (3.46)
in which | . . . |− ≡ det(. . . ). By the Sylvester identity [§ 0.8.6, p. 27, in Ref. 238)], one
has
|A|− =
|B|−
|A(α)|−
≡ |B|−
A2ν
. (3.47)
One can convince oneself that the equality does not apply on replacing the | . . . |− in
Eq. (3.47) by | . . . |+.
The matrix elements {bi,j‖i, j = 1, 2} are single-bordered determinants,33) to be
determined along the same line as those leading to the equality in Eq. (2.98). One
obtains b
b1,1 = A2νG0(a, c)−
2ν∑
r,s=1
A(2ν−1)r,s G0(a, s
+)G0(r, c),
b1,2 = A2νG0(a, d)−
2ν∑
r,s=1
A(2ν−1)r,s G0(a, s
+)G0(r, d),
aExpressing the set {1, 2, . . . , 2ν + 2} as α ∪ {1, 2} amounts to a partitioning of the former set.
For partitioned sets and matrices, consult § 0.7, p. 16, in Ref. 238).
bWe point out that on changing the minus signs between the two terms on the RHSs of the
expressions in Eq. (3.48), one obtains the relevant expressions for bosons, assuming that in such case
A2ν and A
(2ν−1)
r,s stand for permanents (cf. Eqs (2.90), (2.91) and (2.98)). Thus, the treatment here
is limited to systems of fermions only because the Sylvester identity, as employed in Eq. (3.47) for
determinants, has no analogue for permanents.
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b2,1 = A2νG0(b, c)−
2ν∑
r,s=1
A(2ν−1)r,s G0(b, s
+)G0(r, c),
b2,2 = A2νG0(b, d)−
2ν∑
r,s=1
A(2ν−1)r,s G0(b, s
+)G0(r, d). (3.48)
For A2b2ν+2 ≡ |A|− one thus obtains (cf. Eq. (2.98))
A2b2ν+2 = A2νG2;0(a, b; c, d)
+
2ν∑
r,s=1
A(2ν−1)r,s
{
G0(b, c)G0(a, s
+)G0(r, d) +G0(a, d)G0(b, s
+)G0(r, c)
−G0(a, c)G0(b, s+)G0(r, d)−G0(b, d)G0(a, s+)G0(r, c)
}
+
2ν∑
r,s,r′,s′=1
A(2ν−1)r,s A
(2ν−1)
r′,s′
A2ν
{
G0(a, s
+)G0(r, c)G0(b, s
′+)G0(r′, d)
−G0(a, s+)G0(r, d)G0(b, s′+)G0(r′, c)
}
. (3.49)
In this way, for fermions one arrives at (cf. Eq. (2.99))
Nν(a, b; c, d) = DνG2;0(a, b; c, d) +Mν(a, b; c, d), (3.50)
where Mν(a, b; c, d) is in an obvious manner determined on the basis of the expres-
sions in Eqs (3.35) and (3.49).
3.4. The proper polarisation operators Pˆ00[v,G0], Pˆ01[v,G], Pˆ10[W,G0], and Pˆ11[W,G]
The formalism of the previous section, § 3.3, enables one to calculate the two-
particle Green function G2 in terms of (v,G0) to in principle arbitrary order in the
coupling constant λ of the bare two-body interaction potential v. In the light of
the formalism of calculating the one-particle Green function G in terms of (v,G0),
described in § 2.3.1, and following the equalities in Eqs (3.14), (3.15), (3.16), and
(3.17), one is therefore in a position to calculate the improper polarisation function
P ? in terms of (v,G0) to in principle arbitrary order in λ. Although the proper
polarisation function P as encountered in §§ 2.7 and 2.8 can be obtained from P ?
on the basis of the equalities in Eq. (3.19), for the considerations of this section it
proves necessary to bypass these equalities and instead calculate P by relying on the
following equality that follows from the equation in Eq. (2.163):
Pˆ = vˆ−1 − Wˆ−1. (3.51)
The reason for this approach can be surmised from the equality in Eq. (2.147) on
which the formalism of § 2.5 is founded.
For the inverse operator Wˆ−1, from the equation in Eq. (3.18) one obtains
Wˆ−1 =
(
Iˆ + Pˆ ?vˆ
)−1
vˆ−1. (3.52)
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On the basis of the perturbation series expansion for Pˆ ?00[v,G0] (cf. Eq. (2.167)),
Pˆ ?00[v,G0] =
n∑
ν=0
λνPˆ ?(ν)00 [v, G0] +O(λ
n+1), (3.53)
where vˆ is related to vˆ through the relationship in Eq. (2.86), from the equality in
Eq. (3.52), one obtains (cf. Eq. (2.168))
Wˆ−1 =
(
Iˆ +
n+1∑
ν=1
λνPˆ ?(ν−1)00 [v, G0]vˆ
)−1
vˆ−1 +O(λn+1). (3.54)
Writing (cf. Eq. (3.53))
Pˆ00[v,G0] =
n∑
ν=0
λνPˆ (ν)00 [v, G0] +O(λ
n+1), (3.55)
on account of the equality in equality in Eq. (3.51), one obtains the following recursive
expression (cf. Eqs (2.150) and (2.153)):
Pˆ (0)00 [v, G0] = Pˆ
?(0)
00 [v, G0],
Pˆ (ν)00 [v, G0] = Pˆ
?(ν)
00 [v, G0]−
ν−1∑
ν′=0
Pˆ ?(ν−ν
′−1)
00 [v, G0]vˆPˆ
(ν′)
00 [v, G0], ν ≥ 1. (3.56)
The sequences {Pˆ ?(ν)00 ‖ν ∈ Z∗}, {Pˆ?(ν)00 ‖ν ∈ Z∗}, and {Pˆ?(ν)00 ‖ν ∈ Z∗} are determined
on the basis of the following expressions (see Eqs (3.14), (3.15), (3.16), and (3.17)):
P ?(ν)00 (1, 2) = +
i
~
(
G(ν)2 (1, 2; 1
+, 2+)−
ν∑
ν′=0
G(ν−ν
′)(1, 1+)G(ν
′)(2, 2+)
)
, (3.57)
P
?(ν)
00 (1, 2) = −1~
(
G (ν)2 (1, 2; 1
+, 2+)−
ν∑
ν′=0
G (ν−ν
′)(1, 1+)G (ν
′)(2, 2+)
)
, (3.58)
P?(ν)00 (1, 2) = +
i
~
(
G(ν)2 (1, 2; 1
+, 2+)−
ν∑
ν′=0
G(ν−ν
′)(1, 1+)G(ν
′)(2, 2+)
)
. (3.59)
The sequences {G(ν)‖ν}, {G(ν)2 ‖ν}, {G (ν)‖ν}, {G (ν)2 ‖ν}, and {G(ν)‖ν}, {G(ν)2 ‖ν} are
determined on the basis of the recursive expressions in Eqs (2.107) and (3.41). Note
that G(0)(a, b) ≡ G0(a, b) and G(0)2 (a, b; c, d) ≡ G2;0(a, b; c, d), where the function G2;0
is determined in terms of G0 according to the expression in Eq. (3.34). With reference
to the first equality in Eq. (3.56), following Eq. (3.17) one clearly has
Pˆ ?(0)00 (1, 2) ≡ Pˆ ?(0)00 (1, 2; [v, G0]) =
1
~
D0(1, 2), (3.60)
where D0(1, 2) is the function presented in Eq. (3.37). Similar expressions apply to
P?(0)00 (1, 2) and P
?(0)
00 (1, 2) with the D0(1, 2) on the RHS replaced by respectively
D0(1, 2) and D0(1, 2), Eqs (3.38) and (3.39).
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The perturbation series expansion in Eq. (3.55) forms the foundation on which we
construct the perturbation series expansions for Pˆ01[v,G], Pˆ10[W,G0], and Pˆ11[W,G]
along the lines of §§ 2.6, 2.7, and 2.8. Clearly, the underlying approaches constitute
formalisms in which G and W , or solely G, as the case may be, are to be determined
self-consistently. In this connection, following Eq. (3.51), we introduce the functional
Wˆςς′ , defined according to
Wˆςς′
.
=
(
vˆ−1 − Pˆςς′
)−1
, ς, ς′ ∈ {0, 1}. (3.61)
For consistency, Wˆ10[W,G0] and Wˆ11[W,G] are to be employed in the calculation of
respectively Σˆ10[W,G0] and Σˆ11[W,G].
3.4.1. The sequence {Pˆ (ν)01 ‖ν}
From the considerations of § 2.6, one obtains (cf. Eq. (2.159))
P (0)01 (a, b; [v, G]) = P
(0)
00 (a, b; [v, G]),
P (ν)01 (a, b; [v, G]) = P
(ν)
00 (a, b; [v, G])
−
ν∑
ν′=1
∫
d1 d2
δP (ν−ν
′)(a, b; [v, G])
δG(1, 2)
G(ν′)01 (1, 2; [v, G]), ν ≥ 1, (3.62)
where the sequence {Gˆ(ν)01 ‖ν}, with G(ν)01 (1, 2) ≡ 〈1|Gˆ(ν)01 |2〉,a is determined recursively
on the basis of the expressions in Eq. (2.158). Similarly to the case of Σˆ(ν)01 [v, G], in
practice for ν ≥ 1 one is to calculate Pˆ (ν)01 [v, G] with the aid of the following or a
mathematically equivalent equality (cf. Eqs (2.160) and (2.161)):
Pˆ (ν)01 [v, G] = Pˆ
(ν)
00 [v, G]−
∂
∂
ν∑
ν′=1
Pˆ (ν−ν
′)
00 [v, G+ G(ν
′)
01 ]
∣∣∣∣∣
=0
, ν ≥ 1. (3.63)
For illustration, since Pˆ (0)00 [v, G0] is a quadratic functional of G0,
b the expres-
sion corresponding to Pˆ (1)01 [v, G] as deduced from Eq. (3.63) is not as simple as that
corresponding to for instance Σˆ(2)01 [v, G] in Eq. (2.162). One instead has
Pˆ (1)01 [v, G] = Pˆ
(1)
00 [v, G]−
∂
∂
Pˆ (0)00 [v, G+ G(1)01 ]
∣∣∣∣
=0
, (3.64)
where G(1)01 is given in Eq. (2.158). Discarding the zeroth- and the second-order terms
in  in the diagrammatic representation of Pˆ (0)00 [v, G + G(1)01 ], one readily verifies
that the remaining four diagrams indeed remove the four non-G-skeleton proper
polarisation diagrams in the diagrammatic representation of Pˆ (1)00 [v, G], leading to
the resulting Pˆ (1)01 [v, G] being indeed correctly represented by a single G-skeleton
proper polarisation diagram.
aSee footnote on p. 40.
bSee Eqs (3.37), (3.56), and (3.60). Clearly, Pˆ (0)00 [v, G0] does not explicitly depend on v.
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3.4.2. The sequence {Pˆ (ν)10 ‖ν}
Without going into details, we suffice to mention that on the basis of the con-
siderations in § 2.7, one obtains (cf. Eq. (2.171))
P (ν)10 (a, b; [W, G0]) = P
(ν)
00 (a, b; [W, G0]), ν = 0, 1,
P (ν)10 (a, b; [W, G0]) = P
(ν)
00 (a, b; [W, G0])
−
ν−1∑
ν′=1
∫
d1 d2
δP (ν−ν
′)
00 (a, b; [W, G0])
δW(1, 2)
W (ν′)10 (1, 2; [W, G0]), ν ≥ 2, (3.65)
where the sequence {Wˆ (ν)10 ‖ν} is recursively determined on the basis of the equalities
in Eq. (2.170). In this connection, we recall that while calculation of the latter
sequence in turn requires knowledge of the sequence {Pˆ (ν)10 ‖ν}, both sequences can
be determined strictly recursively.a
Regarding the first equality in Eq. (3.65), we note that the case corresponding to
ν = 0 reflects the fact that Pˆ (0)ςς′ is explicitly independent of the interaction potential,
and the case corresponding to ν = 1 the fact that a polarisation diagram of order
less than 2 in the interaction potential cannot contain a polarisation insertion. As
regards the second equality in Eq. (3.65), in practical calculations this equality may
be first expressed equivalently as (cf. Eq. (2.172))
Pˆ (ν)10 [W, G0] = Pˆ
(ν)
00 [W, G0]−
∂
∂
ν−1∑
ν′=1
Pˆ (ν−ν
′)
00 [W + W (ν
′)
10 , G0]
∣∣∣∣∣
=0
, ν ≥ 2, (3.66)
and subsequently dealt with numerically in an appropriate way (cf. Eqs (2.160) and
(2.161)).
For illustration, since Pˆ (1)00 [v, G0] is a linear functional of v, from Eq. (3.66) one
immediately obtains that (cf. Eq. (2.173))
Pˆ (2)10 [W, G0] = Pˆ
(2)
00 [W, G0]− Pˆ (1)00 [W (1)10 , G0], (3.67)
where W (1)10 in given in Eq. (2.170). Using diagrams, one easily verifies that the sec-
ond term on the RHS of Eq. (3.67) corresponds to five second-order non-W -skeleton
proper polarisation diagrams, removing the contributions of those corresponding to
the first term on the RHS, thus leaving the contributions of twenty-six proper W -
skeleton polarisation diagrams as constituting the total second-order contributions
to Pˆ (2)10 [W, G0].
3.4.3. The sequence {Pˆ (ν)11 ‖ν}
As in the case of Σˆ11[W,G], § 2.8, the perturbation series expansion of the oper-
ator Pˆ11[W,G] can be determined along two mathematically different but equivalent
ways: by a systematic substitution of W for v in the sequence of the perturbational
terms corresponding to the operator Pˆ01[v,G], and by a systematic substitution of
G for G0 in the perturbational terms corresponding to the operator Pˆ10[W,G0]. Ex-
aSee the remarks following Eq. (2.170).
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pressing Pˆ11[W,G] as
Pˆ11[W,G] =
n∑
ν=0
λνPˆ (ν)11 [W, G] +O(λ
n+1), (3.68)
on account of the considerations of § 2.8, one has (cf. Eq. (2.186))
P (ν)11 (a, b; [W, G]) = P
(ν)
01 (a, b; [W, G]), ν = 0, 1,
P (ν)11 (a, b; [W, G]) = P
(ν)
01 (a, b; [W, G])
−
ν−1∑
ν′=1
∫
d1 d2
δP (ν−ν
′)
01 (a, b; [W, G])
δW(1, 2)
W (ν′)11 (1, 2; [W, G]), ν ≥ 2, (3.69)
where the sequence {Wˆ (ν)11 ‖ν} is recursively obtained from the equalities in Eq. (2.183).
In practical applications, the second equality in Eq. (3.69) may be first expressed
equivalently as (cf. (2.187))
Pˆ (ν)11 [W, G] = Pˆ
(ν)
01 [W, G]−
∂
∂
ν−1∑
ν′=1
Pˆ (ν−ν
′)
01 [W + W (ν
′)
11 , G]
∣∣∣∣∣
=0
, ν ≥ 2, (3.70)
and subsequently dealt with numerically in an appropriate way (cf. Eqs (2.160) and
(2.161)).
Alternatively, on account of the considerations in §§ 2.6 and 2.8, one has (cf.
Eqs (2.159) and (2.183))
P (0)11 (a, b; [W,G]) = P
(0)
10 (a, b; [W,G]),
P (ν)11 (a, b; [W,G]) = P
(ν)
10 (a, b; [W,G])
−
ν∑
ν′=1
∫
d1 d2
δP (ν−ν
′)
10 (a, b; [W,G])
δG(1, 2)
G(ν′)11 (1, 2; [W, G]), ν ≥ 1, (3.71)
where the sequence {Gˆ(ν)11 ‖ν} is recursively determined from the equalities in Eq. (2.184).
In practical applications, the second equality in Eq. (3.71) may be first written equiv-
alently as (cf. Eq. (2.185))
Pˆ (ν)11 [W, G] = Pˆ
(ν)
10 [W, G]−
∂
∂
ν∑
ν′=1
Pˆ (ν−ν
′)
10 [W, G+ G(ν
′)
11 ]
∣∣∣∣∣
=0
, ν ≥ 1, (3.72)
and subsequently dealt with numerically in an appropriate way (cf. Eqs (2.160) and
(2.161)).
For illustration, on the basis of the same consideration as leading to Eq. (3.64),
from the expression in Eq. (3.72) one obtains that a
Pˆ (1)11 [W, G] = Pˆ
(1)
10 [W, G]−
∂
∂
Pˆ (0)10 [W, G+ G(1)11 ]
∣∣∣∣
=0
, (3.73)
aClearly, Pˆ (0)10 [W, G] only implicitly depends on W, through the dependence of G on W.
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where G(1)11 is given in Eq. (2.184). One easily verifies that the first term on the RHS
of Eq. (3.73) corresponds to five first-order proper polarisation diagrams, and the sec-
ond term to four non-G-skeleton proper polarisation diagrams, resulting in the LHS
appropriately to correspond to a single W - and G-skeleton first-order polarization
diagram.
We note that, following the equalities in Eq. (3.71), calculation of Pˆ (ν)11 is de-
manding of the prior calculation of {Gˆ(ν′)11 ‖ν ′ = 1, . . . , ν}. Following Eq. (2.184), the
calculation of the latter sequence requires calculation of {Σˆ′(ν′)11 ‖ν ′ = 1, . . . , ν}. In
turn, following Eq. (2.186), calculation of the elements of the latter set is dependent
on the prior calculation of the sequence {Wˆ (ν′)11 ‖ν ′ = 1, . . . , ν−1} in the case of ν ≥ 2.
With reference to Eq. (2.183), according to which calculation of Wˆ (ν)11 for ν ≥ 2 is
dependent on the knowledge of {Gˆ(ν′)11 ‖ν ′ = 1, . . . , ν − 1}, one thus observes that in-
deed the elements of the sequence {Gˆ(ν)11 ‖ν}, and thus of {Pˆ (ν)11 ‖ν}, can be recursively
calculated on the basis of the equalities in Eq. (3.71).
§4. Summary and concluding remarks
In this paper we have introduced a set of fully self-consistent diagram-free per-
turbational schemes for the calculation of the one- and two-particle Green functions,
G and G2 respectively, the self-energy operator Σ, the polarisation function P , the
dielectric response function , and the screened two-body interaction potential W , all
corresponding to GSs and equilibrium thermal ensemble of states. In these schemes,
the perturbational contributions to the relevant functions are determined recursively.
The schemes are deduced within the framework of the weak-coupling perturbation
series expansions of G and G2, in terms of the bare two-body interaction potential
v and the non-interacting one-particle Green function G0, which are founded on the
Wick decomposition theorem, appendix A. Despite the weak-coupling foundation on
which the perturbational series expansions of Σ, P ,  and W in terms of (v,G),
(W,G0), and (W,G) have been based, their applicability is not limited to weakly-
correlated GSs and thermal ensemble of states. In a forthcoming publication28) we
present the details of a rigorous formalism for the self-consistent calculation of in
particular self-energy operator as a functional of specifically G.
The considerations of the present paper have been directly related to the normal
states of interacting systems of fermions and bosons, both for T = 0 (zero tempera-
ture) and T > 0 (§§ 2.2.2 and 2.2.3). The generalisation of the schemes introduced
in this paper for dealing with the cases of superconductive and superfluid states of
these systems will be presented in a separate publication.48)
In dealing with equilibrium thermal ensemble of states, we have explicitly consid-
ered the imaginary-time formalism of Matsubara,3), 10)–13) § 2.2.2, and the real-time
formalism of TFD,21), 22) §§ 2.2.3, 2.2.6. The real-time nature of the TFD formalism
enables one directly to calculate the dynamical correlation functions, thus bypass-
ing the need for the analytic continuation of these functions as required within the
imaginary-time formalism of Matsubara.
At least for sufficiently large orders of the perturbation theory, in practice the
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integrals over the internal space-‘time’ variables and the sums over the internal spin
indices (as well as the indices corresponding to the two-component fields ψ and ψ¯
within the framework of the TFD, Eq. (2.43)) underlying the relevant expressions a
are to be evaluated by means of a Monte-Carlo sampling method.96)b Since the arith-
metic complexity of the calculation of an arbitrary n-determinant scales at most c like
n3 (using for instance the standard Gaussian-elimination method41)), for fermions
the perturbation series expansions of this paper bypass the n × n ! arithmetic com-
plexity associated with expanding n-determinants and establishing the contributions
corresponding to connected Green-function diagrams, and, insofar as the self-energy
is concerned, those corresponding to the proper (or 1PI) and G-skeleton (or 2PI)
self-energy diagrams.d As regards bosons, although the formalisms of this paper
similarly bypass the n × n ! arithmetic complexity inherent to diagrammatic expan-
sions, they cannot avoid the exponential arithmetic complexity associated with the
calculation of permanents; according to the algorithm of Ryser,29), 227), 239) for a gen-
eral n-permanent this complexity scales like n×2n . We note that the computational
complexity of the calculation of permanents is an NP-hard problem.31), 47)
For spin-s particles, whether fermions or bosons, with s 6= 0, a non-exhaustive
sampling of the internal spin indices of the particles e at any given order of the per-
turbation theory is equivalent to discarding contributions of some specific diagrams
at that order. For spin-independent interaction potentials, at the νth order of the
perturbation theory the arithmetic complexity of the calculations corresponding to
summations over all internal spin indices amounts to (2s + 1)2ν , for both fermions
and bosons. For Hubbard-like models of spin-12 fermions, where the bare interaction
potential is on-site and operative only between particles with opposite spin indices,
§§ 2.2.4, 2.2.7, and appendix D, for this arithmetic complexity one has 2ν , equal to
the square root of (2s+1)2ν for s = 12 . Contrasting n×2n for n ' 2ν with (2s+1)2ν ,
one observes that for spin-s bosons, with s > 12 , the arithmetic complexity of the full
summation over the internal spin indices at the νth-order of the perturbation theory
overwhelms that of the calculation of the required permanents as ν →∞.f
On account of the recursive nature of the perturbational schemes that we have
introduced in this paper, in the Monte Carlo sampling of the underlying functions g
the variable ν, the order of the perturbation expansion, cannot be treated as a
aFor instance, those in Eqs (2.88) and (2.89).
bAs regards the application of the Monte Carlo sampling methods in the framework of the
formalisms introduced in this paper, consult the overview in § 1.3.
cFor some relevant remarks relating to the algorithm of Strassen, see footnote on p. 5.
dHere n ' 2ν, where ν is the order of the perturbation series expansion, varying between 1
and some maximum finite value n in any practical calculation. For some relevant details, consult
appendices B and C.
eThe relevant sums over the internal spin indices are implicit in the integrals with respect j,
j = 1, 2, . . . , 2ν, in the expressions in for instance Eqs (2.88) and (2.89) (see Eqs (2.11) and (2.33)).
As is evident from the expressions in Eqs (2.93) and (2.94), within the framework of the TFD one
encounters additional sums over 2ν terms for the calculation of the contributions corresponding to
the νth order of the perturbation theory.
fNote that the smallest integer s satisfying the condition s > 1
2
is s = 1.
gSuch as the sequence of functions {Mν(a, b)‖ν}, Eqs (2.100) and (2.108).
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stochastic variable. In the light of the infinite summations that are implicit in the
calculations of, for instance, the self-energy functionals Σ01[v,G], Σ10[W,G0], and
Σ11[W,G], §§ 2.6, 2.7, and 2.8, we believe that this does not impose any practical
limitation on the use of these schemes.
Lastly, in appendices B and C we explicitly show how the conventional many-
body perturbation expansions can be reformulated in terms of the cycle decom-
positions of the elements of the symmetric group Sn , with n = 2ν specific to the
νth-order of the perturbation theory. In these, as well as in appendix D, we present
a number of programs, written in the programming language of Mathematicar, for
performing the perturbation series expansions of the one-particle Green function and
the self-energy operator (both Σˆ00[v,G0] and Σˆ01[v,G]) to in principle an arbitrary
order of the perturbation theory. With some minor modifications, these programs
can be transformed into ones for performing the perturbation series expansions of
the polarisation function.
§5. Acknowledgement
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Appendix A
On the Wick theorem
This appendix is a brief summary of a comprehensive pedagogical review240)
of the extant works on a variety of Wick operator identities and decompositions
that have been published since the original publications by Houriet and Kind26) and
Wick,27) in respectively 1949 and 1950, up to the present time.
A.1. Statement of the theorem
The Wick theorem in its original form26), 27) is an operator identity, relating a
time-ordered product of a set of n ≥ 2 creation and annihilation operators in the
interaction picture to a sum over n-products, in the case of n even complemented by a
sum over products of n/2 contractions, each such product being referred to as a fully
contracted term.bc Each n-product in the former sum consists of an (n−2p)-product
aJaxoDraw:Feynman Diagrams with Java.
bAs we show in §A.3, the number of fully-contracted terms is equal to (n− 1)!!.
cFor completeness, we note that contractions {Cˆi,j‖i, j} (assumed to be c-numbers, that is Cˆi,j =
Ci,j 1ˆ, ∀i, j, where 1ˆ denotes the unit operator in the Fock space – see the third general remark
in §A.2) are not subject to the process of normal ordering. This fact is explicit in the Wick
operator identity corresponding to the product of two (field) operators, namely T (ϕˆ(i)ϕˆ(j)) ≡
N (ϕˆ(i)ϕˆ(j)) + Cˆi,j (cf. Eq. (A.8) below), deduced by rearranging the terms in the definition of the
contraction Cˆi,j , Eq. (A.4) below. This observation is relevant, in that in contrast to what may be
perceived at first glance (and suggested in some texts), one has N (1ˆ) = 0, i.e. the normal ordering
of a c-number is identically vanishing. The equality N (1ˆ) = 1ˆ is erroneous,240) although at places
one may for convenience define N (1ˆ) as being equal to 1ˆ.
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of normal-ordered operators and a p-product of p contractions a of the remaining 2p
operators, where p = 0, 1, . . . ,m, with m = n/2 − 1 (m = (n − 1)/2) in the case
of n even (odd). For a given p, 0 ≤ p ≤ m, the normal-ordered (n − 2p)-products
corresponding to all possible p contractions are encountered in the above-mentioned
sum.
A.2. General remarks
The following general remarks are in order.
First, the time-ordering operation referred to above is generally understood as
being the chronological time ordering operation T whose application to a product
of operators effects a permutation of their original positions in such a way that the
time indices of the permuted operators decrease monotonically from left to right,
multiplying the ordered product by the signature of the permutation (±1 for even
/ odd permutations) in the case of fermion operators. Naturally, time ordering is
not defined when the time indices of at least two operators in a product to be time-
ordered are equal. In such case, the desired order needs to be enforced explicitly.b To
this end, one can adopt such convention as retaining the relative pre-time-ordering
orders of the relevant operators, or letting the relative orders of these coincide with
their relative orders as determined by normal ordering.
Second, the operators in a product to be time ordered do not need to be time
dependent, as in the context of the Wick operator identity ‘time’ merely refers to a
parameter, or index, attached to operators for the purpose of bookkeeping.c In other
words, for the process of the time-ordering of operators in an operator product the
dynamics of these operators is irrelevant. It should therefore not come as a surprise
that the Wick operator identity also applies to ordinary products of operators,de
provided that the relative orders of the operators to be normal ordered are the same
as those in the original product (this restriction equally applies to the definition of
the relevant contractions). This assertion is immediately appreciated by viewing the
operators in the original product as being already appropriately time-ordered.
Third, in the context of the Wick theorem, the contractions of the operators in
a product to be time ordered are to be c-numbers. This implies that the operators in
the product are to be canonical; more generally, for boson / fermion operators, the
commutations / anti-commutations of these operators are to be equal to c-numbers,
resulting in the contractions to be c-cumbers. Consequently, in dealing with time-
dependent (field) operators, they are to be in the interaction picture; in dealing
aContraction, Eq. (A.4), is also known as pairing and covariance.
bIf for instance the desired ordering in the case of T (ϕˆ(i)ϕˆ(j)), with ti = tj , is ϕˆ(j)ϕˆ(i), this
ordering is achieved by effecting tj ⇀ t
+
j ≡ tj + 0+.
cFor instance, in Ref. 241), Ch. 4, the time-ordering operation T is initially defined for the
products of the operators {Âi‖i} and {B̂i‖i}, ordering the products of these operators in accordance
with the values of their indices. Thus, for instance, T (B̂2Â1B̂3) = B̂3B̂2Â1.
dFor the same reason that the Wick operator identity as considered in this appendix applies to
canonical operators in the interaction picture, the latter operators are to be canonical operators in
the Schro¨dinger picture.
eThe Wick operator identity for ordinary products of operators is explicitly considered in ap-
pendix 4A.I, p. 413, of Ref. 2).
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with time-independent (field) operators, for which the order of the operators in the
relevant product is taken as representing the chronological time order (indicated in
the previous paragraph), the (field) operators are to be in the Schro¨dinger picture.a
Fourth, in contrast to (the chronological) time ordering T , normal ordering N ,b
that is placing creation operators to the left of the annihilation operators, is subject
to variation, the choice depending on the application at hand. For instance, normal
ordering can be with respect to the 0-particle vacuum state |0〉, in which case the
interaction-picture field operators ψˆ(i) and ψˆ†(i), Eq. (2.9), are identified as respec-
tively annihilation and creation operators for the purpose of normal ordering.c In
this case, for boson / fermion field operators one has N (ψˆ(i)ψˆ†(j)) = ±ψˆ†(j)ψˆ(i)
(conventionally, N (ψˆ(i)ψˆ(j)) = ψˆ(i)ψˆ(j) and N (ψˆ†(i)ψˆ†(j)) = ψˆ†(i)ψˆ†(j)).d On
the other hand, if the normal ordering is with respect to an uncorrelated N -particle
(ground) state |ΦN ;0〉, with N > 0, barring the condensed state of bosons,240) anni-
hilation and creation operators to be ordered originate from both ψˆ(j) and ψˆ†(j);
writing e
ψˆ(j) = ψˆ−(j) + ψˆ+(j), ψˆ
†(j) = ψˆ†−(j) + ψˆ
†
+(j), (A.1)
depending on the notational convention (which is subject to variation in the literature
concerning non-relativistic quantum field theory), one has [p. 86 in Ref. 3)]
ψˆ+(j)|ΦN ;0〉 = 0, ψˆ†−(j)|ΦN ;0〉 = 0. (A.2)
In such case, for boson / fermion field operators one, for instance, has
N (ψˆ+(i)ψˆ†+(j)) = ±ψˆ†+(j)ψˆ+(i). (A.3)
Normal ordering may also be based on arbitrary decompositions of ψˆ and ψˆ† into
respectively ψˆ± and ψˆ
†
± (that is, decompositions in which the latter operators are not
subject to conditions similar to those in Eq. (A.2)), resulting, for ϕˆ(k) representing
any of the four (field) operators ψˆ±(k), ψˆ
†
±(k), in the contractions f
Cˆi,j .= T (ϕˆ(i)ϕˆ(j))−N (ϕˆ(i)ϕˆ(j)) (A.4)
that generally (not invariably) fail to satisfy the condition Cˆi,j = ±Cˆj,i for boson
/ fermion field operators. Even in this case, the Wick operator identity has been
aOr the interaction picture in the case the operators in the relevant product are time-dependent,
however their time arguments are equal. In this case also a time ordering of the operators is to be
imposed on the basis of some prescription.
bWe denote the normal-ordered product of the operators ϕˆ1 and ϕˆ2 by N (ϕˆ1ϕˆ2). This product
is referred to as S-product and denoted by :ϕˆ1ϕˆ2 : in Ref. 27).
cThis is the case when dealing with for instance uniform systems of spinless bosons, where at zero
temperature all non-interacting bosons are condensed into the single-particle state corresponding to
the wave vector k = 0 and the relevant field operators ψˆ(i) and ψˆ†(i) are deduced from the original
ones, ψˆ(i) and ψˆ†(i), by suppressing the Fourier component corresponding to k = 0 of ψˆ(i) and
ψˆ†(i) [Refs 242)–244), and Ch. 6, p. 198, in Ref. 3)].
dThis convention is also applied to more extended products of annihilation / creation operators.
eThe operator ψˆ†ς , ς ∈ {−,+}, is generally not the Hermitian conjugate of ψˆς .
fAssumed to be a c-number, that is Cˆi,j ≡ Ci,j 1ˆ.
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shown to hold.245)a
Fifth, the chronological time-ordering T and the normal-ordering N are two
specific operations of the more general A-ordering and B-ordering operations.b Very
briefly, in the framework of the Wick operator identity concerning the A- and B-
ordering operations, one considers operators of the form
ϕˆi ≡ ϕˆ(αi, βi), i ∈ I, (A.5)
where {αi‖i} and {βi‖i} are sets of (compound) variables to be specified below, and,
for some integer n,
I ≡ {1, 2, . . . , n} (A.6)
is the index set. Of the above operators it is expected that
Sˆ i,j
.
= [ϕˆi, ϕˆj ]∓ (A.7)
be a c-number, ∀i, j ∈ I, that is Sˆ i,j = Si,j 1ˆ, where Si,j is a real or complex number.
The A- and B-ordering operations order the product of the operators {ϕˆi‖i ∈ I} on
the basis of the orderings of the quantities {αi‖i ∈ I} and {βi‖i ∈ I}, respectively.
For the operations A and B to be well-defined, it is required that the latter sets be
totally ordered,249) so that in each set all elements are comparable.c In Ref. 246) the
latter two sets are explicitly assumed to consist of real parameters, however these
sets can be more general, required only to be totally ordered.240)
aNotably, in the framework of the thermo-field dynamics (TFD) the equality Cˆi,j = ±Cˆj,i does
not hold.180) As a matter of fact, within this framework and in the context of the Wick operator
identity, the normal-ordered product of a set of operators is a non-trivial function of the operators
of this set.180)
bThe theorem connecting these ordering schemes is developed in appendix A4 of Ref. 246) under
the heading ‘The Ordering Theorem’. In the same appendix, a generalisation of this theory concern-
ing the A-ordered products of B-ordered products is presented. In Ref. 240) we discuss this theorem
and its generalisation in some detail and fill in some of the gaps in their developments in Ref. 246).
Amongst others, we show the link between this theorem and the Wick theorem as deduced on the
basis of the techniques of quantum groups,247) or Hopf algebras, using the concept of coproduct.
Pioneering work on the Wick theorem using these techniques is due to Brouder (consult for instance
Ref. 248).
cThe symbol ≥ (and similarly ≤— alternative notations are respectively  and ) signifies a
binary relation between some or all elements of a partially ordered set S. To underline this partial
ordering, one writes (S,≥). For x, y, z ∈ S, this binary relation is reflexive (x ≥ x), transitive
(x ≥ y, y ≥ z ⇒ x ≥ z), and anti-symmetric (x ≥ y, y ≥ x ⇒ x = y) [p. xi and § 3.1, p. 51, in
Ref. 249)]. Partial ordering is distinguished from an equivalence relation R by the fact that R is
symmetric (xR y ⇒ yR x) [p. xii in Ref. 249)]. When any two elements of a partially-ordered set S
are comparable, that is either x ≥ y or y ≥ x, x, y ∈ S, the ordering is total [p. xi in Ref. 249)].
Alternatively, a partially-ordered set (poset) S is totally (fully or linearly) ordered if for any x, y ∈ S
exactly one of the relations x < y, x = y, x > y is true. When (S,≥) is totally ordered, S is also
referred to as an ordered set or a chain [Def. 1.2.7, p. 13, in Ref. 250)]. We note that in Ref. 249)
ordered is the short for partially ordered [p. xi in Ref. 249)]. In Ref. 250) the property ‘any two
elements are comparable’ is introduced as the additional property beyond the above-mentioned
three properties defining ≥ as the binary relation specific to S as a poset. For completeness, when
(S,≥) is partially ordered, (S,≤) is also partially ordered. Further, for x, y ∈ S and x ≥ y (x ≤ y),
x is strictly greater (less) than y if ‘x ≥ y and x 6= y’ (‘x ≤ y and x 6= y’) [pp. xi and xii in Ref. 249)].
See also Chap. 20 of Ref. 251).
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A generalisation of the ordering theorem described above is one concerning the A
ordering of B-ordered products of operators, with each B-ordered product comprised
of operators associated with the same value of the parameter α ∈ {αi‖i ∈ I}, briefly
discussed in §A4-3 of Ref. 246) and to be discussed in some detail in Ref. 240). For
this generalisation corresponding to the case where A is identified with the time-
ordering operation, and B with the normal-ordering one, the reader is referred to
Ref. 25) (p. 181 herein).
Sixth, a Wick-type operator identity relating time-ordered products of operators
in the interaction picture to ordinary products of these operators (as opposed to their
normal-ordered products) can be developed. In this identity, the retarded a non-
interacting one-particle Green function takes the place of its time-ordered counter-
part (which is proportional to the contraction of these operators b) [p. 182 in Ref. 25)].
For boson / fermion (field) operators, this follows from the identity c
T (ϕˆ(i)ϕˆ(j)) ≡ ϕˆ(i)ϕˆ(j)±Θ(tj − ti)[ϕˆ(j), ϕˆ(i)]∓, (A.8)
where ϕˆ(k) stands for either ψˆ(k) or ψˆ†(k).
A.3. Combinatorics
In the considerations of this section, we assume that each operator in the product
of n operators to which the Wick operator identity, §A.1, is applied, is either an an-
nihilation or a creation operator from the perspective of the adopted normal ordering
operation (specified under the fourth general remark in §A.2). By the linearity of T
and N ,d time- and normal-ordered products of arbitrary field operators can always
be expressed as a linear superposition of respectively the time- and normal-ordered
products of the latter type.
The number of terms in the Wick operator identity containing k contractions is
equal to e
T(n, k)
.
=
(
n
2k
)
(2k − 1)!! ≡ n!
2k(n− 2k)!k! , (A
.9)
where the binomial coefficient
(
n
2k
)
is the number of ways in which 2k distinct objects
can be selected from amongst n distinct objects (say, vertices in a graph), without
regard to order, and (2k − 1)!! .= 1 · 3 . . . · (2k − 1) ≡ (2k)!/(2kk!) the number of
ways in which 2k distinct objects can be matched into k disjoint pairs. fg Clearly,
the expression for T(n, k) on the RHS of Eq. (A.9) correctly yields T(n, 0) = 1 and
T(n, k) = 0 for integer values of k satisfying k > bn/2c, where bxc, the floor function,h
aSee § 8.3, p. 125, in Ref. 6). For fermions, see Eq. (7.62), p. 77, in Ref. 3).
bSee Eqs (8.27) and (8.29), pp. 88 and 89, in Ref. 3).
cContrast this with the identity T (ϕˆ(i)ϕˆ(j)) ≡ N (ϕˆ(i)ϕˆ(j)) + Ci,j 1ˆ in footnote on p. 66.
dSince N (1ˆ) = 0, p. 66, the normal-ordering operation is more precisely semi-linear.
eCompare with the parenthetic remarks on the first three lines of Eq. (4.10.1), p. 93, in Ref. 2).
fThe number (2k− 1)!!, which in the present context can be established by induction, coincides
with the number of perfect matchings31),252) of the complete graph K2k
252)–255)
gNote that
∫∞
−∞ dx exp(−ax2/2)x2k/
∫∞
−∞ dx exp(−ax2/2) = (2k − 1)!!/ak for all Re[a] > 0
(cf. Eq. (A.14) below). The generalisation of this result for moments of multivariate Gaussian
distribution functions is due to Isserlis.256)
hSee appendix E.
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yields the greatest integer less than or equal to x. Further, for n even, T(n, n/2) =
(n− 1)!! appropriately coincides with the number of fully contracted terms.a
From the expression on the RHS of Eq. (A.9), for the total number of terms Tn
on the RHS of the Wick operator identity corresponding to the time-ordered product
of n operators, that is for (see Table I) b
Tn
.
=
bn/2c∑
k=0
T(n, k), (A.10)
one obtains [pp. 85 and 86 in Ref. 258)]
Tn =
( − i√
2
)n
Hn(i/
√
2) ≡ (− i)nHen(i), (A.11)
where Hn(z) and Hen(z) are the nth-order Hermite polynomials [Ch. 22, p. 771, in
Ref. 40)] c whose significance in the context of the Wick theorem we shall briefly
discuss in §A.4. The validity of the result in Eq. (A.11) is trivially verified on the
basis of the exact expression [§ 22.3.11, p. 775, in Ref. 40)]
Hen(x) =
bn/2c∑
k=0
(−1)kT(n, k)xn−2k. (A.12)
To leading order one has [p. 86 in Ref. 258)] d
Tn ∼ 1√
2
e
√
n−1/4
(n
e
)n/2
for n→∞. (A.13)
We note that some contractions are identically vanishing, and, in diagrammatic
expansions, some non-vanishing contractions correspond to disconnected diagrams,
§ 1.1.
A.4. The Hermite polynomials and the Gaussian integrals
The connection between the Wick decomposition theorem, §A.5 below, con-
cerning commuting fields and the Hermite polynomials {Hem(x)‖m ∈ Z∗}, encoun-
tered in Eqs (A.11) and (A.12), has been discussed in detail by Glimm and Jaffe,260)
Janson,257) and Simon,261) and succinctly reviewed by Wurm and Berg.262) These
polynomials satisfy the orthonormality relation [§§ 22.1.1,2, 22.2.15, pp. 773, 774, in
aAfter the completion of the present work, it came to our attention that the details of this
paragraph are presented under Definition 1.35, p. 15, of Ref. 257).
bThe function Tn is also equal to the number of connections a telephone exchange can offer to
n subscribers in pairs, with no provision of conference circuit. See Problem 17, p. 85, in Ref. 258).
cSee in particular the entries 22.5.18 and 22.5.19, p. 778, in Ref. 40).
dOn consulting the work by Chowla et al.259) [Theorem 8, p. 333, in Ref. 259)], cited by Rior-
dan,258) it becomes evident that Tn is also ‘the number of solutions of x
2 = 1 in Sn, the symmetric
group of degree n’, that is the number of elements of order 2, or involutions, in Sn, appendix B. An
element in Sn is of order k if its kth power is equal to the identity element of Sn.
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Table I. The total number of terms Tn, Eq. (A.10), on the RHS of the Wick operator identity
corresponding to a time-ordered product of n operators. For n even, T(n, n/2) = (n− 1)!! is the
total number of fully-contracted terms.
n 0 1 2 3 4 5 6 7 8 9 10 . . .
Tn 1 1 2 4 10 26 76 232 764 2620 9496 . . .
(n− 1)!! – – 1 – 3 – 15 – 105 – 945 . . .
Ref. 40)]a ∫ ∞
−∞
dx
e−x2/2√
2pi
Hel(x)Hem(x) = l!δl,m, (A.14)
where e−x2/2 /
√
2pi is the standard Gaussian probability distribution function, cor-
responding to the mean µ = 0 and the variance σ2 = 1 [§ 26.2.1, p. 931, in Ref. 40)].b
Consider the Schro¨dinger-picture boson operators {bˆ, bˆ†} satisfying the canonical
commutation relations c
[bˆ, bˆ†]− = 1ˆ, [bˆ, bˆ]− = [bˆ†, bˆ†]− = 0ˆ, (A.15)
and describing the Hamiltonian
Hˆ =
1
2
~ω
(
bˆ†bˆ+ bˆbˆ†
)
(A.16)
of the quantum harmonic oscillator corresponding to frequency ω. Denoting the
vacuum state of bˆ by |φ0〉, so that
bˆ|φ0〉 = 0, (A.17)
from the expression on the RHS of Eq. (A.16), making use of the first commutation
relation in Eq. (A.15), one obtains
Hˆ |φ0〉 = 1
2
~ω |φ0〉, (A.18)
so that |φ0〉 is the zero-particle eigenstate of Hˆ . In the light of the notation elsewhere
in this appendix, |φ0〉 may thus be denoted by |0〉.
With reference to Eq. (A.17), the normal (or Wick257), 260), 261)) ordering d of
an n-product of the operators {bˆ, bˆ†} with respect to |φ0〉 amounts to effecting a
aSee also § 5.5, p. 105, in Ref. 263).
bIn the context of Gaussian Hilbert spaces,257),260),261) the orthogonality relationship in
Eq. (A.14) is referred to as the Wiener, or chaos, decomposition; every Gaussian Hilbert space
induces an orthogonal decomposition of the corresponding square integrable random variables that
are measurable264) with respect to the σ-field generated by the Gaussian Hilbert space (see in par-
ticular Ch. 2 in Ref. 257)).
cA similar analysis for the Schro¨dinger-picture fermion operators {fˆ, fˆ†} is not meaningful on
account of fˆn = 0ˆ for n ≥ 2.
dWick ordering plays a role in the process of renormalization of renormalizable field theories,
although in general this ordering scheme is not sufficient for the task. For orientation and details,
consult Refs. 265)–267).
Many-body perturbation expansions without diagrams. I. Normal states 73
permutation in the positions of these operators, placing the creation operators to
the left of the annihilation operators. Thus, for the Hermitian operator
qˆ
.
= bˆ+ bˆ†, (A.19)
one has
qˆ2 = bˆ†2 + bˆ2 + bˆbˆ† + bˆ†bˆ ≡ bˆ†2 + bˆ2 + 2bˆ†bˆ+ [bˆ, bˆ†]− ≡ N (qˆ2) + 1ˆ, (A.20)
from which one obtains
N (qˆ2) = qˆ2 − 1ˆ. (A.21)
Similarly, one obtains
qˆ3 = N (qˆ3) + 3qˆ, (A.22)
or equivalently
N (qˆ3) = qˆ3 − 3qˆ. (A.23)
Along the same lines as above, one arrives at
qˆ4 = N (qˆ4) + 6N (qˆ2) + 31ˆ, (A.24)
which in combination of the equality in Eq. (A.21) results in
N (qˆ4) = qˆ4 − 6qˆ2 + 31ˆ. (A.25)
In this way, on the basis of the recurrence relation [§ 22.7.14, p. 782, in Ref. 40)]
Hen+1(x) = xHen(x)− nHen−1(x), (A.26)
combined with [§§ 22.4.8, 22.5.18, pp. 777, 778, in Ref. 40)]
He0(x) = 1, He1(x) = x, (A.27)
and qˆ0 = 1ˆ, for a general n one deduces that260), 262)
N (qˆn) = Hen(qˆ), (A.28)
where Hen(x) is the Hermite polynomial as encountered in Eqs (A.11) and (A.12).
The relationship in Eq. (A.28) is equivalent to the following explicit one260), 262) based
on the binomial expansion of (bˆ + bˆ†)n subject to the limitation that in each con-
stituent term bˆ† is to stand to the left of bˆ: a
N (qˆn) =
n∑
l=0
(
n
l
)
(bˆ†)n−l(bˆ)l. (A.29)
In the light of the equality in Eq. (A.28), and of the recurrence relation in
Eq. (A.26), one has
qˆN (qˆn) = N (qˆn+1) + nN (qˆn−1), (A.30)
aDefining N (1ˆ) = 1ˆ (see footnote on p. 66), the equality in Eq. (A.29) applies on account of the
linearity of the normal-ordering operation and the fact that {bˆ, bˆ†} are bosonic operators.
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so that by induction one deduces that
qˆn =
bn/2c∑
k=0
T(n, k)N (qˆn−2k) ≡
bn/2c∑
k=0
T(n, k)Hen−2k(qˆ), (A.31)
where T(n, k) is defined in Eq. (A.9). For simplicity of notation, in the cases of
n even the first equality in Eq. (A.31) relies on the definition N (1ˆ) .= 1ˆ.a For qˆ
identified with the c-number x1ˆ, the right-most expression in Eq. (A.31) amounts to
the expansion of xn in terms of the Hermite polynomials.b
For the time-independent operator qˆ, one can define
T (qˆ2) = qˆ2, (A.32)
so that, following Eq. (A.21), for the contraction
Cˆ .= T (qˆ2)−N (qˆ2) (A.33)
one obtains (see Eq. (A.21))
Cˆ = 1ˆ. (A.34)
In the light of this result, and T (qˆn) = qˆn, the first equality in Eq. (A.31) amounts to
the Wick operator identity for the Hermitian operator qˆn ≡ T (qˆn). The coefficient
T(n, k) is hereby equal to the number of n-products consisting of the normal-ordered
products of n− 2k operators, and k contractions of the remaining 2k operators (see
§A.1).
In introducing the number T(n, k) in §A.3, we explicitly considered the Wick
operator identity corresponding to a product of n operators, with operator being
either a creation or an annihilation operator. Interestingly, while the above consid-
erations are based on the operator qˆ, which is neither a creation nor an annihilation
operator with respect to the underlying vacuum state |φ0〉, nonetheless the operator
identity in Eq. (A.31) has reproduced the combinatorial factor T(n, k) corresponding
to the Wick operator identity subject to the above-mentioned restriction. To shed
light on this observation, consider C (bˆbˆ), C (bˆ†bˆ), C (bˆbˆ†), and C (bˆ†bˆ†) as denoting the
relevant contractions, for which one has
C (bˆbˆ) = C (bˆ†bˆ) = C (bˆ†bˆ†) = 0ˆ, C (bˆbˆ†) = [bˆ, bˆ†]− ≡ 1ˆ. (A.35)
One observes that from the possible four distinct contractions of {bˆ, bˆ†}, only one
is non-vanishing,c and it is further identical to the contraction Cˆ of qˆ2 ≡ qˆ qˆ in
Eq. (A.34).
aAs we have indicated earlier (see footnote on p. 66), the correct equality is N (1ˆ) = 0ˆ.
bEmploying the expansion xn =
∑bn/2c
k=0 αn,kHen−2k(x), where the lower bound of the sum
reflects the fact that Hem(x) is a polynomial of order m, on the basis of the orthogonality relation
in Eq. (A.14) and the closed forms of the integrals 7.376.2 and 7.376.3 on p. 804 of Ref. 268), noting
that Hem(x) ≡ Hm(x/
√
2)/2m/2 and that Hm(x) is an even / odd function of x for even / odd
integer values of m, one arrives at αn,k ≡ T(n, k) for k ∈ {0, 1, . . . , bn/2c}. See also Table 22.12,
p. 801, in Ref. 40).
cCompare with the results in for instance Eq. (8.22), p. 88, of Ref. 3).
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A.5. The Wick decomposition theorem
In the previous sections of this appendix we considered the Wick operator iden-
tity, relating a ‘time’-ordered product of canonical (field) operators in the interaction
picture to a superposition of terms, each consisting of products of the contractions of
an even number of these operators times the normal-ordered product of the remain-
ing operators. In many applications of theoretical and practical interest, it is not the
time-ordered products of the above-mentioned operators that are directly relevant,
but their expectation values with respect to uncorrelated many-body states,ab or
their ensemble averages, notably the averages with respect to the equilibrium en-
semble of states. Considering the expectation values of the time-ordered products
of canonical (field) operators in the interaction picture with respect to normalised
uncorrelated many-body states, one can, through the application of an appropriate
canonical transformation of the (field) operators, achieve that the uncorrelated state
under consideration is rendered the vacuum state of the new (transformed) anni-
hilation (field) operators. In this connection, the decomposition of the interaction-
picture canonical field operators ψˆ(j) and ψˆ†(j) into respectively ψˆ±(j) and ψˆ
†
±(j),
Eq. (A.1), corresponds to a unitary canonical transformation of this kind.c Since
contractions of canonical operators in the interaction picture are c-numbers, appli-
cation of the Wick operator identity, in which the normal ordering operation normal
orders the new (field) operators, leads to the equality of the expectation value of the
time-ordered operator product under consideration with a superposition of the con-
aFor the generalisation of the Wick theorem concerning expectation values of the time-ordered
product of canonical (field) operators with respect to arbitrary many-body states, the reader is
referred to Refs 269) and 270). See also Refs 271) and 272), and appendix H, p. 298, in Ref. 19).
For the generalisation of the Wick theorem for the matrix elements of the time-ordered products of
operators with respect to uncorrelated many-body states, consult Ref. 273). For a detailed exposition
of the underlying theory of non-unitary Bogoliubov transformations, consult Ref. 241).
bWe note that the considerations in Ref. 274), with regard to the asymptotic behaviour of the
time-Fourier transform of the self-energy operator Σ for fermions at large values of the absolute
value of the energy ε (reciprocal to time t), can be greatly simplified by relying on the formalisms in
Refs 269) and 270). In this connection, we note that the GS correlation function Γ (n) (appendix B,
p. 1538, in Ref. 274)) is directly related to the interacting n-particle Green function Gn (see Eq. (5.1),
p. 125, in Ref. 7)), and the GS correlation function Γ (n)s (appendix C, p. 1544, in Ref. 274)) to Gn;0,
the non-interacting counterpart of Gn. The expression for Γ
(n)
s in terms of a determinant of the
single-particle (Slater-Fock) density matrices (appendix C is Ref. 274)) is a direct consequence of
the conventional Wick decomposition theorem (Eq. (5.27), p. 135, in Ref. 7)).
cThe doubling of the field operators here corresponds to a doubling of the underlying operators in
the occupation-number representation (examples of this can be seen in Eqs (7.34) and (37.1), pp. 70
and 326, of Ref. 3)). The latter operators are comprised of the linear combinations of the original cre-
ation and annihilation operators, subject to the condition that (a) these linear combinations amount
to a canonical linear transformation of the original operators, and (b) the underlying uncorrelated
N -particle state is the vacuum state of all the new annihilation operators in the occupation-number
representation. We shall discuss this subject in some detail in Ref. 240). For now we only mention
that in quantum electrodynamics the field operators ψˆ± and ψˆ
†
± (more precisely, for spinor fields,
ψ± and ψ¯±, where ψ¯
.
= ψ†γ4 is the adjoint spinor, with γ4 ≡ iγ0, where γ0 is the anti-Hermitian
Dirac matrix in the Pauli representation) corresponding to electrons (as well as the field operators
corresponding to the radiation field) are described in terms of contour integrals (see Eqs (1.47) and
(1.48) in Ref. 275)).
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tributions associated with the fully-contracted terms in the Wick operator identity.
This equality is also generally referred to as the Wick theorem, or the Wick decom-
position theorem. The perturbation series expansions for G(a, b) and G2(a, b; c, d),
in respectively Eqs (2.87) and (3.33), are directly related to the Wick decomposition
referred to here.
As regards the ensemble averages of the time-ordered products of the canon-
ical (field) operators in the interaction picture, the Wick decomposition theorem
applies to ensembles characterised by the density operators (or statistical operators)
ρˆ expressible as19)
ρˆ =
exp(Â)
Tr[exp(Â)] , (A
.36)
where Â stands for a one-particle operator a that satisfies Tr[exp(Â)] < ∞ and
commutes with the total-number operator N̂ =
∑
σ N̂σ, Eq. (2
.20). The grand-
canonical density operator %ˆ0 corresponding to the non-interacting thermodynamic
Hamiltonian K̂0, Eq. (2.28), falls into this category of density operators, for which
one has Â ≡ −βK̂0.b Notably, in Ref. 19) it has been shown how on effecting an
appropriate limit in the parameters specifying the single-particle operator Â, one
can achieve that the average of an operator in the ensemble of states specified by
the ρˆ in Eq. (A.36) reduces to the expectation value with respect to any N -particle
eigenstate of Ĥ0 (or equivalently Kˆ0), including its GS |ΦN ;0〉.
For the Wick decomposition of the ensemble averages of the time-ordered prod-
ucts of canonical operators in the interaction picture corresponding to ensemble of
states characterised by the density operator ρˆ in Eq. (A.36), with Â as specified
above, introduction of the process of normal ordering is redundant. In this connec-
tion, the original approach by Matsubara12)c (as opposed to the approaches by Bloch
and De Dominicis,277) and Gaudin278)) to Wick decomposition of the thermal en-
semble average of the product of operators, unnecessarily relies on a normal ordering
operation.d
In the light of the considerations regarding the TFD formalism in §§ 2.2.3 and
2.2.6, we note that the Wick decomposition theorem within this formalism has been
explicitly discussed in Refs 269) and 180) (see also Ref. 284)).
A.6. Pfaffians and Hafnians
The Wick theorem underlying the expressions in Eqs (2.87) and (3.33), describ-
ing respectively the one- and two-particle Green function in terms of permanents /
determinants in the case of bosons / fermions, is equivalent to the formulation of this
aThat is, a second-quantised operator that is quadratic in the field operators.
bWith reference to Eq. (2.22), Ĥ0 commutes not only with N̂ , but also with N̂σ, ∀σ.
cMatsubara’s approach is based on that by J. L. Anderson276) in quantum electrodynamics.
dIn his original publication, Matsubara12) erroneously concluded that the relevant Wick de-
composition were exact only in the thermodynamic limit. This error was rectified in a subsequent
publication by Thouless.279) For a comprehensive discussion of this problem, consult the work by
Evans and Steer.280) See also the historical note in Ref. 281).
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theorem in terms of Hafnians34), 62)a / Pfaffians,30)–33), 62) as presented in Ref. 25).b
This equivalence can be established with the aid of the formal expansion of perma-
nents / determinants in terms of Hafnians / Pfaffians.34) As regards the relationship
between determinants and Pfaffians, one has the following two relevant theorems:
(1) An arbitrary determinant of order n can be expressed as a Pfaffian of the same
order [§ 418, p. 396, in Ref. 32)] [Theorem, p. 77, in Ref. 33)], and
(2) An arbitrary determinant of order 2n can be expressed as a Pfaffian of order n
[§ 417, p. 395, in Ref. 32)] [Theorem, p. 78, in Ref. 33)].c
For completeness, consider the array
A .= {ai,j‖1 ≤ i < j ≤ 2k}. (A.37)
The Hafnian34), 62) and Pfaffian30)–33), 62), 285) of A are defined as de
Hf(A) .=
∑
µ
aµ, (A.38)
Pf(A) .=
∑
µ
sign(µ)aµ, (A.39)
where
∑
µ denotes summation over all matchings
µ ≡ (i1j1, i2j2, . . . , ikjk), 1 ≤ is < js ≤ k, 1 ≤ s ≤ k, (A.40)
and
aµ
.
= ai1,j1ai2,j2 . . . aik,jk . (A.41)
Further, in Eq. (A.39) sign(µ) denotes the signature f of the 2k-permutation P (2k)µ
(cf. Eq. (B.20) below)
P (2k)µ
.
=
(
1 2 3 4 . . . 2k − 1 2k
i1 j1 i2 j2 . . . ik jk
)
, (A.42)
of which there are (2k − 1)!! distinct ones.286)g With [p. 258 in Ref. 40)]
(2k − 1)!! = 2
k
√
pi
Γ (k + 1/2), (A.43)
to leading order one has [§ 6.1.39, p. 257, in Ref. 40)]
(2k − 1)!!
(2k)!
∼ 1
2k+1/2k!
∼ 1√
pie
(e /2
k
)k+1/2
for k →∞, (A.44)
aAlso written as ‘Haffnian’, or ‘haffnian’, in analogy with Pfaffian.
bSee pp. 182 and 185 herein.
cFor skew-symmetric determinants of order 2n, see the theorem on p. 75 of Ref. 33).
dSee in particular Eqs (4.3.13), (4.3.14), and (4.3.15) on p. 73 of Ref. 33). See also Ref. 286).
eIt has been pointed out [p. v in Ref. 33)] that while Pfaffians are often tacitly assumed to
correspond to matrices in texts on linear algebra, the correspondence is an unnecessarily restrictive
one. See our later reference to Pf(A), where A is the skew-symmetric 2k × 2k matrix whose upper
diagonal part is comprised of A.
fThe signature sign(µ) is easily determined graphically (see the figures on p. 209 of Ref. 254)).
gSee also p. 209 in Ref. 254).
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where e = 2.718 281 8 . . . .
By assuming the array A in Eq. (A.37) to constitute the upper diagonal part of
the skew-symmetric 2k×2k matrix A,a one can alternatively denote Pf(A) by Pf(A).
In this light, the observation in Eq. (A.44) is interesting in that for the 2k×2k skew-
symmetric matrix A at hand one has (Pf(A))2 = det(A).b In this connections, while
the explicit evaluation of det(A) involves a summation over (2k)! terms (the number
of 2k-permutations), that of Pf(A) involves a summation over (2k − 1)!! terms.
We note in passing that in the perturbational treatment of the Anderson im-
purity model by Yosida and Yamada222), 287) and Yamada,288) the authors employ
the Wick decomposition theorem for fermion operators in terms of Pfaffians. In this
connection, we remark that in these works the authors exploit an anti-symmetry
property of the underlying non-interacting Green function that in general does not
obtain.c
We close this section by presenting a result concerning Pfaffians. To this end,
let {Cˆj‖j = 1, . . . ,m}, with m an even integer, be a set of linear operators on an
M -dimensional vector space, with M <∞. Let further[
Cˆi, Cˆj
]
+
= ai,jIˆ , i 6= j, (A.45)
where {ai,j‖i, j} are real or complex constants, and Iˆ the identity operator in the
said vector space, for which one has Tr[Iˆ ] = M . With (cf. Eq. (A.37))
Am
.
= {ai,j‖1 ≤ i < j ≤ m}, (A.46)
one has [Lemma 1 in Ref. 285)]
1
M
Tr[Cˆ1Cˆ2 . . . Cˆm] =
1
2m/2
Pf(Am). (A.47)
This result is interesting in particular because for {fˆi , fˆ †i ‖i = 1, 2, . . . ,m} a set
of canonical fermion annihilation and creation operators, the operators {Cˆi‖i =
1, 2, . . . ,m} defined according to
Cˆi
.
= fˆi +
1
2
m∑
j=1
j 6=i
ai,j fˆ
†
j , i = 1, 2, . . . ,m, (A
.48)
where ai,j
.
= (Am)i,j , with Am an m ×m symmetric matrix, satisfy the equality in
Eq. (A.45).285) For the dimension M of the vector space at hand, one has M = 2m.d
aSee for instance Eq. (4.3.25), p. 76, in Ref. 33).
bAccording to a theorem by Cayley [Theorems 4.9 and 4.10, p. 66, and the Theorem on p. 75
of Ref. 33); see also Ref. 289)], for the determinant of an n× n skew-symmetric matrix Mn one has
det(Mn) = (Pf(Mn))2 when n even,285) and det(Mn) = 0 when n odd. For an algorithmic approach
towards construction of Pfaffians, the reader is referred to Ref. 34).
cSee for instance the equalities in Eq. (2.10), p. 972, of Ref. 288).
dWith fˆi|0〉 = 0, ∀i, in the occupation-number representation for a normalised N -particle state
of the fermions at hand one has |n1, n2, . . . nm〉 = (fˆ†1 )n1(fˆ†2 )n2 . . . (fˆ†m)nm |0〉, where ni ∈ {0, 1}
and
∑m
i=1 ni = N [§ 1.2, p. 4, in Ref. 5)]. The dimension of the Fock space corresponding to N =
0, 1, . . . ,m is thus immediately seen to be equal to M = 2m.
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A.7. Closing remarks
While the Wick theorem applies to canonical (field) operators,a it some instances
it can be fruitfully employed for calculating the correlation functions of other oper-
ators. One prominent example of such application of the Wick theorem is encoun-
tered in the work by Lieb, Schultz, and Mattis290) concerning antiferromagnetic lin-
ear chains of quantum spin-12 operators with nearest-neighbour interaction,
b where
these operators are represented in terms of canonical fermions operators.cd Hereby,
the correlation functions of the former operators are expressed in terms of those of
the latter operators. Another example concerns the two-dimensional Ising model on
a rectangular lattice and subject to the periodic boundary condition, dealt with by
Schultz, Mattis, and Lieb.291) Here, the density operator ρˆ of an N -row lattice is
related, by means of the transfer matrix, to that of the (N − 1)-row lattice, which
is expressed in terms of the spin operators of the last row.e Following the represen-
tation of σxnm, with n = N − 1, in terms of canonical fermion operators (deduced
along the same lines as in the case of the one-dimensional XY model, referred to
above), making use of the Wick theorem, the GS expectation value of f σxmσ
x
m′ is
determined and expressed in terms of the determinant of an |m − m′| × |m − m′|
Toeplitz matrix.g The GS correlation function of σxnmσ
x
nm′ in the limit N,M →∞ is
subsequently expressed in terms of a superposition of two correlation functions cor-
responding to σxmσ
x
m′ and σ
y
m
σym′ , which are expressible in terms of two determinants
aGenerally, for operators in the interaction picture. For specific details, see however §A.2.
bIn Ref. 290) two distinct one-dimensional models with nearest-neighbour interaction have been
considered: the (anisotropic) XY -model, and the Heisenberg-Ising model. In the latter model, the
coupling between the spin- 1
2
operators is alternately of the Heisenberg and the Ising type.
cThese canonical fermion operators, {cˆi , cˆ†i‖i}, are constructed in two steps. To highlight these,
with {Sˆαi ‖α = x, y, z} denoting the Cartesian components of the spin- 12 operators, for the matrix
representation of these operators one has Sαi =
1
2
σα, where {σα‖α = x, y, z} are the 2 × 2 Pauli
matrices satisfying [σα, σβ ]− = αβγσγ , where αβγ is the Levi-Civita symbol, equal to +1 (−1) for
α = x, β = y, γ = z and the even (odd) permutations of these, and 0 otherwise. In the first step,
one defines aˆi
.
= Sˆxi − iSˆyi ⇐⇒ aˆ†i .= Sˆxi + iSˆyi , which, following the commutation relations of the
Pauli matrices, can be shown to behave as canonical fermion (boson) operators for equal (unequal)
indices. In the second step, the above-mentioned canonical fermion operators {cˆi , cˆ†i‖i} are obtained
from {aˆi , aˆ†i‖i} by means of the Jordan-Wigner transformation.290)–293) With Sˆxi = (aˆ†i + aˆi )/2,
Sˆyi = (aˆ
†
i − aˆi )/2 i, and Sˆzi = aˆ†i aˆi − 12 , expressing {aˆi , aˆ†i‖i} in terms of {cˆi , cˆ†i‖i}, one thus arrives
at the expression for Sˆαi , α = x, y, z, in terms of the latter canonical fermion operators. For relevant
details, the reader may also consult Refs 294) and 295).
dWe note that correlation functions of quantum spin operators can also be similarly dealt with
on the basis of the Holstein-Primakoff296) representation of these operators in terms of canonical
boson operators (see also § 3.11, p. 88, and § 5.11, p. 181, in Ref. 294); compare the Bogoliubov
transformation in Eq. (5.178), p. 183, of the latter reference, with that in Eq. (A.5) of Ref. 297)).
eIn Ref. 291), the Cartesian components of the spin operators corresponding to the nth row and
mth column of the rectangular N ×M lattice are denoted by {σαnm‖α = x, y, z}. For n = N − 1,
σαnm is denoted by σ
α
m. As in the case of the one dimensional XY model, here the operator σ
α
m,
α = x, y, z, is expressed in terms of canonical fermion operators. Note that here σαm stands for the
operator Sˆαm referred to in the previous footnote.
fAs indicated in the previous footnote, σαm
.
= σαnm|n=N−1.
gSee also Ref. 298).
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introduced by Kaufman and Onsager.299)a 2
Appendix B
The connected and disconnected Green-function diagrams
As we have discussed in §§ 2.3.1 and 2.3.2, the denominator of the expression in
Eq. (2.87) is responsible for the suppression of the contributions of disconnected dia-
grams in the weak-coupling perturbation series expansion of the one-particle Green
function G(a, b) in terms of (v,G0).
b One therefore obtains the same perturbation
series expansion for G(a, b) by identifying Dν with zero for all ν ∈ N and simulta-
neously explicitly discarding the contributions in the numerator of the expression
in Eq. (2.87) that correspond to disconnected Green-function diagrams. In this ap-
pendix we discuss an approach whereby the latter contributions are identified and
thus marked for disposal. Although this approach brings one back to the conven-
tional diagrammatic perturbation series expansion of G(a, b) in terms of (v,G0),
nonetheless, since the discussions of this appendix shed light on the computational
complexity of the conventional diagrammatic approach, we believe that these dis-
cussions are not out of place in this paper, in particular because they amount to
a very novel practical approach in regard to diagrammatic many-body expansions.
Strictly speaking however, the discussions in this appendix are not essential to those
in the main body of this paper. In the closing part of this appendix, we present some
programs, written in the programming language of Mathematicar, that implement
the approach presented in this appendix.c
On identifying Dν with zero for all ν ∈ N, following Eq. (2.104), one has Fν = 0
for all ν ∈ N. Hence, in the light of Eq. (2.108),
G(ν)(a, b) =M0;ν(a, b), ∀ν ∈ N, (B.1)
where (cf. Eq. (2.100))
M0;ν(a, b) .=
2ν∑
r=1
∫
drM0;ν(r, r)G0(a, r
+)G0(r, b)
+
2ν∑
r,s=1
r 6=s
∫
dr dsM0;ν(r, s)G0(a, s
+)G0(r, b), (B.2)
aSee Eqs (44) and (45) in Ref. 299).
bThe same applies to the two-particle Green function as expressed in Eq. (3.33).
c c© 2019 All methods, algorithms and programs presented in this appendix, as well as elsewhere in
this publication, are intellectual property of the author. Any commercial use of these without his written
permission is strictly prohibited. All academic and non-commercial uses of the codes in this publication,
or modifications thereof, must be appropriately cited. The same restrictions apply to the contents of the
Mathematica Notebook that we publish alongside this paper.
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in which a
M0;ν(r, s)
.
= ± 1
ν!
( i
2~
)ν ∫ 2ν∏
j=1
j 6=r,s
dj v(1, 2) . . . v(2ν − 1, 2ν)A(2ν−1)0;r,s (1, 2, . . . , 2ν − 1, 2ν).
(B.3)
The function A(2ν−1)0;r,s is obtained from the function A(2ν−1)r,s in Eqs (2.100) and (2.101)
by discarding the contributions associated with disconnected Green-function dia-
grams. Below we first describe an approach for identifying these contributions, and
subsequently present the relevant practical details in the form of programs written
in the Mathematicar programming language.
In the light of the diagrammatic expansion of G(a, b), one can convince one-
self that the function M0;ν(r, s) need not be calculated for all values of r, s ∈
{1, 2, . . . , 2ν}, and that calculations corresponding to merely (r, s) = (1, 1), (1, 2),
and (1, 3) suffice.b The pair (r, s) = (1, 1) corresponds to the set of connected dia-
grams that are linked through the directed lines representing G0(a, 1
+) and G0(1, b)
to the external vertices a and b (collectively c describing the local Hartree self-energy
Σh01[v,G], Eq. (C.3) below), the pair (r, s) = (1, 2) to the diagrams shunted by the
line representing v(1, 2) (collectively describing the Fock, or the exchange, self-energy
diagram Σf01[v,G], Eq. (C.3) below), and (r, s) = (1, 3) to all the remaining diagrams.
In the light of these observations, a simple enumeration yields de
M0;ν(a, b) = 2ν
∫
d1 M0;ν(1, 1)G0(a, 1
+)G0(1, b)
+ 2ν
∫
d1 d2 M0;ν(1, 2)G0(a, 2
+)G0(1, b)
+ 2ν(2ν − 2)
∫
d1 d3 M0;ν(1, 3)G0(a, 3
+)G0(1, b). (B.4)
We must emphasise that while the 1 in the first expression on the RHS of Eq. (B.4)
can be replaced by any integer from the set {1, 2, . . . , 2ν}, the 1 and 2 in the second
expression, and the 1 and 3 in the third one, cannot.f The 1 and 2 in the second
expression can however be replaced by respectively 2j − 1 and 2j, or 2j and 2j − 1,
∀j ∈ {1, 2, . . . ν}, and the 1 and 3 in the third expression by respectively j and
aFor r = s the condition j 6= r, s is to be understood as denoting j 6= r, or j 6= s.
bMore generally, corresponding to respectively (r, s) = (j, j), ∀j ∈ {1, 2, . . . , 2ν}, (r, s) = (2j −
1, 2j) or (2j, 2j − 1), ∀j ∈ {1, 2, . . . , ν}, and (r, s) = (2j, j′) or (2j − 1, j′), with j′ satisfying
respectively j′ 6= 2j − 1, 2j and j′ 6= 2j − 1, 2j, ∀j ∈ {1, 2, . . . , ν} and ∀j′ ∈ {1, 2, . . . , 2ν}.
cNote that for ν = 1 the transition from Eq. (C.1) below to Eq. (C.3) below involves an infinite
summation, whereby G0 is transformed into G. Hence the use here of the qualification collective.
dNote that M0;ν(2j − 1, 2j) is a simple multiple of v(2j − 1, 2j), ∀j ∈ {1, 2, . . . , ν}.
eOne appropriately has 2ν + 2ν + 2ν(2ν − 2) ≡ (2ν)2.
fThese limitations are necessary for avoiding any renumbering of the pairs (2j − 1, 2j), j ∈
{1, 2, . . . , ν}, in the expression on the RHS of Eq. (B.3), that would render in particular the programs
to be introduced later in this appendix unnecessarily complex and intransparent. Any renumbering
that would amount to a permutation of the ν pairs (1, 2), . . . , (2ν−1, 2ν), followed possibly by swaps
inside the pairs, (2j − 1, 2j) ⇀ (2j, 2j − 1), is in principle harmless and therefore permitted.
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j′ ∈ S(ν)j , where a
S(ν)j
.
=

{1, 2, . . . , 2ν}\{j, j + 1}, j = odd,
{1, 2, . . . , 2ν}\{j − 1, j}, j = even.
(B.5)
For clarity, for instance once M0;ν(1, 3) has been calculated, one can replace for
instance 3 by, say, 2. Doing so prior to the calculation would incorrectly imply that
the 2 on the RHS of Eq. (B.3) were to be replaced by 3. We note that the simplified
expression forM0;ν(a, b) in Eq. (B.4) is a direct consequence of the formalism under
consideration corresponding to two-body interaction potentials. There are similar,
but not identical, simplifications possible for n-body interaction potentials, with
n > 2.
In anticipation of what follows, let
P (n) ≡ {P (n)l ‖l = 1, 2, . . . , n!} (B.6)
denote the permutation group on a set of n elements.b With P (n)l (i) denoting the per-
mutation function associated with the group element P (n)l defined on {1, 2, . . . , n},
one has
P (n)l (i) = j, where i, j ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , n!}. (B.7)
The function P (n)l (i) is an automorphism of {1, 2, . . . , n}. In the following, σ(n)l will
stand for unity in the case of bosons, and for the signature of P (n)l in the case of
fermions, with σ(n)l = ±1 for even / odd permutations of the ordered set {1, 2, . . . , n}.
This specification of σ(n)l reflects the fact that the function A
(2ν−1)
r,s in Eq. (2.101)
corresponds to a permanent29)–31) in the case of bosons, and a determinant32), 33) in
the case of fermions (cf. Eqs. (2.91) and (2.101)).
With cd
G0;r,s(i, j) .=

G0(i, j), i 6= r ∧ j 6= s,
0, (i = r ∧ j 6= s) ∨ (i 6= r ∧ j = s),
1, i = r ∧ j = s,
(B.8)
one can express the cofactor e A(2ν−1)r,s as encountered in the defining expression for
Mν(a, b), Eq. (2.100), as
A(2ν−1)r,s (1, 2, . . . , 2ν) =
(2ν)!∑
l=1
σ(2ν)l Ψ
(l;ν)
0;r,s(1, 2, . . . , 2ν), (B.9)
aSee appendix E.
bGenerally referred to as the symmetric group300) on n elements, and denoted by Sn.
cFor determinants, see p. 4 in Ref. 33). As regards permanents, here the difference with the case
of determinants is restricted to the definition of σ(2ν)l , to be encountered in Eq. (B
.9) below, which
in the case of permanents takes the value +1 for all l.
dSee appendix E.
eSee the footnote on p. 31 regarding ‘cofactor’, in particular in relation to permanents.
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where
Ψ (l;ν)0;r,s(1, 2, . . . , 2ν)
.
=
2ν∏
j=1
G0;r,s(j, P (2ν)l (j)+). (B.10)
For the superscripts + on the RHS, see Eqs (2.90) and (2.91). With reference
to Eq. (B.8), we note that for expressing a (2ν − 1)-permanent / -determinant as
a 2ν-permanent / -determinant, we have identified the external vertices a and b,
thereby suppressing the indices a and b and equating the resulting Green-function
line G0(r, s
+) with 1 (compare the first and the third line on the RHS of Eq. (B.8)).
We further note that the function Ψ (l;ν)0;r,s consists of a product of 2ν−1 non-interacting
Green functions, leading to the integrand of the function M0;ν(r, s) in Eq. (B.3) con-
sisting of a product of 2ν + 1 non-interacting Green functions, conform the fact
that a νth-order Green-function diagram consists of 2ν + 1 lines representing Green
functions.
In the light of the expression in Eq. (B.10), and on account of the middle entry
on the RHS of Eq. (B.8), one notes that a
G0;r,s(j, P (2νl (j)+) 6= 0 when (j 6= r ∨ P (2ν)l (j) = s) ∧ (j = r ∨ P (2ν)l (j) 6= s). (B.11)
Thus, writing the expression in Eq. (B.10) as b
Ψ (l;ν)0;r,s(1, 2, . . . , 2ν) =

G0;r,r(r, P (2ν)l (s)+)
∏2ν
j=1
j 6=r
G0;r,r(j, P (2ν)l (j)+), for r = s,
G0;r,s(r, P (2ν)l (r)+)G0;r,s(s, P (2ν)l (s)+)
∏2ν
j=1
j 6=r,s
G0;r,s(j, P (2ν)l (j)+),
for r 6= s,
(B.12)
on the basis of the observation in Eq. (B.11), it follows that the equality in Eq. (B.9)
can be equivalently expressed as
A(2ν−1)r,s (1, 2, . . . , 2ν) =
∑
l∈S(ν)r,s
σ(2ν)l Ψ
(l;ν)
0;r,s(1, 2, . . . , 2ν), (B.13)
where (see Eq. (B.20) below)
S(ν)r,s
.
=
{
l
∥∥P (2ν)l (r) = s, l ∈ {1, 2, . . . , (2ν)!}}. (B.14)
The simplicity of the defining expression for S(ν)r,s is mainly a consequence of the
multiplicative nature of the expression for Ψ (l;ν0;r,s in Eq. (B.10), and of the permutation
P (2ν))l (j) being an automorphism of {1, 2, . . . , 2ν} for all values of l ∈ {1, 2, . . . , (2ν)!}.
Evidently, the set S(ν)r,s consists of |S(ν)r,s | = (2ν − 1)! elements,cd implying that the
aUsing De Morgan’s law35) ¬(a ∨ b) ≡ (¬a) ∧ (¬b).
bWith reference to the third line on the RHS of Eq. (B.8), the function G0;r,s(r, P (2ν)l (r)+) on
the second line of the RHS of Eq. (B.12) is identically equal to 1 for l ∈ S(ν)r,s , Eq. (B.14) below.
cBy fixing the image of r to be s, we have effectively reduced a 2ν- to a (2ν − 1)-permutation.
dThis number is not to be confused with the recontres number D2ν,1 [pp. 57-65 in Ref. 258)],
which is equal to 1 for ν = 1 and satisfies D2ν,1 > (2ν − 1)! for ν ≥ 2.
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summation in Eq. (B.13) explicitly discards 2ν identically-vanishing summands of
the summation on the RHS of Eq. (B.9). For later reference, we point out that in
the light of the expressions in Eq. (B.8), for l ∈ S(ν)r,s the expression in Eq. (B.12) can
be recast as
Ψ (l;ν)0;r,s(1, 2, . . . , 2ν) =
2ν∏
j=1
j 6=r
G0(j, P
(2ν)
l (j)
+), ∀l ∈ S(ν)r,s . (B.15)
The sought-after expression for the function A(2ν−1)0;r,s is deduced from that in
Eq. (B.13) by discarding the summands on the RHS that correspond to disconnected
Green-function diagrams. With S(ν)r,s (not to be confused with S(ν)r,s) denoting the set
of values of l corresponding to connected Green-function diagrams, by definition one
has (cf. Eq. (B.3))
A(2ν−1)0;r,s (1, 2, . . . , 2ν) =
∑
l∈S(ν)r,s
σ(2ν)l Ψ
(l;ν)
0;r,s(1, 2, . . . , 2ν), (B.16)
where clearly
S(ν)r,s ⊂ S(ν)r,s , ∀ν ∈ N. (B.17)
Connected Green-function diagrams corresponding to given indices r and s, and
thereby to the given set S(ν)r,s , are conveniently characterised by expressing each per-
mutation P (2ν)l , with l ∈ S(ν)r,s , in terms of its cycles.300) Here, each cycle corresponds
to a boson / fermion loop. Of these cycles one contains both r and s in the cases where
r 6= s; in the cases where r = s ≡ j, j ∈ {1, 2, . . . , 2ν}, j necessarily forms a 1-cycle.
The loop to which r and s belong (or to which j belongs in the case of r = s ≡ j) orig-
inates from the above-mentioned process of identifying the vertices marked by a and
b, followed by discarding these indices and equating with unity the Green-function
line representing the function G0(r, s
+) thus brought about, Eq. (B.8).a
In view of the above remarks, let b
P (2ν)l = C
(1)
l . . .C
(ml)
l (B
.18)
denote the cycle-decomposition300) of P (2ν)l , where ml is the number of the cycles
corresponding to the lth 2ν-permutation of {1, 2, . . . , 2ν}, satisfying 1 ≤ ml ≤ 2ν.
With n(j)l denoting the length of the cycle C
(j)
l , j ∈ {1, . . . ,ml},c one has
ml∑
j=1
n(j)l = 2ν, ∀l ∈ {1, 2, . . . , (2ν)!}, (B.19)
aSee Fig. 3 below, where the process of identifying the vertices a and b, discarding the indices a
and b, and equating the resulting Green-function line G0(r, s
+) (represented by a broken line) with
1, results in a loop of which one segment consists of a broken line and the remaining segments of
solid lines.
bUsing Combinatorica,301) the cycle decomposition of a permutation is obtained by the command
ToCycles. Further, the integers ml and n
(j)
l are both obtained with the aid of Length: with Pl
= {P (2ν)l (1), . . . , P (2ν)l (2ν)}, ml is obtained by Length[Cl], and n(j)l by Length[Cl][[j]], where Cl
= ToCycles[Pl].
cC (j)l is thus an n
(j)
l -cycle.
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so that in the case where ml = 1, one has n
(1)
l = 2ν, and in the case where ml = 2ν,
n(j)l = 1 for all j ∈ {1, 2, . . . , 2ν}.a Thus 1 ≤ n(j)l ≤ 2ν for all j ∈ {1, . . . ,ml}. To C (j)l
one can associate the function C(j)l (k), with k varying over {1, . . . , n(j)l }, whereby in
particular for each l ∈ S(ν)r,s one has b (cf. Eq. (B.14))
P (2ν)l :
(
1 2 . . . r . . . 2ν
P (2ν)l (1) P
(2ν)
l (2) . . . s . . . P
(2ν)
l (2ν)
)
=
ml∏
j=1
C(j)l , (B
.20)
where
C(j)l
.
=
(
C(j)l (1), . . . , C
(j)
l (n
(j)
l )
)
. (B.21)
The RHS of the equality in Eq. (B.20) describes the cycle decomposition of the
permutation on the LHS, associated with the permutation group element P (2ν)l ,
here corresponding to some l ∈ S(ν)r,s , Eq. (B.14). We note in passing that the number
of n-permutations that have precisely k cycles is equal to (−1)n−k times the Stirling
number of the first kind254), 258)cd S (k)n . With
sn,k
.
= (−1)n−kS (k)n , (B.22)
one has
n∑
k=0
sn,k = n!. (B.23)
In the case at hand, where n = 2ν,
(2ν)!∑
l=1
δml,k = s2ν,k. (B.24)
Multiplying both sided of this equality by kp, where p may in principle be integer,
real or complex, and summing both sides of the resulting equality with respect to k
over {0, 1, . . . , 2ν}, one obtains the following non-trivial sum-rule to be satisfied by
{ml‖l}:
µ(p)ν
.
=
(2ν)!∑
l=1
(ml)p =
2ν∑
k=0
s2ν,kkp. (B.25)
With reference to Eq. (B.23), for p = 0 this sum-rule appropriately reduces to the
identity (2ν)! ≡ (2ν)!.e
For illustration, let us consider the two third-order Green-function diagrams
in Fig. 2. For the diagrammatic representation of Ψ (l;ν)0;r,s, as well as of Φ
(j)
l (r, s),
aThe condition n(j)l = 1, ∀j, applies only in the case of the identity permutation.
bNote that the integer r in the first row standing directly above the integer s in the second row,
is implied by the definition of S(ν)r,s in Eq. (B.14).
cSee also Ch. 24, p. 821, in Ref. 40).
dThe present observation can be utilised to count the number of loops in the νth-order Feynman
diagrams under discussion.
eOne has µ(1)1 = 3, µ
(1)
2 = 50, µ
(1)
3 = 1764, . . . , µ
(1)
2 = 5, µ
(2)
2 = 120, µ
(2)
3 = 5012, . . . .
86 Behnam Farid
a bs=4 r=1
3 2
6 5
a br=s=1
2
3
4
6 5
(A) (B)
Fig. 2. Two third-order Green-function diagrams corresponding to the perturbation series expan-
sion of G(a, b) in terms of G0 (solid line) and the two-particle interaction potential v (solid wavy
line): (A) disconnected, (B) connected. The indices r and s are those featuring as subscripts
in the cofactor A(5)r,s(1, 2, . . . , 6), Eqs (2.100) and (B.13). Note that, following the expression in
Eq. (2.100), every interaction function is of the form v(2j − 1, 2j), j = 1, 2, 3.
Eq. (B.30) below, we adopt the common convention a according to which G(i, j) is
represented by a solid line connecting the vertices i and j and directed from j to i.
Identifying the external vertices a and b, followed by suppressing a and b,b for ν = 3
one has the following permutations associated with the diagrams A and B in Fig. 2: c
P (6)l1 :
(
1 2 3 4 5 6
4 3 2 1 6 5
)
= (4, 1)(3, 2)(6, 5), (A) (B.26)
P (6)l2 :
(
1 2 3 4 5 6
1 3 2 6 4 5
)
= (1)(3, 2)(6, 5, 4), (B) (B.27)
where l1 and l2 are two integers from the set {1, 2, . . . , 6!}.d With reference to the
equality in Eq. (B.20), one thus has e
C(1)l1 = (4, 1), C
(2)
l1
= (3, 2), C(3)l1 = (6, 5), (B
.28)
so that ml1 = 3, n
(j)
l1
= 2, for j = 1, 2, 3, Eq. (B.19). Similarly
C(1)l2 = (1), C
(2)
l2
= (3, 2), C(3)l2 = (6, 5, 4), (B
.29)
so that ml2 = 3, n
(1)
l2
= 1, n(2)l2 = 2 and n
(3)
l2
= 3, Eq. (B.19).
aSee for instance Fig. 9.7, p. 99, in Ref. 3).
bFor this process, see Fig. 3 below, p. 97.
cThe cycles below are written in canonical order, with the largest element within each cycle
appearing first. In this connection, permutations are invariant under the cyclic permutations of the
elements in each of their cycles.
dUsing the lexicographic ranking system and identifying the rank of the identity permutation
with 1, one has l1 = 416 and l2 = 29. Using Combinatorica,
301) the lexicographic rank of the
n-permutation Pl is obtained by applying the command RankPermutation[Pl]+1.
eWith reference to Eq. (B.21), C(1)l1 (1) = 4, C
(1)
l1
(2) = 1, C(2)l1 (1) = 3, C
(2)
l1
(2) = 2, C(3)l1 (1) = 6,
and C(3)l1 (2) = 5.
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To a given cycle C(j)l , Eq. (B
.20), with l ∈ S(ν)r,s , we associate the following function
(cf. Eqs (B.8) and (B.10)): a
Φ(j)
0;l(r, s)
.
=
n(j)l −1∏
k=1
G0(C
(j)
l (k), C
(j)
l (k+1)
+)×

1, r, s ∈ C(j)l ,
G0(C
(j)
l (n
(j)
l ), C
(j)
l (1)
+), r, s 6∈ C(j)l ,
(B.30)
where, by definition,
0∏
k=1
fk ≡ 1. (B.31)
This definition is relevant for the cases where n(j)l = 1. With reference to Eqs (B
.20)
and (B.21), the arguments of the Green functions on the RHS of Eq. (B.30) are
in accordance with the arguments of the function G(0)r,s on the RHS of Eq. (B.10).b
Following Eq. (B.20), in the light of the expressions in Eqs (B.10), (B.14), and (B.15),
one has (see Fig. 2)
Ψ (l;ν)0;r,s(1, 2, . . . , 2ν) =
ml∏
j=1
Φ(j)
0;l(r, s), l ∈ S(ν)r,s . (B.32)
One readily verifies that for ν = 3 and (r, s) = (1, 4) ((r, s) = (1, 1)) the function
Ψ
(l1;ν)
0;r,s (Ψ
(l2;ν)
0;r,s ), constructed on the basis of the expressions in Eqs (B.30) and (B.32),
indeed represents the contribution of diagram A (B) in Fig. 2 to the function Mν(a, b)
in Eq. (2.100) through the expression for A(2ν−1)r,s in Eq. (B.13).c Clearly, however, in
the case at hand while for (r, s) = (1, 1), l2 ∈ S(ν)r,s , for (r, s) = (1, 4) one has l1 6∈ S(ν)r,s ,
so that by definition the contribution of Ψ
(l1;ν)
0;1,1 (1, 2, . . . , 6) toM0;ν(a, b) is suppressed
through the expression for A(2ν−1)0;r,s in Eq. (B.16).
In the light of the above considerations, and with reference to the expression for
the functionM0;ν(a, b) in Eq. (B.2), for a given pair (r, s), ∀r, s ∈ {1, 2, . . . , 2ν}, dis-
connected Green-function diagrams correspond to those values of l in S(ν)r,s , Eq. (B.14),
for which at least one cycle is disconnected from the remaining cycles on the RHS
of Eq. (B.20). Here we define the cycle C(j)l , corresponding to fixed values of l and j,
Eq. (B.21), as being disconnected from the remaining cycles d in the cycle decompo-
sition in Eq. (B.20) when for all k ∈ {1, . . . , n(j)l }
ν(C(j)l (k)) = C
(j)
l (k
′) for some k′ ∈ {1, . . . , n(j)l }, (B.33)
where
ν(n)
.
= n− (−1)n. (B.34)
aWe note that Φ(j)
0;l (r, s) is invariant under the cyclic permutations of the elements of the jth
cycle of P(2ν)l . Thus, for instance, one obtains the same function Φ
(3)
0;l2
(1, 1) by writing the cycle
C(3)l2 in Eq. (B
.29) as (4, 6, 5) and (5, 4, 6).
bExplicitly, assuming n(j)l ≥ 2, ∀j ∈ {1, . . . ,ml}, for k ∈ {1, . . . , n(j)l − 1} there exists a j′ ∈
{1, 2, . . . , 2ν} such that (C(j)l (k), C(j)l (k + 1)) ≡ (j′, P (2ν)l (j′)).
cNote the locations of r and s in the matrix representing the P(2ν)l in Eq. (B.20).
dAll corresponding to the same value of l but different values of j, assuming that ml > 1.
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Conversely, the cycle C(j)l is connected with at least another cycle C
(j′)
l , j
′ 6= j (with
j, j′ ∈ {1, . . . ,ml}), when for some k ∈ {1, . . . , n(j)l }
ν(C(j)l (k)) 6= C(j)l (k′) for all k′ ∈ {1, . . . , n(j)l }. (B.35)
To visualise the idea underlying the above definition of disconnected cycles, one
may proceed as follows. One first prepares a primary graph255)a corresponding to
a given pair (r, s), r, s ∈ {1, 2, . . . , 2ν}, consisting of 2ν vertices, indexed by the
integers {1, 2, . . . , 2ν}, and ν edges255) connecting the pairs of vertices (2j − 1, 2j),
j ∈ {1, . . . , ν}, representing the two-body interaction potentials in the expressions
on the RHSs of Eqs (2.100) and (B.3). Identifying l with an element of the set S(ν)r,s in
Eq. (B.14) (a process that is to be repeated for all elements of S(ν)r,s), one completes
the above primary graph by adding edges to it, with each edge representing a Green
function encountered in the expression for the function Ψ (l;ν)0;r,s in Eq. (B.32) (through
the functions
{
Φ(j)
0;l(r, s)‖j ∈ {1, 2, . . . ,ml}
}
, Eq. (B.30)), connecting the vertices that
feature as argument of the relevant Green function. With reference to the expressions
in Eqs (B.30) and (B.32), in this graph the jth relevant cycle is represented by the
edges connecting the vertices C(j)l (k) and C
(j)
l (k + 1), with k ∈ {1, . . . , n(j)l }; in the
case of r, s 6∈ C(j)l ,b the graph must also include an edge connecting the vertices
C(j)l (n
(j)
l ) and C
(j)
l (1). We refer to the graph thus obtained as secondary graph.
Since l ∈ S(ν)r,s , with reference to Eqs (2.100), (B.13), and (B.32), this secondary
graph represents the function (see Fig. 2)
v(1, 2) . . . v(2ν − 1, 2ν)Ψ (l;ν)0;r,s(1, 2, . . . , 2ν). (B.36)
On the basis of the secondary graph thus obtained, one immediately observes that
for given values of ν ∈ N, l ∈ {1, 2, . . . , (2ν)!}, and r, s ∈ {1, 2, . . . , 2ν}, indeed
a secondary graph corresponds to a connected Feynman diagram contributing to
G(ν)(a, b), according to the expressions in Eqs (B.1), (B.2), and (B.3), provided that
the cycle decomposition in Eq. (B.20) is comprised of cycles of which none is discon-
nected from the rest according to the definition introduced above.
In view of the above observations, for given values of ν, and r, s ∈ {1, 2, . . . , 2ν},
the elements of the set S(ν)r,s are determined by sequentially choosing the elements
of the set S(ν)r,s , Eq. (B.14), determining the cycle decomposition of the relevant 2ν-
permutation, Eq. (B.20), and testing the relevant cycles on connectivity according
to the definition described above. With reference to the expression in Eq. (B.4),
we recall that one needs only to consider the sets S(ν)r,s corresponding to the pairs
(r, s) = (1, 1), (1, 2), and (1, 3).
In the closing part of this appendix, p. 93, the program GraphG, written in the
programming language of Mathematicar, constructs a graph corresponding to the
permutation P.c When the latter P coincides with the P (2ν)l corresponding to fixed
aFor permutation graphs, see also Refs 301) and 302) (pp. 123-152 of the latter reference).
bWith reference to Eq. (B.20), recall that r ∈ C(j)l implies s ∈ C(j)l , and vice versa.
cThe input P is a list (in the Mathematica terminology), here of integers, enclosed by curly
braces, representing the a permutation in array notation. Thus, for the permutations in Eqs (B.26)
and (B.27) one has P = {4, 3, 2, 1, 6, 5} and P = {1, 3, 2, 6, 4, 5}, respectively.
Many-body perturbation expansions without diagrams. I. Normal states 89
values of r and s, Eq. (B.20), the constructed graph represents a νth-order Feynman
diagram that potentially contributes to G(ν)(a, b). It contributes when this diagram
is connected,a a property that is established by ConnG, p. 92. This program calcu-
lates also the set S(ν)r,s , as well as some symmetry factors {Λ(l;ν)r,s ‖l}, to be introduced
below, Eq. (B.37). We note that in order to execute these and the subsequent pro-
grams presented in the closing part of this appendix, the package Combinatorica is
to be loaded, using the instruction Needs["Combinatorica‘"], or << Combinator-
ica‘.bcd
Having determined the set S(ν)r,s , corresponding to connected diagrams contribut-
ing to G(ν)(a, b) upon being attached to lines representing G0(a, s
+) and G0(r, b) (im-
plying integration with respect to r and s), one can exploit a permutation symmetry
in the diagrams of the same order e and express the function A(2ν−1)0;r,s in Eq. (B.16) as
(cf. Eq. (B.3))
A(2ν−1)0;r,s (1, 2, . . . , 2ν) .=
∑
l∈S(ν)∦r,s
σ(2ν)l Λ
(l;ν)
r,s Ψ
(l;ν)
0;r,s(1, 2, . . . , 2ν), (B.37)
where S(ν)∦r,s is the set deduced from S(ν)r,s by retaining only the representatives of
the disjoint classes of permutations that are related through the ν-permutations
of the elements of the set {v1, v2, . . . , vν}, where vj may either be (2j − 1, 2j) or
(2j, 2j − 1),f for fixed values of r and s. Note that since the interaction potentials
v(i, j) and v(k, l) commute and are assumed to satisfy v(i, j) ≡ v(j, i), the product
v(1, 2) . . . v(2ν−1, 2ν) is invariant under the mentioned ν-permutations, whereby use
of these has not necessitated use of a different expression for M0;ν(r, s) than that in
Eq. (B.3).
The constant Λ(l;ν)r,s is a symmetry factor, for which one has
∑
l∈S(ν)∦r,s
Λ(l;ν)r,s =
∑
l∈S(ν)r,s
1 ≡ |S(ν)r,s |, ∀r, s ∈ {1, 2, . . . , 2ν}. (B.38)
aFrom the perspective of the graph theory,255) the connectivity relevant here is the weak one.
bReference 301) amounts to a detailed manual of this package. We point out that some func-
tionalities of the package Combinatorica have been superseded by preloaded functionalities in later
versions of Mathematica. Consequently, Mathematica documentations of these differ depending on
the version number of the Mathematica package used.
cFor some relevant details, see footnote on p. 84.
dWe note that the following and subsequent programs have not been optimised, as doing so
would diminish their transparency. In this connection, we note that parts of the present programs
can be parallelised on computers equipped with multi-core processors through using the Mathematica
instruction Parallelize.
eFor a relevant discussion based on diagrams, see item 3 on pp. 96 and 97 of Ref. 3). The
symmetry that we utilise here is however not identical to that in Ref. 3), as well as elsewhere. This
is related to the fact that here both the internal vertices r and s and the external vertices a and b
are fixed, while conventionally only the external vertices a and b are fixed.
fSee the programs Perm and RangeX in the closing part of this appendix, beginning on page 93.
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We have empirically obtained a
|S(ν)1,1 |
|S(ν)∦1,1 |
=
|S(ν)1,2 |
|S(ν)∦1,2 |
= 2ν−1(ν − 1)!, ∀ν ≥ 1, and |S
(ν)
1,3 |
|S(ν)∦1,3 |
= 2ν−2(ν − 2)!, ∀ν ≥ 2.
(B.39)
Assuming Λ(l;ν)r,s to take the same value for all l ∈ S(ν)∦r,s , an assumption that is fully
supported by empirical evidence, from the equalities in Eqs (B.38) and (B.39) one
deduces that
Λ(l;ν)1,1 = Λ
(l;ν)
1,2 = 2
ν−1(ν − 1)!, ∀ν ≥ 1, and Λ(l;ν)1,3 = 2ν−2(ν − 2)!, ∀ν ≥ 2. (B.40)
By conjecturing the equalities in Eq. (B.40) as being exact for arbitrary ν and
l ∈ S(ν)∦r,s , with (r, s) ∈ {(1, 1), (1, 2), (1, 3)}, they imply that to leading order the
symmetry factors Λ(l;ν)r,s grow like 2νν! for increasing values of ν. In addition, one
obtains (cf. Eq. (B.4))
2ν|S(ν)1,1 |+ 2ν|S(ν)1,2 |+ 2ν(2ν − 2)|S(ν)1,3 |
= 2νΛ(l;ν)1,1 |S(ν)∦1,1 |+ 2νΛ(l;ν)1,2 |S(ν)∦1,2 |+ 2ν(2ν − 2)Λ(l;ν)1,3 |S(ν)∦1,3 |, (B.41)
which is supportive of the general validity of the empirical results in Eq. (B.39).
With reference to the extant diagrammatic Monte Carlo method,136), 137)b we
point out that the Monte Carlo sampling of the Green-function diagrams consid-
ered in this appendix can be achieved by means of the Monte Carlo sampling of ν
(where ν ∈ {1, . . . , n} for some fixed value of n), and of the elements of S(ν)r,s , with
(r, s) ∈ {(1, 1), (1, 2), (1, 3)}, for any given value of ν. In this connection, the package
Combinatorica301) provides the possibility of generating random permutations.c
We close this appendix by presenting a series of documented programs, written in
the programming language of Mathematica. Below, Gnu, p. 91, is the main program,
calculating all the relevant quantities (stored in the list T) required for the calculation
of G(ν) on the basis of the formalism introduced in this appendix. This program
relies on ConnG, p. 92, which calculates the set S(ν)∦r,s of independent symmetry-limited
permutations and the associated set of symmetry factors {Λ(l;ν)r,s ‖l} for given values
of ν ∈ N, and r, s ∈ {1, 2, . . . , 2ν}.d The output of this program is a list of integers
representing the relevant values of l in S(ν)∦r,s ; each of these integers is equal to the
lexicographic rank e of a relevant permutation of the ordered set {1, 2, . . . , 2ν}. These
aOne has 2dd! ≡ (2d)!!. It is to be noted that (2d)!! is the size of the automorphism group of the
d-dimensional hypercube (d-cube) Qd, consisting of 2
d vertices and 2d−1d edges.303),304) See also
footnote on p. 70 regarding the significance of (2k − 1)!!.
bIn § 4 of Ref. 136), under “Connectivity and irreducibility”, p. 101, the authors amongst others
indicate that they verify the irreducibility of the diagrams by looking up in a hash table of the mo-
menta associated with the lines in the diagrams. A Green-function line whose associated momentum
is equal to the external momentum signifies an improper Green-function diagram.
cRandomPermutation[n] generates a random n-permutation of the ordered set {1, 2, ..., n}
[§ 2.1.3, p. 60, in Ref. 301)].
dRecall the empirical equalities in Eq. (B.40).
eSee § 2.1.1, p. 56, in Ref. 301). The jth output is equal to l = RankPermutation[j]+1. The
addition of 1 is necessary in order for Permutations[Range[1,2 nu]][[l]] coinciding with the
relevant 2ν-permutation.
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integers are followed by the list of the relevant symmetry factors.a The program
ConnG relies on the programs GraphG, p. 93 (which in turn relies on the program
GraphGX), and Perm, 93 (which in turn crucially relies on the program RangeX), all
presented below. We point out that program GraphG in ConnG can be replaced by
the simpler program GraphGX, with no consequence; we have used GraphG merely
for logical consistency and transparency. The programs to be presented below can
be directly generalised for the calculation of the improper polarisation function P ?,
§ 3.1.
Before presenting the programs indicated above, we point out that a crude vi-
sualisation of the νth-order Feynman diagrams associated with the 2ν-permutations
of the form in Eq. (B.20) is possible through using one of the following two Mathe-
matica instructions, or some complex variants of these: b
ShowGraph[Graph[P,r,s], VertexNumber -> True, VertexStyle -> Red]
GraphPlot[Graph[P,r,s], DirectedEdges -> True, VertexLabeling -> True]
Here, P is a list consisting of 2ν integer entries belonging to the set {1, 2, . . . , 2ν}
and separated by commas, representing the relevant 2ν-permutation in the array
notation.c We point out that GraphG, p. 93, produces directed graphs, implying that
the above two instructions produce some idealisation of Feynman diagrams in which
interaction lines are also directed. Without elaborating, we mention that it is possi-
ble to produce graphs in which these lines are visually distinguished from the lines
representing one-particle Green functions.
(* Program ‘Gnu’. *)
Clear[Gnu];
Gnu[nu_] :=
Module[(* Calculates all connected diagrams contributing to the
one-particle Green function G at the nu-th order of the perturbation
theory. It prints some relevant data and returns the lexicographic ranks
of all the 2nu-permutations of (1,2,...,2nu} describing the relevant
aThe last element of the output of ConnG is deduced by the Mathematica instruction X =
ConnG[r,s,nu] followed by Last[X] (or simply Last[ConnG[r,s,nu]], but we do not recommend
this, since repeated calls to ConnG for the same triplet (r, s, nu) is unnecessarily wasteful of
the computational resources), which is equal to |S(ν)∦r,s |, the cardinal number of S(ν)∦r,s . With m =
Last[X], the elements of this set, which are the lexicographic ranks of the relevant 2ν-permutations,
are X[[1;;m]]. The symmetry weight factors are obtained through X[[m+1;;2m]]. With l
∈ {1, 2, . . . , m}, X[[l]]] and X[[m+l]] coincide with respectively l (the lexicographic rank of the
permutation of the type in Eq. (B.20)) and Λ(l;ν)r,s . The integer X[[2m+1]] is equal to the cardi-
nal number |S(ν)r,s |, Eq. (B.38). Note that X[[2m+2]] is equal to m, that is |S(ν)∦r,s |. Thus, the ratio
|S(ν)r,s |/|S(ν)∦r,s | is equal to X[[2m+1]]/X[[2m+2]].
bFor the visualisation of these diagrams in conventional form, the package FeynArts 3305) may
be employed. We point out that the two instructions presented here result in graphs in which
2-cycles (diagrammatically, the polarisation bubbles) are represented by lines furnished with two
arrows pointing in opposite directions.
cIn this notation, P = {4, 3, 2, 1, 6, 5} and P = {1, 3, 2, 6, 4, 5} denote the 6-
permutations in respectively Eq. (B.26) and Eq. (B.27).
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diagrams, along with the corresponding weights Lambda_{r,s}^{(l;nu)}.
For the reasons specified in the paper (B. Farid, Many-body perturbation
expansions without diagrams. I. Normal states, appendix B), the three
pairs (r,s) = (1,1), (1,2) and (1,3) suffice. *)
{tx, G11, G12, G13, m11, m12, m13, num, m, T},
tx[n_] :=
Module[{ld, t}, ld = Last[IntegerDigits[n]];
t = Which[ld == 1, "st", ld == 2, "nd", ld == 3, "rd", ld > 3,
"th"]; t]; G11 = ConnG[1, 1, nu]; G12 = ConnG[1, 2, nu];
m11 = Last[G11]; m12 = Last[G12];
If[nu > 1, (G13 = ConnG[1, 3, nu]; m13 = Last[G13]), (m13 = 0)];
m = m11 + m12 + m13;
(* For the exact values of m to be printed below, consult e.g. Eq. (3.34)
and the 2nd column from left of Table I of the paper by Cvitanovic´ et al.
(Phys. Rev. D 18, 1939 (1978)). In the latter publication, ‘order’ k
coincides with our 2nu so that for nu = 1, 2, 3, ... the output value of
m must be equal to respectively 2, 10, 74, ... . *)
Print["The total number m of the ", nu, tx[nu],
"-order diagrams contributing to G(a,b): ", m];
Print["The total number m = ", m, " is the sum of m11: ", m11,
", m12: ", m12, ", and m13: ", m13];
T = Table[{G11[[j]], G11[[m11 + j]]}, {j, 1, m11}];
T = Append[T, Table[{G12[[j]], G12[[m12 + j]]}, {j, 1, m12}]];
If[nu > 1, (T =
Append[T, Table[{G13[[j]], G13[[m13 + j]]}, {j, 1, m13}]])];
T = Flatten[T]; num = {m11, m12, m13, m};
T = Flatten[Append[T, num]]; T]
(* Program ‘ConnG’. *)
Clear[ConnG];
ConnG[r_, s_, nu_] :=
Module[(* First determines all 2nu-permutations of {1,2,...,2nu}
corresponding to all connected diagrams contributing to G^{(nu)}(a,b)
on being linked to the external vertices a and b by means of G_0(a,s^+)
and G_0(r,b). The integers r and s, which may or may not be equal,
must be elements of {1,2,...,2nu}. All the above permutations satisfy
P(r) = s. Subsequently subjects the relevant components of these
permutations to all 2nu-permutations appropriately determined by
Perm (which crucially relies on RangeX) and selects the representatives
of the disjoint classes of the former 2nu-permutations that are related by
the latter 2nu-permutations. Generally, hereby the factor 1/nu! in the
relevant expression for G^{(nu)}(a,b) is partially compensated, through
the symmetry factors Lambda_{r,s}^{(l;nu)} (below collected in the
list W). The last element of the output list T is the number m of independent
diagrams; the first m elements are the lexicographic ranks of the
independent permutations of {1,2,...,2nu}, and the following m elements
the relevant symmetry factors {Lambda_{r,s}^{(l;nu)} | l}. Thus, T[[j]]
and T[[m+j]], with j in {1,2,...,m}, correspond to each other. The one but
last element of T is equal to the number of connected nu-th-order diagrams
connected to G_0(a,s^+) and G_0(r,b) WITHOUT symmetry reduction,
characterised by Lambda_{r,s}^{(l;nu)} = 1 for all l. *)
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{j, l, li, ls, k, n, rank, U, P, gr, QX, Q, T, W},
U = Range[1, 2 nu]; k = 0;
Do[(*l*) P = Permutations[U][[l]];
If[P[[r]] == s, (gr = GraphG[P, r, s];
If[ConnectedQ[gr, Weak], (k = k + 1;
rank[k] = RankPermutation[P] + 1)])], {l, 1, (2 nu)!}];
T = Table[rank[j], {j, 1, k}]; W = Table[1, {j, 1, k}]; m = k;
Do[(*j*) If[j <= m, P = Permutations[U][[T[[j]]]], Break[]];
Do[(*l*)
Do[(*li*) QX = Perm[P, l, li, r, s]; Q = QX[[1]];
If[ QX[[2]], (If[
Q != P, (n = RankPermutation[Q] + 1;
Do[(*i*) If[i <= m,
If[T[[i]] == n , (T = Delete[T, i]; W = Delete[W, m];
m = m - 1; W[[j]] = W[[j]] + 1; Break[])]], {i, 1,
k}])])], {li, 0, 2^nu - 1}], {l, 1, nu!}], {j, 1, k}];
Do[T = Append[T, W[[j]]], {j, 1, m}]; T = Append[T, k];
T = Append[T, m]; T]
(* Programs ‘GraphG’ and ‘GraphGX’. *)
Clear[GraphG];
GraphG[P_, r_, s_] :=
Module[(* Returns the graph corresponding to the contribution to
G^{(nu})(a,b) described by the 2nu-permutations P of {1,2,...,2nu},
satisfying P(r) = s. The integers r and s correspond to the vertices
in G_0(a,s^+) and G_0(r,b), the latter connecting the graph with the
external vertices a and b. *)
{i, j, Q, gr, ex}, Q = ToCycles[P]; gr = GraphGX[P]; ex = {s, r};
Do[(*j*) T = Table[(*i*) P[[Q[[j, i]]]], {i, 1, Length[Q[[j]]]}];
If[MemberQ[T, r] && MemberQ[T, s], gr = DeleteEdge[gr, ex]], {j,
1, Length[Q]}]; gr]
GraphGX[P_] :=
Module[(* Returns the graph corresponding to the one-particle
Green function associated with the 2nu-permutation P of
{1,2,...,2nu}. Includes the directed edge {s,r} (from s to r)
representing the G_0(r,s^+) (note the change in the positions of
s and r) that is to be identified with 1 in the case of r and s
belonging to the same cycle of P. This task is carried out by
GraphG. Note that P is to satisfy P(r) = s. *)
{tnu, i, j, Q, gr},
tnu = Length[P] (*=2nu*); Q = ToCycles[P];
gr = MakeGraph[
Range[1, tnu], (Mod[#2, 2] == 0 && #2 - 1 == #1) &];
Do[T = Table[{Q[[j, i]], P[[Q[[j, i]]]]}, {i, 1, Length[Q[[j]]]}];
gr = AddEdges[gr, T], {j, 1, Length[Q]}]; gr]
(* Programs ‘Perm’ and ‘RangeX’. *)
Clear[Perm];
Perm[Pin_, l_, li_, r_, s_] :=
Module[(* Returns Pout, the 2nu-permutation of {1,2,...,2nu}
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deduced from Pin by subjecting nu entries of this to a nu-permutation
specified by the inputs l and li (with l in {1,2,...,nu!} and li in
{0,1, ..., 2^nu -1}), and the remaining nu entries to the
nu-permutation attendant to the former permutation. Variation
of li over the entire relevant set is necessary on account of the
algorithmic design of ConnG. It also returns a flag, which is False
if the diagram represented by Pout amounts to a non-topological
transformation of the diagram represented by Pin (even in the case
of flag = False, Pout satisfies P(r) = s). *)
{nu, i, j, k, A, T, flag, Pout}, nu = Length[Pin]/2;
A = ToCycles[Pin]; Q = Flatten[Permutations[RangeX[li, nu]][[l]]];
T = Table[
Table[Q[[A[[j, i]]]], {i, 1, Length[A[[j]]]} ], {j, 1,
Length[A]}]; Pout = FromCycles[T];
flag = If[Q[[r]] != r || Q[[s]] != s, False, True];
T = {Pout, flag}; T]
Clear[RangeX];
RangeX[li_, nu_] :=
Module[(* Returns a permutation of nu pairs, each of which is of the
form (2j-1,2j) or (2j,2j-1), depending on the value of li. The integer li
belongs to the set {0,1,...,2^nu-1}. All pairs are of the form (2j-1,2j)
in the specific case of li=0, and of the form (2j,2j-1) in the specific
case of li=2^nu-1. *) {j, k, A, R},
A = IntegerDigits[li, 2] + 1; k = Length[A];
If[k < nu, Do[A = Prepend[A, 1], {j, k + 1, nu}]];
R = Table[Permutations[{2 j - 1, 2 j}][[A[[j]]]], {j, 1, nu}]; R]
2
Appendix C
The diagrammatic perturbation expansion of Σ in terms of v and G
In appendix B we have presented an approach whereby the conventional dia-
grammatic perturbation series expansion of the interacting Green function G(a, b)
in terms of connected Green-function diagrams and (v,G0) is deduced from the rig-
orous weak-coupling perturbational expression in Eq. (2.87). Building on the work
in appendix B, in this appendix we present an approach whereby the diagrammatic
perturbation series expansion of the self-energy operator Σˆ in terms of G-skeleton
(or 2PI) self-energy diagrams and (v,G), that is Σˆ01[v,G], § 2.6, is obtained. As
in the case of appendix B, the discussions in this appendix are not essential to the
discussions in the main body of this paper. In the closing part of this appendix,
we present some programs, written in the programming language of Mathematicar,
that implement the approach to be introduced below.
We begin with the operator equation in Eq. (2.152), which provides the link be-
tween the νth-order perturbational contributions to the one-particle Green function
and those of the improper self-energy. In the light of the equalities in Eqs (B.1) and
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(B.4), one immediately obtains
Σ?(ν)00 (a, b; [v, G0]) = 2ν M0;ν(1, 1; [G0])|1=b δ(a, b)
+ 2ν M0;ν(1, 2; [G0])|1=b
2=a
+ 2ν(2ν − 2) M0;ν(1, 3; [G0])|1=b
3=a
, (C.1)
where we have denoted M0;ν(r, s) as M0;ν(r, s; [G0]) so as to make explicit its func-
tional dependence on the non-interacting Green function G0. Further
a
δ(a, b)
.
=

δd(r − r′)δ(t− t′)δσ,σ′ , (T = 0 formalism)
δd(r − r′)δ(ς)~β(τ − τ ′)δσ,σ′ , (Matsubara formalism)
δd(r − r′)δ(t, t′)δσ,σ′δµ,µ′ . (TFD formalism)
(C.2)
For the Hubbard model (in general, lattice models), the δd(r − r′) on the RHS
of the above equality is to be replaced by δl,l′ , Eqs (2.74), (2.78), and (2.82). As
regards δ(t, t′), see the remark following Eq. (2.46). For the reasons specified following
Eq. (B.4), the substitutions 1 = b, 2 = a, and 3 = a on the RHS of Eq. (C.1)
are to be effected only after having evaluated M0;ν(1, 1; [G0]), M0;ν(1, 2; [G0]), and
M0;ν(1, 3; [G0]).
In the light of the diagrammatic expansion of Σ01(a, b; [v,G]), and on account of
the first equalities in Eqs (2.153) and (2.159), from Eq. (C.1) one immediately infers
that
Σ(1)01 (a, b; [v, G]) = 2 M0;1(1, 1; [G])|1=b δ(a, b) + 2 M0;1(1, 2; [G])|1=b
2=a
≡ Σh(a, b; [v, G]) +Σf(a, b; [v, G])
≡ Σhf(a, b; [v, G]), (C.3)
where the exact Hartree self-energyΣh(a, b; [v,G]) has been introduced in Eq. (2.175).
The prefactors 2 following the first equality in Eq. (C.3) are compensated by the 2
in the prefactor ( i2~)
ν |ν=1 on the RHS of Eq. (B.3). Note that the argument [G]
of the functions M0;1(1, 1; [G]) and M0;1(1, 2; [G]) conveys the fact that the relevant
function A(2ν−1)0;r,s on the RHS of Eq. (B.3) is to be evaluated in terms of G, instead of
G0.
Defining (cf. Eq. (2.174))
Σ′′01(a, b; [v,G])
.
= Σ01(a, b; [v,G])−Σhf(a, b; [v,G]), (C.4)
from Eq. (C.1) one immediately obtains that b
Σ′′01
(ν)
(a, b; [v,G]) = 2ν(2ν − 2) Mν(1, 3)|1=b
3=a
, ∀ν ≥ 2, (C.5)
aSee footnote on p. 43.
bBy definition Σ′′01
(1)
(a, b; [v,G]) ≡ 0.
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where (cf. Eq. (B.3))
Mν(r, s)
.
= ± 1
ν!
( i
2~
)ν ∫ 2ν∏
j=1
j 6=r,s
dj v(1, 2) . . . v(2ν − 1, 2ν)A¯(2ν−1)r,s (1, 2, . . . , 2ν − 1, 2ν),
(C.6)
in which (cf. Eq. (B.37))
A¯(2ν−1)r,s (1, 2, . . . , 2ν) .=
∑
l∈S¯(ν)∦r,s
σ(2ν)l Λ
(l;ν)
r,s Ψ
(l;ν)
r,s (1, 2, . . . , 2ν). (C.7)
The set S¯(ν)∦r,s is deuced from S(ν)∦r,s by discarding all values of l in the latter set for
which the diagram associated with the 2ν-permutation in Eq. (B.20) is notG-skeleton
(or 2PI). Since a diagram that is not 1PI is necessarily not a 2PI one, in the process
of deducing S¯(ν)∦r,s from S(ν)∦r,s one automatically discards all self-energy diagrams that
are not 1PI, that is those that are not proper.
The function Ψ (l;ν)r,s on the RHS of Eq. (C.7) is defined as (cf. Eq. (B.32))
Ψ (l;ν)r,s (1, 2, . . . , 2ν)
.
=
ml∏
j=1
Φ(j)l (r, s), (C
.8)
where (cf. Eq. (B.30))
Φ(j)l (r, s)
.
=
n(j)l −1∏
k=1
G(C(j)l (k), C
(j)
l (k + 1)
+)×

1, r, s ∈ C(j)l ,
G(C(j)l (n
(j)
l ), C
(j)
l (1)
+), r, s 6∈ C(j)l .
(C.9)
In this connection, since in the cases of r 6= s a 1-cycle in the cycle decomposition
of the permutation in Eq. (B.20) to which the expression in Eq. (B.30) corresponds a
invariably represents a particle loop associated with a tadpole diagram representing
a Hartree self-energy insertion, and self-energy diagrams of order ν ≥ 2 with this
insertion cannot be 2PI, in assembling the set S¯(ν)∦r,s corresponding to r 6= s and ν ≥ 2
from the elements of the set S(ν)∦r,s , an l ∈ S(ν)∦r,s for which the cycle decomposition
of the associated 2ν-permutation, Eqs (B.18) and (B.20), contains a 1-cycle, can be
immediately discarded.b
For illustration, let us consider the case of ν = 4 and the following 8-permutation
of {1, 2, . . . , 8} that corresponds to the pair (r, s) = (1, 3), Eq. (B.20): c
P (8)l :
(
1 2 3 4 5 6 7 8
3 4 5 2 7 8 1 6
)
= (7,1,3, 5)(4, 2)(8, 6). (C.10)
The diagram corresponding to this permutation is depicted in Fig. 3. Upon suppress-
ing the broken line representing the function G(r, s+) ≡ 1, the resulting diagram is
aHere with the G0 herein replaced by G, in view of the definition of Ψ
(l;ν)
r,s .
bThe condition r 6= s excludes the cases where (j), with j ≡ r = s, is a 1-cycle. Recall that in
such cases by the convention G(r, s+) ≡ 1 the loop at issue does not constitute a Hartree self-energy.
cWith reference to the relevant footnote on p. 86, here l = 11801.
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3 5 7 1
24
86
Fig. 3. A fourth-order non-skeleton self-energy diagram described by the function Ψ (l;4)1,3 , Eq. (C.8),
with the integer l ∈ S(4)∦1,3 taking such value that the corresponding 8-permutation coin-
cides with that in Eq. (C.10). Here directed solid line represents G (instead of G0 as
in Fig. 2). On account of the cycles of this permutation, one has: Ψ (l;4)1,3 (1, 2, . . . , 8) =
G(7, 1+)G(3, 5+)G(5, 7+)G(4, 2+)G(2, 4+)G(8, 6+)G(6, 8+), where, following the prescription in
Eq. (B.8), we have identified the Green function G(1, 3+) (depicted by broken line) with 1. For
a general pair (r, s), the Green function G(r, s+) follows from identifying the external vertices a
and b in the Green functions G0(r, b) and G0(a, s
+) on the RHS of Eq. (2.100). Conform the fact
that a νth-order self-energy diagram consists of 2ν − 1 Green-function lines, the above function
Ψ (l;4)1,3 consists of a product of 7 Green functions. Note that the numbers attached to the vertices
linked by an interaction line (wavy solid line) form pairs of the form (2j− 1, 2j), j ∈ {1, 2, 3, 4},
in conformity with the expressions in Eqs (B.3) and (C.6).
seen to represent a proper (i.e. 1PI) self-energy diagram, which however is not G-
skeleton (i.e. not 2PI). Therefore, the corresponding l ∈ S(4)∦1,3 is not an element of
S¯(4)∦1,3 .
Construction of the set S¯(ν)∦r,s from the set S(ν)∦r,s is straightforward: for each
l ∈ S(ν)∦r,s one sequentially removes two Green-function lines from the self-energy di-
agram corresponding to the relevant 2ν-permutation P (2ν)l (such as the diagram in
Fig. 3, which corresponds to the 8-permutation in Eq. (C.10)) and tests the resulting
diagram for connectedness.ab
We close this appendix by presenting the programs, written in the programming
language of Mathematicar, that in conjunction with those presented in appendix B
determine the elements of the sets {S¯(ν)∦r,s ‖r, s} and {Λ(l;ν)r,s ‖l, r, s} as encountered on
the RHS of Eq. (C.7).c The program Snu, p. 98, is similar to the program Gnu, p. 91,
in appendix B, however concerns G-skeleton self-energy diagrams. This program re-
lies on the program SkeletonS, which in turn relies on the program SkeletonG, both
of which are presented below, p. 98. These programs can be directly generalised for
the determination of the diagrams associated with the proper polarisation function
P from those associated with the improper one P ?, § 3.1.
aAs in the case of connected graphs corresponding to one-particle Green function considered in
appendix B, here also the relevant connectivity is the weak one.
bThe function Ψ (l;ν)r,s consisting of a product of (2ν − 1) Green functions, for ν ≥ 2 at most(
2ν−1
2
) ≡ (ν − 1)(2ν − 1) = O(ν2) iterations are required to establish whether the diagram corre-
sponding to l ∈ S(ν)∦r,s is G-skeleton, i.e. 2PI.
cThe calculated symmetry factors are to be contrasted with values deduced from the equalities
in Eq. (B.40).
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(* Program ‘Snu’. *)
Clear[Snu];
Snu[nu_] :=
Module[(* Returns the permutations and the associated weights
Lambda_{r,s}^{(l;nu)} corresponding to G-skeleton self-energy
diagrams associated with the three relevant pairs (r,s) = (1,1),
(1,2), (1,3). It also prints some relevant details. *)
{tx, S11, S12, S13, m11, m12, m13, num, m, T},
tx[n_] :=
Module[{ld, t}, ld = Last[IntegerDigits[n]];
t = Which[ld == 1, "st", ld == 2, "nd", ld == 3, "rd", ld > 3,
"th"]; t]; S11 = SkeletonS[1, 1, nu]; S12 = SkeletonS[1, 2, nu];
m11 = Last[S11]; m12 = Last[S12];
If[nu > 1, (S13 = SkeletonS[1, 3, nu]; m13 = Last[S13]), (m13 = 0)];
m = m11 + m12 + m13; (* For the exact values of m printed below,
consult e.g. Eq. (17) of the paper by Molinari and Manini (Eur. Phys.
J. B 51, 331 (2006)). Thus, for nu = 1, 2, 3, 4, ... the m below must be
equal to respectively 2, 2, 10, 82, ... (by leaving out the Hartree, or
the tadpole, diagram, the m for nu = 1 would be 1). For nu > 1, m11 and
m12 must be equal to 0. To save computation time in the cases of nu > 1,
it is advisable to comment out the instructions below that concern S11,
m11, and S12, m12. *)
Print["The total number m of the ", nu, tx[nu],
"-order G-skeleton diagrams contributing to \[CapitalSigma](a,b): ", m];
Print["The total number m = ", m, " is the sum of m11: ", m11,
", m12: ", m12, ", and m13: ", m13];
T = Table[{S11[[j]], S11[[m11 + j]]}, {j, 1, m11}];
T = Append[T, Table[{S12[[j]], S12[[m12 + j]]}, {j, 1, m12}]];
If[nu > 1, (T =
Append[T, Table[{S13[[j]], S13[[m13 + j]]}, {j, 1, m13}]])];
T = Flatten[T]; num = {m11, m12, m13, m};
T = Flatten[Append[T, num]]; T]
(* Programs ‘SkeletonS’ and ‘SkeletonG’. *)
Clear[SkeletonS];
SkeletonS[r_, s_, nu_] :=
Module[(* By considering the nu-th-order connected Green-function
diagrams that through the Green functions G_0(a,s^+) and G_0(r,b) are
linked to the external vertices a and b, selects out the
\[CapitalSigma]^{(nu)}(s,r) that are G-skeleton. Returns the
corresponding 2nu-permutations of {1,2,...,2nu} (their lexicographic
ranks) and the associated weights Lambda_{r,s}^{(l;nu)}. *)
{m, n, v, R, U, T, P, rS, wS},
R = Range[1, 2 nu]; U = ConnG[r, s, nu]; m = Last[U]; n = 0;
Do[(*j*) P = Permutations[R][[U[[j]]]]; v = SkeletonG[P, r, s][[2]];
If[v, (n = n + 1; rS[n] = U[[j]]; wS[n] = U[[m + j]])], {j, 1, m}];
T = Table[rS[j], {j, 1, n}];
T = Flatten[Append[T, Table[wS[j], {j, 1, n}]]]; T = Append[T, n]; T]
Clear[SkeletonG];
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SkeletonG[P_, r_, s_] :=
Module[(* Returns True if the self-energy diagram contributing to
\[CapitalSigma](s,r) is G-skeleton, False otherwise. *)
{i, j, k, l, ex, e1, e2, Q, v, gr, grx},
Q = ToCycles[P]; gr = GraphG[P, r, s]; ex = {s, r}; v = True;
Do[(*k*) Do[(*l*) e2 = {Q[[k, l]], P[[Q[[k, l]]]]};
If[e2 !=
ex, (Do[(*i*)
Do[(*j*) e1 = {Q[[i, j]], P[[Q[[i, j]]]]};
If[e1 != ex,
If[e1 != e2, (grx = DeleteEdges[gr, {e1, e2}];
v = ConnectedQ[grx, Weak];
If[v == False, Goto[end]])]], {j, 1, Length[Q[[i]]]}], {i,
1, Length[Q]}])], {l, 1, Length[Q[[k]]]}], {k, 1, Length[Q]}];
Label[end]; T = {gr, v}; T]
2
Appendix D
The Hubbard Hamiltonian for spin-12 fermions
In this appendix we deduce a simplified expression for the function Mν(a, b),
Eq. (2.100), as suited for the calculation of the interacting one-particle Green function
G[U,G0] and the self-energies Σ00[U,G0] and Σ01[U,G] corresponding to the Hubbard
Hamiltonian for spin-12 fermions in d space dimensions, §§ 2.2.4, 2.2.7. Calculation of
these functions is also demanding of the calculation of the elements of the sequence
{Dν‖ν} (Eq. (2.97) and Eq. (D.5) below), which is immediate and requires no special
treatment. The considerations of this appendix are directly applicable to both the
T = 0 formalism and the Matsubara formalism for T > 0.a Extension of these
considerations to encompass calculations within the framework of the TFD, §§ 2.2.3,
2.2.6, is straightforward.b
The details to be presented in this appendix are applicable to arbitrary spa-
tial dimensions d, with d = ∞,c or infinite coordination number Z = 2d on the
d-cubic lattice, corresponding to the framework of the dynamical mean-field the-
ory (DMFT).76), 223)–226) This framework takes account of the spatial fluctuations at
a mean-field level, however of the temporal quantum fluctuations in principle ex-
actly.76) In the following, we first consider the general case, §D.1, and subsequently
the case of the atomic limit,d for which the single-particle energy dispersion εk in
Eq. (2.66) is independent of k, whereby Tl,l′ ∝ δl,l′ and thus Gl,l
′
0;σ(t − t′) ∝ δl,l′ ,
aFor applying the Matsubara formalism, below tj is to be replaced by τj , ∀j, with
∫
dτj under-
stood as denoting
∫ ~β
0
dτj (cf. Eqs (2.77) and (2.81)).
bSee the relevant remarks in the penultimate paragraph of § 2.2.7, p. 30.
cFor taking the limit of d→∞, the hopping matrix elements {Tl,l′‖l, l′} in the Hubbard Hamil-
tonian, Eq. (2.64), are to be appropriately scaled, like Tl.l′/
√
Z (see for instance § II.C, p. 20, in
Ref. 76)). Since however we only deal with the non-interacting Green function G0 in abstract form,
we do not need explicitly to deal with this scaling in this appendix.
dSee Eq. (32) et seq. in Ref. 89).
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Eq. (D.50) below. At half-filling, the exact G corresponding to this limit is well-
known.89)a The expansion of this function in powers of U coinciding with the weak-
coupling perturbation series expansion of G[U,G0], the considerations in §D.2 result
in an infinite sequence of exact sum-rules that may be fruitfully utilised for establish-
ing the accuracy of the computational methods to be employed in the calculations
away from the atomic limit. We note in passing that when truncated at any finite
order, the mentioned perturbation expansion in the atomic limit is pathological.28)
A similar simplified approach as in §D.2 applies to a formalism centred on the calcu-
lation of the self-energy within the framework of the DMFT, where Σl,l
′
σ (t−t′) ∝ δl,l′
(cf. Eq. (D.50) below).76), 223)–226)
In the closing part of §D.1, we present some programs, written in the pro-
gramming language of Mathematicar, that implement a significant function, A(2ν−1)αr,αs ,
encountered in this appendix. The program A2num1, to be presented below, p. 111,
can be used to verify the validity of the identities that are central to this appendix.
To facilitate this task, we also present three sets of instructions, in the programming
language of Mathematica, for performing the relevant verifications, p. 113.
D.1. The general case
We begin by introducing a convenient set {αj‖j} of compound variables for
j ∈ {1, 2, . . . , 2ν}, defined according to
αj 


lθj tθjσθj , j = odd,
lθj tθj σ¯θj , j = even,
(D.1)
where b (cf. Eq. (2.95))
θj
.
=
⌊j + 1
2
⌋
. (D.2)
One thus has
α1 
 l1t1σ1, α2 
 l1t1σ¯1, α3 
 l2t2σ2, α4 
 l2t2σ¯2, . . . . (D.3)
In terms of the compound variables {αj‖j}, the expressions in Eqs (2.96) and (2.97)
can be equivalently written as
Nν(a, b) =
1
ν!
( iU
2~
)ν ∑
σ1,...,σν
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj
×Ab2ν+1(a, b;α1, α2, . . . , α2ν−1, α2ν), (D.4)
Dν =
1
ν!
( iU
2~
)ν ∑
σ1,...,σν
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj A2ν(α1, α2, . . . , α2ν−1, α2ν). (D.5)
aAway from half-filling, the site-occupation numbers corresponding to different spin species are
to be explicitly calculated as functions of the on-site interaction energy U .
bθ2k−1 = θ2k = k, ∀k ∈ N. See appendix E.
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With reference to the specifications in Eq. (2.74), for the function Mν(a, b),
Eq. (2.100), we introduce the alternative notation
Mν(a, b) ≡M l,l
′
ν;σ,σ′(t− t′). (D.6)
For the cases where the non-interacting Green function G0(αi, αj) is diagonal in the
spin space,ab that is for (see Eq. (D.1))
G0(αi, αj) =

G
lθi ,lθj
0;σθi
(tθi − tθj )δσθi ,σθj , i = odd, j = odd,
G
lθi ,lθj
0;σθi
(tθi − tθj )δσθi ,σ¯θj , i = odd, j = even,
G
lθi ,lθj
0;σ¯θi
(tθi − tθj )δσ¯θi ,σθj , i = even, j = odd,
G
lθi ,lθj
0;σ¯θi
(tθi − tθj )δσ¯θi ,σ¯θj , i = even, j = even,
(D.7)
from the defining expression for Mν(a, b), Eq. (2.100), one obtains
c
M l,l
′
ν;σ,σ′(t− t′) = −
1
ν!
( iU
2~
)ν ν∑
r,s=1
∑
σ1,...,σν
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj
×
{
A(2ν−1)α2r−1,α2s−1(α1, α2, . . . , α2ν−1, α2ν)δσ,σsδσ′,σr
+A(2ν−1)α2r,α2s−1(α1, α2, . . . , α2ν−1, α2ν)δσ,σsδσ′,σ¯r
+A(2ν−1)α2r−1,α2s(α1, α2, . . . , α2ν−1, α2ν)δσ,σ¯sδσ′,σr
+A(2ν−1)α2r,α2s(α1, α2, . . . , α2ν−1, α2ν)δσ,σ¯sδσ′,σ¯r
}
×Gl,ls0;σ(t− t+s )Glr,l
′
0;σ′ (tr − t′), (D.8)
where (cf. Eq. (2.101))
A(2ν−1)αr,αs =
∂A2ν
∂G0(αr, α
+
s )
, (D.9)
in which α+s
.
= lθst
+
θs
σθs for s odd, and α
+
s
.
= lθst
+
θs
σ¯θs for s even.
To simplify the expression in Eq. (D.8), let∑
(r)
σ1,...,σν
(D.10)
denote the (ν − 1)-fold summation with respect to {σ1, . . . , σν}\{σr}.d Similarly,
for r 6= s let ∑
(r,s)
σ1,...,σν
(D.11)
aSee the discussions centred on Eq. (2.17).
bFollowing Eq. (2.75), in this appendix G
li,lj
σi,σj (ti − tj) ≡ G(i, j). Similarly as regards G0(i, j).
cAs regards to the minus sign directly following the equality sign, note that here we are explicitly
dealing with fermions.
dSee appendix E.
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denote the (ν−2)-fold summation with respect to {σ1, . . . , σν}\{σr, σs}. For ν = 1,
the sum in Eq. (D.10) is to be identified with unity, and that in Eq. (D.11) with zero.
For ν = 2, the sum in Eq. (D.11) is to be identified with unity. Following these
specifications, the expression in Eq. (D.8) can be written as
M l,l
′
ν;σ,σ′(t− t′) = −
1
ν!
( iU
2~
)ν ν∑
r=1
∑
(r)
σ1,...,σν
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj
×
{
A(2ν−1)α2r−1,α2r−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣
α2r−1=lrtrσ
δσ,σ′
+ A(2ν−1)α2r,α2r−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣ α2r=lrtrσ¯
α2r−1=lrtrσ
δσ,σ¯′
+ A(2ν−1)α2r−1,α2r(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1=lrtrσ¯
α2r=lrtrσ
δσ¯,σ′
+ A(2ν−1)α2r,α2r(α1, α2, . . . , α2ν−1, α2ν)
∣∣
α2r=lrtrσ
δσ,σ′
}
×Gl,lr0;σ (t− t+r )Glr,l
′
0;σ′ (tr − t′)
− 1
ν!
( iU
2~
)ν ν∑
r=1
ν∑
s=1
s6=r
∑
(r,s)
σ1,...,σν
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj
×
{
A(2ν−1)α2r−1,α2s−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1=lrtrσ′
α2s−1=lstsσ
+ A(2ν−1)α2r,α2s−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣ α2r=lrtrσ′
α2s−1=lstsσ
+ A(2ν−1)α2r−1,α2s(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1=lrtrσ′
α2s=lstsσ
+ A(2ν−1)α2r,α2s(α1, α2, . . . , α2ν−1, α2ν)
∣∣
α2r=lrtrσ′
α2s=lstsσ
}
×Gl,ls0;σ(t− t+s )Glr,l
′
0;σ′ (tr − t′). (D.12)
This expression simplifies considerably in the light of the following observations.
Firstly, the two terms on the 3rd and 4th lines (that is, those multiplying respectively
δσ,σ¯′ and δσ¯,σ′) are identically vanishing on account of the identities in Eq. (D.17)
below. Secondly, the two terms on the 2nd and 5th lines are identically equal, that
is
A(2ν−1)α2r−1,α2r−1
∣∣∣
α2r−1=lrtrσ
≡ A(2ν−1)α2r,α2r
∣∣
α2r=lrtrσ
. (D.13)
Thirdly, the terms on the 8th, 9th, 10th and 11th lines of the expression in Eq. (D.12)
are identically equal, that is for r 6= s
A(2ν−1)α2r−1,α2s−1
∣∣∣α2r−1=lrtrσ′
α2s−1=lstsσ
≡ A(2ν−1)α2r,α2s−1
∣∣∣ α2r=lrtrσ′
α2s−1=lstsσ
≡ A(2ν−1)α2r−1,α2s
∣∣∣α2r−1=lrtrσ′
α2s=lstsσ
≡ A(2ν−1)α2r,α2s
∣∣
α2r=lrtrσ′
α2s=lstsσ
. (D.14)
Many-body perturbation expansions without diagrams. I. Normal states 103
Fourthly, the latter four functions are proportional to δσ,σ′ . On the basis of these
observations, for the function M l,l
′
ν;σ(t− t′) defined according to
M l,l
′
ν;σ,σ′(t− t′) = M l,l
′
ν;σ(t− t′)δσ,σ′ , (D.15)
one obtains
M l,l
′
ν;σ(t− t′) = −
2
ν!
( iU
2~
)ν ν∑
r=1
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj G
l,lr
0;σ (t− t+r )Glr,l
′
0;σ (tr − t′)
×
∑
(r)
σ1,...,σν
A(2ν−1)α2r−1,α2r−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣
α2r−1=lrtrσ
− 4
ν!
( iU
2~
)ν ν∑
r=1
ν∑
s=1
s 6=r
Ns∑
l1,...,lν=1
∫ ν∏
j=1
dtj G
l,ls
0;σ(t− t+s )Glr,l
′
0;σ (tr − t′)
×
∑
(r,s)
σ1,...,σν
A(2ν−1)α2r−1,α2s−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1=lrtrσ
α2s−1=lstsσ
. (D.16)
The results in Eqs (D.13) and (D.14) are directly related to the way in which the
compound variables {αj‖j} are defined, Eq. (D.1) (see also Eq. (D.7)).a According
to this definition, the elements G0(αi, α
+
2j−1) and G0(αi, α
+
2j), ∀i ∈ {1, 2, . . . , 2ν} and
∀j ∈ {1, 2, . . . , ν}, of the 2ν × 2ν matrix A2ν differ only in the different spin indices
associated with α2j−1 and α2j : σj with the former, and σ¯j with the latter. Similarly
as regards the matrix elements G0(α2i−1, α+j ) and G0(α2i, α
+
j ), ∀i ∈ {1, 2, . . . , ν},
∀j ∈ {1, 2, . . . , 2ν}. Considering in this light the cofactors in Eq. (D.13), one imme-
diately realises that, neglecting the substitutions, the cofactor on the left is a function
of σ¯r and that the cofactor on the right is the same function however of σr (compare
with the first two equalities in Eq. (D.27) below).b The identity follows on account
of the substitutions: the one on the left substitutes σ for σ¯r, and that on the right σ
for σr. With some slight modifications, similar arguments apply to the identities in
Eq. (D.14). In this connection, we note that the first two and the last two cofactors
in Eq. (D.14) correspond to two matrices whose two columns are interchanged. The
minus signs arising from this are compensated by the fact that cofactors are signed
aThese results can be explicitly established on the basis of the expression in Eq. (B.13) in con-
junction with that in Eq. (B.15) (cf. Eq. (D.18) below). For instance, to establish the identity in
Eq. (D.13), one defines an integer-valued mapping f that satisfies f(2r − 1) = 2r and maps the
ordered set {1, 2, . . . , 2ν}\{2r − 1} onto the ordered set {1, 2, . . . , 2ν}\{2r}. In this way, the sum-
mation with respect to the elements of the set S(ν)2r,2r underlying the expression for A
(2ν−1)
α2r,α2r can be
expressed as one with respect to the elements of the set S(ν)2r−1,2r−1. On rearranging the relevant
product, Eq. (B.15), through introducing the variable j′ ≡ f(j), whereby j = f−1(j′), making use of
the associations in Eq. (D.3), one arrives at the identity in Eq. (D.13). The identities in Eq. (D.14)
are explicitly established similarly. We point out that this approach is rendered considerably more
transparent by considering the set S(ν)r,s as consisting of the relevant 2ν-permutations, rather than of
their indices. In this way, the sum
∑
l∈S(2ν)r,s in Eq. (B
.13) is expressed as
∑
P∈S(2ν)r,s .
bAlso compare A(3)α1,α1 with A
(3)
α2,α2 , and A
(3)
α3,α3 with A
(3)
α4,α4 in respectively Eqs (D
.33), (D.38),
(D.43), and (D.48) below.
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minors. The sign associated with the first and fourth cofactors in Eq. (D.14) is +
(since 2r − 1 + 2s − 1 and 2r + 2s are even), and that with the second and third
cofactors − (since 2r+2s−1 is odd). For the case of ν = 2, in regard to the identity
in Eq. (D.13) (for r = 2), compare the expressions in Eqs (D.43) and (D.48) below,
and in regard to the identities in Eq. (D.14) (for r = 1 and s = 2), compare the
expressions in Eqs (D.35), (D.39), (D.36), and (D.40) below.
It remains to establish that
A(2ν−1)α2r−1,α2r ≡ A(2ν−1)α2r,α2r−1 ≡ 0, ∀r ∈ {1, 2, . . . , ν}. (D.17)
We emphasize that while in these identities the indices of α are odd-even and
even-odd, the even index is to be the greater of the two indices. Thus while
A(2ν−1)α1,α2 ≡ A(2ν−1)α2,α1 ≡ 0, neither of the two functions A(2ν−1)α2,α3 and A(2ν−1)α3,α2 is neces-
sarily identically vanishing. We establish the validity of the identities in Eq. (D.17)
by expressing A(2ν−1)α2r−1,α2r and A
(2ν−1)
α2r,α2r−1 in explicit form. Focussing on A
(2ν−1)
α2r−1,α2r ,
following Eqs (B.13), (B.14), and (B.15), one has
A(2ν−1)α2r−1,α2r =
∑
l∈S(ν)2r−1,2r
σ(2ν)l G0(α2r, α
+
P (2ν)l (2r)
)
ν∏
j=1
j 6=r
G0(α2j−1, α+P (2ν)l (2j−1)
)G0(α2j , α
+
P (2ν)l (2j)
).
(D.18)
With reference to Eq. (D.7), in the light of Eqs (D.1) and (D.3) one observes that in
order for the summand of the summation with respect to l, with l ∈ S(ν)2r−1,2r, not be
identically vanishing, it is necessary that the following conditions be simultaneously
satisfied: a
P (2ν)l (2j − 1) 6= 2j, ∀j ∈ {1, 2, . . . , ν}\{r},
P (2ν)l (2j) 6= 2j − 1, ∀j ∈ {1, 2, . . . , ν}. (D.19)
The combination of these inequalities, which constitute 2ν − 1 conditions, with the
equality P (2ν)l (2r− 1) = 2r, satisfied for all l ∈ S(ν)2r−1,2r,b gives rise to A(2ν−1)α2r−1,α2r ≡ 0.
A similar reasoning establishes the validity of A(2ν−1)α2r,α2r−1 ≡ 0. For clarity, the cycle
decomposition of the 2ν-permutation P (2ν)l , with l ∈ S(ν)2r−1,2r (with l ∈ S(ν)2r,2r−1 in
considering A(2ν−1)α2r,α2r−1), satisfying the inequalities in Eq. (D.19) invariably includes
a cycle of length greater than 2, involving both 2r − 1 and 2r, for which the corre-
sponding product of Green functions is identically vanishing in consequence of the
conservation of the spin.c For illustration, consider the case of ν = 4 and r = 2, for
which one has the following generic 8-permutation whose l belongs to the set S(8)3,4:
P (8)l :
(
1 2 3 4 5 6 7 8
6= 2 6= 1 4 6= 3 6= 6 6= 5 6= 8 6= 7
)
, l ∈ S(8)3,4. (D.20)
aThese inequalities are based on the following considerations. For P (2ν)l (2j − 1) = 2j for some
j inside the set indicated, the function G0(α2j−1, α+P (2ν)
l
(2j−1)) on the RHS of Eq. (D
.18) will be
proportional to δσj ,σ¯j , which is identically vanishing. By the same reasoning, G0(α2j , α
+
P (2ν)
l
(2j)
) is
identically vanishing for some j inside the indicated set satisfying P (2ν)l (2j) = 2j − 1.
bSee Eq. (B.14).
cSee the discussions centred on Eq. (2.17).
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One observes that an 8-permutation satisfying the specified conditions cannot con-
tain the 2-cycle (4, 3) in its cycle decomposition. For instance, for the specific 8-
permutation a
P (8)l1 :
(
1 2 3 4 5 6 7 8
1 3 4 2 8 7 6 5
)
= (1)(4, 2,3)(8, 5)(7, 6), (D.21)
3 and 4 are members of a 3-cycle. With reference to Eqs (B.30) and (B.32), the
contribution of the cycle (4, 2, 3) to A(7)α3,α4 amounts to G0(α4, α
+
2 )G0(α2, α
+
3 ),
b which,
following the specifications in Eq. (D.7), is proportional to δσ¯2,σ¯1δσ¯1,σ2 ≡ 0. For the
specific case of ν = 2, see Eqs (D.34), (D.37), (D.44), and (D.47) below.
We note that by introducing the compound indices {γj‖j}, where
γj 
 α2j−1, α2j , j ∈ {1, 2, . . . , ν}, (D.22)
for convenience one may identify the 2ν × 2ν matrix A2ν with the ν × ν matrix Aν
of 2× 2 matrices, that is
A2ν(α1, α2, . . . , α2ν) ≡ Aν(γ1, . . . , γν) .=

(Aν)γ1;γ1 (Aν)γ1;γ2 . . . (Aν)γ1;γν
(Aν)γ2;γ1 (Aν)γ2;γ2 . . . (Aν)γ2;γν
...
...
. . .
...
(Aν)γν ;γ1 (Aν)γν ;γ2 . . . (Aν)γν ;γν
 ,
(D.23)
where
(Aν)γi;γj ≡ (Aν)α2i−1,α2i;α2j−1,α2j .=
G0(α2i−1, α+2j−1) G0(α2i−1, α+2j)
G0(α2i, α
+
2j−1) G0(α2i, α
+
2j)
 . (D.24)
With Aν
.
= det(Aν), one naturally has Aν = A2ν ≡ det(A2ν). For the Green function
G0 in Eq. (D.7), one thus has
(Aν)γi;γj =
G
li,lj
0;σi
(ti − t+j )δσi,σj Gli,lj0;σi(ti − t+j )δσi,σ¯j
G
li,lj
0;σ¯i
(ti − t+j )δσ¯i,σj Gli,lj0;σ¯i(ti − t+j )δσ¯i,σ¯j

≡
G
li,lj
0;σi
(ti − t+j ) 0
0 G
li,lj
0;σ¯i
(ti − t+j )
 δσi,σj
+
 0 G
li,lj
0;σi
(ti − t+j )
G
li,lj
0;σ¯i
(ti − t+j ) 0
 δσi,σ¯j . (D.25)
aClearly, l1 ∈ S(8)3,4.
bOn account of the third line on the RHS of Eq. (B.8), G0(α3, α
+
4 ) is identified with 1 (see also
the RHS of Eq. (B.30)).
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In a spin-unpolarised case, where Gl,l
′
0;σ(t − t′) ≡ Gl,l
′
0;σ¯(t − t′), the expression in
Eq. (D.25) can be written in terms of the 2 × 2 unit matrix σ0 and the 2 × 2 Pauli
matrix σx, p. 79,a for which one has σxσx = σ0. The result in Eq. (D.25) exposes
the degree of sparsity306) of the matrix Aν . We point out that since at most one
of the two terms on the RHS of Eq. (D.25) is non-vanishing, multiplications of two
arbitrary 2× 2 blocks of Aν involves 2 scalar multiplications in the general case, and
1 scalar multiplication in the spin-unpolarised case. This is to be contrasted with
the 8 scalar multiplications required for multiplying two general 2 × 2 matrices (7
multiplications by employing the approach by Strassen42)). For some relevant the-
oretical considerations regarding partitioned matrices, the reader is referred to the
book by Horn and Johnson238) [see e.g. § 0.7, p. 16, herein].
For illustration, below we consider the cases of ν = 1 and ν = 2. Where
on account of the relevant Kronecker delta on the RHS of Eq. (D.7) the function
G0(αi, αj) is identically vanishing, we shall replace this function by 0. Similarly, we
shall suppress the Kronecker deltas that are identically equal to 1.
For ν = 1, from the expressions in Eqs (2.91) and (D.7) one has b (cf. Eqs (D.23)
and (D.25))
A2(α1, α2) =
∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0
0 G
l1,l1
0;σ¯1
(0−)
∣∣∣∣∣∣ ≡ Gl1,l10;σ1 (0−)Gl1,l10;σ¯1 (0−), (D.26)
leading to, following the equality in Eq. (D.9),
A(1)α1,α1 = G
l1,l1
0;σ¯1 (0
−), A(1)α2,α2 = G
l1,l1
0;σ1 (0
−), A(1)α1,α2 ≡ A(1)α2,α1 ≡ 0. (D.27)
Note that the last two identities are in conformity with those in Eq. (D.17). Further,
since α1 
 l1t1σ1 and α2 
 l1t1σ¯1, Eq. (D.3), it follows that (note the σ¯ on the
RHS)
A(1)α1,α1
∣∣
α1=l1t1σ
≡ A(1)α2,α2
∣∣
α2=l1t1σ
≡ Gl1,l10;σ¯ (0−), (D.28)
in conformity with the identity in Eq. (D.13).
For ν = 2, from the expressions in Eqs (2.91) and (D.7) one has (cf. Eqs (D.23)
and (D.25))
A4(α1, α2, α3, α4)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−) 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
,
(D.29)
a(σx)1,1 = (σx)2,2 = 0, (σx)1,2 = (σx)2,1 = 1.
bHere 0− ≡ ti − t+i , ∀i ∈ {1, 2, . . . , ν}.
Many-body perturbation expansions without diagrams. I. Normal states 107
leading to (cf. Eq. (D.3))
A4(l1t1 ↑, l1t1 ↓, l2t2 ↑, l2t2 ↓) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;↑ (0
−) 0 Gl1,l2
0;↑ (t1−t+2 ) 0
0 G
l1,l1
0;↓ (0
−) 0 Gl1,l2
0;↓ (t1−t+2 )
G
l2,l1
0;↑ (t2−t+1 ) 0 G
l2,l2
0;↑ (0
−) 0
0 G
l2,l1
0;↓ (t2−t+1 ) 0 G
l2,l2
0;↓ (0
−)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
=
∣∣∣∣∣∣
G
l1,l1
0;↑ (0
−) Gl1,l2
0;↑ (t1−t+2 )
G
l2,l1
0;↑ (t2−t+1 ) G
l2,l2
0;↑ (0
−)
∣∣∣∣∣∣
−
·
∣∣∣∣∣∣
G
l1,l1
0;↓ (0
−) Gl1,l2
0;↓ (t1−t+2 )
G
l2,l1
0;↓ (t2−t+1 ) G
l2,l2
0;↓ (0
−)
∣∣∣∣∣∣
−
, (D.30)
A4(l1t1 ↑, l1t1 ↓, l2t2 ↓, l2t2 ↑) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;↑ (0
−) 0 0 Gl1,l2
0;↑ (t1−t+2 )
0 G
l1,l1
0;↓ (0
−) Gl1,l2
0;↓ (t1−t+2 ) 0
0 G
l2,l1
0;↓ (t2−t+1 ) G
l2,l2
0;↓ (0
−) 0
G
l2,l1
0;↑ (t2−t+1 ) 0 0 G
l2,l2
0;↑ (0
−)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
=
∣∣∣∣∣∣
G
l1,l1
0;↑ (0
−) Gl1,l2
0;↑ (t1−t+2 )
G
l2,l1
0;↑ (t2−t+1 ) G
l2,l2
0;↑ (0
−)
∣∣∣∣∣∣
−
·
∣∣∣∣∣∣
G
l1,l1
0;↓ (0
−) Gl1,l2
0;↓ (t1−t+2 )
G
l2,l1
0;↓ (t2−t+1 ) G
l2,l2
0;↓ (0
−)
∣∣∣∣∣∣
−
. (D.31)
The second equalities in Eqs (D.30) and (D.31) follow from the fact that by even per-
mutations of rows and columns of the relevant 4-matrices, these can be transformed
into block-diagonal forms. Regarding the functions A4 corresponding to σ1, σ2 =↓, ↑
and σ1, σ2 =↓, ↓, the former is obtained from the expressions on the RHS of Eq. (D.31)
and the latter from those on the RHS of Eq. (D.30) on replacing ↑ by ↓, and vice
versa. One thus obtains a
∑
σ1,σ2
A4(l1t1σ1, l1t1σ¯1, l2t2σ2, l2t2σ¯2) = 4
∣∣∣∣∣∣
G
l1,l1
0;↑ (0
−) Gl1,l2
0;↑ (t1−t+2 )
G
l2,l1
0;↑ (t2−t+1 ) G
l2,l2
0;↑ (0
−)
∣∣∣∣∣∣
−
×
∣∣∣∣∣∣
G
l1,l1
0;↓ (0
−) Gl1,l2
0;↓ (t1−t+2 )
G
l2,l1
0;↓ (t2−t+1 ) G
l2,l2
0;↓ (0
−)
∣∣∣∣∣∣
−
. (D.32)
For the 16 cofactors of the 4-determinant A4 in Eq. (D.29), one trivially obtains:
A(3)α1,α1(α1, α2, α3, α4)
aNote that the expression in Eq. (D.32) is directly relevant to the calculation of D2, Eq. (D.5).
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= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−) 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.33)
A(3)α1,α2(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l2
0;σ2
(0−) 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
≡ 0, (D.34)
A(3)α1,α3(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.35)
A(3)α1,α4(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−)
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0
∣∣∣∣∣∣∣∣∣∣
−
, (D.36)
A(3)α2,α1(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−) 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
≡ 0, (D.37)
A(3)α2,α2(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) Gl1,l20;σ1 (t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l2
0;σ2
(0−) 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.38)
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A(3)α2,α3(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 0
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.39)
A(3)α2,α4(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−)
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0
∣∣∣∣∣∣∣∣∣∣
−
, (D.40)
A(3)α3,α1(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.41)
A(3)α3,α2(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) Gl1,l20;σ1 (t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
0 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 0 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.42)
A(3)α3,α3(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ¯2
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 G
l2,l2
0;σ¯2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
, (D.43)
A(3)α3,α4(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ2
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2
G
l2,l1
0;σ¯2
(t2−t+1 )δσ1,σ¯2 G
l2,l1
0;σ¯2
(t2−t+1 )δσ¯1,σ¯2 0
∣∣∣∣∣∣∣∣∣∣
−
≡ 0, (D.44)
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A(3)α4,α1(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
0 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−) 0
∣∣∣∣∣∣∣∣∣∣
−
, (D.45)
A(3)α4,α2(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) Gl1,l20;σ1 (t1−t+2 )δσ1,σ2 G
l1,l2
0;σ1
(t1−t+2 )δσ1,σ¯2
0 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2 G
l1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l2
0;σ2
(0−) 0
∣∣∣∣∣∣∣∣∣∣
−
, (D.46)
A(3)α4,α3(α1, α2, α3, α4)
= −
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ¯2
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ¯2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 0
∣∣∣∣∣∣∣∣∣∣
−
≡ 0, (D.47)
A(3)α4,α4(α1, α2, α3, α4)
= +
∣∣∣∣∣∣∣∣∣∣
G
l1,l1
0;σ1
(0−) 0 Gl1,l20;σ1 (t1−t+2 )δσ1,σ2
0 G
l1,l1
0;σ¯1
(0−) Gl1,l2
0;σ¯1
(t1−t+2 )δσ¯1,σ2
G
l2,l1
0;σ2
(t2−t+1 )δσ1,σ2 G
l2,l1
0;σ2
(t2−t+1 )δσ¯1,σ2 G
l2,l2
0;σ2
(0−)
∣∣∣∣∣∣∣∣∣∣
−
. (D.48)
One observes that conform the identities in Eq. (D.17), the cofactors A(3)α1,α2 , A
(3)
α2,α1 ,
A(3)α3,α4 and A
(3)
α4,α3 are indeed identically vanishing, Eqs (D.34), (D.37), (D.44), and
(D.47). Further, one verifies that the explicit expressions in Eqs (D.43) and (D.48)
are in conformity with the exact result in Eq. (D.13) (for r = 2), and those in
Eqs (D.35), (D.39), (D.36), and (D.40) are in conformity with the exact results in
Eq. (D.14) (for r = 1 and s = 2).
As in appendices B and C, we close this section by presenting a number of
programs written in the programming language of Mathematicar. Program A2num1,
p. 111, calculates the function A(2ν−1)αr,αs (α1, α2, . . . , α2ν) as encountered in Eq. (D.8)
and subsequent equations.a The spin configuration b
{σ1, σ2, . . . , σ2ν} ≡ {σ1, σ¯1, . . . , σν , σ¯ν} (D.49)
aIn A2num1, for given value of nu ≡ ν the input variable ir (is) may take the values 2r and
2r − 1 (2s and 2s− 1), where r, s ∈ {1, 2, . . . , ν}.
bSee Eq. (D.3).
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is generated by the program Sgen, p. 112. Any spin configuration generated by Sgen
can be visualised in the arrow notation by means of the program Arr, p. 112. Program
A2num1 can be used for instance to verify the identities in Eq. (D.17). To verify
the identities in Eqs (D.13) and (D.14), the underlying relevant spin configurations
are to be constrained, on account of the conditions on both sides of each identity
sign. Program SgenPP, p. 112, enforces the relevant constraints. The last three
sets of Mathematica instructions, presented below, p. 113, can be used to verify the
identities in respectively Eqs (D.13), (D.14), and (D.17).
We note that program A2num1 generates the analytic expression for A(2ν−1)αr,αs , from
which, on the basis of the considerations in appendices B and C, one can straightfor-
wardly deduce the analytic expressions of G(ν)[v,G0] and Σ
(ν)
01 [v,G] for in principle
arbitrary values of ν ∈ N. In practice, however, the factorial increase in the required
computation time limits the upper bound of ν to be used in practice. In Ref. 28) we
present a formalism, and the relevant programs written in the programming language
of Mathematica, with the aid of which the diagrams contributing to Σ(ν)01 [v,G] can
be sorted into a set of disjoint classes of algebraically (as distinct from topologically)
identical diagrams. The method to be presented in Ref. 28) is purely combinatorial
and therefore the relevant numerical computations do not involve any floating-point
operations.
(* Program ‘A2num1’. *)
Clear[A2num1];
A2num1[ir_, is_, nu_, S_] :=
Module[(* Returns
A_{alpha_ir,alpha_is}^{(2nu-1)}(alpha_1,alpha_2,....,alpha_{2nu}) in
symbolic form for given values of ir, is, nu, and the spin configuration
S = {sigma_1, sigma_2, ...,sigma_{2nu}}. The integers ir and is are
elements of {1,2,...,2nu}. With i = l_i t_i, and j = l_j t_j, in the output
it is assumed that the second argument j in G_{sigma_i}(i,j) represents j^+,
signifying l_j t_j+0^+. Further, the symbol G_{sigma_i}(i,j) generally represents
the non-interacting one-particle Green function. Here G_{sigma_i}(i,j) is
defined on the basis of the equality G_{sigma_i,sigma_j}(i,j) =
G_{sigma_i}(i,j) delta_{sigma_i,sigma_j}. *)
{g, thetj, Gx, j, l, sum, sumx, R, P},
g[ix_, jx_, Tx_] := If[Tx[[ix]] == Tx[[jx]], 1, 0];
thetj[jx_] := Floor[(jx + 1)/2];
Gx[nx_, lx_] :=
If[lx == 0,
Table["G\[DownArrow]"[ix, jx], {ix, 1, nx}, {jx, 1, nx}],
Table["G\[UpArrow]"[ix, jx], {ix, 1, nx}, {jx, 1, nx}]];
R = Range[1, 2 nu]; sum = 0;
Do[(*l*) P = Permutations[R][[l]];
If[P[[ir]] ==
is, (sumx =
Signature[P] Product[
If[j != ir, (g[j, P[[j]], S] Gx[nu, S[[j]]][[thetj[j],
thetj[P[[j]]]]]), 1], {j, 1, 2 nu}]), (sumx = 0)];
sum = sum + sumx, {l, 1, (2 nu)!}]; sum]
112 Behnam Farid
(* Program ‘Arr’. *)
Clear[Arr];
Arr[S_] :=
Module[(*Returns a spin configuration S generated by Sgen or SgenPP in
arrow notation. *)
{l, li, y, S1}, l = Length[S];
Do[y[li] = If[S[[li]] == 0, "\!\(\*
StyleBox[\"\[DownArrow]\",\nFontColor->RGBColor[1, 0, 0]]\)", "\!\(\*
StyleBox[\"\[UpArrow]\",\nFontColor->RGBColor[1, 0, 0]]\)"], {li, 1,
l}]; S1 = Table[y[li], {li, 1, l}]; S1]
(* Program ‘Sgen’. *)
Clear[Sgen];
Sgen[nu_, li_] :=
Module[(*Returns the li-th spin configuration
S = {sigma_1,sigma_2,...,sigma_{2nu}}, out of the possible 2^{nu}
distinct spin configurations, for 2nu spin-1/2 particles, satisfying
sigma_{2j} = 1-sigma_{2j-1}. Here sigma_j = 0 represents spin-down,
and sigma_j = 1 spin-up. *)
{k, j, A, B, S}, A = IntegerDigits[li, 2]; k = Length[A];
If[k < nu, Do[A = Prepend[A, 0], {j, k + 1, nu}]];
B = Table[(1 - A[[j]]), {j, 1, nu}]; S = Riffle[A, B]; S]
(* Program ‘SgenPP’. *)
Clear[SgenPP];
SgenPP[ir_, is_, sigir_, sigis_, S_] :=
Module[(*Given the spin configuration
S = {sigma_1,sigma_2,...,sigma_{2nu}}, where sigma_j = 0 stands for
spin-down, and sigma_j = 1 for spin-up, and where in the present application
the indices satisfy sigma_{2j} = 1-sigma_{2j-1}, replaces sigma_{ir} by
sigir and sigma_{is} by sigis. Subsequently adjusts the relevant neighbouring
spins in such a way that the indices in the resulting spin configuration,
to be returned, satisfy sigma_{2j} = 1-sigma_{2j-1}. *)
{Spp}, Spp = S;
If[Mod[ir, 2] ==
0, (Spp =
ReplacePart[Spp, {ir - 1 -> 1 - sigir, ir -> sigir}]), (Spp =
ReplacePart[Spp, {ir -> sigir, ir + 1 -> 1 - sigir}])];
If[Mod[is, 2] ==
0, (Spp =
ReplacePart[Spp, {is - 1 -> 1 - sigis, is -> sigis}]), (Spp =
ReplacePart[Spp, {is -> sigis, is + 1 -> 1 - sigis}])]; Spp]
The following are three sets of instructions for testing the validity of the identi-
ties in respectively Eqs (D.13), (D.14), and (D.17): a
aThe integer nu (≡ ν) can be changed from its present value 3 in all three sets. In Set 2,
the present equalities concerning ir1, is1, ir2, and is2 are suited for testing the first identity in
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(* Program ‘Set 1’. *)
nu = 3; Do[(*sigir*) sigis = sigir; Do[(*r*)
ir1 = 2 r - 1; is1 = 2 r - 1; ir2 = 2 r; is2 = 2 r;
Print["ir1, is1: ", ir1, ", ", is1, "; ir2, is2: ", ir2, ", ",
is2]; Do[(*li*) S = Sgen[nu, li];
Spp1 = SgenPP[ir1, is1, sigir, sigis, S];
Spp2 = SgenPP[ir2, is2, sigir, sigis, S]; Print["\!\(\*
StyleBox[\"li\",\nFontColor->RGBColor[0, 0.67, 0]]\): ", li,
". \!\(\*SubscriptBox[\(\[Sigma]\), \(ir\)]\):", Arr[{sigir}],
", \!\(\*SubscriptBox[\(\[Sigma]\), \(is\)]\):", Arr[{sigis}] ,
", S: ", Arr[S], ", Spp1: ", Arr[Spp1], ", Spp2: ", Arr[Spp2]];
A1 = A2num1[ir1, is1, nu, Spp1]; Print["\!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A1];
A2 = A2num1[ir2, is2, nu, Spp2] ; Print["\!\(\*
StyleBox[\"A2\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A2];
Print["\!\(\*
StyleBox[\"\[RightArrow]\",\nFontColor->RGBColor[1, 0, 0]]\) \!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
StyleBox[\"-\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
StyleBox[\"A2\",\nFontColor->RGBColor[1, 0, 0]]\): ",
Simplify[A1 - A2]], {li, 0, 2^nu - 1}], {r, 1, nu}], {sigir, 0,
1}]
(* Program ‘Set 2’. *)
nu = 3; Do[(*sigir*)
Do[(*sigis*) Do[(*r*) Do[(*s*)If[r == s, Goto[end]];
ir1 = 2 r - 1; is1 = 2 s - 1; ir2 = 2 r; is2 = 2 s - 1;
Print["ir1, is1: ", ir1, ", ", is1, "; ir2, is2: ", ir2, ", ",
is2]; Do[(*li*) S = Sgen[nu, li];
Spp1 = SgenPP[ir1, is1, sigir, sigis, S];
A1 = A2num1[ir1, is1, nu, Spp1] ; Print["\!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A1];
Spp2 = SgenPP[ir2, is2, sigir, sigis, S]; Print["\!\(\*
StyleBox[\"li\",\nFontColor->RGBColor[0, 0.67, 0]]\): ", li,
". \!\(\*SubscriptBox[\(\[Sigma]\), \(ir\)]\):", Arr[{sigir}],
", \!\(\*SubscriptBox[\(\[Sigma]\), \(is\)]\):", Arr[{sigis}] ,
", Spp1: ", Arr[Spp1], ", Spp2: ", Arr[Spp2]];
A2 = A2num1[ir2, is2, nu, Spp2] ; Print["\!\(\*
StyleBox[\"A2\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A2];
Print["\!\(\*
StyleBox[\"\[RightArrow]\",\nFontColor->RGBColor[1, 0, 0]]\) \!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
StyleBox[\"-\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
Eq. (D.14). For testing the remaining identities, these equalities are to be changed accordingly. For
instance, one can maintain the present equalities concerning ir1 and is1, and only appropriately
change the equalities concerning ir2 and is2. In this way, the equivalence is tested of the last
three functions with the first one in Eq. (D.14). This is sufficient for the purpose on account of the
transitive property of the binary relation ≡.
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StyleBox[\"A2\",\nFontColor->RGBColor[1, 0, 0]]\): ",
Simplify[A1 - A2]], {li, 0, 2^nu - 1}];
Label[end], {s, 1, nu}], {r, 1, nu}], {sigis, 0, 1}], {sigir, 0,
1}]
(* Program ‘Set 3’. *)
nu = 3; Do[(*sigir*) Do[(*sigis*) Do[(*r*)
ir1 = 2 r - 1; is1 = 2 r; ir2 = 2 r - 1; is2 = 2 r;
Print["ir1, is1: ", ir1, ", ", is1, "; ir2, is2: ", ir2, ", ",
is2]; Do[(*li*) S = Sgen[nu, li]; Print["\!\(\*
StyleBox[\"li\",\nFontColor->RGBColor[0, 0.67, 0]]\): ", li,
". \!\(\*SubscriptBox[\(\[Sigma]\), \(ir\)]\):", Arr[{sigir}],
", \!\(\*SubscriptBox[\(\[Sigma]\), \(is\)]\):", Arr[{sigis}] ,
", S: ", Arr[S]]; A1 = A2num1[ir1, is1, nu, S]; Print["\!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A1];
A2 = A2num1[ir2, is2, nu, S] ; Print["\!\(\*
StyleBox[\"A2\",\nFontColor->RGBColor[1, 0.5, 0]]\): ", A2];
Print["\!\(\*
StyleBox[\"\[RightArrow]\",\nFontColor->RGBColor[1, 0, 0]]\) \!\(\*
StyleBox[\"A1\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
StyleBox[\"-\",\nFontColor->RGBColor[1, 0, 0]]\)\!\(\*
StyleBox[\"A2\",\nFontColor->RGBColor[1, 0, 0]]\): ",
Simplify[A1 - A2]], {li, 0, 2^nu - 1}], {r, 1, nu}], {sigis, 0,
1}], {sigir, 0, 1}]
D.2. The atomic limit
The formalism discussed in the previous subsection is greatly simplified in the
atomic limit, at which for the function Gl,l
′
0;σ(t− t′), Eq. (D.7), one has a
Gl,l
′
0;σ(t− t′) = Gl0;σ(t− t′)δl,l′ . (D.50)
Introducing b (cf. Eq. (D.10)) ∑
(r)
l1,...,lν
(D.51)
as the (ν − 1)-fold summation with respect to {l1, . . . , lν}\{lr}, and, for r 6= s (cf.
Eq. (D.11)),c ∑
(r,s)
l1,...,lν
(D.52)
as the (ν−2)-fold summation with respect to {l1, . . . , lν}\{lr, ls}, from the expression
in Eq. (D.16) one arrives at
M l,l
′
ν;σ(t− t′) = M lν;σ(t− t′)δl,l′ , (D.53)
aThe result in Eq. (D.50) is a consequence of the fact that for uniform GSs / ensemble of states
the only source of the k dependence of the spatial Fourier transform of the non-interacting Green
function G0 is the non-interacting energy dispersions εk in Eq. (2.66); with εk independent of k, the
equality in Eq. (D.50) follows immediately.
bFor ν = 1, the sum in Eq. (D.51) is to be identified with unity.
cFor ν = 1 (ν = 2), the sum in Eq. (D.52) is to be identified with zero (unity).
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where
M lν;σ(t− t′) = −
2
ν!
( iU
2~
)ν ν∑
r=1
∫ ν∏
j=1
dtj G
l
0;σ(t− t+r )Gl0;σ(tr − t′)
×
∑
(r)
l1,...,lν
∑
(r)
σ1,...,σν
A˜(2ν−1)α2r−1,α2r−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣
α2r−1=ltrσ
− 4
ν!
( iU
2~
)ν ν∑
r=1
ν∑
s=1
s 6=r
∫ ν∏
j=1
dtj G
l
0;σ(t− t+s )Gl0;σ(tr − t′)
×
∑
(r,s)
l1,...,lν
∑
(r,s)
σ1,...,σν
A˜(2ν−1)α2r−1,α2s−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1 =ltrσ
α2s−1=ltsσ
,
(D.54)
in which A˜(2ν−1)αi,αj is the same function as A
(2ν−1)
αi,αj except that it has been determined
in terms of the non-interacting Green functions satisfying the equality in Eq. (D.50).
Alternatively, the function A˜(2ν−1)αi,αj is deduced from A
(2ν−1)
αi,αj by identifying all off-
diagonal elements of the underlying non-interacting Green functions in the l space
with zero. In arriving at the expressions in Eqs (D.53) and (D.54), we have made
use of the relationship∑
(r,s)
σ1,...,σν
A˜(2ν−1)α2r−1,α2s−1(α1, α2, . . . , α2ν−1, α2ν)
∣∣∣α2r−1 =l′trσ
α2s−1=ltsσ
∝ δl,l′ . (D.55)
With reference to the considerations following Eq. (D.22) above, we note that
for the cases where the non-interacting Green function G0 satisfies the equality in
Eq. (D.50), one has (cf. Eq. (D.25))
(A˜ν)γi;γj =
{Gli0;σi(ti − t+j ) 0
0 Gli0;σ¯i(ti − t+j )
 δσi,σj
+
 0 Gli0;σi(ti − t+j )
Gli0;σ¯i(ti − t+j ) 0
 δσi,σ¯j}δli.lj . (D.56)
Similarly as in case of the expression in Eq. (D.25), in the spin-unpolarised case the
expression in Eq. (D.56) can be expressed in terms of the 2×2 unit matrix σ0 and the
2×2 Pauli matrix σx, p. 79.a Owing to the δli,lj on the RHS of Eq. (D.56), in general
the matrix A˜ν , corresponding to the atomic limit of the Hubbard Hamiltonian, is far
more sparse306) than the matrix Aν , Eqs (D.23) – (D.25). 2
a(σx)1,1 = (σx)2,2 = 0, (σx)1,2 = (σx)2,1 = 1.
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Appendix E
List of acronyms and mathematical symbols (not exhaustive)
DMFT Dynamical mean-field theory
GS Ground state, Ground-state
GSs Ground states
LHS Left-hand side
RHS Right-hand side
TFD Thermo-field dynamics
1PI One-particle irreducible (diagrams representing Σ are 1PI, those representing Σ?
are not in general)
2PI Two-particle irreducible (G-skeleton)
Ch. Chapter
p. / pp. Page / Pages
Ref. Reference
§, §§ Section, Sections
N Set of positive integers, {1, 2, 3, . . . }
R Set of real numbers
Z∗ Set of non-negative integers, N ∪ {0} = {0, 1, 2, . . . }
b c The floor function: bxc = the greatest integer less than or equal to x
∧ The logical and: p1 ∧ p2 is true only if both propositions p1 and p2 are true
∨ The logical or: p1 ∨ p2 is true if at least one of the propositions p1 and p2 is true
¬ Negation, with ¬p = true (false) when the proposition p = false (true)
∀ For all
⊆, ⊂ Subset, Proper subset
A\B The subset of the set A from which the elements of the set B have been removed
|A| Number of elements of the set A, the cardinal number of A
.
= Equality by definition

 Association, a binary relation generally not expressible by ≡ (as in a
 rtσ)
|A|± Permanent / Determinant of the square matrix A
[ , ]∓ Commutation / Anticommutation relation: [a, b]∓
.
= ab∓ ba
Hf / Pf Hafnian / Pfaffian
a, b, c, d Unindexed compound variables, which may be primed. Thus, a may represent rtσ or r′t′σ′
β 1/(kbT ), where kb is the constant of Boltzmann, and T the absolute temperature
C Complex contour within the TFD formalism
d Generally, the dimension of the spatial space (a subspace of the Euclidean space Rd)
into which the system of interest is confined; mostly encountered in ddr to denote the
integration measure in Rd
G The interacting one-particle Green function at T = 0 (adiabatic approximation)
Serves also as the generic symbol representing G and G
Gˆ The single-particle Green operator associated with G
Serves also as the generic symbol representing Gˆ and Gˆ
G0, G(0) The non-interacting counterpart of G
Serve also as the generic symbols representing G0, G (0), and G0, G(0)
G(ν) The total νth-order perturbational contribution to G
Serves also as the generic symbol representing G (ν) and G(ν)
Gˆ(ν) The single-particle operator associated with G(ν), ν ∈ Z∗
G The interacting one-particle Green function for T > 0 (Matsubara formalism)
G The interacting one-particle Green function for T > 0 (TFD formalism)
G2 The interacting two-particle Green function at T = 0 (adiabatic approximation)
Serves also as the generic symbol representing G2 and G2
G2;0, G
(0)
2 The non-interacting counterpart of G2
Serve also as the generic symbols representing G2;0, G
(0)
2 , and G2;0, G
(0)
2
G2 The interacting two-particle Green function for T > 0 (Matsubara formalism)
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G2 The interacting two-particle Green function for T > 0 (TFD formalism)
G The 2× 2 matrix of the interacting one-particle Green functions within the TFD formalism
G0 The non-interacting counterpart of G
i
√−1, the imaginary unit (not to be confused with i)
Iˆ, 1ˆ The identity operators in respectively the single-particle Hilbert space and the Fock space
i, j Integers that also represent compound variables
Thus, j may represent rjtjσj , or rjτjσjµj (where µj ∈ {1, 2}), etc.
j′ Similar to j, except that when representing a compound variable, the prime is not part
of j′. In such case, one for instance has r′jt
′
jσ
′
j , which is distinct from rj′ tj′σj′
j¯ With j ∈ N a simple variable or index, j¯ ≡ −j
N Normal-ordering operation, with N (. . . ) also widely denoted by : · · · :
Pˆ The single-particle operator associated with the proper polarisation function
Serves also as the generic symbol representing P (Matsubara formalism) and
P (TFD formalism)
Pˆςς′ The operator Pˆ viewed as a functional of: v and G0 for ς = 0, ς
′ = 0; v and G for
ς = 0, ς′ = 1; W and G0 for ς = 1, ς′ = 0; W and G for ς = 1, ς′ = 1
Pˆ
(ν)
ςς′ The total νth-order perturbational contribution to Pˆςς′
Pˆ ? The single-particle operator associated with the improper polarisation function
(? is not to be confused with ∗ for complex conjugation)
Serves also as the generic symbol representing P? (Matsubara formalism) and
P∗ (TFD formalism)
Pˆ ?
ςς′ The single-particle operator Pˆ
? viewed as a functional similar to Pˆςς′ in relation to Pˆ
Pˆ
?(ν)
ςς′ The total νth-order perturbational contribution to Pˆ
?
ςς′
%ˆ The interacting density, or statistical, operator in the grand canonical ensemble
%ˆ0 The non-interacting counterpart of %ˆ
σ, σj Spin indices. For spin-
1
2
particles, σ, σj ∈ {↑, ↓}
σ¯, σ¯j For spin-
1
2
particles, indices complementary to σ and σj . Thus, for σ =↑, σ¯ =↓
σ0 The 2× 2 unit matrix
σα With α = x, y, z, a 2× 2 Pauli matrix
Σˆ The single-particle proper self-energy operator
Serves also as the generic symbol representing Sˆ (Matsubara formalism), and
Σˆ (TFD formalism)
Σˆςς′ The single-particle operator Σˆ viewed as a functional similar to Pˆςς′ in relation to Pˆ
Σˆ
(ν)
ςς′ The total νth-order perturbational contribution to Σˆςς′ . For ς = 0 (ς = 1), ∀ς′, the
order of the perturbation theory is that of the coupling constant of v (W )
Σˆ? The improper self-energy operator (? is not to be confused with ∗ for complex conjugation)
Σˆ?
ςς′ Similar to Σˆςς′ however concerning Σˆ
?
Σˆ
?(ν)
ςς′ The total νth-order perturbational contribution to Σˆ
?
ςς′
t, tj Real times
τ , τj ‘Imaginary’ times within the Matsubara formalism, although τ, τj ∈ R
T The absolute temperature
T Chronological time-ordering operator (T = 0 formalism)
Tτ Chronological time-ordering operator (Matsubara formalism)
TC Chronological time-ordering operator along the contour C (TFD formalism)
Tr Trace over the states in the relevant Fock space
U Magnitude of the on-site interaction potential in the Hubbard Hamiltonian Ĥ
v Two-body interaction potential, including the dimensionless coupling constant λ: v = λv
v Two-body interaction potential stripped of the dimensionless coupling constant λ
vˆ The single-particle operator associated with v
W Two-body screened interaction potential, including the dimensionless coupling constant λ:
W = λW
W Two-body screened interaction potential stripped of the dimensionless coupling constant λ
Wˆ The single-particle operator associated with W
Wˆςς′ The single-particle operator Wˆ viewed as a functional similar to Pˆςς′ in relation to Pˆ
Wˆ
(ν)
ςς′ The total νth-order perturbational contribution to Wˆςς′
x¯ With x ∈ R, x¯ = −x. For instance, with x = 1
2
, x¯ = − 1
2
Z The grand partition function
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Z Coordination number, equal to 2d on the d-cubic lattice
|ΨN ;0〉 Interacting N -particle ground state in the Heisenberg picture (T = 0 formalism)
|ΦN ;0〉 The non-interacting counterpart of |ΨN ;0〉
|0(β)〉 The T -dependent interacting vacuum state in the Heisenberg picture (TFD formalism)
|0(β)〉 The non-interacting counterpart of |0(β)〉 (TFD formalism)
2
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