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Abstract: The purpose of this paper is to show that P (φ)2 Euclidean quantum
field theories satisfy axioms of the type advocated by Graeme Segal.
1. Introduction
Throughout this paper, we fix (a bare mass) m0 > 0, and a polynomial P : R→
R which is bounded from below.
If Σˆ is a closed Riemannian surface, the classical P (φ)2-action is the local
functional
A : F(Σˆ)→ R : φ→
∫
Σˆ
(
1
2
(|dφ|2 +m20φ2) + P (φ))dA, (1)
where F(Σˆ) is the appropriate domain of R-valued fields on Σˆ for A. A heuristic
expression for the P (φ)2-Feynmann-Kac measure is
exp(−A(φ))
∏
x∈Σˆ
dλ(φ(x)), (2)
where dλ(φ(x)) denotes Lebesgue measure for φ(x) ∈ R.
It is notoriously difficult to understand the meaning of a generic heuristic
Feynmann-Kac expression. Such an expression may not be usefully represented
by a measure at all. However, for the P (φ)2 action (1), there is a well-known
interpretation of (2), as a finite measure on generalized functions,
e−
R
Σˆ
:P (φ):C0detζ(m
2
0 +∆)
−1/2dφC , (3)
where C0 = − 12π ln(m0d(x, y)), C = (m20+∆)−1, dφC is the Gaussian probability
measure with covariance C,
∫
: P (φ) :C0 denotes a regularization of the nonlinear
interaction, and detζ denotes the zeta function determinant.
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Our main purpose is to show that these Feynmann-Kac measures lead nat-
urally to a theory satisfying a primitive form of Segal’s axioms for a quantum
field theory: to a circle S1R of radius R, there is an associated Hilbert space, to
a compact Riemannian surface with geodesic boundary components there is an
associated operator, and these assignments have functorial properties consistent
with heuristic manipulations of path integrals.
The plan of the paper is the following.
In section 2 we introduce some notation used throughout the paper (we largely
follow the conventions in [9]). We also recall the primitive form of Segal’s axioms,
roughly expressed above.
In section 3, and Appendix A, we discuss the P (φ)2-Hilbert spaces. The
main point is that for P (φ)2 theories, in Segal’s framework, the Hilbert space is
independent of P , m0, and the metric on space (a union of circles). Moreover,
we can focus on the real part of the Hilbert space, which simplifies matters
somewhat. This real Hilbert space is defined in terms of the notion of the space
of half-densities associated to a measure class (Appendix A).
To define the vector that corresponds to a Riemannian surface with geodesic
boundary, in section 4 we consider the Feynmann-Kac measure which is associ-
ated to the double of the surface (following [9] or [15]). The fundamental result,
established by constructive field theorists in the 70’s, is that (3) is indeed a
well-defined finite measure.
In section 5, we show that the Feynmann-Kac measures naturally lead to a
representation of Segal’s category of compact Riemannian surfaces with geodesic
boundaries. The free case (P = 0) has been considered previously, and more
deeply, by Segal ([13],[14]), and, from a different point of view, by Dimock ([5]).
The main technical tool is the work of Burghelea, Friedlander, and Kappeler on
locality properties of zeta function determinants ([3]).
2. Preliminaries
Throughout this paper all function spaces are real, and all manifolds are oriented.
Suppose that X is a closed Riemannian manifold. The test function space
is D(X) = C∞(X ;R), with the Frechet topology of uniform convergence of all
derivatives. We will write f, g, h, .. for test functions. The space of distributions
is D′(X), with the weak topology relative to D(X). The Riemannian volume
induces a map with dense image
D(X)→ D′(X) : f → fdV. (4)
We will write φ, ψ, .. for distributions. The pairing of a test function and distri-
bution will be denoted by (f, φ).
The positive Laplacian on functions will be denoted by∆ = ∆X , and C(m,X)
will denote the operator (m2+∆)−d/2, where d = dim(X). In this paper we will
only consider d = 1, 2. We will often abbreviate C(m,X) to C, when there is
minimal risk of confusion.
The Gaussian probability measure on D′(X) with Cameron-Martin Hilbert
space
W d/2(X,m) = {φ : C(m,X)−1/2φ ∈ L2(X, dV )}, (5)
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with inner product
〈φ, ψ〉Wd/2 =
∫
X
C−1/2φC−1/2ψdV, (6)
will be denoted by dφC(m,X). Heuristically,
dφC = dφC(m,X) =
1
Z e
− 12
R
X
φ(m2+∆X )
d/2φdV dλ(φ), (7)
where dλ(φ) denotes the heuristic Riemannian volume on fields induced by dV ;
rigorously, the Fourier transform is given by
∫
e−i(f,φ)dφC = e
− 12 (f,Cf). (8)
Remark 1. (a) An f ∈ D(X) defines a linear function (f, ·) on D′(X). One has
∫
|(f, φ)|2dφC = |f |2W−d/2(X,m). (9)
Therefore there is an isometric injection
W−d/2(X,m)→ L2(dφC) (10)
(and this can be extended to an isomorphism of Hilbert spaces
Sˆ(W−d/2(X,m))→ L2(dφC), (11)
using normal ordering, where Sˆ(·) denotes a Hilbert space completion of the
symmetric algebra). Whereas we prefer to parameterize the Gaussian dφC using
the Cameron-Martin Hilbert space W d/2(X,m), others prefer to think in terms
of a random process indexed by the dual Hilbert spaceW−d/2(X,m) (see chapter
1 of [15] for a lucid discussion).
(b) Given x ∈ X , δx lies just outside of W−d/2, and hence does not quite
define an L2 random variable. This is one point of view on the main technical
difficulty of quantum field theory.
Lemma 1. If ρ is a positive constant, and ρX denotes the space obtained by
dilating all distances by ρ, then
dφC(m,ρX) = dφC(ρm,X). (12)
Proof. Let d = dim(X) and dVX the Riemannian volume for X . Then dVρX =
ρddVX , ∆ρX = ρ
−2∆X , and the Cameron-Martin norm for dφC(m,ρX) equals
∫
X
φ(m2 + ρ−2∆X)
d/2φρddVX =
∫
φ((ρm)2 + | ∂
∂θ
|2)d/2φdVX , (13)
the Cameron-Martin norm for dφC(ρm,X). ⊓⊔
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We will write S1R, rather than RS
1, to denote S1 with the metric ds = Rdθ.
Suppose that Σ is a compact Riemannian surface with boundary, S. We are
assuming that S has an intrinsic orientation which, at a given point, may or may
not agree with the orientation induced by Σ. We define W 1(Σ,m) to consist of
L2 functions with locally L2-integrable partial derivatives such that the norm
squared ∫
Σ
(dφ ∧ ∗dφ+ ∗m2φ2) =
∫
Σ
(|dφ|2 +m2φ2)dA <∞, (14)
where ∗ = ∗Σ denotes the star operator. This is consistent with (5)-(6), when
S is empty. As a topological space, W 1(Σ,m) is independent of m. When the
specific metric is not needed, we will simply write W 1(Σ).
Because S is smooth, smooth functions are dense in W 1(Σ). The restriction
map
C∞(Σ)→ C∞(S) (15)
extends continuously to a map, the trace,
W 1(Σ)→W 1/2(S), (16)
The trace induces a short exact sequence of topological spaces,
0→W 10 (Σ,m)→W 1(Σ,m)→W 1/2(S)→ 0. (17)
The orthogonal complement of the kernel is
W 10 (Σ,m)
⊥ = {φ ∈ W 1(Σ) : (m2 +∆)φ = 0 in Σ \ S}, (18)
the solution space of the Helmholtz equation. The quotient Hilbert space struc-
ture on W 1/2(S) is defined by a positive first order pseudodifferential operator
DΣ on S. The expression for this operator can be derived from the isomorphism
induced by the trace,
W 10 (Σ,m)
⊥ → W 1/2(S) : Φ→ φ = Φ|S . (19)
For a smooth solution Φ of the Helmholtz equation, using Stokes’s theorem,
∫
Σ
(dΦ ∧ ∗ΣdΦ+m2 ∗Σ Φ2) =
∫
Σ
d(Φ ∧ ∗ΣdΦ) =
∫
∂Σ
Φ ∧ ∗ΣdΦ (20)
(here ∂Σ denotes the boundary with induced orientation). Consequently
DΣφ = ± ∗S (∗ΣdΦ)|S , (21)
where the sign is positive if the intrinsic and induced orientations agree. When S
is totally geodesic, this is simply the unit outward normal derivative of Φ along
S. The operator DΣ is often referred to as the Dirichlet to Neumann operator.
The principal symbol of the operator D2Σ is the induced metric on T
∗S (see
subsection 4.4 of [3]).
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2.1. Segal’s definition (a primitive version). As in section 4 of [13], let Cmetric
denote the category for which the objects are oriented closed Riemannian 1-
manifolds, and the morphisms are oriented compact Riemannian 2-manifolds
with totally geodesic boundaries.
Definition 1. A primitive 2-dimensional unitary quantum field theory is a rep-
resentation of Cmetric by separable Hilbert spaces and Hilbert-Schmidt operators
such that disjoint union corresponds to tensor product, orientation reversal cor-
responds to adjoint, Cmetric-isomorphisms correspond to natural Hilbert space
isomorphisms.
Remark 2. (a). The naturality of the isomorphisms has to be spelled out in terms
of various commuting diagrams, which we will leave to the reader’s imagination
(see section 4 of [13] for some additional details).
(b) It is interesting to ask to what extent this definition captures the notion of
locality for a qft. Segal has recently advocated additional axioms, which address
the following two (apparent) shortcomings: (1) a generic surface does not have
many closed geodesics, and in particular a morphism may not be divisible (i.e.
expressible as a composition); and (2) a circle can be cut into intervals, and the
Hilbert space should be recoverable from data associated to the intervals (see
pages 424-425 of [13]).
(c) For a divisible morphism Σ : S → S, the definition implies that the
corresponding operator is trace class. In this case it also follows that the trace
equals the partition function of the closed surface obtained by sewing along S.
To show that P (φ)2 satisfies this primitive form of Segal’s axioms, we will do
the following.
To S1R we will associate a real Hilbert space, which we will ultimately denote
by H(S1), because this space will not depend on R, P , or m0. This space will
carry a natural Rot(S1) action. Since disjoint union of circles corresponds to ten-
sor product of Hilbert spaces, and a connected oriented Riemannian 1-manifold
is isomorphic to S1R, for a uniquely determined R, where the isomorphism is
determined up to a rotation, this determines the Hilbert space for more general
1-manifolds. Since we will work with real Hilbert spaces, we will not have to
explicitly keep track of duals.
Let Σ denote an oriented compact Riemannian surface with geodesic and
arclength parameterized boundary components. A component of ∂Σ is said to
be outgoing if the parameterization agrees with the induced orientation, and
ingoing otherwise. The union of outgoing boundary components will be denoted
by (∂Σ)out, and the union of ingoing boundary components will be denote by
(∂Σ)in. To this surface we will associate a trace class operator
Z(Σ) : H((∂Σ)in)→ H((∂Σ)out). (22)
Let |Σ| denote the morphism obtained from Σ by reversing the orientation
of all incoming circles. Because the Hilbert spaces we consider are real, so that
we can identify such a space with its dual, there are equalities
Z(Σ) = Z(|Σ|) ∈ H(∂Σ) = H(∂|Σ|). (23)
Suppose that Σ1 and Σ2 are two such surfaces, and the number of outgoing
boundary components of Σ1 is the same as the number of ingoing boundary
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components of Σ2. We can glue these Riemannian manifolds along (∂Σ1)out and
(∂Σ2)in to obtain another such surface Σ2 ◦Σ1. We will show
Z(Σ2 ◦Σ1) = Z(Σ2) ◦ Z(Σ1). (24)
3. The Hilbert Space H(S1).
To define the Hilbert space, we will use the notion of the space of half-densities
of a measure class. This is described in Appendix A.
Suppose that M > 0. For all of the P (φ)2 theories,
H(S1R) = H(C(M,S1R)) (25)
where C(M,S1R) is the measure class on D′(S1) represented by the probability
measure dφC(M,S1R) on D′(S1).
We also want to allow the possibility that M = 0. This is the nonfinite
measure
dφC(0,S1R) = limM↓0
√
2π
M
dφC(M,R). (26)
A real generalized function on S1 has a Fourier series
φ = φ0 +
∞∑
1
(φne
inθ + φ¯ne
−inθ) (27)
In these coordinates, if M > 0, dφC(M,S1R) is the infinite product of probability
measures
dφC(M,S1R) =
M√
2π
e−
1
2M
2φ20dλ(φ0)
∞∏
n=1
dµ(MR)n (28)
where
dµ(M)n =
(M2 + n2)1/2
2π
e−
1
2 (M
2+n2)1/2|φn|
2
dλ(φn) (29)
If M = 0, then
dφC(0,S1) = dλ(φ0)
∞∏
n=1
dµ(0)n . (30)
Note there is no dependence on R when M = 0.
Lemma 2. The measure class C(M,S1R) is independent of M ≥ 0 and R.
Proof. In addressing this question, we can ignore the φ0 factor.
Kakutani’s theorem (Theorem 2.12.7, page 92, of [1]), asserts that the two
infinite product measures∏
dµ(mr)n and
∏
dµ(MR)n (31)
are either equivalent or disjoint, and they are equivalent if and only if the inner
product between the corresponding positive half-densities is positive, i.e.
∞∏
n=1
∫ √
dµ
(mr)
n dµ
(MR)
n > 0. (32)
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In doing this calculation, we can clearly assume r = R = 1.
The nth factor of (32) equals
(M2 + n2)1/4(m2 + n2)1/4
2π
∫
C
e−
1
4 ((M
2+n2)1/2+(m2+n2)1/2)|xn|
2
dλ(xn) (33)
= n(1 +
M2
n2
)1/2(1 +
m2
n2
)1/2
2
(M2 + n2)1/2 + (m2 + n2)1/2
(34)
= (1 +
M2
n2
)1/2(1 +
m2
n2
)1/2
2
(1 + M
2
n2 )
1/2 + (1 + m
2
n2 )
1/2
(35)
This has a positive infinite product over n. ⊓⊔
We will need a more sophisticed result along these same lines. Suppose that
D is a positive classical pseudodifferential operator of order 1 on S, a compact
connected one-manifold (e.g. D = (M2 + ∆S1)
1/2). The principal symbol of
the operator D2 determines a Riemannian metric on S, hence a radius R. By
choosing an arclength coordinate Rθ, we can suppose S = S1 and the metric is
Rdθ.
Proposition 1. Let D1 and D2 denote two operators as above such that D1 and
D2 have the same principal symbols. Let Rdθ denote the corresponding metric.
Then the Gaussian measures µi with Cameron-Martin inner products
〈φ, ψ〉i =
∫
S
φDiψRdθ (36)
are equivalent.
Proof. Obviously
〈φ, ψ〉2 = 〈D−11 D2φ, ψ〉1 (37)
Because D1 and D2 are classical pseudodifferential operators, and they have the
same principal symbols,
D−11 D2 = 1 +A (38)
where A is a pseudodifferential operator of order −1. Because S is one dimen-
sional, A is Hilbert-Schmidt. This implies that the µi are equivalent (see Theorem
6.3.2, page 286, of [1], or Theorem I.23, page 41, of [15]). ⊓⊔
Since the Hilbert space corresponding to a circle is independent of R, M ,
and P , we will denote it simply by H(S1). More generally, given a closed 1-
manifold S, there is a measure class associated to W 1/2(S), and we will denote
the associated real Hilbert space of half-densities by H(S). This space is intrinsic
to S, and it is naturally isomorphic to the tensor product of the H(Si), where
the Si (ordered in some way) denote the connected components of S; see (5) of
Appendix A.
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4. Feynmann-Kac Measures
To define the trace class operators corresponding to surfaces, we will need a num-
ber of technical results about Feynmann-Kac measures for closed Riemannian
surfaces.
Suppose that Σˆ is a closed oriented Riemannian surface. Let {fk} denote an
orthonormal basis of real eigenfunctions for the positive Laplace operator, ∆,
where ∆fk = λkfk, 0 = λ0 < λ1 ≤ λ2 ≤ ... A generalized function on Σˆ has an
expansion
φ =
∑
φkfk = φ0 + ψ. (39)
In the coordinates φk ∈ R, dφC(M,Σˆ) is the infinite product measure
dφC(M,Σˆ) =
∏
dµ(M)n (40)
where
dµ(M)n =
√
M2 + λk
2π
e−
(M2+λk)
2 φ
2
kdφk (41)
We also define
dφC(0,Σˆ) = dλ(φ0)× dψC(0,Σˆ) = dλ(φ0)
∞∏
k=1
√
λk
2π
e−
λk
2 φ
2
kdφk (42)
Remark 3. (a) The measure dψC(0,Σˆ) is a Gaussian measure on D′(Σˆ)0, where
ψ ∈ D′0 means ψ(1) = 0 (D′0 is the dual of D/R), and the Cameron-Martin inner
product is ∫
Σˆ
dψ1 ∧ ∗dψ2. (43)
(b) The space D′0 depends on the C∞ structure of Σˆ (diffeomorphisms act
naturally on D/R, and hence its dual). The Cameron-Martin inner product de-
pends on the conformal structure of Σˆ (because it involves the star operator on
one-forms). The decomposition of distributions
D′(Σˆ) = R⊕D′(Σˆ)0 : φ = φ0 + ψ, (44)
as in (39), depends on the volume element of Σˆ (so that φ0 can be interpreted as
a distribution). Consequently the measure dφC(0,Σˆ) depends on the Riemannian
structure of Σˆ; the measure dψC(0,Σˆ) is conformally invariant.
Let C(M, Σˆ) denote the measure class of dφC(M,Σˆ).
Lemma 3. For constant ρ > 0, the measure class C(M,ρΣˆ) is independent of
M ≥ 0 and ρ.
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Proof. The independence ofM is essentially the same as for Lemma 2. The point
is that λk is asymptotically k.
We again apply Kakutani’s criterion for equivalence, as in (32). We can also
ignore the zero mode, φ0.
The nth factor,
∫ √
dµ
(M)
n dµ
(m)
n equals
(M2 + λn)
1/4(m2 + λn)
1/4
(2π)1/2
∫
R
e−
1
4 (M
2+λn+m
2+λn)|φn|
2
dλ(φn) (45)
= (
λn
2π
)1/2(1 +
M2
λn
)1/4(1 +
m2
λn
)1/4(
4π
2λn +M2 +m2
)1/2 (46)
= (1 +
M2
λn
)1/4(1 +
m2
λn
)1/4(1 +
M2 +m2
2λn
)−1/2 (47)
= 1 +O(
1
λ2n
) (48)
Thus the inner product is positive, and the measures are equivalent.
This proves the independence of M . The independence of ρ now follows from
Lemma 1. ⊓⊔
Remark 4. If Σˆ is replaced by a manifold of dimension d, and we consider an
action defined by a second order operator, then independence of mass holds if
and only if d < 4, because λn is asymptotic to n
2/d.
In the formulation of the following Lemma, we will use a basic fact, due to
Colella and Lanford, about the free field dφC(M,Σˆ). This will be used frequently
in the remainder of the paper. A typical configuration φ for the free field is not an
ordinary function (or even a signed measure). However, given a nice foliation of
Σˆ by 1-submanifolds, a typical configuration can be thought of as a continuous
function (of a transverse parameter) with values in distributions along the leaves.
A precise formulation of this, in the case of R2, can be found in [4] (Theorem
1.1, part (b), page 45, and see the paragraph following the Theorem, for further
comment).
Lemma 4. Suppose that c : S1R → Σˆ is an isometric embedding. Then the projec-
tion of dφC(M,Σˆ) to a measure on D′(S1) belongs to the measure class C(M,S1R).
Proof. Since dφC(M,Σˆ) is a Gaussian measure, its projection must be a Gaussian
measure. One way to calculate the image of a Gaussian is to consider the map
of Cameron-Martin spaces, which in this case is the trace map
W 1(Σˆ,M)→ W 1/2(S1), (49)
where the inner product on the target is determined by a positive first order
pseudodifferential operator D, obtained by considering theW 1 inner product on
Helmholtz solutions on Σˆ \ c(S1), as in (17)-(21).
To relate this directly to (17)-(21), cut the closed surface Σˆ along c to obtain
a compact surface Σ with two boundary components, one of which is positively
parameterized by c, and one of which is negatively parameterized by c. This
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induces a pseudodifferential operator DΣ on ∂Σ, as in (17)-(21). This yields
two pseudodifferential operators D± on S
1, corresponding to the positive and
negative c- parameterizations. The operator D = D+ +D−, by (21).
Thus D2 has principal symbol which is proportional to the induced metric on
T ∗S1, and the Lemma follows from Proposition 1 (recall also that the measure
class C(M,S1R) is independent of M and R, by Lemma 2).
Alternatively, if C(x, y) denotes the kernel for C(M, Σˆ), the covariance for
the projection is given by
C′(θ, θ′) = C(c(θ), c(θ′)). (50)
One can read off the principal symbols for C′ and its inverse D from the fact
that C is asymptotically − 12π ln(Md(x, y)), as d(x, y)→ 0. ⊓⊔
4.1. Normal Ordering. From now on we will use our fixed bare mass m0 > 0.
Let C = C(m0, Σˆ). If f ∈ D(Σˆ), then (f, ·) ∈ L2(dφC). By definition
: (f, ·)n :C= H(f,Cf)n ((f, ·)) ∈ L2(dφC), (51)
whereHαn denotes the nth Hermite polynomial for the Gaussian (2πα)
−1/2e−
1
2αx
2
dλ(x)
(there are a number of different ways to motivate this definition; see either sec-
tion 6.3 of [9] or chapter 1 of [15]). For example
: (f, ·)4 :C= (f, ·)4 − 6(f, Cf)(f, ·)2 + 3(f, Cf)2 (52)
One can define : (f, ·)n :C equally well for f ∈ W−1(Σˆ), because of (10).
Unfortunately, given a point x ∈ Σˆ, δx is not inW−1, and in fact it is impossible
to define (δx, ·) as a random variable with respect to dφC(m0,Σˆ) (the support of
this measure consists of genuine distributions). However, for n ≥ 0, it is possible
to define a regularization : (δx, ·)n :C , as a distribution; that is, given ρ ∈ D(Σˆ),∫
Σˆ
: (δx, ·)n :C ρ(x)dA(x) (53)
is a well-defined integrable random variable with respect to dφC . For example
(see section 8.5, page 152, of [9]),
: (δx, ·)4 :C= lim
t↓0
[(δt,x, ·)4 − 6(δt,x, Cδt,x)(δt,x, ·)2 + 3(δt,x, Cδt,x)2] (54)
where δt,x ∈ D(Σˆ) satisfies δt,x → δx as t ↓ 0. We will always choose the functions
δt,x to have compact support which shrinks to x, and for these functions to
depend smoothly on x.
Now suppose that we think of C as a kernel function (which we can do
because we have a Riemannian background, and in particular an area form). A
fundamental fact is that, near the diagonal,
C(m0, Σˆ)(x, y) = C0(m0, x, y) + Cf (m0, x, y), (55)
where C0(m0, x, y) = − 12π ln(m0d(x, y)) and Cf is smooth. We will often sup-
press the argument m0.
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For ρ ∈ D(Σˆ), we define
∫
: (δx, ·)n :C0 ρ(x)dA(x) = lim
t↓0
∫
H(δt,x,C0δt,x)n ((δt,x, ·))ρ(x)dA(x) (56)
For example
: (δx, ·)4 :C0= lim
t↓0
[(δt,x, ·)4 − 6(δt,x, C0δt,x)(δt,x, ·)2 + 3(δt,x, C0δt,x)2] (57)
Remark 5. This is local: the calculation of (δt,x, C0δt,x) depends on arbitrarily
small neighborhoods of x as t ↓ 0. In a first version of this paper, I claimed that
one could just as well use C. But in general this is false, because for fixed x,
there is a constant in the asymptotic expansion of C (the value Cf (x, x)), which
is not zero, and which is not locally determined.
One can also express (56) in terms of regularization by C: by a standard
formula for ‘finite change of Wick order’ (see (8.6.1) of [9]), (56) equals
[n/2]∑
j=0
n!
(n− 2j)!j!2j
∫
Cf (x, x)
j : (δx, ·)n−2j :C ρ(x)dA(x) (58)
For example
: (δx, ·)4 :C0=: (δx, ·)4 :C +6Cf (x, x) : (δx, ·)2 :C +3Cf(x, x)2. (59)
The important point is that these regularizations agree up to lower order terms.
In general we define : P ((δx, ·)) :C0 by linear extension. We will occasionally
abbreviate this simply to : P :C0 , or, if we need to display the argument, to
: P (φ) :C0 [rather than the more cumbersome : P ((δx, ·)) :C0 (φ)].
The following is one of the fundamental results of constructive quantum field
theory.
Theorem 1. Suppose that P (φ) is bounded below. Then exp(− ∫
Σˆ
: P :C0) ∈
L1(dφC(m0,Σˆ)).
This follows, with relatively minor modifications, from the arguments in sec-
tion 8.6 of [9], or V.2 of [15] (Note that a closed Riemannian surface is confor-
mally equivalent to a constant curvature surface, and hence by uniformization
can be presented as a nice bounded region with generalized periodic boundary
conditions, and conformally Euclidean metric - with the exception of the sphere).
Definition 2. The Feynmann-Kac measure for Σˆ is the finite measure on D′(Σˆ)
e−
R
Σˆ
:P :C0dA(x)detζ(∆+m
2
0)
−1/2dφC . (60)
At a heuristic level, we can say that the ζ-determinant is essential because
we have (for no good reason) normalized the free background dφC to have unit
mass; we have to add back in the Gaussian volume of the Cameron-Martin space.
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5. Surfaces, Operators, and Sewing
Suppose that Σ is a compact oriented Riemannian surface, with geodesic and
geodesically parameterized boundary components. We also initially assume that
all of the boundary components are outgoing, i.e Σ = |Σ|. We consider the
closed Riemannian surface
Σˆ = Σ∗ ◦Σ, (61)
where Σ∗ is the surface obtained by reversing the orientation of everything. Of
fundamental importance is the existence of a reflection symmetry through ∂Σ.
Let S denote ∂Σ, and C = C(m0, Σˆ). We will write
S∗(e
−
R
Σˆ
:P :C0dAdφC) (62)
for the projection of this measure to a finite measure on D′(S), which exists by
Lemma 4.
Definition 3. For Σ as above, we define
Z1(Σ) = Z1(|Σ|) = (S∗(e−
R
Σˆ
:P :C0dAdφC))
1/2 ∈ H(S), (63)
and
Z(Σ) = detζ(∆Σˆ +m20)−1/4Z1(Σ) ∈ H(S). (64)
For a closed surface Σˆ, we define Z(Σˆ) to be the integral of its Feynmann-Kac
measure.
Note that for a morphism Σ : S1 → S2, it follows immediately from this
definition that Z(Σ) represents a Hilbert-Schmidt operator.
Theorem 2. Suppose that Σ1 and Σ2 are two morphisms which can be com-
posed. Then
Z(Σ3) = Z(Σ2) ◦ Z(Σ1), (65)
where Σ3 = Σ2 ◦Σ1.
(b) Suppose Σ : S → S is divisible. Then Z(Σ) is trace class, and
trace(Z(Σ)) = Z(Σˆ), (66)
where Σˆ is the closed surface obtained by gluing Σ to itself along S.
The rest of this section is devoted to the proof of this Theorem. For (a) there
are three possibilities: both of (∂Σ1)in and (∂Σ2)out are empty, one is empty,
and neither is empty. The line of argument for each of these cases is exactly the
same, but the notational details vary. We will carry out all the details for the
second possibility.
There are basically four parts to the argument. In the first part, we study the
disintegration of the free Feynmann-Kac measure with respect to its projection
to a measure on generalized functions on the boundary. The second part involves
the local character of the nonlinear interaction. The third and fourth parts are
tightly intertwined: these parts concern the sewing properties for the normal-
ized background Gaussian measures, and the ζ-regularized Gaussian volumes,
respectively.
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5.1. Part 1. Decomposition of free backgrounds relative to traces. As above, we
initially suppose that Σ = |Σ|, with outgoing boundary S. The trace map
W 1(Σˆ)→W 1/2(S) : φˆ→ φˆS (67)
corresponds to a Hilbert space decomposition
W 1(Σˆ,m0) =W
1
0 (Σˆ,m0)⊕W 10 (Σˆ,m0)⊥. (68)
In turn,
W 10 (Σˆ,m0) = W
1
0 (Σ,m0)⊕W 10 (Σ∗,m0) (69)
and
W 10 (Σˆ,m0)
⊥ =W 1(Σˆ,m0) ∩ ker(∆+m20)|Σˆ\S . (70)
The latter space has two other realizations. On the one hand it is essentially
isomorphic to
W 1(Σ,m0) ∩ ker(∆+m20)|Σ\S , (71)
because a W 1-solution φˆs of the Helmholtz equation on Σˆ \ S is necessarily
even, i.e. invariant with respect to the mirror symmetry of Σˆ through S (the
even and odd parts of a Helmholtz solution would also be solutions; the odd part
vanishes on S, hence it must be identically zero); hence φˆs is determined by its
restriction to Σ, which we denote by φs. On the other hand it is also isomorphic
to W 1/2(S), with the inner product determined by 2DΣ, as in (21).
We now want to apply these Hilbert space decompositions to obtain decom-
positions of the corresponding Gaussian measures, in particular our background
Gaussian measures. In the following we will have to distinguish, for example,
between φˆ ∈ W 1(Σˆ,m0), and a typical φˆ in the support of dφˆC ; we will refer
to the latter as a random field (rather than introducing some additional nota-
tion). We will also implicitly invoke the theorem of Collella-Lansford, which, for
example, allows us to make sense of the restriction of a random φˆ to Σ or S.
The Gaussian measure dφˆC(m0,Σˆ) has a disintegration relative to its projection
to fields on S:
dφˆC(m0,Σˆ) =
∫
[dφˆC(m0,Σˆ)|φˆS = φ1]d(S∗(dφˆC(m0,Σˆ)))(φ1). (72)
The existence of this disintegration is a general fact (Proposition 13, section 2,
No. 7, of [2]). But as we will explain in the following paragraphs, the ‘normalized
conditional measure’ [dφˆC |φˆS = φ1] is a Gaussian probability measure centered
at (a classical solution corresponding to) φ1.
The Hilbert space decompositions (68) and (69), and the isomorphism (70),
imply that a sample field for the Gaussian dφˆC(m0,Σˆ) can be uniquely decom-
posed as a sum of independent terms:
φˆ = φˆ0 + φˆs = φ0 + φˆs + φ
∗
0, (73)
where φ0 (φ
∗
0, respectively) is a generalized function which is supported on Σ
(Σ∗, respectively) and vanishing on S, and φˆs is a solution of the Helmholtz
equation in Σˆ \ S, and determined by its (distributional) boundary value φ1 on
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S. We will write φ = φ0 + φs (φ
∗ = φ∗0 + φ
∗
s , respectively) for the restriction of
a random φˆ to Σ (Σ∗, respectively).
In particular for a.e. φ1, the φ1 (normalized) conditioned measure in (72) is
a direct product
[dφˆC(m0,Σˆ)|φˆ|S = φ1] = (74)
[dφC(m0,Σ)|φS = φ1]× [dφ∗C(m0,Σ∗)|φ∗S = φ1] (75)
Remark 6. (a) A random φ for [dφC(m0,Σ)|φS = φ1] is of the form φ = φ0+φs, φ0
is a normalized Gaussian with Cameron-Martin space W 10 (m0, Σ), and (φs)S =
φ1. Thus we could also write
[dφC(m0,Σ)|φS = φ1] = dφC(m0,Σ,D)(φ− φs) (76)
where C(m0, Σ,D) is the inverse ofm
2
0+∆Σ with Dirichlet boundary condition.
The right hand side is defined for all solutions φs of the Helmholtz equation in
Σ \S. If one considers a collar {0 ≤ t ≤ δ}×S1 ⊂ Σ for a boundary component
({t = 0}), then the Collela-Lanford theorem says that for any ǫ > 0, with
probability one, φ0 is a continuous function of t with values in W
−ǫ(S1), which
vanishes when t = 0.
(b) To this point we have not given an independent meaning to C(m0, Σ)
or dφC(m0,Σ). The measure dφC(m0,Σ) can be understood as the Gaussian with
Cameron-Martin space W 1(Σ,m0) (see (14)); a random φ is a restriction of a
random φˆ to Σ. However ‘C(m0, Σ) = (m
2
0+∆)
−1’ does not have an independent
meaning, in reference to Σ alone (because we are interested in a free boundary
condition, which is why we introduce the double of Σ).
In terms of this notation, and using reflection symmetry through S, we obtain
the following
Lemma 5. The pushforward measure Z1(Σ)2 (see Definition 3), is given by
(∫
φˆ0
e−
R
Σˆ
:P (φˆ):C0 [dφˆC(m0,Σˆ)|φˆ|S = φ1]
)
d(S∗dφˆC(m0,Σˆ))(φ1) (77)
=
(∫
e−
R
Σ
:P (φ):C0 [dφC(m0,Σ)|φ|S = φ1]
)2
d(S∗dφˆC(m0,Σˆ))(φ1), (78)
We now turn to the setup of the theorem.
Suppose that we are given Σ1 and Σ2. We first suppose that Σ1 has empty
incoming boundary, and Σ2 has nonempty outgoing boundary. Thus Σ3 = Σ2 ◦
Σ1 also has empty incoming boundary.
Let S1 denote the outgoing boundary ofΣ1 (which is the same as the incoming
boundary for Σ2), and let S2 denote the outgoing boundary for Σ2. We will
write φ for a field on Σ1. This field has a decomposition φ = φ0 + φs, where
φ0 is Gaussian and φs is a solution of the Helmholtz equation and determined
by the boundary value φS1 . We will similarly write ψ for a field on Σ2, with
decomposition ψ = ψ0 + ψs. We will also write φi for a field on Si, and Ci will
denote the covariance (m20 +∆)
−1 associated to |Σˆi|.
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For Σ3 = Σ2 ◦Σ1, there is a finer decomposition, corresponding to the trace
map
W 1(Σ3)→W 1/2(S1)⊕W 1/2(S2) (79)
and the isomorphism
W 10 (Σ3,m0) = W
1
0 (Σ1,m0)⊕W 10 (Σ2,m0). (80)
A random field Φ on Σ3 with distribution dΦC3 can be written as a sum of
independent Gaussians
Φ = φ0 + ψ0 + Φ
s, Φs = φs ⊔ ψs (81)
where φs and ψs (are random Helmholtz solutions, as before, and) have com-
mon boundary value φ1 on S1, ψs has boundary value φ2 on S2, and the dΦC3 -
distribution for Φs, in the coordinates (φ1, φ2), is a Gaussian measure with co-
variance (m20+∆Σˆ3)
−1 restricted to S1∪S2. We will write the dΦC3 distribution
for Φs as dΦsC3 .
5.2. Part 2. Locality of nonlinear interactions. We now want to calculate∫
φ1∈D′(S1)
Z1(Σ2)Z1(Σ1) (82)
where the integral is over the common boundary value φ1 = φS1 = ψS1 . By
Lemma 5 this
=
∫
φ1
(∫
e
−
R
Σ1
:P (φ):C0 [dφC1 |φS1 = φ1])
)
(S1∗(dφˆC1))
1/2(φ1) (83)
(∫
e
−
R
Σ2
:P (ψ):C0 [dψC2 |ψSi = φi)
)
((S1 ⊔ S2)∗(dψˆC2))1/2(φ1, φ2) (84)
Proposition 2. For a random field Φ as in (81),∫
Σ1
: P (φ) :C0 +
∫
Σ2
: P (ψ) :C0=
∫
Σ2◦Σ1
: P (Φ) :C0 , a.e. [dΦC3 ] (85)
Proof. We first remark that we have not indicated the dependence of C0 =
− 12π log(m0d(x, y)) on the underlying surface, because when there is an ambigu-
ity, the metrics are the same. The proposition follows from the definition (56)
for C0-regularization, and Remark 5. ⊓⊔
Corollary 1. ∫
φ1
Z1(Σ2)(φ2, φ1)Z1(Σ1)(φ1) (86)
=
∫
φ1
FP (φ2, φ1)((S1 ⊔ S2)∗(dψˆC2))1/2(φ1, φ2)(S1∗(dφˆC1))1/2(φ1) (87)
where
FP (φ2, φ1) =
∫
e
−
R
Σ3
:P (Φ):C0 [dΦC3 |ΦS1 = φ1, ΦS2 = φ2] (88)
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Proof. Proposition 2, applied to (83), implies that (86) equals
=
∫
φ1
(
∫
e
−
R
Σ3
:P (Φ):C0 [dφC1 |φS1 = φ1]× [dψC2 |ψS1 = φ1, ψS2 = φ2]) (89)
((S1 ⊔ S2)∗(dψˆC2))1/2(φ2, φ1)(S1∗(dφˆC1))1/2(φ1) (90)
By (81) dΦC3 is obtained by (normalized) conditioning dφC1 × dψC2 so that
(φs)S1 = (ψs)S1 . Thus
[dφC1 |φS1 = φ1]× [dψC2 |ψS1 = φ1, ψS2 = φ2] (91)
= [dΦC3 |ΦS1 = φ1, ΦS2 = φ2] (92)
Inserting this into (90) yields the proposition. ⊓⊔
5.3. Parts 3 and 4. Sewing of normalized background measures and ζ-regularized
volumes. Now we need to compare the expression in Corollary 1 with Z1(Σ3).
By Lemma 5
Z1(Σ3) =
∫
e
−
R
Σ3
:P (Φ):C0 [dΦC3 |ΦS2 = φ2]((S2)∗(dΦˆC3))1/2(φ2). (93)
=
∫
FP (φ2, φ1)([dΦ
s
C3 : Φ
s
S2 = φ2])((S2)∗(dΦˆC3))
1/2(φ2) (94)
where FP is as in Corollary 1.
To complete the proof of the Theorem, in comparing (86) and (94), it is clear
that we need to compare the measures (with values in half-densities) in the two
integrals. These measures do not depend upon P (all the P -dependence is in
FP ).
Proposition 3. Suppose that P = 0. For a.e. φ2, the following equality of mea-
sures on fields φ1 holds:
Z(Σ2)(φ2, φ1)Z(Σ1)(φ1) = (95)
[dΦsC3 |ΦsS2 = φ2](φ1)Z(Σ3)(φ2) (96)
Remark 7. (a) The measures involved in this statement are Gaussian, hence emi-
nently computable. The nontrivial content of the statement involves understand-
ing the way in which ζ-determinants mesh with the determinants which arise in
calculating compositions of half-densities.
(b) Since [dΦsC3 |ΦsS2 = φ2] is a probability measure, the free version of the
Theorem follows from this proposition by integrating 1 on both sides:
∫
φ1
Z(Σ2)(φ2, φ1)Z(Σ1)(φ1) = Z(Σ3)(φ2). (97)
At the projective level, this equality has an important interpretation in terms
of the composition of Lagrangian subspaces (see page 147 of [10] or [16] for
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the general definitions). Given a 1-manifold S, let Q(S) denote ‘position space’
W 1/2(S). Then as Lagrangian subspaces, the composition of
W 10 (Σ1,m)
⊥ = {
(
φ1
DΣ1φ1
)
} ⊂ T ∗Q(S1) = Q(S1)⊕Q(S1)∗ (98)
(the Cameron-Martin space of Z1(Σ1)2, and Helmholtz solution space on Σ1)
with
W 10 (Σ2,m)
⊥ = {
(
φ2
Aφ2 +Bφ1
)
,
(
φ1
−(Btφ2 +Dφ1)
)
} (99)
⊂ T ∗Q(S2)× T ∗Q(S1) (100)
(the Cameron-Martin space of Z1(Σ2)2, and Helmholtz solution space on Σ2,
where DΣ2 has been written as a 2× 2 matrix, as in (108) below, and the minus
sign has been inserted because the intrinsic orientation of S1 is opposite the
Σ2-induced orientation (see (21)), is
W 10 (Σ2 ◦Σ1,m)⊥ = {
(
φ2
DΣ3φ2
)
} ⊂ T ∗Q(S2) (101)
(the Cameron-Martin space of Z1(Σ3)2, and Helmholtz solution space on Σ3).
Proof. In the course of the proof, we will apply Theorem B of [3] a number of
times. In applying this theorem, when we consider the Laplacian ∆Σi , it will be
understood that we are imposing a Dirichlet boundary condition.
Reflecting the decomposition (73), Theorem B of [3] implies that
detζ(m
2
0 +∆Σˆi) = detζ(m
2
0 +∆Σi)detζ(2DΣi)detζ(m
2
0 +∆Σ∗i ) (102)
= detζ(m
2
0 +∆Σi)
2detζ(2DΣi). (103)
Reflecting the decomposition (81), a slightly extended version of Theorem B
implies that
detζ(m
2
0 +∆Σ3) = detζ(m
2
0 +∆Σ1)detζ(m
2
0 +∆Σ2)detζ(DΣ1,Σ2) (104)
where DΣ1,Σ2 is the pseudodifferential operator on S1 which has an inverse with
kernel (m20 +∆Σ3)
−1.
The statement of the proposition involves half-densities, in the variable φ2.
To prove the proposition, it suffices to show that
Z(Σ∗1)(φ∗1)Z(Σ∗2 )(φ∗1, φ2)Z(Σ2)(φ2, φ1)Z(Σ1)(φ1) = (105)
[dΦsC3 |ΦsS2 = φ2](φ1)Z(Σ3)2(φ2)[dΦ∗sC3 |Φ∗sS∗2 = φ2](φ
∗
1), (106)
as measures on random fields φ1, φ2, and φ
∗
1. To clarify the notation involved in
the statement, there is an underlying factorization
Σˆ3 = Σ
∗
1 ◦Σ∗2 ◦Σ2 ◦Σ1, (107)
and φ1 is a random field on S1, the outgoing boundary of Σ1, φ2 is a random field
on S2, the outgoing boundary of Σ2, and φ
∗
1 is a random field on S
∗
1 , the outgoing
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boundary of Σ∗2 . To prove (106), we will compute the Fourier transforms of both
sides.
Our strategy of proof will involve first doing some intermediate calculations
heuristically (which should serve the dual purpose of illuminating the meaning of
the statements), and then justifying the answers (by noting that the calculations
are valid in finite dimensions, and taking limits).
We will write DΣ2 as a 2× 2 matrix,
DΣ2 =
(
A B
Bt D
)
(108)
relative to the coordinates (φ2, φ1). Thus for example D has the following mean-
ing: given φ1, calculate the Helmholtz solution on int(Σ2) which has boundary
value φ1 on S1 and vanishing boundary value on S2; then Dφ1 is the inward
(from the perspective of Σ2) normal derivative along S1. We will use the two
identities:
DΣ1 +D = DΣ1,Σ2 (109)
A−B(DΣ1 +D)−1Bt = DΣ3 (110)
The first is straightforward. The second is a coordinate expression of (b) of
Remark 7, because (110) is equivalent to
DΣ3φ2 = Aφ2 + Bφ1, −(Btφ2 +Dφ1) = DΣ1φ1. (111)
We will similarly write DΣ∗2 , in terms of A
∗, B∗, and D∗.
In the calculations which follow, we will, in intermediate heuristic steps,
use matrix notation for various pairings. For example the probability measure
Z1(Σ1)2 will be represented by the heuristic expression
det(2DΣ1)
1/2e−
1
2φ
t
1(2DΣ1 )φ1dφ1. (112)
We will also use the identity (valid in finite dimensions)
det(2DΣ2) = det(2D)det(2(A−BD−1Bt)), (113)
which follows from the factorization
2DΣ2 =
(
1 BD−1
0 1
)(
2(A−BD−1Bt) 0
0 2D
)(
1 0
D−1Bt 1
)
. (114)
We first calculate the Gaussian integral∫
φ1
e−i(f1,φ1)Z1(Σ2)(φ2, φ1)Z1(Σ1)(φ1) = (115)
∫
φ1
e−i(f1,φ1)det(2DΣ2)
1/4e
− 12 (φ
t
2,φ
t
1)
 
A B
Bt D
! 
φ2
φ1
!
(dφ1dφ2)
1/2 (116)
det(2DΣ1)
1/4e−
1
2φ
t
1DΣ1φ1(dφ1)
1/2 (117)
= det(2DΣ2)
1/4det(2DΣ1)
1/4 (118)
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∫
φ1
exp(−1
2
(
√
DΣ1 +Dφ1 +
√
DΣ1 +D
−1
(Btφ2 + if1))
t (119)
(
√
DΣ1 +Dφ1 +
√
DΣ1 +D
−1
(Btφ2 + if1))dφ1 × (120)
exp(
1
2
(Btφ2 + if1)
t(DΣ1 +D)
−1(Btφ2 + if1))exp(−1
2
φt2Aφ2)(dφ2)
1/2 (121)
= det(2D2DΣ1(DΣ1 +D)
−2)1/4det(2(A−BD−1Bt))1/4 (122)
e−
1
2 f
t
1(DΣ1+D)
−1f1eiφ
t
2B(DΣ1+D)
−1f1 (123)
e−
1
2φ
t
2{A−B(DΣ1+D)
−1Bt}φ2(dφ2)
1/2 (124)
(we also used (113) in the last step).
We now calculate, in terms of the identities (109)-(110) (and using reflection
symmetry), that ∫
e−i((f1,φ1)+(f2,φ2)+(f
∗
1 ,φ
∗
1)) (125)
Z1(Σ∗1 )(φ∗1)Z1(Σ∗2 )(φ∗1, φ2)Z1(Σ2)(φ2, φ1)Z1(Σ1)(φ1) (126)
= det(4D(DΣ1 +D)
−1DΣ1(DΣ1 +D)
−1)1/2det(2(A−BD−1Bt))1/2 (127)∫
e
− 12 (f
t
1D
−1
Σ1,Σ2
f1+f
∗t
1 D
−1
Σ∗1 ,Σ
∗
2
f∗1 )e
iφt2(BD
−1
Σ1,Σ2
f1+B
∗D−1
Σ∗1 ,Σ
∗
2
f∗1−f2) (128)
e−
1
2φ
t
22DΣ3φ2dφ2 (129)
= det(4(1 +D−1Σ1D)
−1(1 +D−1DΣ1)
−1)1/2det(2(A−BD−1Bt)(2DΣ3)−1)1/2
(130)
e
− 12 (f1,(m
2
0+∆Σ3 )
−1f1)+(f
∗
1 ,(m
2
0+∆Σ∗3
)−1f∗1 ) (131)
e
− 12 (B(m
2
0+∆Σ3 )
−1f1+B
∗(m20+∆Σ∗3
)−1f∗1−f2),(m
2
0+∆Σˆ3
)−1(B(m20+∆Σ3 )
−1f1+B
∗(m20+∆Σ∗3
)−1f∗1−f2)
(132)
The expression we have obtained for the Fourier transform is correct for
the following reasons. Our intermediate calculations are valid provided that
all the objects involved are understood to be finite dimensional. In particular
we can consider compatible compressions of the positive operators DΣ1, DΣ2 ,
DΣ∗2 , and DΣ∗1 . For example we can consider the positive operators pDΣ1p,(
p 0
0 p
)
DΣ2
(
p 0
0 p
)
,
(
p 0
0 p
)
DΣ∗2
(
p 0
0 p
)
, and pDΣ∗1 p, where p is the projection
corresponding to a bounded portion of the spectrum of DΣ1 (where DΣ2 is writ-
ten as in (108). As the cutoff p is removed, the Gaussian measure corresponding
to pDΣ1p will converge weakly to Z1(Σ1)2 (the Gaussian corresponding to DΣ1),
and so on. We also observe that
1
4
(2 +D−1DΣ1 +D
−1
Σ1
D) (133)
and
(A−BD−1Bt)−1(A−B(DΣ1 +D)−1Bt) (134)
= (1−A−1BD−1Bt)−1(1−A−1B(1 +D−1DΣ1)−1D−1Bt) (135)
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are of the form 1 + T , where T is trace class. This is true of (133), because
D−1DΣ1 = 1 +H , where H is Hilbert-Schmidt, hence
D−1DΣ1 + (D
−1DΣ1)
−1 = 2 + T, T = (1 +H)−1H2, (136)
and T is trace class (the fact is that D−DΣ1 is a smoothing operator, so that H
itself is trace class; this follows from use of (55). This is true for (135), because
A−1B and D−1Bt are smoothing operators. These considerations imply that
the determinants in the last line of (132) are well-defined. Furthermore, if we
insert the cutoff p, the corresponding determinants will converge, as p→ 1. This
implies that we can take a limit of finite dimensional approximations to justify
our formula for the Fourier transform (126).
We now claim that the Fourier transform of the left hand side of (106)
= det(m20 +∆Σˆ3)
−1/2e
− 12 (f1,(m
2
0+∆Σ3 )
−1f1)+(f
∗
1 ,(m
2
0+∆Σ∗3
)−1f∗1 ) (137)
e
− 12 (B(m
2
0+∆Σ3 )
−1f1+B
∗(m20+∆Σ∗3
)−1f∗1−f2),(m
2
0+∆Σˆ3
)−1(B(m20+∆Σ3 )
−1f1+B
∗(m20+∆Σ∗3
)−1f∗1−f2)
(138)
To justify this claim, we need to show
det(2DΣ12D(DΣ1 +D)
−2)1/2det(2(A−BD−1Bt)(2DΣ3)−1)1/2 (139)
detζ(m
2
0 +∆Σˆ2)
−1/2detζ(m
2
0 +∆Σˆ1)
−1/2 = detζ(m
2
0 +∆Σˆ3)
−1/2 (140)
Using (4.32) and (4.33), this is equivalent to
det(2DΣ12DD
−2
Σ1,Σ2
)1/2det(2(A−BD−1Bt)(2DΣ3)−1)1/2 (141)
detζ(2DΣ1)
−1/2detζ(2DΣ2)
−1/2detζ(DΣ1,Σ2)detζ(2DΣ3)
1/2 = 1 (142)
To simplify this, we will use the well-known fact that detζ(AB) = detζ(A)det(B),
when B = 1 + T , T trace class (see [8] or [12]). This implies that (142) is
equivalent to
detζ(2DΣ12D)
1/2detζ(2(A−BD−1Bt))1/2 (143)
detζ(2DΣ1)
−1/2detζ(2DΣ2)
−1/2 = 1 (144)
Together with the factorization following (113), this also implies that
detζ(2DΣ2) = detζ(2D)detζ(2(A−BD−1Bt)). (145)
Thus (146) is equivalent to showing that the multiplicative anomaly
F (2DΣ1, 2D) = detζ(2DΣ12D)
1/2detζ(2DΣ1)
−1/2detζ(2D)
−1/2 = 1 (146)
It is well-known that this vanishes, because D − DΣ1 is a smoothing operator
(see [8] or [12]).
We have now established that (138) is an expression for the Fourier transform
of the left hand side of (106).
We will now calculate the Fourier transform of the right hand side of (106),
along the same lines. As we did for DΣ2 , we will write DΣ1,Σ2 as a 2× 2 matrix
DΣ1,Σ2 =
(
α β
βt δ
)
(147)
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relative to the coordinates (φ2, φ1). The crucial fact is that B = β.
We first calculate (heuristically)
∫
φ1
e−i(f1,φ1)[dΦsC3 |ΦS2 = φ2]Z1(Σ3)(φ2) (148)
=
∫
φ1
e−i(f1,φ1)det(δ)1/2e
1
2φ
t
2(α−βδ
−1βt)φ2 (149)
e
− 12 (φ
t
2,φ
t
1)
 
α β
βt δ
! 
φ2
φ1
!
dφ1det(2DΣ3)
1/4e−
1
2φ
t
2DΣ3φ2(dφ2)
1/2 (150)
= det(2DΣ3)
1/4e−
1
2 f
t
1δ
−1f1eiφ
t
2βδ
−1f1e−
1
2φ
t
2DΣ3φ2(dφ2)
1/2 (151)
This implies ∫
e−i((f1,φ1)+(f2,φ2)+(f
∗
1 ,φ
∗
1)) (152)
[dΦsC3 |ΦsS2 = φ2](φ1)Z1(Σ3)2(φ2)[dΦ∗sC3 |Φ∗sS∗2 = φ2](φ
∗
1) = (153)
e
− 12 (f1,(m
2
0+∆Σ3 )
−1f1)+(f
∗
1 ,(m
2
0+∆Σ∗3
)−1f∗1 ) (154)
e
− 12 (β(m
2
0+∆Σ3 )
−1f1−β
∗(m20+∆Σ∗3
)−1f∗1−f2,(m
2
0+∆Σˆ3
)−1(β(m20+∆Σ3 )
−1f1−β
∗(m20+∆Σ∗3
)−1f∗1−f2)
(155)
This last equation is justified, by noting that the calculations leading to it
are valid in finite dimensions and taking limits.
Using B = β, it is now clear that the Fourier transform of the right hand
side of (106) equals (138). This proves (106), and completes the proof of the
proposition. ⊓⊔
As we remarked above, this proves part (a) of the Theorem, assuming that
the incoming boundary of Σ1 is empty and the outgoing boundary of Σ2 is
nonempty. The proofs in the other two cases for (a) involve straightforward
modifications.
To prove (b), suppose that Σ = Σ1 ◦Σ2. Then
trace(Z(Σ)) = Z(|Σ1|∗) ◦ Z(|Σ2|) = Z(|Σ1|∗ ◦ |Σ2|) = Z(Σˆ). (156)
(157)
This completes the proof of the Theorem.
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6. Appendix A: Half-Densities
Suppose that X is a standard Borel space, and C is a measure class on X . Let
C¯ denote the union of all measure classes which are absolutely continuous with
respect to C, and let C¯f denote the subset of finite measures. There is a real
separable Hilbert space, H(C), the space of half-densities relative to C, and a
bilinear map
H(C)×H(C)→ C¯f , (158)
which are canonically associated to C. We will define the space of half densities
in terms of its representations.
Fix a positive representative ν for C. There is an isomorphism of Hilbert
spaces
L2(X, ν;R)→ H(C) : f → f(dν)1/2, (159)
and in terms of this isomorphism, the map (158) is given by
f(dν)1/2 ⊗ g(dν)1/2 → fgdν (160)
If one chooses another positive representative for C, say µ, then
f(dν)1/2 = h(dµ)1/2 ⇔ f = h(dµ
dν
)1/2 (161)
where f ∈ L2(dν), h ∈ L2(dµ), and (dµdν )1/2 denotes the positive square root of
this positive function. In an obvious way, these identifications can be used to
give a formal definition of H(C).
We now list a number of elementary facts about spaces of half-densities.
(1) If C1 << C2, then there is a canonical isometric embedding
HC1)→ H(C2) : f(dν1)1/2 → f(dν1
dν2
)1/2(dν2)
1/2, (162)
where νi is a positive representative for Ci.
(2) The isomorphism (159), and the coordinate transformation (162), show
that there is a distinguished positive cone inside H(C), corresponding to non-
negative functions in (159). We will denote this cone by H(C)+. Given a positive
finite measure, ν, ν1/2 will denote the positive square root in the space of half
densities.
(3) The natural representation of L∞(C) by multiplication operators on L2(X, ν)
corresponds to a well-defined natural action
L∞(C)×H(C)→ H(C) : F ⊗ δ → F · δ (163)
Conversely given a faithful multiplicity free representation of a commutative Von
Neumann algebra
A×H → H, (164)
there is a measure class C, unique up to isomorphism, such that (164) is realized
as (163). This is a special case of the spectral theorem (see [6], page 210, theorem
2).
(4) Given disjoint measure spaces Ci, there is a canonical isomorphism
H(Ci)⊕H(C2)→ H(C1 ⊔ C2) (165)
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(5) Given a pair of spaces and measure classes (Xi, Ci), there is a measure
class C1⊗C2 on X1×X2 generated by C1×C2. There is a canonical isomorphism
H(C1)⊗H(C2)→ H(C1 ⊗ C2) (166)
(6) Suppose that ν is a finite positive measure belonging the measure class
C ⊗ C on X ×X . Then
ν1/2 ∈ H(C)⊗H(C), (167)
and hence ν1/2 can be interpreted as a Hilbert-Schmidt operator on H(C). This
operator is positivity-preserving:
ν1/2 : H(C)+ → H(C)+ (168)
(in [15], page 30, the phrase ‘doubly Markovian map’ is used for this property).
Given ν1 and ν2,
ν
1/2
1 ◦ ν1/22 = ν1/23 , (169)
where ν3 is another finite positive measure,
ν3(φ, ψ) = (
∫
η
ν1(φ, η)
1/2ν2(η, ψ)
1/2)2. (170)
This can be summarized as follows.
Proposition 4. The finite positive measures in C ⊗ C form a semigroup, with
multiplication (169), and this semigroup is represented by positivity-preserving
Hilbert-Schmidt operators on H(C).
(7) Now suppose that the Borel structure on X is derived from a locally
convex linear structure, and C is the measure class on X of a Gaussian measure
(chapter 2 of [1]).
Proposition 5. Suppose that ν1 and ν2 are Gaussian measures belonging to
C ⊗ C. Then ν3, as in (169)-(170), is a multiple of a Gaussian measure.
If X is finite dimensional, this is a consequence of the Theorem in section 3,
page 65 of [11]. The Proposition follows in a routine way, after rewriting Howe’s
formulas to account for normalizations of measures, by taking limits.
Acknowledgements. I thank Lennie Friedlander and John Palmer for useful conversations. I
also thank a referee for pointing out a serious error in a first version of this paper; see Remark
5.
References
1. V. Bogachev, Gaussian Measures, Mathematical Surveys and Monographs, 62, Amer.
Math. Soc. (1998).
2. N. Bourbaki, Elements of Mathematique, Fasc. XXXV, Livre VI: Integration, Ch IX, Ac-
tualites Sci. Indust., No. 1343, Hermann, Paris (1969).
3. D. Burghelea, L. Friedlander, T. Kappeler, Mayer-Vietoris type formulas for determinants
of elliptic operators, J. Funct. Anal., Vol. 107 (1992), 34-65.
4. P. Colella and O.E. Lanford, Sample field behavior for the free Markov random field, in
Constructive Quantum Field Theory, edited by G. Velo and A. Wightman (1973), 44-70.
24 Doug Pickrell
5. J. Dimock, Transition amplitudes and sewing properties for bosons on the Riemann sphere,
math-ph/0612072.
6. J. Dixmier, Les algebres d’operateurs dans l’espace Hilbertien, Gauthier Villars, Paris
(1969).
7. G. Folland, Introduction to Partial Differential Equations, Mathematical Notes, Princeton
University Press (1976).
8. L. Friedlander, PhD thesis, Dept. Math., MIT (1989).
9. J. Glimm and A. Jaffe, Quantum Physics, a Functional Integral Point of View, Springer-
Verlag (1981).
10. V. Guillemin and S. Sternberg, Geometric Asymptotics, (1977).
11. R. Howe, The oscillator semigroup, in The Mathematical Heritage of Hermann Weyl,
edited by R. Wells, Proceedings of Symposia in Pure Mathematics, Vol. 48 (1989) 61-132.
12. M. Kontsevich and S. Vishik, Geometry of determinants of elliptic operators, Functional
analysis on the eve of the 21st century, Vol. 1 (New Brunswich, NJ, 1993) 173-197, Progr.
Math. 131, Birkhauser, Boston, MA (1995).
13. G. Segal, The definition of conformal field theory, in Geometry and Quantum Field Theory,
edited by U. Tillmann, Oxford Univ. Press (2004) 423-577.
14. G. Segal, Lectures at Stanford University, 1996 and 2006, unpublished.
15. B. Simon, The P (φ)2 Euclidean (Quantum) Field Theory, Princeton Series in Physics
(1974).
16. A. Weinstein, Symplectic geometry, Bull. Amer. Math. Soc. 5, no. 1 (1981) 1-13.
