Abstract We propose an algorithm for determining the irreducible polynomials over finite fields, based on the use of the companion matrix of polynomials and the generalized Jordan normal form of square matrices.
Introduction and the main results
The problem of finding the irreducible polynomials over finite fields together with the related topic of the irreducible factorization of polynomials is one of central themes in the theory of finite fields and in the computational algebra, and has numerous applications in coding theory, cryptography, computational number theory. There are fairly complete surveys of the work in these areas: a comprehensive account of earlier results can be found in the monograph [7] , while [5] provides a survey of relatively recent work. The best known algorithm for polynomials irreducible factorization is Berlekamp's algorithm [1] . Typically, algorithms for finding irreducible polynomials over a finite field are derived from algorithms for irreducible factorization of polynomials provided that the irreducible decomposition has a unique factor. A well-known algorithm for determining irreducible polynomials over finite fields is Rabin's test [8] . There are other similar algorithms (see, for example, [6] , [9] ).
In this paper, we propose an algorithm for finding the irreducible polynomials over finite fields, which, in contrast to the aforementioned work, is based on the use of the companion matrix of a polynomial, the notion of the multiplicative order of a matrix and the generalized Jordan normal form of a linear operator (matrix).
The companion matrix of a polynomial f (t) = a 0 + a 1 t + a 2 t 2 + ... 
It is not difficult to check that the characteristic polynomial of the companion matrix [f ] is equal to f (t).
The multiplicative order (abbreviated to m.o.) of a square matrix A over a field F is the minimal positive integer l such that A l = E, where E is a unit matrix. For the existence of m.o.A it is necessary that detA = 0. This condition is also a sufficient condition, when F is a finite field F q , where q = p n , p is a prime, n is a positive integer. In this paper only finite fields F = F q are considered.
The m.o.
[f ] of the companion matrix [f ] of a polynomial f (t) over F q with a non-zero free term a 0 is called the order of f (t) and is denoted by ord f (t) ( [1] , Definition 3.2 and Lemma 8.26).
Let m be a positive integer, non-multiple of p. In this (and only in this) case there exist positive integers c such that q c − 1 is divided by m. Any such c is divided by the minimal such integer e. This e is called the multiplicative order of q(mod.m).
The main results of this paper are the following theorem and the algorithm, based on this theorem.
Theorem 1 Let F = F q be a finite field, where q = p n , p is a prime, n is a positive integer. Let f (t) be a unitary polynomial over F with a non-zero free term, [f ] be its companion matrix and
(1) l − E) for divisors l 1 < l 2 < ... of m. If for a divisor l < m of m the rank r < d, then f (t) is a reducible polynomial. Otherwise, it is irreducible. l . Remark 2. If we know one primitive unitary irreducible over a finite field F q polynomial f (t) of a degree d, then we can find all unitary irreducible over
where 
1) If f (t) is a reducible polynomial, then
2) The polynomial f (t) is irreducible if and only if (a) m is not divided by p,
Theorem 1 is obtained from Theorem 2 by choosing as matrix
2 Preliminary results
Generalized Jordan normal form.
Our proof of Theorem 2 is based on a theorem about generalized Jordan normal form of a matrix (linear operator) ( [4] , [2] , [3] ). According to this theorem any square matrix A over a field F is conjugated to a matrix J = P −1 AP , which is a direct sum of generalized Jordan blocks:
Such a matrix J for any matrix A is determined uniquely up to order of direct summands J i and is called the generalized Jordan normal form of A. Any generalized Jordan block J i is a square block-matrix of a form
where [g i ] is the companion matrix of a unitary irreducible over F polynomial g i (t), which is a divisor of the characteristic polynomial f (t) of A, W i is a square matrix with 1 in the lower left corner and 0 elsewhere. For example, if A is the companion matrix [f ] of a unitary polynomial f (t) and
is the irreducible factorization of f (t) with unitary irreducible polynomials g i (t), then A has the generalized Jordan normal form (4) with Jordan blocks J i , having on the main diagonal s i companion matrices of g i (t). Since under conjugation the multiplicative order, the rank and the characteristic polynomial of a matrix are preserved, the proof of Theorem 2 is reduced to the case, when A is a Jordan matrix (4).
Some results on block-matrices.
We use the following results on block-matrices.
The F-algebra of square matrices over the field
Below we use the following denotations:
Let for arbitrary i, j ∈ {1, ..., k} A ij be the matrix, formed by elements of matrix A, which are in intersections of lines
The matrix A can be considered as a block-matrix with blocks A ij , i, j = 1, ..., k andd is called the type of this block-matrix.
Let A, B ∈ M d (F) be considered asd-block-matrix with blocks A ij and B ij , respectively, and C = AB. Then the following property of block multiplication holds: the matrix C also can be considered as ad-block-matrix with blocks
Ad-block-matrix A, formed by blocks A ij , is called upper triangular blockmatrix, if all A ij are zero matrices under i > j.
In particular, any generalized Jordan block
Using the property of block multiplication, one can prove that 1) the product of two upper triangulard-block-matrices A and B with blocks A ij and B ij , respectively, is an upper triangulard-block-matrix and its diagonal blocks are 
[g] and r be the minimal integer such that p r ≥ d. Then
Proof. Considering J as an upper triangular block-matrix of the typed = (d ′ , ..., d ′ ), we get that J m ′ is a (usual) upper triangular matrix of a form E + N , where E is a unit matrix and N is an upper triangular matrix with zeros on the main diagonal, having non-zero elements directly after elements of the main diagonal. Therefore N is a nilpotent matrix with a nilpotent degree d.
Since the matrices E and N commute, then for any positive integer k we have
where C i k are the binomial coefficients. Since matrices E and N are defined over the field F q of characteristic p and the binomial coefficients C i k are multiple of p under i = 0, k, when k = p r for a positive integer r, we get that (E + N )
Then we obtain the equality (6). Theorem 3 is proved.
Using all previous results of this section, we get the following theorem. 
Theorem 4 Let
Note that Theorem 3.11 of [7] follows immediately from our Theorem 4, if take as matrix A the companion matrix [f ] of the polynomial f (t). By using the Theorem 3.11 of [7] , the inequality m ≤ q d − 1 of Theorem 1 of this paper can be obtained from the inequality p r LCM (m
In subsection 3.2 below this inequality is proved in a more general context of our Theorem 2.
On binomials t
For proving the basic results of this paper we also need the following theorem. If f (t) ∈ F q [t] is an arbitrary irreducible polynomial of degree d and (f (t)) is the prime ideal, generated by f (t), then F q [t]/(f (t)) is a finite field with q d elements and its multiplicative group is a cyclic group of order q d − 1. Recall that according to Cayley-Hamilton theorem, the matrix A is a root of f (t). Since by supposition f (t) is an irreducible polynomial, the extension F q (A) of the field F q by A can be considered as a matrix model of the field
On the other hand, the relation e = m.o.q(mod.m) implies that m divides q e − 1. If m = m.o.A, we get that A q e −1 = E. Thus, A is a root of the binomial b q,e (t). Since, according to Cayley-Hamilton theorem, the irreducible (characteristic) polynomial f (t) also has A as a root, then f (t) is decomposed in the field F q (A) = F b q,d (t) on the linear factors and, consequently, f (t) divides b q,e (t). Then, according to Theorem 5, d divides e.
Thus, we have proved that m is not divided by p and d = e = n.o.q(mod.m). To finish the proof of the direct implication of the second assertion of Theorem 2, left to prove that rk(A l − E) = d, if l < m and l divides m. We have that A l is a root of the binomial b q,d (t). Then according to Theorem 5 it is a root of an irreducible polynomial g(t), dividing b q,d (t), with a degree
Then the characteristic polynomial of A l is equal to g(t)
s and the generalized Jordan normal form of A l is a direct sum of s copies of companion matrices [g] . Therefore rk(A l − E) = d, if l < m. Now we prove the inverse implication of the second assertion of Theorem 2, i.e. the sufficiency the conditions (a), (b), (c) of Theorem 2 for irreducibility of the characteristic polynomial f (t) of matrix A. According to the subsection 2.1, it is sufficient to check it for Jordan matrices 4.
From the condition (a) and Theorems 3 and 4 we have that each Jordan block J i is the companion matrix of an irreducible polynomial g i (t).
From the condition (c) we get that all g i (t) have the sane multiplicative order m ′ and, consequently, a same degree
Hence according to 4
and according to Theorem 4
Then, using the condition (b) and the relations (9) . (10), (11), we get that k = 1. The second assertion of Theorem 2 is proved.
3.2 Proof of assertion 1 of Theorem 2.
In this subsection we check the inequality (3). Actually, it is sufficient to check this inequality for generalized Jordan matrices
If the unitary polynomial f (t) over F q is reducible over this field, then either f (t) = g(t)
s , where g(t) is a unitary irreducible polynomial over F q and the integer s ≥ 2, or f (t) = f 1 (t)f 2 (t), where f 1 (t) and f 2 (t)are different unitary (therefore non-constant) polynomials. Correspondingly, there are two following alternative possibilities for the Jordan normal form J of A:
(i) J consists of a unique generalized Jordan block, which has on the main diagonal s ≥ 2 companion matrices [g] of an irreducible polynomial g(t);
(ii) J is a direct sum of k ≥ 2 generalized Jordan blocks.
We check the inequality (3) for these two cases separately. Consider the case (i). Then J is a matrix of the size
. By using Theorem 3 and the inequalities 1) 
n , we obtain that the inequality (3) follows from (is equivalent to) the inequality
Under s ≥ 3 this inequality is true, because px ≤ p x , if x = 1, 2, and p < px ≤ p x , if x > 3. Under s = 2 the inequality (12), evidently, also is true, excepting the cases Thus, the inequality (3) is proved, excepting these three cases. Below we check that the inequality (3) holds in these cases as well.
(a) We have d ′ = 1, s = 2, d = sd ′ = 2 and from (7) we get that r = 1. Therefore the inequality (3) is reduced to the inequality p < p + 1.
(b) d ′ = s = 2, d = 4 and p is 2 or 3. Then the condition (7) implies r = 2. Consequently, the inequality (3) take a form p 2 < p 2 + 1.
The condition (7) gives r = 3 and the inequality (3) take a form p 3 < p 3 + 1. Thus, the inequality (3) for matrices J with a reducible characteristic polynomials f (t) is proved in the case (i).
Consider the case (ii). Let J be a direct sum of k Jordan blocks J i of sizes Then each such matrix has a characteristic polynomial g(t) s and its generalized Jordan normal form is equal to the direct sum of s copies of companion matrices [g]. This explicates Remark 2.
