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Sum m ary
Object based video representation is an essential step towards multimedia communica­
tions. Using video objects has many advantages including content based compression, 
editing and manipulation. The MPEG-4 standard is a black box definition for multi- 
media video - it defines how the video should be coded but does not specify how the 
object representation is obtained.
Accurate video segmentation is a very demanding problem due to the vast number of 
possible combinations of segmentation criteria and input data. Multimedia applications 
are also so numerous that any object segmentation system should be robust and use 
only general constraints from very limited prior knowledge.
Motion estimation using robust statistical analysis has been used to find object motion 
tha t is minimally biased by other objects and noise. A higher order search is shown to 
converge on the estimate in less iterations than other searches and a data “reliability” 
weighted search has been proposed to eliminate less meaningful data points as a route 
to further speed gains.
A directional approach to optical flow segmentation using iterative motion merging via 
model selection is used to find objects conforming to a planar facet model. This allows 
mosaics to be generated of objects for finding occlusions. Novel techniques are proposed 
to speed up the alignment of images in the mosaic that is required for dealing with the 
problem of accumulated errors, particularly with longer video sequences. A new shape 
adaptive phase correlation technique is proposed to assist dealing with object based 
motion estimation involving large displacements.
The algorithms and methods developed in this thesis provide a tool box to produce a 
multimedia video data structure that fits an MPEG-4 syntax, an essential criterion for 
acceptance in multimedia communications. The number of arbitrary set thresholds are 
minimised to a few insensitive parameters and should be image sequence independent.
K ey  words: object based video, multimedia video, video coding, motion estimation, 
motion segmentation, joint motion estimation-segmentation, robust statistics, influence 
functions, mosaic optimisation, sub mosaicing, object mosaicing, MPEG-4, representa­
tive pixels, reliability, model selection.
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Chapter 1
Introduction
Lao Tzu commented on the ultimate reality, “The Tao that can be expressed is not 
the eternal Tao” . Tlie same is true of the real world, we cannot measure anything to 
infinite accuracy but it is not really im portant because our bodies are happy to deal 
with approximate figures.
The level of precision available from current digital systems has meant tha t the human 
psycho audiovisual system can easily be fooled into thinking tha t most information 
presented is analogue. Our universe is slowly evolving into one where all the information 
we use can be approximated by a digital form. The key advantages available to the 
digital approximation are exact copying, lossless compression, precision m anipulation 
of data and error corrected coding. Exact copying means that a copy can be made of 
digital data that is identical to the original digital version. Lossless compression means 
that the data can be represented more compactly (using entropy coding algorithms, 
for example) with no degradation to the original signal. Precision manipulation means 
that a single digital element can be altered consistently in every digital sample set. 
Error correcting codes allow data to be transm itted with very high noise immunity. 
Should noise corrupt the signal, the corrupted part may be reconstructed from the 
data received correctly or only that part retransmitted.
Let us review some landmarks in “digital history” . Pulse Code Modulation (PCM) was 
invented by Alex H. Reeves in 1937. PCM uses a train of pulses as the carrier for a
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modulating signal that can only take certain discrete values. It was the first practical 
system to use a digital representation of a signal. It took until 1958 before the world 
was ready to use PCM in telephony. In 1965 Mariner IV sent back pictures from Mars 
using PCM. The noise immunity allowed images to be sent over 2,000,000 km with a 
transm itting power of just 10 W.
In January 1944 the world’s first switch programmable computer Collosus [65] was 
built to automate decoding of the supposedly impregnable Lorenz cipher. Collosus had 
a very powerful parallel design and the main bottleneck was data storage and transfer. 
High speed teleprinter paper tapes were used to input data at 5000 characters per 
second. Forty years later in 1983, the ‘Red Book’ standard was formalised resulting in 
the Compact Disc, a lightweight portable storage medium designed to store 74 minutes 
of high quality uncompressed digital sound. The CD proved very versatile in coping 
with storage requirements for audio, video and data. Seventeen years later, in 2001 
we have DVD - currently capable of storing 5.2 GB but with a design specification 
road map up to 16 GB. Digital video and audio products are ubiquitous in today’s 
society. They are usually small, portable and very convenient, see Figure 1.1. W ith 
such devices conies the need to manipulate recordings of the real world. The main 
reason is for presentation e.g. cutting out unwanted material but archiving and reuse 
of content are also important.
In this digital universe we have found that high quality recordings quickly use up stor­
age media and therefore compression techniques are highly desirable to reduce the size 
of the data. Furthermore, universal communications protocols such as the Internet, 
GSM, IEEE 1394 FireWire, USB and more conventional interchangeable storage such 
as Memory Stick or PocketZip allow rapid transfer of information. The content in 
our digital universe will only reach its full potential when all the devices in Fig. 1.1 
can be connected together and information shared. (The process for the development 
of this technology is known as Digital Convergence.) Presently, storage methods only 
facilitate block transfer of data for which there is an underlying redundancy. Taking 
DVD as an example; a movie may have multiple versions due to different sound track 
encodings, languages, censorship, special editions and so on. A large amount of com­
mon data is being repeated to accommodate these versions. If there was a method of
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F ig u re  1.1: Exam ples of Digital Devices
separating the common parts so they need not be repeated then compression would be 
obtained. Therefore, it would seem appropriate to formulate storage methods to allow 
easy separation, editing and retransmission.
The purpose of this thesis is to consider separation and coding for video sequences. 
The separated pieces may be called objects and therefore we will use the term  object 
oriented video coding. Multimedia communications requires the facility to use natural 
and/or synthetic video and to interact with the user in the presentation of these and 
other data types. The term multimedia video can be used to describe video tha t has 
been segmented so that the objects have meaning when considering interactions and 
presentation.
1.1 A pplications for O bject O riented Video C oding
C h ro m ak ey  an d  V ir tu a l S tud ios These are special effects that are very common in 
television production. They employ the use of a coloured screen or background. 
By choosing a special colour segmentation is easily carried out by filtering. How­
ever. there are many disadvantages to this technique, for example, consistent
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colour must be achieved across the background and lighting of the scene must be 
carefully controlled. Chromakey equipment typically contains hardware correc­
tion for lighting effects. An object based approach would mean cheaper studios 
and more relevant backgrounds for actors, who may have to avoid walking through 
virtual furniture etc.
V ideo C om m unications When transm itting video, sending only useful objects given 
a tight bit budget means that more detail can be used 011 areas of interest. As a 
general compression application, in a video conference call, only a few small areas 
of the video display change (the face, eyes, mouth). These can be segmented 
and transm itted as objects. Depending on the video sequence, not all objects are 
equally desirable. Some objects may be transm itted at a higher quality or others 
may change so slowly that they do not require constant updating.
Interactive Television Aside from entertainment, interactive TV can be used in ed­
ucational programmes, training, teleshopping etc. Objects are needed to help 
navigation purposes just like a World Wide Web application (this is known as 
hypermedia). The use of objects allows further refinement and tailoring of the 
data being accessed.
V ideo D atabase Search As more and more video data is stored it is essential to be 
able to use all the available indexing terms in a database search. W ithout objects, 
an area of video including background would have to be used as the search term. 
Many video database search engines use Query by Example or Query by Image 
Content hence an object oriented coding would make it easier to form a query 
and easier to index a video database
C ontent B ased E diting If each object in a video sequence is available separately 
then it is possible to substitute objects, add, delete, transform etc at the user’s 
leisure.
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1.2 O bjec t Segm entation
This subject has been the focus of a lot of research activity in recent years, partic­
ularly for those people involved in video coding standardisation efforts. In the UK, 
television is currently being transm itted in digital format making object separation the 
next logical step. Traditionally, video is available in “presentation” format, i.e. as a 
rectangular image. Compression systems take advantage of redundancy in the data 
and the approximating features of the human psycho audiovisual system. Television 
has always been dependent on these weaknesses.
One of the main problems with segmentation is the choice of criteria used to determine 
what defines an object. The criterion will determine whether the user considers the 
segmentation good or bad. In most cases, the user would not know anything about the 
segmentation until they tried to edit the information. In the video annotation problem, 
it is well known that any scene description is subjective. In segmentation, the same 
problem exists: If the method the user was using to segment the scene was known 
then it would be possible to build a system to use that segmentation criterion. T hat 
information is not available; alternatively, perceptual grouping and other psychological 
based methods could be used but it is also possible that a simple segmentation may be 
enough to satisfy the majority of applications.
There are many cues for segmentation available such as colour, texture and motion. 
Humans undoubtedly use a combination of cues especially motion, edges and depth. 
Motion is dependent on the domain it is evaluated over as it could be biased by other 
moving objects. Depth also requires knowledge of the domain. In a 2D video sequence 
the human brain probably compensates for lack of depth by using parallax cues and 
prior knowledge of object dimensions. Some combination of these cues would be ideal; 
however, depth recovery from a 2D video sequence has yet to reach a level of m aturity 
similar to that of motion estimation so for the purposes of this thesis motion has been 
selected as the focus.
Undoubtedly there is an enormous range of applications and input sources and each 
one will probably have some meta knowledge available that would make the task easier. 
However, it may be impossible to switch between the multiple constraints required to
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accommodate so many special cases that any good object oriented coding system should 
be independent of specific knowledge related to the actual source or application.
1.3 C ontribu tions and  O rganisation of th is  Thesis
In Chapter 2, the description of multimedia video is explored through a review of video 
coding standards, this allow a reference point to how the methods proposed in this 
thesis relate to the applications. Some initial assumptions are set out as they will 
support later developments.
The next three chapters are closely related to each other. In Chapter 3, motion estima­
tion techniques are explored and reviewed, including Phase Correlation, the convergence 
of optimisation methods and reliability measures. The majority of this thesis has been 
focused on motion estimation in the context of its use for segmentation. The proper­
ties of current motion search optimisation methods are analysed and the optimisation 
mathematics derived for search. The current popular methods are compared experi­
mentally in the context of global and local motion estimation of dominant objects with 
increasing immunity to noise from multiple motions.
The implementation of robust statistics in motion estimation is derived including the 
implementation of Levenberg-Marquardt optimisation. Reliability measures are devel­
oped and employed in a weighted gradient search. These show a marked speed up in 
motion search when using robust statistics.
In Chapter 4, segmentation using motion as the main cue is reviewed and developed. 
Candidate techniques are compared against a new statistical approach to optical flow 
tha t uses an iterative motion merging via model selection to obtain the final segmen­
tation.
In Chapter 5, the theory for the implementation and optimisation of mosaics is devel­
oped as this allows video objects to have more scope in terms of temporal continuity 
as well as a compact representation. By successively aligning object images, occluding 
objects can be removed from each object mosaic aiding the segmentation of Chapter
1.3. Contributions and Organisation o f this Thesis 7
4. Multi model motion estimation is used to enhance the stability of the initial align­
ment. Reliability weighting and the robust statistical approach from Chapter 3 are 
applied to mosaic optimisation to accelerate the optimisation procedure and improve 
the robustness; the practical problem of mosaicing longer image sequences is addressed.
In Chapter 6, the major features of the algorithms from Chapters 3-5 are outlined, 
along with a potential system that uses them all. The relationship between these 
methods to the MPEG-4 standard is also detailed.
In the final chapter conclusions are drawn and suggestions made for future work.
Chapter 1. Introduction
Chapter 2
Describing M ultim edia Video
Tlie fundamental core of multimedia video is object oriented data and its separation 
into a semantically or perceptually linked data structure. The MPEG-4 video coding 
standard specifies the definition of the syntax for object oriented video but leaves open 
the definition of objects and how they may be extracted. Furthermore, interactions 
between elements of a video coding system are also left open. This leaves scope for the 
coder to generate data objects as best fits the segmentation process.
In this chapter video coding standards are examined to identify how object oriented 
video may coexist with them. The definition of an object and the cues for finding them 
are then discussed.
2.1 C urren t Video Coding S tandards
It is essential to review video coding standards as they provide the vehicle in which 
video may be transm itted or stored and they also indicate something about the state 
of the art at their inception. They serve as a backdrop to the work in this thesis and a 
reference point as they usually influence the structure of the design of coding systems. 
MPEG is the ISO/IEC Moving Pictures Expert Group. Tlie standards tha t they have 
developed are all to do with video coding. Tlie International Telecommunications Union 
(ITU) lias made some Ii series recommendations regarding video coding. None of these
9
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standards documents demand a particular algorithm is used, they only specify the 
final coding syntax. This allows more advanced algorithms to be used as they become 
available. Proprietary standards such as AVI and QuickTime are not considered here.
M PE G -1 is for ‘Coding of moving pictures and associated audio for digital storage 
media at up to about 1.5 M bit/s’. This is typically used for progressively scanned 
video and any video displayed via a computer, through CDROM or VideoCD.
M PE G -2 is for ‘Generic coding of moving pictures and associated audio information’. 
This is an extension of MPEG-1 for higher resolutions, scalable and interlaced 
video; aimed at conventional television, digital CATV or DVD.
M P E G -4 is for ‘Coding of audio-visual objects’. This is a standard aimed at wide 
bit rate ranges for representation of a wide variety of data types, both synthetic 
and natural allowing for composition, interaction of objects and delivery media 
independence.
M P E G -7 is for the ‘Multimedia Content Description Interface’ and addresses the 
problem of describing multimedia content for searching and processing. Audiovi­
sual documents are represented by a hierarchical structure. Visual descriptions 
may be divided into colour, texture, shape, motion, location etc. Motion is fur­
ther subdivided into camera motion, object motion trajectory, parametric object 
motion, and motion activity [2].
M PE G -21 is for a ‘Multimedia Framework’. MPEG-21 is still in the requirements 
phase.
IT U -L B C  The ITU Low Bitrate Coding (LBC) group produced H.261, for a ‘Video 
codec for audiovisual services at p x 64 k b it/s’. This was later extended to become 
recommendation H.263/H.263+ ‘Video coding for low bit rate communication’ for 
use in H.320 ‘Narrow-band visual telephone systems and terminal equipment’. 
These standards are aimed at low bit rate video and video conferencing.
All of MPEG-1, MPEG-2, H.261 and H.263 use block based schemes. In a block based 
scheme, each image is partitioned into equal sized blocks. Motion estimation and com­
2.2. MPEG-4 in More Detail 11
pensation are performed on each block. For these standards the residual (error) signal 
for each block is coded by the Discrete Cosine Transform. Most of the compression 
is achieved through the redundancy removed in these two stages. Entropy coding fur­
ther reduces the size of the data. W ithout compression, broadcast quality television 
would require a bit rate of approximately 100 Mb/s. MPEG-4 also contains a block 
based coding mode. Each block could be considered as an individual object but block 
boundaries rarely coincide with object boundaries and do not account for occlusions 
(covering and uncovering of other objects).
MPEG-7 and MPEG-21 are ongoing processes and do not concern themselves with 
the actual object definition or segmentation processes. MPEG-4 is the most relevant 
standard as it deals with object based video.
2.2 M P E G -4  in M ore Detail
MPEG-4 [17, 45] is not aimed at a single specific task but is considered a tool box to give 
multiple solutions. This means that as a standard it is very large but any one application 
would likely use only a small part of it. The aim was to look at the convergence of TV, 
film, entertainment, computing and telecommunication for which some key features can 
be said to be content-based interactivity, compression and universal access.
MPEG-4 can be considered an extension of MPEG-1 and MPEG-2. MPEG-4 has 
block based and overlapping motion compensation modes as well as an object coding 
mode. The advantages of an audio-visual object coding are that it allows random access 
of content (enabling interaction) plus extended manipulation of content; objects can 
be reused and reorganised; objects are coded individually allowing separate decoding, 
reconstruction and content-based scalability.
Programmable decoders are supported for new coding techniques as they become avail­
able. The syntax incorporates delivery control to ensure correct timing and a compos­
itor to use the scene description information with the decoded object data to render 
a final scene. Composition is well defined but rendering is terminal specific and hence 
subjective. This can represent something of a problem because it becomes difficult to
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utilise the trade off between coding effort and image quality.
MPEG prefers to specify the components of the standard (“tools”) instead of complete 
systems. In order to guide industry, groupings of tools to achieve particular results are 
suggested called “profiles” . In version 1 of the standard there were 5 visual profiles for 
natural video which are detailed below to illustrate their purpose:
Sim ple uses rectangular video objects, aimed at applications on mobile networks.
Sim ple Scalable extends the simple profile to temporal and spatial scalable objects. 
This is intended for services which can offer multiple levels of service quality like 
the Internet.
Core extends the simple profile with arbitrary shaped video objects and temporal 
scalability, aimed at applications with simple content interactivity.
M ain extends the core profile to include interlaced, semi transparent and sprite ob­
jects. This is aimed at applications that can offer full interactivity and broadcast 
quality, such as DVD.
N -b it extends the core profile to cope with video objects with jfixel depths between 
4-12 bits, aimed at surveillance applications where the pixel representation may 
be different.
In the main visual profile, MPEG-4 makes provision for a special type of video object 
memory called sprites. Sprites (also known as mosaics) are the result of aligning several 
images together and are the focus of Chapter 5. There are currently 19 profiles, 7 of 
them aimed at synthetic and synthetic/natural hybrid content.
The tools included are for shape coding, motion estimation and compensation, texture 
coding, error resilience, sprite coding and scalability. The object structure can be 
described using Figure 2.1. At the lowest level, a Video Object Plane contains a sample 
of some part of an object. These can be grouped together into a Group Of Video Object 
Planes (Group of VOPs) and coded into different scales at the Video Object Layer. The 
Video Object contains everything related to a single 2D object. All objects are encoded 
in the Session.
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Figure 2.1: MPEG-4 Object Structure
The different levels in this system give us a reference to how objects need to be sepa­
rated. The less separation, the higher the level. The number of levels and separation 
also dictate the amount of object interactivity that is available. It is doubtful tha t the 
full object structure is being utilised in the current generation of MPEG-4 coded ma­
terial due to the fact that the segmentation problem has yet to be solved satisfactorily.
2.3 A ssum ptions
Motion should be a good cue for segmentation, otherwise we would not make the 
linguistical distinction between still and moving pictures. In the context of multimedia 
video, there are so many applications and potential source video sequences it would be 
illogical to restrict a system to only one type of input based on prior knowledge. The 
only assumption that will be made is that a video shot has been segmented. A shot is a 
basic sequence of video taken from a single camera. Shot change detection methods [81] 
can be used to perform a first stage segmentation. If the single shot assumption cannot 
be relied upon then assumptions can be made regarding the consistency of objects
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found in the sequence. For example, if many objects appear to “die” simultaneously 
and in the same frame several new objects are “born” it is quite likely that a shot 
change took place. This is similar to shot change methods that rely on analysis of 
motion compensated differences. More complex shot changes such as fades, dissolves 
and zooms can also occur which would present more difficulty but this is beyond the 
scope of this thesis.
A simplified video object segmentation system can be summed up in the block dia­
gram given in Figure 2.2. Joint motion estimation-segmentation refers to the problem 
of finding the segmentation and motion simultaneously; the two quantities may be 
coded separately if required. Most parameters would vary smoothly over time, e.g. 
the velocity of an object, suggesting that a parameter memory should be used. The 
other implication is that initialisation of the system will be the hardest part. Both 
motion and segmentation can be based on previous values - most approaches to motion 
estimation-segmentation are optimisation based so that given a good start point the 
solution will be found faster.
O BJECTS  
MOTION
SEGMENTATION
\
M EM ORY
 ----------   MOSAIC
F ig u re  2.2: Basic System  Block Diagram
In general most applications can be performed offline or in parallel and hence execution 
time is not always a problem but some applications do require real time processing (e.g. 
video conferencing) and it would be desirable to have a solution that can deal with both 
on and off line processing. In the next chapter the motion estimation problem will be 
examined in isolation as it is the main cue but there will be a strong awareness of 
the goals of segmentation. In Chapter 4 motion estimation and segmentation will be 
combined together to formulate a full segmentation scheme.
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Chapter 3
M otion Estim ation
Motion compensation is a central feature of video coding [59, 36, 58]. The standards 
studied in Chapter 2 rely on good quality motion estimation in order to achieve high 
compression ratios. The motion estimation part of any encoder is also one of the most 
computationally expensive tasks, as it is an optimisation procedure with a potentially 
very large number of solutions. Provided that the estimated motion is of high quality, 
many applications are possible. Segmentation by motion is also a very demanding 
problem, some of the assumptions required by segmentation are contradictory to those 
required by motion estimation. Awareness of the segmentation problem should be taken 
into account when dealing with motion estimation. As motion is the strongest cue, the 
goal is to analyse the estimation of motion so that it can be found reasonably quickly 
in a segmentation compatible way.
In this chapter the main motion estimation methods are scrutinised and their appli­
cation to segmentation is discussed. These techniques are extended by the following 
novel methods: higher order search is proposed to find motion vectors faster and more 
accurately, the Levenberg-Marquardt approximation is formulated for use within a 
statistically robust algorithm. Finally, the convergence is improved by using a new 
reliability weighted search algorithm.
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3.1 P rincip les and A ssum ptions
Finding the motion between a pair of images adjacent in a video sequence is an ill 
posed problem. If we ignore noise that can be present in the images due to electrical 
and optical effects we are left with a large degree of indeterminacy.
Let us first define the framework of the motion estimation and segmentation problem. 
In a typical video sequence there is no 3D information pertaining to the images that 
are observed. We only know that we have a 2D projection of the 3D scene. A 2D 
projection that approximates a 3D motion is known as a homography. Any change 
between images must be modelable by a 2D to 2D projection, yet the true motion of 
the objects in the scene is 3 dimensional (e.g. it is not possible to tell if the camera is 
moving towards the object or the object towards the camera). Several motion models 
are known to be suitable for 2D-2D projections, as will be given in the next section.
The apparent velocity of intensity on the 2D projection is known as optical flow. The 
actual projection of the 3D motion into 2 dimensions results in a 2D motion field. The 
terms optical flow and motion field are often used interchangeably, furthermore, optical 
flow tends to be used to describe a dense (vector per pixel) motion field.
A motion field is typically a matrix of motion vectors corresponding to how each pixel 
or block of pixels is moving. This may also be defined as a set of motion vectors each 
with an associated domain over which they apply.
We also know that image intensity tends to vary smoothly. Global illumination changes 
do occur but only infrequently, local illumination changes due to shadows and reflections 
are much more likely. Another problem is the aperture effect. If we look very closely 
at a moving edge we can only perceive the component of motion perpendicular to the 
edge.
W ithin an object it is quite common to assume that motion is smooth due to spatial 
coherency. The motion of each pixel is related to adjacent pixels. However, at object 
boundaries there are motion discontinuities. It is quite common to assume that in 
general the motion field is small due to the fact that successive frames in a video 
sequence are separated by a small time interval, e.g for PAL video the frame period is
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0.04 seconds. W ithin an object there can be strong surface variations (causing parallax 
effects), weakening this assumption.
It can also be assumed that any general motion may be well approximated by piecewise 
translation (this is the reason for the success of the block based motion algorithms).
W hen segmenting based on motion, we assume that all objects we are interested in are 
moving. If the object retains a constant velocity then it is more convenient for tracking 
over multiple frames. Segmentation is represented by an arbitrary label for every pixel. 
Where the label is the same, the segmentation is the same. The label may be defined 
for a shaped area over which all pixels share the same label.
A brupt changes in the motion field should correspond to changes in the segmentation 
label, implying that within a segmentation label, the motion is smooth. A common 
assumption is that the intensity or colour is also smooth across an object label.
Occluded (covered) objects may appear to be many separate objects moving with the 
same motion, until they are observed as a single object, therefore history and context 
play an im portant role.
3 .1 .1  M o tio n  M o d els
A hierarchy of motion models each corresponding to a more complex form of the 2D-2D 
projection between images is shown in Table 3.1. Each model has progressively more 
degrees of freedom and hence care must be taken in choosing an appropriate model else 
false parameter values may be found and/or search time will be much longer due to 
the increased dimensionality of the search space.
Given two successive frames from an image sequence 7o and A, the Displaced Frame 
Difference (DFD) defines the error between pixel x  =  (x , y) and the projected pixel 
position x ' =  (x',y'):
e =  / 0 (x') -  A (x). (3.1)
The motion vector a =  (a0 . . .  an)T determines the projected pixel position. Pure trans­
lation covers the most basic motion description for a rigid object and the transform
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M odel x' y'
T ransla tion
Quasi-Affine
Affine
Pseudo Perspective
Perspective
B i-Q uadratic
x  +  ao
aox — ary  +  a2 
aox +  ary  +  a 2
aoxy  +  a \ x 2 +  0.2® +  azy  +  £14 
aox -|- ary  T  a 2 
a&x +  a^y +  as
aox2 +  a i y 2 +  a 2 xy  +  a3 X +  <247/ +  <25
y  +  ai
a i x  +  aoy  +  03 
azx  +  <247/ +  0,5
a i x y  +  aoy2 +  a$x +  aoy  +  0.7 
0 3 a: +  0 4 ?/ +  0.5 
a&x +  <272/ +  «8
aox2 +  «72/2 +  asxy  +  agx +  a ioy  +
Table 3.1: Progression of Projective Motion Models
mapping is completely uniform over the area under consideration, the other models 
mappings are location dependent. The quasi-affine model can represent translation, 
rotation and isotropic scale change. The full affine model has two more degrees of 
freedom allowing it to model shear yet it continues to preserve parallel and periodic 
structure. It is often used as an approximation to the perspective model but it cannot 
correctly deal with camera pan and tilt. The perspective model contains the exact pa­
rameters to model the camera motion. The bi-quadratic motion model can compensate 
for other effects such as barrel and pincushion lens distortion.
The bi-quadratic model can model the motion of 3D curved (parabolic) surfaces [22, 
18]. The pseudo perspective model can be thought of as an approximation of the bi­
quadratic model as the model of a moving 3D planar surface [3]. The affine model can 
be thought of a further approximation of the pseudo perspective model.
For convenience the motion vector a is often represented in matrix form for use with 
homogeneous co-ordinates. In homogeneous notation, 2D points are represented by 
3-vectors. Suppose x  =  (x :y, 1)T represents a point in one image and x ' =  (x ' , y ', 1)T 
the corresponding point in another image the projection can be represented by
x ' =  Ax, (3.2)
which in matrix-vector form is
x' (! () CL\ 0,2 X
y' a 3 04 a 5 y
1 06 CL'J 08 1
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Matrices that are scalar multiples of each other contain equivalent projections so in the 
perspective model, can be normalised to 1 with no loss of generality. These motion 
models could easily be extended to more parameters however at some point there is 
a trade off in computational effort and reliability from having too many degrees of 
freedom; the model begins to fit noise. Eight parameters are enough to fit the physical 
camera model, therefore for this thesis only motion models up to 8  parameters will be 
used.
3 .1 .2  T h e  C o rre la tio n  P ro b lem
The two most common approaches to motion search are to find correspondences using 
feature matching or image intensity correlation [58]. In feature matching the problem 
of choosing good features that are stable must be solved. Quite often features are found 
on the edges of moving objects and therefore are likely to undergo occlusion. Image 
intensity correlation has the same problem, areas of the image disappear and new areas 
appear resulting in trying to match some part of the image to something tha t was not 
in the previous image. W ith a feature matching technique features may be lost but 
with intensity correlation, every pixel is effectively a feature. While both approaches 
have good and bad points; for the purposes of this thesis image intensity correlation 
methods have been used.
A robust method can be used to try to limit the effect of occlusions or local motions 
within the same domain. W ithout robustness outliers (data points far from the sta­
tistical average) may overly influence the estimate of the motion. The use of influence 
functions  [26] is a readily available method to reduce the bias of outliers on the final 
motion estimate.
For image intensity correlation, it is assumed that the cost surface is monotonic and 
there is one global minimum. This is only the case for natural video where the intensity 
varies smoothly. Areas of uniform intensity are fairly common, flattening the curvature 
of the cost surfaces and local minima may be produced by moving objects.
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3.2 C om parison of M otion  E stim ation  Techniques
There are many techniques for motion estimation; rather than attem pt to cover them 
all, the three most popular and widely used methods will be examined in depth. Block 
matching is well known as it has been used for video standards; also for adaptation to 
silicon, the full search algorithm can be implemented by repeating several blocks on the 
same die or by using the loop unrolling programming technique, efficiently implemented 
on a DSP [5]. The Phase Correlation technique is currently industrially accepted for 
real time global motion compensation as it is very fast, it can be implemented in silicon 
using standard off the shelf PPG  A library functions [1], although the area evaluated is 
usually restricted to dimensions that are a power of 2. Both these techniques use a full 
search therefore the evaluation time is constant. The third technique is the optimisation 
of motion projected intensity errors over an arbitrary area. This does not have a fixed 
evaluation time but has some advantages such as it can be extended to any motion 
model and can use alternative optimisation techniques such as gradient descent search.
3 .2 .1  B lo ck  M a tch in g  A lg o r ith m s
In the Block Matching Algorithm (BMA) the motion between two images is found 
by splitting the “reference” image into blocks. Each block in the reference image 
is compared to a possible match over a local search area in the “search image”, see 
Figure 3.1.
LO CAL S E A R C H  A R E A
i----
OPTIM UM
P O SITIO N
REFERENCE IMAGE SEARCH IMAGE
Figure 3.1: Block Matching
The comparison is evaluated by applying a block distortion measure. The motion 
between the two images is then represented by a piecewise translation motion field.
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The metric usually used for determining a match is the Sum of Absolute Distances 
(SAD),
(JV—l,iV —1)
SAD(x') =  Mi(x +  y) -  Jofx' +  y)!, (3.4)
y=(o,o)
where N  x N  is the block size and y a local variable for evaluating the measure over the 
block. When the SAD is minimised, the search has found the optimum motion vector.
BMAs are not practically extensible to more complex motion models because unless 
the block size is very large the support (the amount of intensity texture in the area over 
which the metric is evaluated) will be insufficient. This leads to the generalised aperture 
problem - larger blocks have a higher probability of containing multiple motions but 
smaller blocks contain less support. The method of generalised block matching will be 
discussed in Section 3.7.
In the exhaustive, or 2 Dimensional Full Search (2DFS) algorithm, the vector is adjusted 
to test every position over a finite search distance. The 2DFS is optimum for integer 
motion as it is an error based metric checking every available position. It is also 
optimum in the sense that any reduced search method can only match results in an 
ideal situation.
The 2DFS algorithm is particularly computationally intensive but has been popular 
due to its ease of implementation through massive duplication of logic blocks on silicon. 
Aside from the 2DFS algorithm, many faster reduced search algorithms have been put 
forward (e.g. the Three Step Search, Cross Search Algorithm etc. [58]), all assume tha t 
the error is monotonically decreasing as the optimum motion vector is approached. 
Local minima can occur and if one of the candidate vectors is near a minimum then 
false matches can be found. An alternative exhaustive method is tha t of the successive 
eliminations algorithm [52].
In this thesis a 2  stage BMA has been used. The first stage exhaustively searches for 
the optimum integer motion vectors and then a quarter pixel grid is used around tha t 
position to find sub pixel accurate motion.
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F ig u re  3.2: A Phase Correlation Surface
3 .2 .2  T h e  P h a se  C o rrela tion  T echn ique
Phase Correlation (PC) [49, 78] offers a high degree of accuracy and robustness. PC 
offers many advantages such as being invariant to global illumination changes and can 
measure large displacements at no extra cost. In terms of computational efficiency, PC 
is very fast. The formula for the Phase Correlation is given by
Pp (C V) • Pi fo ix'i
\Fo(£,ri).Ft(Z,r,)\ ~  ’ 1 ’ j
where Fo and Fj are the Fourier transforms of images Io and I±. * represents the 
complex conjugate. The left hand side of this formula is the normalised cross power 
spectrum. The inverse Fourier transform of the cross power spectrum is the cross 
correlation. In this case, the normalised cross correlation results in an exponential 
function i f  the images are exact replicas of each other. The inverse Fourier transform 
of an exponential function is an impulse.
The correlation surface obtained through the inverse FT of the above equation gives 
a maximum at the location (x ',y ') .  A typical Phase Correlation surface is shown in 
Figure 3.2. Three transforms are required, two of which can be computed in parallel.
The Fast Fourier Transform has been dealt with many times in literature and is both 
easy and efficient in terms of computer power. PC can operate over any region as 
perm itted by the FFT, although in the case of global scale and rotation it is preferable
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that the FFT is centred on the image. PC operates over a pair of images or co-sited 
blocks within a pair of images; it has a very wide search area; the minimum overlap 
required for the correlation to be accurate has been measured to be as little as 15% of 
the block width [78].
Once computed, hunting for a peak on the correlation surface begins. The search has no 
strategy and is simply exhaustive testing on the integer grid. Sub pixel accuracy can be 
achieved by interpolating the surface. The initial images can easily be interpolated by 
the use of zero padding. If the frequency domain images are copied into matrices twice 
the original size and the higher frequency components left as zeros, then the phase 
correlation surface will be interpolated to 0.5 pixel accuracy. Since (3.5) is variable 
separable, a quadratic function can also be fitted to the main peak for each axis in 
turn. If the function is ax 2 +  bx +  c then 3 points are required for the solution - the 
peak and either side. Two more points are interpolated to fit the equation to the other 
axis, giving even greater estimate resolution.
In theory the peak should have a magnitude of 1 but unless the two images are iden­
tical, the peak will be greatly diminished. The peak conveniently gives a measure of 
confidence and by comparing it to the height of the second highest point on the surface, 
the signal to noise ratio can be measured.
Some im portant implementation points should also be noted. Prior to taking the 
Fourier transforms of the images it is necessary to use a windowing function to avoid 
the repeating nature of the frequency domain. W ithout windowing, implicit high fre­
quencies at the image extremes would make the correlation match with a zero displace­
ment. Windowing reduces the size of the actual area evaluated. Filtering can easily be 
applied by manipulating the frequency domain images; a notch filter removes the DC 
component of the images ensuring invariance to illumination changes and a low pass 
filter is used to remove higher frequencies that would originate from noise.
The Phase Correlation technique has been extended to rotation and scale via Fourier- 
Mellin transform theory [62, 16] as follows:
If image I \  is a replica of I q with rotation angle 0q, they are related by
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I i ( x , y ) =  Io(xcos0o  +  y s in 0 o, —a;sin#o +  ^cos^o)- (3-6)
The Fourier transforms are related by the same rotation,
F i(C v )  =  ^o(£cos6>0 +  ^ s in 6>0, - f  sin(9o +  y cos0o). (3.7)
Therefore, using p as the magnitude and 0 as the argument in a polar co-ordinate 
system
F1(p,$) = F0( p , 8 - e 0), (3.8)
the rotation can be found as a shift in the frequency domain. If image I \  is a replica 
of Io scaled by (a, b) they are related by
I \{ x ,y )  -  h {ax ,by ) .  (3.9)
Their Fourier transforms can be shown to be related by
m , v )  = j ^ m / a,v/b), (3.io)
ignoring the scaling factor and taking logarithms
Fi(log£,log?7) =  F0 (log f - l o g  a, log 7 7 - lo g  6 ). (3.11)
Therefore if logarithmic axes are used, it is possible to determine a change in scale from 
finding a shift in the frequency domain. If the magnitude of the Fourier transforms 
of the original images are used in the above equations then scale and rotation can be 
calculated invariant to any translation (which would result in a phase term). It can
sometimes be assumed that any scale change is equal in both axes, in which case the
scale and rotation can be calculated in one step as
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M i(logp ,0 )  = M0(log p -  log a, <9 -  0O), (3.12)
where M  is the magnitude of the frequency domain image F. Depending on the size 
of the FFT, scale can be measured to an accuracy of ±0.01 and rotation to ±0.01 
degrees [28].
Images related by affine motion may use the affine theorem for the Fourier transform 
[12]. Matching centroids from angular segments of the magnitude spectrum allows the 
linear component of the projection to be found, the translation can be found using 
standard PC [48], although this method has difficulty with motion boundaries and 
aperture effects.
In [28] three modifications to the technique were investigated aimed at increasing the 
speed or accuracy: using sub sampled images, extending the mapping of the axes to 
double polar-logarithmic co-ordinates and using block based Phase Correlation with 
histogramming to use more area of the images. Improvements in implementation speed 
were measured but the accuracy could not match the original technique. In some cases 
such a speed-accuracy trade off may be desirable.
3 .2 .3  M o tio n  P r o je c te d  In te n s ity  O p tim isa tio n
The principle of this technique is to optimise the intensity error from projecting one 
image into the same plane as the other image. Any motion model can be fitted over an 
arbitrary region by optimising the cost associated with projecting the intensities using 
that model, see Figure 3.3.
REFERENCE IMAGE SEARCH IMAGE
Figure 3.3: A Projective Mapping for an Arbitrary Area
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The error for a motion vector that fits an arbitrary shaped region 7Z can be expressed 
as
X.E7Z
where /i(x) represents the error function at each pixel. If that function is the well 
known least squares metric (L 2 norm) based on the DFD error e (3.1), then
The total cost for the area is almost the same as the Mean Squared Error (MSE)
where Nfc represents the number of pixels in the area under consideration. Compared 
to the SAD, MSE uses one more multiplication per pixel.
W ith this method, steepest descent optimisation (or any other technique) is used to find 
the motion vector with the minimum cost. Least squares was used for fi(x) but any cost 
function is possible; later on the use of a robust kernel function will be examined. The 
use of any arbitrary area is a great advantage over BMAs, if larger areas are available 
then there may be enough support for a more complex motion model.
Optimisation of the cost function H ( a) relies on similar properties of the cost sur­
face to the block matching search. More complex motion models can present greater 
computational difficulty.
The DFD error from individual pixels can be considered as weighted votes in a Hough 
space against a motion vector. Therefore, this method has also been called a Hough 
transform method in [10]; conversely, no special name was used in [75], [23] or [67]. 
In [3] the Hough transform has been used to vote for patches with consistent motion 
parameters and in [38] a voting procedure was used to detect dominant motion. The 
Hough transform is usually concerned with using a vote mechanism to segment feature 
points [34].
(3.13)
h(x) = e2 (x). (3.14)
H ( a) =  N n  x MSE =  £  [^ (x ')  -  / 0 (x)]2,
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3.3 S teepest D escent O ptim isation
Steepest descent is one of the simplest optimisation techniques; it relies on the fact tha t 
the negative gradient of the objective function indicates the direction of a minimum. 
In general, the gradient of the objective function is not a very good indicator of the 
position of the minimum. It is a well known fact that in gradient search techniques the 
gradient direction does not always give the optimum direction but an approximation 
to it. The more elliptical the objective function, the longer the minimisation will take 
to converge because the search moves in a zigzag manner towards the centre of the 
minimum. In this section the Newton (Newton-Raphson) search will be formulated. 
The error function H  is based on the motion vector a.
To improve the estimate of a, a small improvement vector a  is added to the n th  
estimate. Steepest descent says that a  should be in the direction of the negative 
gradient,
1 =  3-n T (3.15)
To find the best value of a  the following equation is minimised,
a n -  arg m inH (an +  <an), (3.16)
which expanded up to second order terms using the Taylor series gives:
a n = arg min j t f (a n) + a nV H (  an) +  V2F (a n) j  . (3.17)
If this is differentiated with respect to a n and rearranged the improvement vector is
ex. 7 (3.18)
with V iJ, the Jacobian and V 2 i7, the Hessian.
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3 .3 .1  H ig h er  O rder Search
Traditionally, a first order search is used to find the area of the minimum and a second 
order search is only used in the final stages. Second order (Newton) search terms take 
longer to calculate and are only valid in the area of the minimum. One of the advocated 
strategies for the step distance a  in first order search is successive doubling; however, 
a second order search can directly calculate an estimate of the required step distance 
as shown in (3.18)._________________________________ _ __
Second order search has always been considered troublesome mainly due to inaccuracies 
in localised modelling of the cost surface causing overshoot, local minima and noise. A 
multiresolution pyramid of images is normally constructed to be used with this method. 
This allows large motions to be found quicker and also reduces the risk of being trapped 
in local minima. Appropriate filtering is essential to avoid aliasing effects.
The first and second order terms are given by
First Order Search
W hen the search is first order then a fixed step size is used. The advantages of first 
order search are that it can be faster if it starts close to the minimum and a “backtrack” 
mechanism can be used to stop the search evaluating positions that have already been 
searched. In contrast, for a second order search there is the possibility that the search 
may get stuck cyclicly evaluating almost identical positions to those previously checked. 
The disadvantages are that accuracy is limited to the minimum step size and if the 
search starts further away from the minimum, the search will take much longer.
dan V  <^e ®an
(3.19)
and
damdan "  |_ de damdan de2 dam dan (3.20)
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One of the problems associated with this type of method is that there is always a chance 
that an outlier motion will give a local minimum on the cost surface which will cause 
problems during optimisation. In [39] a 1st order search added a small random vector 
to avoid settling in local minima. The discrete grid algorithm used in [80] is a form 
of the successive doubling method. Using the direction indicated by the gradient, the 
largest step size is tested. If there is an improvement in cost then the search moves to 
the new position, the gradient is reevaluated and the same step size is used again. If the 
test is unsuccessful, the step size is halved and retested. When the smallest step size 
has been tested the resolution is increased. The search stops when the smallest step 
size has been tested at the highest resolution. The step size limits must be manually 
set.
Second O rd e r Search
The second order terms extend the local model of the cost surface. If the motion 
between images is small then it is likely that the search will start in the vicinity of the 
minimum and this model will be valid (if |a  — s/a\ is less than |2 a| the next search 
position will decrease the cost function [2 1 ]).
Using second order terms allows the distance to the minimum to be obtained when 
travelling along the direction of the negative gradient, leading to fast convergence. If 
the problem was linear then the solution would be found in a single step.
The derivatives of the DFD, e, are found as follows:
de dlo dx' dlo dy' dx' dy' 
dan dx' dan dy' dan x dan y dan ’
where I x and I y are the intensity derivatives due to the warped co-ordinates x ' and y ' . 
The first derivative of the cost is given by
dH{  a) _  ^  dh de 
dan de dan ’
/ v
the second by
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d2H{  a) 
dCln. da in. = £ft
dh d2e d2h de de +de damdan de2 dam da ,
This leads to the expansion of the second derivative of the DFD:
d2e d
damdan dar
' dx' dy'
h  r ,  i J - y  „dan  ^Oan
d2e d f  dx' \  dx1 d f  dx'  \  dy' d f  dy'  \  dx' d  /  dy'  \  dy'
damdan dx'  \  x dan J dam ~*~ dy'  V  Xdan )  dam + dx'  V  y dan )  < 9 a m  +  dy'  V  v dan )  dam
Now one of these 4 terms is derived as a template for the others:
d (  dx' \  d2x' dIT dx'
I x - T T -  ) = I X - ^ - 7 7 r - +  ■dx' V ' dan )  dx'dan dx' dan ’
a v  _  d _
-*■ X  # r \  •*-X  r \ox'oan dan
d f  T dx'  ^  d lx dx' T dx'
-L rr  “X  ^  "7^ T =  J-ct
therefore,
dx’ V  X dan )  dx’ dan xx dan ’
where I xx represents the second order derivative with respect to x 1 twice; again these 
are the warped co-ordinates. The full second order derivative may now be given as:
dandam n
dh f  dx' dx' dx' dy' dy' dx' dy' dy'
de V  XX dan dam xy dan dam yx dan dam yy dan dan
d2h de de 
+  ■de2 dam da,,
(3.21)
It can be assumed that I xy =  Iyx. Appendix A contains the derivation for the main 
motion models. For both first and second order derivatives, the perspective motion 
model depends on the current motion vector estimate, hence the pseudo perspective 
model is slightly easier to compute. It was shown to be the best approximation to the 
perspective model in [54]
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A p p ro x im a tio n  by  L ev e n b e rg -M a rq u a rd t
The Newton second order search is generally avoided due to the problems outlined in the 
previous sections, therefore quasi-Newton methods are often used which approximate 
the Hessian. Their strategy is to emulate a first order search until they are close to the 
minimum. If a least squares approach is being used, when close to the minimum the 
first term in (3.20) can be ignored because it is multiplied by dh^  = 2e and close to 
the minimum e would be expected to be very small.
Therefore the Hessian matrix can be approximated by
d2H
dafudaji
M arquardt [55] suggested that scaling of the diagonal elements of the Hessian can have 
the effect of giving a second order approximation close to the minimum and first order 
far from the minimum. The algorithm is
1. Compute the cost for the current motion vector, H {a)
2. Set A =  0.001
3. Compute H (a +  a) using V 2H  (calculated by (3.22)) multiplied by AI
4. If iJ (a  +  a) > -H(a), increase A by a factor of 10, return to step 3
5. If 7J(a +  a) < H ( a), decrease A by a factor of 10, return to step 3
When A is large, the diagonal elements are dominant giving a first order behaviour. 
Search stopping criterion can be based on either when the cost reaches a very small 
value [8 ] or when A becomes very small. Levenberg-Marquardt (LM) has previously 
been applied to the projected intensity errors in [76]. Another quasi-Newton method, 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) update1, was used in [2 2 ]. The Newton 
technique has faster convergence than approximations.
1 Terminology for the definition of quasi-Newton is unclear; BFGS is also known as the p o s itiv e  
d e fin ite  secant upd.a,te [21].
E
n
d2h de de
de2 dam. da,
(3.22)
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Nam e Resolution D om inant M otion
Flower G arden 720 x 576 Tracking
Football 720 X 576 Zoom
Mobile and C alendar 720 X 576 T ranslation
Rescue 720 x 576 R otation
Bus 352 x 288 P an  and Zoom
Forem an 352 X 288 Tracking and P an
Stefan 352 x 288 P an  and Zoom
Table 3.2: Test Sequences Used
3.4 E xperim en ta l C om parison
In this thesis standard test sequences have been used, as summarised in Table 3.2. 
MPEG classifies Mobile and Calendar and Stefan as “high spatial detail and medium 
movement or vice versa” sequences and Foreman as a “medium spatial detail and low 
amount of movement or vice versa” sequence.
To measure performance, global motion estimation and compensation is a good general 
test. The global motion is usually fairly obvious to an observer while locally moving 
objects provide a source of noise. The Peak Signal to Noise Ratio (PSNR) is used as 
an independent measure of image quality after motion compensation. Where required 
interpolation was by either bilinear or cubic B-spline methods and kept consistent across 
all algorithms tested. The main features of the three methods can be summarised as 
in Table 3.3.
Block based motion estimation is a fairly prominent feature of most video compression 
standards therefore the local motion estimation performance has been compared as well 
as global motion estimation. In a real video coding system, local motion estimation 
may have been performed at an earlier stage hence using block matching to generate 
a global motion hypothesis may be computationally cost effective. Figures 3.4 and 3.5 
show a comparison of Block Matching with a voting procedure (16 x 16 pixel blocks), 
global Phase Correlation, local Phase Correlation using voting (64 x 64 pixel blocks) 
and Motion Projected Intensity Optimisation (MPIO) - 1st order discrete grid algo­
rithm  at step sizes of 1, 0.5, 0.25 and 0.125 pixel using multiresolution over 4 levels. 
The experiment was restricted to translational motion over 20 frames of two image
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Block M atching Phase C orrelation M otion P ro jected  
Intensity  O ptim isation
M otion Model
2 param eters 4 param eters, 6 by search n param eters
Search S trategy
E xhaustive, fixed search 
tim e. Integer m otion, 
2nd stage in terpolation
E xhaustive, fixed search 
tim e. Integer m otion, 
2nd stage in terpolation
O ptim isation  based, e.g. 
steepest descent. Only 
lim ited by im plem entation
A rea E valuated
Fixed block size R ectangular, determ ined by 
F F T  and windowing
Any a rb itra ry  area  
m ay be evaluated
R em arks
A vailable in Silicon, 
com patible w ith  M PEG
Available in Silicon, fast, 
illum ination  invariant
Table 3.3: Summary of Motion Estimation M ethods
sequences.
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Figure 3.4: Global Motion Com pensated Distortion
In block matching, 16 x 16 pixel blocks are the standard size used in MPEG. For Phase 
Correlation, 64 x 32 pixel blocks are the de facto standard (used for field elements). 
Global Phase Correlation used the publicly available FFTW  software library2 for im­
plementation of the Fourier Transform which allows the whole area of the image to be 
used for evaluation although this would not be possible using an off the shelf hardware 
solution. For Phase Correlation it is quite common to evaluate multiple peaks but when
2htt p ://www.fftw.org/
34 Chapter 3. Motion Estimation
considering global motion, unless objects cover a significant portion of the evaluated 
area, they do not produce significant peaks. The voting procedure mentioned above is 
a simple histogram, where the highest peak is taken as the global motion vector.
The results show that for global motion estimation, using local motion plus a voting 
procedure could not achieve the results available from using the largest available support 
area. The global approach achieves at least 2 dB better. The main reason would be 
that a voting procedure must use finite width voting bins. The width of the bin limits 
the available accuracy; counter productively, the bin must have a minimum width in 
order to capture “similar” votes. For these experiments the bin width was 0.25 pixels. 
Statistically, it is well known that using more data points results in a more accurate 
estimate of the average. Only implementation convenience would suggest using a local 
motion estimator. Motion Projected Intensity Optimisation proved to be the most 
accurate technique.
Local motion estimation was also tested at 3 different block sizes. Motion projected 
intensity optimisation was superior in most cases by 0.5 dB although block matching 
was very close. Phase Correlation was between 1-4 dB worse. The discrete grid gradient 
search of motion projected intensity optimisation has a higher accuracy than the block 
matching algorithm therefore if the cost function is smooth it would be expected to 
achieve a better result and take less evaluation time to do so. In the case of the Garden 
sequence which contains motion that is not translational, there is a much higher chance 
tha t false matching may occur. This could explain why the exhaustive search of a BMA 
was superior for a blocksize of 16 x 16. At a blocksize of 64 x 64, Phase Correlation 
also managed some superior results which could be attributed to false matching, but 
at sub pixel accuracy due to interpolation.
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Figure 3.5: Local Motion Com pensated Distortion
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3 .4 .1  E v a lu a tio n  o f  H igh er  O rder Search
To measure and compare tlie benefits of using higher order estimators, global motion 
estimation has been performed on the same test sequences, Mobile and Calendar and 
Garden. Four estimators were chosen, the 2nd order estimator as described by (3.18), 
the Levenberg-Marquardt approximation (LM), a first order estimator using discrete 
grid minimisation and a first order estimator using a fixed size step. The fixed estimator 
is a standard first order search with fixed step sizes. Both first order search schemes 
avoid backtrack positions. The discrete grid minimisation algorithm has 4 step sizes as 
used in the previous section. All methods used a multiresolution pyramid with 4 levels.
Translational M otion E stim ation
For the fixed search, a,o and o,\ can only step at 0.05 pixels each iteration. A frame 
was taken from both the Mobile and Calendar and Garden sequences and manually 
manipulated with three sets of motion parameters to show the performance against a 
ground truth. Table 3.4 shows the resulting estimated parameters. In most cases 2nd 
order search reaches a higher accuracy than the others.
All the methods achieve roughly equal performance (Figure 3.6) but the second order 
search finds the minimum in the least number of iterations, see Table 3.5. Calculation 
of the extra terms that make up the Hessian makes the Newton take almost double the 
time of LM, on average. From Appendix A, for most motion models there are roughly 
twice as many terms in the Hessian from 2nd order derivatives compared to LM.
Exam ple Search (Translation)
The positions evaluated by both first order, discrete grid and second order search for 
a pair of frames are shown in Table 3.6. The first order search has only 8  possible 
directions due to using a finite step size. As can be seen in the table the 4 different 
step sizes are tested until one that works is found. The search continues at that step 
size until a backtrack occurs.
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M ethod Mobile and C alendar G arden
ao a b.. ao 04
Im age 1 0.15 0.15 0.15 0.15
2nd order 0.154 0.157 0.157 0.157
LM 0.171 0.161 0.159 0.158
1st order 0.125 0.125 0.125 0.125
fixed 0.125 0.125 0.125 0.125
Im age 2 2.05 -1.05 2.05 -1.05
2nd order 2.058 -1.049 2.058 -1.05
LM 2.056 -1.05 2.052 -1.051
1st order 2 -1 2 -1
fixed 2 -1 2 -1
Im age 3 1.15 -1.15 1.15 -1.15
2nd order 1.145 -1.147 1.142 -1.142
LM 1.169 -1.158 1.158 -1.157
1st order 1.125 -1.125 1.125 -1.125
fixed 1.125 -1.125 1.125 -1.125
Table 3.4: Translational Motion Ground Truths and their Estim ated Values.
A lgorithm M ean N um ber of Itera tions
Mobile and C alendar G arden
2nd O rder 7.55 12.90
LM 23.45 30.50
1st O rder, D iscrete G rid 12 .10 1 2 .10
1st O rder, Fixed 12.25 16.05
Table 3.5: Translational Model Com putation Tim e
For the second order search every position tested had a lower cost and was accepted. 
This is illustrated in Figure 3.7 as a contour plot for each resolution. Each plot is 
centred on the start position of each stage. The search may stop if the step size is 
sufficiently small to provide only a minor improvement as is the case at the highest 
resolution where the arrow marks the start position.
Quasi-AfRne M otion E stim ation
For the fixed distance search on quasi-affine motion, “sensitive” parameters (ao and a{) 
can only step at 0 . 0 1  and “insensitive” parameters ( 0 2  and 0,3 ) at 0.05 each iteration.
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Figure 3.6: Translational Motion Model Compensated Distortion
Table 3.7 shows the result of estimating against ground truths for combinations of 
scale, rotation and translation.. In most cases LM reaches a higher accuracy than the 
second order search. The discrete grid algorithm achieved maximum accuracy as the 
manipulated parameters were integer multiples of the search distances.
Figure 3.8 shows the results for real video sequences. The second order search and 
LM both achieve the best results, showing that both higher order search is valid and 
that the LM approximation is a good one. The fixed step first order search does not 
achieve the performance of the other searches including the discrete grid, indicating 
tha t the choice of step size is important. In the four dimensional space, there is no way 
of knowing that one parameter has been satisfactorily estimated therefore search must 
continue in all dimensions.
Table 3.8 shows that the second order search reaches the minimum in less iterations 
than the other methods.
3 .4 .2  C o n c lu sio n s
For global and local motion estimation, motion projected intensity optimisation was 
the favoured method although there are disadvantages and advantages to each method. 
Traditionally held concerns [21] about Newton search have been shown to be unjustified 
when applied to motion estimation. The only commonly used optimisation methods 
are the discrete grid minimisation or Levenberg-Marquardt quasi-Newton approach. A
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Figure 3.7: Second Order Search Cost Surfaces
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2nd order 1st order
0 0 0 0
-0.77 -0.028 (-8 -8)
-0.826 -0.032 (-4 -4)
-0.918 -0.016 (-2 -2)
-1.028 0.104 (-1 -1)
-0.997 0.131 (-4 -4)
-1.018 0.121 (-2 -2)
(-1 -1)
-0.5 -0.5
-1 0
(-3 2)
(-2 1)
(-1.5 0.5)
(-1.25 0.25)
(-2 1)
(-1.5 0.5)
(-1.25 0.25)
(-1.125 0.125)
Final Param eters
-1.018 0.121 -1 0
T able 3.6: Positions Tested by 2nd and 1st Order Search on Translation for an Arbitrary Pair of Frames. 
Unsuccessful positions have been marked with brackets, backtrack positions have not been shown. Horizontal 
lines mark the change in im age resolution.
full second order search achieves the joint best accuracy of all the methods that were 
tested. LM can achieve similarly high accuracy, at the cost of more iterations but the 
calculation time is much faster. In terms of distortion the margin is insignificant.
These results were reported in [29] where it was also noted that Phase Correlation was 
considerably faster than all the other methods, followed by 1 st order search, 2 nd order 
search and Block Matching, in that order. Other quasi-Newton methods such as BFGS 
may converge quicker [21] than LM and in that case would be more comparable to the 
Newton method.
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M ethod Mobile and C alendar G arden
ao a i 0.2 03 ao a  i a  2 a 3
Im age 1 0.98 0 0 0 0.98 0 0 0
2nd order 0.98 0 -0.006 -0.003 0.98 0 -0.005 -0.004
LM 0.98 0 -0.005 -0.001 0.98 0 -0.001 -0.003
1st order 0.98 0 0 0 0.98 0 0 0
fixed 0.98 0 -0.8 0 0.98 0 -0.8 0
Im age 2 1.0 0.02 0 0 1.0 0.02 0 0
2nd order 1.0 0.02 0.006 0.003 1.0 0.02 -0.005 0.005
LM 1.0 0.02 0.007 0.005 1.0 0.02 0.005 -0.005
1st order 1.0 0.02 0 0 1.0 0.02 0 0
fixed 1.0 0.02 0 0.8 1.0 0.02 -0.8 0.8
Im age 3 0.98 0.02 0.5 1.0 0.98 0.02 0.5 1.0
2nd order 0.98 0.02 0.502 1.0 0.98 0.02 0.506 1.00
LM 0.98 0.02 0.506 1.001 0.98 0.02 0.499 0.998
1st order 0.98 0.02 0.5 1.0 0.98 0.02 0.5 1.0
fixed 0.98 0.02 -0.8 1.0 0.98 0.02 -0.8 0.8
Table 3.7: Quasi Affine Motion Ground Truths and their Estimated Values
A lgorithm M ean N um ber of Itera tions
Mobile and C alendar G arden
2nd O rder 8.15 12.15
LM 11.40 18.10
1st O rder, D iscrete Grid 13.70 14.55
1st O rder, Fixed 21.00 24.70
Table 3.8: Quasi Affine Model Computation Tim e
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Figure 3.8: Quasi Affine Motion Com pensated Distortion
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3.5 R obust M otion  E stim ation
In this section, the incorporation of robust statistics into the motion parameter optimi­
sation method is described. This allows the estimation of dominant motions in multiple 
motion and noisy image sequences, invariant to global illumination changes. The use 
of least squares as an error function is not robust [13]. Leverage points (influential data 
that are not part of the main distribution) can have a drastic effect on the cost function 
that is being minimised. Robust functions aim to correct this problem.
The simplest robust function is the trimmed statistic. This involves removing the last 
n%  of data either side of the tails of the distribution. It is likely that trimmed data 
were outliers and not part of the main distribution.
The Huber robust kernel function (Figure 3.9 (a)) is given by
i x2i \x\ < T
p(x) =  { J  "  (3.23)
T 2 +  2T(|:c| - T ) ,  |m| > T
although there are a multitude of other robust error kernels available, the choice of 
robust kernel function is not critical [10]. The Huber function reduces the sensitivity 
to outlier data by the use of linear terms and a squared error term for inliers. The 
function satisfies certain conditions such as convexity, symmetry and is insensitive to 
discontinuities. It belongs to a class of robust estimation functions called M-estimators  
as they give the generalised maximum likelihood estimate.
Now h(x) =  p(e) can be substituted and the first motion derivative is given by
d H {a) =  ^  dp{e) de
dan ^  de ' dan
using the influence function '0(e) =  Figure 3.9 (b), the second order derivative is 
defined as
d2H ( a) _  y ,
ddjjido,n
+ m e )  96
damdan dam. da7
(3.25)
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where
x
-T +T -T +T
(a) Kernel Function (b) Influence Function
Figure 3.9: The Huber Robust Function
d'ip(e)
dcbm.
i de 
' dam ’
0,
M < T
lei > T
(3.26)
This function takes a least squares approach close to the minimum, therefore, the 
Levenberg-Marquardt approximation can be used which is
d2ff(a) _  |  2 da m da n » l e l -  T  / g  2 7 )
damdan ^  |  0 , |e| > T*
Only robust kernel functions that have a derivative that is a factor of e close to the
minimum would also be able to use the LM approximation. Of course, any kernel
function can use Newton 2nd order search.
In [10] a confidence measure was suggested based on a combination of first order deriva­
tives. By comparison with (3.27) it can be seen that this measure is similar to the dis­
tance remaining to the minimum. If a higher order search stopped when the distance 
remaining was sufficiently small then this measure would have no meaning.
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3 .5 .1  E s tim a tio n  o f  S ca le
In statistics, when estimating the location of a parameter (the average value of the 
data), the scale (the spread of the data) should also be determined. Usually, scale 
is only of secondary consideration and is actually considered something of a nuisance 
parameter. In [26] it was shown how to jointly estimate scale robustly but an efficient 
method of calculation was by using a median approximation based on the Median 
Absolute Deviation (MAD),
scale — 1.4826 x MAD
=  1.4826 med{\e — med(e)\). (3.28)
The value 1.4826 makes this an approximately unbiased estimate of scale when the error 
model is Gaussian [31] and is in fact the ratio of the standard deviation to the MAD. 
This robust standard deviation is based on the median which has a breakdown point of 
50%, i.e. up to half the samples may be corrupt before the average is corrupted. (The 
maximum breakdown point of an estimator is 50%). The normal standard deviation 
uses a squared error function based on the mean; the mean has a breakdown point of 
1/iV, so only 1 sample has to be an outlier to ruin the measurement.
Scale will not change until the breakdown point of the median is reached; therefore scale 
based on MAD should be recalculated when more than 50% of the data points have 
been determined to be outliers. Examination of (3.28) shows that scale is invariant to 
the location and hence should therefore be invariant to global changes in illumination.
The T  given in (3.23) thresholds the number of robust standard deviations before a 
point is considered an outlier. The usual value for T is 4.0. It is very important to note 
the simplification used in this section that the location of the error was centred on zero. 
When deciding whether a data point is an inlier or outlier it should be normalised by
\x—med(x)\
U S m S  *  =  1 scale  •
Figure 3.10 shows the distribution of DFD when evaluated over the whole area of the 
images for two sequences. It is unimodal and centred on zero despite the presence of 
moving objects. Other sequences showed the same characteristics.
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Figure 3.10: DFD Distributions
3 .5 .2  I te r a tiv e ly  R ew e ig h ted  L east Squares
In Iteratively Reweighted Least Squares (IRLS) [31], the weights function (w (e ) =  
ifj(e)/e) is used in the formulation of the Hessian rather than ip(e). The reason given 
for this is that w(e) is easier to calculate than so that the Hessian m atrix does not 
risk being negative definite. The drawback is that the search may take slightly longer. 
Robust statistics can be used in the same way as given in this section.' IRLS has been 
used in many robust methods e.g. [14, 70, 73].
For the Huber function used in the previous section, the calculation of ijj' is simple and 
on examination of (3.27) it is clear that the diagonal elements must be positive and 
therefore the LM approximation of the Hessian must be positive definite.
3 .5 .3  E v a lu a tio n  o f  u se  o f  R o b u st S ta t is t ic s
The action of a robust function is to reduce the influence of data outside of the main 
distribution. If utilised on a single distribution then the convergence would be inferior 
to least squares and important error terms would be subdued. Therefore, in order 
to test a robust estimator it is important to use data that clearly has more than  one 
motion so that the influence function can reject less dominant motions. Furthermore, 
the error should only be evaluated over the video object that is supposed to support tha t 
motion estimate, otherwise the non robust estimator will compensate over the whole
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image and may appear to give a better result. In the following experiment 20 frames 
of the Mobile and Calendar sequence were segmented and the global motion estimated. 
The PSNR was only evaluated over the background region. Figure 3.11 (a) shows an 
example of the segmentation used and (b) the global motion compensated distortion. 
Segmentation was by using a precomputed optical flow field, which will be discussed in 
the next chapter. The foreground objects have been removed reasonably well, although 
in frame 30 some objects were not successfully segmented (see Figure 4.15).
The robust method clearly shows much more accurate estimation for the dominant 
motion; therefore if one half of the estimation-segmentation problem can be solved 
independently, then the other half should be possible.
The above formulation of robust statistics can be viewed as an automatic version of a 
trimmed statistic; there is no absolute guarantee that points inside 4 x MAD will be 
inliers or that those outside the threshold are outliers. The branch of kernel functions 
that explicitly make sure that there is no contribution from thresholded outliers (i.e.
'0(e) =  0, |e| > T) are termed redescending.
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3.6 R eliability  W eighted M otion Search
The motion search presented in the previous section optimises based 011 the DFD. 
This is due to the assumption used that the intensity between two adjacent frames is
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constant unless there is motion. In areas of uniform intensity (sometimes referred to as 
having lack of texture) there can only be a small contribution, if any, to the error term 
regardless of the motion of that area. A better criterion to solve this problem has yet 
to be found and DFD remains to be the measure of choice in many motion estimation 
techniques.
The parts of the moving area with texture will contribute to the motion estimate of 
the area. Poorly textured areas may contribute either very little or worse still bias 
the estimate because they are invariant to the current candidate motion. Often, the 
majority area of a moving object is fairly poor in texture hence the majority of pixels 
may appear to have little or low motion.
The assumption that all data are equally accurate can be corrected by using a reliability 
measure to weight and even eliminate some data points. The problem is now one of 
finding a suitable measure of reliability.
3 .6 .1  R e lia b ility  in  R o b u st M o tio n  E stim a tio n
Robust motion estimation involves minimising the cost H (a) =  Yhn Pie)- Implicitly this 
is assuming that as the optimisation approaches the minimum, the DFD from other 
moving objects and noise either stays constant or increases. So what is being produced 
is really robust DFD calculation instead of applying the robustness to m.otion. To make 
use of this the pixels that are moving should be emphasised.
In [7] a convergence measure was combined with reliability to have a similar effect to 
the robust function of only using pixels that contributed to the minimisation of the 
DFD. Use of this criterion means that moving edges in the background and foreground 
objects provide most of the information relating to motion. As these pixels are usually 
in the minority, statistically, the pixels that have the “best” motion information are 
outliers and the use of robust statistics may limit the effect of these pixels.
The evaluation of scale may take a considerable proportion of the computation time 
even when only performed once, as the median will require ordering of the data. As 
noted previously, if 50% or more of the data points are marked as outliers, scale must 
be reevaluated. Eliminating less useful data points will speed up this process.
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3 .6 .2  T h e  U se  o f  a  R e lia b ility  C riter ion
The reliability measure R (x )  may be given by
R (x)  = v b ( x ) 2 +  / s « 2, (3.29)
where I x and I y are the image intensity derivatives. Derivatives are known to be subject 
to noise, however, emphasis is given to edges and it is a cheap measure of texture. Areas 
where R  is high should indicate areas of texture and edges, areas where R  is low indicate 
areas of low texture. Use of image derivatives for reliability has also been suggested 
in [44] where it determined “representative pixels” . For motion estimation, errors in 
image derivatives will be the dominant source of error in low contrast regions [71].
Equation (3.29) can be used to communicate to the robust estimator that the pixel is 
invariant to the candidate motion, it is also given graphically in Figure 3.12. Quan­
tifying the amount of texture required to make a robust estimate is a difficult task. 
The ideal approach would be to ignore the pixels that have very low texture and assign 
higher importance to those pixels that have good texture. This should not stop an 
estimator deciding that a motion is an outlier though. The algorithm given below, 
weights the DFD error using two thresholds, Rmin and R max at pixel x.
• if R ( x )  > R m in
-  if R(x) > Rmax , e' =  e
— else e' — e x R(x)-ji„iin-Eiriiax El-rnin
• else ignore e
R m in  is sequence dependent and should be set sufficiently large so that general back­
ground noise is ignored. R max should be set so that a range of reliability is covered up 
to R m a x  after which every value is considered reliable. Noisy values below R m in are 
ignored with a hard threshold saving some computation time. Use of robust statistics 
can now proceed on the weighted DFD e'. This algorithm will be called derivative 
weighting.
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Figure 3.12: Reliability Function
Some other metrics that have been suggested in the course of the development of other 
motion estimation algorithms are now compared.
N orm alised  D FD
Image derivatives have also been used in [60] where they were applied over a 3 X 3 
neighbourhood for a MAP energy function. Robust statistics were not used in this 
case.
The following error function was proposed:
e , =  T ,y € N x M  X R(y) (3 3Q)
max(9 x G2m , E yeivx R (y) )
The neighbouring pixel y is taken from the neighbourhood N x of the central site x. 
Gm is an image sequence dependent threshold that is manually set.
The interesting feature of this measure is the choice of denominator, it normalises the 
DFD at high contrast edges where even a small error in the motion estimate gives a 
high value for the DFD.
Considering (3.30) applied over a single pixel and not a neighbourhood; when R ( y) is 
less than Gm then the overall reliability is a linear function, which is similar to
^ 7 7 1
the derivative weighted method setting R min equal to 0 . When R (y )  is greater than 
Gm then the reliability is a 1 /x  function and tails off to zero. This function will always 
use 1 0 0 % of the pixels in the image therefore there is no computational saving.
50 Chapter 3. Motion Estimation
B u sy n ess  M easu re
In [27], a “busyness” function aids in the fitting of an affine projective motion model 
to objects found in a dense translation field.
Busyness is measured by comparing the local neighbourhood intensity variance against 
an arbitrarily set threshold t, giving a binary weighting function:
, not busy
/3(x) =  { (3.31)
busy
3 .6 .3  E x p er im en ta l C om p arison  o f R e lia b ility  C riter ia
First some implementation details are addressed. The reliability metric only needs to 
be calculated once per image pair per resolution. The per pixel normalised DFD  can 
be derived as
max(G ‘^n, R ( x ) z)
S(x) = ------^  ^  2 . (3.32)
During experimentation it was found that a multiplicative constant was required to 
give meaningful results, e' — e x k S (x ) ,  k — 1000.
For busyness, the local neighbourhood was set to 3 x 3 pixels. In search for the motion 
parameters, the DFD was processed through the standard robust cost function when 
the pixel in the current frame was considered to have been busy. If the pixel was 
not busy it was ignored as in the derivative weighted method. Only those pixels with 
texture are used in the motion search. Using variance with a derivative weighting type 
algorithm only gave similar performance to derivative weighting.
Figure 3.13 shows a visual comparison of the weightings on each pixel for the reliability 
criteria under consideration. First, the parameters R min and R max f o r  the derivative 
weighting technique were investigated; see Fig. 3.14 for results from the Mobile and 
Calendar sequence. As would be expected there is a trade off between using less pixels 
and estimate quality. The four parameter settings show that the difference in weighting
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B u sy n ess
kept the results reasonably close together. Secondly, the parameters for the normalised 
DFD technique were investigated (Fig. 3.15). The results for this method suggest that 
for this sequence, Grn should be in the region of 200 or higher and that the choice of 
Gm is quite insensitive. The “high contrast edges” are areas where outliers may occur, 
this is being controlled by the robust estimator, so normalisation becomes redundant. 
Thirdly, the busyness metric was compared (Fig. 3.16). There was a similar trade off 
to derivative weighting. Busyness can Ire viewed as derivative weighting over a local 
neighbourhood using hard thresholds. The histogram of the reliability weighted DFD 
showed that the characteristics shown in Figure 3.10 were retained.
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Table 3.9 shows the pixel usage and number of search iterations required for one test 
sequence. The difference between using approximately 25% and 50% of the pixels results 
in less than 0.1 dB difference in image quality. The pixel utilisation is dependent on the 
amount of detail within an image sequence. As indicated by column 3, the weighted 
search allowed the minimum to be found much faster than a conventional search (this 
can also be backed up by the results in Chapter 5, Table 5.2). The minimum number of 
iterations for this search is 8 . All methods presented here are shown in Figure 3.17 plus 
the unweighted robust estimator and standard non-robust estimator. This sequence 
favours Normalised DFD; however, as a slightly different set of pixels are used for 
each method and are dependent on the image sequence, none of the measures were 
consistently superior over all the sequences tested. Note that the standard estimator 
was the upper bound in the previous experiments comparing the non robust methods 
and tha t now it has become the lower bound in this experiment.
M ethod Pixel U tilisation  (%) Itera tions
D erivative W eighting 20-128 49.9 8
D erivative W eighting 50-255 26.7 8
D erivative W eighting 100-300 10.3 8
D erivative W eighting 150-300 3.0 8
B usyness t  =  1500 38.0 8
Busyness t =  800 15.5 8
Busyness t  =  100 8.7 8
N orm alised DFD 
S tandard  R obust E stim a to r
100
100
8
16
T ab le  3.9: Motion Search Characteristics Using Reliability
According to the US National Institute of Science and Technology Engineering Statistics 
Handbook3, in a weighted least squares analysis most algorithms are not sensitive to 
the specific choice of weights. This has been confirmed by the above experiments, where 
if the number of points eliminated is equal then the result is comparable.
These results were reported in [30]. The weighted optimisation from reliability may 
also be used with non robust methods.
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3.7 Use of an  In form ation  C riterion  for M odel Selection
If the motion model used has too many degrees of freedom then noise will be fitted 
by the extra parameters. Error metrics using more degrees of freedom will always 
find a smaller cost because of noise fitting. False minima may be encountered if the 
support is too small. Therefore, ideally the cost function should take into account the 
number of degrees of freedom available to the model and the number of points used in 
the evaluation of the cost. Choosing the right type of approximation fits in with the 
philosophy of this thesis, especially as it is avoiding use of empirical knowledge.
In [6 8 ] an extension to the standard block matching algorithm called generalised block 
matching proposed to search for the optimal corner positions of the search block to 
find local perspective motion between a pair of images. The procedure is to perform 
a standard block search then use the cross search algorithm (a reduced search BMA) 
to optimise the corner positions. The 4 corner positions are used to calculate the 8  
parameters of the perspective motion model. Due to the lack of support in smaller 
blocks the perspective model will try to fit noise and better results will be achieved. 
Figure 3.18 (a) shows a comparison between generalised block matching and standard 
block matching at a blocksize of 16 pixels. Figure 3.18 (b) shows the values for scale in 
the x axis (ao) over each block, scanned in raster order. By observation, this sequence 
is dominantly translational. It would be expected tha t for any sequence this param e­
ter would normally be smooth except for periodic transitions between rows and local 
motion. The graph shows that the parameter is fitting noise in the image.
There are many model selection criteria such as the A Information Criterion (AIC), 
Minimum Description Length (MDL), Bayes factor and stochastic complexity. The 
AIC proposed in [4] is given by
AIC =  - 2  log ML +  2 n d, (3.33)
where ML is the residual (compensated error) from the maximum likelihood estimate 
and n ci is the number of degrees of freedom. The increase in the residual is measured 
with respect to the decrease in the degrees of freedom. A good model has a small
56 Chapter 3. Motion Estimation
Mobile and C alendar
32.5
32
m 31.5■o
cr
§ 31
as
q! 30.5
30
29.5
30 35 4010 15 20 255
GBM
Field num ber
BMA
(a) Global Motion Estim ation Performance
-1000
0 200 400 600 800 1000 1200 1400 1600 1800
Block Num ber
(b) Parameter ao
Figure 3.18: Usage of an inappropriate motion model: Generalised Block Matching
residual for the minimum degrees of freedom - the model with the smallest AIC is 
chosen. The basis of the derivation of Equation (3.33) can be shown to be due to the 
measure of how well a model may fit future data [40]. A model may fit current data 
very well but be unable to cope with future data. If the expected residual is small then 
the model has a good predictive capacity.
In [42] it was shown how the Geometric AIC (GAIC) can be used for model selection 
to ensure that the motion model stays in the correct projective subgroup without using 
any empirical thresholds. The GAIC is a modification for choosing a plausible geometric 
model [40] and given by:
G A IC  = H  + 2{dN  +  n')e2, (3.34)
where H  is the residual after computing an optimal projection, N  is the number of 
points over which it was evaluated, d is the dimension of the model, n' is the degree 
of freedom in the model and e is the “noise level”. An unbiased estimate of e2 can be 
found as
£2 =  ~JT~ 7> (3-35)rJy — n'
where r  is the codimension of the model (the degree of freedom of the noise). Table 3.10 
shows a comparison for two sequences. The best GAIC is the smallest one, the results
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appear to be in reasonable agreement with the perceived motion model. Note tha t if 
the support is good (i.e. a large number of points are spread over a large area) then 
model selection is not necessary.
M otion Model Mobile and C alendar G arden
PSN R  (dB) GAIC (x lO 7) PSN R  (dB) GA IC (X lO7)
T ransla tion 25.018 1.566 22.209 2.960
Quasi-Affine 24.914 1.900 21.652 3.407
Affine 25.638 1.845 23.639 2.990
Pseudo Perspective 25.802 1.755 23.683 1.051
Perspective 25.747 1.923 23.405 1.533
Table 3.10: Comparison of Geometric AIC and PSNR for Global Motion Com pensation
3.8 Conclusions
In this chapter three popular motion estimation techniques have been compared in 
terms of algorithm and extensibility, search strategy, speed and estimation accuracy. 
Using a steepest descent optimisation, the effect of using a higher order search has been 
evaluated. Motion projected intensity optimisation is the most flexible of the methods 
presented here as it is extensible to an n parameter motion model and can work over 
an arbitrary area. Phase Correlation can be extended to rotation and scale reasonably 
accurately. Block matching can only estimate translational motion parameters. Phase 
Correlation is the fastest technique with motion projected intensity optimisation much 
slower and block matching even slower. PC worked over a smaller area though, while 
block matching may not cover the whole area if the dimensions are not divisible by 
the block size and motion projected intensity optimisation can use every pixel. For 
global motion estimation the parameter optimisation can find the best results. Motion 
projected intensity was most suited to object motion estimation. However, just like the 
MPEG-4 toolbox philosophy, there was no single technique that gave the best results 
in all situations and therefore these 3 methods should be viewed as complementary to 
each other as each has its advantages and disadvantages.
Speed was an important characteristic so some investigation effort was spent observ­
ing the convergence of the optimisation search. Second order (Newton) search and
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the quasi-Newton Levenberg-Marquardt approximation both achieved maximum accu­
racy. Second order search generally used less iterations than LM as was expected but 
may take longer in implementation due to the calculation of second order intensity 
derivatives. Concerns regarding second order search were shown to be unfounded with 
motion estimation, searches did not get stuck in local minima and the accuracy was 
insignificantly less than LM. First order search took more iterations and resulted in 
less accurate estimates.
Using robust statistics the dominant motions can be found, even in a sequence with 
multiple motions. The result is invariant to illumination changes. The correct formu­
lation of robust statistics for motion search was given along with the implementation 
of Levenberg-Marquardt approximation. The kernel function ensures that any error 
point outside of the normal distribution is not given a large weighting and cannot bias 
the optimal estimate. This is especially important for multi modal distributions which 
should correspond to multiple objects.
A new reliability weighted search was proposed to combat the problem of areas of uni­
form intensity (so called “low texture”). These areas do not contribute greatly to the 
motion estimate, this is why they can be eliminated at little cost. The measurement of 
texture is hard to quantify. Two types of measure were considered: using local variance 
and using image derivatives. There was very little to separate the two methods except 
for the computational complexity and improved convergence, agreeing with weighted 
least squares theory. The usage of reliability combined with robust statistics was inves­
tigated and it was seen that a considerable saving in computation may be made using 
the simple derivative weighting presented. Although leverage points remained these 
were dealt with by the robust estimator.
Model selection was implemented by using the GAIC; it is possible to generate not only 
a stable estimate for an arbitrary region but to automatically select the appropriate 
motion model to use. W ithout this the highest order motion model would always be 
chosen and would risk being unstable unless the support was sufficient, which cannot 
always be guaranteed. Automatic selection of the motion model is paramount for a 
generic multi system approach.
Chapter 4
M otion Segm entation
In the previous chapter, use of robust motion estimation techniques allowed the dom­
inant motion for an area to be found even if it contained multiple motions. In this 
chapter the most promising motion segmentation methods are reviewed and imple­
mented for investigation. A new approach based on optical flow is developed to initiate 
a segmentation based on patches of flow that have the same direction. Neighbouring 
patches are merged if together they support a higher order motion model corresponding 
to a planar facet. Model selection is used to formulate a merging criterion independent 
of object size or motion model with no manually set thresholds. A novel method is 
proposed to find object motion using phase correlation.
4.1 C u rren t M otion  Segm entation  M ethods
There are three distinct methodologies which can be split into global, local and MAP 
methods. Global methods search for dominant motions and then assign segmentation. 
If global motion models are employed, they usually attem pt to generate motion hy­
potheses robust to local motions. A testing and assign process determines the label at 
each pixel. The advantage of using a global model is that the number of objects may 
be reduced as longer range interactions, which cannot be observed with a small field 
of view, can be taken into account. The disadvantages are that the assignment process
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can be ill-posed and objects with similar motions that are not touching or overlapping 
may be labelled as the same object.
Local methods aim to find simple local groupings and recursively merge them together. 
This second method may be viewed as a form of region growing. Local models test 
possible groupings and work towards larger global objects, in contrast, global models 
assume larger scale groupings and reject members that do not comply afterwards.
MAP techniques are usually formulated as a combination of the other techniques to 
create a very detailed model of the joint motion estimation-segmentation fields.
4 .1 .1  G lob a l M o d els
A Hough transform approach was used to find global object motion hypotheses in [3]. 
Motion vector hypotheses are formed from the Hough transform of blocks of vectors 
taken from a precomputed dense flow field. Two sets of initial hypotheses are formed 
based on separate affine motion components (ao, a i, 0 2 ) and (0 3 , 0 4 , as) and later merged 
into a single set of full affine vectors. This is aimed at reducing the computational effort 
required to generate good motion estimates. After assigning regions to the best sup­
ported motion hypotheses, a second stage merges objects using the pseudo perspective 
motion model. Each vector in the flow field has a weight associated to it during its 
estimation, during assignment connected groups of vectors with good weights are iter­
atively grouped to motion hypotheses. Connected groups support a particular motion 
if the error is below a prescribed threshold based on the sum of weights, resolution and 
noise level. W ithin the groups the same threshold is used to find subgroups that may 
better support another motion hypothesis. A final stage tests merging of neighbouring 
regions by fitting a pseudo perspective model and verifying that each vector is consis­
tent for the joint model. This secondary stage of fitting and merging a higher order 
model means that both global and local approaches are being used, however the more 
im portant initial segmentation is based on the global approach.
In [79] a global approach used a k-means clustering to find representative groups of 
affine motion parameters. Initial motion hypotheses are generated by dividing a dense 
flow field into non overlapping blocks and fitting an affine model to each block. If the
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mean squared error of the residual after fitting is greater than a prescribed threshold 
then the hypothesis is eliminated. K-means clustering is used to find the dominant affine 
motion vectors. After clustering, motion labels are assigned to individual pixels based 
on minimum fitting error. If the minimum error is greater than a prescribed threshold 
then the pixel is not assigned to avoid inaccurate matching. Several iterations are
performed of the algorithm to refine the segmentation. When the means of the clusters
stop moving the algorithm halts.
Both of the above methods find motion from separated components of the affine trans­
form. The reason given for this is to simplify estimation by reducing the number of 
parameters. If the total error h is the Euclidean distance, i.e.
h =  h2x +  hy , (4.1)
then errors in one axis can be confused with errors in the other axis leading to local 
minima. Both techniques propose a separate fitting for each component of the motion 
vector, as they are independent of each other. The translational vector at position (x , y) 
is the distance to the projected position (x ',y ') .  Therefore the separated component 
vectors can be found by minimising the two equations
hx = dx - { x - x ' ) ,  (4.2)
Jiy = dy - { y - y ' ) ,  (4.3)
over a suitable domain, where dx and dy are the flow field vector components. This is 
necessary because dx and dy are local vectors but x '  and y' are projective mappings 
which may use a motion vector that applies to a larger area.
4 .1 .2  L oca l M o d els
Local models involve iteratively grouping similar motion vectors, merging their support 
areas and progressing to higher order motion models. In [19] and [18] a region growing 
approach was used on a dense flow field to form consistent regions of translation. An 
affine transformation is fitted to pairs of neighbouring regions to test their merging
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potential. The standard deviation is used to measure goodness of fit, if it is below 
a preset threshold then the merge is accepted. A merging stage for the bi-quadratic 
motion model is similarly performed.
In [22] and [32] the initial segmentation was based on a combination of thresliolded 
inter frame changes and intra frame segmentation. Motion estimation was used to find 
the motion of the objects using a DFD criterion. The average error from the optimally 
fitted motion is used as a threshold to determine whether a moving area contained 
multiple motions and required further segmentation.
In [73] a region growing approach is used to extend the segmentation of a manually 
initialised region of an object over a consistent depth using a modified robust approach 
called a domain bounded M-estimator. This method could be applied to motion esti­
mation but needs to be initialised with a known domain.
4 .1 .3  M a x im u m  a p o ste r io r i E stim a tio n
Maximum a posteriori (MAP) estimation has been mainly used to apply segmentation 
to precomputed dense motion fields [27, 74, 57] but it has also been used to find 
motion [60, 70]. It allows a framework to mix multiple cues, usually in the structure of 
a Markov random field.
MAP probability is used as a criterion to derive a non parametric stochastic model 
of the current frame intensity, segmentation and motion. The MAP formulation can 
be divided into three base models: the observation model of the image intensities, 
the motion model and the segmentation model. If It represents the frame at time 
t , Dt represents the displacement field between It and I t - 1 , and Zt represents the 
segmentation of the pixel at time t. Using Bayes theorem, this can be expressed as
r , , r ,   ^ P { h - l \ D t , Z h I t)P(Dt \Zt)I t)P(Zt \It)
P{Dt , Z t \ I u h - i )  = ---------------- P ( / t | / t „ 1)----------------------- (4 '4>
The first term  in the numerator of (4.4) is a temporal consistency measure, the second 
term  represents the prior knowledge of the motion field and the third term represents 
the prior knowledge of the segmentation. The denominator is a constant and is usually
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ignored. The probability model can be tuned to cope with different assumptions made 
about the video data.
The motion and segmentation fields may be considered as Gibbs random fields if they 
are defined as energy functions over a configuration space and equivalent to Markov ran­
dom fields if they follow a neighbourhood system (this second simplifying equivalence 
was shown by the Hammersley-Clifford theorem).
Equation (4.4) can be reformulated using logarithms so that maximising the probability 
is a consequence of minimising the logarithm and thereby transformed into a cost opti­
misation procedure. Search for the solution is based on global stochastic optimisation 
procedures such as simulated annealing. This is commonly used in a multiresolution 
framework which allows for longer range interactions in the random field. The advan­
tage of MAP methods is that other constraints can easily be added to improve the 
model. For example, if a line field is added, the boundaries between objects are explic­
itly modelled and this can compensate for the assumption of smooth optical flow [46] 
or similarly, a constraint on the intensity within object labels can be used for the same 
effect [27].
The disadvantages of MAP methods are that the solution is usually computationally 
expensive and that mixing of the different criterion functions is very difficult and can 
be image sequence dependent. Furthermore, assumptions about the motion and seg­
mentation fields required to formulate the initial cost function affect the convergence 
and final solution.
4 .1 .4  S u m m ary
The methods reviewed in the preceding sections have shown that much empirical knowl­
edge is required prior to segmentation. The number of objects, thresholds, object size 
and object motion model may need to be predetermined and may be image sequence 
dependent. MAP methods explicitly model the data and require a lot of tuning; they 
also have a very high dimensional parameter space which makes it much harder to find 
the optimum result.
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Quite often the segmentation has been determined by thresholding against average 
error. If a motion vector has been optimally fitted to the domain then it could be 
assumed that the location of the error distribution is approximately zero. If the metric 
used for the average is the median or some robust average then it is similar to using 
a trimmed statistic as an outlier detection process with the threshold based on the 
location of the squared error rather than 4 x MAD which is derived from the deviation of 
a Gaussian distribution. In the next part of this chapter the practical implementations 
of some of these algorithms are investigated.
4.2 D om inan t M otion  Segm entation  by R obust S ta tistics
The use of robust statistics alone is not enough to find segmentation. Although it was 
an effective tool when robustly minimising a DFD based cost function, this method is 
ill-posed as it is not directional or location based. Any pixel, even “reliable ones” may 
be an inlier to a candidate motion vector while at the same time belonging to an object 
with a different motion. The statistical process of DFD is not easily separated into 
different component distributions (corresponding to different objects), recall Figure 3.10 
which demonstrated that DFD tends to be a unimodal process. Therefore although the 
outliers from a robust optimisation may indicate which object they strongly do not 
belong to, a robust method cannot be used to indicate which pixels do belong to an 
object. Outliers are usually found at edges and in regions of good texture. The outliers 
after estimating the dominant motion for the Mobile and Calendar sequence using the 
robustified motion projected intensity optimisation method developed in Chapter 3 are 
shown as black in Figure 4.1. Textureless areas have been identified as inliers to the 
dominant motion even though they are part of a moving object. Only outliers that are 
edges or strong texture have been found on moving objects but even some background 
edges are outliers.
Robust statistics make it possible to find the dominant motions within an image without 
biasing each estimate by other local motions. It has been proposed that the set of 
dominant motions may be obtained by estimating the global motion then removing the 
inliers consistent with that motion and repeating the process [10]. Segmentation may be
4.3. Combination o f  Intra and Inter Frame Information 65
n^ i w y w S  t  i  ' i  j t \v ,.w a n » T O iT r  -
Figure 4.1: Motion Outliers from DFD
determined by assignment: From the set of dominant motions it was possible to evaluate 
the displaced block error for each candidate motion and to assign the segmentation 
using the motion with the least error. Figure 4.2 (a) shows that a reasonable coarse 
segmentation may be found after removing very small regions, however, Figure 4.2 (b) 
also shows that the robust estimator can sometimes fail to extract objects consistently 
(only two objects are obtained). Furthermore, the ball has rotational motion but is 
merged with the translating train. Only areas with texture can be segmented accurately 
and apart from the background, only translational motion may be found as individual 
blocks do not have enough support for motion models with more degrees of freedom 
causing a trade off between segmentation resolution and support.
Inliers are not guaranteed to be part of the main distribution, they are simply points 
that do not generate an error large enough to distract the estimate. Assigning labels 
to a given motion estimate is not a trivial problem, as has been shown. In the next 
sections other motion segmentation algorithms will be reviewed.
4.3 C om bination  of In tra  and In te r Fram e In fo rm atio n
In this section a modified version of the algorithm in [22] will be investigated. The aim 
of this technique is to achieve a hierarchical object segmentation for motion as shown
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Tlie inter frame information is the difference between different images in the video 
sequence. The intra frame information is the information held by an individual video 
frame. The change image from pairs of consecutive frames is filtered, thresliolded 
and processed to find moving objects. This is a reasonable assumption as long as the 
background is known or if the objects have a lot of texture and motion. Most video 
sequences have a high frame repetition rate that will reduce any motion between frames
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and most moving objects do not have a lot of texture. Therefore an intra frame based 
segmentation using colour, texture or contour information is used to refine the object 
segmentation.
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Figure 4.4: Flow Diagram for Combined Segm entation M ethod
The method is shown as a flow diagram in Figure 4.4. Global motion estimation and 
compensation is first performed using a reliability weighted robust estimator described 
in Section 3.6 using the bi-quadratic motion model. The intensity change between 
the compensated and current images is calculated. These changes are filtered using a 
3 x 3  kernel low pass filter and a median filter over a 5 x 5 neighbourhood. The low 
pass filter allows the changes to connect across small gaps and the median filter maps 
isolated pixels into the background. After thresholding the intensity, any holes tha t are 
surrounded by fully connected change pixels are filled in, see Fig. 4.5 (a). Very small 
regions are removed (less than 32 pixels for this implementation). The regions tha t are
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left are mapped to the intra segmentation by including all intra objects that overlap with 
a changed pixel, Fig. 4.5 (b). Each change object is considered to be a separate object. 
A least squares optimisation is used to calculate an optimal bi-quadratic motion vector 
for each region. This has been modified to use the same robust estimator mentioned 
above.
The intra segmentation was originally performed in [22] by using intensity edge based 
regions but this has been replaced by the quantised hue of the images. Hue was chosen 
as it should be invariant to shadows and intensity changes giving a consistent intra 
segmentation. It is possible that using edge regions would have been superior, however, 
broken edges have to be joined together and regions of high texture must be processed. 
Intra regions below a certain size (32 pixels again) have been deleted and merged with 
their largest bordering neighbour.
After the intra segmentation has been mapped to the change objects, all objects that 
are touching are merged together to give level 0 of the segmentation as shown in Fig­
ure 4.5 (c). Using level 0 objects, the motion is estimated and pixels that give more 
error for the optimised motion than the average are highlighted, grouped and remapped 
to intra objects to become objects of higher layers. The problem with this approach is 
that the average error of a region with little texture is zero so it is usually the origi­
nal change objects that are found, resulting in a segmentation similar to tha t initially 
started from in (b). Reliability weighting was used so that the average would be based 
on only change object pixels, however this is quite sensitive to the reliability thresholds 
and still dependent on a good intra segmentation as seen in (d). Some areas (such as 
inside the calendar) do not generate change objects so cannot be filled in unless the 
intra segmentation covers it. Note the labels in Figure 4.5 have been assigned false 
colours randomly, so do not correspond from (b) to (d).
The final loop of refining the motion can be repeated until no new objects are produced 
or they are of an insufficient size. According to [22] 3 iterations are usually enough.
Generating the intra segmentation was awkward and introduced new thresholds. In 
order to ensure that the label boundaries could match real objects the quantisation 
had to be reasonably fine resulting in many tiny regions being formed. These were
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Figure 4.5: Segm entation by Combined Intra-Inter Segm entation
dealt with by merging regions below a certain size with larger neighbours, which is
also likely to be image sequence dependent. The change objects produced did not
correspond to real objects, only edges of real objects and areas of texture; it was not
possible to fill in holes corresponding to regions without texture. The results were 
dependent on a good intra segmentation and additional levels of segmentation found it 
difficult to get a meaningful segmentation.
4.4 Segm entation  by O ptical Flow
Fitting motion and segmentation to dense flow fields should be superior because the 
flow contains information regarding both direction and magnitude of movement. DFD
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is invariant to direction and is only reliable in regions of texture but it is much quicker to 
calculate. Optical flow suffers the disadvantages that it tends to be artificially smooth 
(it uses an implicit “rubber sheet” model) and has difficulty handling large motion.
The optical flow was calculated using software made publicly available by Black based 
on a robust gradient method using the Lorentzian kernel and Graduated Non-Convexity [9]; 
the robust analysis is similar to that presented in Chapter 3. An alternative was to 
use a local block based projected intensity optimisation to find the dominant affine 
parameters and sub dominant motions from which a dense translational field can then 
be computed [10]. The block based fitting of an affine model was also used in the 
method of [79] but in order to choose dominant motion only. Figure 4.6 shows the 
results for optical flow obtained for these two methods on the Mobile and Calendar 
sequence. The local block method used the Huber kernel. The colour represents di­
rection and intensity represents magnitude. The objects in the scene have very strong 
directional groupings as can be seen. There also appear to be undetermined regions on 
the borders between the train and background objects. The block based method is not 
as smooth as the dense method and did not model object boundaries very well. With 
smaller blocks it is likely that less motions are enveloped but there is less support for 
the higher order motion model. Also, for the affine model, points that lie on the axes 
cannot always provide gradient information to the motion optimisation as some of the 
terms are dependent on position (see Appendix A).
4.4.1 Fitting of Models to Optical Flow
The fitting of a global motion model to a dense motion field should be a good problem 
for a robust estimator, the robust cost equation is developed from 4.1 as
h =  p(h2x +  hi). (4.5)
The first derivative needed for optimisation is
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(a) Lorentzian +  GNC M ethod (b) Local Block M ethod
Figure 4.6: Images of Optical Flow
It was found that robust fitting gave poor results. On examination, the cost surface for 
the robust error was much noisier than for least squares error as shown in Figure 4.7.
The distribution of the error h from 2 consecutive frames (Figure 4.8) shows that 
the scale is extremely compact. Therefore in a gradient search the scale must be 
recalculated frequently. This leads to instability because the scale is very small and 
using this figure to normalise the error causes noise. Therefore in this case a least 
squared error function can give a better fit but it may still be biased by other motions 
unless the area over which the model applies is known.
4.5 D om inant M otion  Segm entation  from  G lobal M odels
In this section, the methods of [3] and [79] are jointly investigated as they have many 
similarities. The method of [3] aims to find the dominant motion hypotheses directly. 
This is done by sampling the dense vector field, evaluating affine components separately
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Figure 4.8: Histogram of Optical Flow Euclidean Error
and using a histogram approach to reduce the complexity of the search space. The 
dominant motion is found and then the corresponding object segmented according to 
a threshold. Implementation has been slightly simplified by adopting the following 
algorithm:
1. Fitting the dominant motion using all unassigned vectors
2. Assigning vectors based to the current object if they are below the error threshold 
of 1.0 pixel
3. If no vectors are assigned increase the threshold by a factor of 1.5 and return to 
step 2
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4. Increase the current object number and go to step 1
5. When all vectors are assigned, attem pt to merge regions with all their neighbours 
using the pseudo perspective motion model
The method of [79] on the other hand refines a set of initial motion hypotheses from 
fitting to square blocks. These dominant motions apply across global “layers” so sepa­
rated pieces of the same layer are considered the same object. They are merged using 
k-means clustering and segmentation assignment. In [11] it was reported tha t a merg­
ing stage was better suited than k-means clustering. This method has been simplified
to:
1. Finding initial motion hypotheses from square blocks
2. Using a Euclidean distance metric (Equation 4.1) to determine merging between 
motion hypotheses
3. Assigning vectors to the best hypothesis based on the least error
4. Fitting motion to the new segmentation
5. Return to step 2
6. Stop when there are no new merges
(a) Dominant Global Motions (b) Global Layers
Figure 4.9: Dom inant Segm entation from Global Models
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This algorithm typically requires less than 20 iterations to find the segmentation for 
the first pair of frames. Less iterations would be required when finding subsequent 
segmentation as the initial motion hypotheses can be set to those found in the previous 
segmentation.
A least squares fit for the motion was used for both methods. Results are shown in 
Figure 4.9.
The results from the first method finding dominant motions seem quite reasonable, 
it would be expected that a method that uses a global approach would find a small 
number of objects because the motion model will do its best to fit all the motions as 
best as it can, even if they are not part of the dominant motion.
The second method was tested using blocks of size 16 pixels square resulting in 1620 
initial hypotheses; the initial merge step resulted in much fewer objects but each itera­
tion of the algorithm involves refitting the motion and testing assigns which would be 
computationally expensive. Further comparison may be found in Section 4.7.
4.6 Directional Optical Flow Segmentation
In this section, a new segmentation algorithm is proposed that makes use of a polar 
co-ordinates type angle-magnitude form of the optical flow and histogram thresholding. 
A local approach is used to define domains over which there are single motions so a 
least squared fit may be used. The algorithm is summarised as follows:
1. Find and compensate global motion (see Section 3.6)
2. Find optical flow
3. Use histogram thresholding on an angle and magnitude representation of the 
optical flow to find dominant translational motions
4. Merge very small areas into their largest neighbour
5. Iteratively merge regions that conform to a higher order motion model
6. Track objects over several frames so labels are consistent
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4 .6 .1  In it ia lisa tio n
The first step is to compensate the global motion. This decorrelates the object motion 
from the camera motion and should help the object segmentation. The optical flow is 
then calculated (e.g. using the software of [9]). The actual method is unim portant as 
long as the dense motion field is accurate. The default parameters were used so there 
was no tuning of the program for a particular video sequence.
The statistics of the polar components of each motion vector are displayed in histograms 
in Figure 4.11. The bins for the direction correspond to the angle so the histograms 
in (a) wrap around at the edges. Vectors with very small magnitude do not have a 
reliable direction so these were ignored during histogram construction.
The peaks in (a) would appear to correspond to objects moving in the scene, however, 
each peak does not necessarily correspond to a single object as occlusions may cause 
an object to have several separate observable fragments in the image or there may be 
multiple objects moving with similar direction and speed. Initial segmentation labels 
can be generated by utilising histogram thresholding on the direction and magnitude 
to produce patches of coherent translational motion. Both angle and magnitude could 
be used for a 2D histogram but as can be seen in Figure 4.10, after global motion 
compensation the majority of the information is in the angle.
M ag nitu de  (p ixels) M ag n itu de  (p ixels) A ng le  (r a d ia n s )
(a) Mobile and Calendar Flower Garden
Figure 4.10: 2D Histogram of Angle and Magnitude
These patches form the basic components of object hypotheses. Histogram thresholding
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Figure 4.11: Statistics of Polar Optical Flow
is a well known technique, the results generated in this section are based on a simple 
moving window algorithm: an arbitrarily sized window is shifted across the histogram. 
Only one peak can exist inside the window at any location. If there are too few peaks 
(the window is very large) false merging may occur, if too many peaks are allowed 
(the window is very small) then patches of almost identical motion will have different 
labels. Using the window size, a threshold can be set on the maximum number of 
peaks to be detected although the choice is not sensitive. If the images are globally 
motion compensated prior to finding the optical flow, then the magnitude of the global 
motion should be zero. Histogram thresholding for the biggest peak in the magnitude 
histogram allows the background region to be found.
The initial segmentation after histogram thresholding is shown in Figure 4.12, more 
motions appear than are visible in Fig. 4.11 as there are many peaks between bins 
900-1100. Over segmentation has occurred to a small degree as shown in Fig. 4.12 (a) 
where the calendar has two motions due to poor thresholds but the train and ball are
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(a) Mobile and C alendar (b) Flower G arden
F ig u re  4.12: Initial Segm entation
easily identified. In Fig. 4.12 (b) the motion of the garden is clearly broken in strips 
corresponding to parallax depth and the tree is joined to the sky in the blue label.
The initial motion for each patch is then set to the median optical flow vector (approx­
imated by two separate ID median operations on each axis) and then re estimated. 
If translational components can piecewise approximate a more complex motion model 
then an iterative merge procedure can test for this; however reestimating the motion 
is necessary because if the median is a poor estimate then merging will always be 
favoured.
4 .6 .2  M erg in g
First, the list of neighbours for every region is found. Second, for all regions the residual 
for the current region is added to the residual for each neighbour region using 2 motion 
models. This is compared to the residual from fitting a single optimum motion model 
across both regions. Testing a merge hypothesis between two regions can be done 
by using model selection (see Section 3.7). This chooses the right motion model to 
fit objects as the available support may not be enough to calculate a stable motion 
vector. In [41] the Geometric AIC (GAIC) was formulated to test merging of motion 
subspaces that contained feature points tracked over an entire video sequence. Using the 
GAIC the gain in going to a more sophisticated motion model from two separate lower 
complexity models can be estimated. The calculation of the GAIC for two separate
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models is different to calculation for one model. Two models for two regions have more 
degrees of freedom than a single model for a single merged region.
If Ji+j  is the residual from fitting a single motion model with dimension d to N{ +  Ap­
points then the GAIC has the form:
GAICi+j =  Ji+j +  2 (d(Ni +  Nj) +  n')e2. (4.7)
If two separate models are fitted then the degree of freedom is the sum of the two 
motion models so the GAIC becomes
GAICij  =  Ji j  +  2(<2(JVj +  Nj) +  2 n V . (4.8)
(A similar notation was used in [41] but here the GAIC is formulated for planar object 
merging). The estimate of noise can be derived from the equation
^  =  -T T — i - (4-9)r N   n1
where the codimension of the model r , and the degree of freedom of the model nf, are 
equivalent to the dimension of the model, d. If GAICi+j < GAIC ij  then the merge is 
accepted.
The motion models tested were quasi-affine, affine, pseudo perspective and perspective. 
These models correspond to the projection of a 2D planar surface. The reason for this 
is that planar surfaces are preferred for mosaicing (see next chapter). Real objects can 
be modelled as a collection of connected planar “facets” due to the use of projective 
transforms; if the facets are small enough then curved surfaces are approximated. This 
model should be able to allow for slight deformations in the object surface to be mod­
elled. The original directional patches found in Section 4.6.1 are therefore hypotheses 
of facets. For convenience, facets will continue to be referred to as objects. If a merge 
is successful then the neighbours of the target region are immediately added to the list 
of regions with which to test merging. This procedure is summarised below:
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(a) Mobile and C alendar (b) Flower G arden
F ig u re  4.13: Merged Object Segm entation
• for all motion models
-  for all objects
* for all objects in neighbour list
• calculate GAICs
• if merge successful merge neighbour lists and merge objects
* end all neighbours
-  end all objects
• end all motion models
The merged objects from the first frame pair in each sequence are shown in Figure 4.13. 
The initial segmentation of Mobile and Calendar involved 107 objects but merging 
reduced this to 48. For the Garden sequence there were 331 objects, which were reduced 
to 98. The garden region can be seen to be composed of several parallax layers instead 
of one global motion. Comparing these sets of labels to Figure 4.12 appears to show 
that merging was successful.
Objects found in one frame should correspond to objects found in consecutive frames. 
Consistency checking is used between consecutive sets of labels to ensure that the 
label value does not change for the same object: Using the motion, the segmentation is 
projected back and matched against the previous segmentation. Matching is normalised
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(a) Mobile and C alendar
F ig u re  4.14: Tracked Object Segm entation
by the overlap over the object area. Objects are assigned to the label they best fit; if 
multiple objects are assigned to a label then the objects with inferior fits are considered 
facets of the larger object. The segmentation using consistency checking for the second 
pair of frames is shown in Figure 4.14 where facets of larger objects are shown with 
the same label. Many smaller objects are registered as facets as expected. This simple 
method worked reasonably well but did not always manage to match objects. A more 
sophisticated solution would be required for a full segmentation system.
4.7 R esults
There are many possible merging strategies such as choosing largest objects first; in 
this chapter merging used a simpler test of merging each object to each neighbour using 
each motion model. This was quite computationally expensive so another strategy may 
increase the speed.
If the initial number of objects generated can be reduced then the number of merges that 
need to be tested can be reduced. Table 4.1 compares the number of initial objects 
produced by the new directional method with the dominant global motion method 
and global layer methods described in Section 4.5. These numbers include removing 
very small and noisy regions but no consistency checking as described earlier. One 
iteration of the global layer method was allowed to be performed otherwise the initial
(b) Flower G arden
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block size would have determined the number of objects. The directional method is 
quite competitive with the Dominant Global Motion approach despite generating local 
estimates for a lower complexity motion.
Sequence D irectional D om inant Global M otion G lobal Layer
Mobile & C alendar 107 142 357
Flower G arden 331 142 394
Forem an 66 53 195
T able 4.1: Number of O bjects Generated for Test Sequences Prior to  Merging
Alternative strategies include finding the largest, well supported objects and use model 
selection to find their optimal motion vector which would then be fixed. For regions 
that have not been fixed a test merging can be made against all neighbouring regions 
tha t have had their motion fixed. Another would be to use the simple method for 
the first field of labels as proposed above but in subsequent fields project the previous 
labels and test merging of all the objects they overlap so that a temporal constraint is 
enforced.
Figure 4.15 shows the segmentation of the train object from the Mobile and Calendar 
sequence. For most images the train is successfully extracted, but usually with some 
section of the ball object. There is a connecting region between the ball and the train  
due to the motion of the balls shadow. This gives merging a path to join the two objects. 
Figure 4.16 shows the results for the merged segmentation of the tree. Areas of the 
background including the sky and some parts of the houses have also been included but 
this is a fault of the initial histogram thresholding as can be seen in Figure 4.12 (b). If 
the results of [79] are used for comparison, in that technique the sky is also merged with 
the tree object. The flower bed is a single object obeying an affine motion compared 
to the results here of several objects at different levels of parallax. The evaluation is 
subjective, but a visual comparison between two frames of Flower Garden tha t have 
been globally motion compensated using a robust estimate does show parallax. One 
feature of this method is that once the merging cycle has been completed no more 
iterations are required.
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4.8 O bject M otion  E stim ation  by Shape A daptive P hase 
C orre la tion
Some objects found by the techniques described in this chapter may be incorrectly 
segmented due to noise or large motion. For objects that have large displacements be­
tween frames, standard motion estimation techniques may not be suitable. Optical flow 
and Motion Projected Intensity Optimisation (MPIO), as discussed in Chapter 3, both 
require the assumption of reasonably small motion within the confines of the multires­
olution search; in order to converge. Phase Correlation (PC) is very fast and can cope 
with larger displacements. Using the initial segmentation obtained from Section 4.6, 
translation was estimated for the objects in the Mobile and Calendar sequence using 
robust MPIO and Phase Correlation over the minimal bounding box for each object.
Mobile and Calendar
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F igure 4.17: Distortion Comparison of MPIO and Baseline Phase Correlation for Com pensated Object 
Motion
Figure 4.17 compares MPIO against baseline PC. The comparison is consistent with 
the results in Figure 3.5. In [50] a statistically robust method was proposed for finding- 
partial correlations for stereo matching and was shown to be the current state of the 
art. Phase Correlation is good at coping with large motions, but in this sequence 
none of the objects have such a large motion that MPIO cannot find a good result. 
On the other hand, Phase Correlation requires a rectangular area large enough to 
contain the object in both images. If the object is small compared to the displacement, 
this area can contain more background than object resulting in a zero displacement
4.8. Object Motion Estimation by Shape Adaptive Phase Correlation 85
estimate. If the area is small enough, the object motion may be found by locating 
and evaluating multiple peaks on the Phase Correlation surface. Locating multiple 
peaks is computationally expensive, as is evaluation. The background may contribute 
noise to the frequency spectrum even if the object can be emphasised, therefore Phase 
Correlation must be modified to avoid any frequency components from the background, 
leaving only peaks that are due to the object motion.
Shape adaptive transforms have been developed for compression applications, e.g. [72], 
unfortunately these methods are shape specific. The transform coefficients do not cor­
respond to the true frequencies so it is unlikely that these methods could easily be 
adapted for motion measurement. The true spectrum of the object should be indepen­
dent of its boundary and therefore allow correlation to be measured with a search area 
tha t has a different shape and size.
Drawing on [43], a Shape Adaptive Phase Correlation (SAPC) was implemented by the 
following steps:
1. For a given segmentation map, take an arbitrary area around the object, suffi­
ciently large enough to include the displaced version
2. Replace background pixels by the average (mean) intensity of the object
3. Any background pixel that is in the 5 x 5  neighbourhood of the segmentation 
edge is replaced by the average over that neighbourhood to avoid adding noise to 
the spectrum. (This last step was later discovered to be unnecessary.)
As with baseline Phase Correlation, the rectangular area was windowed prior to taking 
the FFT. The replaced background is at the DC level of the image, this is removed by 
the normalisation in the Phase Correlation formula, Equation (3.5).
The performance of this new algorithm was tested using a ground tru th  segmentation 
based on a translating arbitrarily shaped object and was compared against a standard 
baseline Phase Correlation and robust MPIO, as shown in Table 4.2. The object and 
its reliability histogram (refer to Section 3.6) are shown in Figures 4.18 (a) and (b). 
The reliability appears to be fairly well spread as would be expected for a natural video
86 Chapter 4. M otion Segmentation
object. The object was manually pasted onto a 100 x 100 pixel backdrop, Figure 4.19 
(a). The true segmentation is shown in Figure 4.19 (b). A Confidence Ratio (CR) 
was computed from the ratio of the dominant peak height to the second largest peak 
on the Phase Correlation surface. This is used as a climensionless signal-to-noise type 
measure. The maximum value for CR is theoretically infinite if the correlation surface 
is a perfect impulse. When the CR is close to or below 1 then the measurement is too 
noisy to be used.
c  500
£ 400
2502000 50 100 150 
D FD  (p ixels)
(a) Im age (b) Reliability H istogram
Figure 4.18: Test Object
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Figure 4.19: Test Object and Segm entation
The CR, decreased with displacement, which can be attributed to the effect of win­
dowing as the object moves into the extremes of the image where the attenuation is 
the strongest. Each motion estimate is within 0.07 pixels of the ground tru th  value. 
Baseline Phase Correlation CR increases as the object moves further into the window 
and distracts less from the dominant motion, see Table 4.2. The other methods return 
the static background motion except MPIO, which only worked when the overlap was 
large.
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G round T ru th  M otion 
(pixels)
SA PC
(pixels)
CR Baseline PC  
(pixels)
C R M PIO
(pixels)
(2,-2) (2.014,-2.042) 3.36 (0.011,0.054) 2.241 (1.95,-1.95)
(4,-4) (4.016,-4.052) 3.4 (0.009,-0.094) 2.473 (-2.99,-0.35)
(10,0) (10.019,-0.043) 3.31 (-0.006,0.016) 3.214 (-0.52,1.74)
(20,0) (20.025,-0.054) 3.181 (0.002,-0.034) 4.137 (-0.29,0.31)
(30,0) (30.028,-0.047) 2.848 (0.003,-0.018) 3.741 (-0.55,0.55)
(40,0) (40.020,-0.067) 2.187 (0.003,-0.029) 4 (2.99,-2.99)
Table 4.2: Performance of Different M ethods for Object Location
Figure 4.20 shows the correlation surfaces from the motion vector (10,0). The surface 
from SAPC is more noisy; while identical images are expected to yield an impulse 
function this is never the case with real data and for SAPC it is not possible for the 
two images to be identical.
- 20  - 20 y - 2 0 - 1 0
(a) Baseline PC (b) Shape A daptive PC
Figure 4.20: Phase Correlation Surfaces Obtained from a Displacem ent of (10 ,0)
The baseline PC shows a much smaller secondary peak is in the location of the object 
motion. Table 4.3 shows a comparison between the features of this secondary peak and 
SAPC. Using the secondary peak gives only a very minor accuracy advantage and has 
a much lower signal-to-noise measure in the CR value. As mentioned earlier, resolving 
multiple peaks is not easy, it is much more convenient to search for a single maximum.
A “fat” and “thin” segmentation (Figure 4.19 (c,d)) were used to test how good the 
segmentation had to be to affect the result from SAPC, see Table 4.4. A fat seg-
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G round T ru th  O bject M otion 
(pixels)
Baseline P C , 2nd Peak SA PC
E stim ate
(pixels)
CR E rror
(pixels)
E stim ate
(pixels)
CR E rror
(pixels)
(2,-2) (1.988,-2.005) 1.7 0.012 (2.014,-2.042) 3.36 0.042
(4,-4) (4.000,-4.012) 1.76 0.012 (4.016,-4.052) 3.4 0.052
(10,0) (10.001,0.036) 1.332 0.036 (10.019,-0.043) 3.31 0.043
(20,0) (20.040,-0.0278) 1.041 0.04 (20.025,-0.054) 3.181 0.054
(30,0) (30.047,-0.078) 1.236 0.078 (30.028,-0.047) 2.848 0.047
(40,0) (40.001,0.062) 1.211 0.062 (40.020,-0.067) 2.187 0.067
Table 4.3: Performance Comparison when using Secondary Peaks
mentation was an arbitrarily shaped label that generously covered the object, a thin 
segmentation was an arbitrarily shaped label that was insufficient to cover the object 
and contained no background. Using fat segmentation gave reasonable results and the 
CR was more than 2. The benefit of the inclusion of object edges was negated by the 
inclusion of background. For thin segmentation the CR was much closer to 1 and the 
motion did not correspond to the ground truth. This suggests that smaller objects have 
less information in the frequency domain for correlation. The minimum size of object 
is also dependent on the reduction in area from windowing.
G round T ru th  M otion 
(pixels)
Fat T hin
E stim ate
(pixels)
CR E stim ate
(pixels)
CR
(2,-2) (1.987,-2.046) 3.2 (8.352,-7.979) 1.03
(4,-4) (4.028,-4.024) 3.647 (-1.225,-7.818) 1.007
(10,0) (10.031,0.022) 2.59 (16.368,-6.029) 1.087
(20,0) (20.019,-0.007) 2.292 (26.383,-6.011) 1.109
(30,0) (30.021,-0.022) 2.442 (36.564,-6.009) 1.222
(40,0) (39.964,0.014) 2.268 (42.025,1.25) 1.204
T able 4.4: SAPC Performance for Variable Segm entation
The maximum displacement that could be measured by baseline PC is dependent on 
generating a minimum window around the object that covers it in both images. For 
SAPC the measurable displacement range is significantly increased but on the other 
hand can be compromised by the objects size if it does not provide sufficient support.
In order to quantify how CR varied with measurement accuracy, manually segmented
4.8. Object Motion Estimation by Shape Adaptive Phase Correlation 89
objects of various sizes were generated, translating at a fixed amount chosen so tha t 
there was no overlap for added difficulty. Figure 4.21 shows how the maximum error 
in either axis compares against the CR. This is a coarse measurement because objects 
differ in size and texture. The lowest CR achieved greater than 0.5 pixel accuracy and 
for a CR of 2 or more there tends to be 0.1 pixel accuracy. Particularly noteworthy was 
that the smallest test object was 2 x 2  pixels and achieved a CR of 1.75 and maximum 
error of only 0.21 pixels.
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F igure 4.21: SAPC M easurement Accuracy
Finally, the optimum size of edge filter for stage 3 of the SAPC algorithm was inves­
tigated. Testing varying sizes of filter for a ground tru th  motion of (20,0) and ground 
tru th  segmentation showed little change in the result, see Table 4.5. Other objects 
confirmed this result; therefore edge filtering is not necessary.
Size of F ilte r E stim ated  M otion (pixels) CR
No filter (20.005,0.012) 2.88
3 x 3 (19.973,0.015) 2.148
5 x 5 (20.005,0.012) 2.88
7 x 7 (19.998,0.027) 3.063
9 x 9 (20.003,0.026) 2.96
11 x 11 (20.003,0.029) 2.741
Table 4.5: Performance with Filtering
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4.9 Conclusions
The use of statistical outlier processes with DFD to find dominant motions was possible 
but not very consistent. This method relied on an assignment stage which was subject 
to the generalised aperture problem and therefore problems with area of support and 
reduced segmentation resolution. DFD does not provide enough information, therefore 
segmentation using dense motion fields was proposed. Using the polar angle-magnitude 
representation of a dense motion field as an initial step was computationally very easy 
and allowed local groupings to be formed quickly.
Histogram thresholding is a well known procedure and by using this technique only a 
few, insensitive thresholds were required. Approaches that used affine components such 
as Hough based methods or k-means clustering had to deal with a segmentation based 
on two 3D spaces. During investigation these methods were implemented, but the 
results showed a large number of initial object hypotheses. In contrast, the proposed 
direction thresholding segmented using two ID spaces without a post segmentation 
assignment stage. Merging via the GAIC meant that the most appropriate motion 
model is used for each object. In the case of segmentation, smaller objects are expected 
to have less support and therefore higher order motion models may be less stable. 
Furthermore, objects were automatically merged without reference to empirically set 
thresholds. The produced objects correspond reasonably well to the objects in the 
scene, there were less arbitrary thresholds and the complexity of the operation was 
reduced. Choice of merging strategy and the related problem of tracking segmentation 
labels consistently remain open problems.
The problem of dealing with large object motion can be tackled by using a phase cor­
relation based approach. Baseline Phase Correlation could not be used due to the 
large amount of unmoving background which contaminates the result. Resolving mul­
tiple peaks was inconvenient and did not give any accuracy advantage. This could be 
avoided by using the proposed Shape Adaptive Phase Correlation which ignored the 
background and simplified the identification of the dominant peak on the correlation 
surface.
Chapter 5
M osaicing
Video sequences usually contain many overlapping images although the amount of 
overlap depends on the camera motion, which can be found using the methods given 
in the previous chapters. Mosaicing forms images with large fields of view by merging 
a number of images into one. Sections of video objects that have been occluded are 
stored in the mosaic and are available for motion estimation. Therefore, mosaicing 
introduces temporal continuity to the segmentation.
Mosaics are sometimes known as salient stills or sprites. Applications range from com­
pression, segmentation to super resolution and virtual reality. If there is no local motion 
then a mosaic can be transm itted at a reference projection and only new projection 
parameters need to be transm itted to generate the original sequence. New views may 
also be generated that were not previously available. The resultant effect is th a t very 
high compression ratios can be achieved.
In mosaic formation there are two choices: each new image can be aligned to the mosaic 
or each new image can be aligned to the previous image in the video sequence. Images 
chronologically adjacent in the sequence probably share the most overlap; however, the 
sequence may loop back upon itself due to the camera motion causing overlap with 
images from much earlier in the sequence. Accumulated errors in the registration can 
mean that these previous images can be grossly misaligned. This is known as the looping 
path error. Mosaic optimisation is essential for longer video sequences to minimise this
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error. In this chapter a number of novel, fast techniques for mosaic optimisation using 
a weighted robust search are proposed.
5.1 T ypes of M osaic
The type of mosaic is determined by how the aligned images are projected. All pro­
jections use the assumption that the content of the images lies far from the camera 
therefore they can be projected into the same surface. Foreground objects or large 
changes of depth in the image can cause parallax errors which give rise to blurring in 
the mosaic.
Planar m osaics [35, 6 6 ] are projected onto a flat planar surface.
C ylindrical m osaics [15, 37, 69, 47], are where the mosaic is projected onto the 
inside of a cylindrical surface. If the camera rotates around the vertical axis of its 
lens during image acquisition then a planar projection will result in large areas 
at the top and bottom of the mosaic containing no image. This problem can be 
solved if the mosaic is projected onto the inside of a cylindrical surface although 
lines in the mosaic will not be straight as they are in the real world.
Spherical m osaics [24], are where the mosaic is projected into the interior surface 
of a sphere.
M anifold m osaics [64, 63, 61, 82], assume both camera translation and rotation 
about its optical axis. Strips perpendicular to the optical flow are taken to be 
added to the mosaic image. This is a much more generalised mosaic than the 
others but is based on local alignment, therefore temporal averaging cannot be 
used which is an important disadvantage.
MPEG-4 does not specify a projection although uses the term “panoramic sprite” . 
Mosaics demonstrated for MPEG-4 in [51] were planar. The term panorama is often 
used in literature for both planar and cylindrical projections.
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5.2 Im age A lignm ent
The alignment of the images into the mosaic is the most im portant problem so this 
section is concerned with literature that has dealt with mosaic alignment. In [23] a 
hierarchical search was proposed starting with a translational motion model followed 
by affine and finally perspective. The perspective model was used in [53] and a pseudo 
perspective model in [54] where it was used to approximate a perspective model. In [67] 
a perspective model is used followed by a lens distortion correction. An alternative 
technique is to form sub mosaics which are registered to each other as groups [54]. 
In [33] sub mosaics were combined in a hierarchical representation. These are quite 
general techniques where simple mosaics have been constructed from sequences with 
constrained motion.
The application of constraints is a common theme and if they are accepted and the 
required projection is known in advance it can be possible to reduce the projection 
to a few essential parameters as in [37], or [14] where knowledge of the object’s sur­
face and assumptions about the camera are used to derive a 1 2  param eter projection 
model. Given some assumptions about the camera geometry - the camera centre is 
fixed, spherical angle rotations between the two images are small and the focal length 
is fixed then the perspective parameters may be derived as shown in [2 0 ].
Model selection with an information criterion was used to choose the projection model 
and ensure stability in [42] without resorting to empirical knowledge.
5.3 M osaic U p d a te  and B lending
Mosaics can be formed progressively with each video frame (a dynamic mosaic) or 
a static mosaic formed off line when all the video frames are available. A dynamic 
mosaic contains the most current version of the image information as it is built. A 
static mosaic contains the common information between all images. Static mosaics 
introduce greater delays into video coding systems and require larger overheads in 
terms of frame buffering.
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Even when images have been perfectly aligned, differences can still be present due 
to Automatic Gain Control in the camera and optical aberration. There are various 
techniques for blending images into the mosaic. If the application is real time then 
simple bilinear interpolation can be used between the mosaic and the new image based 
on the distance between the image centre and the mosaic centre. Alternatively, selective 
memory  is where one image is arbitrarily chosen for each pixel in the mosaic (typically 
the image whose centre is closest to the point of composition).
Depending on the update method chosen and the amount of local motion, the mosaic 
may be blurred by foreground objects. Temporal Median (TM) filtering is a form of 
blending that allows occluding objects to be removed from the mosaic if they move 
enough. After initial alignment, a median operation is performed on each pixel in 
the mosaic over all the pixels contributed by the images in the video sequence. More 
memory is required to hold all the images but this method can aid in the segmentation.
5.4 O ptim al M osaic A lignm ent
The previous sections in this chapter have shown that most techniques rely on prior 
knowledge about the scene, camera motion constraints, image projection etc. This 
makes the image alignment process more stable but the method becomes application 
specific, which is undesirable for a multimedia video coding system. It is also possible 
tha t this knowledge may not be available. The only assumption that will be made in 
this thesis is that all images that are to be mosaiced may be aligned on an approximately 
planar surface. This implies that they are sufficiently far away or that they do not have 
significant surface deviation to cause parallax effects. In Section 4.4 a method for the 
segmentation of objects corresponding to planar surfaces was developed.
Usually mosaic construction is by feature points extending over multiple frames [15, 56, 
69]. These types of approach iteratively optimise the least squared error on the feature 
projection errors. The principle is the same as that of the block bundle adjustment 
taken from photogrammetry [6 ]. As feature points are not available, solution of this 
problem with other methods will now be considered.
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All the frame to frame motion matrices can be found using a reliability weighted robust 
search (see Section 3.G). Accumulating them allows the initial mosaic to be aligned. 
A simple selective memory type composition is shown in Figure 5.f (a) for the Bus 
sequence (150 frames). The global motion of this sequence is a pan with a zoom in 
the last section. Only new areas of the image have been added to the mosaic at each 
frame. Although the image looks quite good there are many errors. For example, the 
pan section of the sequence is badly aligned and is in a different projection to the zoom 
section on the left. There are also two images of the bus.
(a) Selective M em ory C om position
(b) Tem poral M edian C om position 
F igure 5.1: Mosaic of the  Bus Sequence  From Initial Alignment
Figure 5.1 (b) shows the result of accumulation errors when a temporal median filter 
has been used i.e. the misalignment results in blurring. If selective memory or a bilinear 
interpolation are used for depositing the mosaic then distortions due to accumulated 
error may be hidden and moving objects are not removed, therefore a visual comparison 
using the temporal median is more revealing.
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5 .4 .1  G lo b a l M o sa ic  C o n s isten cy
Given a set of motion projection matrices relating every image to every other image in 
the mosaic then it is possible to optimise based on the error in the inconsistency of the 
projection matrices. The following equation describes the projection relations:
p  . A .. — p . (5.1)
where P j  is the homography that takes image j  to the final projection for the mosaic 
and A j i  is the homography relating any two frames in a video sequence i and j .  Motion 
matrices are accumulated by multiplication.
If all the A p  matrices are known then the above equation can be used to formulate a 
cost function (5.2) thus ensuring that all the motion parameters are globally consistent. 
(By fixing one P  to be an identity matrix the final projection will be aligned to the 
plane of tha t image). J  is the cost that is being minimised.
P j A j i  -  P  i — J. (5.2)
This technique was used in [25] and [24] where images were aligned using a 3 parameter 
rigid motion model. In [20] the alignment is based on an approximation to a perspective 
model, subject to small camera rotations and fixed focal length.
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Figure 5.2: Optimisation for Global Consistency
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For N  images, if every image to image projection is calculated this will result in 
(N  — l ) 2 projections which would take far too long to calculate for a real video se­
quence, nethertheless, an experiment was performed using 7 images where all relations 
were calculated. The cost was optimised used least squares and is shown in Figure 5.2. 
Two strategies were tested, (a) set all P  matrices to I and let the optimisation find the 
best values or (b) accumulate all the motions for P  using (5.1) before optimising. As 
this must be a first order search the iteration step distances were set to 1 x 1 0 ~ 4 for 
translational parameters and 1 x 1 0 ~ 5 for all other parameters.
A minimum can be reached reasonably quickly and accumulating the motion before 
starting results in a much lower final cost. Unfortunately the mosaic produced was 
unusable because of unstable motion parameters (the oq and a7 parameters in the 
perspective motion model were large when they should have been zero). This can 
only be resolved by constraining the motion model by some prior understanding of the 
sequence. The other problems were that it was not possible to use a higher order search 
therefore the accuracy of the parameters can never be fully optimal and finally, extra 
image alignments are required. [25] acknowledges the problem with search, advocating a 
first order strategy commenting on the step size that “large increments lead recursively 
to even larger increments” .
5 .4 .2  R e lia b ility  W eig h ted  M o sa ic  R efin em en t
Optimisation on the projected intensity errors is usually not used because of lengthy 
computation time but would result in the most visually correct solution. Using the 
weighted robust motion search in the previous chapter, it is possible to increase the 
speed of a distortion minimisation based search to that of a more acceptable level. The 
algorithm is summarised as shown in Table 5.1.
The optimisation works on the cost from all overlapping frames. First, all frame to 
frame motion is accumulated to find the overall projection. Each accumulated motion 
m atrix is optimised individually and has its own Levenberg-Marquardt (LM) schedule 
based on normalised pixel cost measured by overlap. When all the LM schedules agree, 
the search stops.
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1. Find reliability and initial consecutive frame alignment by reliability weighted search
2. Find accumulated alignment using Equation (5.1)
3. F ind scale (Equation (3 .28)) and location (median of the error) for the adjacent 
frames using accumulated alignment
4. Optimise the total cost J  of all N  frames, J  =  J n
5. Output mosaic
Table 5.1: The Reliability W eighted Optimisation Algorithm
Secondly, the statistical scale must be estimated to use the robust function. Only the 
error from consecutive frame alignment is used to calculate the scale estimate (ideally 
the error from all overlapping frames would be used but this would be much slower due 
to the sorting required to calculate the estimate). This should be a good approximation 
because consecutive images should show the most overlap.
Thirdly, the robust reliability weighted mosaic optimisation was performed. If the opti­
misation only calculates the error at mosaic pixels where one of the images contributes 
a reliable pixel then the search is less computationally expensive. This can be expressed 
as optimising the cost for the current image, Jc against the other i images using
J c  =  “  ^ ( x ; ) ] ) >  ( 5 - 3 )  
X  i
where / c(x ) is the intensity of the current image at pixel x, Ac(x) is the reliability 
weighting function (3.29), xj is the projection of the pixel from the mosaic to frame i. 
p is the robust kernel function (3.23) which reduces the influence of outlier data. The 
reliability not only weights (5.3) but if it is too small then the error at the location x 
is not included in Jc. This leads to a faster optimisation search.
Further speed up may be obtained by evaluating the error at each location only when 
both frame c and frame i are reliable, i.e. using (5.3) but if i?*(xj) < R m in then the 
error for tha t position is ignored. If the initial accumulated motion alignment is good 
then this method should be valid under search conditions.
An optimisation against the temporal median can also be performed. The optimisation 
will experience a speed increase because the error is calculated from each image to the
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mosaic resulting in one less summation. Overall a large speed increase is not expected 
because at each pixel in the mosaic a sort is required to find the temporal median. A 
side benefit is that the mosaic will be updated at each iteration allowing user access to 
it at any time. This form of Jc is
J C =  Y  P(R c(x c)[I c ( K)  -  t m o s a i c i x)]). (5.4)
X
Another speed up can be found by only evaluating the cost for each frame but only 
using overlapping images that are at least n  frames apart (e.g. frames i +  n, i +  2n 
etc) as adjacent frames in the sequence will not contain significant accumulated motion 
errors when compared to each other. This would not be expected to perform well if 
the motion was large or in images with poor texture.
5 .4 .3  S in g le  M o d e l M osa ic  O p tim isa tio n
To compare between the proposed methods the Football sequence has been used. This 
sequence is a good test because most of the frames have an element of zoom and 
therefore each image is revisited at every frame. The alignment is based on the quasi- 
affine motion model which can cope with isotropic zoom, rotation and translation.
Black lines at the side of each image are due to the fact that during capture the active 
line area for the images was not the whole of the image. A comparison of time and cost 
for 10 frames after 5 iterations of each method is given in Table 5.2. “No optimisation” 
refers to using the initial consecutive frame alignments to find the final projections. 
“Full optimisation” refers to using no reliability weighting to eliminate pixels. The 
total cost was calculated from the error between all overlapping frames.
The convergence is shown in Figure 5.3. Note that when optimising against the tempo­
ral median (TM) mosaic, the error is only evaluated at reliable pixels from each image. 
For this graph the specific costs are incomparable as they are normalised by the number 
of pixels used which varies for each method. The graph shows tha t full optimisation 
and temporal median optimisation converge much slower than the other methods, al­
though temporal median optimisation is considerably faster than a full optimisation
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M ethod Tim e T otal Cost
(m inutes) (x lO 7)
No O ptim isation 0.33 5.418
Full O ptim isation 393 5.107
Reliable weighting, Eq. (5.3) 57 4.446
Reliable for bo th  fram es 15 4.457
Reliable TM  optim isation , Eq. (5.4) 11 5.028
Reliable for bo th  fram es, n — 2 11 4.621
Table 5.2: Tim e and Cost Comparison After 5 Iterations
due to using only one image and the reliability weighting. All the other optimisation 
methods appear to converge in approximately 4 iterations but the full optimisation has 
yet to converge.
Calculating the cost between adjacent frames was avoided by using an n frame skip with 
n =  2. This showed a slightly faster convergence rate than the equivalent reliability 
weighted method, but this would be dependent on the number of frames skipped related 
to the motion in the sequence.
The optimised mosaic of the Football sequence is shown in Figure 5.4 along with the 
unoptimised version. W ithout optimisation, the players have been partially removed 
as intended but there is blurring of the letters on the advertising hoardings and the 
lines on the pitch have also been partially erased. W ith optimisation the players were 
removed much more cleanly although there is not enough movement to remove them 
completely.
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Figure 5.4: Mosaics of Football
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5 .4 .4  M u lt i M o d e l M o sa ic  O p tim isa tio n
The perspective motion model may convey all the motions possible with a camera, but 
some motion such as fast panning may result in a difficult to optimise 8 dimensional 
cost surface where some parameters are very sensitive. For the initial frame to frame 
motion, a lower order motion model may obtain a more stable and accurate alignment.
The motion has been calculated with translational, quasi-affine, affine, pseudo perspec­
tive and perspective motion models using the reliability weighted robust search. Phase 
correlation for both translation only and rotation, scale and translation together has 
also been used to deal with faster panning motion. Model selection (see Section 3.7) was 
used to find the most suitable parameters and these were converted to the perspective 
motion model and optimised using the method described in Section 5.4.3. Note that 
there is no “residual” cost from Phase Correlation so the squared error was calculated 
between the PC motion compensated images so that it would be comparable to the 
robust methods that use a squared error kernel for inliers.
The consecutive frame motion parameters calculated for the Stefan sequence are shown 
graphically in Figure 5.5. Compensation for scale change has been applied to the 
translation for viewing purposes. In this sequence the scale is isotropic and changes a 
lot. There is little translation in the y axis but a lot of translation in the x axis.
5.5 M osaicing of Longer V ideo Sequences
For the usual assumptions, i.e. the projection of the sequence is known in advance 
(planar, panoramic, spherical) and the background is far away, the optimisation of 
image sequence alignment into mosaics is straightforward. Using a planar projection 
for the mosaic (where all the images are projected into a flat plane) works well as an 
approximation to the true three dimensional terrain as long as the background is far 
away but in this case it is not. Therefore a sequence can only be optimised well if 
broken into sections that fit the planarity assumption. Images tha t do not lie on the 
plane tend to be more warped and the error function difficult to optimise.
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F ig u re  5.5: Motion Parameters for the Stefan Sequence
If the distance assumption is broken then parallax errors can create blurring in the 
mosaic [64]; if patches of local motion are warped separately, this can be avoided [77]. 
If there is a large change of scale across images in the mosaic then accumulated error will 
be emphasised. A small error in the alignment of an image with a large accumulated 
scale change is amplified many times. This slows down the optimisation because the 
further from the minimum the longer steepest descent takes. Small errors will always 
occur because steepest descent is not exhaustive and does not guarantee to find the 
absolute minimum. Depending on the frame used for reference, some parts of the mosaic 
will be better resolution than others. Furthermore, in a video coding system, larger 
mosaics introduce latency into the system and must be broken into more manageable 
chunks to minimise transmission delays. For these reasons it becomes impractical to 
attem pt to mosaic sequences that have large accumulated scale changes. The model 
selection results and frame to frame motion can be used to determine the best points
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to ‘cu t’ the mosaic into planar strips. A mosaic of the last 32 frames of Stefan using 
this method is shown in Figure 5.9 (a).
5 .5 .1  R ea c c u m u la tiv e  O p tim isa tio n
Previously in this chapter, the motion has been accumulated and the accumulated 
projections have been optimised. An alternative method is to find the accumulated 
projections and optimise the consecutive motion matrices. Recall the relationship be­
tween accumulated projections P and consecutive projections A (Equation (5.1)),
P jA jt- =  P i (5.5)
PkA-kj = P j
: =  : (5 .6 )
It is possible to optimise each A for the projected intensity error instead of the more 
usual P. Suppose E j  is the error between image j  and all the other images tha t share 
an overlap,
^  =  E E  (5.7)
m  x
where the projected pixel positions x'- and xj are based on accumulated motion. The 
projection of image j  in the matrix (P j)  is directly affected by A ^  so it is this m atrix 
that should be optimised. It follows that if the argument of p{) is called e7-m then the 
first order derivatives can be found:
dejm d l j ( g )  dx'j dljjxfj) dy'j d ln(x'm) dx'm dl„(x'm) dy'm
daj dx'j daj dy'j daj dx'm daj dy'm daj  ’
where aj represents the vector equivalent of A j m . The second two terms will be zero 
if frame m  appears in the sequence after frame j .  If this is not the case then they will 
have to be calculated based on the projection P^A ^-A ^, where A j m can be found by 
accumulating the motion between frames m  and j .
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Reliability weightings can be used in (5.7) as in (5.3) and (5.4). Robust optimisation 
is used as implemented in Section 5.4.2 and Chapter 3. After each iteration, the P  
matrices are reaccumulated. If there is a significant error in one A matrix then all 
P matrices accumulated after it will suffer. Therefore with this method the aim is to 
simultaneously improve several P matrices by reducing this error. The disadvantage 
is tha t the final visual error is directly based on P not A. Also, optimisation may try 
to compensate a large error by changing the later A matrices when the error is in the 
early matrix, resulting in instability.
5 .5 .2  H ierarch ica l O p tim isa tio n
Given a large number of frames, even minute errors cannot be tolerated in the motion 
else the accumulated alignment would quickly become erroneous at later frames. Mo­
saic optimisation by the reliability weighted search would be unusable beyond a small 
overlap. If only smaller mosaics may be formed then this leads to the use of sub mosaic­
ing. For a sub mosaic many frames are aligned together, the motion is accumulated to 
the projection of the first frame in the sub mosaic. A longer sequence may be optimised 
by sub mosaics and the sub mosaics joined together. If many sub mosaics are joined 
together, a similar problem can occur to that started with - if inter sub mosaic motion 
is accumulated only minute errors will be required before the later sub mosaics are too 
badly misaligned to allow steepest descent to work.
Adjacent sub mosaics can be merged together with only one unoptimised motion ma­
trix to be accumulated. First, the motion matrices for images in the second sub mosaic 
are optimised as one to optimise the inter sub mosaic motion. Then a further optimi­
sation stage optimises all image motion matrices individually to cope with longer term 
interactions between images from both sub mosaics overlapping. This overcomes the 
problem of joining multiple sub mosaics together and can be performed hierarchically 
so tha t several sub mosaics are formed which may be convenient to the representation 
of the sequence. The model selection information obtained earlier may be utilised to 
determine which images should be joined into sub mosaics. For example, if one section 
of the sequence has a strong translational motion then that may be joined into one sub
5.5. Mosaicing o f Longer Video Sequences 107
1. Split the sequence into suitable groups of frames
2. Sub mosaic the groups
3. Optimise individual frames in the sub mosaic
4. Join pairs of sub mosaics together
(a) Accumulate the motion for the second sub mosaic
(b) Optimise as a block alignment of the second sub mosaic
(c) Optimise all frames in the new sub mosaic individually
5. If more than one sub mosaic remains go to step 3
6. Output mosaic
Table 5.3: Hierarchical Mosaic Optimisation Algorithm
mosaic but if one section had strong zoom content then smaller sub mosaics may be 
used to combat accumulated errors.
Many layers of optimisation are employed, therefore optimisations at lower levels should 
reduce the amount of optimisation used in higher levels. The Levenberg-Marquardt 
schedule (the A parameter) must be reset for each optimisation process else an inap­
propriate first or second order search may be used. Hence it is possible th a t some extra 
iterations may be incurred. However, in general the system should be much faster than  
a full optimisation. One advantage is that sub mosaics may be formed before the whole 
sequence has been captured. This algorithm can be summarised into the steps shown 
in Table 5.3.
For implementation convenience, the number of images was manually chosen so tha t 
the number of sub mosaics was a factor of 2. A more advanced implementation might 
adjust step 4 so that it is possible for more than two sub mosaics to be joined together 
so that the hierarchy always leads to one mosaic regardless of the number of initial 
groups.
5 .5 .3  C om p arison
The Stefan and Bus sequences were used to generate some results for comparison. 
Figure 5.6 shows some frames from each sequence. The section chosen from Stefan has 
pan and zoom while the Bus is predominantly pan.
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F ig u re  5.6: Samples of Bus and Stefan Test Sequences
Iii the absence of a suitable rival technique, a ground truth mosaic was generated 
from the Stefan sequence. Twenty four 100 x 100 areas of pixels were cut from the 
first image to simulate horizontal global translation. The motion between each frame 
was then estimated and noise was manually added to the parameters to ensure that 
the optimisation had some work to do. Table 5.4 shows a comparison of the final 
performance. The variation in data points used during optimisation has resulted in 
quite different PSNR performances which are hard to analyse. Figure 5.7 shows the 
best and worst performer for a visual comparison.
Images used for e lim ination by reliability Norm al Reaccum ulative H ierarchical
Single image 41.76 17.98 30.89
B oth  images 34.18 19.60 39.45
No optim isation 25.83
T ab le  5.4: Peak SNR (dB) of Optimised Mosaics
(b) Best Mosaic (c) W orst Mosaic(a) G round T ru th
F ig u re  5.7: Ground Truth Performance of Mosaic Optimisation Techniques
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In order to improve tlie analysis, cost convergence and visual comparison are used. 
The cost convergence is plotted in Figure 5.8 for normal (reliability weighted for both 
images in an overlapping image pair), reaccumulative and hierarchical optimisation over 
24 frames of the full size sequence. Four images were used for the initial sub mosaics 
of the hierarchical method.
A visual comparison is shown in Figures 5.9 and 5.10. Some black lines are visible 
due to inactive line area. Normal optimisation reaches a lower cost faster than reaccu­
mulative. The cost for hierarchical optimisation is presented based on the final stage 
of optimisation, therefore the speed is not comparable. A lower cost should be found 
using this method, although this was not the case for Bus.
The Bus sequence mosaics show good results for all three methods, even though the 
final cost for the hierarchical method was twice the others. It would appear tha t the 
initial alignment was quite good. Note that although there is a lot of motion in this 
sequence, on average the bus occupies the centre of the image therefore even using a 
temporal median filter cannot remove it. A lot of sequences involve tracking a moving 
object.
The effects of choosing different values for the reliability criterion have not been shown 
here. If the reliability criterion is too harsh, too many pixels will be eliminated making 
it impossible to find the inverse of the Hessian (3.18). When this occurs the imple­
mentation fell back to a first order search mode, however, continued first order steps 
will result in a difficult to optimise mosaic. This is particularly im portant when using 
reliability weighting for both frames.
As with other optimisation techniques, an artificial stopping point has to be used 
otherwise the optimisation will continue to find smaller and smaller improvements. 
Given enough iterations and the presence of a single global minimuni it should be the 
case that all methods would eventually reach approximately the same cost. It is quite 
likely that local minima do occur in the Stefan sequence. As the camera pans quickly, 
most of the background (the crowd) changes as they watch the player, leaving little 
detail for the optimisation to use. This can be observed in the mosaics as the crowd 
to the right hand side appears to be out of focus. Combined with the scale change,
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Figure 5.8: Mosaic Cost Convergence
images used for the right hand side of the mosaic are at a lower resolution. This would 
explain why the hierarchical method which should give the best optimisation achieved 
a lower cost but the registration was not as good.
Most methods do not consider mosaic optimisation and those that do tend to use block 
bundle adjustment. The literature seems vague as to whether normal or accumulative 
formulations have been used. No quantitative evaluations have been published. In [54] 
sub mosaics were formed and then reregistered to one another, this is similar to the 
algorithm proposed for hierarchical optimisation but with only one stage of optimisation 
(similar to step 4 (b) in Table 5.3). The normal optimisation appears to give better 
convergence for both sequences and an arguably better visual result.
5.5. Mosaicing o f Longer Video Sequences 111
(a) N o rm a l O p tim isa tio n
(b) R e a c c u m u la tiv e  O p tim isa tio n
(c) H ie ra rch ica l O p tim isa tio n  
F ig u re  5.9: O ptimisation Comparison for Stefan
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(a) Normal Optimisation
(b) Reaccumulative Optimisation
(c) Hierarchical Optimisation
Figure 5.10: Optimisation Comparison for Bus
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5.6 O bject M osaicing
The mosaics concerned so far have been based on the background object. In a real 
sequence, this is the object that is most likely to experience the most occlusion and 
grow the most when there is global motion. Foreground objects may also be larger than 
the viewing area or extend beyond the limits of the image. They may be fully revealed 
during camera motion but never appear in their entirety. Significant occlusions can 
also occur, therefore an object level mosaic should be used. In the previous chapter 
a facet model was proposed where objects at the lowest level were consistent with a 
single 2D plane, making them convenient for a planar projection mosaic.
Object mosaics are much more likely to suffer from parallax effects; especially as the 
object may rotate in 3 dimensions. Use of object mosaicing on planar facets should 
reduce the risk of this problem. Composition using the temporal median should remove 
most occluding objects that have not been already segmented.
By referring to the segmentation in each frame and the mosaiced segmentation a s tra t­
egy of removing those parts of the object segmentation that have low confidence in 
the mosaic was tested, in the context of improving the segmentation borders. It was 
found that borders only occur where high confidence can be determined and borders 
tha t needed refining did not have enough texture to make any decisions on.
Figure 5.11 shows the background object mosaiced. Some erroneous segmentation has 
added the roof of the train. Much of the background behind the ball has been recovered.
5.7 F inding  K ey Fram es
A “key frame” is a frame that is representative of the video shot. They are typically 
used for classifying the material in a video sequence or to make index positions as they 
are good targets when a user wishes to jump past similar material.
Key frames from the sequence may be obtained from a mosaic. A simple heuristic to 
find them may be to find the frame in the mosaic that overlaps with the most frames,
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F ig u re  5.11: Background Object Mosaic
take that as a key frame and remove all overlapping frames. This is repeated until no 
more frames remain.
5.8 Conclusions
W ithout optimisation, the mosaic produced by accumulating motion was subject to 
distortion. Most available methods add constraints to the camera motion model in 
order to minimise these errors. Mosaic optimisation is essential for removing looping 
path errors.
Optimisation could be performed by making sure that the set of global projections was 
consistent but this required further constraints and resulted in estimation of extra pro­
jections between every image in the mosaic and would have been too time consuming. 
It was also seen that this method could not achieve full accuracy.
Full optimisation would be very time consuming so a reliability based approach using 
image distortion based optimisation was tested. It was verified visually and numerically 
that the optimisation was faster to calculate and converged faster. Only consecutive
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frame motion was required for this technique to work. This type of reliability/confidence 
weighted search could also be applied to other techniques such as the bundle block 
adjustment. Some advanced techniques for mosaicing of longer sequences were proposed 
and tested. Finally, an object based mosaic was tested based on a planar projection.
All methods proposed are capable of using any motion model and do not use any 
special knowledge about the camera, however, this could be used if provided. The 
optimisation process is probably too time consuming for many applications but the 
methods proposed are a step towards a faster method.
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Chapter 6
A M ultim edia Video Coding 
System
Tlie techniques implemented in this thesis could be used as the principal steps in a 
multimedia video coding system, as shown in the block diagram in Figure 6.1 and 
described below. The “raw” (unoptimised) motion is made available at the output for 
convenience.
G lobal M otion  E stim ation  Robust statistics can be used to find dominant object 
motion. First order derivatives of the intensity can be used to weight the search, 
resulting in a slight speed increase. The assumption has to be made th a t the 
dominant motion is that of the camera. The GAIC model selection criterion can 
be used to ensure that the most appropriate motion model is used w ithout any 
prior knowledge; all motion models may be estimated simultaneously, the result 
with the smallest GAIC will be used and the time taken will be dependent on 
the slowest motion search. Motion from the chosen model can be used to provide 
basic annotation of the camera motion.
O ptical Flow  E stim ation  There are several methods available for computing optical 
flow such as using the Lorentzian kernel with GNC or the local block method. 
Optical flow vectors could be histogrammed in blocks to generate block motion 
vectors for backwards compatibility with other systems.
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Figure 6.1: System  Block Diagram
M otion  Segm entation  Polar representation of the optical flow allowed a simple and 
reasonably accurate segmentation to be initialised by histogramming methods. 
Segmented facets need to be tracked using history/memory, some facets will be 
revealed in the middle of the sequence and some may be occluded. This allows 
for a small amount of flexibility in the object surface. Shape adaptive phase 
correlation is used to verify the motion of small objects.
Facet M erging The GAIC can be used to test merge hypotheses independently of 
motion model chosen and the number of data points available. Consistency checks 
are made to ensure that object labels are continuous. Use of object mosaics allows 
the amount of overlap to be determined and layer (occlusion) information to be 
extrapolated.
Background M osaicing Calculation of key frames can be achieved by looking for 
the most overlapped frames. Segmentation of temporally inconsistent objects is 
performed by use of a simple filter, but can be demanding on memory and will 
not work if the camera motion is tracking an object. For speed, mosaics can be 
composited using simple blending techniques but may be blurred where there are 
occluding objects.
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Facet M osaicing These would only be generated if a facet exists in a significant 
number of frames otherwise the coding cost may not be worthwhile. This would be 
determined by history, also it would not be generated for translating objects unless 
they are being occluded by another object and new texture is being revealed.
6.1 S um m ary  of In p u t and  O u tp u t P a ram e te rs
Inputs
1. R eliability  m inim um  for derivative weighting (R mi n )
2 . Reliability  m axim um  for derivative weighting (R max )
3. M inim um  num ber of peaks found in  direction  h istogram
4. O bject size before allowing a facet to  be initialised
5. M axim um  scale change allowed for m osaicing
The reliability parameters are used to determine how many pixels are eliminated when 
there are regions of homogeneous intensity. The number of peaks in the direction 
histogram determine how many motion hypotheses are generated before any merging 
takes place. It is im portant that there are enough hypotheses to adequately model more 
complex motions of a larger object. If there are too few hypotheses then false merging 
will occur. When the segmentation is initialised, very small objects are deleted because 
they are expected to be noise but at some point an object should be large enough to be 
initialised. For example, during a global zoom an object that was insignificantly small 
or occluded may become a major part of the image. A threshold is used to determine 
when that object is large enough, the coding cost of the object size can be used to 
gauge this threshold. The maximum scale change is used to force mosaicing to use 
the reliability algorithm on only 1 frame. Normally, the algorithm would be used to 
eliminate pixels in each frame in a pair. As the problem of accumulated errors can only 
be dealt with for sequences with less motion, maximum scale change is used as a simple 
measure of the total motion. A ‘motion list’ defines the information stored about each 
object in each frame:
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O u tpu ts
1. x location
2 . y location
3. object size (pixels)
4. layer
5. m otion m odel
6 . ao
7. a i
8 . a 2
9. 0.3
1 0 . a 4
1 1 . 0-5
1 2 . 0,(3
13. 0 7
14. 0 8
15. 0 9
16. oio
17. O i l
18. Cost (residual)
19. P aren t region if a facet of the sam e object
2 0 . New object flag
For non translational motion models the location gives the centre of projection for the 
motion of an object. For most objects this would be the centre of the object. Output 
fields 6-17 give the motion vector of the object. The layer is determined from examining 
the occlusion between the different objects, this has not been dealt with in this thesis.
The parent region refers to a larger object that the current object is a sub object of. The 
new object flag is used to indicate the “birth” of an object or facet; this facilitates reuse 
of label numbers which might otherwise rapidly become high valued. The residual is 
stored for future processing/merging/annotation but it is dependent on the error metric 
used.
6.2 P erform ance
Objects would be transm itted as their mosaic, their segmentation and their description 
in the motion list just defined. The projection of the object is generated from the mosaic 
and the segmentation determines the visible part. Uncovered areas due to object motion
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are filled in from the mosaic underneath so there is no residual information to be coded 
and transm itted. Artifacts are usually geometrical in nature and less visually annoying.
Shape coding has not been included in this system however it is an im portant factor 
as it can be costly. It could be taken into consideration when testing object merging. 
Many methods for shape coding are available but given the limited duration of the 
project it was not convenient to be included. Final output coding such as entropy 
encoding was also not taken into account.
Transparency has not been explicitly modelled; the robust motion estimator should be 
able to determine the dominant motion of the underlying object but it may not be 
possible to segment the transparent object. Local changes in intensity due to shadows 
may also cause problems.
The weak part of this system is in the motion segmentation because it takes a long 
time due to a simple merging strategy and also the tracking of segmented facets is not 
yet consistent enough to be used in a coding experiment without manual intervention.
6.3 C oding under M P E G -4  S yntax
Due to the recent completion of the MPEG-4 standard, the size and flexibility of the 
standard and the way that MPEG has widely consulted, it is unlikely tha t a rival stan­
dard may emerge soon. Therefore, for acceptance within multimedia communications 
any system should be compatible with the MPEG-4 syntax.
Figure 6.2 shows how the output data forms a tree like structure similar to the MPEG-4 
definition. Referring to Figure 2.1, Object Facets can be coded as Video Object Planes, 
each Video Object may be coded as a Group of VOPs. The Object Layer information 
can be stored in the Video Object Layer.
The alpha channel can either use a bilevel or ‘grey scale’ representation for either simple 
masking or layer information. MPEG-4 specifies that only 32 objects can be used. If 
more than 32 objects are found the largest objects can be kept and smaller objects 
and facets merged into their neighbours. This is controlled by the input param eter 
concerned with minimum object size. If a MPEG-4 compatible coding is required then
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Figure 6.2: Multimedia Object Structure
this parameter may be used in a feedback loop to tune the system to generate no more 
than 32 objects. Position, motion and layer information could also be used to determine 
object priority.
MPEG-4 uses an 8 parameter perspective projection model for encoding sprites (mo­
saics) as has been used in this system.
6.4 Conclusions
In this chapter several techniques for multimedia video coding that were produced for 
previous chapters were arranged together to form a coding system suitable for MPEG- 
4. The number of input parameters are limited to a few insensitive thresholds that 
should be suitable for use with almost any input video sequence. Very little empirical 
knowledge is required for this system.
Chapter 7
Conclusions
In this thesis motion estimation and segmentation have been investigated as tools to 
finding an object oriented video representation suitable for multimedia applications. 
The arrangement of such objects by a hierarchical representation facilitates editing, 
compression and interactivity. The combination of an enormous number of applications 
for this representation and the virtually infinite number of source sequences mean 
tha t any good object oriented video segmentation system should use only minimal 
constraints and prior knowledge. The task has been tackled using a motion cued 
strategy. Therefore, motion estimation and motion segmentation algorithms have been 
analysed and evaluated. Mosaicing has been used to aid both motion and segmentation 
as well as conveniently generating a “wide angle view” object. The MPEG-4 tool box 
philosophy is well suited to the challenge of coding multimedia video. There will always 
be a better algorithm therefore it is convenient to have a rich palette of techniques.
7.1 Investigations
The advantages and demand for digital representation have been used to justify the 
work presented in this thesis. Some of the numerous applications for object oriented 
video coding were discussed and a philosophy for object segmentation developed. This 
involved a tour of video coding standards and a more detailed look at the most relevant
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one, MPEG-4. Tlie basic assumptions combined to form a background framework for 
development of the tools that would be required.
During the course of investigation of motion estimation, the assumptions required were 
carefully noted, as was the representation of the motion. The three most popular mo­
tion estimation techniques Block Matching, Phase Correlation and Motion Projected 
Intensity Optimisation were analysed and compared for both global and local motion 
applications in terms of algorithm, search strategy, speed and estimation accuracy. Mo­
tion projected intensity optimisation was the most flexible method as it was extensible 
to an n parameter motion model and could work over an arbitrary area. Phase Corre­
lation could be extended to rotation and scale reasonably accurately. Block matching 
could only estimate translational motion parameters. Phase Correlation was the fastest 
technique, PC worked over a smaller area though while block matching may not cover 
the whole area if the dimensions are not divisible by the block size. Motion projected 
intensity optimisation can use every pixel. For global motion estimation motion pro­
jected intensity optimisation found the best results and was the most suited to object 
motion estimation.
Speed was an im portant characteristic therefore various types of optimisation search 
were investigated including first order, second order (Newton) and the Levenberg- 
M arquardt quasi-Newton method. The Newton search and Levenberg-Marquardt both 
gave maximum accuracy, Newton used less iterations but was slower in implementation. 
First order searches used more iterations and were less accurate. A reliability weighted 
search was applied to speed up the estimation process.
The use of robust statistics was defined in the context of the motion projected intensity 
optimisation, giving many advantages such as invariance to illumination changes and 
greater immunity to bias from sub dominant motion and noise. It was shown to give 
better estimates of the dominant motion. Model selection by the geometric AIC was 
shown to be suitable for choosing the correct motion model, this is particularly impor­
tant when the support is poor otherwise instability will be introduced. A side benefit 
of model selection is that some basic motion annotation can be generated.
Several techniques for motion segmentation were compared through their implementa­
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tion. Applying robust statistics did not give the advantage that was expected - pixel 
intensity based methods did not have enough information in the intensity texture and 
robust optical flow fitting proved unstable. A general motion could be fitted to the op­
tical flow accurately if the area over which it applies was known. This area was found 
using a histogram approach where thresholding was insensitive and did not require 
tuning to a particular image sequence.
Mosaicing was used to generate visual representations outside of the normal video se­
quence. It was shown how mosaics may be misaligned and several mosaic methods 
required highly constrained camera and projection models in order to achieve satisfac­
tory results. Enforcing global motion consistency to the initial alignment parameters 
gave poor results and therefore a full mosaic optimisation was required. The reliability 
weighting technique was applied to improve the speed. Further techniques for improv­
ing the consistency of the accumulated image projection parameters were evaluated.
Finally, a system for the coding of multimedia video was proposed using all the tech­
niques given in this thesis and the final output would be suitable for the standard 
format defined by MPEG-4.
7.2 Im provem ents on th e  S ta te  of th e  A rt
The Newton search was shown to be valid for motion estimation and typically used 
less steps than a quasi-Newton method. The second order search terms have been 
presented for the main motion models. It was shown that the Levenberg-Marquardt 
approximation may be applied to motion estimation based on a robust kernel function.
Judiciously applying a reliability criterion, it is possible to reduce the number of pix­
els required for a high quality motion estimate. Furthermore, less steps are required 
during the search procedure rendering the robust solution considerably faster than  
conventionally using all the pixels. The background theory justified using a simple 
reliability measure based on image intensity derivatives that is fast to calculate and is 
only calculated once per resolution per image pair.
Search for a more robust error criterion for motion segmentation led to using a polar co­
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ordinates type representation of the optical flow field rather than using the Displaced 
Frame Difference. This was convenient in terms of finding an initial segmentation 
quickly and using less constraints or knowledge about the image sequence.
A facet-object model was proposed for the representation of objects; adjacent areas of 
the image tha t move with planar projections are considered the same object. This model 
can cope with slightly deformable or articulated surfaces and is suitable for mosaicing. 
It was shown that object facet initialisation could be performed by two one dimensional 
histograms instead of three/six dimensional clustering. Merging of these facets using 
the geometric AIC was proposed to make the result invariant to the size of the support 
and the motion model tested. The number of manually set thresholds was reduced 
to a few relatively insensitive parameters which are much easier to set, compared to 
other methods that would require tuning to individual image sequences. The objects 
produced from this segmentation were reasonably representative of the moving objects 
in the scene and compared to other representations used the most appropriate motion 
model.
A new shape adaptive phase correlation motion measurement technique was proposed 
to cope with fast moving and noisy objects. Although this algorithm has not been fully 
developed due to the time limitations of this project, promising results showed that 
good registration can be found for even very small objects.
The optimisation of mosaics was demonstrated using an intensity based technique that 
was speeded up using the reliability weighting method. It was possible to use the 
reliability from both images in an overlapping pair, instead of one, to eliminate more 
pixels for speed but only if the motion was small. Furthermore, two other formulations 
of the optimisation were proposed: reaccumulating the motion parameters at each 
iteration and a hierarchical optimisation on groups of images to form sub mosaics. 
Optimisation on the accumulated projection matrices on the full group of images was 
superior in visual quality and optimisation convergence.
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7.3 F u tu re  W ork
The work detailed in this thesis has been broadly focused on many areas: motion 
estimation, motion segmentation, model selection and mosaicing. Therefore there are 
many areas in which the techniques covered here could be improved:
• A multiresolution reliability criterion or one based on some image measure tha t 
is easier to compute may speed up weighted motion estimation.
• The segmentation as developed so far only makes use of history as regarding 
simple consistency checking between labels. After the first field of segmenta­
tion labels have been produced and merged, the second set could use the initial 
histogram thresholded facets and use the projection of the previous objects to 
suggest a merging strategy. This should be combined with more sophisticated 
label tracking for better consistency.
• Object shape description should be considered in the merging process otherwise 
inefficient to code objects may be generated. The shape description should con­
tribute a normalised cost calculated via an information criterion.
• Mosaicing techniques still need to deal with long term accumulated errors. The 
main weakness with the reliability weighting technique proposed in this thesis is 
tha t it may over emphasise edges limiting the amount of displacement tha t can be 
measured. A multiresolution mosaic optimisation may allow larger search ranges 
to be employed and avoid local minima.
• The Shape Adaptive Phase Correlation technique should be further characterised 
by establishing the relationships between the confidence ratio with the size of 
search area and with the size of the search object.
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A ppendix A
Second Order M otion M odel 
Derivatives
In the following sections, the summations have been omitted altogether for clarity, it 
can be assumed that they will be taken over an appropriate area 7Z for all relevant 
co-ordinates x  =  (x ,y) .  See Equation (3.13). The first order derivative of intensity 
with respect to x'  is I x and I xx represents the second order derivative with respect to 
x'  twice. To simplify the formula in the following sections, /?/ is substituted for ^  and
02 7
h" for I xy will be assumed to be equal to I IJX. The derivative of /?, is dependent on 
the cost function chosen for (3.14).
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If these results are used with Equation (3.18), we get
a = - [ h ' I x h'ly
h 'Ixx +  Ill’l l  h 'Ixy +  h"IxI<x-ty
h 'Ixy + h"IxI v h 'Imi +  t i 'H'■xxy yy
If the error function used is h(x) — e2 and the terms includind second order derivatives 
of the intensity are ignored then the step is very similar to the well known Netravali and 
Robbins algorithm, which was based on the first order expansion of the intensity [59].
A. 2 Quasi-Affine
d H
dao
d H
da\
d H
da2
d H
da3
t i  {x I x +  y l y) 
h {x ly y IXj 
t i l*
=  tin
d2H
do 20
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d 2H
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d2H
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—  h [x +  y Iyy +  2 x y l xy) +  h ( x l x - ) -  yly)
=  h [xy(Iyy — Ixx) “I-  {x — y )IXy] ~ k  h {xly — y l x) ( x lx +  y ly )
=  t i ( x l xx +  y l xy) +  t i ' ( x l x +  y l y) ( lx )
=  h ( x l xy ~P y Iyy)  “p h {xlx -p yly)iyly)
— h (y I xx -P x  Iyy 2 x y lxy) +  h (x l y y l x)
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A .3
q 2
— h (x I Xy ylxx) h y lx){lx)d a \d a 2
T T
=  h!{xly y - y l xy) + h " (x ly - y l x ) ( ly )
d 2H
dal
h 'Ixx +  t i ' l l
d2H  i / T— h Ixv +  h I XL,
da 2 da 3 ' xy ' " y
^  =  i n  + h " fd a 2 n i m  n i y
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—  1 '  T h x l x
oao
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da 3
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=  h' y +  h"y2/2
d M -  = h 'y lxx + h " y l l
U0,\0 0 ,2
d 2 H- -  h 'x y lxy +  h " x y lxl y
d 2H
i ^ r 4 ~  11 r ± x v  T " y ±x±v
8 0 4 8 0 3
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d H
da3
d H
da,4
d H
da5
d H
da,Q
d H
dai
=  tiyh  
= h' I x
= k' Xly
= h1 y l y 
= h'L,
Only the first row of the Hessian is given.
d2H
da2Q
d2H
daodai
d 2H
daoda,2
d2H
daoda3
d2H
daoda4
d 2H
da^da 3
d 2H
da^das
d2H
da^dai
t i
t i
t i
t i
t i
t i
t i
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Xylxy A  y Ixy) "1" h (xy lx  T y Iy)(Ix)
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A .5 P erspective
To simplify the notation, q is used as shorthand for the denominator of the perspective 
equation.
d H  , x l % 
= h da 0 q
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d H  y l x
= h T
—  =  t i ^
do,2 q
OH . , x l y
=  h T
dJ L  =  h>Vlv
do,4 q
OH I_y
do,^  q
OH _  , ( - x x ' I x -  xy'I,
d H  =  , f - y x ' I x -  yy'Iy
daQ
O
da,7
Only the first row of the Hessian is given. Compared to the other motion models 
considered here, when used for calculating the steepest descent step size the perspective 
model is the only one that is a function of the current motion vector.
d2H
da 20
02H
do^dai
d2H
daodo,2
02H
da 0 do,3
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02H
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02H
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0 2H
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