Abstract. Let 0 denote a word-hyperbolic group, and let S = S 01 denote a nite symmetric set of generators. Let S n = fw : jwj = ng denote the sphere of radius n, where j1j denotes the word length on 0 induced by S. Dene n d = 1 #S n P w2S n w, and n = 1 n+1 P n k=0 k .
#S n P w2S n w, and n = 1 n+1 P n k=0 k .
Let (X; B; m) be a probability space on which 0 acts ergodically by measure preserving transformations. We prove a strong maximal inequality in L 2 for the maximal operator f 3 = sup n0 j n f(x)j. The maximal inequality is applied to prove a pointwise ergodic theorem in L 2 for exponentially mixing actions of 0, of the following form : n f(x) ! R X fdm almost everywhere and in the L 2 -norm, for every f 2 L 2 (X). As a corollary, for a uniform lattice 0 G, where G is a simple Lie group of real rank one, we obtain a pointwise ergodic theorem for the action of 0 on an arbitrary ergodic G-space. In particular, this result holds when X = G=3 is a compact homogeneous space, and yields an equidistribution result for sets of lattice points of the form 0g, for almost every g 2 G. x1 Definitions and statements of results
Denition of ergodic sequences.
Let 0 be a countable group, and let`1(0) = f = P 20 () : P 20 j()j < 1g denote the group algebra. Given any unitary representation of 0 in a Hilbert space H, extend to the group algebra by: () = P 20 ()(). Denote by H 1 the space of vectors invariant under every (), 2 0, and by E 1 the orthogonal projection on H 1 . Denition 1.1. Given a unitary representation (; H) of 0, a sequence n 2`1(0) is a mean ergodic sequence in H if k( n )f 0 E 1 fk 000! n!1 0 for all f 2 H. Let (X; B; m) be a standard Lebesgue measure space, namely a measure space whose -algebra is countably generated and countably separated. Assume 0 acts on X by measurable automorphisms preserving the probability measure m. The action (; x) 7 ! x induces a representation of 0 by isometries on the L p (X) spaces 1 p 1, and this representation can be extended to the group algebra by: (f)(x) = P 20 ()f( 01 x).
The set B 1 = fA 2 Bjm(A4A) = 0 8 2 0g is a sub--algebra, and denote by E 1 the conditional expectation operator on L 1 (X) which is associated with B 1 . Denition 1.2. Given an action of 0 on a standard Lebesgue space X which preserves a probability measure, a sequence n 2`1(0) is called a pointwise ergodic sequence in L p (X) if, for every f 2 L p (X), n f(x) ! E 1 f(x) for almost all x 2 X, and in the norm of L p (X). Denition 1.3. The maximal operator associated with the sequence n is given by : f 3 (x) = sup n0 j n f(x)j, for f 2 L p (X).
It is natural to consider sequences in`1(0) which are given in explicit geometric form. To that end, assume 0 is nitely generated, and let S be a nite generating set which is symmetric: S = S 01 . S induces a length function jj = jj S = minfnj = s 1 1 1 1 s n ; s i 2 Sg, jej d = 0. Consider the following sequences, which we associate with the pair (0; S) : Denition 1.4. i) n = 1 #S n P w2S n w, where S n = fw : jwj = ng is the sphere of radius n, with center e. ii) n = 1 n+1 P n k=0 k , the average of the rst n + 1 normalized sphere averages, 0 = 0 = e. iii) n = 1 #B n P w2B n w, where B n = fw : jwj ng denotes the ball of radius n with center e. If 0 is nite, then S n = ; for n > j0j. Since the ergodic theory of nite groups is well known, we will assume from now on that 0 is innite, without mentioning this condition explicitly. We can now state : Theorem 1. Let (0; S) be a word-hyperbolic group. Then the sequence n satises the strong maximal inequality in L 2 , i.e. f 3 2 C(0)kfk 2 for every f 2 L 2 (X).
Let us note that the case where the group 0 is an elementary hyperbolic group has been of course well known for a long time. Indeed by denition, 0 has then a nite index subgroup isomorphic to Z (see x2). Furthermore, the averages n dened above coincide with the usual ergodic averages when 0 = Z and S = f61g is the set of standard generators. It is easily seen that the maximal inequality for the averages n when 0 is an elementary word-hyperbolic group can be proved using the argument of the Wiener-Hopf maximal inequality for Z-actions.
It is therefore natural to regard the sequence n associated with a general wordhyperbolic group (0; S) as the analogue of the familiar ergodic averages on Z. This point of view is bolstered by the fact that the proof we give for the maximal inequality of Theorem 1 applies equally well to elementary and non-elementary word-hyperbolic groups. Indeed, the essential element in the proof of Theorem 1 will be the second of the two convolution estimates given in : Theorem 2. Let (0; S) be a non-elementary word-hyperbolic group. Then there exist constants 1 < q < 1 and 0 < C < 1, depending only on (0; S), such that the following inequalities hold : a) t 3 s C P 2s j=0 q 0(s0 1 2 j) t0s+j if t s: b) n 3 m C( 2n + 2m ).
For an elementary word-hyperbolic group, the subadditivity of n is easily veried, and in fact, it has been pointed out long ago by E. M. Stein [S1, S2] that it can be used to prove the L 2 -maximal inequality in the case 0 = Z (see also the discussion in x1.2). The rst inequality in Theorem 2 also holds, with q = 1.
To establish a pointwise ergodic theorem, we will use the maximal inequality, together with some spectral information. Consider rst the following : Denition 1.5.
(1) A unitary representation (; H) of a nitely-generated group (0; S) will be called exponentially mixing if there is a dense subspace H 0 H, such that for every f 2 H 0 there are positive constants C and c (depending on f) with : jh(w)f; fij C exp(0cjwj) for every w 2 0. (2) An action of (0; S) on a probability space (X; B; m) will be called exponentially mixing if the unitary representation of (0; S) on L 2 0 (X) = ff 2 L 2 (X) j R X fdm = 0g is exponentially mixing.
Theorem 3. Let (0; S) be a word-hyperbolic group. If 0 acts on (X; B; m) preserving the probability measure m, and the action is exponentially mixing, then the sequence n is a pointwise ergodic sequence in L 2 (X).
The foregoing result will be applied to obtain: Theorem 4.
(1) Let G be a connected nite-center simple Lie group of real rank one, and 0 G be a uniform lattice subgroup. Let (X; B; m) be a G-space with an ergodic probability measure m. Then, for any symmetric set of generators of 0 the corresponding sequence n satises n f(x) ! R X fdm almost everywhere, for every f 2 L 2 (X).
(2) The same conclusion holds for every uniform lattice of the group of automorphisms G n;m = Aut(T n;m ) of the semi-homogeneous tree T n;m , and uniform lattices of simple algebraic groups of split rank one over local elds.
To formulate the next result we rst recall the following : Denition 1.6. Let X be a compact metric space, and let n and m be probability measures on X. (2) In particular, if 3 G is another uniform lattice, and X = G=3, then the set of points 0g3 becomes equidistributed in G=3, when taken with the weights n , namely : n f(g3) ! R G=3 fdm, for all f 2 C(G=3), and almost every g 2 G.
1.2 Method of proof, remarks and relevant references.
To prove the maximal inequality of Theorem 1 for the sequence n , we will rst prove Theorem 2 and establish the subadditivity of n . We can then appeal to a general maximal inequality that applies to any subadditive sequence of self-adjoint Markov operators in L 2 , in the sense of the following denition : Denition 1.7. A sequence T n of operators on L 2 (X) will be called a subadditive sequence of self adjoint Markov operators if it satises the following : i) T n = T 3 n , kT n k 1 . ii) T n f 0 if f 0, T n 1 = 1.
iii) There exist a constant C 0 > 0, a positive integer k, and a xed non-negative bounded operator B on L 2 (X) such that :
for all bounded and nonnegative f 2 L 2 (X).
We can now state the maximal inequality alluded to above, which was proved by J. Barrionuevo [B] and independently in [N1] : Theorem 1.8 : Subadditive maximal inequality [B, N1] . Let T n be a subadditive sequence of self adjoint Markov operators. Dene f 3 (x) = sup n0 jT n f(x)j. Then kf 3 k 2 Ckfk 2 for all f 2 L 2 (X). We can take C = 2C 0 + kBk.
We note that the method of using the subadditive maximal inequality in the group algebra to prove a maximal ergodic theorem in L 2 was developed in [N1] and applied to actions of the free group F k and certain other word-hyperbolic groups. This method and the subadditive maximal inequality above generalize similar results due to E. M. Stein [S1, S2] and B. Weiss [W] . In particular, it was applied by E. M. Stein [S1,S2] to prove a pointwise ergodic theorem for the even powers of positivity-preserving self-adjoint contractions on L 2 . Also, it is noted in [S1, S2, W] that it implies the pointwise convergence of martingales in L 2 , as well as Birkho's pointwise ergodic theorem in L 2 . Other applications have been considered in [B] . The origin of this maximal inequality is attributed in [S1,W] to A. Kolmogoro and G. Seliversto [K-S] , and to R. E. A. C. Paley [P] .
It is reasonable to expect that the subadditive maximal inequality for n holds for a class of discrete groups much wider than the class of word-hyperbolic groups. The inequality also makes sense for semi-simple Lie groups for example, and it does in fact hold for the groups G = SO 0 (n; 1), n > 2.
The averages n and n seem more directly connected to the word metric than the averages n . The problem of establishing an ergodic theorem for them was introduced by V. I. Arnold and A. L. Krylov already in [A-K] . In order to gain some perspective on the possibility of proving maximal and ergodic theorems for n and n , we recall some results from [N1] . Consider the following non-elementary word-hyperbolic groups :
(1) F k = the free group on k generators, 1 < k < 1, with S = fx i ; x 01 i g k i=1 , where x 1 ; : : : ; x k are free generators.
(2) 0(r; h) = G 1 3 G 2 1 1 1 3 G r = the free product of r nite groups each of order h, where r 2, h 2, r + h > 4, with S = S r i=1 G i n feg.
Dene q(0(r; h)) d = (r 0 1)(h 0 1), and also q(F k ) d = 2k 0 1, r(F k ) = 2k, and h(F k ) d = 2. As to the maximal inequality for ball averages, note the following formula for the size of a sphere of radius n in the groups 0 above : #S n = r(h 0 1)q n01 . Therefore n b(0) n for some constant b(0) depending only on 0. It follows that a maximal inequality for the sequence n implies one for the sequence n . The converse is also true, since n is a convex combination of k , 0 k n, so the maximal inequalities for spheres and balls in 0 are equivalent. This property holds in fact in every non-elementary word-hyperbolic group, as follows from Theorem 2.15 in x2. Note also that it is in marked contrast to the case of lattices in Euclidean groups, where ball averages satisfy the maximal inequality, but sphere averages do not (consider e.g. the spheres of radius n in Z n w.r.t. the standard generators).
As to the ergodic theorems for ball and sphere averages, we recall that it has been proved by Y. Guivarc'h [G] that for 0 = F k , the sequence 0 n = 1 2 ( n + n+1 ) is a mean ergodic sequence. This result was generalized in [N1] , where the ergodic theorem that follows was proved. First dene E to be the orthogonal projection on the subspace of L 2 (X) consisting of functions satisfying : ( n )f = (01) n f. Let (X; m) be a 0-space where E 6 = 0. Then : Theorem 1.9 : Ergodic theorems for radial averages [N1] . For 0 and (X; m) as above :
(1) n and n satisfy the maximal inequality in L 2 (X), but are not mean (and hence not pointwise) ergodic sequences in L 2 (X). (2) The sequences 0 n and n are pointwise ergodic sequences in L 2 (X). (3) 2n converges to E 1 + c(0)E, which is a conditional expectation operator w.r.t. a 0-invariant sub--algebra i 0 = 0(r; 2) or 0 = F k . (4) 2n converges to E 1 +c (0) q(0)01 q(0)+1 E, which is not a conditional expectation operator on a 0-invariant sub--algebra.
The convergence is for each function f 2 L 2 (X), pointwise almost everywhere and in the norm of L 2 (X).
Note that the behaviour of ball averages described in part (1) of Theorem 1.9 is again in marked contrast to the case of lattices in Euclidean groups, where ball averages are mean and pointwise ergodic sequences. Here the subsequence 2n does have a limit in norm and pointwise, in contrast with n , but the limit is not a projection. As to n , in the Euclidean case sphere averages are not even mean ergodic (again, consider the spheres of radius n in Z n w.r.t. the standard generators). Here although n is not a pointwise (or even mean) ergodic sequence, 0 n has both these properties. 2n also has a limit in norm and pointwise, which is usually not a conditional expectation.
In particular, since the sequences n and n are not, in general, ergodic sequences, they do not provide a suitable generalization of the ergodic averages on Z. The analysis of the possible limits of their subsequences in a general non-elementary word hyperbolic group seem at this point out of reach.
Finally, we make the following remarks on some closely related problems :
(1) It is natural to consider the behaviour of the radial averages in L p for p 6 = 2. We note that in [N-S1] it is shown that the sequence n 2`1(F k ), satises a weak type
(1,1) maximal inequality in every measure-preserving action of F k . In particular, n is a pointwise ergodic sequence in L p , for 1 p < 1.
(2) Spectral methods are applied in [N1, N2, N-S2] to prove pointwise ergodic theorems for ball and sphere averages on simple Lie groups of real rank one. For some ergodic theorems for discrete subgroups of semi-simple groups see [N4] . Acknowledgements. The authors would like to thank Zlil Sela for many interesting conversations, and to Marc Bourdon for bringing M. Coornaert's paper [Co] to their attention.
x2 Convolution estimates for word-hyperbolic groups 2.1 Preliminaries about word-hyperbolic groups.
The theory of hyperbolic groups was developed by M. Gromov in [Gr] , and we review briey some denitions and results relevant to our purposes without proofs. General reference for the theory are, for example, [Gr] , [Sh] , [Bo] and [Gh-Ha] .
Let X be a complete metric space. Suppose X is geodesic, i.e. the distance between any two points is realized by a geodesic. Denote by N (A) the -neighbourhood of a set A X. Recall the following basic denitions.
Denition 2.1(-thin triangle). Let Denition 2.3(Gromov-hyperbolic space). If X is -hyperbolic for some 0, we say X is a Gromov-hyperbolic space. Examples of Gromov-hyperbolic spaces.
(1) A tree, i.e., a simply connected, one dimensional simplicial complex, is Gromovhyperbolic for = 0. for all x; y 2 X, then is called (K; )-quasi-isometry. If there exists a (K; )-quasiisometry from X to X 0 for some K and , we say X and X 0 are quasi-isometric.
The following facts are immediate consequences of the denitions : Lemma 2.8. Let X be a Gromov-hyperbolic space. If a complete geodesic space Y is quasi-isometric to X, then Y is Gromov-hyperbolic as well. Corollary 2.9.
Let 0 be a countable group of isometries of a Gromov-hyperbolic space X, acting properly discontinuously, freely and with a compact fundamental domain. Then, for any given x 2 X, the orbit 0 1 x X (with the induced metric) is quasi-isometric to X, and hence it is a Gromov-hyperbolic space.
>From Corollary 2.9 we obtain Further examples of Gromov-hyperbolic spaces :
(1) If 0 is a uniform lattice contained in the group of isometries SO 0 (n; 1) of hyperbolic space RH n , then the orbit 0 1 o RH n is a Gromov-hyperbolic space with respect to the Riemannian metric. The same applies to uniform lattices of any simple Lie group of real rank one. (2) Let T n:m denote the semi-homogeneous tree, and let G n;m = Aut(T n:m ) denote its group of automorphisms. Let 0 G n;m be a uniform lattice. Then 0 1 o T n;m is a Gromov-hyperbolic space w.r.t. the induced tree metric.
We have dened in x1 the word metric on 0. This distance is associated with the following geometric object : Denition 2.10(Cayley graph). Let 0 be a nitely generated group and let S be a nite generating set which is symmetric. Consider the geodesic space called the Cayley graph G(0; S) of 0 with respect to S. This graph has a vertex for each element of 0, and an edge connecting g to gs for each g 2 0 and each s 2 S. Since S generates 0, G is connected. 0 acts on G by multiplication on the left: g 2 0 sends a vertex x 2 0 to a vertex gx 2 0. Assigning unit length to each edge, we make G a geodesic space. The path metric d(1; 1) is called word metric w.r.t. S, and for g 2 0, jgj = d(1; g). The left-action of 0 on G is by isometries. Examples of Cayley graphs.
(1) The Cayley graph of a free group w.r.t. a free basis is a regular tree.
(2) The Cayley graph of Z 2 w.r.t. the standard generators x 61 ; y 61 is the square grid of horizontal and vertical lines in the plane. Denition 2.11(word-hyperbolic group). Let (0; S) be a nitely generated group and a generating set. If the Cayley graph G(0; S) is -hyperbolic for some 0, then we say 0 is a -hyperbolic group. If 0 is -hyperbolic for some , then 0 is called word-hyperbolic.
The following Lemma follows easily from the denitions, and shows that any choice of a generating set will do. Lemma 2.12. Suppose 0 is -hyperbolic w.r.t. some generating set S. Let S 0 be another generating set. Then (0; S) and (0 0 ; S 0 ) are quasi-isometric and there exists 0 0 such that 0 is 0 -hyperbolic w.r.t. S 0 .
Before giving some examples, let us note that nite groups and Z are word-hyperbolic groups, and introduce the following : Denition 2.13(elementary hyperbolic group). Let 0 be a word-hyperbolic group.
If 0 is either a nite group or contains Z as a nite index subgroup, then 0 is called elementary. Examples of word-hyperbolic groups.
(1) Z is word-hyperbolic, but Z n are not, if n > 1. Indeed, taking the standard generators, it is clear there is no for which all triangles are -thin, if n > 1.
Moreover, any group that contains Z 2 as a subgroup is not word-hyperbolic.
(2) If a countable group 0 acts isometrically, properly discontinuously, freely and with compact fundamental domain on a Gromov-hyperbolic space (X; d), then the orbit (0 1 x; d) is quasi-isometric to (0; S) (for any nite symmetric S and x 2 X). By Lemma 2.8, any uniform lattice of the group G n;m , or a simple Lie group of real rank one is word-hyperbolic. (3) Let M be a closed, negatively curved Riemannian manifold. Then 1 (M) is wordhyperbolic, by Corollary 2.9. Another family of examples is given by : Lemma 2.14. Let 0 1 ; 0 2 be word-hyperbolic groups and let 0 3 be a common subgroup. If 0 3 is nite, then 0 1 3 0 3 0 2 is Gromov-hyperbolic.
In particular, let A; B be nite groups and C a common subgroup. Then A3 C B is wordhyperbolic. If A 6 = C; B 6 = C, then this group is non-elementary except for Z 2 3 Z 2 . For example, SL 2 (Z) = Z 4 3 Z 2 Z 6 and P SL 2 (Z) = Z 2 3Z 3 are non-elementary word-hyperbolic groups (except for n = 2, A 1 = A 2 = Z 2 ). Also, if A i , 1 i n are non-trivial nite groups, then A 1 3 A 2 3 1 1 1 3 A n is a non-elementary word-hyperbolic group. Let (0; S) be a nitely generated group, and let s n = ]S n , where as usual S n is the sphere of radius n w.r.t. the word metric determined by S. For (0; S) word-hyperbolic, the sequence ]S n has exponential growth, a fact which is obvious in all the examples listed above : ]S n CD n , where D > 1.
For the convolution estimates we intend to prove the following sharper estimate is needed. Theorem 2.15 : The rate of growth of spheres [Co] . Suppose (0; S) is a nonelementary word-hyperbolic group. Then there exist positive constants C 1 ; C 2 and C 3 > 1 depending only on (0; S), such that for all n 0 C 1 1 C n 3 ]S n C 2 1 C n 3 : This fact was proven by D. Sullivan [Su] for convex co-compact Kleinian groups, which are word-hyperbolic, in a slightly dierent form. The above theorem asserts the conclusion holds for all word-hyperbolic groups. For a proof we refer to [Co] . 2.2 The convolution estimates : Proof of Theorem 2.
Let 0 be a Gromov-hyperbolic group. Let S be a generating set and and let be a hyperbolic constant of 0 w.r.t. S. Suppose 0 is non-elementary. Let t; s; j be integers satisfying 0 s t; 0 j 2s; 0 t 0s + j, xed throughout the following discussion. Suppose a word w 2 0 is given such that jwj = t 0 s + j. We count the number of times we can write w as w = uv with juj = t and jvj = s. are all less than or equal to 6. Proof. Consider the case of v 2 , and note that going over the sides of the triangle in Figure   1 , the denition of u i ; v i and w i gives us the estimates that follow. First, jw 2 j 0 4 jv 2 j jw 2 j + 4. Since jw 1 j + jw 2 j = t 0 s + j, we can conclude that t 0 s + j 0 4 jv 2 j + jw 1 j t 0 s + j + 4. But ju 1 j 0 4 jw 1 j ju 1 j + 4, and also ju 1 j = t 0 ju 2 j. Hence, substituting these estimates, we have t 0 s + j 08 jv 2 j + t 0ju 2 j t 0s + j + 8. Finally, jv 1 j 0 4 ju 2 j jv 1 j + 4, and hence 0s + j 0 12 jv 2 j 0 jv 1 j 0s + j + 12. Together with the equation jv 1 j + jv 2 j = s, we get j 0 12 2jv 2 j j + 12, and hence jv 2 j 0 j 2 6.
All the other inequalities are proved similarly. Therefore, we obtain w 1 ; u 1 ; wv 01 2 from A 2 0 by multiplying elements of 0 whose length are less than 16 + 1. Clearly, w 2 is uniquely determined by w 1 (and w, which is xed in this discussion). By Theorem 2.15, the number of elements whose length are less than 16 + 1 is bounded by C 2 We rst recall the exponential decay estimates for the matrix coecients of C 1 -vectors in irreducible unitary representations of connected nite-center simple non-compact Lie groups. The estimates are based on results of M. Cowling [C] and R. Howe [H] , and have been recently reformulated in a convenient form by A. Katok and R. Spatzier [Ka-Sp] , and D. Kleinbock and G. A. Margulis [K-M] . We formulate here a special case of Corollary 2.4.4 in [K-M] which will suce for our purposes. for any two C 1 -vectors f; h 2 H , and any g 2 G.
Proof of Lemma 3.3. Given an arbitrary unitary representation of G that does not contain the trivial representation, it is possible to nd an increasing sequence of closed G-invariant subspaces H n H, with the following properties :
(1) The closure of S n0 H n equals H.
(2) The representation n of G in H n does not contain the trivial representation weakly. To construct H n , decompose to a direct integral of irreducible representations. To each neighbourhood U of the trivial representation (in the Fell topology on the unitary dual of G) there corresponds a self adjoint projection E U acting on H , and commuting with the operators (g), g 2 G. Dene H n as the kernel of the projection E U n corresponding to a set U n , where the sequence U n constitutes a neighbourhood basis of the trivial representation. The intersection of the decreasing sequence U n contains only the trivial representation, and hence property (1) of H n is evident. Property (2) of H n holds by denition of the Fell topology. Since H n does not contain the trivial representation weakly, the restriction n of to H n satises the conclusion of Theorem 3.5, with exponential decay rate n depending on n, in general. (G) . Hence each H n , and therefore H, admits a dense set of vectors with exponentially decaying matrix coecients. Consequently, it suces to show that the restriction of a unitary representation that does not contain the trivial representation weakly to a uniform lattice is exponentially mixing. Recall that for a uniform lattice, the distance on 0 inherited from the Riemannian distance on G and the word length metric on 0 are quasi-isometric, as noted in example (2) following Def. 2.13. Indeed this fact follows since 0 acts on G by left translations, isometrically with respect to the Riemannian distance, and with a compact fundamental domain. We therefore have the estimate A 01 jwj d(w; e) Ajwj, where jwj is the word length of w 2 0 with respect to a given symmetric set of generators S, and d(w; e) is the distance introduced above on G. Hence, for a unitary representation of G that does not contain the trivial representation weakly : jh()f; hij C(f; h) exp(0 A 01 jj) and the proof of Lemma 3.3 and Theorem 4(1) is complete. 3
Theorem 4(2) is proved similarly, using similar decay estimates for the analog of C 1 -vectors in irreducible unitary representations of the group G n;m [Ol,F-N] , and simple algebraic groups of split rank one over local elds. Proof of Theorem 5. 
