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Abstract
Digital twin technology has significant promise, relevance and potential of widespread applicability in various
industrial sectors such as aerospace, infrastructure and automotive. However, the adoption of this technology has
been slower due to the lack of clarity for specific applications. A discrete damped dynamic system is used in this
paper to explore the concept of a digital twin. As digital twins are also expected to exploit data and computational
methods, there is a compelling case for the use of surrogate models in this context. Motivated by this synergy, we
have explored the possibility of using surrogate models within the digital twin technology. In particular, the use of
Gaussian process (GP) emulator within the digital twin technology is explored. GP has the inherent capability of
addressing noisy and sparse data and hence, makes a compelling case to be used within the digital twin framework.
Cases involving stiffness variation and mass variation are considered, individually and jointly along with different
levels of noise and sparsity in data. Our numerical simulation results clearly demonstrate that surrogate models
such as GP emulators have the potential to be an effective tool for the development of digital twins. Aspects
related to data quality and sampling rate are analysed. Key concepts introduced in this paper are summarised
and ideas for urgent future research needs are proposed.
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1. Introduction
A digital twin is a virtual model of a physical system which exists in the computer
cloud. Increasingly, this physical system is called a physical twin [1]. Attempts to emu-
late the behaviour of physical systems are a key component of engineering and science.
However, the difference between the digital twin and a computer model is that the digital
twin updates itself to track the physical twin through the use of sensors, data analysis,
machine learning, and the internet of things. The digital twin may also direct changes to
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the physical twin through signals sent to actuators on the physical twin. Ideally, physical
and digital twins must achieve temporal synchronization.
The widespread connectivity of physical systems to the internet allows the tracking
of millions of physical twins in real-time. However, the challenge is to ensure that the
digital twin mimics the physical system as closely as possible with the evolution of time.
In other words, the digital twin must evolve with the physical twin over its life cycle. At
the end of life, both digital and physical twins will terminate. The physical twins exist in
the real world and the digital twin typically exists in the cloud [2]. Important problems
in the development of digital twin technology are related to modelling and simulation of
the physical twin, accuracy and speed of data transmission between the physical twin
and the cloud where the digital twin resides, storage and processing of big data created
by sensors through the life cycle, efficient computer processing of the digital twin model
in the cloud, and possibly the actuation of the physical twin through signals sent by the
digital twin from the cloud to actuators on the physical twin.
Several authors have considered the concept of digital twin over the last two decades.
An early paper on digital twins in the context of life prediction of aircraft structures
was published by Tuegel and his co-workers [3]. Their objective was to use an ultrahigh
fidelity model of an individual aircraft identified by its tail number to predict its structural
life. This research was motivated by the growing power of computers and the evolution
of high-performance computing. The key idea introduced in this paper was the need to
track each individual aircraft by its tail number, which is a unique identifier. Thus, every
physical aircraft in the fleet would have a separate digital twin, which will evolve differently
compared to the other twins as each aircraft faces unique combinations of missions, loads,
environment, pilot behaviour, sensor situation, etc. This concept of digital twins was later
expanded to any physical system such as cars, computer servers, locomotives, turbines,
machine tools, etc. The primary applications of digital twin have been in production,
product design, and prognostics and health management [4–8].
Digital twin technology has found many industrial applications, as summarized by
Tao et al in their recent review paper [9]. They mention that digital twin is an enabling
technology for realizing smart manufacturing and Industry 4.0. In Industry 4.0, factories
are envisaged with wireless connectivity and sensors which allow the production line
to function automatically. As physical systems become embellished with sensors, data
transmission technology allows the collection of data throughout the life stage of the
physical system. This data set is typically very large, and big data analytics is needed to
find failure causes, streamline supply chains and enhance production efficiency. According
to this review paper, prognostics and health management is the area which has seen the
maximum application of digital twin technology. Li et al [10] created a digital twin based
on the dynamic Bayesian network to monitor the operational state of aircraft wings. A
probabilistic model was used to replace the deterministic physical model. Digital twins
have also been used in prognostics and health management of cyber-physical systems
and additive manufacturing processes. The fusion of the physical and the cyber systems
remains the key challenge for the use of digital twins and one approach to address this
problem is to make the modelling and simulation tasks more efficient. Surrogate modelling
could be one approach to increase the efficiency of the simulation process.
In [11], the authors proposed a physics-based digital twin model for a dynamical
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system. The development was based on the assumption that the properties of the physical
system typically evolve much more slowly than real-time. This evolution thus takes place
in slow time as compared to real-time. A single degree of freedom system model was
created to explain the concept of digital twin and study the effect of changes in system
mass and stiffness properties. Closed-form solutions to obtain the evolution of mass and
stiffness with the slow time was proposed. In case, the data collected is clean, the proposed
closed-form solutions yield exact estimates of the mass and stiffness evolution. However,
the proposed physics-based digital twin has two major limitations. First, the physics-
based digital twin proposed only yields the mass and stiffness at the slow time-step,
i.e., the time-steps at which we have sensor measurements. In other words, the physics-
based digital twin is not capable of providing the mass and stiffness at the intermediate
and future time. Second, the physics-based digital twin can fail if the data collected is
contaminated by noise. This is a major limitation as in real-life, data collected is always
corrupted by noise.
From this discussion, it is clear that there is a lack of clarity and specificity regarding
digital twins. Although there exists a broad consensus about what a digital twin is, there
is almost no detailed methodology on how to develop one for a given system. In this
work, we introduce the concept of surrogate models within the digital twin framework.
This is motivated by the fact that a physics-driven digital twin, such as the one pro-
posed in [11, 12] can only provide estimates at certain discrete time-steps (the time-steps
corresponding to sensor measurements). Moreover, such digital twins are likely to yield
erroneous results when the data collected is corrupted by complex noise. By definition, a
surrogate model can be considered to be a proxy to the actual high-fidelity model. Popu-
lar surrogate models available in the literature include analysis-of-variance decomposition
[13], polynomial chaos expansion [14, 15], support vector machines [16–18], Neural net-
works [19–21] and Gaussian process (GP) [22–24]. Successful use of surrogate models can
be found in various domains including, but not limited to, stochastic mechanics [25, 26],
reliability analysis [27, 28] and optimisation [29–31]. The objective of this paper is to
illustrate how surrogate models can be integrated with the digital twin technology and
what possible advantages can be achieved from this integration.
Although all the surrogate models discussed above can be used within the digital twin
framework, we explore the use of GP. In essence, GP is a probabilistic machine learning
technique that tries to infer a distribution over functions and then utilise the same to make
predictions at some unknown points. The advantage of GP over other surrogate models
is two-fold. Firstly, GP being a probabilistic surrogate model is immune to over-fitting.
This is extremely important for the digital twin as the data collected are corrupted by
complex noise and any form of over-fitting will result in erroneous predictions. Secondly,
GP is able to quantify the uncertainty due to limited and noisy data. This, in turn,
can be used in the decision-making process using a digital twin. In this paper, we have
illustrated the use of vanilla GP as a surrogate with the digital twin model.
The paper is organized as follows. In Section 2, the equation of motion of an SDOF
digital twin is introduced using multiple time-scales. The fundamentals of GP are dis-
cussed in Section 3. The development of a digital twin using only the mass evolution
is considered in Section 4. Three separate cases with (a) only mass evolution, (b) only
stiffness evolution and (c) both mass and stiffness evolution are considered. Numerical
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examples are given to illustrate the proposed ideas. Some critical discussion on the pro-
posed methodology as well as the overall development of digital twin is given in Section 5
and concluding remarks are given in Section 6.
2. The dynamic model of the digital twin
A single degree of freedom dynamic system is considered to explore the concept of a
digital twin. A key idea is that a digital twin starts its journey from a ‘nominal model’.
The nominal model is therefore, the ‘initial model’ or the ‘starting model’ of a digital
twin. For engineering dynamic systems, the nominal model is often a physics based
model which has been verified, validated and calibrated. For example, this can be a
finite element model of a car or an aircraft when the product leaves the manufacturer
facility and is ready to go into service. Another key characteristics of a digital twin is its
connectivity. The recent development of the Internet of Things brings forward numerous
new data technologies and consequently drives the development of digital twin technology.
This enables connectivity between the physical SDOF system and its digital counterpart.
The basis of digital twins is based on this connection, without it, digital twin technology
cannot exist. This connectivity is created by sensors on the physical system which obtain
data and integrate and communicate this data through various integration technologies.
We consider a physical system which can be well approximated by a single degree of
freedom spring, mass and damper system as before [11]. It is reasonable to assume that
the sensors sample data intermittently, typically, ts represents discrete time points. It is
assumed that changes in k(ts), m(ts) and c(ts) as so slow that the dynamics of the system








+ k(ts)u(t, ts) = f(t, ts) (1)
Here t and ts are the system time and a “slow time", respectively. u(t, ts) is a function
of two variables and therefore the equation of motion is expressed in terms of the partial
derivative with respect to the time variable t. The slow time or the service time ts can be
considered as a time variable which is much slower than t.For example, it could represent
the number of cycles in an aircraft. Thus, mass m(ts), damping c(ts), stiffness k(ts) and
forcing F (t, ts) change with ts, for example due to system degradation during its service
life. The forcing is also a function of time t and slow time ts, as is the system response
x(t, ts). Eq. (1) is considered as a digital twin of a SDOF dynamic system. When ts = 0,
that is at the beginning of the service life of the system, the digital twin Eq. (1) reduces







+ k0u0(t) = f0(t), (2)
where m0, c0, k0 and f0 are respectively the mass, damping, stiffness and force at t = 0.
It is assumed that sensors are deployed on the physical system and take measurements at
locations of time defined by ts. The functional form of the relationship of mass, stiffness
and forcing with ts is unknown and needs to be estimated from measured sensor data.
We assume that damping is small so that the effect of variations in c(ts) is negligible.
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In effect, only variations in the mass and stiffness are considered. Without any loss of
generality, the following functional forms are considered
k(ts) = k0(1 + ∆k(ts))
and m(ts) = m0(1 + ∆m(ts))
(3)
In general k(ts) is expected to be a decaying function over a long time to represent a
loss in the stiffness of the system. On the other hand, m(ts) can be an increasing or a
decreasing function. For example, in the context of aircraft, it can represent the loading
of cargo and passengers and also represent the use of fuel as the flight progresses. The
following representative functions have been chosen as examples
∆k(ts) = e
−αkts
(1 + ǫk cos(βkts))
(1 + ǫk)
− 1 (4)
and ∆m(ts) = ǫm SawTooth(βm(ts − π/βm)) (5)
Here SawTooth(•) represents a sawtooth wave with a period 2π. In Fig. 1 overall varia-
tions in stiffness and mass properties arising from these function models have been plotted
as function of time normalised to the natural time period of the nominal model. Numeri-



























Fig. 1. Examples of model functions representing long term variabilities in the mass and stiffness prop-
erties of a digital twin system.
cal values used for these examples are αk = 4× 10−4, ǫk = 0.05, βk = 2× 10−2, βm = 0.15
and ǫm = 0.25. The choice of these functions is motivated by the fact that the stiffness
degrades over time in a periodic manner representing a possible fatigue crack growth in
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an aircraft over repeated pressurisation. On the other hand, the mass increases and de-
creases over the nominal value due to re-fuelling and fuel burn over a flight period. The
key consideration is that a digital twin of the dynamical system should track these types
of changes by exploiting sensor data measured on the system.
3. Overview of Gaussian process emulators
One of the most popular machine learning techniques is the Gaussian process (GP)
[22, 23]. Gaussian process has been successfully used in the context of structural dynamic
analysis [32] and finite element method [33]. Unlike frequentist machine learning tech-
niques such as the analysis-of-variance decomposition [13], support vector machine [17]
and neural networks [34], GP adopts an optimal approach and tries to infer a distribution
over functions and then utilise the same to make predictions at some unknown points
[35]. It is worthwhile to note that in literature, GP is also known as the Kriging [36, 37].
Different variants of GP has been exists in the literature. This includes fully Bayesian
GP [22], sparse GP [38], multi-fidelity GP [39] among other. In this work, vanilla GP
has been used and hence, the discussion hereafter is focused on the same. For details on
other types of GP, interested readers may refer [40].
We consider, ℓ ∈ Rd as the input variable and
y = g(ℓ) + ν (6)
to be a set of noisy measurements of the response variable, where ν represents the noise.
With this setup, the objective is to estimate the latent (unobserved) function g(ℓ) that will
enable prediction of the response variable, ŷ at new values of ℓ. In GP based regression,
we define a GP defined over g(ℓ) with the mean µ(ℓ) and covariance function κ(ℓ, ℓ′; θ)
g(ℓ) ∼ GP (µ(ℓ), κ(ℓ, ℓ′; θ)) , (7)
In the above equation
µ(ℓ) = E [g(ℓ)] ,
κ(ℓ, ℓ′; θ) = E [(g(ℓ)− µ(ℓ)) (g(ℓ′)− µ(ℓ′))] .
(8)
and θ denotes the hyperparameters of the covariance function κ. The choice of the co-
variance function κ allows encoding of any prior knowledge about g(ℓ) (e.g., periodicity,
linearity, smoothness), and can accommodate approximation of arbitrarily complex func-
tions [41]. The notation in Eq. (7) implies that any finite collection of function values has
a joint multivariate Gaussian distribution, that is (g(ℓ1), g(ℓ2), . . . , g(ℓN)) ∼ N (µ,K),
where µ = [µ(ℓ1), . . . , µ(ℓN )]
T is the mean vector and K is the covariance matrix with
K(i, j) = κ(ℓi, ℓj) for i, j = 1, 2, . . . , N . If no prior information is available about the
mean function, it is generally set to zero, i.e. µ(ℓ) = 0. However, for the covariance
function, any function κ(ℓ, ℓ′) that generates a positive, semi-definite, covariance matrix
K is a valid covariance function. With this set-up, the objective of GP is to estimate the
hyperparameters, θ, based on the observed input-output pairs, {ℓj, yj}
Nt
j=1, where Nt is
the number of training samples. In general, this is achieved by maximising the likelihood
of the data [24]. Alternatively, one can choose to adopt a Bayesian approach to compute
the posterior of the hyperparameters, θ [22]. Once θ have been computed, the predic-
tive distribution of g(ℓ∗) given the dataset ℓ,y, hyperparameters θ and new inputs, ℓ∗ is
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represented as









∗) = kT (ℓ, ℓ∗; θ)
[




∗) = k(ℓ∗, ℓ∗; θ)− kT (ℓ, ℓ∗; θ)
[




For further details on GP, interested readers may refer [42]. Next, we employ GP to
obtain digital twin of a single degree of freedom damped dynamic systems.
4. Gaussian process based digital twin
The development of digital twin concept hinges on the advances in the sensor tech-
nology. Using modern sensors, it is possible to collect different types of data such as
acceleration time-history, displacement time-history etc. In this paper, we assume that
using sensors, the natural frequency of the system described in Eq. (1) have been measured
at some distinct time-steps. Wireless sensor technology is making such measurements and
transmission possible [43]. For example, Wang et al. [44] showed that the natural fre-
quency of a system can be measured by using sensor technology, a fact that we use in this
paper.
4.1. Digital twin via stiffness evolution
4.1.1. Formulation
In the first case, we assume that the change in the natural frequency with time is due
to the deterioration of the stiffness of the system only. With this, the equation of motion







+ k (ts)u (t) = f (t) , (11)
where
k (ts) = k0 (1 + ∆k (ts)) . (12)
Eq. (11) is a special case of Eq. (1). Note that in a practical scenario, we generally have
no prior information about how the stiffness will deteriorate. We postulate that the
deterioration of stiffness can be represented by using a GP
∆k (ts) ≈ ∆k̂ (ts) ∼ GP (µk (ts) , κk (ts, t
′
s; θ)) . (13)
However, at this stage, we have no measurements corresponding to ∆k̂ (ts) and hence, it
is not possible to estimate the hyperparameters, θ of the GP. We substitute Eqs. (12) and








+ k0 (1 + ∆k̂ (ts)) u (t) = f (t) . (14)
Solving Eq. (14), the natural frequency of the system is obtained as
λs1,2 (ts) = −ζ0ω0 ± iω0
√
1 + ∆k̂ (ts)− ζ
2
0 , (15)
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where ω0 and ζ0 are the natural frequency and damping ratio of the system at ts = 0.
Rearranging Eq. (15), we have
λs1,2 (ts) = −
ζ0
√
























where ωs (ts) = ω0
√
1 + ∆k̂ (ts) is the evolution of the natural frequency, ζ (ts) = ζ0/
√
1 + ∆k̂ (ts)
is the evolution of the damping factor and ωds (ts) = ωs (ts)
√
1− ζ2s (ts) is the evolution
of the damped natural frequency with slower time-scale ts. Since most of the natural
frequency extraction techniques extract the damped natural frequency of the system, we
assume that the data obtained using the sensor to be the same. Following Ganguli and
Adhikari [11], it can be shown that









d1 (ωd0 , ωds (ts))
ω0
. (18)
The function d1 (ωd0 , ωds (ts)) in Eq. (18) is the distance between ωd0 and ωds (ts)
d1 (ωd0 , ωds (ts)) = ||ωd0 − ωds (ts)| |2. (19)
Now given the fact that the initial damped frequency of the system, ωd0 is known and
we have sensor measurements for ωds (ts), one can easily compute d̃1 (ts) and ∆k̂ (ts) by
using Eq. (18) and substituting it into Eq. (17). Having said that, it is only fair to assume
that the sensor measurements, ωds (ts), will be corrupted by some noise and hence, the
estimates of ∆k̂ (ts) are also noisy. Nonetheless, by considering these noisy estimates of
∆k̂ (ts) to be training outputs corresponding to the inputs ts, we obtain the hyperparam-
eters (θ) of the GP described in Eq. (13). In this work, we use Bayesian optimisation
[45] to maximise the likelihood of the data. Within the Bayesian optimization framework,
L-BFGS optimizer is used with a tolerance of 10−5. To avoid local convergence, multiple
starting points were used. The hyperparameter θ completely describes the digital-twin
in Eq. (14). One important question associated with GP is the form of the covariance
function and the mean function. In this work, we have considered a pool for the mean
function and the covariance function and then selected the most suitable mean function
and covariance function based on Bayesian information criteria. The possible candidates
for the mean function and the covariance function are shown in Table 1. Functional form
of these covariance kernels can be found in [41]. Details on Bayesian information criteria
are presented in Appendix Appendix A.
4.1.2. Numerical illustration
To illustrate the applicability of GP based digital twin with only stiffness evolution,
an SDOF system with nominal damping ratio ζ0 = 0.05 is considered. We assume that
the sensor data is transmitted intermittently with a certain regular time interval. For
simulating the variation in the natural frequency, we consider the change in the stiffness
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Table 1. Candidate functions for mean and covariance functions in GP
Functions Candidates
Mean function Constant, Linear, Quadratic
Covariance function Exponential, Squared Exponential, Matern 3/2, Matern
5/2, Rational Quadratic, ARD Exponential, ARD
Squared Exponential, ARD Matern 3/2, ARD Matern
5/2, ARD Rational Quadratic
property of the system shown in Fig. 1. Fig. 2(a) shows the actual change in the damped
natural frequency of the system with time. The data-points available for the digital twin
are also shown. At this stage, it is important to emphasise that the frequency of data
availability depends on several factors such as the bandwidth of the wireless transmission
system, cost of data collection, etc. In this case, we have considered 30 data-points.
Fig. 2(b) shows the GP based digital twin model with clean data.We observe that the GP
based digital twin perfectly captures the time evolution of ∆k with utmost confidence.
However, we will like to emphasise that this is an imaginary scenario as it is almost
impossible to have measurements with no noise.
























Samples avaialble for the digital twin
(a) Changes in the damped natural frequency with
time
(b) GP assisted digital twin with clean data
Fig. 2. Changes in the (damped) natural frequency and the GP based digital twin obtained using the
exact data plotted as a function of the normalised slow time ts/T0. Using Bayesian information criteria,
‘linear’ based function and ‘ARD Rational quadratic’ covariance functions are selected. The estimated
hyperparameters from Bayesian optimisation are β = [0.1804, 0.1009] and θ = [0.3729, 3.48×108, 0.0128].
Now we consider a more realistic case where the data collected is corrupted by noise.
For illustration purposes, a zero-mean Gaussian white noise with three different standard
deviations is considered: (a) σθ = 0.005, (b) σθ = 0.015 and (c) σθ = 0.025. Figs. 3(a)–(c)
show the GP based digital twin model corresponding to the three cases. For σθ = 0.005,
the GP based digital twin successfully captures the evolution of stiffness with time. With
the increase in the noise level, a slight deterioration in the performance of the GP based
digital twin is observed. Nonetheless, even when σθ = 0.025, the GP based digital twin
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captures the time-evolution with high accuracy. An additional advantage of GP based
digital twin resides in its capability to capture the uncertainty arising due to limited data
and noise. This is illustrated by a shaded plot in Fig. 3. We observe that with increase
in noise level, the uncertainty also increases.
To illustrate the importance of having more data, a case with 100 data-points is shown
in Fig. 3(d). We observe that with the increase in the number of observations, the GP
based digital twin can capture the evolution of stiffness in a more accurate manner even
for the highest level of noise in the data.
4.2. Digital twin via mass evolution
4.2.1. Formulation
In the second case, we consider that the time-evolution of the natural frequency is due
to the change in the mass of the system. Subsequently, the equation of motion of the







+ k0u (t) = f (t) , (20)
where
ms (ts) = m0 (1 + ∆m (ts)) . (21)
Similar to case 1, we assume
∆m (ts) ≈ ∆m̂ (ts) ∼ GP (µm (ts) , κm̂ (ts)) , (22)
substitute Eqs. (21) and (22) into Eq. (20) and solve it to obtain the natural frequency
of the system










1 + ∆m̂ (ts)
and (24b)
ωds (ts) = ωs (ts)
√
1− ζ2s (ts). (24c)
are the evolution of natural frequency, damping ratio and damped natural frequency of
the digital twin. Again, following a procedure similar to case 1, we obtain
∆m̂ (ts) =
−2d̃2 (ts)
2 + 4d̃2 (ts)
√




























where d̃2 (ts) is the equivalent of d̃1 for the mass evolution case. Similar to case 1, ∆m̂ (ts)
obtained using Eq. (25) will be noisy in nature. We consider this noisy estimates of
∆m̂ (ts) to be the training outputs and ts to be the training inputs for estimating the
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(a) 30 observations and σθ = 0.005 (b) 30 observations and σθ = 0.015
(c) 30 observations and σθ = 0.025 (d) 100 observations and σθ = 0.025
Fig. 3. GP based digital twin constructed with noisy data as a function of the normalised slow time ts/T0.
For (a) - (c), Bayesian information criteria selects ‘constant’ basis function. ‘ARD Rational quadratic’,
‘ARD squared exponential’ and ‘ARD Matern 3/2’ covariance kernels are selected for cases (a) to (c)
respectively. For (d), Bayesian information criteria yields ‘Constant’ basis with β = 0.1768 and ‘ARD
Matern 3/2’ covariance kernel with θ = [2.7298×103, 0.3402]. The shaded plot depicts the 95% confidence
interval.
hyperparameters, θ, of the GP defined in Eq. (22). This is achieved by maximising the
likelihood of the data. The parameter settings for solving the optimization problem are
kept similar as before. For determining the best mean function and covariance function,
Bayesian information criteria as before has been adopted. Once the hyperparameter, θ,
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has been estimated, the digital twin model defined in Eq. (20) is completely deciphered.
4.2.2. Numerical illustration
To illustrate the applicability of the GP based digital twin model for mass evolution, we
revisit the SDOF example considered for stiffness evolution. For simulating the variation
in the natural frequency, we consider the change in the mass of the system shown in
Fig. 1. Fig. 4(a) shows the actual change in the damped natural frequency of the system
with time. The data-points available for the digital twin are also shown. Note that the
evolution of mass with time is more complex and hence, unlike the stiffness evolution
case, only 30 observations is inadequate. Therefore, we have assumed access to more data
points in this case. Fig. 4(b) shows the GP based digital twin constructed from clean data.
It is observed that the GP based digital twin is able to capture the time evolution of mass
with high accuracy. Also the uncertainty due to limited data is adequately captured.
However, as already stated, this is an unrealistic case as for a practical scenario, data
collected will always be corrupted by some form of noise.
Next, we consider a more realistic case where the data collected is corrupted by noise.
Fig. 5 shows the GP based digital twin model trained with 100 noisy observations and
σθ = 0.005. Some discrepancy between the GP based digital twin and the physical twin is
observed. For improved performance, we increase the number of observations to 150. The
GP based digital twin corresponding to the three noise level are shown in Fig. 6(a) – (c). In
this case, the GP based digital twin yields accurate result. Lastly, Fig. 7 shows GP based
digital twin with 200 samples and σθ = 0.025. This yields the best result with accurate
time evolution of mass and uncertainty quantification. Overall, this example illustrates
the importance of sampling rate and denoising of data for digital twin technology.
4.3. Digital twin via mass and stiffness evolution
4.3.1. Formulation
As the last case, we consider simultaneous evolution of the mass and stiffness. The







+ ks (ts)u (t) = f (t) , (26)
where ks (ts) and ms (ts) are represented by Eqs. (12) and (21), respectively. We represent
∆m (ts) and ∆k (ts) by a multi-output GP [22, 38],
[∆m (ts) ,∆k (ts)] ≈ [∆m̂ (ts) ,∆k̂ (ts)] ∼ GP (µts ,κ (ts, t
′
s; θ)) , (27)
Substituting Eqs. (27), (12) and (21) in Eq. (26) and solving, we obtain
λs1,2 = −ωs (ts) ζs (ts)± iωds (ts) , (28)
where
ωs (ts) = ω0
√
1 + ∆k̂ (ts)
√





1 + ∆m̂ (ts)
√
1 + ∆k̂ (ts)
and (29b)
ωds (ts) = ωs (ts)
√
1− ζ2s . (29c)
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150 Samples avaialble for the digital twin
200 Samples avaialble for the digital twin
(a) Changes in the (damped) natural frequency
(b) GP based digital twin
Fig. 4. Changes in the (damped) natural frequency and the GP based digital twin obtained using
the exact data plotted as a function of the normalised slow time ts/T0. Using Bayesian information
criteria, ‘Constant’ basis function and ‘ARD Matern 5/2’ covariance functions are selected. The estimated
hyperparameters from Bayesian optimisation are β = 0.0 and θ = [4.1532, 0.1429]. The shaded plot
depicts the 95% confidence interval.
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Fig. 5. GP based digital twin obtained using 100 noisy data with σθ = 0.005, plotted as a function of the
normalised slow time ts/T0. The shaded plot depicts the 95% confidence interval.
Note that unlike the previous two cases, it is not possible to compute the hyperparameters
of the GPs based on measurements of damped natural frequencies only. Therefore, we
take a different route by considering the real and imaginary part in Eq. (28) separately.
Following Ganguli and Adhikari [11], it can be shown that
∆m̂ (ts) = −
d̃R (ts)





R (ts)− (1− 2ζ
2





ζ0 + d̃R (ts)
, (30b)
where d̃R (ts) and d̃I (ts), as before, are distance measures
d̃R (ts) =
dR (ts)
1 + ∆m̂ (ts)




(1 + ∆k̂ (ts)) (1 + ∆m̂ (ts))− ζ
2
0
1 + ∆m̂ (ts)
. (31)
We emphasise that Eq. (30) provides estimates ∆m̂ (ts)and ∆k̂ (ts) based on noisy mea-
surements, and hence, are also noisy. Using this noisy estimates as training outputs and
ts as the training inputs, we estimate the hyperparameters, θ of the multi-output GP de-
fined in Eq. (27). This is achieved by maximising the likelihood of the data as described
in Section 3. Same parameter settings as before is considered. For determining the best
mean function and covariance function, Bayesian information criteria is adopted as before.
The hyperparameters, θ once estimated completely defines the digital twin described in
Eq. (26).
4.3.2. Numerical illustration
We revisit the previously studied SDOF system to illustrate the applicability of GP
based digital twin for simultaneous mass and stiffness evolution. For simulating the
variation in the natural frequency, we consider the change in the mass of the system
shown in Fig. 1. Fig. 8 shows the actual change in real and imaginary parts of the natural
frequency of the system over time. Similar to previous cases, the damping ratio is assumed
to be 0.05. Fig. 9 shows the GP based digital twin constructed from clean data. The
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(a) σθ = 0.005
(b) σθ = 0.015
(c) σθ = 0.025
Fig. 6. GP based digital twin obtained using 150 noisy data plotted as a function of the normalised slow
time ts/T0. For (a) - (c), Bayesian information criteria selects ‘Constant’ basis and ‘ARD Matern 5/2’
covariance kernel. The shaded plot depicts the 95% confidence interval.
trained GP based digital twin is able to capture the time evolution of mass and stiffness.
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ht!]
Fig. 7. GP based digital twin obtained using 200 noisy data with σθ = 0.025 plotted as a function of the
normalised slow time ts/T0. Bayesian information criteria yields ’Constant’ basis with β = 0.0 and ‘ARD
Matern 5/2’ covariance kernel with θ = [4.1242, 0.1527].
However, data with no noise is an unrealistic scenario as, even with the most advanced
sensors, the data collected will always be noisy [46].

















37 Samples avaialble for the digital twin
150 Samples avaialble for the digital twin
200 Samples avaialble for the digital twin
(a) Changes in real part of natural frequency

















37 Samples avaialble for the digital twin
150 Samples avaialble for the digital twin
200 Samples avaialble for the digital twin
(b) Changes in imaginary part of natural fre-
quency
Fig. 8. Normalised changes in the real and imaginary parts of the natural frequency as a function of the
normalised slow time ts/T0. The shaded plot depicts the 95% confidence interval.
Next, we consider a more realistic case where the sensor data is corrupted by noise.
Similar to the previous two cases, we consider three noise levels. Fig. 10 shows the mass
and stiffness evolution of the GP based digital twin trained with 37 noisy observations.The
observations are corrupted by white Gaussian noise with σθ = 0.005. It is observed that
the GP based digital twin is able to capture the time evolution of stiffness with high
accuracy. However, it fails to capture the mass evolution in an adequate manner. This
is expected as the mass evolution function is quite complex and it is unreasonable to
expect that with so little data, GP will be able to track the mass evolution. Note that
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(a) mass function
(b) stiffness function
Fig. 9. GP based digital twin obtained from exact data via simultaneous mass and stiffness evolution
as a function of the normalised ‘slow time ts/T0. Bayesian information criteria yields ‘Linear’ basis and
‘squared exponential’ covariance kernel.
the uncertainty due to limited and noisy data is perfectly captured and hence, the true
solution resides within the shaded portion.
Figs. 11 and 12 show the evolution of mass and stiffness of the GP based digital twin
trainedwith 150 noisy observations. For mass evolution, results corresponding to all three
noise levels are shown. With the increase in the number of observations, we observe a
dramatic improvement in the GP assisted digital twin. The evolution of stiffness is shown
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(a) mass function
(b) stiffness function
Fig. 10. GP based digital twin obtained from 37 noisy data with σθ = 0.005 via simultaneous mass and
stiffness evolution as a function of the normalised slow time ts/T0. Bayesian information criteria yields
‘Linear’ basis and ‘squared exponential’ covariance kernel. The shaded plot depicts the 95% confidence
interval.
only for σθ = 0.025 and results obtained are highly accurate.Lastly, evolution of mass
with 200 noisy observations and σθ = 0.025 is shown in Fig. 13. As expected, this yields
the best results. The evolution of stiffness for 200 observations are found to be similar to
those with 150 samples and hence, the same is not shown in this paper.
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(a) σθ = 0.005
(b) σθ = 0.015
(c) σθ = 0.025
Fig. 11. Mass evolution as a function of the normalised slow time ts/T0 for GP based digital twin
(simultaneous mass and stiffness evolution) obtained from 150 noisy data. Noise levels of σθ = 0.005,
σθ = 0.015 and σθ = 0.025 are considered. Bayesian information criteria yields ‘Linear’ basis and ‘ARD
Matern 5/2’ covariance kernel. The shaded plot depicts the 95% confidence interval.
5. Discussion
Although in theory, a digital twin of a physical system can be achieved in several
ways, most of the existing works on digital twin have focused on the broader conceptual
aspect. In this paper, we take a different path and focus on a specific case of a structural
dynamical system. More specifically, we have considered surrogate models such as GP
with a single degree of freedom system. The key ideas proposed in this paper include:
• We introduce the concept of a surrogate model within the digital twin technology. In
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Fig. 12. Stiffness evolution as a function of the normalised slow time ts/T0 for GP based digital twin
(simultaneous mass and stiffness evolution) trained with 150 noisy data with σθ = 0.025. Bayesian
information criteria yields ‘Linear’ basis and ‘ARD Matern 5/2’ covariance kernel. The shaded plot
depicts the 95% confidence interval.
Fig. 13. Mass evolution as a function of the normalised slow time ts/T0 for GP based digital twin
(simultaneous mass and stiffness evolution) trained with 200 noisy data with σθ = 0.025. Bayesian
information criteria yields ‘Linear’ basis and ‘ARD Matern 5/2’ covariance kernel. The shaded plot
depicts the 95% confidence interval.
particular, we advocated the use of GP within the digital twin technology. The GP
was trained based on observations on a slow time-scale and was used for predicting
the model parameters in the fast time-scale.
• The importance of collecting more data during the system life-cycle is illustrated
in this study. A dramatic improvement in the performance of the digital twin was
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observed with an increase in the number of data collected. In other words, over the
same window of time, a higher sampling rate is needed.
• The importance of cleaner data in the context of a digital twin is illustrated in
this paper. With less noise in the data, the digital twin can quickly track the time
evolution of the model parameters. Digital signal processing algorithms can be used
for data cleaning [47, 48].
• GP, being a Bayesian surrogate model, can quantify the uncertainty in the system
due to limited data and noise. These uncertainties can be used for deciding if there
is a need to increase the frequency of data collection, i.e. increase the measurement
sampling rate.
• Overall, GP was able to capture both mass and stiffness variation from limited
noisy data; although, for capturing the time evolution of mass, more observations
are needed as compared to the stiffness evolution case.
The system studied here is a simple single-degree-of-freedom dynamical system gov-
erned by second-order ordinary differential equations. The same framework, as it is,
applies to other physical systems (e.g., simple electrical systems involving a resistor, ca-
pacitor and an inductor) governed by this kind of equations. The framework presented
here can be extended for more rigorous investigations encompassing a wider variety of
practical problems. Some of the future possibilities are highlighted below:
1. Surrogate assisted digital twin for big data: In this paper, natural frequency mea-
surements are used for establishing the GP based digital twin. However, it will be
more useful if the GP based digital twin can be trained directly from the time-
history of measured responses. This is essentially a big-data problem and vanilla
GP is unable to tackle such problems. More advanced versions of GP, such as the
sparse GP [49] and convolution GP [50] may be explored in that case.
2. Surrogate based digital twin for continuum system: For many engineering problems,
a continuum model represented by the partial differential equation is the preferred
choice. Developing a surrogate-based digital twin for such a system will be of great
use. This is primarily a sparse data scenario as sensor responses will only be available
at few spatial locations. Methods such as convolution neural networks [51] can be
used for such systems.
3. Digital twin for systems with unknown/imperfect physics: In literature, there exists
a wide range of problems for which the governing physical law is not well defined.
It will be interesting and extremely useful to learn/develop the digital twin purely
based on data. Works on discovering physics from data by using machine learning
can be found in the literature [52]. Genetic programming can also be used to fit
mathematical functions to data [53].
4. Surrogate based digital twin models with machine learning: Over the past few years,
the machine learning community has witnessed rapid progress with developments
of techniques such as deep neural networks [19–21], convolution neural networks
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[51], among others. Using these techniques within the digital twin framework can
possibly push this technology to new heights. The required sampling rate and data
quality could be reduced by using machine learning methods.
5. Multiple-degrees-of-freedom (MDOF) digital twins using surrogate models: In this
paper, we focused on a single-degree-of-freedom (SDOF) model, which can be con-
sidered to be a simple idealisation of complex multiple-degrees-of-freedom (MDOF)
systems. However, for more effective digital twin with realistic predictive capa-
bilities, MDOF digital twin should be considered. To that end, it is necessary to
develop surrogate-based MDOF digital twins.
6. Surrogate models for nonlinear digital twins: The model considered in this paper
is a linear ordinary differential equation. However, many physical systems exhibit
nonlinear behaviour. A classical example of a nonlinear system is the Duffing oscil-
lator [54]. For such a non-linear system, it is unlikely that a closed-form solution will
exist and hence, developing a surrogate-based digital twin model will be immensely
useful.
7. Forecasting using surrogate models for digital twins: One of the primary tasks
of a digital twin is to provide a future prediction. With the physics-based digital
twin proposed previously [11], it is not possible to predict the future responses.
The GP based digital twin model, on the contrary, can predict the short term
future response. It is necessary to develop surrogate-based digital twin capable of
forecasting the long-term response of the system.
8. Predicting extremely low-probability catastrophic events for digital twins with surro-
gate models: Till date, application of digital twin technology is mostly limited to
maintenance, prognosis and health monitoring. Other possible applications of digi-
tal twin involve computing probability of failure, rare event probability and extreme
events.
9. High-dimensional surrogate models for multi time-scale digital twins: In this paper,
we assumed one time-scale for the evolution of the digital twin. However, there
is no physical or mathematical reason as to why this must be restricted to only
one time scale. It is possible that the parameters may evolve at different time-
scales. Such systems are known as multi-scale dynamical system [55]. Developing
surrogate-based digital twin for such multi-scale dynamical systems needs further
investigation.
10. Hybrid surrogate models for digital twins: In this paper only one type of surrogate
model, namely, the Gaussian process emulator was used. Several types of surrogate
models have been employed to solve a wide range of complex problems with different
numbers of variables [24, 53]. It is well known that some surrogate models perform
better than the others in certain situations. It is therefore perfectly plausible to
employ multiple surrogate models simultaneously by taking the benefit of their
relative strengths. Such hybrid surrogate digital twins are expected to perform in a
superior manner compared to single surrogate digital twins.
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6. Conclusions
Surrogate models have been developed over the past four decades with increasing
computational efficiency, sophistication, variety, depth and breadth. They are a class of
machine learning methods which thrive on the availability of data and superior computing
power. As digital twins also expected to exploit data and computational methods, there
is a compelling case for the use of surrogate models in this context. Motivated by this
synergy, we have explored the possibility of using a particular surrogate model, namely,
the Gaussian process (GP) emulator, for the digital twin of a damped single-degree-of-
freedom dynamic system. The proposed digital twin evolves at a time-scale which is much
slower than the dynamics of the system. This makes it possible to identify crucial system
parameters as a function of the ‘slow-time’ from continuously measured data. Closed-form
expressions derived considering the dynamics of the system in the fast timescale have been
employed. The Gaussian process emulator is employed in the slow timescale, where the
impact of lack of data (sparse data) and noise in the data have been explored in detail.
The results arising from applying the Gaussian process emulator show that sparsity of
data may prevent the GP from accurately capturing the evolution of mass and stiffness.
This is particularly true for the mass evolution case where a higher sampling rate is
necessary for accurately capturing the time evolution of mass. It is to be noted that the
uncertainty in the GP based digital twin model results from both sparsity in the data and
noise in the measurements. Consequently, only increasing the number of observations
may not necessarily reduce the uncertainty in the system. On the other hand, collecting
clean data (i.e., data with lower noise level) helps GP with tracking the evolution of mass
and stiffness evolution more accurately. Nonetheless, even for the cases with a relatively
larger noise level, GP is found to yield an accurate result. Moreover, GP also captures
the uncertainty due to limited and sparse data.
Although only the Gaussian process emulator with single-degree-of-freedom dynamic
systems are considered, several conceptual extensions directly followed from this work are
described in detail. The approach proposed here exploits closed-form expressions based
on the physics of the system and a surrogate model for the measured data. However,
the proposed surrogate model based approach is perfectly suitable when more advanced
computational simulation to be used for the physical problem (for example, when multi-
degree-of-freedom system is considered). Therefore, the underlying formulation is not
restricted to the single-degree-of-freedom example used here. The overall framework pro-
vides a paradigm for a hybrid physics-based and data-driven digital twin approach. The
physics-based approach is related to the ‘fast time’, while the data-driven approach is
operational on the ‘slow time’. The separation of scientific approaches based on the in-
herently different time-scales will allow the integration of multi-disciplinary approaches
in the future development of the digital twin technology.
Appendix A. Bayesian information criteria
In this paper, the optimal order of basis function and the optimal covariance kernel for
GP are determined by using the Bayesian information criteria. The Bayesian information
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criteria corresponding to the m-th model is defined as [35]





where km is the number of parameters and n represents the number data-point available to
the m-th model. L(θ) in Eq. (A.1) represents the data-likelihood for the m-th model. The
first term in Eq. (A.1) penalizes a complex model whereas the second term ensures that
the model that best explains the model is selected. For GP, L(θm) follows a multi-variate
Gaussian distribution [41].
For determining the optimal model using the BIC criteria, models corresponding to
all possible combinations from mean function and covariance function is considered. The
possible candidates for mean and covariance functions are shown in Table 1. There are
three possible mean function and 10 possible covariance functions. Therefore, total 30
models were considered in this study. The BIC score is evaluated for each of the 30
models and the one with the minimum BIC score is selected. The steps involve are shown
in algorithm 1.
Algorithm 1: Model selection using Bayesian information criteria
1 Initialize: Provide the pool of mean function and covariance function. Also
provide the training data-set, D.
2 Formulate all possible models (M) by using the pool of mean function and
covariance function.
3 for m = 1, . . . ,M do
4 θ̂m ← argmaxθ L(θ) ; ⊲ Train GP
5 Use θ̂m to compute bic[m] ; ⊲ Eq. (A.1)
6 end
7 Select the model with the lowest bic score.
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