A nonlinear measure, namely multi-interdependency, is proposed to detect the essential nodes in heterogeneously dynamical networks. The method is based upon the conceptions of the nearest conditional neighbors and singular value decomposition (SVD). Numerical results show that the value of multi-interdependency is positively correlated with the degree of nodes, which is beneficial to identify the nodes of topological and functional importance. Moreover, such a method has been demonstrated being robust against the effect of intrinsic noise.
INTRODUCTION
In complex networks, the node with large connection (namely hub) often plays an essential role. For example, in a protein-protein interaction network, the essential proteins generally have more degrees than the non-essential ones [1] . In an earthquake network, aftershocks tend to return to the neighborhood of the mainshok locus, which causes the mainshok to possess high connectivity [2] . Similar phenomena can also be observed in neural systems, food web networks, epidemiological systems, social networks and so on. From the viewpoint of dynamics, the removal of hubs would extremely alter the largest eigenvalue λ of the coupling matrix [3] , and reduce the synchronizability of such a network [4] . How to detect these essential nodes in a topology-unknown network then becomes a relevant issue of potential applications.
In this paper, applying the ideas from single value decomposition method (SVD) [5] , we calculate the multi-interdependency of nodes within a network to solve the aforementioned problem 1 . Numerical experiments are carried out from the simultaneously measured time series generated from coupled Hénon maps [6] on a scale-free network. We show that the interdependencies of the highly connected nodes are relatively larger than others, despite the fluctuation of intrinsic noise. The result provides us a useful judgement to distinguish the hubs from other merely connected nodes. Moreover, the variation of λ against the removal of nodes is applied to quantify our results further. Some discussions including limitations about this method are also presented.
MULTI-INTERDEPENDENCY
Consider a network consisting of M nodes with the scale-free topology. Each node stands for a dynamical system, and links in the network represent the interactions (or coupling) between nodes. Let us denote by X i the dynamical system of the ith node, and by x i the measured scale time series of X i , where i = 1, 2, ..., M. In the present work, we define the multi-interdependency based upon the SVD. Applying the SVD to a D × K matrix A, one can decompose the matrix as A = USV T , where U is a D × D orthogonal matrix, V is a K × K orthogonal matrix, and S is a D × K singular matrix whose off-diagonal elements are all zero. Replacing the matrix A by the true and conditional neighbor matrices of the vectors x i n and x j n , we can get:
Then the dependency of x i on x j is given by
where tr(|G|, d) is the summation of the absolute values of the first d diagonal elements of the matrix G [5] . The values of C(x i |x j ) are in the range of [0, 1], and a great C(x i |x j ) indicates the synchronization between x i and x j . Now, the averaged interdependency of x i among the other nodes in the network reads
which defines the multi-interdependency of the node X i . 
NUMERICAL EXPERIMENTS
The coupled Hénon maps network is adopted as our testing model :
where the subscript i = 1, 2, ..., M denotes the node index, ε ∈ [0, 1] is the coupling strength, and the chaotic parameter
denotes the local mean filed of the node i, where Θ i j is an element of the M × M adjacency matrix Θ that characterizes the topology of such a network. Elements Θ i j take the value one when there is a connection existing between the node i and j with i = j and zero otherwise (Θ ii = 0). The connections are bi-directional; i.e., Θ i j = Θ ji and Θ is a symmetric matrix. k i = Σ j Θ i j is the degree of the node i. ξ (t) is a white noise with an according intensity σ . All nodes evolve from different and random initial conditions.
The adjacency matrix Θ is generated by using the Barabási-Albert scale-free model [7] . Starting with a small number m 0 of fully interconnected nodes, a new node is introduced to connect with m (m ≤ m 0 ) previous node at every time step. The connection probability depends on the degree of already-existing nodes (preferential attachment). As a general feature, the connectivity distribution follows a power law with an exponent constant λ = 3, regardless of m 0 and m. The conditions m 0 = m = 3 and the network size M = 50 are used throughout this article.
After sufficient transitions, N = 5000 iterations of x i (t) are recorded as the measured time series to calculate the multi-interdependency. With respect to the coupled Hénon maps, delay vectors are constructed with a time delay τ = 1 and a dimension D = 4. The number of the nearest neighbors K = 30 is selected. Fig.(1a) presents the multi-interdependencyC(x i ) as a function of the degree k i of the node with ε = 0.48 and σ = 0.01. As one can observe, the highly connected node is provided with a relatively largerC(x i ), regardless of the effect of intrinsic noise. To quantify our results further, we explore the relative change in the largest eigenvalue of the network adjacency matrix against the removal of nodes [3] . Three different removal strategies are applied for the purpose of comparison, i.e., in the order of descending degree, descending multiinterdependency, and randomness. Fig.(1b) shows the normalized largest eigenvalue λ (Γ)/λ (0) as a function of the number of the removed nodes Γ. We find that the removal of nodes by using interdependency extremely alters the value of λ (Γ) (circles), which is similar to the results by using the degree (crosses). That is, the essential nodes are unveiled successfully by such a measure. These two methods are, undoubtedly, much more efficient than removing nodes randomly (triangles). The multi-interdependency method still works well even though it is evaluated from the series veiled by stronger fluctuation (the largest noise intensity we have investigated is σ = 0.2). It has also been successfully applied to other oscillators forming the networks [8] .
DISCUSSION AND CONCLUSION
The conception of interdependency used in this paper was originally developed to characterize the generalized synchronization (GS) between two coupled oscillators. Recently, the GS behaviors have also been found emerging in complex networks of dynamical units [9] , which then make it profitable to redefine the measure to the scale of the whole network. Since the method is on the grounds of synchronization, it would become invalid once the coupling strength is too weak to induce GS. In our case, the working region of the multi-interdependency is behind ε c = 0.32.
The method shows possible applicability in the real-world complex systems, such as the stock market and the human brain. A study of more realistic network is under way.
