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Sommaire  
 Dans le présent travail, nous présentons une approche originale à utiliser dans les 
Systèmes Tutoriels Intelligents. Elle consiste en un formalisme de représentation de 
connaissances abstraites et de l’architecture implémentée pour l’exploiter. 
 Dans un bref aperçu de la situation actuelle en matière de Systèmes Tutoriels 
Intelligents nous nous attardons sur l’enseignement des connaissances stratégiques par les 
STI courants. Nous présentons les principales recherches dans le domaine et mettons en 
évidence un certain manque d’intérêt pour la question, manque d’intérêt que nous avons tenté 
d’expliquer. 
 Par la suite, nous formulons la problématique, sous la forme de critères qu’un STI 
ayant la capacité d’enseigner explicitement les stratégies se doit de respecter. Concevoir et 
réaliser un tel STI sont donc les objectifs du travail présenté, avec un but de valider les 
notions théoriques qui en sont à l’origine ainsi que de confirmer les hypothèses formulées à 
leur sujet. 
 Nous abordons la conception théorique, la réalisation et la validation expérimentale de 
l’architecture proposée. Par la suite, il est question de ses forces et de ses faiblesses ainsi que 
du degré de réalisation des objectifs formulés. Le travail se termine par une énumération de 
travaux futurs possibles. 
 
  
iii 
 
Remerciements  
Je tiens à remercier mon directeur de thèse, André Mayers, pour son aide constante et 
sa disponibilité. Le dévouement au travail, la rigueur scientifique et l'infinie patience 
d'André sont pour moi une source d'inspiration dans ma carrière et ma vie quotidienne. 
Je remercie également Hélène Pigot, Shengrui Wang et Philippe Fournier-Viger 
d'avoir accepté d'être membres du jury, et d'avoir trouvé le temps de lire et d'évaluer le 
présent travail. 
La thèse présentée et les travaux qu’elle décrit n’auraient pas été possibles sans le  
support financier du Professeur Habib Hamam. Je lui en suis très reconnaissant.  
Merci aussi aux membres du laboratoire ASTUS pour la bonne ambiance de travail. 
Merci aux employés de la Faculté des Sciences de l'université d'avoir rendu mes travaux 
possibles par leur travail irréprochable. Merci et bon 60ème anniversaire à l'Université de 
Sherbrooke. 
Je n'oublie évidemment pas de remercier ma famille, présente aussi bien quand tout va 
pour le mieux que quand tout semble bloqué. Vos encouragements et votre présence ont 
été déterminants dans l'aboutissement de ce travail. 
 
  
iv 
 
Table des matières 
Sommaire ............................................................................................................. ii 
Remerciements .................................................................................................... iii 
Table des matières................................................................................................iv 
Liste des abbréviations ...................................................................................... viii 
Liste des tableaux .................................................................................................ix 
Liste des figures .................................................................................................... x 
Introduction ........................................................................................................... 1 
Chapitre 1 Etat de l'art .......................................................................................... 4 
1.1    Enseignement assité par ordinateur .............................................................................. 4 
1.1.1     Architecture des systèmes tutoriels intelligents ................................................. 8 
1.1.2     Représentation des connaissances .................................................................... 10 
1.1.2.1    Connaissances sémantiques .................................................................... 10 
1.1.2.2    Connaissances procédurales ................................................................... 15 
1.1.2.3    Connaissances erronées .......................................................................... 16 
1.2    Architectures cognitives ............................................................................................. 17 
1.2.1     ACT-R ............................................................................................................... 19 
1.2.2     SOAR ................................................................................................................. 19 
1.3    Méthodes de résolution de problèmes ........................................................................ 22 
1.4    Connaissances abstraites et stratégies de résolution dans les STI .............................. 25                      
  
v 
 
1.5    Architecture et systèmes tutoriels intelligents notables .............................................. 29 
1.5.1    MIACE ............................................................................................................... 29 
1.5.2    Andes .................................................................................................................. 30 
1.5.3    CTAT .................................................................................................................. 33 
1.5.4    Contraint-Based tutors ........................................................................................ 35 
1.5.5    ASTUS ................................................................................................................ 39 
1.5.5.1    Historique ............................................................................................... 39 
1.5.5.2    Architecture, particularité et orientation des recherches ........................ 41 
1.5.5.3    Représentation des connaissances .......................................................... 42 
1.5.5.4    Représentation et enseignement des stratégies ....................................... 45 
1.6    Conclusion .................................................................................................................. 47 
Chapitre 2 Objectifs de la thèse .......................................................................... 49 
2.1    Formulation du problème ........................................................................................... 49 
2.2    Objectifs de la thèse .................................................................................................... 50 
2.3    Méthodologie .............................................................................................................. 51 
Chapitre 3 Connaissances stratégiques .............................................................. 53 
3.1    Caractéristiques des connaissances stratégiques ........................................................ 53 
3.2    Théories congnitives pertinentes  ............................................................................... 54 
3.3    Définition de stratégie ................................................................................................. 57 
3.4    La stratégie en tant qu’unité pédagogique .................................................................. 58 
3.5    Pertinence d'une stratégie ........................................................................................... 59 
3.6    Efficacité d'une stratégie ............................................................................................. 60 
3.7    Les métadonnées ......................................................................................................... 60 
3.7.1    Métadonnées statiques ........................................................................................ 61 
3.7.2    Métadonnées dynamiques  .................................................................................. 62 
3.7.3    Métadonnées caractérisant la liste des arguments .............................................. 62 
3.7.4    Métadonnées caractérisant un argument ............................................................. 65 
3.8    Combinaison de stratégies .......................................................................................... 68 
  
vi 
 
3.9    Stratégies complexes .................................................................................................. 69 
3.10    Stratégies erronées et erreurs stratégiques ................................................................ 71 
3.11    Conclusion ................................................................................................................ 73 
Chapitre 4 L'expert stratégique ...................................................................................... 74 
4.1    Fonction de l'expert stratégique .................................................................................. 74 
4.2    Types de requète ......................................................................................................... 77 
4.2.1    Les requètes simples ........................................................................................... 77 
4.2.2    Les requètes complètes ....................................................................................... 78 
4.3    Exécution  de l'expert stratégique ..............................................................................  78 
4.3.1    Lors du choix du laboratoire ............................................................................... 79 
4.3.2    Lors du choix de l'activité ................................................................................... 79 
4.3.3    Lors d'une requète simple par le module expert ................................................. 79 
4.3.4    Avant l'exécution d'une procédure primitive ...................................................... 81 
4.3.5    Après chaque exécution de procédure primitive ................................................ 87 
Chapitre 5 Laboratoires de test ........................................................................... 89 
5.1    Laboratoire d'analyse des circuits électriques à courant continu ................................ 89 
5.2    Laboratoire d'addition des nombres naturels  ............................................................. 93 
5.2.1    Déroulement de l'expérimentation ...................................................................... 94 
5.2.2    Interface .............................................................................................................. 94 
5.2.3    Modélisation des connaisances ........................................................................... 95 
5.2.3.1    Stratégies modélisées .............................................................................. 97 
5.2.3.2    Hiérarchisation des stratégies ................................................................. 98 
5.2.3.3    Utilisation de stratégies multiples simultanément  ................................. 99 
5.2.3.4    L'opportunisme ..................................................................................... 100 
5.2.3.5    Variété et précision accrues des messages pédagogiques ..................... 101                                                                      
5.3    Laboratoire de réduction booléenne ......................................................................... 104 
5.3.1    Déroulement de l'expérimentation .................................................................... 104 
5.3.2    Interface  ........................................................................................................... 105 
  
vii 
 
5.3.3    Modélisation des connaissances ....................................................................... 105 
5.3.3.1    Stratégies modélisées  ........................................................................... 107 
5.3.3.2    Hiérarchisation des stratégies ............................................................... 107 
5.3.3.3   Utilisation de stratégies multiples simultanément ................................. 108 
5.3.3.4   L'opportunisme ...................................................................................... 108 
5.4        Réutilisation des stratégies ................................................................................... 109 
Chapitre 6 Expérimentation .............................................................................. 111 
6.1    Tests de représentation ............................................................................................. 112 
6.1.1    But ................................................................................................................... 112 
6.1.2    Résultats et interprétation ................................................................................ 113 
6.1.2.1    Modélisation (étapes (a), (b) et (c)........................................................ 113 
6.1.2.2    Introduction d'une nouvelle stratégie (étape (d))  ................................. 114 
6.2    Tests de résolution et interprétation régulière........................................................... 116 
6.2.1    But ................................................................................................................... 116 
6.2.2    Résultats et interprétation ................................................................................ 118 
6.2.3    Le problème des faux indices (bruit) ............................................................... 123 
6.3    Tests d'interprétation avancée ................................................................................... 125 
6.3.1    But  .................................................................................................................. 125 
6.3.2    Résultats et interprétation ................................................................................ 127 
6.4    Conclusion ................................................................................................................ 129 
Critique et conclusion générale  ....................................................................... 131 
1    Critique et travaux futurs ............................................................................................. 131 
2    Conclusion générale  .................................................................................................... 132 
Annexe A : Interface de l'expert stratégique .................................................... 135 
Annexe B : Courbes des évolutions de probabilité de maîtrise ....................... 138 
Bibliographie .................................................................................................... 141 
  
viii 
 
Liste des abréviations 
STI Système Tutoriel Intelligent 
ITS Intelligent Tutoring System 
EAO Enseignement assisté par ordinateur  
CAI Computer Aided Instruction 
ASTUS Apprentissage des Sciences par Système Tutoriel intelligent de l’Université de 
Sherbrooke 
WBH Web-Based Homeworks, 
OWL Web Ontology Language 
HTN Hierarchical Task Networks 
ACT-R Adaptive Control of Thought - Rational 
PSM Problem Solving Methods 
UPML Unified Problem Solving Method Description Language 
CCNP Compétences cognitives non procédurales 
MIACE Modèle Informatique d’Acquisition de Connaissances d’Étudiant 
CTAT Cognitive Tutors – Authoring Tools 
CT Cognitive Tutors 
CBT Constraint-Based Tutor 
MTT Model Tracing Tutor 
CLT Cognitive Load Theory 
PP Procédure primitive 
PC Procédure complexe 
ACCC Analyse de circuits électriques en courant continu  
  
ix 
 
Liste des tableaux  
 
Tableau 1 - Récapitulatif des mots-clés utilisés pour l’interprétation des 
métadonnées.  Les mots-clés en italique déclenchent une comparaison 
entre  tous les candidats  par  l’agent  expert ………………………….. 
 
 
67 
Tableau 2 - Table de conversion d’indices d’application vers les indices de 
maîtrise ………………………………………………………………… 
 
87 
Tableau 3 - Exemples de messages pédagogiques possibles ………………………. 103 
Tableau 4 - Concepts instanciés pour représenter l’expression                     
A+BF+C(DE)’+GH(I+T) ……………………………………………… 
 
106 
Tableau 5 - Évolution de la probabilité de maîtrise de la stratégie ST-Work-
WithMultiples sur dix résolutions, pour un des étudiants  du groupe .... 
 
120 
 
  
x 
 
Liste des figures  
Figure 1 - Exemple de réseau sémantique associé au domaine de l’analyse des 
circuits électriques …………………………………………………………. 
 
13 
Figure 2 - Environnement d'Andes …………………………………………………… 30 
Figure 3 - Cognitive Tutors : Algebra Tutor ………………………………………… 33 
Figure 4 - Passage d’arguments dans un arbre de résolution selon le formalisme 
d'ASTUS …………………………………………………………………... 
 
44 
Figure 5 - Une stratégie peut influencer (a) un choix de procédure, (b) un 
ordonnancement de buts ou (c) un choix de but au niveau  d’une procédure 
« choice » ………………………………………………………………….. 
 
 
57 
Figure 6 - La pertinence stratégique d’une procédure primitive est déterminée en 
fonction des décisions stratégiques qui ont permis sa sélection ..………….. 
 
76 
Figure 7 - Interaction du  module expert stratégique avec l’ensemble des modules 
d’ASTUS-S ………………………………………………………………... 
 
77 
Figure 8 - Algorithme du choix d’un candidat ………………………………………... 80 
Figure 9 - Deux exemples  d’une  évaluation par l’expert stratégique d’une procédure 
primitive candidate. Les deux primitives ne sont pas le choix optimal …… 
 
84 
Figure 10 - Évaluation d’une procédure primitive relative au domaine de l’addition des 
nombres naturels …………………………………………………………... 
 
86 
Figure 11 - Interface du laboratoire d’analyse de circuits en courant continu (ACCC) .. 90 
Figure 12 - Fenêtre principale du laboratoire d’addition. Activité à l’étape initiale …... 94 
Figure 13 - Connaissances procédurales du domaine de l’addition ……………………. 95 
Figure 14 - Fenêtre principale du laboratoire de réduction booléenne ………………… 105 
  
xi 
 
Figure 15 - Exemple d’analyse par l’expert stratégique d’une résolution par un 
étudiant …………………………………………………………………….. 
 
118 
Figure 16 - Évolution de la probabilité moyenne de maîtrise de la stratégie C2ST-
ConcentrateOnMultsOf5 sur dix résolutions ……………………………… 
 
119 
Figure 17 - Fenêtre de débogage de l’expert stratégique ………………………………. 137 
Figure 18 - Évolution des degrés de maîtrise des étudiants ayant participé aux tests 
d’interprétation …………………………………………………………….. 
 
138 
 
  
1 
Introduction 
Sans entrer dans une discussion philosophique ayant pour thème la noblesse du métier 
d'enseignant et les avantages d'une culture prônant la transmission et le partage du savoir, 
contentons-nous ici de constater que dans le monde moderne, l'essor même d'une nation, 
voire d’une civilisation, dépend de l'importance que celle-ci accorde à l'éducation de la 
population. Utiliser les fruits du savoir pour en assurer la propagation est donc tout aussi 
honorable que logique. 
Depuis l'avènement de l'informatique grand public, et même avant, les chercheurs ont essayé 
d'en multiplier les usages et les domaines d'application. L'enseignement assisté par ordinateur 
(EAO, ou CAI pour « Computer Aided Instruction ») en était un des premiers et depuis, 
l'engouement voué à la discipline n'a cessé de croître, encouragé par les remarquables 
résultats que les divers logiciels et applications créés ont montré tout au long de son 
évolution. Cette évolution a engendré maintes théories et classes de programmes. Celle qui 
nous intéresse pour le présent  travail  est  la famille  des Systèmes Tutoriels Intelligents (STI, 
ou ITS pour « Intelligent Tutoring Systems »). Outre la motivation évidente d'offrir à un 
grand nombre d'étudiants des outils capables d'influencer positivement leurs études et de 
parfaire leurs connaissances dans divers domaines, la discipline bénéficie d'un autre attrait, 
celui de permettre à des chercheurs de disciplines variées de travailler ensemble. En effet, les 
sciences de l'enseignement par ordinateur allient, outre les disciplines à être enseignées, 
l’informatique, - avec des branches comme l'intelligence artificielle - la pédagogie, et depuis 
plus récemment les sciences cognitives. Contribuer à l’avancement de la recherche en matière 
de STI est la principale motivation du travail présenté ici. 
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Le présent travail entre dans le cadre du projet de recherche ASTUS (Apprentissage des 
Sciences par Système Tutoriel intelligent de l’Université de Sherbrooke). Le projet a pour but 
l’élaboration d’un système tutoriel intelligent multidisciplinaire en s’inspirant des recherches 
en la matière, mais également en proposant et en expérimentant de nouvelles approches 
propres à ASTUS. Nos travaux font partie de ces approches, et ont pour thème 
l’enseignement de connaissances abstraites et stratégiques par le STI. Il s’agit principalement 
d’élaborer et de réaliser un modèle amélioré de représentation de connaissances, puis de 
produire une version de STI capable d’en tirer parti. Dans ce but, nous avons proposé, conçu 
et expérimenté une variante du système ASTUS en nous basant sur une recherche 
bibliographique qui a permis de cerner les lacunes des systèmes actuels et de formaliser leurs 
besoins. 
Le choix de s’orienter vers l’enseignement des connaissances stratégiques – ces 
connaissances de haut niveau permettant d’enseigner des domaines plus complexes - est 
principalement motivé par l’observation que d’une part, l’enseignement de domaines de plus 
en plus complexes tend à révéler les limites et les lacunes des STI actuels, notamment en 
matière d’efforts à fournir lors de la modélisation de nouveaux domaines à enseigner, et 
d’autre part le relatif manque de travaux sur le sujet. 
Le présente thèse débute par un chapitre ayant trait à l’état de l’art en matière de systèmes 
tutoriels intelligents. Après l’aspect historique, il aborde les principaux STI actuels présentant 
des caractéristiques proches de celles d’ASTUS. Une attention particulière est accordée à 
l’enseignement des connaissances abstraites et stratégiques. Étant donné que l’approche que 
nous proposons affecte particulièrement le formalisme de représentation de connaissances 
d’ASTUS, le chapitre inclut également un aperçu des méthodes de représentation des 
connaissances utilisées, et met en évidence leurs limites dans le contexte des connaissances 
abstraites. Afin d’en montrer les lacunes et de favoriser la compréhension des solutions 
proposées, le système ASTUS est également présenté de manière détaillée. 
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Par la suite, le mémoire résume et formalise la problématique et présente les caractéristiques 
d’une solution acceptable. La solution proposée est détaillée, en explicitant les définitions des 
nouvelles notions introduites et les modifications conceptuelles apportées au formalisme de 
représentation des connaissances ainsi qu’à l’architecture du système ASTUS. La solution 
proposée est sous la forme d’une architecture complète et fonctionnelle. 
Les chapitres suivants illustrent les fonctionnalités de l’architecture proposée et ses avantages 
au moyen de deux laboratoires impliquant des domaines d’enseignement. Le dernier chapitre 
relate les expérimentations effectuées dans le but de valider le formalisme, de démontrer 
l’atteinte des objectifs fixés, et de confirmer que les notions proposées peuvent avoir une 
application réelle dans le domaine des systèmes tutoriels intelligents. Le travail se termine par 
une conclusion générale et d’une énumération de possibles travaux futurs. 
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Chapitre 1 
État de l'art 
Ce chapitre, après un bref  historique de l'enseignement assisté par ordinateur, décrit 
l’architecture d’un système tutoriel intelligent (STI) classique.  Il aborde par la suite les 
techniques de représentation de connaissances pertinentes et les architectures cognitives. Il 
décrit également la manière de représenter et d’enseigner les connaissances stratégiques de 
STI de philosophie comparable à celle d’ASTUS. Il se termine par une description détaillée 
de l’architecture d’ASTUS avec une attention particulière sur ses limites pour représenter les 
connaissances stratégiques. 
Une définition formelle des connaissances stratégiques est donnée dans le chapitre II. Pour ce 
chapitre, nous utiliserons la définition intuitive suivante : connaissances permettant 
d’ordonner selon leur optimalité les approches de solution pour un problème. 
1.1  Enseignement assisté par ordinateur 
Les systèmes d’enseignement assisté par ordinateur (EAO) réfèrent à la première génération 
de programmes d’enseignement. L’idée d’enseigner à l’aide d’ordinateurs est apparue au 
début des années 1970 [15]. Les activités d’apprentissage offertes à l'époque étaient simples, 
rigides et non personnalisées, se limitant dans la plupart des cas à des questions à choix 
multiples. Les interactions système-utilisateur étaient préétablies et invariantes d'un 
utilisateur à l'autre, et les concepteurs devaient prévoir et coder l'ensemble des scénarios 
d'apprentissage, ce qui exigeait des efforts considérables, même pour des domaines simples. 
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Bloom a montré que le tutorat augmente la moyenne des résultats scolaires de deux écarts-
types par rapport au mode d'enseignement classique [11]. Comme conséquence, la génération 
suivante des EAO, les systèmes tutoriels intelligents (STI), vise une personnalisation 
simulant le tutorat. L’intelligence des premiers STI se limitait aux efforts d’adaptation des 
activités en fonction de l’utilisateur, et la résolution des problèmes devait être encodée 
d’avance. Les experts en intelligence artificielle (IA) ont vu dans les STI une excellente 
application pour tester les techniques et innovations d’IA.  
De nombreuses expériences démontrent le rôle bénéfique des STI pour la formation [63]. Des 
études ont confirmé que l’utilisation d’un STI améliore d’un écart-type les résultats scolaires 
d’étudiants l’utilisant [32], ce qui est inférieur à ce que les travaux de Bloom permettaient 
d’espérer, mais néanmoins appréciable. Cependant, l’utilisation des STI dans les 
établissements éducatifs est loin d'être répandue. Les principales raisons à cela sont les 
modifications importantes aux méthodes d'enseignement que l’introduction des STI entraîne. 
Si quelques établissements se sont risqués à introduire massivement l’outil informatique dans 
leur processus d'enseignement [69], ou même se consacrer entièrement à l'enseignement 
électronique, la vaste majorité s'y refuse. Confrontés à ces réticences, les chercheurs ont 
orienté leurs travaux selon deux axes afin de contourner le problème. Le premier consiste à 
ne plus tenter de remplacer les enseignants humains par des STI à tout prix, mais de revoir le 
rôle de ces derniers, et de leur en donner un rôle d'assistant à la révision, à la pratique et au 
perfectionnement. Le second consiste à rapprocher davantage le comportement du système à 
celui d'un tuteur humain. 
En ce qui concerne le premier axe, l'idée de déléguer la correction et la notation à but 
pédagogique des devoirs à domicile à un programme, et par extension à des sites Internet, a 
remporté un vif succès dans les établissements à travers le monde. Cette catégorie reçoit la 
dénomination anglaise de WBH pour « Web-Based Homeworks  », ou devoirs à domicile 
utilisant Internet. Si des études de l’époque n’ont pas permis d'établir un apport réel des WBH 
par rapport à un système de correction classique des devoirs [21], leur succès auprès des 
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établissements d'enseignement, ne serait-ce qu'à cause des économies en personnel et surtout 
de la curiosité des étudiants, a permis à la discipline d'y entrer par la grande porte. Comme 
conséquence, le rôle principal des STI actuels est donc, à quelques exceptions près1, celui 
d'assistant à la révision et au perfectionnement.  
Quelques-uns des systèmes WBH ont une fonction de tuteur, et font de la macro-adaptation, 
c’est-à-dire qu’ils peuvent s'écarter des exercices imposés dans les devoirs, et de choisir des 
exercices adaptés au niveau de l'apprenant selon les réponses relevées au cours des séances 
précédentes [62]. Cependant, la majorité des WBH est dépourvue de cette fonctionnalité, se 
contentant d'indiquer si la réponse est correcte ou erronée, sans analyser le raisonnement de 
l'apprenant ayant abouti au résultat. Des recherches affirment que cette particularité pousse 
les utilisateurs de WBH à un raisonnement moins approfondi [58]. Les systèmes tutoriels 
intelligents tentent de pallier à ces insuffisances, et les plus avancés offrent aussi bien la 
macro-adaptation que le suivi étape par étape de l’étudiant. 
Bien entendu, le succès que connaît Internet auprès du grand public a été pris en compte par 
les établissements d’enseignement, et les a poussé à investir dans ce qui s’appelle désormais 
le cyberapprentissage (eLearning). Tout comme les WBH, les diverses plateformes utilisées 
(Moodle, WebCT, ...) sont dépourvues d’intelligence et de macro-adaptation, leurs  fonctions 
étant plutôt de mettre à la disponibilité des étudiants le contenu des cours et des devoirs, ainsi 
que diverses fonctionnalités annexes telles la communication enseignant-étudiant ou entre 
étudiants.  
En ce qui concerne le second axe, l’application des théories cognitives aux STI a contribué à 
leur popularité auprès des chercheurs et du public, et a définitivement changé l’idée que les 
pédagogues non-initiés s’en faisaient. Un système capable de résoudre un problème à la 
manière d’un tuteur humain aurait en théorie des avantages certains. Il permettrait d’une part 
de transmettre ce savoir plus aisément à l’étudiant. D’autre part, il pourrait interpréter avec 
plus de précision ses intentions, permettant par conséquent une interaction plus adaptée et 
                                                 
1 http://oli.web.cmu.edu/openlearning/ 
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plus intelligente. Des tests impliquant des « tuteurs cognitifs » s’étalant sur plusieurs années 
ont montré des résultats encourageants [8]. C’est avec les tuteurs cognitifs que sont apparues 
les notions de traçage de modèle « model-tracing », et de traçage de connaissances 
« knowledge tracing », respectivement le processus de comparer les démarches (étapes de 
résolution) d’un étudiant avec celles générées par le STI, et le processus de bâtir une vue sur 
les connaissances de l’étudiant dans le domaine enseigné. 
L’aptitude du système à interagir avec l’étudiant à chaque étape de résolution et non plus en 
analysant le résultat final est justement la différence entre les STI et les systèmes 
d’enseignement assisté par ordinateur, selon les définitions actuelles [69]. L’apparition du 
suivi pas à pas a permis de faire entrer les débats entre constructivistes et instructivistes [41], 
[31] dans le domaine des STI.  
Si enseigner la résolution des problèmes avec des solutions préenregistrées peut s’avérer 
suffisant dans certains cas, un véritable STI devrait être capable de trouver par lui-même les 
solutions possibles à un problème donné [69]. Cette aptitude témoignerait d’une bonne 
modélisation des connaissances à enseigner, car ce sont ces dernières que le système utilisera 
pour la résolution. Un autre avantage évident serait d’être apte à aider l’étudiant à résoudre un 
problème qu’il aura lui-même soumis, voir même d’en concevoir un selon les besoins de 
l’étudiant. 
Des recherches ont été également menées sur la manière de créer des interfaces pour les STI 
[13] [24], et de manière plus générale l’intégration du multimédia dans ce genre de système. 
Il peut s’agir de données audio et vidéo, ou même de personnages animés pour l’éducation 
des plus jeunes. 
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1.1.1  Architecture des Systèmes Tutoriels Intelligents 
L’architecture interne des STI a également évolué dans le temps, et de nouvelles propositions 
d’architecture apparaissent régulièrement [59]. Cependant, c’est une architecture classique à 
quatre composantes [71] qui est la plus répandue. Cette architecture, adoptée pour le projet 
ASTUS et pour nos travaux, s’appuie sur l’existence de quatre modules semi-indépendants 
essentiels : 
Le module expert : 
Ce module, responsable de la résolution de problèmes, permet de suivre les étapes d’un 
étudiant. Pour ce faire, il utilise des modèles computationnels des domaines enseignés, et ces 
modèles peuvent grandement varier d’un groupe de recherche à un autre. Certains, tels les 
chercheurs du groupe ASTUS ou les concepteurs de STI basés sur les règles de production, 
représentent les connaissances qu’utiliserait un apprenant pour parvenir à une solution d’un 
problème. D’autres, dont les divers travaux sont réunis sous l’appellation des « Constraint-
Based Tutors »,  privilégient la représentation des contraintes qu’une solution acceptable d’un 
problème devrait avoir [44] [50]. Nous verrons plus loin dans ce chapitre que les principaux 
STI appartenant aux deux catégories n’offrent que des solutions très limitées quant-à la 
représentation des connaissances stratégiques. 
Le module apprenant : 
Ce module est responsable de la modélisation des caractéristiques et des connaissances 
acquises de l’apprenant. Les actions de l’apprenant sont exprimées en termes d’unités de 
connaissances employées par celui-ci, et leur évaluation permet d’estimer le degré de maîtrise 
que l’apprenant en a. Le cumul de ces informations concernant un apprenant permet d’en 
établir un profil réaliste, et de procéder à une macro-adaptation individualisée, rendant 
possible un comportement pédagogique adaptatif, que ce soit en réaction à une action de 
l’apprenant ou de manière proactive. Certains STI disposent de modèles d’apprenants 
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complets permettant de simuler des apprenants [65] afin, entre autres, d’évaluer la difficulté 
des problèmes proposés. D’autres se contentent de pouvoir prédire la prochaine action 
possible d’un apprenant en examinant son modèle [18]. 
Le module tuteur : 
Ce module, responsable de l’enseignement et de l’intervention pédagogique, intervient aussi 
bien dans la boucle externe que dans la boucle interne [70], c’est-à-dire aussi bien dans le 
choix des problèmes à résoudre tout au long du processus d’apprentissage afin de garantir une 
acquisition optimale des connaissances que dans les comportements pédagogiques à adopter 
au cours de la résolution d’un même problème. Ces comportements peuvent être extrêmement 
diversifiés, allant de l’affichage d’un simple message texte jusqu’à la modification de 
l’interface pour souligner l’action qu’il est nécessaire d’entreprendre, ou encore effectuer 
l’action à la place de l’apprenant. Une démonstration complète est également possible. 
Bien entendu, afin d’accomplir ces rôles, le module tuteur se base sur les évaluations des 
actions par le module expert ainsi que sur le modèle de l’apprenant maintenu par le module 
apprenant. 
Le module interface : 
Ce module traduit les actions effectuées par l’apprenant au niveau de l’interface en éléments 
du domaine à enseigner compréhensibles et analysables par les autres modules. Dans le sens 
inverse, il convertit les interventions du module tuteur en événements au niveau de 
l’interface. Ces interventions, comme indiqué auparavant, peuvent être très diversifiées et 
nécessiter un contrôle approfondi de celle-ci. Certains STI ont tendance à négliger ce module. 
Des chercheurs de renommée lui accordent cependant une grande importance et suggèrent 
qu’il soit le premier module conçu lors du développement d’un STI [8]. 
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1.1.2  Représentation des connaissances 
Une définition claire des termes et des notions définissant le domaine que l’on veut enseigner 
par un STI est primordiale, et il est impératif de s’assurer que le STI puisse manipuler 
aisément ces notions.  Si pour un logiciel fonctionnant sur le principe des questions à choix 
multiples, cela se limite à énoncer clairement les questions à poser et de les diversifier pour 
couvrir l’ensemble du curriculum, la représentation des connaissances pour l’enseignement 
intelligent implique plus de contraintes. L’enseignement par un STI se fait en utilisant les 
mêmes notions qu’un tuteur humain. Un STI raisonne en termes du domaine et fournit les 
étapes d’une solution, des suggestions, des explications et des justifications de façon similaire 
à ceux d’un tuteur humain. À noter que par connaissances relatives au domaine, on entend 
aussi bien la définition des notions théoriques (connaissances sémantiques, ex. 
« résistance », « courant », état initial du problème) que la représentation des méthodes 
pratiques de résolution de problèmes et des actions qui y sont associées (connaissances 
procédurales, ex. « Application de la loi d’Ohm », « Recherche de la valeur de la résistance 
équivalente ») [46]. 
Dans ce qui suit, nous faisons le tour des diverses techniques de représentation des 
connaissances courantes, qu’elles soient déjà utilisées dans le domaine des STI, ou qui 
pourraient s’avérer des candidats intéressants. 
1.1.2.1  Connaissances sémantiques 
Il pourrait sembler que les connaissances sémantiques aient une importance moindre que les 
procédurales dans les STI parce que ces derniers offrent une aide à la résolution de problèmes 
à des étudiants sensés avoir un savoir suffisant sur les notions théoriques du domaine. Par 
ailleurs, des STI dédiés à un domaine particulier n’ont pas forcément besoin d’un formalisme 
de représentation de connaissances sémantiques riche et polyvalent. Les concepteurs de 
logiciels commerciaux et les STI dédiés n’ont pas à se soucier de la réutilisabilité du 
formalisme et choisissent, ou développent des formalismes spécifiquement adaptés au 
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domaine enseigné. En analyse de circuits par exemple, la représentation est souvent sous 
forme de « frames », [2] [49]. 
Lorsqu’il s’agit de conception d’architectures de STI et de STI multidisciplinaires de manière 
générale, une grande attention doit être accordée au formalisme d’encodage des 
connaissances sémantiques. Ces dernières, une fois définies, doivent permettre un 
raisonnement sémantique sur les notions qu’elles englobent. À la différence des 
connaissances procédurales qui correspondent la plupart du temps à des séquences 
d’intervention sur l’état du problème, un raisonnement (ou inférence) sémantique est un 
processus d’identification et de classification de concepts. Un exemple d’application d’une 
connaissance procédurale serait l’application d’une règle de réduction booléenne sur une 
expression logique. Le résultat est que la représentation de l’expression s’en trouve modifiée. 
Cette nouvelle représentation était inexistante avant l’application de la règle. 
Le raisonnement sémantique, par contre, permet d’identifier des configurations, des cas 
particuliers et des concepts sensés être maîtrisés par l’apprenant dans un seul état du 
problème. Un exemple en analyse de circuits serait d’identifier la résistance qui est en série 
avec une résistance donnée, ou les branches qui partagent au moins un nœud avec une 
branche donnée. Ces identifications ne changent pas l’état du problème. Ce mécanisme est 
néanmoins primordial à la résolution. 
Il est vrai que la limite entre les notions de résolution procédurale et de raisonnement 
sémantique est parfois floue. Par exemple, identifier une configuration particulière dans un 
circuit peut être vu aussi bien comme un raisonnement sémantique que comme le résultat 
d’une action d’application d’une recherche par «pattern ». La différence est dans le degré de 
maîtrise de cette action par l’apprenant. Présentement, nous proposons la définition que toute 
action sensée être maîtrisée par l’apprenant et n’étant pas le sujet de la session 
d’apprentissage est un raisonnement sémantique. On en conclut qu’une représentation des 
connaissances sémantiques doit être hiérarchisée, inclure les notions d’héritage et de liens 
entre concepts. L’avantage serait particulièrement visible pour l’enseignement de domaines 
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où la taxonomie et la hiérarchie des concepts seraient denses, et leur enseignement 
explicitement défini comme but pédagogique. Néanmoins, même dans les domaines de la 
physique, définir clairement les concepts du domaine permet un raisonnement et des 
justifications plus claires, mais aussi plus abstraites et de plus haut niveau.  
Lors de la description de l’architecture ASTUS, plus loin dans ce chapitre, nous présenterons 
en détail la solution choisie par le groupe pour représenter les connaissances sémantiques et 
effectuer les raisonnements. Ici, nous nous contenterons de citer les diverses approches et les 
méthodes qui étaient disponibles pour leur représentation : 
Le calcul des prédicats est un formalisme de base pour représenter des notions, des liens entre 
notions, et les inférences de classification. Exemple : 
 
resistor(r1)     // r1 est une résistance 
resistor(r2)     // r2 est une résistance 
branch(b)     // b est une branche 
islocatedon(r1, b)    // r1 est située sur b 
islocatedon(r2, b)    // r2 est située sur b 
      
∀X ∀Y ∀Z resistor(X) ∧ resistor(Y) ∧ branch(Z) ∧ islocatedon(X,Z) ∧ islocatedon(Y,Z)  
serial(X,Y) 
      // définition de « deux résistances en 
      // série » 
     
∀X (resistor(X)  element(X))  // définition que toute résistance est un 
// élément 
 
Le calcul des prédicats est un puissant outil de représentation. Les inférences représentent des 
processus de raisonnement permettant la résolution de problèmes entiers. Cependant, sa 
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rigidité et son expressivité restreinte en font un outil peu utilisé en STI. La description d’un 
vaste domaine, ainsi que des notions abstraites ne serait pas à la portée d’un expert dudit 
domaine qui n’aurait pas une grande expérience avec ce formalisme. Des raisonneurs 
artificiels existent pour le calcul des prédicats de premier ordre. Cependant, le raisonnement 
sur du calcul d’ordre supérieur, souvent nécessaire dans des domaines complexes, est 
beaucoup plus problématique. 
 Les réseaux sémantiques sont un formalisme pour représenter les liens et 
parallèlement la hiérarchie entre concepts. Un exemple relatif à l’analyse des circuits, établi 
au début de nos travaux est montré sur la figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 -  Exemple de réseau sémantique associé au domaine de l’analyse des circuits électriques. 
 
Le formalisme explicite les liens entre concepts et leur hiérarchie, et permet des inférences de 
base qui découlent de façon immédiate de ces liens. Pour un STI, les réseaux sémantiques 
seraient intéressants pour enseigner des disciplines à large spectre taxonomique mais 
nécessitant peu d’inférences sémantiques. 
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Les logiques de description sont une combinaison de la richesse expressive des réseaux 
sémantiques et des possibilités d’inférence du calcul des prédicats [9]. Ce formalisme, associé 
au langage OWL (pour « Web Ontology Language ») [55], a été utilisé pour représenter les 
connaissances sémantiques de plusieurs domaines dans le cadre du projet ASTUS. Il permet 
une représentation plus poussée des connaissances sémantiques, incluant par exemple la 
possibilité de faire des restrictions sur les cardinalités. Exemple : 
 
SimpleBranch ≡ Branch ∩ 1≥HasElement // Une « branche simple » ne 
// contient qu’un seul élément. 
 
BranchCaseD ≡ Branch ∩ 3≤HasElement ∩ ∀HasElement(¬Source) 
// Une branche particulière (hypothétique) qui  
// contient plus de deux éléments, dont aucun  
// n’est une source. 
 
Les logiques de description se distinguent également par les notions de TBox et de ABox. La 
TBox est une entité formelle contentant les définitions des notions relatives aux 
connaissances décrites, comme celles données dans l’exemple précédent. La ABox contient 
les instances des notions définies dans la TBox. Exemple : 
 
Resistor(R1)     // R1 est une résistance 
OhmicResistanceValue(R1Val)  // R1Val est une valeur ohmique 
HasValue(R1, R1Val)    // R1 a R1Val pour valeur 
 
R1 et R1Val sont donc des instances dans la ABox. La structure permet de vérifier la 
consistance du domaine décrit, mais les limites sur la possibilité d’inférence et de classement 
sémantique demeurent. De plus, une des principales raisons de la rigidité de cette méthode de 
représentation est le fait qu’elle permet de garantir la consistance des données représentées. 
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Cette  particularité peut être d’une grande utilité dans une application à taxonomie riche et se 
concentrant principalement sur le raisonnement sémantique. Elle n’est cependant pas d’un 
intérêt suffisant dans le cas d’un STI enseignant principalement des habiletés procédurales. 
Une liste de points explicitant les raisons du rejet des logiques de description pour la 
génération suivante de l’architecture ASTUS fut l’objet d’une publication [1]. Certains 
d’entre eux sont le résultat de la philosophie de monde ouvert des logiques de description et 
des moteurs d’inférence associés [30]. 
Signalons ici qu’une nouvelle version du langage OWL, OWL2 a vu le jour en 2009. Bien 
qu’offrant de nouvelles fonctionnalités et étant un peu moins rigide, la plateforme développée 
au sein du laboratoire ASTUS, présentée dans ce travail, demeure plus adaptée au 
raisonnement humain et aux STI. 
Parmi d’autres formalismes de représentation, nous pouvons citer les scripts et les frames 
[37]. 
1.1.2.2  Connaissances procédurales 
Les domaines enseignés par les STI auxquels nous nous intéressons nécessitent, dans la 
plupart des cas, l’acquisition d’habiletés menant à des changements dans l’état d’un 
problème. Ces changements peuvent être physiques, comme l’apprentissage de pilotage 
d’aéronefs, ou symboliques comme la résolution d’un problème mathématique 
(transformation d’inconnues en connues). L’enseignement de la géographie ou de l’histoire 
de l’art, par exemple, quoique faisable, est d’un intérêt limité du point de vue procédural. 
La quasi-totalité des STI enseignant des habiletés cognitives travaille avec des connaissances 
procédurales écrites sous forme de règles de production [67] [8]. Vu la popularité de cette 
approche, nous lui consacrons la section à part entière. Avant, nous citerons brièvement 
quelques autres techniques de représentation utilisables. 
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Une technique d’intelligence artificielle qui aurait pu être intéressante pour représenter les 
connaissances procédurales est la planification [27]. Cette technique consiste à trouver et/ou à 
formuler les étapes nécessaires pour passer d’un état initial d’un problème à un état final 
solutionné. Un exemple typique de la technique consiste à résoudre un problème de 
manipulation par un opérateur robotisé de blocs posés sur une surface. Les étapes sont 
définies sous forme de passages d’un état du problème à un autre au moyen d’opérateurs. 
La description des éléments du problème et des actions pouvant y être appliquées est une 
approche intéressante, et il existe des notions similaires dans le projet ASTUS. Cependant, la 
méthode n’a pas de fondement cognitif et de faibles qualités pédagogiques. Elle détermine 
une séquence de transitions entre l’état initial et l’état final, et la seule justification de la 
solution, à part le respect des critères de passage, est le fait que l’objectif a été atteint. Il ne 
faut pas oublier que l’objectif principal du système tutoriel, en particulier ASTUS, n’est pas 
la résolution du problème mais l’enseignement de la façon de le faire. L’efficacité des 
différentes techniques de planification en tant que mécanismes de résolution de problèmes 
n’est plus à démontrer. Elles ne sont cependant pas adaptées à l’apprentissage. 
Les réseaux de tâches hiérarchiques (HTN pour « Hierarchical Task Network ») [27] ont une 
structure plus proche du raisonnement d’un expert humain. C’est une variante de la 
planification, mais avec une hiérarchisation et l’introduction des notions de tâche, de méthode 
et d’action. Cela permet de définir des méthodes, qui sont un moyen de décomposer la tâche 
principale en sous-tâches. Les descriptions des processus de résolution s’en trouvent 
améliorées. Le formalisme d’ASTUS utilise une approche similaire. 
1.1.2.3  Connaissances erronées 
Les connaissances sémantiques et procédurales ne correspondent pas automatiquement à des 
connaissances correctes, c’est-à-dire des connaissances qu’un expert du domaine utiliserait. 
Étant donné que les connaissances représentées sont également utilisées pour modéliser les 
connaissances d’un étudiant, représenter des connaissances relatives à des erreurs 
  
17 
fréquemment commises est d’un réel intérêt. Le modèle de représentation dit par 
recouvrement [16] ignore ces connaissances erronées et définit les connaissances d’un 
apprenant comme incluses dans les connaissances d’un expert du domaine, tandis que le 
modèle de représentation par perturbation [14] stipule que les connaissances de l’apprenant 
sont constituées de connaissances correctes, faisant partie des connaissances de l’expert, et de 
connaissances erronées. Un exemple de connaissance erronée récurrente en matière d’analyse 
de circuits pourrait être de confondre les lois des résistances équivalentes série et parallèle. À 
ce sujet, notons la nécessité de différencier les erreurs d’inattention des erreurs dues à un vrai 
manque de connaissances [51]. 
Certains STI, y compris ASTUS, permettent la représentation de connaissances erronées afin 
d’y associer des connaissances et des comportements pédagogiques propres. Nous verrons 
que la richesse du formalisme de représentation des connaissances d’ASTUS rend cela 
particulièrement intéressant. Plus en relation avec la recherche présentée dans ce mémoire, 
nous proposerons une approche qui permet de représenter des connaissances stratégiques 
erronées. 
1.2  Architectures cognitives 
Comme stipulé plus haut, la quasi-totalité des STI utilisent les règles de production pour 
l’encodage des connaissances procédurales. Une règle est une donnée sous la forme 
« condition  action ». C’est un formalisme basé sur des théories psychologiques [5] et 
utilisé avec succès pour simuler le raisonnement humain [7], puis pour décrire la 
manipulation des connaissances dans les STI [8]. La théorie, et par conséquent le formalisme, 
se basent sur le fait que selon des états de la mémoire de travail des règles de production 
préétablies se déclenchent pour correspondre à une action impliquant un changement dans 
l’état du problème. Exemples : 
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Si BUT = « Trouver Résistance de X » 
Et (TensionDe(X) CONNUE) 
Et (CourantDe(X) CONNU) 
 Alors BUT = « Appliquer LoiOhm sur X » 
Si BUT = « Trouver Tension sur l’élément X » 
Et (NombreElementsEnSerieAvec(X) = 0) 
 Alors BUT = « Trouver Tension sur la Branche de X » 
 
Les règles de production sont un moyen efficace pour décrire et justifier les étapes pas à pas 
d’une résolution de problème dans un domaine donné. Les règles sont associées à des ordres 
de priorité pour permettre de choisir quelle règle sera déclenchée si l’état de la mémoire 
satisfait les conditions de plusieurs règles. Un parcours des publications récentes sur le sujet 
permet de constater que les systèmes cognitifs à base de règles de production demeurent très 
populaires dans la conception des STI [4]. 
Des STI basés sur ce type de raisonnement sont purement réactifs. Modéliser un 
raisonnement complexe et décrire des suites d’actions structurées nécessitent une grande 
attention de la part des développeurs. L’inconvénient majeur que nous voyons à cette façon 
de représenter les connaissances est la difficulté de transférer ces dernières à un apprenant : 
Le formalisme en soi est une excellente modélisation du raisonnement humain. En revanche, 
l’efficacité du modèle d’un point de vue pédagogique reste à démontrer, surtout en absence 
d’un autre formalisme d’une complexité similaire pour comparaison. Les règles sont bien 
souvent trop compliquées pour pouvoir les enseigner telles quelles, et  ne correspondent pas, 
la plupart du temps, à des entités pédagogiques individuellement assimilables par l’apprenant 
et organisables sous forme de cours ou d’exercices. Par ailleurs, un raisonnement abstrait 
explicitement décrit, comme nous le verrons plus loin, est également difficile à représenter et 
à enseigner. 
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La philosophie du programme ASTUS stipule qu’un formalisme de représentation des 
connaissances utilisé dans un STI doit avant tout favoriser la facilité de transfert des 
connaissances vers l’apprenant. Et si nous sommes d’accord que s’inspirer de théories 
cognitives pour le formalisme de représentation présente des avantages certains, la priorité 
demeure la facilité de transfert. 
1.2.1  ACT-R 
(Acronyme de « Adaptive Control of Thought - Rational »)  [7]. La théorie ACT-R est le 
dernier aboutissement d’une série de modélisations cognitives du raisonnement et de la 
mémoire humaine. Très populaire, elle se trouve à la base de nombreux STI actuels, dont 
certains seront présentés plus tard. Particulièrement représentative du raisonnement humain, 
elle va jusqu’à simuler les délais des processus de traitement humain. La théorie distingue les 
connaissances sémantiques des connaissances procédurales. Les connaissances sémantiques, 
appelées ici connaissances déclaratives sont représentées par des « chunks », unités 
élémentaires de stockage d’information en mémoire. Les connaissances procédurales existent 
sous la forme de règles de production, avec des mécanismes élaborés d’activation pour 
simuler des processus mentaux comme l’oubli ou le rappel. 
1.2.2  SOAR 
Comme ACT-R, SOAR [34] [36] est une architecture cognitive basée sur le principe des 
règles de production. Elle modélise un ensemble de mémoires, dont la mémoire de travail, la 
mémoire à long terme et la mémoire des préférences, etc. SOAR, à quelques exceptions près 
[28], n’est pas utilisée dans le domaine des systèmes intelligents. Cependant, elle présente des 
particularités qui pourraient être source d’inspiration pour l’enseignement par ordinateur de 
connaissances abstraites. 
Techniquement, à chaque étape de résolution, SOAR dispose de l’ensemble d’états suivants 
possibles du problème. Le système s’efforce d’en choisir un, puis d’appliquer des opérateurs. 
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Un opérateur fait passer le problème d’un état à un autre. Le choix d’un opérateur se fait en 
comparant les candidats selon des préférences. Ainsi, un opérateur peut être (entre autres 
cas) : requis, interdit, préférable, mieux ou pire qu’un autre opérateur, ou indifférent. Les 
caractéristiques entrant en considération lors des choix peuvent varier d’une étape à l’autre 
d’un même problème, ce qui peut constituer une approche intéressante pour la représentation 
des stratégies. Nous aborderons cet aspect plus loin dans ce mémoire. 
SOAR présentait une autre approche potentiellement intéressante pour le  travail avec les 
connaissances abstraites : Supposons qu’à une étape donnée de résolution d’un problème, le 
système soit incapable de sélectionner l’opérateur adéquat, et donc de décider de l’étape 
suivante. Les auteurs appellent cette éventualité une impasse. Dans ce cas, un sous-but 
s’ajoute automatiquement à la liste des buts et un sous-état est créé. Ce but oriente le système 
à chercher explicitement l’élimination de l’impasse. Selon le domaine et le problème, ceci 
peut simplement changer temporairement le déroulement de la résolution initiale (ex. 
chercher une valeur inconnue nécessaire à la poursuite de la résolution), ou entamer une 
élévation en abstraction dans la résolution (ex. analyser les opérateurs candidats au moyen de 
préférences plus générales, ou au contraire en éliminer certains en se basant sur des 
informations récupérées précédemment au cours de la résolution). La particularité de la 
méthode réside dans le fait que la nécessité de forcer une décision n’a pas été planifiée à 
l’avance. La décision de créer un sous-état est prise lors de l’étape en cours en analysant les 
informations disponibles à cet instant. (1) L’élévation délibérée en abstraction ainsi que (2) la 
possibilité de se limiter aux informations disponibles à l’instant présent uniquement pour 
prendre cette décision correspondent exactement à ce que l’on attend d’une architecture 
gérant des connaissances abstraites à des fins d’enseignement. Une impasse peut avoir trois 
causes : (1) Il n’existe aucun opérateur candidat, (2) il existe plusieurs opérateurs candidats 
(les préférences n’ont pas permis de faire une discrimination ou bien elles sont 
conflictuelles), et (3) Un opérateur a été choisi, mais il n’y a pas d’informations suffisantes 
pour l’appliquer. On constatera par la suite que les connaissances abstraites/stratégiques ont 
pour but de remédier à des situations similaires. 
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Le sous-état créé fait partie de la résolution du problème. Si une autre impasse survient, une 
imbrication de sous-états peut se former. La manière de gérer les impasses par un sous-état 
peut varier selon les informations disponibles. Le système peut, par exemple, appliquer 
chaque opérateur candidat partie par partie et examiner le résultat. Il peut également ajouter 
des préférences, ou modifier celles déjà définies. Une fois l’impasse résolue, le sous-état et 
les états qui en découlent sont effacés de la mémoire. 
Ce qui suit est un exemple trivial d’impasses possibles en analyse de circuits, ainsi qu’une 
manière plausible de les gérer. La syntaxe du langage de SOAR étant trop vaste pour l’utiliser 
dans ces exemples, nous utilisons une transcription libre. 
Nous voulons trouver la valeur de tension UR aux bornes d’une résistance R connue située 
sur une branche AB dont on connait la tension UAB. 
• Plusieurs candidats : S’il n’y a pas de préférence entre les opérateurs « appliquer diviseur de 
tension » et « appliquer loi d’Ohm », le système a plusieurs choix. Une solution plausible 
consisterait à partir à la recherche d’autres critères pour les préférences, comme la difficulté 
réelle d’appliquer les deux lois dans ce problème concret. Bien entendu, estimer la difficulté 
est un nouveau but introduit dans le processus, et donnant lieu à une séquence de sous-états. 
• Information insuffisante : Si les préférences suggèrent à l’opérateur d’« appliquer loi 
d’Ohm » alors que le courant est inconnu, un sous-état est créé avec but explicite de calculer 
la loi d’Ohm. 
• Aucun candidat : Si les informations ne sont pas suffisantes dans cette partie du circuit pour 
calculer la valeur requise, une sortie d’impasse consisterait à calculer en séquence des 
inconnues dans une autre portion du circuit global en se rapprochant de la partie du circuit 
faisant problème, afin d’essayer d’atteindre une des conditions de déclenchement d’un 
opérateur. 
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Une autre fonction très intéressante présente dans SOAR est le « chunking ». Il s’agit 
d’encoder automatiquement les nouveaux processus de résolution découverts par le moyen de 
sorties d’impasses dans sa base des connaissances pour une réutilisation ultérieure, rendant le 
système apte à une forme d’auto-apprentissage. Un  des  possibles   prolongements  du  
travail  présenté  consisterait   à  s’inspirer  du «chunking» pour produire un système capable 
de créer par soi-même des connaissances procédurales à partir de situations courantes ou un  
même raisonnement stratégique fut souvent employé. 
Tout comme ACT-R, l’inconvénient principal de l’architecture vient du fait que les 
connaissances qu’elle manipule sont difficilement enseignables.  
1.3  Méthodes de résolution de problèmes 
Une autre approche d’intelligence artificielle potentiellement intéressante pour l’encodage de 
connaissances procédurales et stratégiques consiste en les méthodes de résolution de 
problèmes (PSM pour « Problem solving methods ») [22] ainsi que le langage UPML (« 
Unified Problem Solving Method Description Language »)  qui lui est associé [23]. Ses 
auteurs ont choisi de rendre explicites et sémantiquement représentables des connaissances 
qui sont implicitement codées dans l’ordonnancement des règles de production ou 
d’algorithmes des divers systèmes de résolution de problèmes qu’ils ont étudiés. Même si le 
but final n’est pas forcément l’enseignement, c’est une philosophie compatible avec nos 
objectifs, d’autant plus que les auteurs travaillent à isoler les connaissances stratégiques 
communes, relatives à la résolution de problèmes indépendamment de tout domaine 
particulier, afin de les rendre réutilisables. 
La théorie des PSM définit une architecture se composant de trois éléments 
principaux indépendants : 
 
- La tâche qui définit le problème à résoudre ; 
- La méthode de résolution qui définit le raisonnement du système ; 
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- Le modèle du domaine qui définit les connaissances du domaine.  
Des ontologies indépendantes, formulées en langage OWL contiennent les terminologies 
utilisées dans les trois éléments. L’architecture définit également la notion d’adapter, dont le 
but est d’adapter les éléments réutilisables à un problème particulier. Un adapter peut être 
soit un « bridge » (pont), qui explicite les relations entre éléments en liant les notions définies 
dans chacun d’eux, soit un « refiner  »  (réajusteur), qui permet de faire varier le caractère 
général d’un élément de l’architecture et le rendre plus ou moins spécifique, en lui ajoutant 
des notions, des prédicats ou des axiomes. 
La théorie est particulièrement bien adaptée à la prise de décisions médicales, vu 
l’importance et la richesse de la taxonomie employée. Des problèmes entiers peuvent se 
résumer à de l’identification sémantique (diagnostic). D’ailleurs, la quasi-totalité des 
exemples dans la littérature concernant les PSM ont trait au domaine médical. Un exemple 
récurrent donné par les auteurs consiste à effectuer un diagnostic (tâche) au moyen d’une 
recherche (méthode de résolution) dans un sous domaine de médecine donné. Ce qui suit est 
une description sommaire des définitions dans les différents éléments : 
L’ontologie de la tâche contient la déclaration des notions (ex. observations et hypothèses), 
des fonctions  (ex. explication : observation  hypothèse), des prédicats (ex. complète (pour 
chaque combinaison (hypothèse, observation)) et des axiomes définis en termes de logique de 
description (ex. une hypothèse est complète si elle explique l’ensemble des observations). La  
tâche elle-même ajoute les déclarations d’entrées/sorties, du but, des préconditions (ex. 
existence d’au moins une observation) et des présomptions. 
L’ontologie du modèle du domaine contient l’ensemble des liens entre les observations et les 
hypothèses, avec définition explicite de ces observations et de ces hypothèses (ex. douleur et 
réveil). Le « bridge », notion de pont entre le modèle du domaine et la tâche, fait le lien entre 
les notions générales du domaine ayant réellement trait à la discipline médicale et celles 
déclarées dans les tâches.  
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Il est difficile de formuler un exemple simple en analyse de circuits avec cette technique. La 
principale raison que nous voyons est le très faible nombre de tâches entièrement 
indépendantes du domaine. Une tâche est en général propre à un domaine, à moins qu’elle ne 
soit suffisamment abstraite pour que son enseignement n’ait aucune utilité (ex. « résoudre le 
problème »). Néanmoins, un exemple pourrait être sous la forme : 
Tâche : Trouver une inconnue. On définit les notions de : grandeur, connue, inconnue, et les  
 prédicats de impliqueChercher (combinaisons (grandeur, grandeurs)). 
Méthode de résolution : On peut ici reprendre la méthode de résolution par 
 décomposition en sous-tâches [23]. 
Modèle du domaine : base de connaissances en analyse de circuits en courant continu, avec  
 les définitions des notions de valeur de tension, de courant etc. 
Parmi les inconvénients de l’approche figure sa complexité. Les exemples d’illustration sont 
toujours simples, et les auteurs admettent que le volume des ontologies relatives aux trois 
éléments devient vite excessif du moment que l’on veuille travailler avec des problèmes réels 
de moyenne complexité. Par ailleurs, le but des PSM demeure la résolution de problèmes et 
non l’enseignement. La description sémantique qu’elle apporte est plus explicite que 
l’encodage sous forme d’algorithmes ou de séquences de règles de production. Nous sommes 
cependant loin d’une représentation directement utilisable pour l’enseignement. 
 Les PSM n’en demeurent pas moins une source d’inspiration pour représenter les stratégies 
de résolution. Nous verrons dans le chapitre relatif aux stratégies ce que nous avons retenu et 
ce que nous avons rejeté de ces méthodes. 
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1.4  Connaissances abstraites et stratégies de résolution dans les 
STI 
Étant donné que la notion de stratégies n’a pas de définition exacte dans la littérature, il est 
impératif d’expliquer ici ce qui a été l’objet de cette partie de la recherche bibliographique 
avant de poursuivre. 
Les connaissances relatives au raisonnement étape par étape de l’apprenant sont maîtrisées 
par les STI actuels grâce à des règles de production bien établies. Cependant, lors de la 
résolution de problèmes, un expert humain utilise des connaissances plus générales et plus 
abstraites, permettant d’orienter le déroulement du processus de résolution et de choisir de 
manière éclairée les étapes, ou les catégories d’étapes à effectuer pour accomplir la résolution 
ou l’optimiser. Le recours à ces connaissances est plus évident lorsqu’un grand nombre de 
solutions existe pour un problème donné, et que d’un point de vue procédural toutes les 
solutions sont correctes. 
Par exemple, les connaissances sémantiques et procédurales peuvent décrire la loi d’Ohm, la 
manière correcte de l’appliquer, les changements immédiats que son application engendrera 
sur le problème et le bénéfice immédiat de son application. En revanche, décrire la raison 
d’avoir choisi cette loi pour trouver une valeur de courant plutôt qu’une autre loi tout aussi 
applicable à une étape donnée d’un problème donné relève de connaissances de plus haut 
niveau. La raison pourrait être le résultat de l’application d’une stratégie de résolution à long 
terme ou d’un raisonnement plus abstrait de manière générale. 
Ce genre de connaissances a également une nature combinatoire, et il peut y avoir deux 
raisons indépendantes d’avoir orienté la résolution d’un problème d’une manière particulière. 
Le choix d’appliquer la loi d’Ohm pourrait être simultanément dû au fait qu’elle introduit une 
équation linéaire dans le système et au fait qu’elle est la loi dont l’application introduira le 
moins d’inconnues additionnelles possibles. 
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La formulation explicite de ce genre de connaissances permettrait de les enseigner, mais aussi 
de doter le module expert du STI de ce raisonnement. Il est envisageable d’atteindre le 
second objectif en dotant le système d’un mécanisme de raisonnement à base de réseaux de 
neurones ou de statistiques, mais ces « aptitudes » ne sont pas enseignables parce que non 
justifiables en termes compréhensibles par l’apprenant, à moins que ce dernier ne se 
satisfasse de l’explication que « beaucoup de gens ont agi de la même manière dans le même 
cas ». 
Une observation des STI actuels a permis de constater qu’un compromis incontournable 
devait être pris par les concepteurs entre le degré de réutilisabilité d’un formalisme de 
représentation d’un domaine à l’autre et la complexité des domaines que le formalisme en 
question serait capable de décrire au prix d’un effort raisonnable. En effet, un STI prônant la 
polyvalence, utilisant un formalisme de représentation basé sur une philosophie 
multidisciplinaire aura tendance à privilégier l’enseignement de domaines relativement 
simples, dont les problèmes ont un nombre restreint de solutions possibles. De l’autre côté du 
spectre, les STI très spécialisés et généralement destinés à la formation de personnel 
spécialisé sont utilisés pour enseigner des connaissances et des processus complexes. 
Ce compromis montre que les formalismes de représentation des connaissances des STI 
actuels, y compris ceux basés sur les règles de production, montrent leurs limites lorsque les 
domaines à enseigner montent en complexité et qu’une plus haute forme de raisonnement doit 
être modélisée.  Nous parlons ici en termes de temps et d’efforts nécessaires pour encoder les 
connaissances d’un domaine. Il y a quelques années, des études [6] avaient montré que 
l’encodage des connaissances relatives à un domaine de difficulté moyenne prenait 50% des 
efforts relatifs à la conception d’un STI complet. Alors que la tendance actuelle est aux 
plateformes de STI, principalement grâce aux outils de conception qu’elles offrent et 
l’économie en efforts qu’elles permettent, les méthodes fondamentales de représentation de 
connaissances n’ont pas beaucoup évolué.  
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La formulation des connaissances procédurales sous formes de règles de production implique 
l’enseignement implicite d’une stratégie unique qui est encodée dans les niveaux de priorité 
associées aux règles. N’ayant pas d’existence propre, cette stratégie n’est, dans la plupart des 
cas, associée à aucun matériel ni comportement pédagogique particulier. Nous verrons plus 
loin que l’architecture ASTUS permettait plus de possibilités en matière de représentation de 
connaissances abstraites que les systèmes à règles de production. 
Mis à part la critique des systèmes à base de règles de production, deux hypothèses peuvent 
être à priori formulées à la vue de ce compromis. Premièrement, on pourrait croire que soit la 
communauté scientifique n’a pas encore relevé les défis associés à la représentation des 
connaissances abstraites en vue de leur enseignement, soit que l’apport que pourrait apporter 
l’enseignement explicite de ce genre de connaissances a été jugé insuffisant. Ce qui suit 
permet de comprendre où en est la communauté en la matière, et si les deux hypothèses sont 
confirmées. 
Il n’existe pas de dénomination exacte, ni de définition claire des connaissances abstraites 
dans la discipline ayant trait à l’encodage des connaissances pour enseignement par STI. 
Certains [68] les décrivent comme des « compétences cognitives non procédurales » (CCNP). 
Par CCNP, les auteurs entendent d’abord les connaissances sémantiques utilisées pour 
justifier des actions et des décisions, mais également un raisonnement plus abstrait permettant 
de décrire une résolution, ou une catégorie de résolutions d’un problème sans forcément 
parler des actions effectuées. Nous appelons les notions, en tant qu’entités individuellement 
enseignables, correspondantes à ces compétences des stratégies [1]. Nous donnons au 
processus de raisonnement basé sur l’utilisation de stratégies l’appellation de raisonnement 
abstrait. 
Des recherches [10] ont montré que pour des problèmes de faible complexité, l’acquisition 
des CCNP se produit implicitement en multipliant les séances d’enseignement sans y faire 
référence, c’est-à-dire se contentant d’enseigner les étapes. Les différents domaines de la 
physique sont suffisamment complexes pour causer la controverse quant à l’utilité de 
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l’enseignement explicite des stratégies. Certains STI enseignant les sciences physiques (cf. 
Andes, section suivante) s’appuient sur ces recherches, et avancent que ces connaissances se 
forment implicitement chez les apprenants en amalgamant un ensemble de problèmes résolus 
avec succès présents dans leur mémoire épisodique, à condition de ne pas leur permettre de 
s’éloigner des étapes correctes lors de la résolution, pour ne pas entacher ces connaissances 
d'événements parasites erronés ou de processus non optimaux.  
Néanmoins, plusieurs recherches [67] [68] [17] relatives à l’enseignement explicite des 
stratégies ont été menées, recherches qui seront abordées plus en détail dans les sections 
suivantes. Devant des résultats mitigés en matière d’amélioration d’apprentissage et d’accueil 
de la part des étudiants de manière générale, ces groupes admettent que des travaux plus 
poussés sont de rigueur.  
Ce que nous retenons de la littérature sur le sujet, c’est la volonté de ces groupes à poursuivre 
l’utilisation d’architectures à base de règles de production. Les théories cognitives demeurent 
pour l’instant très présentes dans le domaine des STI multidisciplinaires. Les deux 
hypothèses formulées plus haut sont donc partiellement vraies, dans le sens où la 
communauté tend à se limiter aux systèmes à base de règles de production pour la 
représentation des connaissances abstraites, et partiellement à cause de cela, obtient des 
résultats modestes. 
Il existe une multitude de méthodes d’intelligence artificielle qui peuvent postuler pour 
représenter les connaissances abstraites [37] : Planification, diverses méthodes d’exploration 
de l’arbre d’états, règles de production plus abstraites et spécifiques au domaine, etc. 
Cependant, aucune méthode classique ne satisfait les critères fixés par le rôle qu’elle serait 
amenée à jouer au sein d’un STI. Nous formulerons ces rôles, tels que nous les voyons, plus 
loin dans ce travail. 
Il pourrait sembler que les réseaux de tâches hiérarchiques, mentionnés plus haut pourraient 
servir à décrire des stratégies de résolution, car de par leur définition, elles permettent 
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d’optimiser le passage d’un état initial du problème vers une solution. Cependant, 
l’enseignement des stratégies n’est fondamentalement pas une question de résolution de 
problèmes. Le fait est qu’un tuteur humain ne justifie pas la décision de choix d’une approche 
parmi d’autres par le fait qu’elle a permis d’atteindre le but. C’est le mécanisme de choix à 
priori qu’il est intéressant d’enseigner. Techniquement, une stratégie dans un planificateur 
serait un mécanisme de fouille, alors que nous voulons enseigner des connaissances 
permettant d’optimiser cette fouille en analysant les données initiales et actuelles du 
problème. Nous estimons que le raisonnement stratégique, non procédural par nature, doit 
être représenté différemment des connaissances procédurales de bas niveau. 
1.5  Architectures et systèmes tutoriels intelligents notables 
Dans la partie qui suit seront brièvement décrits les systèmes tutoriels intelligents et les 
architectures qui connaissent un succès auprès des établissements d’enseignement et de la 
communauté scientifique, ou qui ont servi de référence initiale pour le présent travail. 
1.5.1  MIACE 
MIACE (Modèle Informatique d’Acquisition de Connaissances d’Étudiant) [39], associée à 
son évolution nommée « Usager Virtuel » [40] est une architecture cognitive modélisant la 
façon avec laquelle un étudiant acquiert, encode et utilise des informations. Elle se base sur 
des théories psychologiques de modélisation de la mémoire humaine, et en reprend les 
principales caractéristiques (mémoire long terme, mémoire de travail, mémoire épisodique, 
etc.). Le concepteur de MIACE a également fait une recherche sur la notion de « concept » et 
de ses types tels qu’un étudiant se les représente. L’importance accordée aux connaissances 
sémantiques est la principale idée retenue de l’architecture. MIACE a introduit la notion de 
but en tant qu’entité sémantique enseignable ainsi que la notion de procédure complexe sous 
la forme d’un script de buts. La représentation des connaissances procédurales est fortement 
inspirée par la théorie du contrôle de l’attention [19], tandis que son niveau subsymbolique 
est une adaptation de celle de ACT-R. MIACE trouve son utilité comme simulateur 
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d’apprenant, utilisable pour l’entraînement d’enseignants, le test de stratégies et de matériel 
pédagogique, et ultimement l’élaboration de STI. 
1.5.2  Andes 
Le système Andes [67] est un STI inspiré des théories cognitives, notamment le modèle 
cognitif à base de règles de production Cascade développé par les mêmes auteurs. Basé sur 
des règles de production classiques pour l’encodage des connaissances, les recherches 
l’impliquant sont plutôt axées sur l’interaction STI - apprenant. Il est défini par ses 
concepteurs comme un système minimalement invasif, sensé jouer le rôle d’aide à la révision 
et à la résolution de devoirs à domicile. Les disciplines enseignées ont trait à la physique, 
comme l’analyse de circuits électriques ou la cinématique. Il se distingue par un modèle de 
l’étudiant (« knowledge tracing ») bien implémenté, basé sur la théorie des réseaux bayesiens 
[18]. 
 
Figure 2 -  Environnement d’Andes. 
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Le processus de résolution d’Andes est semblable aux méthodes de planification 
hiérarchique. Dans cet esprit, un graphe de solution de chaque problème, contentant toutes les 
variantes de résolution doit être construit au préalable. Confrontés aux problèmes relatifs à un 
trop grand nombre de solutions, ou à une même solution pouvant présentée sous différents 
aspects, les auteurs se sont efforcés de concevoir des formalismes qui détectent des solutions 
équivalentes dans les graphes de solutions [61]. 
Le fait que l’académie navale des États-Unis commandite les recherches offre aux chercheurs 
un large champ d’expérimentation. De nombreuses expériences ont été menées sur des 
promotions entières d’étudiants, et des résultats intéressants et des conclusions importantes 
ont pu être obtenus au fil des années. Les chercheurs ont testé plusieurs stratégies 
pédagogiques, mais n’en ont gardé qu’une seule qu’ils ont jugé optimale. Vu le rôle alloué à 
Andes, le STI ne fait pas de macro-adaptation car les exercices à faire par les apprenants sont 
prédéterminés. Les connaissances sur l’apprenant ne servent donc qu’à optimiser les 
interventions lors des séances, et non aux choix de leur contenu. Les auteurs ont néanmoins 
conscience des avantages que la possibilité de gérer une boucle externe pourrait engendrer, 
d’autant plus que le modèle de l’apprenant basé sur les réseaux bayesiens offre un grand 
potentiel. 
Représentation et enseignement des stratégies 
Concernant les « connaissances cognitives non procédurales », les concepteurs du STI 
soutiennent qu’elles sont implicitement apprises par les étudiants, et mettent l’accent sur 
l’organisation du processus d’enseignement et la représentation des solutions de problème de 
manière favorable à une mémorisation sans effort des problèmes résolus avec succès. Pour ce 
faire, le module tuteur est assez rigoureux, dans le sens où il intervient dès qu’un apprenant a 
proposé une étape incorrecte. Les auteurs affirment que cette manière de procéder demeure 
aussi pertinente qu’une approche plus invasive [66] [67].  
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Les auteurs ont été obligés de trouver un compromis entre la rigueur de module tuteur et la 
philosophie minimalement invasive d’Andes, d’autant plus qu’ils s’alignent sur la théorie 
constructiviste stipulant que le fait de se corriger soi-même est bénéfique à l’étudiant [42]. Le 
compromis est atteint par le fait que le tuteur donne des indications vagues au début, qui se 
précisent peu à peu si l’étudiant reste bloqué. 
Avant d’en arriver à leur position concernant les compétences cognitives non procédurales, 
les chercheurs ont tenté de les faire enseigner explicitement à travers des interventions du 
module tuteur [66] [67]. Cela a donné lieu à des séances d’enseignement lourdes et 
complexes, défavorablement accueillies par les étudiants. Une seconde tentative [68] 
consistait à mettre au point une version modifiée d’Andes, appelée Pyrenees, qui interagissait 
avec l’apprenant en termes de type d’action choisie à chaque étape et non du résultat de 
l’étape. Les résultats n’ont pas permis de constater une nette amélioration du niveau des 
étudiants. Par contre, il fut constaté que les étudiants ayant travaillé avec la version modifiée 
étaient plus à l’aise pour expliquer les étapes qu’ils choisissaient et les justifier. 
Des recherches plus récentes sur Pyrenees ont donné des résultats plus encourageants [17]. 
En effet, l’apprentissage d’un domaine utilisant un enseignement explicite des stratégies a 
une influence positive, bien que modeste, sur les résultats scolaires des étudiants dans le 
même domaine. L’avantage de la méthode est en revanche très perceptible lors du transfert 
des connaissances vers un autre domaine. Les auteurs admettent avoir de la difficulté à 
l’expliquer, mais le fait est que les étudiants ayant profité de l’enseignement explicite des 
stratégies assimilent plus rapidement et avec plus de facilité d’autres domaines enseignés 
ultérieurement, sans grande similarité avec le domaine initial. Bien entendu, les concepteurs 
d’Andes assurent vouloir poursuivre les recherches sur l’enseignement du raisonnement 
abstrait. 
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1.5.3  CTAT (Cognitive tutors) 
Officiellement « the Advanced Computer Tutoring Project at Carnegie Mellon University »  
[8]. Les tuteurs cognitifs de l’université de Carnegie Mellon sont une collection de STI 
dédiés à plusieurs domaines, notamment à la programmation LISP et l’algèbre. Le but 
principal du projet est de valider, au moyen d’un STI, l’architecture ACT-R et de montrer les 
améliorations qu’une théorie cognitive pourrait apporter dans un STI. L’implication de 
l’université dans les recherches durant des années a permis de conduire des tests à grande 
échelle avec les diverses versions des STI sur des promotions entières d’étudiants. Cela a 
abouti à des résultats expérimentaux d’une richesse sans égal dans le domaine et a permis de 
formuler un certain nombre de faits et de conclusions sous forme de guide de conception de 
STI [8] que la communauté continue de suivre. La communauté reconnaît les « Cognitive 
Tutors » (CT) comme les STI qui ont bénéficié des expérimentations sur terrain les plus 
vastes [33]. Le succès des tuteurs cognitifs a poussé l’université à réorienter une partie de ses 
activités afin de les rendre compatibles avec l’enseignement par les STI des équipes de CT. Il 
est à noter que, inspirés par le succès initial des « Cognitive Tutors », les auteurs ont fondé 
«Carnegie Learning», une entreprise spécialisée dans le développement des STI basés sur les 
CT. Cela explique en grande partie l’absence de littérature technique relative aux « Cognitive 
Tutors » et les difficultés d’en faire une critique. 
 
Fig. 3. Cognitive Tutors : « Algebra Tutor. » 
  
34 
Les  « Cognitive Tutors »  reprennent l’aspect symbolique des modèles cognitifs d’ACT-R : 
un système de règles de production pour encoder les connaissances procédurales, et les « 
chunks »  (appelés dans les CT  WME pour «   Working Memory Unit »  pour représenter les 
connaissances sémantiques. Un « chunk » peut représenter aussi bien un concept qu’un 
élément de l’interface utilisateur. Nous verrons par la suite qu’ASTUS bénéficie d’un 
formalisme de représentation de connaissances sémantiques plus explicite. 
Le comportement pédagogique est plus diversifié que celui d’Andes, et l’approche d’écrire 
des règles de production correspondant à des connaissances procédurales erronées est utilisée 
pour offrir un contenu pédagogique spécifique aux erreurs les plus répandues. 
Le « Tutor Runtime Engine » est l’outil de développement présentement utilisé par « 
Carnegie Learning »  pour développer leur STI commerciaux [60], alors que CTAT (pour « 
Cognitive Tutors – Authoring Tools ») est la dernière évolution de la plateforme de création 
des tuteurs cognitifs [3], et c’est également la version allégée des produits commerciaux, 
disponible sur Internet2. 
Le moteur d’inférence n’est plus écrit en LISP mais en règles JESS [26]. De manière 
générale, l’accent est davantage mis sur l’économie en temps et effort de conception des STI 
ainsi que la facilité de leur création par un public n’ayant pas, ou peu des compétences en 
programmation ou intelligence artificielle, d’où la mention « Authoring Tools ». Dans cet 
esprit, les auteurs sont en développement d’une extension appelée  « SimStudent », dont la 
tâche est de générer automatiquement les règles de production à partir de traces de résolution 
par des experts humains [38]. 
Représentation et enseignement des stratégies 
Concernant les stratégies de résolution de problèmes, les tuteurs cognitifs souffrent des 
mêmes limites inhérentes aux systèmes à base de règles de production décrites 
                                                 
2 http://ctat.pact.cs.cmu.edu/ 
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précédemment : le fait de décider entre plusieurs démarches à suivre est modélisé par les 
priorités allouées à des règles de productions. La stratégie est par conséquent toujours 
invisible, implicitement enseignée et dénuée de tout matériel pédagogique. Il est bien entendu 
impossible d’inclure le degré de maîtrise des stratégies dans le modèle de l’apprenant et faire 
varier le processus d’enseignement en conséquence. 
La recherche bibliographique sur le sujet de l’enseignement explicite des stratégies dans  « 
Cognitive Tutors »  s’est avérée infructueuse, soit que le manque de documentation vient du 
fait que les CT sont désormais des produits commerciaux, soit que l’enseignement des 
stratégies et du raisonnement abstrait n’intéresse pas les auteurs. Ces derniers se limitent à 
une attention particulière lors de la modélisation des connaissances procédurales et à des 
choix prudents des domaines enseignés. Par ailleurs, le but principal et clairement énoncé des 
CTAT demeure la réduction des efforts fournis par les auteurs de STI en fournissant à ces 
derniers des outils divers, des librairies, des débogueurs et des éditeurs, sans remettre en 
cause l’utilisation des règles de production en matière de représentation des connaissances. 
L’absence  apparente  de  travaux  sur  le  sujet  par  les  développeurs des « Cognitive 
Tutors » fut simultanément une bonne et une mauvaise nouvelle pour les auteurs de la thèse 
proposée. Il aurait été intéressant de se documenter sur des recherches menées sur la 
représentation et l’enseignement explicite des stratégies par un groupe ayant autant 
d’expérience dans le domaine et ayant accès à une large population d’étudiants. Cela aurait 
permis de continuer les  études comparatives entre les « Cognitive Tutors » et ASTUS 
entreprises continuellement par les auteurs de ce dernier [56]. D’un autre côté, cette absence 
est une motivation additionnelle pour les travaux décrits dans cette thèse au vu de son gain 
inattendu en originalité. 
 
1.5.4  Constraint-Based Tutors 
Les Tuteurs à base de Contraintes (CBT, pour « Constraint-Based Tutors »)  forment une 
catégorie de STI issue d’une philosophie fondamentalement différente. Les STI décrits et 
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cités jusqu’à présent tombent dans la catégorie des tuteurs à traçage de modèle («Model 
Tracing Tutors », MTT). Ils encodent et enseignent les connaissances relatives à un domaine 
sous la forme d’actions, ou de structures d’actions, induisant un changement dans l’état du 
problème. L’attention accordée aux connaissances procédurales pour suivre les actions de 
l’apprenant et caractériser les connaissances de ce dernier l’illustrent bien. 
Les « Constraint-Based Tutors » [43] du groupe de Mitrovic de l’université de Canterbury 
sont basés sur l’approche de modélisation d’apprenant d’Ohlsson [53]. Ohlsson, au vu des 
difficultés et des grands efforts de la communauté à produire des modèles d’apprenant précis 
et robustes [29], stipule qu’un modèle d’apprenant n’a à être ni complet ni précis pour 
garantir un enseignement efficace, et que de toute manière la traçabilité de ce genre de 
modèles n’est pas assurée. De plus, Ohlsson s’appuie sur sa propre théorie d’apprentissage à 
partir d’erreurs [54] pour affirmer que lors d’une session d’apprentissage, l’information 
pertinente à retenir sur un apprenant  et sur laquelle effectuer des inférences de maîtrise n’est 
pas la séquence d’actions l’ayant mené à un état donné du problème, mais l’état du problème 
lui-même. Ohlsson stipule qu’une solution correcte d’un problème donné est forcément le 
résultat d’une séquence d’étapes de résolution durant lesquelles l’état du problème n’était 
jamais en violation avec des règles fondamentales du domaine. C’est la violation de ces 
règles (contraintes), qui sera la plus informative sur l’apprenant. 
Par conséquent, un modèle de domaine dans un  « Constraint-Based Tutors »   est une liste de 
contraintes. Les contraintes représentent des états équivalents d’un problème ayant des 
caractéristiques identiques, et leur violation déclenche une réaction pédagogique commune et 
une mise à jour du modèle de l’apprenant. Bien entendu, toute solution qui n’a enfreint 
aucune contrainte est déclarée correcte. Cette approche crédite par défaut à un apprenant la 
maîtrise de toutes les unités de connaissance du domaine jusqu’à ce cet apprenant prouve le 
contraire en violant une contrainte. Le modèle de l’apprenant est par conséquent très simple. 
Les trois  « Constraint-Based Tutors »   les plus cités dans la littérature sont un tuteur de 
langage SQL, un tuteur de conception de bases de données, et un tuteur de ponctuation pour 
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enfants [43]. Les domaines ciblés sont généralement des domaines à grand nombre de 
solutions possibles par problème, et où un ordonnancement strict des actions à effectuer n’a 
effectivement que très peu d’importance comparé au résultat final. 
La grande différence entre les  « Constraint-Based Tutors »  et  les MTT, et les domaines 
d’enseignement ciblés par ces deux approches rendent leur comparaison difficile. Mitrovic 
[44] a néanmoins effectué une comparaison montrant que s’il est plus facile d’encoder les 
mêmes connaissances pour un CBT que pour les Cognitive Tutors, c’est ces derniers qui 
offrent un guidage pédagogique plus précis et plus adapté.  
Représentation et enseignement des stratégies 
Toujours à cause de l’approche fondamentalement différente de celle d’ASTUS et des STI 
précédemment décrits, il est difficile de parler d’enseignement explicite de stratégies par les 
CBT. Néanmoins, certains aspects de cette catégorie de STI sont particulièrement intéressants 
lorsqu’on essaie de les transposer à ASTUS ou à Andes, par exemple. 
Le fait de pouvoir représenter aisément, en termes d’efforts et de quantité de données 
résultantes, les domaines abstraits est principalement dû à la possibilité de classifier des états 
équivalents et de leur assigner une contrainte, et donc un sens et un contenu pédagogique 
commun. Par exemple, dans le domaine de la réduction booléenne, tout état du problème qui 
implique une expression booléenne plus complexe que la précédente pourrait enfreindre une 
hypothétique contrainte stipulant qu’à chaque nouvel état, l’expression doit être plus simple. 
Une réaction pédagogique unique pourrait être associée à toute action qui augmenterait la 
complexité de l’expression. Transposé à un STI procédural, cela voudrait dire qu’à chaque 
étape de la résolution, l’ensemble des actions possibles par l’apprenant est classifiable sous 
forme de listes de particularités communes de ces actions ou de conséquences que ces actions 
auront. Dans le cas des CBT, ces particularités sont uniquement les contraintes enfreintes (ou 
pas), mais rien n'empêche de rendre ces particularités plus expressives, du moment qu’on 
essaie de transposer l’idée générale vers les STI procéduraux. Plusieurs actions, bien que 
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différentes d’un point de vue procédural, seraient tout-à-fait interchangeables dans le cadre de 
la résolution du problème et auront un matériel pédagogique associé commun. En reprenant 
le même exemple de la réduction booléenne, si la vérification que l’expression  devient de 
plus en plus simple garantissait à elle seule l’optimalité de la résolution, toutes les actions 
simplifiant l’expression seraient équivalentes, interchangeables et auraient une même 
justification. 
De plus, une action (ou un état, si on revient aux CBT) pourrait être caractérisée par plus 
d’une particularité (contrainte), et chaque action serait en fin de compte caractérisée par une 
liste de particularités la rendant plus ou moins intéressante que les autres actions candidates. 
Nous verrons dans les chapitres suivants que l’approche que nous proposons se base 
partiellement sur cette idée. Dans l’exemple de la réduction booléenne, en plus de la 
contrainte déjà mentionnée, une seconde contrainte serait d’exiger de s’occuper en priorité 
des constantes. Chaque action applicable pourrait être évaluée par rapport à son aptitude à 
réduire la complexité de l’expression et de prioriser les constantes. 
Le fait que plusieurs états peuvent être décrits comme violant la même contrainte est facilité 
par le fait que la description des contraintes n’intègre pas la description des étapes qui 
peuvent mener à leur violation ou à leur conformité. Cela permet de formuler des contraintes 
d’un certain niveau d’abstraction, sans se soucier de préciser la manière dont un apprenant s’y 
prendrait pour s’y conformer ou la violer. Transposé aux MTT, cela signifie qu’il est 
intéressant de maintenir une isolation entre les connaissances stratégiques et les 
connaissances procédurales, afin de garantir un niveau d’abstraction suffisant des premières 
et un regroupement optimal des secondes. Nous reviendrons plus en détail sur cette idée lors 
de la description du formalisme proposé. 
Les CBT ne sont pas conçus pour enseigner des connaissances procédurales et par 
conséquent, il est normal de constater qu’ils n’enseignent pas non plus des stratégies de 
résolution. Néanmoins, la notion même de contrainte, exprimée sous forme d’état de 
problème à éviter et non pas de séquences d’action à [ne pas] effectuer constitue une entité 
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semblable à ce que serait une stratégie, ou du moins une connaissance non procédurale 
orientant la résolution lorsque plusieurs choix d’action sont possibles, ce qui se rapproche de 
ce que nous entendons par stratégie. 
1.5.5  ASTUS 
Le terme ASTUS (pour Apprentissage par Système Tutoriel de l’Université de Sherbrooke) 
désigne à la fois le laboratoire et la plateforme de STI en développement. L’idée de base 
derrière l’architecture d’ASTUS est la conception d’un formalisme de représentation de 
connaissances qui s’inspirerait davantage de la manière dont un enseignant transmet des 
connaissances à un apprenant que des théories cognitives. La principale vocation du groupe 
ASTUS aujourd’hui est d’explorer les possibilités offertes par l’utilisation d’un formalisme 
de représentation des connaissances original. Les travaux portent sur, entre autres, le 
comportement pédagogique, les efforts fournis lors de l’encodage des connaissances, la 
précision et la robustesse du modèle de l’apprenant et la puissance du formalisme de  
représentation des connaissances. 
1.5.5.1  Historique 
ASTUS a pour origine MIACE, architecture décrite plus haut. L’architecture originale a subi 
maintes évolutions, se détournant progressivement des théories cognitives tout en proposant 
des approches originales pour l’enseignement par STI. 
L’introduction d’une structure de connaissances à trois niveaux [25], séparant les 
connaissances en niveaux logique, cognitif et pédagogique fut une étape importante de 
l’évolution d’ASTUS. Les connaissances sémantiques correspondant au niveau logique 
étaient encodées à l’aide des logiques de description abordées plus haut. Un composante de 
l’architecture, basée sur un moteur d’inférence et appelée module de gestion des 
connaissances manipulait les connaissances des trois niveaux pour simuler un apprenant. 
Cette étape de l’évolution d’ASTUS a également vu l’apparition de la représentation 
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graphique des connaissances procédurales [48], qui est devenue un standard d’ASTUS 
depuis, et une attention accrue pour l’aspect pédagogique, en s’efforçant de réunir les notions 
à enseigner sous la forme d’objets d’apprentissage (« Learning Objects ») aux standards du  « 
eLearning ».    
La génération suivante de l’architecture d’ASTUS [35] a maintenu le formalisme de 
représentation des connaissances procédurales qui les organise sous forme de buts et de 
procédures (cf. section suivante). De grands efforts de standardisation et d’implémentation 
d’idées théoriques concernant ce formalisme lui ont définitivement donné le statut de la 
principale originalité d’ASTUS dont toutes les autres innovations du groupe découlent. 
Le système des connaissances à trois niveaux a été profondément modifié, et les logiques de 
description ont été définitivement abandonnées au profit d’un formalisme local couplé au 
moteur d’inférence JESS. Les nouvelles structures sémantiques (concepts, fonctions, relations 
et instances de ces trois dernières) favorisent leur intégration harmonieuse avec les 
connaissances procédurales. 
Cette version d’ASTUS a introduit la notion de requête, (« query »). Elles ont permis de 
séparer les opérations mentales que l’on ne veut pas enseigner des connaissances 
procédurales réelles, ce qui a permis d’alléger ces dernières et de les rendre plus claires. Cela 
a permis aussi la modélisation de domaines plus complexes. Les requêtes, à la différence des 
procédures symbolisant des actions concrètes, modélisent des opérations d’identification 
visuelle (ex. l’apprenant voit qu’il y a une seule résistance dans la branche) ou des déductions 
d’ordre sémantique que l’apprenant est sensé maîtriser (ex. deux résistances sont sur une 
même branche, donc elles sont en série). Les requêtes représentent également les inférences 
mentales que l’apprenant pourrait faire en analysant les données du problème (ex. quelles 
sont les branches parallèles à la branche X ? Quelles sont les résistances qui sont en parallèle 
avec Rx ?). Les requêtes utilisent le moteur d’inférence JESS pour faire de la classification 
d’instances présentes dans la mémoire.  
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Finalement, l’architecture d’ASTUS, conforme en grande partie au modèle de Wenger, a été 
officialisée avec cette version. Cela a permis de séparer et de clarifier les orientations de 
recherche au sein du groupe et de déclencher des travaux dans chaque orientation, comme 
nous le verrons dans la section suivante. 
1.5.5.2  Architecture, particularités et orientation des recherches 
L’architecture classique, décrite par Wenger a été adoptée tôt dans l’évolution de 
l’architecture d’ASTUS. Cependant, c’est une définition approfondie, assez récente, des rôles 
et des principes de fonctionnement des diverses constituantes ainsi que les modalités de leur 
interaction qui ont accéléré l’apparition de projets annexes, se concentrant sur chaque module 
mais visant diverses améliorations d’ASTUS de manière générale. 
Il a été déjà mentionné que le formalisme de représentation des connaissances est la 
principale originalité de l'architecture, et que les travaux en cours explorent pour la plupart 
les possibilités offertes par son utilisation. Par exemple, le fait de décrire les connaissances 
procédurales en utilisant des structures de scripts réutilisables et ayant en soi une signification 
pour les modules du STI (ex. boucle while, condition if) ouvre la voie à d’intéressantes 
recherches en matière de génération automatique de certains messages d’erreur [57]. De 
manière plus générale, la nature explicite des connaissances procédurales, décrite dans la 
section suivante, offre des possibilités en matière de diversité et de puissance des 
comportements pédagogiques qui commencent à peine à être exploitées. L’architecture est 
très adaptée à l’expérimentation comparative entre diverses stratégies pédagogiques. 
Sur une autre voie, des recherches prometteuses ont été menées sur l’élaboration d'interfaces 
pour ITS en mettant au point un module interface intégrant une méthode de couplage entre les 
connaissances sémantiques présentes dans la base des connaissances et leur représentation au 
niveau de l’interface [24].  La  méthode met le groupe ASTUS sur la bonne voie pour offrir 
des interfaces très adaptatives, étroitement contrôlées par le module interface au moyen de 
scripts réutilisables afin de transmettre à l’apprenant les réactions du module tuteur ou, à 
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l’inverse, collecter et interpréter les actions de l’apprenant. Le contrôle de l’interface 
impliquerait la désactivation de certains éléments, la mise en évidence d’autres, voir même 
d’effectuer les actions à la place de l’apprenant en simulant des entrées au niveau de la souris 
et du clavier. 
Les STI étant des outils basés sur l’interaction avec l’humain, l’aspect cognitif ne peut pas 
être complètement négligé. Dans cet esprit, ASTUS a servi de plateforme de recherches 
impliquant la théorie de charge cognitive (CLT pour « Cognitive Load Theory ») [64]. Les 
recherches mesuraient la charge cognitive dans le but d’optimiser l’enseignement par STI 
[20]. 
Bien entendu, le formalisme de représentation des connaissances est, lui aussi l’objet de 
recherches et d'améliorations constantes. C’est le cas également pour les modules apprenant 
et expert. Là également, le caractère explicite des connaissances laisse entrevoir de 
prometteuses perspectives quant à la robustesse et la précision d’un modèle de l’apprenant. 
Le module expert, dans sa version actuelle, est fonctionnel et les travaux futurs devraient 
inclure une plus grande interaction avec le modèle de l’apprenant afin d’identifier des actions 
d’un apprenant dans le cas d'ambiguïtés ou lorsque celui-ci omet des étapes. 
1.5.5.3  Représentation des connaissances 
Le formalisme actuel d’ASTUS pour encoder les connaissances sémantiques reprend les 
notions des niveaux logique et cognitif de l’architecture à trois niveaux de la version 
précédente. Les principales notions associées au formalisme sont le concept, la relation et la 
fonction. Ces trois notions constituent les unités d’information de base dans ASTUS et sont 
l’équivalent des « chunks  »  dans ACT-R. Le concept est utilisé pour décrire des entités du 
domaine et sont liés par des relations ou associés par des fonctions. Des instances de chacune 
de ces notions peuvent être définies en précisant des caractéristiques propres à chaque 
instance. Pour une instance de concept, ces caractéristiques peuvent être des données et 
s’appellent dans ce cas des propriétés, ou des liens vers d’autres concepts. 
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La description d’un état d’un problème peut se faire entièrement avec des instances de ces 
trois notions. Les inférences sémantiques se font à l’aide du moteur d’inférence JESS. 
L’encodage des connaissances procédurales est basé sur l’idée qu’un processus de résolution 
de problèmes est décomposable en une séquence structurée d’intentions et d’actions pour les 
satisfaire. Les intentions sont appelées buts, et bien que les buts interviennent dans le 
processus de résolution, ils ont un caractère déclaratif et sont considérés comme 
connaissances sémantiques. Les actions pour satisfaire ces buts sont appelées procédures. 
Il y a deux types de procédures : primitives et complexes. Les procédures primitives (PP) sont 
symboliquement liées à des scripts d’actions de l’apprenant au niveau de l’interface. Elles 
sont donc les feuilles dans le graphe de résolution. Ces scripts sont présumés maîtrisés par 
l’apprenant. L’exécution d’une PP entraîne généralement une modification de l’état du 
problème en supprimant, créant ou modifiant des instances. 
Les procédures complexes (PC) représentent des scripts de sous buts induits par la réalisation 
des procédures. L’atteinte de ces buts conformément à ces scripts signifiera une exécution 
réussie de la PC correspondante et la satisfaction de son but parent [47][35]. La réalisation 
d’une procédure complexe peut nécessiter la satisfaction : 
(1) d’un nombre de sous buts sans ordre quelconque, 
(2) d’une séquence stricte ou partielle de buts,  
(3) d’une boucle (for each, while) de buts à répéter, 
(4) d’un but choisi parmi plusieurs après examen d’une condition (if), 
(5) d’un but choisi parmi plusieurs après une distribution d’arguments (choice). 
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À noter que, par définition, une seule procédure est choisie pour satisfaire un but. Les autres 
procédures candidates sont écartées3. 
Les cas (1) et (2) ont un nom auto-explicite. Afin de comprendre les trois cas restants, il faut 
savoir que la construction d’une solution complète d’un problème se fait en liant les 
séquences de buts et de procédures par passage d’arguments, qui sont des instances de 
concepts du domaine. Les symboles a, b et c sur la figure 4 représentent des arguments passés 
entre buts et procédures dans un arbre de résolution. 
 
Fig. 4. Passage d’arguments dans un arbre de résolution selon le formalisme d’ASTUS. 
  
Le cas (3) introduit des notions de boucle. La boucle while exige de répéter l’intention (le 
but) avec les mêmes arguments jusqu’à ce qu’une condition dans l’état du problème, 
exprimée sous la forme d’une requête JESS ne soit plus respectée. La boucle for each 
implique que la procédure complexe a reçu un vecteur d’arguments de son but parent, et que 
                                                 
3 À noter que ce n’est plus vrai pour la dernière version d’ASTUS, qui expérimente avec plusieurs procédures 
actives simultanément. 
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le but-fille doit être satisfait pour chaque argument du vecteur, argument qui sera passé à but 
d’ordre inférieur. 
Les cas (4) impliquent que le choix entre deux buts dépendra du résultat (vrai/faux) d’une 
requête JESS. Finalement, le cas (5) implique que la procédure a reçu un vecteur d’instances 
comme argument, et que le but-fille est à satisfaire une seule fois, en lui passant un seul 
argument du vecteur. 
Un but ou une procédure peuvent déclencher des « queries », symbolisant des opérations 
mentales de l’apprenant ou de l’expert que nécessite respectivement l’apparition du but ou la 
réalisation de la procédure. Pratiquement, cela permet de transmettre de nouveaux arguments 
à la procédure d’ordre inférieur ou au sous but sans les avoir reçus des buts/procédures 
d’ordre supérieur. Par exemple, l’application de la loi de nœuds (la somme des courants 
entrants dans un nœud est égale à la somme des courants sortants) est une procédure 
complexe prenant un courant et un nœud comme paramètres. La déduction des autres 
courants à prendre en compte est effectuée par observation du schéma, et donc déléguée à une 
« query ». 
La combinaison but/procédure, bien que moins similaire au raisonnement humain que les 
règles de production, est plus descriptive que ces dernières et donc plus propice à 
l’enseignement. Par exemple, dans les structures  « for each »  l’aspect de planification est 
explicitement décrit, ce qui est plus difficile à atteindre avec des règles de production. 
1.5.5.4  Représentation et enseignement des stratégies 
Précisons tout de suite qu’avant le travail présenté, aucune recherche n’a été menée ni sur la 
représentation, ni sur l’enseignement explicite des stratégies de résolution exploitant le 
formalisme de représentation des connaissances d’ASTUS. Les problèmes des domaines 
modélisés jusqu’à présent avaient un nombre limité de solutions possibles. Dans le cas d’un 
problème à plusieurs solutions, le système était capable de comprendre, d’identifier les 
actions de l’apprenant et de les lier aux intentions. Par exemple, le module expert associait 
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chacune des deux actions candidates d’appliquer la loi d’Ohm ou d’appliquer la loi des 
résistances parallèles pour satisfaire le but de trouver une valeur de courant. Cependant, 
aucun mécanisme ne permettait d’expliquer les raisons pour lesquelles un apprenant aurait 
choisi une action plutôt qu’une autre.  Les seules indications pourraient être les degrés de 
maîtrise des procédures correspondant aux deux actions, et l’hypothèse que l’apprenant 
préfère la procédure qu’il maîtrise le plus. 
De manière similaire, le module expert, confronté à une situation où il a à choisir entre des 
buts ou des procédures candidates n’avait accès à aucune connaissance qui lui aurait permis 
de faire un choix pédagogiquement justifiable. Le module sélectionnait toujours le premier 
candidat de la liste, ce qui revenait, là encore, à enseigner une stratégie de résolution unique 
qui, de plus, était implicite et sans aucun matériel pédagogique associé. Un apprenant qui 
demandait de l’aide pouvait recevoir des indices de plus en plus évidents sur l’action que le 
module expert avait choisie, et la séquence d’intervention pouvait se terminer par le 
déclenchement de l’action à la place de l’apprenant, sans que ce dernier ne se doute que 
d’autres actions étaient possibles ou n’apprenne les raisons qui ont poussé l’expert à 
privilégier l’action effectuée. 
Dans la liste des cinq configurations de buts donnée plus haut, signalons que le cas (4) 
(condition if) représente un choix purement procédural et n’implique aucun raisonnement. Un 
exemple trivial pourrait être d’appliquer la loi d’Ohm si le composant impliqué est une 
résistance, et appliquer une autre loi si ce n’est pas le cas. Le cas (5) implique un choix 
arbitraire. De ce fait, les cinq types de scripts sont complètement dénués de structures 
permettant l’influence d’un raisonnement de plus haut niveau sur leur déroulement. 
Bien que le formalisme permet de bâtir des connaissances procédurales plus structurées que 
les approches à base de règles de production, dans le sens qu’il permet de définir des plans 
d’action au moyen des scripts de procédures complexes, l’utilisation de ces connaissances par 
le module expert ne l’empêche pas de tomber dans des minima locaux. Un tuteur de réduction 
booléenne pourrait produire une expression identique à celle qu’il avait produite lors d’une 
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étape précédente et commencer à y appliquer le même raisonnement. Il est bien entendu 
possible d’éviter ces pièges au prix d’un alourdissement considérable des connaissances avec 
des buts/procédures correspondant à des cas particuliers, avec ce que cela entraîne comme 
définition de notions sémantiques additionnelles, mais la raison fondamentale de cette 
limitation vient du fait que le module, au moment d’une prise de décision n’examine que 
l’état présent du problème. Une solution envisageable consisterait à examiner la mémoire 
épisodique, mais là encore, l’absence d’une structure de connaissances générale guidant la 
résolution sur plusieurs étapes nécessitera des connaissances additionnelles considérables 
pour représenter des cas particuliers. 
L’avantage majeur de la représentation des connaissances procédurales en termes de buts et 
de procédures fut la mise en évidence des “points d’ancrage”, c’est-à-dire des différentes 
sortes d’éléments des connaissances  procédurales où une éventuelle utilisation de 
connaissances stratégiques permettrait un choix éclairé. Les faiblesses du formalisme en 
matière de  raisonnement abstrait étaient visibles et classifiables. L’équivalent de ces points 
d’ancrage dans les architectures à base de règles de production serait le moment du choix de 
la règle à exécuter parmi les règles candidates. Nous avons vu que ces règles ne sont pas 
enseignées en tant que telles, et tenter  d’expliciter  les  raisons du choix d’une règle plutôt 
qu’une autre ne serait pas d'une grande utilité pour l’étudiant. Dans le formalisme d’ASTUS, 
les points d’ancrage sont liés à des objets directement enseignables (buts, procédures), qui 
disposent de connaissances pédagogiques propres et qui font partie du curriculum. 
Profiter de cette remarquable particularité afin de doter ASTUS de la possibilité de modéliser 
et d’enseigner des connaissances stratégiques fut une motivation supplémentaire à ce travail. 
1.6  Conclusion 
Après avoir présenté un bref historique sur l’Enseignement Assisté par Ordinateur et les 
systèmes tutoriels intelligents, nous avons présenté les principales techniques de 
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représentation de connaissance, d’architectures de STI notables, et d’autres approches 
d’intelligence artificielle dont nous nous sommes inspirés pour nos travaux. 
Le chapitre a ensuite abordé l’enseignement des connaissances stratégiques par les STI, et a 
mis en évidence le manque de recherches sur le sujet. Nous avons tenté d’en expliquer les 
raisons. Les principales sont, à notre avis, la fidélité excessive aux théories cognitives et 
l’absence d’un formalisme qui serait spécialement dédié à leur représentation. 
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Chapitre 2 
Objectifs de la thèse 
Bien que plusieurs travaux [17] [68] donnent des indices sur les avantages d’enseigner les 
stratégies d’une façon explicite (se référer à la description du système Pyrenees, chapitre 
précédent), une recherche bibliographique sur la représentation des stratégies et de leur 
enseignement a donné peu de résultats. Ce fait est l’une des motivations principales du travail 
présenté. 
Ce chapitre résume la problématique rencontrée et présente les objectifs de la thèse ainsi que 
la méthodologie utilisée. 
2.1 Formulation du problème 
Au vu des résultats de la recherche bibliographique, nous avons constaté que les formalismes 
de représentation des STI actuels, principalement basés sur les théories cognitives, peinent à 
décrire des connaissances au-delà d’un certain niveau de complexité, c’est-à-dire lorsque les 
problèmes commencent à avoir un nombre considérable de solutions possibles. Il y a peu 
d’architectures qui ont donné lieu à des STI pour des domaines ayant une grande variété de 
solutions par problème. Même si ASTUS vise à enseigner des domaines techniques bien 
définis, les tentatives de représentation par ASTUS de domaines où les problèmes ont 
plusieurs solutions plus ou moins optimales exigent un modèle de connaissances volumineux. 
Les efforts liés à l’encodage de ces connaissances augmentent en conséquence. 
Par ailleurs, nous estimons que l’apport de l’enseignement explicite des stratégies par les STI 
n’a pas été suffisamment étudié. Un formalisme se basant davantage sur les méthodes de 
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transfert des connaissances stratégiques de l’expert vers l’apprenant que sur la conformité aux 
théories cognitives n’a jamais, à notre connaissance, été conçu. 
Une solution à la problématique décrite dans les deux paragraphes précédents pourrait avoir 
la forme d’une sur-couche dédiée. Comme nous le verrons plus loin, la nature du formalisme 
de représentation des connaissances d’ASTUS en fait un candidat particulièrement intéressant 
pour l’implémentation de celle-ci. 
2.2 Objectifs de la thèse  
L’objectif principal de la thèse consiste à produire un formalisme de représentation de 
connaissances et une architecture permettant de l’exploiter, afin de répondre à deux besoins : 
 
a. Offrir une plateforme d’enseignement explicite des connaissances stratégiques, les 
objectifs intermédiaires intéressants étant : 
 
1. Proposer une définition formelle d’une stratégie et de ses caractéristiques. 
2. S’assurer que le formalisme proposé définit et manipule la notion de stratégie sous 
la forme d’une unité pédagogique4. 
 
b. Proposer la représentation explicite des stratégies en tant que solution à plusieurs 
limitations observées dans les STI actuels, et en tant que moyen d’en améliorer certains 
aspects,  notamment : 
 
1. Diminuer le temps et les efforts d’encodage des domaines à enseigner sans perte 
d’information, de richesse des interactions ou de résolution de traçage. De ce fait, 
augmenter la complexité des domaines enseignables par STI. 
2. Augmenter la richesse des interactions pédagogiques en offrant la possibilité de 
faire des références explicites aux stratégies.  
                                                 
4 La notion d’unité pédagogique et son importance sont abordées dans le chapitre 3. 
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3. Élargir les possibilités, déjà intéressantes, du formalisme d’ASTUS basé sur le 
transfert des connaissances expert-apprenant, afin de souligner davantage 
l’existence d’une alternative avantageuse aux formalismes à base de règles de 
production. 
2.3 Méthodologie 
Nous avons présenté les objectifs de la thèse. La méthodologie utilisée pour les atteindre est 
la suivante : 
a. L’aspect théorique : 
• Observer plusieurs domaines enseignés et extraire des caractéristiques communes des 
connaissances stratégiques. 
• Identifier des théories cognitives supportant l’idée des connaissances stratégiques. 
• Formuler une définition des connaissances stratégiques, définition qui tient compte de 
caractéristiques citées plus haut. Établir une corrélation avec les théories cognitives 
identifiées. 
• Concevoir un formalisme de représentation de connaissances stratégiques basé sur la 
définition adoptée. La conception doit prendre en considération les particularités du 
système ASTUS actuel. Mettre au point un langage de description des stratégies. 
b. L’implémentation : 
• Planifier le fonctionnement d’une architecture capable d’enseigner les connaissances 
stratégiques. 
• Identifier les éléments de l’architecture ASTUS qui seront affectés par l’implémentation. 
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• Concevoir et réaliser les modules logiciels qui serviront de sur-couche pour transformer 
l’architecture actuelle d’ASTUS en architecture optimisée pour l’enseignement des 
stratégies ASTUS-S. 
c. La validation : 
• Choisir deux domaines réels, couramment enseignés et suffisamment populaires pour avoir 
à disposition un large public les connaissant avec divers degrés de maîtrise. 
• Recruter des sujets de tests parmi une population d’étudiants. 
• Modéliser les domaines en prélevant un maximum d’informations sur l’effort fourni, la 
fidélité du résultat, la nécessité de faire des adaptations ad-hoc, etc... 
• Effectuer une série de tests de validation impliquant les sujets recrutés dans le but de 
mesurer l'atteinte des objectifs fixés. 
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Chapitre 3 
Connaissances stratégiques 
Se conformant à la méthodologie décrite précédemment, ce chapitre commence par résumer 
les caractéristiques observées des connaissances stratégiques, ainsi que les théories cognitives 
intéressantes desquelles notre formalisme les représentant s’inspire. Par la suite, le chapitre 
formalise la notion de stratégie et présente ses caractéristiques. 
3.1  Caractéristiques des connaissances stratégiques  
Une analyse de plusieurs domaines présentant un intérêt pour l’enseignement, tels que 
l’analyse des circuits électriques ou la réduction booléenne a mis en évidence des 
caractéristiques communes aux connaissances stratégiques. Ces caractéristiques les 
distinguent des connaissances procédurales telles que définies dans ASTUS. L’analyse en 
tant que tel de ces domaines serait trop longue pour être décrite ici et ne serait que d’un 
intérêt limité. Cependant, ce qui suit résume les points les plus importants observés dans les 
connaissances stratégiques,  et un formalisme de représentation leur étant dédié doit en tenir 
compte. 
• Prolongement dans le temps : Un même raisonnement stratégique peut être valide 
sur plusieurs étapes de la résolution et orienter la résolution durant cette période. Il 
peut même rester valide sans avoir eu l’opportunité de l’orienter. 
 
• Aspect cumulatif : Plusieurs stratégies peuvent orienter simultanément le 
déroulement du processus de résolution. De ce fait, une action unique peut être le 
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résultat de l’application de plus d’une stratégie. Dans certains cas, les stratégies 
confirment l’une l’autre, dans d’autres elles sont en compétition. 
 
• Aspect métadisciplinaire : L’élévation en abstraction a comme conséquence qu’un 
raisonnement stratégique transcende un domaine particulier. Des stratégies peuvent 
être pertinentes dans plusieurs domaines. Cet aspect fait des connaissances 
stratégiques un lien entre les connaissances procédurales et la métacognition [12n]. 
 
• Aspect générique : Dans bien des domaines, une stratégie peut caractériser un 
ensemble de solutions différentes d’un problème. 
3.2  Théories cognitives pertinentes. 
La principale théorie cognitive dont s’inspirent le formalisme de représentation des stratégies 
et le raisonnement stratégique est celle de Norman et Shallice [52] qui introduit les notions de 
« Contention Scheduling » et de « Supervisory Attentional System ». L’idée est que le 
raisonnement procédural se fait de manière automatique (Contention Scheduling) en réponse 
aux stimuli fournis par l’interface du STI. Confronté à une situation impliquant une décision  
consciente  à  faire  (l’application  d’un raisonnement  stratégique),  le « Supervisory 
Attentional System » de l’apprenant, au repos jusque-là, intervient. Cette approche est à la 
base d’ASTUS-S, l’architecture proposée, dans laquelle la manipulation des connaissances 
procédurales est laissée au module expert “procédural”, le module expert “stratégique” 
n’intervenant qu’en cas de besoin. Il est vrai que la décomposition des connaissances en buts 
et procédures s’inspire de la même théorie. Il est tout aussi possible de l’utiliser à un niveau 
supérieur. 
L’architecture proposée, et par conséquent la notion proposée de stratégie s’inspire également 
des  « Problem solving methods »,  de l’architecture SOAR  et  des « Constraint-Based 
Tutors ». 
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Des  « Problem Solving Methods », nous avons retenu  le fait de considérer les connaissances 
stratégiques de nature différente de celles des connaissances procédurales et sémantiques 
« bas niveau ». Nous avons retenu également le fait que la stratégie (méthode de résolution en 
PSM) gère la résolution (tâche en PSM) au moyen d’interfaces « Bridges ». Ces dernières 
sont à l’origine de la notion de métadonnées (cf. paragraphe 1.5.5.3). La réutilisabilité des 
connaissances stratégiques indépendantes du domaine a été également appréciée et retenue. 
Par contre,  le fait de distinguer la description des tâches des connaissances du domaine a été 
rejetée. Intéressante dans les domaines à taxonomie importante basés sur la recherche 
sémantique, cette approche perd de son attrait en physique où les tâches sont généralement 
propres au domaine. Les isoler ajouterait une redondance et une lourdeur inutile. Le 
mécanisme but/procédure développé par ASTUS n’isole pas les tâches. La rigidité et le degré 
de complexité élevé du langage OWL n’offre pas, à notre avis, un moyen d’enseignement 
simple et efficace. Enfin, l’approche stipulant que toute méthode de résolution est 
indépendante du problème n’est pas compatible avec nos exigences. Bien que ce soit parfois 
le cas pour les stratégies de haut niveau, il existe bon nombre de stratégies inhérentes à un 
domaine particulier. Là encore, la rigidité de l’architecture des PSM entraînera une 
redondance et une ambiguïté inutile (ex. bridges faisant le lien entre notions identiques). 
L’architecture SOAR a également été une source d’inspiration. De SOAR nous avons retenu : 
a. L’idée de s’orienter délibérément vers un raisonnement plus abstrait lorsque le 
raisonnement normal est insuffisant pour poursuivre la résolution. 
 
b. Le fait qu’il soit possible de définir et de comparer les préférences pour les opérateurs 
candidats sans simuler leur application (décision à priori, comme exigé de l’agent expert). 
 
c. La classification des impasses. Elle a permis d’avoir une idée plus claire sur le type de 
situations auxquelles elles sont amenées à remédier. 
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d. Le « chunking ». Bien que non conçue, la notion de convertir des connaissances 
stratégiques familières pour l’apprenant en connaissances procédurales constituerait une 
évolution intéressante du travail présenté. 
 
La familiarisation avec les « Constraint-Based Tutors » a été très utile aussi. Nous avons 
retenu : 
 
a. Le fait qu’une contrainte peut être violée par un ensemble d’actions. Ces actions ont par 
conséquent des particularités pédagogiques communes. (similaire à ce que nous avons décrit 
plus haut comme « aspect générique »). 
 
b. La possibilité de décrire une résolution de problème par une liste de contraintes à ne pas 
violer. 
 
c. Le fait qu’une action peut violer plusieurs contraintes simultanément (similaire à ce que 
nous avons décrit plus haut comme « aspect cumulatif »). 
 
d. La notion du bénéfice du doute au profit de l’apprenant. 
 
En résumé, le fait de nous être familiarisés avec les « Problem Solving Methods » et 
l’architecture SOAR nous a surtout permis de confirmer que l’idée de séparer le raisonnement 
stratégique du raisonnement procédural, tel qu’introduit par Norman et Shallice est 
intéressante. Une analyse sur les «  Constraint-Based Tutors » a permis de valider les 
caractéristiques des connaissances stratégiques que nous avons établies plus haut. 
À ce stade, nous sommes prêts à formaliser la notion de stratégie, et de présenter ses 
caractéristiques. 
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3.3  Définition de stratégie 
Une stratégie de résolution est un ensemble de connaissances sémantiques basées sur une 
observation partielle d’un état du problème à une étape de résolution. À ces connaissances 
s’ajoute la connaissance procédurale de choisir entre les buts/procédures candidats au moyen 
de ces connaissances sémantiques. La stratégie influence le processus de résolution en 
intervenant (a) dans un choix entre plusieurs procédures pour satisfaire un but, (b) dans un 
choix de l’ordre de satisfaction des buts apparus au cours d’une exécution de procédure 
complexe, ou (c) dans le choix d’un but parmi les buts relatifs à une procédure complexe 
« choice », décrite dans la section 1.5.5.3. Ces trois cas sont illustrés sur la figure 5. Nous 
appelons candidats les buts et les procédures qui sont soumis à un de ces trois types de choix.  
 
 
 
Fig. 5. Une stratégie peut influencer (a) un choix de procédure, (b) un ordonnancement de buts ou (c) un choix 
de but au niveau d’une procédure « choice ». 
 
Le but d’une stratégie dans le cadre général de la résolution d’un problème est de minimiser 
l’effort cognitif global. D’une manière générale, les stratégies interviennent dans le processus 
de résolution à chaque fois qu’une décision impliquant un choix s’avère nécessaire. Une 
même stratégie, tant qu’elle est pertinente, peut intervenir lors de plusieurs décisions. Nous 
présenterons plus loin dans ce chapitre les théories et les modèles cognitifs qui ont mené à 
cette définition et à l’approche proposée. 
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Dans ASTUS, l’entité responsable de la gestion des stratégies et de leur influence sur le 
déroulement du processus de résolution est appelée Expert Stratégique. Nous appelons les 
interventions de l’expert stratégique des décisions stratégiques. L’expert stratégique sera 
décrit dans le chapitre 4 
3.4  La stratégie en tant qu’unité pédagogique 
Nous avons mentionné que le formalisme de représentation des connaissances d’ASTUS vise 
à modéliser les connaissances sous une forme favorable pour un transfert d’un expert à un 
apprenant. Dans cette optique, la notion d’unité pédagogique a été définie. Elle regroupe les 
caractéristiques qu’une « quantité de connaissance » à transférer doit posséder afin d’être 
compatible avec l’approche globale d’ASTUS. 
Ainsi, pour être une unité pédagogique, la stratégie en tant que notion, doit : 
a. Encoder naturellement une connaissance. Par encodage naturel, nous 
entendons qu’aucune altération du domaine modélisé n’est requise pour 
s’adapter aux contraintes de modélisation. 
b. Avoir une utilité dans la résolution de problèmes 
c. Pouvoir être enseignée à un apprenant. Cet enseignement peut être aussi 
bien complet, en mettant en avant la stratégie enseignée dans son ensemble 
que partiel, en ne faisant intervenir que les éléments avec lesquels 
l’apprenant a des difficultés. 
Par ailleurs : 
d. L’utilisation d’une unité pédagogique par un apprenant peut être détectée. 
e. Le degré de maîtrise d’une unité pédagogique par un apprenant peut être 
évalué et quantifié. 
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Remarquons que les notions de but et de procédure complexe sont des unités pédagogiques. 
Mis à part le point relatif au degré de maîtrise, la notion de procédure primitive satisfait 
également les critères et est considérée aussi comme unité pédagogique. La notion de 
stratégie proposée dans ce travail doit également être une unité pédagogique. Les tests de 
validation qui seront présentés plus loin ont pour but de le démontrer. 
3.5  Pertinence d'une stratégie 
Lors d’un processus de résolution, un état particulier du problème peut rendre une stratégie 
pertinente pour la poursuite de la résolution. De manière similaire, lorsque le problème arrive 
à un état satisfaisant des conditions particulières, une stratégie peut cesser d’être pertinente. 
Nous appelons ces conditions conditions de pertinence et conditions d’arrêt de pertinence 
respectivement. Ces conditions sont exprimées sous forme de règle de production et en 
termes du domaine. Un exemple simple dans le domaine de l’addition des nombres naturels 
serait qu’une stratégie préconisant de favoriser l’addition des multiples de cinq cesse d’être 
pertinente lorsque les nombres à ajouter deviennent trop grands. 
Bien entendu il peut exister des stratégies pertinentes dès le début du processus de résolution, 
et des stratégies pertinentes jusqu’à la fin. Pour avoir un exemple de stratégie qui deviendrait 
pertinente dans le domaine de l’analyse de circuits électriques, imaginons qu’à une étape de 
résolution donnée le problème prend un aspect qui favorise des choix particuliers lors des 
étapes suivantes. Il s’agira, à partir de cette étape, de favoriser une approche qui fera tendre le 
problème vers un cas d’école, ce qui correspond à une stratégie devenue subitement 
pertinente. Un autre exemple serait dans des connaissances relatives à l’enseignement du 
diagnostic médical. Le choix des tests à administrer (ces tests seraient des connaissances 
procédurales) serait influencé par des stratégies plus ou moins agressives favorisant la 
rapidité du diagnostic ou la sécurité/confort du patient. La pertinence des stratégies 
dépendrait de l’état du patient, état qui variera lors de la série des tests, et qui sera 
probablement influencé par ces derniers. 
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Nous présenterons tout au long de ce chapitre des exemples théoriques tirés de domaines qui 
pourraient être représentés à l’aide d’ASTUS-S avec plus ou moins d’aisance. Les chapitres 
suivants, par contre, décriront une réelle représentation de deux domaines à l’aide du 
formalisme, ainsi que les expériences effectuées pour le valider. Pour nos travaux, qui 
constituent une première pour ASTUS en matière de représentation et d’enseignement 
explicite de stratégies, nous avons évité d’entamer l’encodage de connaissances de domaines 
trop vastes, nécessitant un apprentissage spécial et une interaction avec d’autres facultés et 
établissements d’enseignement. Nous avons préféré effectuer nos expérimentations sur des 
domaines pour lesquels nous avions déjà les connaissances requises et les volontaires étaient 
immédiatement disponibles. 
3.6  Efficacité d’une stratégie 
 La pertinence d’une stratégie implique que son éventuelle application serait justifiée. 
Cependant, il y a des situations où une stratégie pertinence n’a pas, ou n’a que peu d’utilité 
pour éliminer des buts/procédures candidats lors d’une décision stratégique. Une stratégie 
pertinente est complètement inefficace lorsqu’elle n’a pas donné lieu à une réduction du 
nombre de candidats. Un exemple du domaine du diagnostic médical cité plus haut serait une 
stratégie pertinente favorisant la sécurité du patient qui ne serait pas efficace à départager 
l’administration de deux tests identiquement inoffensifs. 
3.7  Les métadonnées  
Lors d’une décision stratégique, afin de pouvoir départager des candidats au moyen d’une 
stratégie, l’expert stratégique examine des données sémantiques qui caractérisent chaque 
candidat. Ces données sont généralement inutilisées lorsque le processus est purement 
procédural, c’est-à-dire lorsqu’un raisonnement stratégique n’est pas de rigueur. Nous 
définissons donc les métadonnées comme des connaissances sémantiques décrivant des buts 
et des procédures, et dont l’interprétation et la comparaison permettent à l’expert stratégique 
de prendre une décision en fonction des stratégies pertinentes. 
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Étant donné qu’il opère dans un système tutoriel, l’expert stratégique est tenu de justifier sa 
décision. De ce fait, les métadonnées sont exprimées en termes de domaine  et peuvent être 
utilisées dans un message pédagogique à retourner à l’apprenant. En  prenant l’analyse de 
circuits électriques pour exemple, une stratégie pertinente X pourrait favoriser l’application 
de lois introduisant un nombre minimal d’inconnues supplémentaires. Lors d’une décision 
stratégique, si la stratégie X est pertinente, les métadonnées que l’expert stratégique examine 
concerneraient le nombre d’inconnues que l’application de chaque loi introduirait. En cas de 
demande de justification, l’expert stratégique présenterait suffisamment de données pour 
établir le message pédagogique suivant : “Le but/procédure xx a été choisi car il 
correspondait à l’introduction d’un nombre minimal d’inconnues dans le système 
(introduction des métadonnées), tel que préconisé par la stratégie X (à ce niveau, il y a 
possibilité d’introduction de la description de X, si elle préconise quelque chose de plus que 
la recherche, où qu’elle nécessite une explication)”. Éventuellement, le message contiendrait 
les explications sur les raisons de la pertinence de la stratégie X, car les conditions de 
pertinence et d’arrêt de pertinence sont également exprimées en termes du domaine. Cet 
exemple sera repris de manière plus formelle à la fin de cette section. 
Afin de représenter une grande variété de métadonnées tout en garantissant leur exploitabilité 
par l’expert stratégique, un formalisme propre aux métadonnées a été élaboré. Il classe les 
métadonnées en trois types principaux. 
3.7.1  Métadonnées statiques 
Les métadonnées statiques sont des données qui peuvent caractériser un candidat 
indépendamment de l’état du problème. L’expert stratégique n’a pas à analyser ou à estimer 
une métadonnée statique, ni à comparer entre les métadonnées statiques des candidats. Leur 
présence dans les propriétés du candidat suffit pour que la stratégie associée les favorise. En 
diagnostic, un exemple de métadonnée statique serait “ce test ne requiert pas de biopsie”. En 
analyse de circuits, ce serait “l’application de cette loi donnera lieu à une équation non 
linéaire”. Une stratégie simple favorisera les candidats qui ont, ou qui n’ont pas de 
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métadonnée statique particulière. On remarque qu’une justification de décision est facile à 
formuler. Elle sera sous la forme “Le but (la procédure) X a été choisie car elle (métadonnée 
pertinente), comme préconisé par la stratégie S”. Lors de la modélisation d’un domaine, les 
métadonnées statiques sont inscrites dans les propriétés de la stratégie et dans chaque 
but/procédure que la métadonnée décrit correctement. 
3.7.2  Métadonnées dynamiques  
Si la valeur stratégique d’un candidat n’est pas statique, elle dépendra dans la plupart des cas 
des arguments de celui-ci. Les autres cas impliquent des métadonnées variables en fonction 
des buts/procédures appliqués précédemment, c’est à dire qu’ils exigent une recherche dans la 
mémoire épisodique. Une stratégie favorisera donc un candidat ou pas en fonction de ses 
arguments, c’est-à-dire les instances de concepts que ce but (cette procédure) manipule. Les 
métadonnées dynamiques sont décrites dans les caractéristiques des stratégies, et indiquent 
les caractéristiques qu’il faut prendre en considération dans chaque candidat. ASTUS-S 
présente deux types de métadonnées dynamiques : 
3.7.3  Métadonnées caractérisant la liste des arguments 
 Dans ce cas, c’est la liste des arguments qui est examinée. Le formalisme permet de décrire 
les conditions que la liste doit satisfaire pour être favorisée par la stratégie associée à la 
métadonnée. Cette description introduit les mots-clés suivants : 
 
 - all, suivi d’un nom de concept X. Pour être favorisé par la stratégie, tous les  
 arguments d’un candidat doivent être de type X. 
 - thereis, suivi d’un nom de concept X. Pour être favorisé par la stratégie, au  
 moins un des arguments du candidat doit être de type X. 
 - none, suivi d’un nom de concept X. À l’inverse du cas précédent, aucun des  
 arguments du candidat ne doit être de type X. 
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Les trois mots-clés précédents, correspondant à trois sous-types de métadonnées se sont 
révélés être assez peu utilisés lors de la modélisation des divers domaines. Ils sont néanmoins 
implémentés et fonctionnels pour offrir un formalisme complet. À l’inverse, les mots-clés 
suivants sont très utiles, et ont été à la base de l’approche des métadonnées dynamiques : 
 
- min, suivi d’un nom de concept X. Pour être favorisé par la stratégie, le  candidat 
doit avoir le plus petit nombre d’instances du concept X dans sa liste             
d’arguments, comparé aux autres candidats. 
- minn, suivi d’un nom de concept X. Quasiment identique au cas précédent, il s’agit
 d’avoir le plus petit nombre non nul d’instances du concept X dans sa liste 
d’arguments. 
- max, suivi d’un nom de concept X. À l’inverse de min, on favorise dans ce cas les 
candidats dont le nombre d’arguments de type X est maximal.  
 
Un tableau récapitulatif de tous les mots-clés est présenté à la fin de cette section. 
Reprenons l’exemple de la stratégie consistant à introduire le moins d’inconnues possibles 
dans le système. Il va de soi qu’introduire des expressions ne contenant que des valeurs 
connues ne sera pas utile. Nous voulons donc privilégier les candidats qui introduisent un 
minimum d’inconnues, mais en introduisent quand même. La stratégie en elle-même serait 
définie par : 
• Sa description textuelle, directement utilisable dans les messages qui seront 
éventuellement transmis à l’apprenant : « Introduire le moins d’inconnues 
possibles dans le système ». 
• Sa déclaration formelle, décodable par l’expert stratégique, qui consiste à 
préciser le type de concept concerné (ici « ValeurInconnue »), et le mot clé à 
utiliser (ici, minn) : 
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ArgType= ValeurInconnue ; 
ComparisonType=minn ; 
 
En détectant le mot clé minn, l’expert stratégique comprendra qu’il faut déterminer le nombre 
d’arguments de concept « ValeurInconnue » dans la liste d’arguments de chaque candidat. 
Les candidats qui n’ont aucun argument de ce concept sont écartés (et c’est la différence entre 
minn et min), et l’expert stratégique prend la décision de choisir le candidat ayant le moins de 
« ValeurInconnue » dans sa liste. 
 
• Éventuellement, la description textuelle des conditions de pertinence et 
d’arrêt de pertinence : « Le système d’équations peut déjà être résolu car il y 
a plus d’équations que d’inconnues, et que l’inconnue recherchée en fait 
partie ». 
• La déclaration formelle de ces conditions, formulée sous la forme d’une 
règle JESS. 
 
Si le candidat avait introduit deux valeurs inconnues, la valeur « 2 » aurait fait partie 
intégrante de la justification de la décision : « L’application de la loi X a été favorisée, car 
elle introduit deux inconnues, ce qui est le minimum possible ». 
Autre exemple. Une stratégie dans le domaine de l’arithmétique qui stipulerait de favoriser le 
travail avec les valeurs multiples de cinq aurait dans sa déclaration formelle : 
ArgType= MultipleOfFive ; 
ComparisonType=max ; 
On peut comprendre que les mots clés minn, min et max imposent à l’expert stratégique 
d’évaluer les listes d’arguments de chaque candidat, et de les comparer. Ce n’est pas le cas 
avec les autres mots-clés ni avec les métadonnées statiques, où les décisions d’avantager un 
candidat ou pas ne dépendent pas de l’évaluation des autres candidats. 
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On constate également que dans le cas de stratégies employant des métadonnées dynamiques, 
l’ensemble de l’information décrivant une stratégie et définissant son mode de 
fonctionnement est déclaré dans la stratégie elle-même. Les définitions des buts et des 
procédures ne contiennent aucune allusion sur les métadonnées ni les stratégies qui les 
évalueraient. Cette particularité de conception offre un avantage certain lorsque la 
représentation d’un domaine complexe se fait progressivement. Une adaptation des buts et 
procédures déjà existants n’est pas nécessaire après l’introduction d’une nouvelle stratégie. 
3.7.4  Métadonnées caractérisant un argument 
 Dans ce cas, c’est l’analyse d’un argument particulier qui permet de décider si le candidat 
sera favorisé. Si l’analyse de l’argument ne concerne que sa classification sémantique, le cas 
est représentable dans la plupart des cas par les métadonnées de type précédent. Par contre, il 
existe des arguments qui sont des instances de concept possédant des caractéristiques qu’il est 
possible de comparer avec celles des arguments des autres candidats. Par exemple, en analyse 
de circuits électriques, une branche d’un circuit est caractérisée par le nombre de 
composantes électriques (résistances, sources de tension...) qu’elle contient. À moins d’avoir 
de bonnes raisons pédagogiques de distinguer les branches en fonction du nombre d’éléments 
et de créer des concepts distincts à chaque catégorie, une branche demeurera une branche 
indépendamment de ce nombre. Elle n’est donc pas distinguable sémantiquement. Il est 
nécessaire d’implémenter des métadonnées permettant de comparer les propriétés des 
arguments. 
L’exemple précédent, en résumé : 
Soit trois éléments E11, E12, E13 sur la branche B1. 
Soit deux éléments E21, E22 sur la branche B2. 
B1 et B2 sont deux instances du concept « Branche » et d’aucun autre concept.  
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Dans la mémoire de travail d’un laboratoire sous l’architecture ASTUS, il y aura cinq 
instances de la relation « est sur » : 
• est_sur (E11, B1) 
• est_sur (E12, B1) 
• est_sur (E13, B1) 
• est_sur (E21, B2) 
• est_sur (E22, B2) 
 
Si, à des fins stratégiques, il nous faut identifier la branche avec le plus (ou le moins) 
d’inconnues, on comprend que ce type de comparaison nécessite un comptage d’instances 
d’une relation d’un type particulier, et de nouveaux mots-clés : 
 
- min, suivi d’un nom de concept X, d’une relation R et d’un argument de relation S. 
Pour être favorisé par la stratégie, le candidat doit avoir comme argument une instance 
x du concept X, et un nombre minimal d’instances de la relation R impliquant x dans 
le slot S. 
 - max, Identique, mis à part le fait que le nombre d’instances de la relation  R doit être  
            maximal. 
 
Continuons l’exemple précédent. Supposons qu’une stratégie S préconise de favoriser le 
travail avec une branche ayant le nombre minimal de composantes. La déclaration formelle 
de la stratégie contiendrait : 
 
ArgType= Branche ; 
ComparisonType=min ; 
Relation = est_sur ; 
RelationPosition = droite ; 
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L’expert stratégique comprendrait que dans la liste d’arguments de chaque candidat, il 
faudrait chercher des instances de concept de type Branche, et par la suite identifier l’instance 
qui est le moins souvent présente dans des relations de type est_sur, à la position droite. 
L’expert stratégique cherche à identifier la branche qui est en relation avec un plus grand 
nombre possible d’éléments, car ComparisonType=max. B1 est en relation avec trois 
éléments, alors que B2 l’est avec deux. Résultat : La stratégie S favorise le candidat X qui 
manipule l’instance B1. 
Tableau 1 -  Récapitulatif des mots-clés utilisés pour l’interprétation des métadonnées. Les 
mots-clés en italique déclenchent une comparaison entre tous les candidats par l’agent expert. 
Mot-clé Signification 
Comparant des listes d’arguments 
all Tous les arguments doivent être des instances d’un même concept X. 
thereis Au moins un argument doit être une instance d’un concept X. 
none Aucun des arguments ne doit être une instance du concept X. 
min 
Le candidat sélectionné devra avoir un nombre minimal d’arguments qui 
sont des instances du concept X. 
minn 
Le candidat sélectionné devra avoir un nombre minimal non nul 
d’arguments qui sont des instances du concept X. 
max 
Le candidat sélectionné devra avoir un nombre maximal d’arguments qui 
sont des instances du concept X. 
Comparant des arguments 
min 
Le candidat sélectionné devra avoir un argument qui a un nombre minimal 
de relations R, où il est dans la position P. 
max 
Le candidat sélectionné devra avoir un argument qui a un nombre maximal 
de relations R, où il est dans la position P. 
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Là également, on constate que l’expert stratégique est appelé à comptabiliser le nombre 
d’instances de relation pour chaque candidat pour effectuer une décision stratégique. S’il 
existe plusieurs arguments du même type ou si un argument est un ensemble d’arguments, 
l’expert stratégique analysera chaque argument ou chaque élément du set, respectivement. 
Le tableau 1 résume l’ensemble des mots-clés des métadonnées dynamiques et donne un 
exemple simple de l’utilisation de chacun. 
Des travaux futurs, et surtout un encodage d’une grande variété de domaines pourrait faire 
apparaître le besoin d’introduire d’autres mots-clés. La sur-couche d’ASTUS-S a été conçue 
pour que ce soit aisément faisable. 
 3.8  Combinaisons de stratégies 
 Conformément aux caractéristiques des connaissances stratégiques présentées plus haut, 
ASTUS-S prend en compte le fait que plusieurs stratégies peuvent être pertinentes 
simultanément lors d’une décision stratégique. Par exemple, en analyse de circuits 
électriques, une stratégie préconiserait de minimiser le nombre de nouvelles inconnues 
introduites, et une autre de favoriser les lois manipulant des valeurs de courant sur celles 
manipulant des valeurs de tension. 
Si l’application de plus d’une stratégie pertinente donne lieu à la sélection du même candidat, 
la crédibilité de l’expert stratégique s’en trouve renforcée, et les justifications quant-au choix 
d’un candidat ne seront qu’une énumération des justifications que l’application de chaque 
stratégie aurait générée. Cependant, il est tout-à-fait plausible que deux stratégies favorisent 
des candidats différents. Dans l’exemple précédent, cette situation est possible. Pour ce type 
de cas, le formalisme prévoit des degrés de priorité affectés aux stratégies. L’expert 
stratégique choisira simplement le candidat favorisé par les stratégies ayant la priorité 
combinée la plus haute. Nous admettons qu’un système ajustant dynamiquement les priorités 
aurait augmenté la pertinence des décisions dans quelques cas particuliers. Ces derniers 
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correspondraient à deux occurrences distinctes où deux stratégies pertinentes favoriseraient 
des candidats différents, mais la priorité dans la première occurrence serait accordée à une 
des deux stratégies, et à l’autre dans la seconde. La modélisation de plusieurs domaines et 
l’implémentation de deux laboratoires n’ont pas démontré la nécessité de concevoir un 
système d’ajustement dynamique de priorités. Des valeurs de priorité statiques, des 
conditions de pertinence et d’arrêt de pertinence adéquates, et un système de hiérarchisation 
des stratégies que nous décrirons plus loin suffisent à gérer ce genre de cas. La justification 
de l’expert stratégique sera que certaines stratégies sont toujours plus intéressantes que 
d’autres. “Bien que la stratégie X soit pertinente et permet de choisir x, la stratégie Y est aussi 
pertinente, est plus intéressante, et a priorité”. 
Un autre argument contre la nécessité d’avoir des degrés de priorité variables réside dans le 
fait que nous sommes dans le domaine des systèmes tutoriels. De manière générale, les 
problèmes soumis aux apprenants et que l’expert serait amené à traiter ont pour but 
d’enseigner des notions particulières du curriculum, et favorisent de par leur formulation 
certaines approches, et par conséquent certaines stratégies, sur d’autres. 
3.9  Stratégies complexes 
 Selon le formalisme présenté, une stratégie simple, que nous appelons également stratégie 
unitaire, ne s’associe qu’à une métadonnée unique. Par exemple, si la stratégie de “favoriser 
les lois manipulant les valeurs de courant” est associée à la métadonnée “cette procédure 
correspond à l’application d’une loi qui manipule des valeurs de courant”, on ne lui associera 
pas une autre métadonnée, statique ou autre. Cette limitation a pour but d’éviter les multiples 
cas d’ambiguïté qui seraient survenus si une partie des métadonnées affectées à une stratégie 
avait suggéré une décision, alors qu’une autre partie aurait donné lieu à une décision 
contradictoire. Grâce à cette limitation, une stratégie unitaire qui favorisera un candidat le 
fera en conformité avec les métadonnées qui lui sont associées. Un autre avantage est la 
formulation aisée des justifications et des messages pédagogiques qui seraient amenés à 
présenter à l’apprenant. 
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On constate cependant que cette approche limite l’expressivité d’une stratégie unitaire. Dans 
le but de pouvoir représenter de manière formelle et flexible des stratégies plus élaborées 
impliquant plus d’une métadonnée, la notion de stratégie complexe a été imaginée et 
introduite. Par ailleurs, les stratégies étant en fin de compte une abstraction des procédures 
d’ASTUS, elles doivent être décomposables en sous-stratégies comme ces-dernières. 
Une stratégie complexe n’est pas directement associée à des métadonnées. Elle est 
caractérisée par un ensemble de stratégies-filles, qui peuvent être unitaires ou complexes. Les 
stratégies-filles et la stratégie complexe parente gardent leurs propres conditions de 
pertinence et d’arrêt de pertinence. De cette façon, nous pouvons formuler des stratégies de 
haut niveau, et la stratégie “Résoudre le problème de la meilleure façon possible” serait 
théoriquement la stratégie du niveau le plus élevé. Bien entendu, elle est aussi peu utile 
qu’elle est universelle. Un exemple de stratégie complexe dans le domaine du diagnostic 
serait une stratégie “tout sécuritaire”, qui combinerait les stratégies d’éviter des tests intrusifs, 
minimiser le risque de réactions allergiques, et de privilégier les observations du médecin sur 
les réponses du patient. Nous tenons à souligner que nous avons des connaissances limitées 
du domaine du diagnostic médical, et que les exemples donnés sont délibérément simplistes 
afin d’illustrer notre approche. Nous gardons les exemples sur les domaines modélisés dans 
nos travaux pour la partie qui leur est consacrée. 
Si une partie, ou toutes les stratégies-filles ne sont pas pertinentes, la stratégie parente peut 
tout de même l’être. Dans le contexte d’une stratégie complexe « tout sécuritaire », un patient 
sous anesthésie ou examiné à distance rendrait une éventuelle stratégie-fille concernant les 
tests douloureux non pertinente, mais la stratégie parente le demeurerait. Par contre, si la 
stratégie parente est non pertinente, toutes les stratégies-filles le sont aussi 
Signalons ici que la hiérarchie des stratégies n'implique pas la notion 
d'héritage/spécialisation. La stratégie complexe est constituée de stratégies filles, et n'est pas 
une abstraction de celles-ci. 
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Une hiérarchisation des stratégies entraîne une réutilisabilité accrue de celles-ci. Si nous 
prenons une stratégie complexe suffisamment haut niveau et suffisamment générale comme 
“compléter d’abord les parties simples du problème”, nous constatons  qu’elle a aussi bien un 
sens dans le domaine de la réduction booléenne que dans le domaine de l’addition de 
nombres naturels ou en analyse de circuits. Il est aisé d’imaginer des domaines similaires qui 
ont les mêmes stratégies de haut niveau sur plusieurs niveaux hiérarchiques et qui sont 
interchangeables. 
La nature des stratégies complexes laisserait penser à première vue qu’avec des conditions de 
pertinence et d’arrêt de pertinence adéquates, un expert du domaine travaillant avec le 
formalisme serait capable de représenter des connaissances procédurales (procédures 
complexes) en formulant des séquences de stratégies-filles à suivre l’une après l’autre. Une 
telle façon de faire impliquerait une mauvaise compréhension du formalisme, et bien que rien 
n'empêche la création de telles séquences, le formalisme à base de stratégies demeure plus 
puissant, du fait que chacune de ces stratégies correspond à un ensemble de séquences 
procédurales distinctes, et que de par sa nature, la stratégie ne remplace pas le raisonnement 
procédural mais l’oriente au moment des prises de décision. Une autre différence réside dans 
le fait qu’à n’importe quelle étape de la résolution, une stratégie concurrente plus prioritaire a 
la possibilité de devenir pertinente, et que l’orientation de la résolution ne suivrait 
immédiatement plus la séquence de la stratégie initiale. Nous allons revenir à cette 
particularité dans les chapitres suivants. Lors de l’exécution d’une procédure complexe, par 
contre, les choix possibles sont uniquement de continuer la procédure jusqu’au bout ou 
l’annuler entièrement. 
3.10  Stratégies erronées et erreurs stratégiques 
 Nous avons vu dans le chapitre précédent que dans le cadre d’un système tutoriel, il y a 
parfois intérêt à représenter des procédures erronées afin de les identifier et de suivre des 
erreurs communes commises par les apprenants, ainsi que d’y associer des messages 
  
72 
pédagogiques. Le formalisme présenté est compatible avec cette approche, et les experts 
responsables de la modélisation du domaine ont la possibilité de représenter des stratégies 
erronées. L’expert stratégique sera en mesure de comprendre que l’apprenant applique une 
stratégie erronée courante, permettant à l’agent pédagogue de réagir en fonction de la 
stratégie pédagogique adoptée. 
Par exemple, si l'apprenant est persuadé que remplacer systématiquement les résistances en 
série et en parallèle dans un circuit par des résistances équivalentes constitue toujours la 
meilleure approche, son comportement peut être modélisé sous forme d’une stratégie erronée, 
et un contenu pédagogique lui est associé. 
La notion d’erreur stratégique, quant à elle, dépend du domaine enseigné, et surtout du 
curriculum. Le fait est qu’une erreur stratégique n’implique pas forcément que l’apprenant ne 
parviendra plus à résoudre le problème, ce qui est généralement le cas lors d’une erreur 
procédurale. Si le but de la résolution est l’enseignement de stratégies, ne pas appliquer les 
stratégies prévues constituerait une erreur. 
Nous distinguons deux cas qui sont considérés comme erreurs stratégiques indépendantes du 
but pédagogique de la résolution, mais dépendantes du domaine : 
 
 - Ne pas utiliser une stratégie pertinente alors qu’il n’y en a pas d’autre d’un  
 niveau de priorité plus élevé. 
 - Utiliser une stratégie qui n’est pas pertinente. 
 
Aux erreurs précédentes s’ajoutent des erreurs dépendantes des buts pédagogiques de 
l’activité : 
 
 - Ne pas utiliser une stratégie imposée. 
 - Utiliser une stratégie prohibée. 
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ASTUS-S intègre un mécanisme pour détecter les erreurs stratégiques dépendantes et 
indépendantes des buts pédagogiques. Ce mécanisme sera présenté plus en détail dans le 
chapitre suivant. 
 
3.11  Conclusion 
Dans ce chapitre, nous avons proposé une définition formelle de la notion de stratégie. Nous 
avons vu que cette formalisation se base sur des analyses de plusieurs domaines modélisés. 
Elle s’inspire également de plusieurs approches et théories cognitives. Les principales 
caractéristiques de la notion de stratégie ont par la suite été détaillées, présentant au passage 
des notions telles que les unités pédagogiques et les métadonnées. Ces caractéristiques 
complémentent la définition de la notion de la stratégie aussi bien de manière théorique que 
dans le contexte de l’architecture d’ASTUS. 
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Chapitre 4 
L'expert stratégique 
Ce chapitre est consacré aux fonctions de l’expert stratégique et à son interaction avec les 
autres modules d’ASTUS-S. Nous détaillerons son principe de fonctionnement et 
présenterons son interface. 
4.1  Fonction de l’expert stratégique   
- Maintenir à jour la liste des stratégies pertinentes en comparant avant chaque décision 
stratégique les conditions de pertinence et les conditions d’arrêt de pertinence des stratégies 
avec l’état de la mémoire de travail, et par conséquent avec l’état du problème à résoudre. 
 
- Effectuer pour le module expert, et à la demande de celui-ci, une décision stratégique qui 
consiste à faire une sélection parmi les candidats que le module expert lui présente. Cette 
éventualité survient lorsque le module expert est appelé, pour des raisons pédagogiques, à 
résoudre par lui-même le problème ou une partie de celui-ci. Le processus peut fournir une 
aide à n’importe quel niveau de l’arbre. Une autre raison serait de confier au module expert la 
résolution du problème afin d’en évaluer la difficulté en termes de nombre d’interactions 
(procédures primitives), ou encore du type de buts, procédures et stratégies utilisés. 
Par ailleurs, suite à une demande du module pédagogue, le module expert est tenu de 
déterminer la procédure primitive suivante à exécuter dans le processus de résolution. Les 
procédures primitives candidates peuvent provenir de parents (buts, procédures complexes) 
différents. La procédure primitive que le module expert choisira sera le résultat de plusieurs 
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choix dans l’arbre de résolution, chaque choix impliquant une décision stratégique de la part 
de l’expert stratégique. Pour pouvoir départager les procédures primitives candidates, des 
grandeurs de « pertinence stratégique » sont donc introduites et associées à chacune. La 
façon de calculer cette valeur sera abordée plus loin dans ce chapitre.  Elle est fonction de 
l’ensemble des décisions stratégiques ayant donné lieu à la candidate, comme illustré dans la 
figure 6. L’expert stratégique a donc pour rôle la détermination des valeurs de pertinence 
stratégique des procédures primitives. 
- Tenter d’interpréter les actions de l’apprenant qui impliquent un choix. Par interprétation, 
on entend l’établissement d’une liste de stratégies, correctes ou erronées, que l’apprenant a 
utilisé pour effectuer ce choix. Nous avons choisi le terme d’indice pour parler d’une 
information qu’une stratégie a été utilisée par un apprenant pour faire un choix. 
L’expert stratégique dresse également une liste des situations où l’apprenant aurait eu un 
intérêt à utiliser une stratégie mais ne l’a pas fait. Ces situations, également appelées indices, 
sont interprétées comme une évidence de non maîtrise d’une stratégie par l’apprenant. 
L’expert stratégique accumule les indices tout au long du processus de la résolution, et ce 
cumul d’indices représente les données sur lesquelles le module apprenant se basera pour 
établir et/ou mettre à jour le profil de l’apprenant relatif à l’atteinte des objectifs 
pédagogiques ou le degré de maîtrise des stratégies enseignées. 
- Présenter les décisions stratégiques et leurs justifications et les sauvegarder dans la mémoire 
épisodique stratégique. Les décisions de l’expert stratégique et celles des apprenants sont 
sauvegardées dans des mémoires épisodiques. Si celles-ci ne sont pas utilisées par l’expert 
stratégique lui-même, elles pourraient être utiles pour les autres modules de l’architecture. 
Par exemple, un message pédagogique pourrait faire référence à un épisode passé. 
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Fig. 6. La pertinence stratégique d’une procédure primitive est déterminée en fonction  
des décisions stratégiques qui ont permis sa sélection. 
La figure 7 montre les interactions de l’expert stratégique avec les autres modules d’ASTUS-
S. Bien que cette interaction semble à première vue limitée, il faut se rappeler que son 
existence permet à l’ensemble des modules de manipuler des stratégies. Par exemple, un 
échange entre le module pédagogue et le module interface peut faire une référence explicite à 
une stratégie. Le module pédagogue peut aussi vérifier le degré de maîtrise actuel d’une 
stratégie par un apprenant en produisant une requête au module apprenant. De ce fait, l’expert 
stratégique influence indirectement l’ensemble des modules de l’architecture. 
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De manière continue :
MAJ liste des stratégies pertinentes
MAJ mémoire épisodique stratégique
 
 
Fig. 7. Interaction du  module expert stratégique avec l’ensemble des modules d’ASTUS-S. 
4.2  Types de requête 
Le module expert stratégique répond à  deux types de requêtes émanant du module expert. 
4.2.1  Les requêtes simples  
 Ce sont des demandes de décision stratégique sur une liste de candidats (buts ou procédures 
complexes) ayant un parent immédiat commun. Les requêtes simples surviennent lors de la 
construction de l’arbre de résolution, partant du but initial de l’activité avec l’intention de 
choisir une procédure primitive. La justification d’une décision stratégique déclenchée par 
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une requête simple est utile pour formuler une explication relative au choix d’un but ou d’une 
procédure complexe de haut niveau. 
4.2.2  Les requêtes complètes 
 Ce sont des requêtes pour choisir la prochaine procédure primitive. Les requêtes complètes 
se différencient des requêtes simples par le fait que leurs arguments sont uniquement des 
procédures primitives (PP) ayant des parents différents5. Ce type de requête survient lorsque 
le module expert est chargé par le module pédagogue de fournir la prochaine procédure 
primitive. C’est le cas également lorsqu’il faut évaluer la pertinence stratégique de chaque 
primitive candidate afin de porter un jugement sur une éventuelle réponse de l’apprenant. La 
réponse de l’expert stratégique à ce type de requête est toujours la procédure primitive choisie 
ayant la pertinence stratégique la plus élevée. 
Dans ce cas, plusieurs décisions stratégiques sont nécessaires, tel qu’illustré sur la figure 6, et 
cette approche correspond à un parcours de bas en haut de l’arbre. En effet, lors d’une requête 
complète, l’élément de départ est une PP, et l’expert stratégique remonte l’arbre de résolution 
à partir de cette PP, en s’attardant sur chaque fois qu’un choix doit être effectué. De cette 
manière, lorsque le but initial de résolution de problème est atteint, l’ensemble des choix 
ayant engendré la PP a été analysé. C’est la principale différence avec les requêtes simples, et 
si l’expert stratégique est sollicité durant l’intégralité du processus de résolution, la séquence 
des choix qu’il sera amené à effectuer débutera par les candidats de haut niveau et descendra 
vers le bas. 
4.3  Exécution de l’expert stratégique  
 Pour expliquer le comportement de l’expert stratégique, nous détaillons ses actions et ses 
interactions avec les modules d’ASTUS lors des étapes de l’exécution. 
 
                                                 
5 Dans la dernière version d’ASTUS, il est possible d’avoir plusieurs procédures primitives ayant un même but, 
sous certaines conditions. 
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4.3.1  Lors du choix du laboratoire (domaine enseigné) 
Au moment de l’initialisation des connaissances du domaine, les connaissances relatives aux 
stratégies le sont également, et elles sont transmises au module stratégique. Ce dernier 
initialise la liste interne des stratégies et des métadonnées. Les liens hiérarchiques entre 
stratégies parentes et filles sont également initialisés à cette étape. Les stratégies définies 
comme étant pertinentes par défaut sont inscrites au registre des stratégies pertinentes. 
4.3.2  Lors du choix de l’activité 
Afin d’atteindre plus rapidement les objectifs pédagogiques fixés pour un apprenant sous la 
forme de degrés de maîtrise de procédures et de stratégies, l’expert stratégique offre des 
méthodes utilisables par d’autres modules lui indiquant qu’il doit imposer ou interdire 
certaines stratégies. Ces méthodes s’utilisent par le pédagogue lors de la résolution des 
problèmes. Il est possible de définir les stratégies imposées et interdites dans la description du 
problème. 
4.3.3  Lors d’une requête simple par le module expert 
Une telle requête survient lorsque le système doit produire une étape unique ou une solution 
complète. Le module expert transmet à l’expert stratégique une liste des candidats.  
Par la suite, l’expert stratégique effectue les opérations suivantes : 
(a)  La liste des stratégies pertinentes est mise à jour en vérifiant les conditions d’arrêt de 
pertinence des stratégies pertinentes, et les conditions de pertinence des stratégies non 
pertinentes. 
(b)  Chaque candidat est associé aux stratégies pertinentes simples possédant la même 
valeur de métadonnée statique. Par exemple, si en analyse de circuits une stratégie 
favorise une procédure qui correspond à l’utilisation d’une loi impliquant au moins une 
inconnue, toute procédure satisfaisant cette condition sera associée à la stratégie sans 
avoir à comparer le nombre d’inconnues avec ceux que l’application d’autres procédures 
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engendrera. Si la nature des métadonnées exige une comparaison, l’expert stratégique 
crée ce que nous appelons une association potentielle entre la stratégie et le candidat. Par 
exemple, une variation de la stratégie précédente favoriserait des procédures introduisant 
un nombre minimal non nul d’inconnues dans le système. Une autre favoriserait un 
maximum d’éléments du circuit impliqués dans l’application d’une loi. Cette étape 
correspond au bloc d’instructions A de la figure 8. 
 
Figure 8 -  Algorithme du choix d’un candidat 
choisirCandidatSelonStrategies(candidats) 
{ 
      // Bloc d’instructions A 
 deduireStrategiesAPartirDesCHOIX() { 
Pour chaque candidat C { 
Pour chaque stratégie pertinente S { 
Si Métadonnnée statique de S présente dans C, 
créer une association C-S. 
Si Métadonnnée dynamique nécessitant 
comparaison présente dans C, créer une 
association potentielle C-S 
      // Fin du bloc d’instructions A 
      // Bloc d’instructions B 
  Pour chaque association potentielle C-S { 
S’il y a une association potentielle meilleure que C-
S, placer C-S dans la liste des associations à 
détruire. 
  } 
Vider liste des associations à détruire 
Ajouter les associations potentielles restantes à la liste 
des associations. 
 }}} 
      // Fin du bloc d’instructions B 
      // Bloc d’instructions C 
Pour chaque candidat C {setStrategicScore()} 
      // Fin du bloc d’instructions C 
 Retrourner candidat ayant le plus grand StrategicScore. 
} 
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(c) Une fois l’ensemble des candidats examinés, les métadonnées impliquées dans des 
associations potentielles sont comparées, et les candidats ayant perdu à la comparaison 
éliminés. Les associations potentielles restantes sont ajoutées à la liste des associations. Il 
est bien entendu possible d’avoir plusieurs candidats retenus, et par conséquent plusieurs 
associations impliquant la même stratégie, comme expliqué dans le chapitre précédent. 
Cette étape correspond au bloc d’instructions B. 
(d)  La pertinence stratégique locale de chaque candidat est calculée. C’est la somme des 
priorités des stratégies associées au candidat. Cette valeur exprime donc le « support » des 
stratégies pertinentes à un candidat donné (bloc d’instructions C). 
     (e) L’expert stratégique retourne au module expert le candidat ayant la plus grande 
pertinence stratégique locale. On notera ici que les candidats non sélectionnés demeurent 
accessibles, et si l’apprenant en choisit un, l’expert pourra réagir en conséquence. Si 
l’expert stratégique n’est pas parvenu à isoler un candidat unique (décision déterministe), 
il en choisira aléatoirement un dans la liste des candidats non éliminés. Dans ce cas, la 
décision est appelée non déterministe. L’expert stratégique enregistre par la suite 
l’épisode correspondant à la décision stratégique dans la mémoire épisodique en y 
ajoutant les stratégies ayant permis la décision et les métadonnées impliquées. Cette 
mémoire, propre à l’expert stratégique, enregistre tous les détails relatifs à une décision 
stratégique, tels que les stratégies employées, les valeurs des métadonnées dynamiques 
impliquées etc.  Le module pédagogue y trouvera l’information nécessaire pour élaborer 
des messages expliquant la décision. Dans le cas d’une décision non déterministe, le fait 
est mentionné dans l’épisode, ainsi que les candidats non éliminés mais non retenus. 
Ainsi, le message d’explication pourrait citer les candidats qui auraient tout aussi bien pu 
être utilisés. 
4.3.4  Avant l'exécution d’une procédure primitive  
Après chaque exécution de PP, l’expert stratégique entame automatiquement l’évaluation des 
pertinences stratégiques des PPs candidates de l’étape suivante. Il exécute une requête 
complète pour chaque PP candidate. De ce fait, lorsque le module pédagogue demande au 
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module expert de fournir la procédure primitive la plus avantageuse stratégiquement, la 
réponse est déjà disponible. Étant donné que chaque PP est évaluée, les stratégies 
correspondantes à chaque PP candidate sont disponibles avant même que l’apprenant en ait 
exécuté une. Le mécanisme permettant ces fonctionnalités se déroule comme suit : 
 
(a) Comme dans le cas d’une requête simple, la liste des stratégies pertinentes est mise à 
jour. 
(b) Pour chaque procédure primitive candidate, les parents (buts et procédures complexes) 
sont identifiées jusqu’au but initial. Pour chaque parent, l’expert stratégique examine si 
une décision stratégique a eu lieu, et quels étaient les candidats. Pour chaque décision, la 
pertinence stratégique locale est évaluée. De ce fait, chaque PP candidate est la 
conséquence d’une séquence de décisions. 
(c) La pertinence stratégique locale est calculée pour chaque décision, mais dans le cas de 
la requête complète, le calcul est plus complexe. De plus, afin de pouvoir comparer entre 
les PP et faire un choix, il faut introduire la notion de la valeur de pertinence stratégique 
globale, qui est calculée en faisant la somme de toutes les valeurs de pertinence locale des 
parents de chaque PP. 
 
Il se peut que des PP se trouvent à des profondeurs différentes de l'arbre, et qu'une décision 
consiste à choisir entre une PP et une procédure complexe (PC). Il a fallu trouver un moyen 
de garder comparables les pertinences stratégiques globales de toutes les procédures 
primitives, même si dans l'arbre de résolution elles sont le résultat  d'un nombre différent de 
décisions. Exemple : 
Soit le choix C1 (PP1, PC1), avec les appuis des stratégies comme suit : 
    PP1 : - Strat1 (priorité 15) 
    PC1 : - Strat2 (priorité 10) 
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La bonne décision serait de privilégier PP. Cependant, supposons que plus bas dans l'arbre, 
dans la branche de PC1 on ait un autre choix C2 (PP2, PP3) : 
 
    PP2 : - Strat3 (priorité 8) 
    PP3 : - Strat4 (priorité 4) 
 
Pour garder PP1, PP2 et PP3 sur une même échelle d'évaluation, lors du calcul de la 
pertinence stratégique locale de PP1, on lui ajoute la somme des pertinences stratégiques 
locales ayant conduit à PP2, c'est-à-dire la meilleure alternative découlant du choix de son 
concurrent immédiat (PC1). 
En d'autres termes, étant donné que PC1 donne lieu à d'autres décisions plus bas dans l'arbre 
alors que ce n'est pas le cas de son concurrent PP1, on ajoute à PP1 les valeurs de pertinence 
de la meilleure procédure primitive possible si PC1 avait été choisi. Dans ce cas, c'est PP2. 
De cette façon, on aura les valeurs de pertinence globales suivantes : 
    V(PP1) = 15+8 = 23 
    V(PP2) = 10+8 = 18 
    V(PP3) = 10+4 = 14 
 
(d) Chaque PP candidate se voit également être associée à l’ensemble des stratégies 
impliquées dans le choix de ses parents. À ce stade, l’expert stratégique peut désigner au 
module expert la procédure primitive la plus intéressante stratégiquement pour la 
poursuite de la résolution. Ce sera bien entendu la primitive candidate ayant la valeur de 
pertinence stratégique globale la plus élevée. L’expert stratégique dispose également 
d’une liste des stratégies associées à chaque primitive, ce qui lui permettra de porter un 
jugement sur la stratégie choisie par l’apprenant. Certaines procédures primitives peuvent 
clairement indiquer un raisonnement structuré et l’application continue d’une même 
stratégie, correcte ou erronée sur l’ensemble des parents. Dans d’autres cas, une 
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ambiguïté ne permet pas de distinguer que l’apprenant suit consciemment une stratégie 
particulière. Un exemple des deux cas est illustré dans la figure 9. 
 
Il y a une différence de taille entre le mode sélection de primitive suivante et le mode 
interprétation des actions de l’apprenant. Lors de la sélection de la prochaine primitive, 
uniquement les stratégies pertinentes sont examinées afin de choisir le candidat optimal. Lors 
de l’évaluation d’une action de l’apprenant, toutes les stratégies sont examinées afin 
d’identifier celles utilisées par l’apprenant, étant donné que ce dernier, en apprentissage, ne 
fait pas toujours un choix optimal.  
 
a 
.  
b. 
 
 
Figure 9 -  Deux exemples d’une évaluation par l’expert stratégique d’une procédure primitive candidate.  
Les deux primitives ne sont pas le choix optimal. 
 
La figure 9, visible uniquement lors du déverminage, correspond à une représentation 
graphique de deux évaluations de procédures primitives distinctes accessibles lors de la 
prochaine étape de cas d’un domaine artificiel. Ce dernier a été conçu spécialement pour 
implémenter tous les types de stratégies, car il est difficile de trouver un domaine réel qui 
utilise toutes les variétés de stratégies. Cette figure permet d’expliquer le formalisme 
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d’ASTUS-S. À côté d’une liste de stratégies (à gauche), une échelle colorée donne une 
indication sur les stratégies impliquées dans le choix de la PP en question. Un carré vert en 
face de la dénomination de la stratégie représente une indication que la stratégie a bien été 
prise en compte dans le choix d’un des parents de la primitive, tandis qu’un carré rouge 
représente une indication que la stratégie n’a pas été prise en compte alors qu’elle aurait dû 
l’être, ou a été utilisée alors qu’elle ne devait pas l’être. Une PP choisie de manière optimale 
n’aurait que des indications vertes, et par conséquent, les deux PP de la figure représentent 
deux actions non optimales. 
Dans le cas (a), nous distinguons clairement que le choix de cette primitive est le résultat de 
l’application des stratégies RelationsBigger002, C1=M+R et Meaning001, car il y a 
respectivement quatre, quatre et deux évidences que ces stratégies ont étés utilisées dans les 
choix des parents de cette primitive. La stratégie C2=C1+A est également considérée comme 
détectée, car bien qu’il y ait une évidence d’un échec d’application, il y a trois évidences 
d’application correcte. Par application incorrecte, on entend que l’apprenant n’a pas appliqué 
la stratégie en question alors qu’il avait une occasion de le faire, ou encore que l’apprenant l’a 
appliquée alors qu’elle n’était pas pertinente. Par contre, aucune information relative à 
l’utilisation des stratégies MeaningTEST et ArgumentsMINCPTS ne peut être tirée du choix 
de cette primitive pour les raisons que dans le premier cas le système n’a aucune évidence 
d’application de la stratégie, et que dans le deuxième cas les évidences sont bruitées, c’est-à-
dire que le nombre d’évidences d’une application correcte est trop proche du nombre 
d’évidences que l’apprenant ne l’a pas appliquée correctement. Cela pourrait être interprété 
comme une indication que l’apprenant maîtrise mal, ou ignore totalement cette stratégie. 
Nous préférons ne pas rattacher de conclusions à des évidences bruitées. Le cas (b) indique 
clairement que l’apprenant ne maîtrise pas les stratégies C2=C1+A et ArgumentsMINCPTS, 
car pour chacune d’elles, il y a trois indications d’application incorrecte, et aucune 
d’application correcte. 
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Dans la pratique, le nombre de décisions stratégiques impliquées dans le choix d’une 
procédure dépasse rarement deux ou trois. Souvent, une évaluation ressemble à celle illustrée 
sur la figure 10, qui montre une évaluation d’une procédure primitive dans le domaine de 
l’addition des nombres naturels. Si les stratégies relatives à un domaine, leurs conditions de 
pertinence et leurs priorités sont bien conçues, la procédure primitive ayant la plus grande 
valeur de pertinence stratégique n’engendre aucune indication d’utilisation erronée de 
stratégie. La figure 10 montre l’évaluation d’une procédure primitive optimale. 
 
Figure 10 - Évaluation d’une procédure primitive relative au domaine de l’addition des nombres naturels. 
Signalons que les figures 9 et 10 sont tirées d’une capture d’écran de l’interface de l’expert 
stratégique. Pour une description détaillée de celle-ci, se référer à l’annexe A. 
Afin de pouvoir améliorer dans le futur les aptitudes déductives de l’expert stratégique quant 
aux stratégies appliquées par l’apprenant en choisissant une procédure primitive particulière, 
la partie responsable de la détection d’application des stratégies est indépendante de la partie 
responsable de la décision de maîtrise. C’est à dire que l’expert stratégique réunit d’abord les 
informations relatives à l’application (ou pas) des stratégies, pour confier ces informations à 
un module qui déduit des évidences de maîtrise au moyen de règles. Les règles sont 
représentées dans une classe distincte et sont facilement accessibles. Pour ce travail, nous 
nous sommes satisfaits des règles du tableau suivant, qui correspondent à notre définition de 
stratégies correctes et stratégies erronées : 
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Tableau 2 - Table de conversion d’indices d’application vers les indices de maîtrise. 
La stratégie en 
question est-
elle... 
Stratégie 
pertinente ? 
Y a-t-il une strat. 
concurrente plus 
prioritaire ? 
L’expert stratégique 
produit un indice de ... 
Appliquée Oui Indifférent Maîtrise 
Appliquée Non Indifférent Non maîtrise 
Non appliquée Oui Non Non maîtrise 
Non appliquée Indifférent Oui / 
 
L’expert stratégique est responsable de propager les indices de maîtrise sur les stratégies 
parentes. S’il y a un indice qu’une stratégie fille est maîtrisée, et qu’il n’y ait pas d’indice de 
non maîtrise de toute autre stratégie fille ayant la même mère, la stratégie mère est créditée 
d’un indice de maîtrise également. 
4.3.5  Après chaque exécution de procédure primitive  
 Nous venons de voir le système de cumul d’indices de maîtrise et de non maîtrise d’une 
stratégie en examinant une procédure primitive. Une probabilité de maîtrise de chaque 
stratégie impliquée dans le choix de la PP exécutée peut être calculée en divisant le nombre 
d'indices de maîtrise par le nombre total d'indices. Un degré de confiance est accordé à cette 
probabilité, dans le sens où plus d'indices seront collectés sur l'utilisation, bonne ou 
mauvaise, d'une stratégie, plus fiable sera la probabilité. Dans notre cas, le degré de confiance 
est simplement égal au nombre total d'indices. 
À la fin du processus de résolution, le système calcule la probabilité de maîtrise globale de 
chaque stratégie impliquée dans l'ensemble de résolution. On utilise la règle suivante : 
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Pour chaque stratégie, le degré de confiance global sera la somme de tous les indices de 
confiance récoltés dans toutes les PPs exécutées. 
Les données sont à ce stade à la disposition du module apprenant pour mettre à jour le profil 
de l’apprenant. 
Bien entendu, ces probabilités supposent que la stratégie pédagogique appliquée lors de 
l’activité soit suffisamment souple pour que le module pédagogue laisse l’apprenant 
continuer une résolution non optimale d’un point de vue stratégique. Si la stratégie 
pédagogique est suffisamment stricte pour forcer l’apprenant à utiliser les stratégies de 
manière optimale à chaque choix de procédure primitive, il n’y aura pas d’indice de non 
maîtrise dans le registre global. Dans ce cas, il serait judicieux de remplacer les indices de 
non maîtrise par les occurrences où le module pédagogue est intervenu pour corriger 
l’apprenant. 
Si les valeurs de probabilité de maîtrise proches de 70~100% ou de 0~30% signifient 
réellement que l’apprenant maîtrise bien ou mal une stratégie particulière, les valeurs de 
probabilité proches de 50% ne correspondent pas forcément à une incertitude, mais pourraient 
plutôt signifier que l’apprenant n’a même pas conscience de l’existence de cette stratégie. Ces 
valeurs pourraient être dues au bruit, tel que décrit dans le chapitre relatif aux tests. 
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Chapitre 5 
Laboratoires de test 
Dans ce chapitre, nous commençons par mentionner les travaux sur le laboratoire de l’analyse 
des circuits électriques à courant continu. Par la suite, nous présenterons les deux laboratoires 
relatifs aux domaines réels, modélisés dans le but d’illustrer le formalisme de représentation 
des connaissances proposé, et d’en montrer les possibilités et les avantages. En premier lieu 
sera abordé le laboratoire d’addition de nombres naturels. Celui-ci a servi aux tests détaillés 
dans le chapitre suivant. Le laboratoire de réduction booléenne sera abordé par la suite. 
Le but de développer ces deux laboratoires était de confirmer que la notion de stratégie telle 
que nous l'avons présentée est bien sous la forme d'une unité pédagogique. De plus, il s'agit 
d'évaluer le formalisme sur deux points : (1) Le degré de fidélité avec lequel la modélisation 
d’un domaine peut être faite, et le degré de facilité à y parvenir comparé à l’utilisation du 
formalisme standard d’ASTUS, et (2) l’aptitude d’interpréter d’un point de vue stratégique 
les actions de l’apprenant, ce qui se répercute sur l’aptitude de lui prodiguer des messages 
pédagogiques adéquats. 
5.1  Laboratoire d’analyse des circuits électriques à courant continu 
 Initialement, ce domaine allait être modélisé avec l’objectif de tester la robustesse de 
l’architecture d’ASTUS. La méthodologie en vigueur au laboratoire ASTUS était de 
multiplier les encodages de divers domaines afin de définir les limites du formalisme de 
représentation des connaissances et d’en identifier les lacunes. 
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Un laboratoire d’analyse de circuits (ACCC) a été donc implémenté : une interface à été 
conçue (fig.11), les actions à son niveau ont été définies et les connaissances correspondantes 
modélisées. Les exercices étaient enregistrés sous la forme de fichiers XML, et le laboratoire 
générait automatiquement le circuit électrique correspondant. Un générateur de problèmes 
aléatoires à partir de besoins pédagogiques était même en développement. 
 
Figure 11 -  Interface du laboratoire d’analyse de circuits en courant continu (ACCC) 
Lors de la résolution d’exercices simples, voir triviaux, aucun problème majeur n’est apparu, 
à part  la confirmation qu’il est nécessaire d’introduire ce qui sera par la suite appelé les 
« requêtes » [35]. C’est  lors de l’apparition d’exercices relativement complexes que des cas 
problématiques sont apparus. Un problème pouvait avoir plusieurs solutions possibles, et les 
observations suivantes ont pu être faites : 
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a. Des ensembles de solutions avaient les mêmes caractéristiques. Par exemple, favoriser 
l’introduction d’un nombre minimal d’inconnues. Ces caractéristiques n’étaient pas 
explicitement décrites. 
b. Des ensembles de solutions étaient influencées par un même raisonnement à 
différentes étapes. Par exemple, privilégier systématiquement le travail sur un type 
particulier de grandeur (tension, etc). Cependant, il n’y avait pas moyen de représenter 
ce raisonnement. 
c. Pour bon nombre de problèmes, les solutions étaient classifiables en plus ou moins 
optimales, selon les caractéristiques mentionnées plus haut. Par exemple, le fait de 
s’en tenir à la manipulation des valeurs de tension évitait d’introduire des grandes 
équations générées par l’application de la loi des nœuds. Dans l’architecture 
d’ASTUS, il n’y avait aucun moyen d’évaluer l’optimalité d’une étape par rapport à 
une autre. 
d. Même si des solutions étaient équivalentes du point de vue de l’optimalité, le besoin 
est apparu de forcer l’apprenant à adopter un raisonnement particulier, rendant 
certains choix, et par conséquent certaines catégories de solutions plus avantageuses 
que d’autres. 
e. Certains cheminements de raisonnement ne parvenaient pas à une solution mais 
ramenaient à un point antérieur de la résolution. Par exemple, pour trouver une 
valeur inconnue, l’étudiant avait besoin de chercher une nouvelle valeur inconnue, et 
ainsi de suite jusqu’à ce qu’il découvre qu’il est retombé sur la valeur inconnue 
initiale. Étant donné qu’il n’y avait aucun mécanisme pour effectuer une supervision 
générale tout au long du processus de résolution et guider les choix à entreprendre, 
toutes les étapes de l’étudiant pouvaient être déclarées valides, alors qu’ils ne 
menaient pas à la solution. 
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Ces observations ont d’abord donné lieu à des tentatives de contourner ces limites par des 
ajouts massifs au niveau des connaissances procédurales. Les efforts d’encodage subséquents 
et le volume de la base des connaissances qui en ont résulté nous ont poussés à imaginer une 
solution plus radicale. Cette prise de conscience fut à la base des travaux présentés dans cette 
thèse. 
Après que la notion de stratégie et des concepts annexes aient été formalisés,  et l’architecture 
les exploitant réalisée, la modélisation d’ACCC avec le nouveau formalisme ASTUS-S fut 
entamée. La modélisation des stratégies d’ACCC donna lieu à bon nombre d’ajustements et 
de révisions. En fin de compte, des stratégies d’ACCC ont pu être aisément modélisées, telles 
que : 
« Favoriser les opérations qui minimisent le nombre d’inconnues introduites » 
 « Privilégier un seul type de grandeur » 
À ce stade, deux obstacles majeurs sont apparus quant-au choix d’ACCC comme laboratoire 
de base pour valider ASTUS-S et l’approche de l’enseignement explicite des stratégies : 
• Le domaine, bien que montrant très bien la nécessité d’introduire des stratégies, n’en 
présentait pas une grande variété. Depuis le début des travaux, la notion formelle de 
stratégie a connu une évolution importante au gré des domaines analysés et modélisés. 
Nous avons constaté que deux, voire trois stratégies suffisaient à une résolution 
éclairée de la plupart des problèmes. Illustrer les capacités d’ASTUS-S devenait 
problématique. Par exemple, il était difficile d’imaginer des stratégies hiérarchisées 
intéressantes et réalistes avec ACCC. 
• Afin de pouvoir mesurer l’impact de l’utilisation des stratégies sur une résolution d’un 
problème d’ACCC, il est impératif que le problème soit d’une complexité suffisante 
pour avoir plusieurs solutions. Cela implique que la population impliquée dans les 
tests de validation doit avoir un haut niveau de familiarité avec les circuits électriques. 
D’autre part, nous nous sommes également rendu compte que les étudiants ayant ce 
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niveau de familiarité ont également acquis le même ensemble de stratégies. Étant 
donné que les tests de validation prévoyaient de faire participer les étudiants au 
processus de modélisation des stratégies, il y avait de grandes chances qu’il n’y ait pas 
suffisamment de variété dans les stratégies produites. Il fallait trouver une population 
avec un niveau de compétences situé dans un intervalle restreint. La logistique et les 
coûts pour trouver une telle population ne nous étaient pas accessibles. 
Ces raisons nous ont empêchés d’expérimenter avec ACCC.  Nous avons choisi d’autres 
domaines pour illustrer la notion de stratégie telle que nous la concevons, ainsi que 
l’architecture ASTUS-S. Les raisons du choix de ces domaines sont expliquées plus loin. 
ACCC, quant-à lui, a pour caractéristique d’être le premier domaine rencontré démontrant la 
nécessité d’entamer les recherches ayant abouti à ASTUS-S. 
5.2  Laboratoire d’addition de nombres naturels 
Ce domaine a été choisi à cause de ses propriétés intéressantes : 
- Des connaissances procédurales simples à modéliser, et la possibilité d’utiliser des 
interfaces claires et intuitives. 
- Une large population maîtrisant le domaine, ce qui rend moins problématique la 
sélection de candidats pour les tests et permet de ne pas s’attarder sur les degrés de 
maîtrise des connaissances procédurales (additionner deux nombres) et la 
modélisation des procédures erronées. 
- Les diverses manières d’additionner une série de nombres naturels correspondent à 
une grande variété de stratégies à modéliser. Ce qui, associé à la caractéristique 
précédente, permet de recruter une population aux connaissances très diversifiées  
pour participer aux tests. 
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Le point faible de ce domaine est le manque de profondeur des arbres de résolution. En ce qui 
concerne le formalisme proposé, cela implique que les pertinences stratégiques globales et 
locales sont égales pour chaque procédure primitive candidate. 
5.2.1  Déroulement de l'expérimentation  
 On demande au sujet d’additionner de la manière qu’il juge optimale une liste de nombres 
naturels. Jusqu’à l’obtention du résultat final, il a le choix de la prochaine paire de nombres 
naturels à additionner. Le sujet  maîtrise la notion de l’addition de deux nombres, et l’entrée 
du résultat ne lui est pas demandée. Il se contente de le prononcer oralement. 
5.2.2  Interface  
 L’interface est minimaliste et délibérément dépourvue de toute indication que l’utilisation de 
connaissances stratégiques a un intérêt ou qu’elles sont interprétées par le système. Le sujet 
est invité à sélectionner deux chiffres qu’il veut additionner au moyen de la fenêtre montrée 
sur la figure 12. 
Figure 12 -  Fenêtre principale du laboratoire d’addition. Activité à l’étape initiale. 
 
La quantité de nombres à additionner ainsi que les nombres eux-mêmes sont générés 
aléatoirement. Ils sont tous inférieurs ou égaux à 10 initialement. Cela permet de séparer, le 
cas échéant, les stratégies relatives aux nombres à un chiffre des stratégies relatives aux 
nombres à deux chiffres ou plus. 
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5.2.3  Modélisation des connaissances 
 Les connaissances procédurales relatives au domaine sont montrées sur la figure 13. La 
principale composante est une procédure complexe d’additionner deux nombres, 
PC_additionner_deux_nombres, intégrée dans une boucle while. La procédure complexe fille 
de la boucle while est une procédure de type choice qui permet de choisir une instance 
particulière de PC_additionner_deux_nombres, à laquelle deux nombres sont associés 
comme paramètres. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
Figure 13 -  Connaissances procédurales du domaine de l’addition. 
B_faire_addition 
PC_faire
_addition 
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Sans connaissances stratégiques, il aurait fallu définir des procédures complexes équivalentes 
à PC_additionner_deux_nombres correspondant à chaque combinaison de stratégies utilisées, 
d’autant plus que nous avons intérêt à définir et à présenter à l’apprenant des connaissances 
pédagogiques propres à chaque procédure complexe. Ainsi, à supposer que les seules 
stratégies du domaine seraient (1) de choisir les deux plus petits nombres, (2) de privilégier 
les nombres multiples de 5 et (3) privilégier des nombres identiques, il aurait fallu définir les 
procédures complexes suivantes : 
 
PC_additionner_les_deux_plus_petits_nombres 
PC_additionner_deux_nombres_multiples_de_5 
PC_additionner_deux_nombres_identiques 
PC_additionner_les_deux_plus_petits_nombres_s’ils_sont_aussi_multiples_de_5 
PC_additionner_les_deux_plus_petits_nombres_s’ils_sont_aussi_identiques 
PC_additionner_des_nombres_multiples_de_5_s’ils_sont_aussi_identiques 
PC_additionner_des_nombres_identiques_multiples_de_5_s’ils_sont_les_plus_petits 
 
La dernière procédure de la liste, par exemple, est nécessaire si nous voulons : 
- Prodiguer à l’apprenant des messages pédagogiques optimaux prenant en 
considération les trois stratégies. 
- Interpréter correctement l’action d’un apprenant par rapport aux trois stratégies et 
mettre à jour l’estimation des connaissances de celui-ci vis-à-vis de ces stratégies6.  
 
Si le domaine est représenté par le formalisme classique, une augmentation du nombre de 
stratégies entraîne une explosion dans la complexité de l’arbre de résolution, une redondance 
dans les connaissances procédurales et une augmentation de situations d'ambiguïté, c’est à 
dire de situations où les parents des buts/procédures de niveaux inférieurs ne sont pas 
directement identifiables. 
                                                 
6 Rappelons que selon le modèle, deux procédures indépendantes ne peuvent être exécutées simultanément. 
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L’introduction de la notion de stratégies dans la modélisation d’un domaine permet d'encoder 
les connaissances d'une façon concise. Dans le cas de l’addition des nombres naturels, la 
modélisation se fait avec une seule procédure. Nous verrons qu’en plus, cela n’a en rien 
diminué les possibilités pédagogiques du modèle, bien au contraire. 
5.2.3.1  Stratégies modélisées 
La liste des stratégies modélisées pour le domaine de l’addition est le résultat d’une collecte 
d’informations auprès des sujets ayant accepté d’effectuer les tests décrits dans le chapitre 
suivant. La modélisation des stratégies optimales dans ce travail est d’un intérêt secondaire, 
comparé à celui de tester la possibilité de modéliser le plus large spectre possible de 
stratégies.  
Afin d’éviter les confusions et de faciliter la compréhension, nous ferons une distinction entre 
les stratégies proposées par les sujets questionnés, formulés en langage naturel, et leur 
équivalent modélisé par notre formalisme. Nous appellerons les premières méthodes, 
réservant la dénomination de stratégies aux secondes. La liste des méthodes à modéliser, 
classée de la moins à la plus intéressante par les sujets questionnés, est la suivante : 
 
a. Additionner les deux plus petits nombres de la liste. 
b. Privilégier l’addition de nombres égaux (ex. 4+4). 
c. “Gonfler” un nombre en continu, c’est-à-dire prendre le résultat de la précédente addition  
 et lui ajouter un autre chiffre. 
d. Additionner deux nombres dont le premier se retrouve dans la table de multiplication  de  
 l’autre. Les nombres 1, 2 et 3 ne sont pas concernés (ex. 42+7, 45+9, 64+8...). 
e. Additionner des nombres se terminant par 5 avec des nombres se terminant par 0 (ex.  
 15+10). 
f. Ajouter tant que possible un nombre de même valeur au résultat précédent (ex. 16+7,  puis  
 +7, puis +7 ...). 
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g. Favoriser les nombres dont les unités sont complémentaires par rapport à 5, c’est-à-dire les 
nombres dont la somme est un nombre dont le chiffre des unités est 5 (4+1 et 3+2). 
h. Favoriser les nombres dont les unités sont complémentaires par rapport à 10, c’est-à-dire 
les nombres dont la somme est un nombre dont le chiffre des unités est 0  (ex. 17+13). 
i. Additionner les nombres se terminant par 0 entre eux et les nombres se terminant par 5 
 entre eux (ex. 15+25 et 10+30). 
j. Construire de nouveaux multiples de 5. 
k. Privilégier les multiples de 5 existants. 
l. Se concentrer sur les multiples de 5. 
 
Comme expliqué précédemment, ces méthodes peuvent être représentées sous forme 
procédurale, que ce soit par une procédure complexe unique  (par exemple, la stratégie a) ou 
par des boucles while (par exemple, la stratégie c : tant qu’il y a des nombres de valeur X, 
continuer d’ajouter X au résultat précédent). Cependant, l’utilisation des stratégies apporte 
des améliorations et des possibilités additionnelles de représentation résumées dans les points 
et les exemples suivants : 
5.2.3.2  Hiérarchisation des stratégies  
 Nous constatons que la méthode l (Se concentrer sur les multiples de 5) englobe les 
méthodes j (Construire de nouveaux multiples de 5) et k (Privilégier les multiples de 5 
existants), et qu’elle est de plus haut niveau que celles-ci, dans le sens où elle focalise plus 
sur une attitude à maintenir que sur la manière d’y parvenir. Cette méthode est un bon 
candidat à la modélisation sous forme de stratégie complexe. Elle aura pour filles les deux 
stratégies j et k, et aura comme condition d’arrêt de pertinence est l’absence d’opérandes à 
moins de trois chiffres. En effet, si l’apprenant s’entête à additionner des nombres à trois 
chiffres ou plus uniquement parce que ce sont des multiples de 5, cela voudra dire qu’il n’a 
pas compris l’utilité de la stratégie et l’utilise donc mal. 
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Même si la stratégie k n’est pas applicable, le fait d’avoir appliqué la stratégie/méthode j 
constitue un indice d’avoir appliqué la stratégie mère l. Par contre, le fait d’avoir utilisé une 
stratégie moins intéressante que k ou j alors que l’une d’elles ou les deux étaient applicables 
ajoute un indice de non application de la stratégie mère pour cet apprenant. 
Notons que les stratégies filles d’une même stratégie peuvent suggérer des candidats 
différents, puisque nous appliquons ici les règles générales relatives à la priorité des 
stratégies. 
Utilisant le même raisonnement, nous pouvons dire que la méthode k (Privilégier des 
multiples de 5 existants) englobe, elle aussi, les méthodes de niveau moins élevé i 
(Additionner les nombres se terminant par 0 entre eux, et ceux se terminant par 5 entre eux) 
et e (Additionner les nombres se terminant par 5 avec ceux se terminant par 0). 
De même, la méthode j (Construire de nouveaux multiples de 5) englobe les méthodes g 
(Favoriser les nombres dont l’addition donnera un nombre avec 5 comme chiffre des unités) 
et h (Favoriser les nombres dont l’addition donnera un nombre avec 0 comme chiffre des 
unités). 
La hiérarchisation des stratégies introduit des notions de plus en plus abstraites de résolution 
(Se concentrer sur..., Privilégier...). Il en résulte une augmentation d’expressivité sans une 
explosion des connaissances procédurales. 
5.2.3.3  L’utilisation simultanée de stratégies  
Deux exemples peuvent illustrer l’utilisation simultanée de stratégies : 
Supposons que l’apprenant fasse la séquence suivante : 35+15, puis +10, puis +5, puis +5. 
L’expert stratégique détecte dans ces actions l’application de la stratégie k (privilégier les 
multiples de 5 existants) et simultanément, il détecte l’application de la stratégie c, c’est-à-
dire celle prônant de reprendre le résultat de l’addition précédente comme opérande de 
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l’addition actuelle. Ces actions montrent que l’apprenant a peut être appliqué ces deux 
stratégies et l’expert stratégique doit amasser les indices correspondants d’utilisation. 
Selon le raisonnement expliqué plus haut dans ce chapitre, en l’absence de connaissances 
stratégiques, afin de garantir la même pertinence des messages stratégiques, il aurait fallu 
établir trois procédures primitives distinctes correspondant à l’utilisation de la première 
stratégie, de la seconde, puis des deux simultanément. 
Un autre exemple serait l’entrée de la séquence suivante par l’apprenant : 21+7, +7, +7, +7 
Dans ce cas, l’expert stratégique détecte l’application simultanée des stratégies c, d et f 
(réutiliser le résultat précédent, utiliser la table de multiplication d’un nombre, ajouter le 
même nombre tant que possible). L’apprenant est crédité d’indices d’application des trois 
stratégies au cours de la séquence. 
Les messages d’aide éventuels et la justification de l’expert quant-au choix de la séquence 
mentionnent les trois stratégies. Là également, une modélisation procédurale aurait été 
redondante et volumineuse, le nombre de procédures à présenter étant égal à 7. 
5.2.3.4  L’opportunisme 
 Supposons que l’apprenant fasse les deux séquences d’additions suivantes : 
(a) 1+1, +3, +1 
(b) 3+2, 3+2, 5+5, 4+1 
Dans le cas (a), l’expert stratégique comprend que l’apprenant additionne les plus petits 
nombres de la liste (stratégie a) et privilégie l’addition de nombres égaux  (stratégie b). 
Cependant, après la première addition, le nombre 2 est apparu, et soudainement l’opportunité 
d’utiliser une stratégie plus efficace se présente (stratégie j, avec 2+3). Si l’apprenant 
l’applique, cela ne signifiera pas l’abandon de la stratégie a. Elle demeure pertinente et peut 
être réappliquée dès la décision stratégique suivante. Si nous considérons que le 5 obtenu et 
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un chiffre 1 se trouvant dans la liste sont les nombres les plus petits, le fait que l’apprenant 
les additionne au cours de la prochaine action permet à l’expert stratégique d'inférer que 
l’apprenant a poursuivi l’application de la stratégie a. De telle façon, la prise en compte de la 
stratégie a n’a jamais été interrompue. L’apprenant a juste saisi l’opportunité d’en utiliser une 
autre plus optimale. 
Similairement, dans le cas (b), l’apprenant crée de nouveaux multiples de 5 en additionnant 
3+2, puis 3+2 (stratégie j). À ce stade de la résolution, il saisit l’opportunité de travailler avec 
des multiples de 5 existants (stratégie k). Par la suite, il poursuit l’application de la stratégie j 
qui n’a pas cessé d’être pertinente. Le formalisme proposé permet de modéliser ce 
comportement, et l’expert stratégique est capable de le détecter. 
Une modélisation purement procédurale équivalente aurait consisté en une procédure 
complexe sous la forme d’une boucle de type while (tant qu’il y a des additions qui 
engendreront un nouveau multiple de 5). La rigidité d’une boucle n’aurait pas permis de saisir 
une opportunité d’appliquer une autre stratégie (dans ce cas effectuer une autre addition que 
celles préconisées par la boucle) et de revenir au déroulement normal de la boucle par la 
suite. Une modélisation sans boucle est possible, mais dans ce cas la connaissance relative au 
domaine qui préconise de persévérer dans la création de nouveaux multiples de 5 ne peut être 
représentée. De ce fait, aucun message pédagogique ne pourra lui être associé, et l’application 
de cette connaissance par l’apprenant ne pourra pas être détectée. 
5.2.3.5  Variété et précision accrues des messages pédagogiques 
 Lors de l’apprentissage de domaines décrits exclusivement avec des connaissances 
procédurales les interventions pédagogiques sont limitées à ces connaissances. Ainsi, outre 
les messages pédagogiques génériques propres à la nature de certaines procédures complexes 
(boucles for et while), les messages traiteront forcément des buts et des procédures utilisées 
soit la stratégie pédagogique utilisée. Dans le cas du domaine de l’addition pris tel quel, nous 
pouvons imaginer les messages suivants : 
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- “Veuillez procéder à l’addition de la série de nombres” : Message pédagogique lié 
au but initial ou à la procédure complexe qui en découle. 
- “Il reste encore des nombres à additionner” : Message générique associé à une 
procédure complexe contenant une boucle while. Le message générique a été adapté 
au domaine enseigné en puisant dans la description sémantique des arguments de la 
procédure (dans ce cas, c’est “nombre à additionner”). 
- “Additionnez deux nombres de la liste” : Message relatif au but 
But_additionner_deux_nombres ou à la procédure PC_additionner_deux_nombres. 
- “Choisissez le premier nombre à additionner” et “Choisissez sur le second nombre 
à additionner” : Messages relatifs aux procédures primitives ou aux buts qui y ont 
donné lieu. 
 
L’introduction de la notion de stratégie permet d'accroître la diversité et la pertinence des 
messages pédagogiques, ne se limitant plus à informer l’apprenant de son meilleur choix, 
mais en soulignant les faits qui motivent ce choix. Le message pédagogique suivant est 
possible : 
“Vous devriez ajouter 42 et 7 car 42 est un multiple de 7. Par ailleurs, 42 est le résultat de 
l’addition précédente, et vous aviez déjà utilisé un 7 lors de l’addition précédente”. 
Il est vrai qu’un travail supplémentaire sera nécessaire pour garantir que la syntaxe de chaque 
message soit irréprochable. Le défi est de taille, et fait l’objet de recherches indépendantes 
[56]. Néanmoins, l’ensemble des informations présentées dans l’exemple est disponible. Le 
conseil d’ajouter 42 et 7 est une information pédagogique liée à la procédure complexe, alors 
que les trois informations suivantes correspondent aux informations pédagogiques de chacune 
des stratégies pertinentes conseillées par l’expert stratégique (stratégies d, c et f 
respectivement). Bien entendu, la nature des messages ainsi que l’information transmise 
dépendraient grandement de la stratégie pédagogique appliquée. Les informations présentées 
d’un seul coup dans le message précédent pourraient être par exemple présentées 
séquentiellement à chaque demande d’aide, en commençant par les allusions des stratégies à 
adopter. 
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Tableau 3 - Exemples de messages pédagogiques possibles. 
No. Message Origine 
1 
Il faudrait se concentrer sur les 
multiples de 5. 
Stratégie complexe l. 
2 
Vous devriez commencer par les 
multiples de 5 qui existent déjà dans la 
liste. 
Stratégie complexe k. 
3 
Il y a intérêt à additionner des 
multiples de 5 même si les chiffres de 
leurs unités ne sont pas égaux (ex. 20 
et 45). 
Stratégie i. 
4 
Et si vous identifiiez les deux plus 
petits nombres de la liste ? 
Stratégie a. 
5 
Veuillez procéder à l’addition de 
nombres de la liste, deux par deux. 
But initial B_effectuer_addition. 
6 
Il reste encore des nombres à 
additionner. 
Message générique d’une PC avec 
boucle while. 
7 Additionnez deux nombres de la liste. But B_additionner_deux_nombres. 
8 Examinez les nombres 10 et 15 
Procédure complexe 
PC_additionner_deux_nombres. 
Variante du message se concentrant sur 
les arguments et non sur la procédure 
elle-même. 
9 Additionnez les nombres 10 et 15 
Procédure complexe 
PC_additionner_deux_nombres. 
10 
Choisissez un premier [second] 
nombre à additionner. 
Procédure primitive de choisir un 
nombre dans la liste. 
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Le tableau 3 regroupe l’ensemble des messages unitaires qui pourraient être générés si 
l’action optimale est d’additionner 15 et 10 et que ce seraient les deux plus petits nombres de 
la liste. L’agent pédagogue décidera de la manière optimale de transmettre ces messages : les 
conditions de leur affichage, leur ordre, leur affichage individuel ou sous la forme d’un 
message combiné. À travers les messages, l’exemple illustre l’avantage d’avoir des stratégies 
actives simultanément et la hiérarchisation des stratégies. 
Comme stipulé auparavant, une diversité équivalente de messages pédagogiques peut 
théoriquement être atteinte sans introduction de stratégies en modélisant sous forme de 
procédure complexe chaque combinaison de stratégies pouvant être appliquées. L’explosion 
du nombre de procédures et l'extrême redondance des informations pédagogiques rend cette 
solution inintéressante. Pour pouvoir offrir un message équivalent à celui de l’exemple de 
42+7, il faudrait définir une procédure complexe à utiliser uniquement lorsque les conditions 
de pertinence correspondant aux trois stratégies de l’exemple sont satisfaites. 
5.3  Laboratoire de réduction booléenne  
 Le second domaine réel modélisé dans le cadre de ce travail est la réduction booléenne. Les 
connaissances sémantiques et procédurales sont plus volumineuses que celles relatives à 
l’addition de nombres naturels, alors que le nombre de stratégies applicables est moins 
important. La réduction booléenne offre néanmoins suffisamment de liberté pour qu’une 
modélisation de stratégies soit intéressante. 
5.3.1  Déroulement de l'expérimentation  
 Le système fournit à l’apprenant une expression booléenne à réduire en appliquant des lois 
du domaine. L’apprenant choisit les lois et les parties de l’expression sur lesquelles les 
appliquer. À chaque expression est lié un nombre limité d’étapes au cours desquelles 
l’apprenant est appelé à choisir la séquence de lois à appliquer qu’il juge optimale. 
L’apprenant type qui serait amené à utiliser ce laboratoire est supposé maîtriser suffisamment 
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les lois de l’algèbre booléenne, et la modélisation des erreurs procédurales n’était pas 
d’actualité. 
5.3.2  Interface  
 Dans une approche similaire au laboratoire de l’addition, l’interface est dépourvue de toute 
indication que l’utilisation de connaissances stratégiques a un intérêt ou qu’elles sont 
interprétées par le système. L’interface n’a servi que pour la validation du modèle des 
connaissances proposé, et une interface plus riche peut être réalisée avec des modifications 
minimales des connaissances. L’interface utilisée est illustrée sur la figure 14. 
 
 
Figure 14 -  Fenêtre principale du laboratoire de réduction booléenne. 
5.3.3  Modélisation des connaissances 
 Dans ce qui suit, nous utiliserons les symboles A à E et G à I pour les variables, les symboles 
X et Y pour des variables génériques, F pour la constante de vérité Faux et V pour la 
constante de vérité Vrai. 
Les connaissances sémantiques et procédurales sont plus riches que celles du laboratoire 
d’addition. Nous retrouvons les concepts d’opérandes, de termes simples et complexes, 
d’inversions et de constantes de vérité. De plus, le modèle contient le concept de 
configuration, dont les sous-concepts sont des configurations particulières. Grâce à elles, des 
sous-expressions telles que (A+B)C'+C sont identifiées comme étant une occurrence de la 
configuration AX'+X. Parmi les autres configurations, il y a celles qui impliquent des 
constantes faux (F) et vrai (T). XF, XT, X+F, X+T. L’application de chaque loi correspond à 
l'exécution  d'une procédure complexe qui prend en argument la partie de l’expression 
booléenne concernée par la loi. Par exemple, l’action choisie par l’apprenant sur la figure 12 
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correspond à l’exécution de la procédure complexe PC_appliquer_X+F->X avec l’argument 
de type ComplexTerm (A+BD+F)’. 
Le tableau 4 illustre comment l’expression booléenne A+BF+C(DE)’+GH(I+T) est 
représentée avec les concepts définis. Dans cet exemple, les variables et les constantes ne 
sont utilisées qu’une seule fois pour des faciliter la compréhension. 
 
Tableau 4 -  Concepts instanciés pour représenter l’expression, A+BF+C(DE)’+GH(I+T). 
 
Instances Concept instancié… (arguments entre parenthèses) 
A, B, C, D, E, G, H, I Variable 
F, T Constant 
A, I, T SimpleOperand 
B, F, C, F, G, H SimpleTerm 
BF Operand (B, F), Configuration_xF=F (B, F) 
(I+T) ComplexTerm (H, T), Configuration_x+T=T (I, T) 
DE SingleOperandTerm (D, E) 
(DE)’ Inversion (DE) 
C(DE)’ Operand (C, (DE)’ ) 
GH(I-T) Operand (G, H, (I+T) ) 
Expression entière ComplexTerm (A, BF, C(DE)’, (GH(I+T)  ) 
 
Une importante partie des connaissances se retrouve dans les règles JESS. Ces dernières ont 
pour but de classifier les opérandes, les termes et les expressions initialement déclarés 
génériques en cas particuliers sur lesquels des règles peuvent s’appliquer. Par exemple, Une 
opérande XF composée des termes simples X et F sera automatiquement classifiée comme 
cas candidat à la réduction XF->F. 
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5.3.3.1  Stratégies modélisées  
Le laboratoire de réduction booléenne n’a pas servi de base à des tests. Néanmoins, Une 
partie des étudiants ayant participé aux tests relatifs à l’addition ont accepté de contribuer à 
l’établissement d’une liste de méthodes (stratégies) de réduction booléenne. Là également, il 
ne s’agit pas de chercher les stratégies optimales, mais de se concentrer sur la diversité. 
Les méthodes retenues pour être représentées sous forme de stratégies ont été les suivantes : 
 
a. Se concentrer sur les constantes.  
b. Minimiser le nombre de constantes existantes. 
c. Provoquer l’apparition de nouvelles constantes.   
d. Favoriser les lois qui diminuent le nombre de termes et d’opérandes. 
e. Réduire au maximum une partie de l’expression avant de passer à une autre. 
f. Réduire en priorité les parties de l’expression les plus complexes. 
g. Minimiser le nombre de termes complexes dans les opérandes de l’expression (au   
    moyen des lois de De Morgan et de la distributivité. Ex: l’opérande AB’(DF)’ se   
    transformera en opérandes AB’D’ + AB’T). Une autre description de l’approche serait  
    de se rapprocher au maximum de la forme canonique de l’expression. 
  
L’utilisation du modèle proposé pour représenter ces stratégies procure les mêmes avantages 
cités lors de la description du laboratoire précédent. En voici quelques exemples : 
 
5.3.3.2  Hiérarchisation des stratégies 
 La méthode a (se concentrer sur les constantes de vérité) est une reformulation plus abstraite 
des méthodes b et c. Ces trois méthodes sont modélisées sous la forme d’une stratégie 
complexe ayant deux stratégies filles. 
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5.3.3.3  L’utilisation de stratégies multiples simultanément  
 Il suffit d’imaginer une expression booléenne avec un nombre suffisant de constantes de 
vérité pour qu’il existe plus d’une approche pouvant réduire leur nombre. Il s’agira par 
exemple de réduire le nombre de constantes de vérité tout en s’efforçant de réduire au 
maximum une partie particulière de l’expression. Ce serait l’application simultanée des 
stratégies b (Minimiser le nombre de constantes de vérité existantes) et e (Réduire au 
maximum une partie de l’expression avant de passer à une autre).  
Bien entendu, afin de garder la même expressivité des messages pédagogiques et maintenir le 
pouvoir d’interprétation de l’expert stratégique, il aurait fallu encoder trois procédures 
complexes distinctes. 
5.3.3.4  L’opportunisme 
En théorie, nous pouvons enrichir les connaissances sémantiques, procédurales et stratégiques 
jusqu’à obtenir une résolution parfaite en toute circonstance. Cela alourdirait évidemment les 
messages pédagogiques, qui finiraient par être des descriptions de résolution de cas 
particuliers se rapprochant plus ou moins de l’expression à réduire. L’objectif d’ASTUS est 
de simuler un enseignant ou un expert du domaine en faisant un compromis entre son 
aptitude à résoudre les problèmes de manière optimale et sa capacité à fournir des 
explications et des justifications claires à chaque étape. C’est pour cela qu’au cours d’une 
résolution, des opportunités d’appliquer une stratégie peuvent être inattendues. Supposons 
que les fragments d’expression suivants font partie de l’expression à réduire : 
(a) ... + (AB)’ + A + ... 
(b) ... + A(A+A’B)’ + ... 
Dans les deux cas, ni l’agent expert, ni l’expert stratégique n’anticipent l’apparition d’une 
opportunité de créer une nouvelle constante de vérité deux étapes plus tard. La stratégie 
suivie peut être la g (se rapprocher de la forme canonique).  
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Dans le cas (a), s’il y a application de la loi de De Morgan, on aura : 
… + A’+ B’+A + … 
et donc une opportunité soudaine de provoquer l’apparition d’une constante de vérité 
(stratégie c, plus prioritaire). 
Même raisonnement dans le cas (b).  S’il y a application de la règle X+X’Y->X+Y, on aura : 
... + A(A+B)’ + ... 
et ensuite, après application de la loi de De Morgan : 
... + AA’B’ + ... 
Là également, une opportunité soudaine d’utiliser une stratégie plus prioritaire (c : provoquer 
l’apparition de nouvelles constantes de vérité) survient. 
La stratégie g reste pertinente, et son application sera poursuivie dans les étapes suivantes. Un 
apprenant procédant à la résolution de cette façon a correctement employé les deux stratégies 
c et g. Grâce au formalisme proposé, l’expert stratégique peut produire un tel raisonnement et 
le justifier. Il peut également interpréter les intentions d’un apprenant qui utiliserait cette 
approche. 
 
 
5.4  Réutilisation des stratégies  
 Le niveau d’abstraction que permet d’atteindre le formalisme présenté permet d’envisager la 
possibilité que des stratégies de haut niveau soient réutilisables d’un domaine à l’autre. 
Prenons les deux stratégies complexes suivantes comme exemple : 
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“Se concentrer sur des éléments particuliers de l’expression qui, grâce à leurs propriétés, 
permettraient soit une manipulation mentale plus aisée, soit des possibilités de manipulation 
additionnelles que les autres éléments n’auraient pas”. 
et, plus simplement : 
“Donner priorité aux cas particuliers sur les cas d’application générale”. 
Dans le premier exemple, les éléments particuliers sur lesquels il est recommandé de se 
concentrer peuvent tout aussi bien être les constantes de vérité dans une expression booléenne 
que les multiples de cinq en addition. Utilisant le formalisme proposé, cette stratégie peut être 
définie comme la stratégie complexe mère des stratégies l en addition et a en réduction 
booléenne. À ce niveau d’abstraction, on constate que le formalisme proposé permet 
d’encoder des connaissances en relation avec la métacognition [12]. Les avantages d’un 
formalisme pouvant représenter des stratégies multidisciplinaires sont plusieurs. Par exemple 
: 
• Offrir aux experts des domaines et aux chercheurs une plateforme permettant de tester 
aisément les degrés de réutilisation d’une habilité acquise par l’apprenant d’un domaine à 
l’autre. 
• Pour les stratégies dont la réutilisabilité a été démontrée, disposer d’un modèle de 
l’apprenant partiellement réutilisable d’un domaine à l’autre. 
• Constituer une banque de stratégies réutilisables dans une catégorie de domaines afin de 
fournir un outil pour les experts modélisant un domaine de la catégorie. 
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Chapitre 6 
Expérimentations 
Ce chapitre décrit la manière dont les objectifs fixés au début des travaux ont été atteints. Il 
traite des tests de validation effectués au moyen du laboratoire d’addition, avec l’aide d’un 
groupe d’étudiants en année préparatoire de l’École polytechnique de Montréal. Nous 
décrivons le déroulement des tests en précisant à chaque fois le but, les résultats relevés et 
l’interprétation. Le chapitre aborde également une comparaison des efforts à fournir par un 
expert introduisant une nouvelle stratégie dans des connaissances d’un domaine existant. 
 
Après avoir formalisé la notion de stratégie (objectif a.1), ce chapitre poursuit montrera que 
nous avons réussi à représenter la notion de stratégie sous la forme d'une unité pédagogique 
(objectif a.2). Elle a donc les caractéristiques suivantes : 
 
 a. Elle encode naturellement une connaissance ; 
 b. elle est utile dans la résolution de problèmes ; 
 c. elle peut être enseignée à l'apprenant ; 
d. son utilisation par un apprenant peut être détectée ;  
 e. le degré de sa maîtrise peut être évalué. 
 
L'atteinte de l’objectif  b.1 stipulant que le formalisme proposé doit permettre une diminution 
de l'effort d'encodage sans perte de richesse en termes d'interactions pédagogiques est encore 
une fois montrée ici. Mieux, on montre que le formalisme proposé accroît la richesse des 
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messages pédagogiques formulables car il permet d'y ajouter les connaissances pédagogiques 
liées aux stratégies. Ceci correspond à l'objectif b.2 du travail présenté. 
6.1  Tests de représentation 
6.1.1  But  
Le premier but de la série de tests est d'évaluer les possibilités du formalisme proposé de 
décrire des stratégies exprimées en langage naturel (caractéristique a d’une unité 
pédagogique). 
Le but du dernier test de la série est de confirmer que l’utilisation du formalisme proposé 
nécessite moins d’efforts de modélisation qu’une approche purement procédurale pour offrir 
un niveau équivalent de précision (objectif b.1). 
Description des tests : 
 Cette phase a été partiellement décrite dans le chapitre précédent. Il s’agissait de demander à 
un groupe de sept étudiants d’établir une liste de méthodes qu’ils utiliseraient pour 
additionner une liste de nombres naturels de la manière la plus optimale. Nous leur avons 
demandé (a) de fournir un maximum de détails sur “ce qu’il faut garder en tête” tout au long 
du processus d’addition pour en assurer l’efficacité. Par la suite, nous leur avons demandé (b) 
de compléter cette liste par des méthodes qu’ils considéreraient moins optimales, mais qui, à 
leur avis pourraient être utilisées par d’autres personnes, d’un niveau d’études moins élevé ou 
formées différemment. 
Les sept étudiants n’étaient pas informés du but de l’expérience et ignoraient à ce stade 
l’existence du projet ASTUS. L’expression clé dans la requête principale, “ce qu’il faut 
garder en tête”, est délibérément vague afin de laisser le maximum de liberté aux sujets dans 
leurs réponses. 
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L’étape suivante de la phase consistait à (c) encoder les méthodes proposées comme 
stratégies dans notre formalisme. Nous avons effectué la modélisation sans faire appel à des 
personnes externes ni aux étudiants participant aux tests afin d’éviter les délais nécessaires à 
l’apprentissage de notre formalisme. Le degré de facilité pour un utilisateur externe à 
maîtriser le formalisme et à modéliser un domaine particulier pourrait faire l’objet de travaux 
futurs. 
Lors de la modélisation, nous avons (d) noté les coûts pour introduire une nouvelle stratégie 
en termes de nombre de modifications à effectuer dans la base des connaissances d’un 
domaine et de leur importance. 
6.1.2  Résultats et interprétation 
6.1.2.1  Modélisation (étapes (a), (b) et (c)) 
 Les méthodes décrites dans les questionnaires des sept étudiants ont été présentées dans le 
chapitre précédent. Les critères déterminant le degré de réussite d’un encodage de méthode 
en stratégie sont (1) la préservation du sens initial de la méthode encodée et (2) les 
changements éventuels à apporter au formalisme pour encoder cette méthode. Un encodage 
réussi de toutes les méthodes est une preuve de la validité du formalisme proposé. 
Dans le chapitre précédent, nous avons montré que, d'une part, les méthodes ont été encodées 
en stratégies sans modifier leur sémantique (étape (c)) ; et d'autre part, aucune modification 
ad hoc du formalisme n'a été nécessaire. La représentation des méthodes en stratégies du 
formalisme a été donc réussie dans 100% des cas. Par conséquent, nous considérons que la 
caractéristique a d’une unité pédagogique est présente dans la notion de stratégie. 
Le même degré de réussite a été obtenu en appliquant ces trois phases sur le domaine de la 
réduction booléenne. Cinq des sept étudiants initiaux avaient accepté cette tâche 
supplémentaire. 
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6.1.2.2  Introduction d’une nouvelle stratégie (étape (d)) 
 L’introduction d’une stratégie simple, n’ayant pas de stratégie mère, dans le modèle du 
domaine a entraîné les extensions suivantes : 
a. Définir la stratégie (déclarer son nom, ses conditions de pertinence et d’arrêt de 
pertinence, ses critères de sélection des candidats). 
b. Produire les informations pédagogiques associées à la stratégie. 
c. Si la stratégie est associée à des métadonnées statiques, intégrer les métadonnées 
correspondantes dans les définitions des candidats (buts/procédures) concernés. 
d. Affecter à la stratégie une valeur de priorité en la comparant, en tant qu’expert du 
domaine, avec les stratégies existantes qu’elle serait amenée à concurrencer. 
 
Alors que l’encodage de la même stratégie sous forme procédurale nécessite les actions 
suivantes : 
 
a. Identifier tous les candidats qui pourraient être influencés par la nouvelle stratégie. 
b. Définir de nouvelles versions des candidats identifiés qui tiennent compte de la 
stratégie et les ajouter à la base des connaissances. Par exemple, à la procédure 
complexe PC_additionner_deux_nombres s’ajoute la procédure PC_additionner_les_ 
deux_plus_petits_nombres (introduction de la stratégie a). Notons que l’introduction 
d’une autre stratégie qui pourrait être utilisée simultanément avec la stratégie en cours 
entraîne l’apparition d’une nouvelle version des deux procédures de l’exemple. Ainsi, 
les deux nouvelles procédures définies sont PC_additionner_ deux_nombres_egaux et 
PC_additionner_les_deux_plus_petits_nombres_s’ils_ sont_egaux. 
c. Écrire les informations pédagogiques pour chaque nouveau candidat défini. 
d. Affecter à chaque nouveau candidat une valeur de priorité. Il faut noter qu’il n’existe 
pas dans le formalisme d’ASTUS de mécanisme de sélection de buts/procédures 
candidats au niveau procédural. 
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Dans les deux cas, la définition d’une nouvelle stratégie nécessite l’introduction des mêmes 
concepts du domaine (par exemple, le concept de nombre qui est le résultat de l’opération 
précédente, un nombre multiple de cinq, etc.). L'introduction des concepts n'est donc pas un 
critère de comparaison. 
Négligeons les changements mineurs apportés aux connaissances tels que l’introduction de 
métadonnées statiques ou l’affectation de priorités, et définissons l’ajout d’une stratégie, 
d'une procédure ou d'un but dans les connaissances comme l’action de le déclarer et de 
produire le matériel pédagogique lui correspondant. Cela permet de dire que les efforts pour 
ajouter une stratégie, un but ou une procédure sont comparables. 
Par ailleurs, on peut stipuler que : 
En utilisant le formalisme proposé, l'encodage d’une nouvelle méthode entraîne l’ajout d’une 
stratégie unique dans les connaissances, quel que soit le nombre de buts et de procédures qui 
seraient affectés par l’utilisation de celle-ci. 
L’introduction d’une nouvelle méthode dans des connaissances formulées d’une manière 
exclusivement procédurale entraîne l’ajout d’autant de buts/procédures additionnels que de 
candidats pouvant être affectés par la méthode. 
Ainsi, l’introduction de n stratégies, inter-compatibles et influençant le même nombre m de 
candidats, dans des connaissances nécessitera n ajouts de stratégies selon le formalisme 
proposé, ou (2n-1)m ajouts de candidats utilisant une approche procédurale. Cette 
constatation implique que l'objectif b.1 a été atteint. 
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6.2  Tests de résolution et d’interprétation régulière 
6.2.1  But  
La première étape de cette série de tests (désignée (a) plus loin) a pour but de  confirmer que 
l’expert stratégique utilise correctement les stratégies définies dans les connaissances pour 
résoudre les problèmes. Il s’agit de confirmer manuellement que chaque réponse produite par 
l’expert stratégique est optimale compte tenu des stratégies définies et appliquées 
(caractéristique b d’une unité pédagogique). 
L’étape (b.1) de la série a pour but de tester la capacité de l’expert stratégique à établir un 
profil et un suivi réalistes des connaissances stratégiques d’un apprenant (caractéristique d 
d’une unité pédagogique). Comme une évaluation exacte est impossible à effectuer vu le 
nombre réduit d’étudiants et la simplicité du domaine enseigné, nous avons effectué une 
évaluation subjective. Pour cela, nous avons (a) demandé aux étudiants, après plusieurs 
exercices, s'ils étaient d'accord avec les degrés de maîtrise que l'expert stratégique leur avait 
accordés. Pour détecter s'il y avait progression dans l'apprentissage, nous avons (b) observé 
l’évolution de la probabilité de maîtrise d’une stratégie donnée. Nous nous attendons, pourvu 
que l'apprenant ait été confronté avec des problèmes avec suffisamment d'occasions 
d'appliquer une stratégie déterminée, à obtenir une courbe de maîtrise croissante. Dans celle-
ci, la valeur initiale correspondrait à la maîtrise initiale de la stratégie par l'apprenant, et après 
un nombre suffisant de problèmes résolus la maîtrise se stabiliserait à 100%. 
Le but de l’étape (b.2) de cette série de tests était de s’assurer que les données générées par 
l’expert stratégique et disponibles pour l’agent pédagogue sont suffisantes pour pouvoir 
construire un message pédagogique complet, mentionnant les parties pertinentes des 
stratégies utilisées. Il s’agissait également de confirmer que la valeur informative du message 
est comparable à celle d'un paragraphe écrit par l’étudiant. 
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Description des tests : 
La deuxième série de tests consistait en deux étapes : (a) Générer trente problèmes aléatoires 
et confier leur résolution à l’agent expert couplé à l’expert stratégique. (b) Générer et 
soumettre vingt problèmes aléatoires à chacun des étudiants ayant établi la liste des 
méthodes/stratégies, une fois les priorités de ces dernières établies. L’analyse des réponses 
par l’expert stratégique était délibérément cachée. Lors de la résolution des dix premiers 
problèmes (b.1), aucune rétroaction n'était donnée à l'apprenant. Après ces dix problèmes, les 
analyses de l’expert stratégique étaient montrées aux étudiants afin de voir s’ils étaient 
d’accord avec les résultats, que ce soit en ce qui concerne les stratégies utilisées ou la 
probabilité de maîtrise de celles-ci. 
Au cours des dix problèmes, nous avons aléatoirement demandé à deux étudiants de vérifier à 
quel point la réponse qu’ils s’apprêtaient à donner était correctement décrite d’un point de 
vue stratégique par l’expert stratégique. Cela a permis de découvrir le problème relié à 
l'expert stratégique qui est forcé de porter un jugement sur toutes les actions de l'apprenant. 
Ce problème sera abordé plus loin dans ce chapitre. 
À la fin de la résolution des dix premiers problèmes, les étudiants sont devenus familiers avec 
le “domaine” de l’addition et les erreurs stratégiques sont devenues sporadiques. Lors de la 
résolution des dix problèmes restants (b.2) le processus s’interrompait dès que la réponse de 
l’étudiant était jugée non optimale par l’expert stratégique. Une discussion avec l’étudiant 
avait lieu, et lui permettait de formuler par écrit une explication exhaustive des raisons de son 
erreur, mettant en évidence toutes les raisons que l’étudiant aurait eu de choisir une autre 
réponse et les stratégies qu’il avait omis d’utiliser. 
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6.2.2  Résultats et interprétation  
 Étape a. Le tandem agent expert - expert stratégique a correctement appliqué les stratégies 
encodées dans 100% des cas lors de la résolution des trente problèmes aléatoires soumis. Une 
modification aléatoire des priorités n’a pas posé de problème. 
En ce qui concerne l’étape (b.1), tous les étudiants, éventuellement après des conversations 
plus ou moins longues, ont été convaincus de la justesse des évaluations de l’expert 
stratégique. Selon les étudiants, les erreurs étaient classifiables en erreurs d’inattention, 
d’oubli d’une stratégie ou d’oubli de l’ordre des priorités des stratégies. Par exemple, sur la 
figure 15, un étudiant a affirmé commettre une erreur d’inattention et n’a pas vu qu’il existait 
encore des nombres multiples de cinq à additionner dans la liste (Application de la stratégie 
ST-GatherSimilarMultsOf5). Il a utilisé la stratégie, moins prioritaire, de créer de nouveaux 
multiples de cinq (ST-PreferResultsEndingWith0). L’expert stratégique a émis un indice de 
mauvaise utilisation de ladite stratégie ainsi que des stratégies complexes parentes. 
Néanmoins, vu le nombre d’occurrences où l’étudiant a appliqué la stratégie correctement, 
l’indice de mauvaise utilisation n’affectera que peu l’indice final de maîtrise. Dans le cas de 
la stratégie complexe de se concentrer sur les multiples de cinq (C2ST-
ConcentrateOnMultsOf5), la probabilité de maîtrise sera de 83.33%. 
 
 
Figure 15 -  Exemple d’analyse par l’expert stratégique d’une résolution par un étudiant 
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Nous pouvons également observer sur la figure 15 que le même étudiant, n’ayant pas la liste 
des stratégies devant lui, avait préféré toujours utiliser la stratégie d’additionner les plus petits 
nombres de la liste (ST-ChooseSmallest) alors qu’à chaque occasion il pouvait utiliser deux 
stratégies plus prioritaires (ST-ReuseLastResults et ST-ChooseIdenticalNumbers). Soit 
l’étudiant a oublié l’existence des deux stratégies, soit il les a considérés comme étant moins 
prioritaires que ST-ChooseSmallest. L’étudiant a confirmé cette hypothèse. Dans les deux 
cas, une probabilité de maîtrise nulle est parfaitement justifiée, et l’étudiant a admis que les 
probabilités de 83.33%, 0% et 0% sont en conformité avec ses réponses. Une évaluation 
réaliste des degrés de maîtrise des stratégies a donc été faite, permettant de confirmer qu’une 
stratégie possède la caractéristique e d’une unité pédagogique. 
 
 
 
Figure 16 -  Évolution de la probabilité moyenne de maîtrise de la stratégie C2ST-ConcentrateOnMultsOf5 sur 
dix résolutions. 
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Tableau 5 -  Évolution de la probabilité de maîtrise de la stratégie ST-WorkWithMultiples sur 
dix résolutions, pour un des étudiants du groupe. 
No. de problème 1 2 3 4 5 6 7 8 9 10 
Nb. total d’indices 2 0 1 2 0 1 0 3 0 1 
Nb. d’indices de 
maîtrise 
1 0 1 2 0 0 0 2 0 1 
Probabilité de 
maîtrise (%) 
50 / 100 100 / 0 / 66.7 / 100 
 
Les dix résolutions produites par les étudiants ont permis de tracer les courbes d’évolution de 
la probabilité de maîtrise de la stratégie complexe “Se concentrer sur les multiples de 5”. 
Elles sont fournies dans l’annexe B. Ceci a permis, à son tour, de tracer l’évolution moyenne 
du groupe, illustrée sur la figure 16. Une progression de la probabilité est clairement visible, 
ainsi que le fait que les étudiants ont maîtrisé la stratégie à la fin, ce qui est en accord avec 
nos prévisions de courbe croissante se stabilisant à un niveau de maîtrise maximal. La 
caractéristique c d’une unité pédagogique, stipulant qu’elle peut être enseignée à un 
apprenant est donc présente dans la notion de stratégie. 
Notons que  la forte probabilité initiale est expliquée par le fait que les étudiants ont contribué 
à établir la liste des stratégies. 
Notons également que la progression du degré de maîtrise n’est pas aussi clairement 
détectable pour toutes les stratégies impliquées. Relativement au même étudiant, l’évolution 
de la probabilité de maîtrise de la stratégie d’  « utiliser deux nombres dont le premier se 
trouve dans la table de multiplication de l’autre » est résumée dans le tableau 5. Nous 
observons qu’aucune information utile ne peut en être tirée car il y a eu trop peu d’indices 
d’utilisation (ou d’occasion manquée d’utilisation) de la stratégie lors des dix résolutions. 
Ceci s’explique par les faits (a) que la priorité de cette stratégie est faible par rapport aux 
stratégies qui impliquent les multiples de cinq, et (b) que la nature de la stratégie la rend plus 
rarement applicable. Ceci n’invalide pas pour autant nos résultats, car nous avons formulé 
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comme condition préalable à l’obtention d’une courbe de maîtrise valide que l’apprenant ait 
suffisamment d’occasions d’appliquer une stratégie. 
De la courbe illustrée sur la figure 16 et du tableau 5 nous concluons que la notion de 
probabilité de maîtrise de stratégie, telle que présentée dans le formalisme proposé est une 
information fiable sur les progrès des apprenants à la condition que le nombre d’indices 
d’utilisation et de mauvaise utilisation de la stratégie en question soit suffisamment élevé. 
Indépendamment du domaine, cette condition est atteinte (a) en choisissant, ou en créant des 
problèmes spécialement conçus pour privilégier les occasions d’application de stratégies 
particulières et (b), en imposant à l’étudiant d’utiliser des stratégies particulières. Le 
formalisme proposé intègre des méthodes permettant à l’agent pédagogue d’augmenter ou de 
diminuer les priorités des stratégies, avant et durant la résolution. 
L’étape (b.2) de la phase de tests, à savoir la résolution d’une série de dix problèmes par 
chaque étudiant, avec interruption immédiate en cas de différend avec l’expert stratégique, a 
donné lieu à sept interruptions. À chaque fois qu’une différence entre les réponses du système 
et un des étudiants étaient observée, l’expert stratégique informait l’étudiant que sa réponse 
n’était pas optimale. L’exemple le plus intéressant des sept explications écrites par les 
étudiants fut le suivant : 
“J’ai oublié qu’avec [a] les multiples de 5, [b] c’est mieux [c] d’additionner les X0 entre eux 
et les X5 entre eux. J’ai [d] additionné 20 et 15 alors que je pouvais [e] additionner 15 et 15. 
En plus, 15 + 15 aurait donné [f] une somme de nombres égaux. [g] Même si 20 est le 
résultat de l’addition passée, travailler correctement avec [a] les multiples de 5 est 
prioritaire.” 
Nous avons inséré les pointeurs [a] à [g] dans le texte pour en faciliter l’analyse. 
Le texte est très détaillé et constituerait un bon message d’explication qu’un expert humain 
adresserait à un apprenant qui vient de commettre l’erreur. Nous démontrons ici que toutes 
les informations qu’il contient peuvent être communiquées au module pédagogique : 
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[a] Référence à la stratégie complexe mère. Le système en a détecté une tentative 
d’utilisation, mais l’erreur venait de la mauvaise connaissance des priorités des stratégies 
filles. 
[b] Résultat de la comparaison entre les priorités de deux stratégies. 
[c] Référence à la stratégie fille qu’il aurait fallu appliquer, dans sa version générale. 
[d] Référence à la stratégie fille appliquée. 
[e] Référence à la stratégie fille qu’il aurait fallu appliquer, mais cette fois en mentionnant les 
instances réelles du problème qu’il aurait fallu utiliser. 
[f] Référence à une autre stratégie, indépendante de la stratégie mère mentionnée en [a], qui 
confirme qu’une autre réponse aurait été meilleure. 
[g] Référence à une stratégie qui contredit la réponse suggérée par l’expert stratégique, mais 
qui est moins prioritaire que la stratégie mentionnée en [a], qui est répétée. 
 
L’ensemble de ces informations est disponible pour produire un message similaire. De plus, 
la manière de générer ces messages est indépendante du domaine. Voici ce qui pourrait être 
un modèle de message réutilisable qu’un module pédagogue pourrait adapter à notre cas 
particulier, et qui aurait donné un message ayant les mêmes informations : 
« Vous vouliez [a] appliquer la stratégie mère, mais pour cela il aurait été [b] mieux [c] 
d’appliquer la stratégie fille A prioritaire. Vous avez [d] appliqué la stratégie B moins 
prioritaire, alors qu’il fallait [e] appliquer la stratégie fille A en mentionnant les instances 
impliquées. En plus, [f] la stratégie C (D, E,…) préconise également l’action suggérée par 
l’expert stratégique, et même si la [g] stratégie F (G, H,…) préconise l’action faite par 
l’apprenant, la stratégie prioritaire est prioritaire, car [a] explication extraite du matériel 
pédagogique de la stratégie prioritaire. 
 
  
123 
Les parties soulignées sont à remplacer par les stratégies réellement appliquées lors de l’étape 
pour laquelle le message doit être généré. Il est vrai que la génération automatique de 
messages pédagogiques est loin d’être aisée, et est sujette à des travaux dédiés [57]. En ce qui 
concerne notre travail, nous confirmons que l’ensemble des informations est directement 
disponible pour être utilisé dans des messages pédagogiques, et permet de parler aussi bien de 
hiérarchisation de stratégies que de stratégies simultanément applicables. 
Les autres explications écrites par les étudiants étaient un peu moins intéressantes. Nous 
avons confirmé que les données dont disposait l’expert stratégique étaient suffisantes pour les 
reproduire à chaque fois.  
6.2.3  Le problème des faux indices (bruit) 
  Au cours des manipulations, en particulier lors de l’étape (b.1) nous avons voulu demander 
arbitrairement à des étudiants de vérifier si la réponse qu’ils s’apprêtaient à donner était 
correctement décrite d’un point de vue stratégique par l’expert stratégique. Par exemple, si 
l’étudiant s’apprêtait à additionner 40 et 10, nous avons voulu savoir si la description des 
implications stratégiques de cette action correspond aux stratégies que l’apprenant pense 
appliquer. Dans quasiment tous les cas, les intentions de l’étudiant correspondaient aux 
prédictions de l’expert stratégique. Cependant, nous avons observé que l’expert stratégique 
attribue parfois à un étudiant des indices d’application d’un ensemble de stratégies que ce 
dernier ne comptait pas forcément appliquer dans leur totalité. Ainsi, dans l’exemple 
précédent, l’étudiant pourrait ne pas remarquer qu’il appliquait la stratégie d’ajouter deux 
nombres dont l’un est le multiple de l’autre, alors que l’expert stratégique lui en créditera 
l’application.  
Un exemple plus illustratif du problème des faux indices surviendrait dans une situation où 
l’apprenant n’a pas connaissance d’une stratégie particulière, et que le problème en cours de 
résolution présenterait un bon nombre d’occasions d’appliquer cette stratégie. Dans cette 
situation, les indices d’application faussement attribués sont contrebalancés par les indices 
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d’occasions manquées d’application. La probabilité de maîtrise, telle que nous l’avons 
définie, tournera autour des 50% ce qui correspondrait théoriquement à l’incertitude, alors 
que dans la réalité l’apprenant n’applique pas du tout la stratégie. Nous appelons bruit le 
nombre d’indices de maîtrise et de non maîtrise crédités à un apprenant concernant une 
stratégie particulière, alors qu’il n’a jamais pensé utiliser cette stratégie lors de la résolution. 
Par contre, les très fortes (70~100%) et les très faibles (0~30%) probabilités de maîtrise ont 
un sens et ne sont pas affectés. 
Pour les stratégies ayant eu un nombre faible d’occasions d’application ou ayant une priorité 
faible, le problème du bruit vient accentuer l’imprécision due au manque de données, illustrée 
sur le tableau 5. 
Le problème de bruit n’a pas empêché la validation des résultats et l’atteinte des objectifs, tel 
que présenté dans ce chapitre. Néanmoins, nous présentons ici des solutions permettant de 
minimiser l’effet du bruit : 
Des solutions à court terme sont (a) un choix de problèmes à résoudre permettant de 
maximiser les occasions d’appliquer les stratégies enseignées, (b) l’intervention active de 
l’agent pédagogue, qui imposera ou interdira certaines stratégies, (c) l’utilisation de stratégies 
pédagogiques mentionnant les stratégies correctes à un apprenant. Ce dernier point réduit le 
risque que l’apprenant termine une activité sans prendre conscience d’une stratégie pour 
laquelle il est évalué. 
Une solution plus poussée consiste à multiplier des résolutions de problème par l’agent expert 
avec un choix aléatoire de stratégies. Le but est de collecter des informations statistiques sur 
le nombre d’opportunités d’application des stratégies et les bruits qui lui sont associés, au 
cours d’une résolution type. Une évaluation plus réaliste de la probabilité de maîtrise réelle 
d’un apprenant passera par la comparaison entre la probabilité mesurée et le bruit associé à la 
stratégie. 
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Dans le chapitre 3, nous avons évoqué les raisons de nous être inspirés des Constraint Based 
Tutors et d’accorder le bénéfice du doute à l’apprenant. Nous constatons ici que le bruit en est 
une conséquence négative.  
Cependant, et comme l’illustre la courbe de la figure 16 ainsi que les discussions menées 
avec les étudiants durant la même phase de tests, la détection par l’expert stratégiques des 
stratégies utilisées par les étudiants demeure fiable et réaliste, pour peu que cette stratégie aie 
suffisamment d’occasions d’être appliquée. Ceci correspond à la caractéristique c d’une unité 
pédagogique. 
6.3  Tests d’interprétation avancée 
6.3.1  But 
La troisième phase se déroulait en deux étapes. La première étape (a) avait pour but de 
valider la notion de stratégie telle que nous l’avons définie. Pour cela nous voulions déceler 
manuellement les stratégies formulées ainsi que les aspects caractérisant une stratégie dans 
les descriptions écrites des étudiants. Plus précisément, il s’agissait de confirmer que les 
connaissances de haut niveau qu’un apprenant garde en tête lors d’une activité sont 
représentables sous forme de stratégies sans que l’apprenant ne les formule explicitement, 
comme ce fut le cas durant la première phase7. 
L’évaluation de l’expert stratégique et du formalisme proposé ayant donné des résultats 
positifs lors les phases I et II. Le but de l’étape suivante (b) de la phase III était de les tester 
dans des circonstances les plus défavorables, à savoir, évaluer la capacité de l’expert 
stratégique à interpréter les actions de l’apprenant sans avoir de classification de stratégies. 
                                                 
7 Dans la pratique, l’idée de valider la notion de stratégie telle que nous l’avons définie est apparue avec la 
disponibilité soudaine de cinq étudiants prêts à se soumettre à des expérimentations, et n’ayant pas participé aux 
phases précédentes. 
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De mauvais résultats ne signifieraient pas forcément un échec de l’approche présentée, mais 
en fixeront les limites. 
Le processus de détection d’indices de maîtrise et de non maîtrise est basé sur 
l’ordonnancement des priorités des stratégies. Ne sachant pas à priori ce que les étudiants 
tiennent pour méthodes optimales, nous avons affecté des priorités égales à  toutes les 
stratégies. Les indices de non maîtrise d’une stratégie qui sont générés parce qu’une autre 
stratégie était meilleure n’avait donc pas de sens interprétable. De plus, une augmentation du 
bruit était prévue.  
Pour avoir une base de comparaison, nous avons procédé à des résolutions aléatoires par 
l’expert stratégique afin d’établir le niveau de bruit moyen. 
Description des tests : 
Les étudiants impliqués dans la seconde phase des tests sont au nombre de cinq. Également 
de l’École Polytechnique, ils n’ont pas été impliqués dans la première phase et ignoraient 
qu’une liste de méthodes/stratégies avait été établie. Nous leurs avons demandé d’utiliser le 
système ASTUS afin d’effectuer une série d’additions, d’une manière qu’ils jugeront 
optimale. Ils avaient leur propre conception de ce qui est la meilleure manière d’additionner 
des nombres naturels et n’avaient reçu aucune indication sur ce sujet. Les étudiants avaient 
intérêt à formuler et à suivre le plus de méthodes possibles.  
En parallèle, nous avons procédé à une série d’additions entièrement aléatoires par l’expert 
stratégique, en rendant toutes les stratégies équi-prioritaires. 
À la fin des activités, chacun des cinq étudiants a été invité à écrire un paragraphe pour 
expliquer, en langage naturel, les méthodes qu’il a suivi lors de l’addition. Les écrits de 
chaque étudiant ont été par la suite (a) analysés manuellement pour y détecter une conformité 
avec notre liste de stratégies établie précédemment, puis (b) comparés avec les interprétations 
de l’expert stratégique. 
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6.3.2  Résultats et interprétation 
Ce qui suit sont trois textes écrits par des étudiants. Le dernier est légèrement édité sans 
changement de sens. 
“D’abord je regarde les multiples de 5. Parmi eux, je choisis de préférence à chaque fois 
ceux qui se terminent par 5 et j’essaie de prendre ceux qui sont égaux. S’il n’y a pas de 
multiples de 5, je prends les nombres qui vont faire un multiple de 5 comme résultat, s’il n’y 
en a pas, je prends juste les deux plus petits nombres.” 
“J’ai d’abord identifié tous les nombres qui pourraient donner un multiple de 5 comme 
résultat, et je les ai additionné. Après, j’ai additionné entre eux ces nouveaux multiples et que 
les multiples qui étaient déjà dans la liste. Comme il y en avait plusieurs, j’ai commencé par 
les plus petits.” 
“La première opération était aléatoire. Ensuite, j’ai commencé à ajouter au résultat 
précédent des chiffres aléatoires. Lors d’une addition, le résultat était un 25, c’est à dire un 
multiple de 5. Après cette opération, je me suis mis à lui additionner des multiples de 5...” 
En ce qui concerne la validation de la notion de stratégie, nous voulions retrouver des 
références aux stratégies que nous avions modélisées. Plusieurs de celles-ci sont clairement 
identifiables dans le texte. C’est le cas pour les diverses stratégies manipulant des multiples 
de 5, la réutilisation du résultat précédent et l’addition des plus petits nombres. 
Mieux, l’analyse des textes pour faire ressortir des caractéristiques propres à la notion de 
stratégie a produit des résultats encourageants. Nous donnons ici quelques exemples 
marquants de la corrélation entre ces textes et les attributs de la notion de stratégie : 
 
• Allusion à la hiérarchisation et aux stratégies complexes. Par exemple, dans “je regarde les 
multiples de 5...” dans le premier texte ou, à un degré moindre, dans l’ensemble du second. 
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Les étudiants ont conscience que ce concentrer sur les multiples de 5 est une connaissance à 
part entière. 
• Combinaison de stratégies. Dans le second texte, nous retrouvons la notion de combiner 
des stratégies indépendantes afin de minimiser le nombre de candidats. 
• Degrés de priorité : Les termes représentant l’ordonnancement (d’abord, après, etc...), dans 
ce contexte, correspondent à la manière dont les étudiants classifient les méthodes utilisées 
de la plus à la moins efficace. 
• Opportunisme et pertinence : Bien que loin d’être optimale selon la liste de stratégies 
établie précédemment, l’approche de l’étudiant qui est à l’origine du troisième texte illustre 
très bien la notion d’opportunisme, dans le sens qu’un état particulier du problème a rendu 
pertinente une approche plus optimale que celle qu’il pratiquait jusque-là. L’approche 
(stratégie) qu’il suivait initialement demeure cependant structurée et identifiable. Si une 
telle stratégie était modélisée, il pourrait éventuellement y revenir après que la nouvelle 
stratégie ne soit plus applicable, et l’expert stratégique n’y décèlera aucun indice de non 
maîtrise, bien au contraire. 
 
Nous en concluons que la notion de stratégie telle que nous la proposons peut correspondre à 
une structure de connaissances compréhensible et assimilable par l’apprenant, et que 
l’évaluation de sa maîtrise par l’apprenant a un sens. 
Nous tenons à rappeler ici que bien que le laboratoire de l’addition présente des particularités 
intéressantes, l’inconvénient qui le pénalise est le manque de diversité des connaissances 
procédurales. De ce fait, lors de la lecture des trois textes présentés, il serait facile de 
confondre des stratégies avec un raisonnement procédural. Nous admettons que la distinction 
serait plus facile à faire si le processus d’addition de deux nombres nécessitait en soi une 
séquence d’actions, pouvant éventuellement être faite de plusieurs manières. 
L’étape (b) de la phase n’a fait que confirmer les conditions optimales dans lesquelles le 
formalisme pourrait être avantageusement utilisé. Si, au cours d’une session, l’apprenant 
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applique une stratégie modélisée, la facilité à la détecter par le système augmente avec le 
nombre d’occasions qu’il a eu de l’appliquer. 
Pour les stratégies fréquemment applicables telles que celle stipulant de se concentrer sur les 
multiples de cinq, ou, à fortiori, celles applicables en tout temps telles que celle manipulant 
les plus petits nombres, l’addition de 10 nombres aléatoires donnait un nombre d’indications 
d’application de la stratégie au moins 36% plus grand que dans le cas d’additions aléatoires 
(bruit), ce qui est amplement suffisant pour décider que la stratégie a été consciemment 
employée. 
Cette étape de la phase a été fortement pénalisée par le nombre réduit d’étudiants participants. 
Il n’y eut, malheureusement, aucune donnée concernant l’utilisation de stratégies rarement 
applicables. Un nombre supérieur aurait permis une plus grande diversité dans les réponses, 
permettant d’établir un lien plus clair entre le nombre d’occasions d’appliquer une stratégie et 
la facilité d’en détecter l’application par l’expert stratégique. 
On en conclut que, bien qu’une évaluation à « l’aveugle » (sans une connaissance des 
priorités des stratégies) soit déconseillée, le système proposé est assez robuste pour pouvoir 
détecter, sous certaines conditions, les stratégies employées par les apprenants.  
6.4  Conclusion 
Les tests relatés dans ce chapitre ont permis de valider le formalisme proposé, mais surtout 
d’en définir les conditions optimales d’utilisation. Ils ont permis de confirmer l’atteinte des 
objectifs fixés au début des travaux. Ayant impliqué un nombre restreint de sujets, ils ont 
néanmoins permis de confirmer que le formalisme proposé permet de modéliser aisément des 
connaissances difficilement représentables au moyen d’une approche purement procédurale. 
L’architecture logicielle, améliorée et renforcée par l’expert stratégique employant le 
formalisme génère des résolutions justifiables de problèmes nécessitant des connaissances de 
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haut niveau. Cette même architecture peut superviser l’apprentissage de ces stratégies par des 
apprenants et en évaluer le degré d’avancement. 
Néanmoins, le formalisme présente certaines faiblesses sur lesquelles il sera intéressant de 
travailler, mais pour lesquelles les solutions à court terme sont claires. Il faudra garantir : 
• Un choix de problèmes à résoudre permettant de maximiser les occasions d’appliquer les 
stratégies enseignées ; 
• Une adaptation active du problème à l’étudiant par l’agent pédagogue en imposant, 
interdisant, ou insistant sur l’emploi de certaines stratégies ; 
• Des stratégies pédagogiques suffisamment strictes, évitant à l’expert stratégique un trop 
grand nombre de données ambiguës à interpréter. 
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Critique et conclusion générale 
 
À la lumière des résultats des tests expérimentaux, nous proposons ici une critique du 
formalisme proposé. Elle sera suivie d’une liste de propositions pour des travaux futurs, puis 
d’une conclusion générale. 
Critique et travaux futurs 
Les résultats encourageants en matière d’utilisation de la notion de stratégie comme élément 
de représentation des connaissances et comme unité pédagogique permettent à eux seuls 
d’envisager une poursuite des recherches en ce sens. Il a été confirmé que des connaissances 
sont encodables et enseignables sous forme de stratégies, et qu’une évolution réaliste du 
niveau de maîtrise par les étudiants était effectivement observée. 
Une variété accrue, facilement réalisable, des interactions pédagogiques tuteur-apprenant a 
été obtenue grâce à l’introduction de la notion de stratégie, introduction qui permet désormais 
de réduire les efforts dus à la conception de STI par rapport à la méthode procédurale 
classique. De ce fait, les objectifs fixés au début des travaux ont été atteints. 
Une des faiblesses de l’architecture est son utilisation limitée des méthodes statistiques pour 
isoler les données utiles du bruit. Les solutions proposées pour déterminer les degrés de 
maîtrise sont approximatives, et celles visant à diminuer les effets du bruit sont limitées, 
contraignantes et empiètent sur les autres domaines de recherche tels que celui sur les 
stratégies pédagogiques. Il conviendrait en premier lieu de doter l’architecture d’outils 
statistiques plus robustes. Il se peut que l’architecture manque de maturité et que la 
multiplication des domaines modélisés révèle des lacunes au niveau du formalisme de 
description des métadonnées. La poursuite des modélisations des domaines est recommandée. 
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Il aurait été très intéressant d’avoir à disposition un plus grand nombre de sujets afin de ne 
pas se limiter à offrir une plateforme de recherches, mais d’effectuer par nous-mêmes des 
expérimentations sur l’influence de l’enseignement explicite des stratégies sur les 
performances des apprenants. Un nombre encore plus grand aurait permis d’entamer les 
expérimentations sur les transferts des connaissances d’un domaine à l’autre. 
Il serait intéressant d’implémenter à l’architecture des facultés de « chunking »  et de gestion 
de la mémoire épisodique. L’architecture est prête pour des expérimentations sur l’influence 
de l’enseignement des stratégies sur les transferts de connaissances inter-domaines. Un choix 
judicieux des domaines impliqués et une implication d’un nombre plus important de sujets 
serait de rigueur. 
Étant donné que l’architecture d’ASTUS est présentement en train de subir un profond 
remodelage, notamment en matière de représentation de connaissances, il serait intéressant de 
mettre le présent travail à niveau avec la future version.  
Conclusion générale 
L’atteinte des objectifs fixés au début de ce travail et les résultats prometteurs des 
expérimentations ont plusieurs conséquences et ouvrent un certain nombre de perspectives, 
aussi bien dans le cadre du projet ASTUS que dans le l’enseignement par systèmes tutoriels 
intelligents de manière générale. 
En ce qui concerne le projet ASTUS, l’introduction de la notion de stratégie comme élément 
à part entière de la structure de représentation des connaissances, au même titre que les buts 
et les procédures, permet d’envisager une nouvelle orientation de recherches et une variété 
d’options à explorer. Il peut s’agir d’une part de travaux consacrés à l’enseignement des 
stratégies et à l’influence que ceci aurait sur les performances des étudiants, et d’autre part de 
travaux sur l’amélioration de l’efficacité de l’architecture ASTUS. Par exemple, l’apport 
d’information qu’apportent les stratégies sur chaque procédure primitive applicable et sur le 
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profil de l’étudiant permet d’envisager des travaux permettant de comprendre les actions d’un 
apprenant qui omettrait des étapes de résolution parce qu’il les jugerait triviales. Le gain en 
souplesse et en aptitudes d’adaptation d’une telle architecture aux comportements des 
apprenants serait extrêmement intéressant. 
L’introduction de la notion de stratégie, et surtout son intégration dans la structure de 
représentation des connaissances d’ASTUS comble une lacune souvent mise en évidence par 
les critiques de l’architecture. L’absence de moyens de représenter et d’enseigner une prise de 
décision consciente lors d’un choix faisait partie des reproches faites au formalisme. La 
solution proposée, et surtout la manière dont elle s’intègre avec le formalisme déjà établi sans 
en modifier l’essence contribue à la validation globale du formalisme et de l’architecture 
d’ASTUS. 
Pour ce qui a trait aux systèmes tutoriels intelligents de manière générale, un premier point à 
souligner est qu’ASTUS-S est une réponse aux détracteurs de l’enseignement explicite des 
stratégies. Nous avons mentionné que des tentatives d’enseigner les connaissances 
stratégiques par le groupe ANDES au moyen de messages du tuteur donnaient lieu à des 
interactions lourdes, défavorablement accueillies par les étudiants. L’atout principal 
d’ASTUS-S sur un système classique est que l’architecture bénéficie de tous les avantages 
d’une représentation explicite des stratégies sans être obligée d’y faire référence ouvertement 
à l’apprenant. Le choix d’expliciter l’enseignement des stratégies ou pas, ou encore le degré 
d’insistance avec laquelle l’apprenant est informé qu’il est entrain d’apprendre l’application 
de stratégies dépend uniquement du comportement pédagogique choisi. Le profil de 
l’apprenant peut être mis à jour avec des probabilités de maîtrise de stratégies explicitement 
définies, lesquelles on aura délibérément choisi d’enseigner implicitement, si telle est la 
volonté des chercheurs ou des experts du domaine. Le gain en richesse des messages 
pédagogiques, la facilité accrue d’encodage et le suivi plus rapproché de l’apprenant ne sera 
pas perdu pour autant. Cette particularité, qui se manifeste par une diversité sans précédent de 
comportements pédagogiques possibles, permet d’envisager des expériences sur l’influence 
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de l’enseignement explicite des stratégies en dosant finement cette explicitation, et en 
identifiant les comportements pédagogiques optimisant l’apprentissage. 
Par ailleurs, les capacités d’ASTUS-S sont un sérieux argument contre l’omniprésence des 
formalismes à base de règles de production dans les STI. L’architecture ASTUS se 
positionnait déjà comme une alternative à cette approche et présentait bon nombre 
d’avantages sur celle-ci. Les deux approches avaient cependant des limites communes, et la 
démarche d’avoir fait un choix réfléchi de favoriser une approche non basée sur les règles de 
production pour proposer une solution avantageuse devrait inciter la communauté à 
considérer un choix plus large de formalismes de représentation. 
Un autre point méritant mention est que le formalisme d’ASTUS-S se positionne comme le 
chainon manquant entre les formalismes permettant de représenter des connaissances 
procédurales de bas niveau et les formalismes impliquant la métacognition. Les stratégies, 
tout en manipulant des connaissances procédurales, peuvent s’élever en abstraction et des 
éléments de métacognition peuvent être représentés avec le même formalisme. Ceci démontre 
la possibilité de concevoir des systèmes tutoriels intelligents ayant un large spectre 
d’interaction, c’est-à-dire capables d’interagir avec l’apprenant aussi bien au niveau 
procédural qu’au niveau des techniques de résolution de problèmes et de la connaissance de 
soi inhérentes à la métacognition. 
 
 
 
  
135 
Annexe A 
Interface de l’expert stratégique 
 
L’expert stratégique est conçu pour être totalement invisible pour l’apprenant. Son 
fonctionnement ne se manifeste qu’à travers les interactions avec les autres modules 
d’ASTUS. Nous avons cependant élaboré une interface de débogage permettant d’observer le 
fonctionnement de l’expert stratégique et de détecter les éventuelles erreurs de conception. 
L’interface est également très utile pour expliquer, au moyen de sessions de résolution de 
problèmes, le fonctionnement de l’expert stratégique. Elle n’offre que peu de possibilités 
d’interaction car sa fonction est surtout informative, et peut être considérée comme une 
simple fenêtre de débogage. 
Ce qui suit sont des descriptions des diverses parties de l’interface, identifiés par les lettres A 
à F sur la figure 17. 
A . Cette partie affiche divers messages informatifs que l’expert stratégique envoie lors de 
 son fonctionnement. Les couleurs d’affichage sont différentes selon la nature du 
 message (initialisation, réponse à une requête simple, réponse à une requête de PP, 
 etc.). Toutes les étapes du fonctionnement déclenchent un message de débogage. 
 
B . Les indices d’application correcte ou erronée de chaque stratégie, relatifs à une PP 
 sélectionnée dans la liste D. 
 
C.- Les indices de maîtrise de chaque stratégie, relatifs à une PP sélectionnée dans la liste  
 D. 
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D . Cette partie permet de choisir la procédure primitive candidate dont on veut voir 
 l’évaluation. La sélection d’une procédure primitive dans cette partie entraîne 
 l’affichage de son l’évaluation dans les parties B et C de la fenêtre. Cette partie 
 s’actualise avec une nouvelle liste de primitives candidates à chaque exécution d’une 
 procédure primitive. 
 
E . Il est possible d’afficher l’ensemble des stratégies, ou uniquement les stratégies de haut
 niveau, c’est à dire les stratégies n’ayant pas de parent. Cela concerne les parties B, C 
 et F. 
 
F.- Cette partie de la fenêtre est utilisée pour afficher graphiquement le registre global. Les
 indices, et leur équivalent en carrés verts et rouges s’accumulent au fur et à mesure de 
 la progression de la résolution.  
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Figure 17 -  Fenêtre de débogage de l’expert stratégique.  
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Annexe B 
Courbes des évolutions de probabilité de maîtrise 
 
 
a.   
b.  
 
Figures 18 a et b -  Évolution des degrés de maîtrise des étudiants ayant participé aux tests d’interprétation 
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c.   
d.  
e.  
 
Figures 18 c à e -  Évolution des degrés de maîtrise des étudiants ayant participé aux tests d’interprétation (suite) 
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f.  
g.  
 
Figures 18 f et g -  Évolution des degrés de maîtrise des étudiants ayant participé aux tests d’interprétation 
(suite) 
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