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Abstract
Energetic ions have been observed since the very first laser-plasma experi-
ments. Their origin was found to be the charge separation of electrons heated
by the laser, which transfers energy to the ions accelerated in the field. The
advent of ultra-intense lasers with pulse lengths in the femtosecond regime
resulted in the discovery of very energetic ions with characteristics quite dif-
ferent from those driven by long-pulse lasers. Discovered in the late 1990s,
these ion beams have become the focus of intense research worldwide, be-
cause of their unique properties and high particle numbers. Based on their non-
isotropic, beam-like behaviour, which is always perpendicular to the emitting
surface, the acceleration mechanism is called target normal sheath acceleration
(TNSA). We address the physics of the mechanism and its dependence on laser
and target parameters. Techniques to explore and diagnose the beams, to make
them useful for applications, are also addressed.
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1 Introduction
Since the first irradiation of a target by a laser, the generation of energetic ions has been well known.
The origin of those ions is the electric field generated by the charge separation as a result of the en-
ergy transferred from a long-pulse laser to the electrons, and their respective temperature [1]. The ions
are then accelerated in the double-layer potential and can reach significant particle energies, expanding
isotropically in all directions from the target front surface. Since the advent of ultra-short-pulse lasers
with pulse lengths of less than picoseconds, one of the most exciting results obtained in experiments
using solid targets is the discovery of very energetic, very intense bursts of ions coming off the rear,
non-irradiated surface in a very high quality, beam-like fashion. At the turn of the century, a number
of experiments have resulted in proton beams with energies of up to several tens of megaelectronvolts
generated behind thin foils irradiated by lasers exceeding hundreds of terawatts [2–4]. Since the first
observations, an extraordinary amount of experimental and theoretical work has been devoted to the
study of these beams’ characteristics and production mechanisms. Particular attention has been devoted
to the exceptional accelerator-like spatial quality of the beams, and current research focuses on their
optimization for use in a number of groundbreaking applications, addressed in Section 4. But first we
will focus on the best understood of all the possible acceleration mechanisms, so-called target normal
sheath acceleration (TNSA).
The greater part of this chapter is drawn from Ref. [5]. Review articles about TNSA, the diag-
nostics of short-pulse laser plasmas, and applications in fast ignition can also be found in Refs. [6–10].
*Re-published, with permission, from P. McKenna et al (eds.), "Laser-Plasma Interactions and Applications", Scottish
Graduate Series (Springer International Publishing, 2013).
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2 Target normal sheath acceleration: the mechanism
2.1 Initial conditions
The primary interaction of a high-intensity short laser pulse with a solid target strongly depends on
the contrast of the laser pulse, that is, the ratio of unwanted, preceding laser light to the main pulse.
At peak intensities exceeding 1020 W/cm2 even a contrast of 106 is sufficient to excite a plasma that is
expanding towards the incoming main pulse. As a common source of this unwanted laser light, amplified
spontaneous emission or prepulses, caused by a limited polarization separation in regenerative amplifiers,
have been identified. This ablative plasma sets the stage for a wealth of uncontrolled phenomena at
the interaction of the main pulse with the target. The laser beam can undergo self-focusing due to
ponderomotive force or relativistic effects, thereby strongly increasing the resulting intensity, or it can
break up into multiple filaments, or, finally, it can excite instabilities that ultimately lead to the production
of energetic electrons. Moreover, the ablative pressure of blow-off plasma caused by the incident laser
energy prior to the main pulse launches a shockwave into the target, which can ultimately destroy the
target before the arrival of the main pulse. We address this issue, even though it is not directly related to
the TNSA mechanism, because of its influence on the electron spectrum and the thickness of targets that
can be used in practice.
2.2 General description
Before going into detail, it is worth taking a step back and qualitatively looking at the general picture
of the TNSA ion acceleration mechanism. Let us interpret the process of generating a proton beam by
TNSA as a new variation on a familiar theme—acceleration by a sheath electrostatic field generated
by the hot-electron component. We assume the interaction of an intense laser pulse well exceeding
1018 W/cm2 with a solid thin foil target as the standard case for TNSA. The interaction of the intense
laser pulse with the preformed plasma and the underlying solid target constitutes a source of hot elec-
trons with an energy spectrum related to the laser intensity. This cloud of hot electrons penetrates the foil
at, as we shall see, an opening angle of about 30◦ and escapes into the vacuum behind the target. The
target’s capacitance, however, allows only a small fraction of the electrons to escape before the target
is sufficiently charged that escape is impossible for even megaelectronvolt electrons. Those electrons
are then electrostatically confined to the target and circulate back and forth through the target, laterally
expanding and forming a charge-separation field on both sides over a Debye length. At the rear surface
there is no screening plasma, owing to the short time-scales involved, and the induced electric fields are of
the order of several teravolts per metre. Such fields can ionize atoms and rapidly accelerate ions normal
to the initially unperturbed surface. The resulting ion trajectories thus depend on the local orientation
of the rear surface and the electric field lines driven by the time-dependent electron density distribution.
As the ions start from a cold solid surface just driven by quasi-static electric fields, the resulting beam
quality is extremely high, as we shall see. This process is illustrated in Fig. 1.
2.3 Electron driver
Current laser systems are not yet capable of accelerating ions directly. Therefore, all existing laser ion
acceleration mechanisms rely on the driving electron component and the resulting strong electric field
caused by charge separation. Thus the electron driver is extremely important, and will be discussed
here in detail. As a rule of thumb, particle-in-cell calculations [11–13] have indicated that the so-called
hot-electron component has a logarithmic-slope temperature that is roughly equal to the ponderomotive
potential of the laser beam. This is represented by the cycle-averaged kinetic energy of an electron
oscillating in the laser electromagnetic field, Thot ≈Upond ≈ 1 MeV× (Iλ 2/1019 W · µm2/cm2)1/2 in the
relativistic regime [14]. The relativistic electrons are directed mainly in the forward direction [15]; hence,
the particle distribution function can be simplified by a one-dimensional Maxwell–Jüttner distribution,
which is close to an ordinary Boltzmann distribution.
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Figure 2.4: Target Normal Sheath Acceleration – TNSA. A thin target foil with thickness d = [5− 50]µm is irra-
diated by an intense laser pulse. The laser pre-pulse creates a pre-plasma on the target’s front side.
The main pulse interacts with the plasma and accelerates MeV-energy electrons mainly in forward
direction. The electrons propagate through the target, where collisions with the background material
can increase the divergence of the electron current. The electrons leave the rear side, resulting in a
dense sheath. An electric field due to charge-separation is created. The field is on the order of the
laser’s electric field (TV/m), which ionizes atoms at the surface. The ions are then accelerated in this
sheath field, pointing in the target normal direction.
2.3.1 Fast-electron transport in dense matter
The transport of fast electrons in dense matter is still a very active research field, because the experimental as
well as the theoretical access are both quite complex due to the high current, high density and the non-linear
interaction involved. An overview of the field can be found in ref. [168].
A schematic picture of the electron transport in intense laser-matter interaction is shown in fig. 2.5 and will
be used for the explanation of the various effects observed in electron transport. The laser impinges from the
left side on a pre-formed, exponentially decaying pre-plasma (sec. 2.2). The light pressure pushes the critical
surface nc , leading to a steeping of the density profile. The plasma ablation drives an inward-traveling shock
wave, leading to ionization as well as a temperature increase in the former cold solid.
The laser creates a hot electron distribution (sec. 2.2.1), which is accelerated into the dense plasma. The
estimate in section 2.2.1 has shown, that about N = ηEL/kBThot electrons with energies in the MeV-range are
created in intense laser-matter interaction. They are injected into the dense plasma with an angular distribution
according to tanθ = [2/(γ−1)]1/2 [173,195]. The injection direction depends on the direction of the pre-plasma
density gradient as well as the laser beam propagation direction [179].
The huge number of electrons amounts to a current of jfast = e N/τL , that is on the order of mega-ampere for
typical laser parameters. Hence the propagation of fast electrons is not only governed by collisional effects,
determining the stopping power of electrons in the material, but collective (e.g. electromagnetic) effects as
well. Assuming a straight electron transport [196] in a cylinder with radius of the laser spot radius, the current
creates a magnetic flux density B = µ0 jfast/2πr0 on the order of 105 T. The magnetic field energy is then
W =
µ0e
2
8π
￿
ηEL
τLkBThot
￿2
d, (2.29)
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Fig. 1: Target no mal sheath acceleration. A thin target foil with th ckness d = 5–50 µm is irradiated by an
intense laser pulse. The laser prepulse creates a preplasma on the target’s front side. The main pulse interacts with
the plasma and accelerates megaelectronvolt electrons, mainly in the forward direction. The electrons propagate
through the target, where collisions with the background material can increase the divergence of the electron
current. The electrons leave the rear side, resulting in a dense sheath. An electric field due to charge separation is
created. The field is of the order of the laser electric field (∼ TV/m), and ionizes atoms at the surface. The ions
are then accelerated in this sheath field, pointing in the target normal direction.
The conversion efficiency from laser energy to hot electrons is not perfect, and only a fraction η
is conv r ed. The tot l number of electrons is
n0 =
ηEL
cτLpir20kBThot
, (1)
following a scaling with intensity as
η = 1.2×10−15I0.74 , (2)
with the intensity in watts per square centimetre reaching up to 50% [16]. For ultra-high intensities, η
can reach up to 60% for near-normal incidence and up to 90% for irradiation under 45◦ [17]. A discussion
on whi h istribution function best fits the exp rimental data is giv in Ref. [18] a d, in more det il, in
Ref. [19]. However, neither theor tical nor experimental data give a clear answer to the question about
the shape of the distribution function.
Given the intensities of modern short-pulse lasers, therefore, copious amounts of energetic elec-
trons are generated and, in contrast with thermal electrons in long-pulse laser plasmas, are pushed into
the targe . It is fair to estimate that a fraction of N = ηEL/kBThot el ctrons in the megaelectronvolt range
are created, where EL is the laser energy. These electrons have typical energies such that their mean free
path is much longer than the thickness of the targets typically used in experiments. While the electrons
propagate through the target, they constitute a current that exceeds the Alfvén limit by several orders
of magnitude. Alfvén found that the main limiting factor on the propagation of an electron beam in a
conductor is the self-generated magnetic field, which bends the electrons back towards the source [20].
For parameters of relevance for inertial confinement fusion, a good review is given in Ref. [21]. So as not
to exceed the limit of jA = mec3βγ/e= 17βγ (kA), the net current must be largely compensated for by
return currents, to minimize the resulting magnetic field. The return currents will be driven by the charge
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Figure 2.5: Schematic of laser-generated fast-electron transport. The laser (shown in red) impinges on a pre-
plasma with exponential density profile from the left side. The light pressure leads to profile steepen-
ing, depicted in the one-dimensional scheme on top. An ablation plasma creates an inward-traveling
shockwave, that heats, ionizes and compresses the target. Fast electrons are created by the laser,
propagating into the dense plasma towards the target rear side. The high electron current jfast can
lead to filamentation and magnetic field generation (shown by the light red- and blue-colored areas),
as well as it drives a return current jret.. The global magnetic field tends to pinch the fast-electron
current. Electrons propagating in the dense, solid matter interact by binary collisions with the back-
ground material. This leads to a broadening, that becomes the major effect for longer distances. At
the rear side, the electrons form a sheath and build up an electrostatic field Ez (grey line in 1D-plot).
This can lead to re-fluxing (re-circulation) of the electrons, heating the target even more.
where d denotes the target thickness, that is d = [5− 50]µm typically. The energy stored in this field easily
becomes greater than the laser energy, which violates energy conservation. For typical experimental parame-
ters, e.g. taking the example from sec. 2.2.1, the limit is reached for d ≈ 10µm already. Hence for a trans-
port from the front to the rear side a return current jret. must exist, balancing the forward-directed current
to yield jtotal = jfast + jret. ≈ 0. In addition to that, without the return current the electric field according to
∂ E/∂ t = − jfast/￿0 would stop the electrons in a distance of less than 1 nm [197]. The electric field driving
the return current in turn, can be strong enough to stop the fast electrons. The effect is known as transport
inhibition, being significant in insulators [198–200], but negligible in conductors (to first order) [199]. Both
magnetic field as well as electric field generation are inversely dependent on the target’s electrical conductiv-
ity, hence conducting targets are favorable for laser-ion acceleration, where a transport from the front- to the
rear-side is necessary [76]. The condition jtotal = jfast + jret. ≈ 0 implies that the number of fast electrons is
much smaller than the slow electrons carrying the return current [197]. The counter-propagating streams of
charged particles are subject to a nonlinear Weibel instability [201], leading to a filamentation of the electron
beams [202,203] in the low-density part of the target (pre-plasma) and self-generated magnetic field filamenta-
tion. The gyroradius of the electrons is on the order of the local skin length ls = c/ωp ≈ 0.1µm [204]. The large
magnetic fields accompanying the laser-plasma interaction are depicted by the red and blue-colored areas in
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Fig. 2: Schematic of laser-generated fast-electron transport. The laser (shown in red) impinges on a preplasma
with exponential density profile from the left side. The light pressure leads to profile steepening, depicted in the
graph at the top of the figure. An ablation plasma creates an inward-travelling shockwave that heats, ionizes,
and compresses the target. Fast electrons are created by the laser, propagating into the dense plasma towards the
target’s rear side. The high electron current jfast can lead to filamentation and magnetic field generation (shown
by the light red- and blue-coloured areas), as well as driving a return current jret. The global magnetic field tends
to pinch the fast-electron current. Electrons propagating in the dense solid matter interact with the background
material by binary collisions. This leads to a spatial broadening of the electron distribution, which becomes the
major effect for longer distances. At the rear side, the electrons form a sheath and build up an electrostatic field Ez
(grey line in graph). This can lead to refluxing (recirculation) of the electrons, heating the target even further.
separation in the laser–plasma interaction region and strongly depends on the electrical conductivity of
the target, as those currents are lower in energy and thereby affected by the material properties. The
large counter-streaming currents also give rise to instabilities, which affect the forward motion of the
electrons. The influence of limited electrical conductivity on the inhibition of fast-electron propagation
has been addressed in Ref. [22], also with respect to space charge separation. Without the return currents,
the electric field would stop the electrons in a distance of less than 1 nm [23]. The electric field driving
the return current, in turn, can be strong enough to stop the fast electrons. This effect, known as transport
inhibition, is prominent in insulators, but almost negligible in conductors [24].
The propagation of electr s hrough the target is still an active field of research. As depicted in
Fig. 2, the laser pushes the critical surface nc, leading to a steepening of the electron density profile. The
motion of the ablated plasma causes a shockwave to be launched into the target, leading to ionization
and therefore a modification of the initial electrical conductivity. As soon as the electrons penetrate
the cold solid region, binary collisions (multiple small-angle scattering) with the background material
are no longer negligible. These tend to broaden the electron distribution, counteracting the magnetic
field effect [25]. For long propagation distances (z ≥ 15 µm), the current density is low enough that
broadening due to small-angle scattering becomes the dominating mechanism [26].
4
The majority of data show a divergent electron transport. The transport full-cone angle of the
electron distribution was determined to be dependent on laser energy and intensity, as well as target
thickness. For rather thick targets (d > 40 µm) this value is around 30◦ for full width at half maximum
(FWHM), whereas for thin targets (d ≤ 10 µm) published values are of the order of 16◦ (this figure was
indirectly obtained by a fit to proton energy measurements) and are ≈150◦ at most [27]. It has been
shown that different diagnostics lead to different electron transport cone angles [28], so the nature of the
‘true’ cone angle dependence with laser and target parameters remains unclear.
When the electrons reach the rear side of the target, they form a dense charge-separation sheath.
The outflowing electrons lead to a toroidal magnetic field Bθ , which can spread the electrons over large
transverse distances by a purely kinematic E×Bθ force [29], sometimes called the fountain effect [30].
The electric field created by the electron sheath is sufficiently strong to deflect electrons back into the
target, which then recirculate. Experimental evidence for recirculating electrons is presented in Refs.
[17, 31, 32]. The relevance to proton acceleration was first demonstrated by MacKinnon et al. [33], who
measured a strong enhancement of the maximum proton energy for foils thinner than 10 µm, compared
with thicker foils. With the help of computer simulations, this energy enhancement was attributed to an
enhanced sheath density caused by refluxing electrons. Further evidence of refluxing electrons was also
found in an experiment discussed in Ref. [34].
Neglecting the complicated interaction for thicknesses below d ≈ 15 µm, a reasonable estimate
for the electron beam divergence is the assumption that the electrons are generated in a region of the
size of the laser focus and are purely collisionally transported to the rear side of the target. This is in
agreement with most published data. The broadening of the distribution is then due to multiple Coulomb
small-angle scattering, given analytically, e.g., by Molière’s theory in Bethe’s description [35]. To lowest
order, the angular broadening, f (Θ), follows a Gaussian (see Ref. [35], Eq. (27)),
f (θ) =
2e−ϑ 2
χ2cB
√
θ/sinθ , (3)
where the second term on the right-hand side is a correction for larger angles (from Ref. [35], Eq. (58)).
The angle ϑ can be related to θ by ϑ = θ/χcB1/2. The transcendental equation, B− lnB= ln
(
χ2c /χ2a′
)
,
determines B. The screening angle χ2a′ is given by χ
2
a′ = 1.167(1.13+ 3.76α
2)λ 2/a2, where λ = h¯/p
is the de Broglie wavelength of the electron and a = 0.885aBZ−1/3, with the Bohr radius aB. α is
determined by α = Ze2/(4piε0h¯βc) with the nuclear charge Z, electron charge e, and β = v/c, where ε0,
h¯, and c denote the usual constants. The variable χc is given by
χ2c =
e4
4piε20c2
Z(Z+1)Nd
β 2p2
, (4)
with the electron momentum p and N = NAρ/A being the number of scattering atoms, determined by
Avogadro’s number NA, material density ρ , and mass number A. χc is proportional to the material
thickness d and density ρ as χc ∝ (ρd)1/2. Since χc determines the width of f (θ), the angular spread of
the electron distribution propagating through matter is proportional to its thickness as well as its density.
The analytical formula allows us to estimate the broadening of the laser-accelerated electron distribution
during the transport through the cold solid target. For a laser intensity IL = 1019 W/cm2, the mean energy
(temperature) is kBThot ≈ 1 MeV. The increase in distribution radius r with target thickness d is shown
in Fig. 3. The electrons were propagated in aluminium (red dashed lines) and gold (blue dashed lines).
Aluminium does not lead to a strong broadening, owing to its low density and Z; compare this with the
broadening observed in gold. The graph shows that in each case the radius at the rear side scales as r∝ d2
(green lines).
The estimate based on an electron distribution broadening determined by small-angle scattering
can be used to explain the measured proton beam profiles. It should be noted that although the model
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To lowest order the angular broadening f (⌃ ) follows a Gaussian (see ref. [225], eq. (27))
f (⌃ ) =
2e ✓2
✏2c B
⌃/ sin⌃ , (2.30)
where the second term on the right-hand side is a correction for larger angles (from [225], eq. (58)). The angle
✓ can be related to ⌃ by ✓ = ⌃/✏cB1/2. The transcendental equation B   lnB = ln
#
✏2c /✏
2
a⇣
&
determines B. The
screening angle ✏2a⇣ is given by ✏
2
a⇣ = 1.167 (1.13+ 3.76 
2)⌥2/a2, where ⌥ = h/p is the deBroglie wavelength of
the electron and a = 0.885 aBZ 1/3, with the Bohr radius aB (see start of chapter 2 for the definition of aB).   is
determined by   = Ze2/(4⌦⌘0h⇥ c) with the nuclear charge Z , electron charge e, ⇥ = v/c and ⌘0,h, c denote the
usual constants. The variable ✏c is given by
✏2c =
e4
4⌦⌘20c
2
Z (Z + 1)N d
⇥2 p2
, (2.31)
with the electron momentum p and N = NA↵/A being the number of scattering atoms, determined by Avo-
gadro’s number NA, material density ↵ and mass number A. ✏c is proportional to the material thickness d and
density ↵ as ✏c ✏ (↵ d)1/2. Since ✏c determines the width of f (⌃ ), the angular spread of the electron distribution
propagating through matter is proportional to its thickness as well as its density.
The analytical formula allows to estimate the broadening of the laser-accelerated electron distribution during
the transport through the cold solid target. For a laser intensity IL = 1019 W/cm2 the mean energy (temperature)
is kBThot ⌦ 1MeV. The increase of the radius r with target thickness d is shown in figure 2.6. The electrons were
chosen to propagate in Aluminum (– – –) and Gold (– – –). Al does not lead to a strong broadening due to its
low density and Z , compared to the broadening in gold. The graph shows that in both cases the radius at the
rear side scales as r ✏ d2 (——).
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Figure 2.6: Increase of the radius r of an electron distribution with target thickness d . The calculation was done
with eq. (2.30), taking an energy of kBThot ⌦ 1MeV, corresponding to a laser intensity I = 1019W/cm2.
(– – –) shows the calculation for Gold, (– – –) corresponds to Aluminum. Both curves resemble a
quadratic increase with thickness d (——-).
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Fig. 3: Increase in radius r of an electron distribution with target thickness d. The calculation utilized Eq. (3),
taking an energy of kBThot ≈ 1 MeV, corresponding to a laser i tensity I = 1019 W/cm2.
seems to be able to calculate the broadening of the forward-propagati g fast-electron distribution gener-
ated by intense laser–matter interaction, it could fail to determine the real number of electrons arriving
at the rear side of the target. According to Davies [19], the generation of electromagnetic fields, as well
as the recirculation of the electrons, must be taken into account, making estimation and even calculation
very difficult. Recent experiments by Akli et al. [36] have shown that this is true at least for targets
thinner than 20 µm, but for thicker foils the assumption of strong recirculation overestimates the number
of electrons. Therefore, the question of whether electromagnetic fields and recirculation are essential to
determine fast-electron transport from the front to the rear side of the target can still not be satisfactorily
answered, although assuming simple collisional broadening gives a a relatively good estimate.
2.4 Target normal sheath acceleration
The electrons are transported through the target to its rear side. The laser creates about 1013 electrons,
which potentially all propagate through the target. The broadening results in transverse extension, which
can be estimated by
rsheath = r0+d tan(θ/2), (5)
where r0 denotes the laser spot radius, d the target thickness, and θ the broadening angle of the distri-
bution, e.g., calculated using Eq. (3). The electrons exhibit an exponential energy distribution
nhot(E) = n0 exp
(
− E
kBThot
)
(6)
with temperature kBT and overall density n0, as given by Eq. (1). The electron density at the rear side
(neglecting recirculation), therefore, can be estimated as
6
ne,0 =
ηEL
cτLpi(r0+d tanθ/2)2kBThot
(7)
≈ 1.5×1019 r
2
0
(r0+d tanθ/2)2
I7/418√
1+0.73I18λ 2µm−1
[
cm−3
]
. (8)
This last approximation was obtained by inserting E0 =
√
2I0/ε0c≈ 2.7×1012 V/m and using Eqs. (1)
and (2), together with a practical notation for the electron temperature based on ponderomotive scaling,
kBThot = m0c2
√1+ I0 [W/cm2] λ 2L [µm2]
1.37×1018 −1
 , (9)
in Eq. (7). I18 indicates that the intensity has to be taken in units of 1018 W/cm2. The estimate shows that
the electron density at the rear side of the target strongly scales with the laser intensity and is inversely
proportional to the square of the target thickness. Taking the standard example of a laser pulse with
I = 1019 W/cm2, focused to a spot of r0 = 10 µm and assuming a target thickness d = 20 µm, the
angular broadening according to Eq. (3) is θ = 42◦ (FWHM) for electrons with mean energy kBT , as
determined by Eq. (9). Hence, the electron density at the target’s rear side is ne,0 = 1.4×1020cm−3. This
is orders of magnitude below the density of the solid and justifies the assumption of a shielded transport
through the target.
The electrons arrive at the rear side of the target and escape into the vacuum. The charge separation
leads to an electric potential Φ in the vacuum region, according to Poisson’s equation. In one dimension,
it is given as
ε0
∂ 2Φ
∂ z2
= ene . (10)
To solve Eq. (10), it is assumed that the solid matter in one half-space (z≤ 0) perfectly compensates for
the electric potential, whereas for z→∞ the potential goes to infinity. The derivative ∂Φ/∂ z vanishes for
z→±∞. In the vacuum region (z> 0), the field can be obtained analytically [37]. The electron density
is taken as
ne = ne,0 exp
(
eΦ
kBThot
)
, (11)
where the electron kinetic energy is replaced by the potential energy −eΦ. The initial electron dens-
ity ne,0 is taken from Eq. (8). The solution of the Poisson equation is found by using the ansatz
eΦ/kBThot = −2ln(λ z+ 1), where λ is a constant defined by the solution and the ‘+1’ is necessary
to fulfil a continuous solution with the condition Φ(0) = 0 at the boundary to the solid matter. The
resulting potential is
Φ(z) =−2kBThot
e
ln
(
1+
z√
2λD
)
(12)
and the corresponding electric field reads
E(z) =
2kBThot
e
1
z+
√
2λD
. (13)
In this solution, the electron Debye length
λD =
(
ε0kBThot
e2ne,0
)1/2
(14)
7
appears; this is defined as the distance over which significant charge separation occurs [38]. Replacing
kBThot with Eq. (9) and ne,0 with Eq. (8) leads to
λD ≈ 1.37 µmr0+d tanθ/2r0
√
1+0.73I18λ 2−1
I7/818
. (15)
The Debye length, or longitudinal sheath extension, on the rear side is of the order of a micrometre.
It scales quadratically with target thickness (since d tan(θ/2) ∝ d2) and is inversely proportional to the
laser intensity. Thus, a higher laser intensity on the front side of the target leads to a shorter Debye
length at the rear side and results in a stronger electric field. The standard example of Eq. (15) leads to
λD = 0.6 µm.
The maximum electric field is obtained at z= 0:
Emax(z= 0) =
√
2kBThot
eλD
(16)
≈ 5.2×1011 V/m r0
r0+d tanθ/2
I7/818 , (17)
= 9×1010 V/m r0
r0+d tanθ/2
E12E
3/4
12 . (18)
Hence, the initial field at z= 0 is proportional to the laser intensity and depends almost quadratically on
the laser’s electric field strength. In Eq. (18), the laser’s electric field strength is inserted in normalized
units of 1012 V/m. By inserting the dependence of the broadening with target thickness from Fig. 3,
the scaling with the target thickness is obtained as Emax(z = 0) ∝ d−2. The standard example leads to a
maximum field strength of Emax ≈ 2× 1012 V/m just at the surface, that is it is of the order of TV/m
or MV/µm. It is only slightly smaller than the laser electric field strength of E0 = 8.7× 1012 V/m.
However, at times later than t = 0, the field strength is dictated by the dynamics at the rear side of the
target, e.g., ionization and ion acceleration.
As just mentioned, the electric field strength instantly leads to ionization of the atoms at the target’s
rear surface, since it is orders of magnitude above the ionization threshold of the atoms. A simple model
to estimate the electric field strength necessary for ionization is the field ionization by barrier suppression
(FIBS) model [39]. The external electric field of the laser overlaps the Coulomb potential of the atom
and deforms it. As soon as the deformation is below the binding energy of the electron, the electron is
instantly freed, hence the atom is ionized. The threshold electric field strength Eion can be obtained with
the binding energy Ubind as
Eion =
piε0U2bind
e3Z
. (19)
As the electron sheath at the rear side is relatively dense, the atoms could also be ionized by collisional
ionization. However, as discussed by Hegelich [40], the cross-section for field ionization is much higher
than the cross-section for collisional ionization for the electron densities and electric fields appearing
at the target surface. Taking the ionization energy of a hydrogen atom with Ubind = 13.6 eV, the field
strength necessary for FIBS is Eion = 1010 V/m. This is two orders of magnitude less than the field
strength developed by the electron sheath in vacuum calculated earlier. Hence, nearly all atoms (protons,
carbon, heavier particles) at the rear side of the target are instantly ionized and, since they are no longer
neutral particles, they are then subject to the electric field and are accelerated. The maximum charge state
of ions found in an experiment is an estimate of the maximum field strength that appeared. This has been
used to estimate the sheath peak electric field value [40], as well as the transverse field extension [41,42].
The strong field ionizes the target and accelerates ions to mega electronvolt energies, if it is applied
for a sufficiently long time. The time can easily be calculated by the assumption of a test particle moving
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in a static field, generated by the electrons. Free protons were chosen as test particles. The non-linear
equation of motion is obtained from Eq. (13). The solution was obtained numerically with MATLAB [43].
It shows that for a proton to obtain a kinetic energy of 5 MeV, the field has to stay for 500 fs in the shape
given by Eq. (13). During this time, the proton has travelled 11.3 µm. The electric field will be created
as soon as electrons leave the rear side of the target.
Some electrons can escape this field, whereas others with lower energy will be stopped and will
be re-accelerated back into the target. Since the electron velocity is close to the speed of light and the
distances are of the order of a micrometre, this happens on a time-scale of a few femtoseconds, leading
to a situation where electrons are always present outside the rear side of the target. The electric field
being created does not oscillate but is quasi-static on the order of the ion acceleration time. Therefore,
ultra-short laser pulses, although providing the highest intensities, are not the optimum laser pulses for
ion acceleration. The electric field is directed normal to the target’s rear surface; hence, the direction of
the ion acceleration is normal to the target, giving the process its name, target normal sheath acceleration.
2.5 Expansion models
The laser acceleration of ions from solid targets is a complicated, multidimensional mechanism including
relativistic effects, non-linearities, and collective and kinetic effects. Theoretical methods for the various
physical mechanisms involved in TNSA range from analytical approaches for simplified scenarios over
fluid models up to fully relativistic, collisional three-dimensional computer simulations.
Most of the approaches that describe TNSA neglect the complex laser–matter interaction at the
front side of the target as well as the electron transport through the foil. These plasma expansion models
start with a hot-electron distribution that drives the expansion of an initially given ion distribution [16,
37, 44–50]. Crucial features such as the maximum ion energy, as well as the particle spectrum, can be
obtained analytically, whereas the dynamics have to be obtained numerically. The plasma expansion
description dates back to 1954 [51]. Since then, various refinements of the models were obtained, with
an increasing activity after the first discovery of TNSA. These calculations resemble the general features
of TNSA. Nevertheless, they rely on somewhat idealized initial conditions from simple estimates. In
addition to that, the plasma expansion models are one-dimensional, whereas the experiments have clearly
shown that TNSA is at least two-dimensional. Hence, these models can only reproduce one-dimensional
features, e.g., the particle spectrum of the TNSA process.
Sophisticated three-dimensional computer simulation techniques have been developed for a better
understanding of the whole process of short-pulse high-intensity laser–matter interaction, electron trans-
port and subsequent ion acceleration. The simulation methods can be classified as (i) particle-in-cell, (ii)
Vlasov, (iii) Vlasov–Fokker–Planck, (iv) hybrid fluid or particle, and (v) gridless particle codes; see the
short review in Ref. [23] for a description of each method.
The particle-in-cell method is the most widely used simulation technique. In this method, Max-
well’s equations are solved, together with a description of the particle distribution functions. The method
more or less resembles a ‘numerical experiment’ with only a few approximations; hence, a detailed
insight into the dynamics can be obtained. The disadvantage is that no specific theory serves as an input
parameter and the results must be analyzed like experimental results, i.e., they need to be interpreted and
compared with analytical estimates.
2.5.1 Plasma expansion model
Plasma expansion is often described as an isothermal rarefaction wave into free space. There is quite
a large similarity with the expansion models used to describe TNSA. The isothermal expansion model
assumes quasi-neutrality, ne = Zni, and a constant temperature Te. Using the two-fluid hydrodynamic
model for electrons and ions, the continuity, momentum, and energy conservation equations are used,
usually with the assumption of an isothermal expansion (no temperature change in time), no further
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source term (no laser), no heat conduction, collisions or external forces, and a pure electrostatic acceler-
ation (no magnetic fields). One can find a self-similar solution [52]:
v(z, t) = cs+
z
t
, (20)
ne(z, t) = Zni(z, t) = ne,0 exp
(
− z
cst
−1
)
, (21)
where v denotes the bulk velocity and ni(ne) the evolution of the ion (electron) density. The rarefaction
wave expands with the sound velocity c2s = ZkBTe/mi. By combining these two equations, replacing the
velocity with the kinetic energy v2 = 2Ekin/m and taking the derivative with respect to Ekin, the ion energy
spectrum dN/dEkin from the quasi-neutral solution per unit surface and per unit energy in dependence of
the expansion time t is obtained [46]:
dN
dEkin
=
ne,0cst√
2ZkBThotEkin
exp
(
−
√
2Ekin
ZkBThot
)
. (22)
The ion number N is obtained from the ion density as N = ne,0cst. Moreover, the electric field in the
plasma is obtained from the electron momentum equation, neeE =−kBTe∇ne, as
E =
kBTe
ecst
=
E0
ωpit
, (23)
with E0 = (ne,0kBTe/ε0)1/2, where ωpi = (ne,0Ze2/miε0)1/2 denotes the ion plasma frequency. The elec-
tric field is uniform in space (i.e., constant) and decays with time as t−1. The temporal scaling of the
velocity is obtained by solving the equation of motion, v˙= Zq/mE, with the electric field as before. This
yields
v(t) = cs ln(ωpit)+ cs (24)
z(t) = cst
(
ln(ωpit)−1
)
+ cs t . (25)
(26)
Both equations satisfy the self-similar solution. The scaling of the ion density is found as n(t) = n0/ωpit.
However, at t = 0, the self-similar solution is not defined and has a singularity. Hence, the model
of a self-similar expansion is not valid for a description of TNSA at early times and must be modified.
Additionally, in TNSA there are more differences. Firstly, the expansion is not driven by an electron
distribution, being in equilibrium with the ion distribution, but by the relativistic hot electrons that are
able to extend in the vacuum region in front of the ions. There, quasi-neutrality is strongly violated and
a strong electric field will build up, modifying the self-similar expansion solution.
Secondly, the initial condition of equal ion and electron densities must be questioned, since the
hot-electron density with ne ≈ 1020 cm−3 is about three orders of magnitude less than the solid density of
the rear-side contamination layers. This argument can only be overcome by the assumption of a global
quasi-neutrality condition Zni = ne.
Thirdly, it might not be reasonable to assume a model of an isothermal plasma expansion. It can
be assumed, however, that the expansion is isothermal, since the laser pulse provides ‘fresh’ electrons
from the front side of the target, i.e., the assumption is valid for the laser pulse duration τL. As will be
shown, the main acceleration time period is of the order of the laser pulse duration. This justifies the
assumption of an isothermal expansion.
The plasma expansion, including charge separation, was quantitatively described by Mora [46–48]
with high accuracy. The main point of this model is a plasma expansion with charge separation at
the ion front, in contrast with a conventional, self-similar plasma expansion. The plasma consists of
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electrons and protons, with a step-like initial ion distribution and an electron ensemble that is in thermal
equilibrium with its potential. The megaelectronvolt electron temperature results in a charge separation
being present for long times. It leads to enhanced ion acceleration at the front, compared with the case
of a normal plasma expansion. This difference is sometimes named the TNSA effect.
Although only one-dimensional, the model has been successfully applied to experimental data at
more than 10 high-intensity short-pulse laser systems worldwide in a recent study [16]. It was separately
used to explain measurements taken at the ATLAS-10 at the Max-Planck Institute in Garching, Ger-
many [53] as well as to explain results obtained at the VULCAN PW [54] (with a few modifications).
Therefore, it is seen as a reference model, currently used worldwide for an explanation of TNSA. Because
of its success in describing TNSA, it will be explained in more detail now.
After the laser acceleration at the foil’s front side, the electrons arrive at its rear side and escape
into the vacuum. The atoms are assumed to be instantly field ionized, leading to ni = ne/Z. Charge
separation occurs and leads to an electric potential φ , according to Poisson’s equation:
ε0
∂ 2φ
∂ z2
= e(ne(z)−ni(z)) . (27)
The electron density distribution is always assumed to be in local thermal equilibrium with its potential,
ne = ne,0 exp
(
eφ
kBThot
)
, (28)
where the electron kinetic energy is replaced by the potential energy eφ . The initial electron density ne,0
is taken from Eq. (8). The ions are assumed be of initial constant density ni = ne,0, with a sudden drop to
zero at the vacuum interface. The boundary conditions are chosen such that the solid matter in one half-
space (z ≤ 0) perfectly compensates the electric potential for z→−∞, whereas for z→ ∞ the potential
goes to infinity. Its derivative E =−∂φ/∂ z vanishes for z→±∞. In the vacuum region (initially z> 0),
the field can be obtained analytically [37]. The resulting potential is
φ(z) =−2kBThot
e
ln
(
1+
z√
2exp(1)λD,0
)
− kBThot
e
, (29)
and the corresponding electric field reads
E(z) =
2kBThot
e
1
z+
√
2exp(1)λD,0
. (30)
The initial electron Debye length is λ 2D,0 = ε0kBThot/e2ne,0. The full boundary value problem,
including the ion distribution, can only be solved numerically. The result obtained with MATLAB [43]
is shown in Fig. 4. The potential φ (red curve) is a smooth function and is in perfect agreement with
the analytical solution Eq. (29) (grey curve) in the vacuum region. Both are given in units of kBThot/e.
The electron density ne (green curve), normalized to ne,0, follows from Eq. (28). The normalized ion
density ni (in black) is a step function with ni(z < 0)/ne,0 = 1 and zero for z > 0. The electric field E
(blue curve) has a strong peak at the ion front, with Emax =
√
2/exp(1)E0 = 0.86E0 . The normalization
field E0 is given by E0 = kBThot/eλD,0. The z coordinate was normalized with λD,0. The subsequent
plasma expansion into vacuum is described in the framework of a fluid model, governed by the equation
of continuity (left) and the momentum balance (right):
∂ni
∂ t
+
∂ (vini)
∂ z
) = 0
∂vi
∂ t
+ vi
∂vi
∂ t
=− e
mp
∂φ
∂ z
. (31)
The full expansion dynamics can only be obtained numerically. Of particular interest is the tem-
poral evolution of the ion distribution and the evolution of the electric field driving the expansion of
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Figure 2.8: Solution of eq. (2.58). The potential ⇤ (——) was obtained numerically. The analytical solution
eq. (2.60) (——) is in perfect agreement. Both are given in units of kBThot/e. The electron density ne
(——), normalized to ne,0, follows from eq. (2.59). The normalized ion density ni (——) is a step-function
with ni(z < 0)/ne,0 = 1 and zero for z > 0. The electric field E (——) is given in units of kBThot/e⌥D,0.
The coordinate z is given in units of ⌥D,0.
The initial electron Debye length is ⌥2D,0 = ⌘0kBThot/e
2ne,0 . The full boundary value problem including the ion
distribution can only be solved numerically. The result obtained with MATLAB [233] is shown in figure 2.8.
The potential ⇤ (——) is a smooth function and is in perfect agreement with the analytical solution eq. (2.60)
(——) in the vacuum region. Both are given in units of kBThot/e. The electron density ne (——), normalized to
ne,0, follows from eq. (2.59). The normalized ion density ni (——) is a step-function with ni(z < 0)/ne,0 = 1 and
zero for z > 0. The electric field E (——) has a strong peak at the ion front, with Emax = 2/exp(1) E0 = 0.86 E0.
The normalization field E0 is given by E0 = kBThot/e⌥D,0. The coordinate z was normalized with ⌥D,0.
The subsequent plasma expansion into vacuum is described in the framework of a fluid model, governed by the
equation of continuity (left) and the momentum balance (right):
⌫ ni
⌫ t
+
⌫ (vini)
⌫ z
= 0
⌫ vi
⌫ t
+ vi
⌫ vi
⌫ z
=   e
mp
⌫⇤
⌫ z
. (2.62)
The full expansion dynamics can only be obtained numerically. Of particular interest is the temporal evolution
of the ion distribution and the evolution of the electric field driving the expansion of the bulk. A part of the work
described in this thesis was the development of a Lagrangian code in MATLAB that solves eqs. (2.59), (2.60)
and (2.62), similar to ref. [67]. The numerical method is similar to the method described in ref. [242], however
the code developed here uses MATLAB’s built-in bvp4c-function for a numerical solution of the boundary value
problem (BVP) in the ion fluid. The initially constant ion distribution is divided into a grid, choosing the left
boundary to be L   cs t. The boundary value for the potential is ⇤( L) = 0. At the right boundary (initially
at z = 0) the electric field  ⌫⇤front/⌫ z = 2/e kBThot/e⌥D,front has to coincide with the analytical solution of
eq. (2.61), where the local Debye length has to be determined by the potential at the front:
⌥D,front = ⌥D,0 exp
⌦
e⇤front
kBThot
↵ 1/2
. (2.63)
Initially, the Debye length at the ion front is obtained by inserting eq. (2.60) in eq. (2.59) to ⌥D,0,front = e 1⌥D,0.
The code divides the fluid region into a regular grid. Each grid element (cell) has a position zj and an ion
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Fig. 4: Solution of Eq. (27). The potential φ (red) was obtained numerically. The analytical solution Eq. (29)
(grey) is in perfect agreement. Both are given in units of kBThot/e. The electron density ne (green), normalized to
ne,0, follows from Eq. (28). The normalized ion density ni (black) is a step function with ni(z < 0)/ne,0 = 1 and
zero for z > 0. The electric field E (blue) is given in units of kBThot/eλD,0. Th z c ordinate is given in units of
λD,0.
the bulk. In [5] a Lagrangian code in MATLAB was developed, which solves Eqs. (28), (29), and (31),
similar to Ref. [46]. The numerical method is similar to the method described in Ref. [53]; however,
the developed code uses MATLAB’s built-in bvp4c function for a numerical solution of the boundary
v lue problem in th io fluid. The initially constant ion distribution is divided into a grid, c oosi g
the left boundary to be L  cst. The boundary value for the potential is φ(−L) = 0. At the right
boundary (initially at z = 0), the electric field −∂φfront/∂ z =
√
2/ekBThot/eλD,front must coincide with
the analytical solution of Eq. (30), where the local Debye length must be determined by the potential at
the front:
λD,front = λD,0 exp
(
eφfront
kBThot
)−1/2
. (32)
Initially, the Debye length at the ion front is obtained by inserting Eq. (29) in Eq. (28) to give
λD,0,front = e−1λD,0. The code divides the fluid region into a regular grid. Each grid element (cell) has
position z j, ion density n j, and velocity v j. For each time-step ∆t, the individual grid elements are moved
according to the following scheme [53]:
z j′ = z j+ v j∆t+
e
2mp
E∆t2 , (33)
v j′ = v j+
e
mp
E∆t . (34)
After that, the density of the cell is changed according to the broadening of the cell due to the movement:
n j′ = n j
∆x j
∆x j′
. (35)
At the front, the individual cells quickly move forward, resulting in a ‘blow-up’ of the cells, which
dramatically diminishes the resolution. Thus, after each time-step, the calculat on grid is mapped onto a
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new grid ranging from zmin to the ion front position zfront with an adapted cell spacing. This method is
called rezoning. The new values of v j and n j are obtained by third-order spline interpolation, providing
very good accuracy.
2.5.2 Temporal evolution and scaling
A crucial point in the ion expansion is the evolution of the electric field strength Efront, the ion velocity
vfront and the position zfront of the ion front. Expressions given by Mora are [46–48]
Efront '
(
2ne,0kBThot
eε0
1
1+ τ2
)1/2
, (36)
vfront ' 2cs ln
(
τ+
√
1+ τ2
)
, (37)
zfront ' 2
√
2eλD,0
[
τ ln
(
τ+
√
1+ τ2
)
−
√
1+ τ2+1
]
, (38)
where e = exp(1) and τ = ωpit/
√
2e. The other variables in these equations are the initial ion density
ni,0, the ion-acoustic (or sound) velocity cs = (ZkBThot/mi)1/2, Thot is the hot-electron temperature and
ωpi = (ne,0Ze2/miε0)1/2 denotes the ion plasma frequency. Owing to the charge separation, the ion front
expands more than twice as quickly as the quasi-neutral solution in Eqs. (25) and (26). From Eq. (37),
the maximum ion energy is given as
Emax = 2kBThot ln2
(
τ+
√
1+ τ2
)
. (39)
The particle spectrum from Mora’s model [46–48] cannot be given in an analytic form, but it is very
close to the spectrum of Eq. (22), obtained by the self-similar motion of a fully quasi-neutral plasma
expanding into a vacuum. The phrase ‘fully quasi-neutral’ should indicated that in this solution there is
no charge separation at the ion front, hence there is no peak electric field.
A drawback of the model is the infinitely increasing energy and velocity of the ions with time,
which results from the assumption of an isothermal expansion. Hence, a stopping condition must be
defined. An obvious time duration for the stopping condition is the laser pulse duration τL. However,
as found by Fuchs et al. [16, 45], the model can be successfully applied to measured maximum energies
and spectra, as well as to particle-in-cell simulations, if the calculation is stopped at τacc = α(τL+ tmin).
It was found that, for very short pulse durations. the acceleration time τacc tends towards a constant
value tmin = 60 fs, which is the minimum time that the energy transfer from the electrons to the ions
needs. The variable α takes into account that for lower laser intensities the expansion is slower and the
acceleration time must be increased. α varies linearly from 3 at an intensity of IL = 2×1018 W/cm2 to
1.3 at I L = 3×1019 W/cm2. For higher intensities, α is constant, at 1.3. Hence, the acceleration time is
τacc =
(−6.07×10−20× (IL−2×1018)+3)× (τL+ tmin) (40)
for IL ∈ [2×1018−3×1019] W/cm2, and
τacc = 1.3× (τL+ tmin) (41)
for IL ≥ 3×1019 W/cm2.
Figure 5 shows the temporal evolution of the electric field and the ion velocity at the ion front,
respectively. The electric field was normalized to E0, the ion velocity is divided by the sound velocity.
There is a very good agreement between the simulated values (blue circles) and the expressions by
Mora [46–48] from Eqs. (36) and (37) (red curve). The maximum deviations from the scaling expressions
are 1.6% for the electric field and 0.4% for the velocity. The electric field evolution and the development
of the electron and ion density profiles are shown in Fig. 6. The electric field (green curve) peaks sharply
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transfer from the electrons to the ions needs. The variable   takes into account that for lower laser intensities
the expansion is slower and the acceleration time has to be increased. It varies linearly from 3 at an intensity
of IL = 2⇤ 1018W/cm2 to 1.3 at IL = 3⇤ 1019W/cm2. For higher intensities   stays constant at 1.3. Hence the
acceleration time is
 acc =
⇠⇢⇡
# 6.07⇤ 10 20 ⇤ (IL   2⇤ 1018) + 3&⇤   L + tmin⇥ for IL ✓ [2⇤ 1018, 3⇤ 1019[W/cm2,
1.3⇤   L + tmin⇥ for IL   3⇤ 1019W/cm2. (2.71)
The Lagrangian code was used to simulate proton acceleration with the laser parameters as in the standard
case from above, i.e., with the laser intensity IL = 1019W/cm2, focused to a spot of r0 = 10µm and with a
pulse duration of  L = 600 fs. The acceleration time is then  acc = 1.67 ps. The target thickness is d = 20µm,
the angular broadening according to eq. (2.30) is ⌃ = 42° (FWHM) for electrons with the mean energy kBT ,
determined by eq. (2.28). The resulting initial electron and proton densities at the target’s rear side are n(e,i),0 =
1.4⇤ 1020 cm 3. With these parameters the electron temperature is kBTe = 0.96MeV, the initial Debye length
is ⌥D = 0.61µm and the sound velocity is cs = 9.58 ⇤ 106m/s. The electric field used for normalization is
E0 = kBThot/e⌥D = 1.56⇤ 1012 V/m. The ion fluid was initially set up from zmin/⌥D =  80 to z = 0. To test the
accuracy, a computation grid of 2000 cells and time steps of t = 2.5 fs were chosen. Later simulations were
performed with 500 cells and t = 25 fs.
Figure 2.9 shows the temporal evolution of the elec-
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Figure 2.9: Temporal evolution of the electric field and
the ion velocity at the ion front. There is a
very good agreement between the simulated
values (⌃) and eqs. (2.67, 2.68) (—).
tric field and the ion velocity at the ion front, respec-
tively. The electric field was normalized to E0, the
ion velocity is divided by the sound velocity. There
is a very good agreement between the simulated val-
ues (⌃) and the expressions by Mora from eqs. (2.67,
2.68) (—). The maximum deviation from the scaling
expressions is 1.6% for the electric field and 0.4%
for the velocity.
The electric field evolution, as well as the develop-
ment of the electron and ion density profiles, are
shown in Fig. 2.10. The electric field (—–) sharply
peaks at the ion front for all times. Initially, the ion
density (—–) is ni = n0 for z ⌥ 0 and zero for z > 0.
The electron density (—–) is infinite and decays pro-
portional to z 2. Note the different axes scalings for
the electric field and the densities, the latter ones are
plotted on a logarithmic scale. For later times, at
t = (500,1000,1500) fs, the ions are expanded, form-
ing an exponentially decaying profile. A large part of
the expanding plasma is quasi-neutral and can be identified by the constant electric field as derived in eq. (2.55).
At the ion front, the charge-separation is still present, leading to an enhanced electric field that is a factor of
two higher than the electric field in the bulk, in agreement to ref. [67]. This scaling is maintained for the whole
expansion. The scaling of the peak electric field value at the ion front with position z, as given by the analytical
expressions in eqs. (2.67) and (2.69), is in perfect agreement with the simulation (—–).
The final proton spectrum is shown in figure 2.11. The numerical solution (—–) is close to the analytical one
from the quasi-neutral model by eq. (2.54) (—–). The analytical spectrum is assumed to reach up to a max-
imum energy, taken from eq. (2.70). The maximum energy in the simulation is Emax,num. = 19MeV, that is in
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Fig. 5: Temporal evolution of the electric field and the ion velocity at the ion front. There is very good agreement
between simulated values (blue circles) and Eqs. (36) and (37) (red curve).
at the ion front for all times. Initially, the ion density (blue curve) is ni = n0 for z ≤ 0 and zero for
z > 0. The electron density (red curve) is infinite and decays proportionally to z−2. Note the different
axis scalings for the electric field and the densities; the latter are plotted on a logarithmic scale. For later
times, at t = (500,1000,1500) fs, the ions are expanded, forming an exponentially decaying profile.
A large part of the expanding plasma quasi-neutral and can be identified by th constant electric
field, as derived in Eq. (23). At the ion front, the charge separation is still present, leading to an enhanced
electric field that is a factor of two greater than the electric field in the bulk, in agreement with Ref. [46].
This scaling is maintained for the whol expansion. The scaling of the pea electric field value at he ion
front at position z, as given by the analytical expressions in Eqs. (36) and (38), is in perfect agreement
with the simulation.
The final proton spectrum is shown in Fig. 7. The numerical solution (blue curve) is close to
the analytical solution from the quasi-neutral model of Eq. (22) (red curve). The analytical spectrum is
assumed to reach a maximum energy, taken from Eq. (39). The maximum energy in the simulation is
Emax,num = 19 MeV, which is in close agreement to the analytical value of Emax,analyt = 18.5 MeV. As
expected, there is excellent agreement in the spectra for low energies, since in both cases the expansion
is quasi-neutral. For high energies, the numerical spectrum deviates from the self-similar model. The
numerical spectrum is lower than the self-si ilar one even though the ion density of the numerical
solution increases close to the ion front, as can be seen in Fig. 6 in the deviation of the electron and ion
densities close to the front. However, the velocity increase at the front in the simulation is much faster
than that in the self-similar solution, owing to the enhanced electric field. Thus, the kinetic energy of the
fluid elements close to the ion front is greater than the kinetic energy of fluid elements in a self-similar
expansion. The spectrum is obtained by taking the derivative of the ion density with respect to the kinetic
energy. It turns out that the kinetic energy increases more strongly than the ion density, hence dN/dE is
a little less than the self-similar expansion.
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Figure 2.10: Temporal evolution of the electric field and the ion and electron density, respectively. The electric
field (—–) sharply peaks at the ion front. The ion density (—–) is ni = n0 for z ⌥ 0 and zero for z > 0 for
t = 0. The electron density (—–) decays proportional to z 2. For later times, at t = (500,1000,1500) fs,
the ions are expanded, forming an exponentially decaying profile.
close agreement to the analytical value of Emax,analyt. = 18.5MeV. As expected, there is an excellent agreement in
the spectra for low energies, since in both cases the expansion is quasi-neutral. For high energies, the numerical
spectrum deviates from the self-similar model. The numerical spectrum is lower than the self-similar one even
though the ion density of the numerical solution increases close to the ion front, as can be seen in fig. 2.10 in
the deviation of the electron and ion densities close to the front. However, the velocity increase at the front
in the simulation is much faster than the self-similar solution, due to the enhanced electric field. Thus, the
kinetic energy of the fluid elements close to the ion front is higher than the kinetic energy of fluid elements in a
self-similar expansion. The spectrum is obtained by taking the derivative of the ion density with respect to the
kinetic energy. In turns out, that the kinetic energy increases stronger than the ion density, hence dN/dE is a
little less than the self-similar expansion.
In conclusion, the Lagrangian code and the model developed by Mora show, that TNSA-accelerated ions are
emitted mainly in form of a quasi-neutral plasma, with a charge-separation at the ion front that leads to an
enhanced acceleration compared to the expansion of a completely quasi-neutral plasma. For later times, if
⇣pi t   1, the analytical expression of the maximum ion energy in eq. (2.70) can be used to accurately deter-
mine the cut-off energy of TNSA-accelerated ions. The spectral shape of the ions is close to the spectrum of a
quasi-neutral, self-similar expansion.
The equations show, that the maximum energy, as well as the spectral shape, strongly scale with the hot electron
temperature. The expression for the initial electric field scales as E ✏ kBThotne, hence a simplistic estimate
would assume that both are equally important for the maximum ion energy. In contradiction to that, the in-
vestigation has shown that the maximum ion energy only weakly depends on the hot electron density and is
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Fig. 6: Temporal evolution of the electric field and the ion and electron density, respectively. The electric field
(green curve) peaks sharply at the ion front. The ion density (blue curve) is ni = n0 for z≤ 0 and zero for z> 0 for
t = 0. The electron density (red curve) decays proportionally to z−2. For later times, at t = (500,1000,1500) fs,
the ions are expanded, forming an exponentially decaying profile.
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Figure 2.11: Energy spectrum dN/dE from the simulation (—) compared to the spectrum f a quasi- eutral plasma
expansion (—).
directly proportional to the hot electron temperature. It is worth noting that this finding is in agreement with
the (unpublished) results obtained earlier with an electro-static PIC code by Brambrink [243].
The hot electron density - due to the quasi-neutrality boundary condition - determines the number of the gen-
erated ions. Both the number of ions as well as the energy are increasing with time, that again shows that not
the shortest and most intense laser pulses are favorable for TNSA, but somewhat longer pulses on the order of
a picosecond. This requires a high laser energy to keep the intensity sufficiently high.
Nevertheless, the model is still very idealized, since it is one-dimensional and isothermal, with the electrons
ranging into infinity and it neglects the laser interaction and electron transport. An approach with electrons in
a Maxwellian distribution always leads to the same asymptotic behavior of the ion density [244], hence two-
temperature [245] or even tailored [238] electron distributions will lead to different ion distributions. There
are many alternative approaches to the one described here, including e.g. an adiabatic expansion [69], multi-
temperature effects [69,245], an approach where an upper integration range is introduced to satisfy the energy
conservation for the range of a test electron in the potential [234], the expansion of an initially Gaussian shaped
plasma [68] or the expansion of a plasma with an initial density gradient [70]. Most of these approaches assume
an underlying fluid model, where particle collisions are neglected and the fluid elements are not allowed to
overtake each other. Hence a possible wave-breaking or accumulation of particles is not included in the models
but requires a kinetic description, e.g. [71,246]. Furthermore, the transverse distribution of the accelerated ions
cannot be determined from a one-dimensional model and requires further modeling. This will be done in the
framework of a two-dimensional particle-in-cell (PIC) simulation with the the Plasma Simulation computer Code
PSC, developed by Hartmut Ruhl. A PIC simulation allows a much more sophisticated description, including
relativistic laser-plasma interaction, a kinetic treatment of the particles, as well as a fully three-dimensional
approach.
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Fig. 7: Energy spectrum dN/dE from the simulation (blue curve) compared to the spectrum of a quasi-neutral
plasma expansion (red curve). norm, normalized.
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In conclusion, the Lagrangian code and the model developed by Mora show that TNSA-accelerated
ions are mainly emitted in the form of a quasi-neutral plasma, with a charge separation at the ion front that
leads to an enhanced acceleration compared with the expansion of a completely quasi-neutral plasma.
For later times, if ωpit 1, the analytical expression of the maximum ion energy in Eq. (39) can be used
to determine the cut-off energy of TNSA-accelerated ions accurately. The spectral shape of the ions is
close to the spectrum of a quasi-neutral, self-similar expansion.
The equations show, that the maximum energy, as well as the spectral shape, strongly scale with
the hot-electron temperature. The expression for the initial electric field scales as E ∝ kBThotne; hence,
a simplistic estimate would assume that both are equally important for the maximum ion energy. In
contradiction, however, the investigation has shown that the maximum ion energy only depends weakly
on the hot-electron density and is directly proportional to the hot-electron temperature. It is worth not-
ing that this finding is in agreement with results obtained earlier with an electrostatic particle-in-cell
code by Brambrink [55]. The hot-electron density—owing to the quasi-neutrality boundary condition—
determines the number of generated ions. Both the number of ions and the energy increase with time,
again showing that not the shortest and most intense laser pulses are favourable for TNSA, but some-
what longer pulses, of the order of a picosecond. This requires a high laser energy to keep the intensity
sufficiently high.
Nevertheless, the model is still very idealized, since it is one-dimensional and isothermal, with
the electrons ranging into infinity, and it neglects laser interaction and electron transport. An approach
with electrons in a Maxwellian distribution always leads to the same asymptotic behaviour of the ion
density [56], hence two-temperature [57] or even tailored [58] electron distributions will lead to different
ion distributions. There are many alternative approaches to the one described here, including, e.g., an
adiabatic expansion [48]; multitemperature effects [48, 57]; an approach in which an upper integration
range is introduced to satisfy the energy conservation for the range of a test electron in the potential [50];
expansion of an initially Gaussian-shaped plasma [47]; and expansion of a plasma with an initial density
gradient [59]. Most of these approaches assume an underlying fluid model, where particle collisions
are neglected and the fluid elements are not allowed to overtake each other. Hence a possible wave-
breaking or accumulation of particles is not included in the models but requires a kinetic description
[60, 61]. Furthermore, the transverse distribution of the accelerated ions cannot be determined from
a one-dimensional model and requires further modelling. This can be done in the framework of two-
dimensional particle-in-cell simulations. Particle-in-cell simulations allow a much more sophisticated
description, including relativistic laser–plasma interaction, a kinetic treatment of the particles, and a
fully three-dimensional approach.
3 Target normal sheath acceleration: ion beam characteristics
Part of the motivation of the extensive research on laser-accelerated ion beams is based on their ex-
ceptional properties (high brightness and high spectral cut-off, high directionality and laminarity, short
pulse duration), which distinguish them from those of the lower-energy ions accelerated in earlier experi-
ments at moderate laser intensities. In view of these properties, laser-driven ion beams can be employed
in a number of groundbreaking applications in science, technology, and medicine. This section reviews
the main beam parameters; Section 4 focuses on established and proposed applications using these unique
beam properties.
3.1 Beam parameters
3.1.1 Particle numbers
One of the striking features of TNSA-accelerated ion beams is the fact that the particle number in a
forward-directed beam is very high. At present, particle numbers of up to 6×1013 protons with energies
above 4 MeV have been detected in experiments. This typically leads to a conversion efficiency of laser
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to ion beam energy of up to 9%. At these high particle numbers, drawn from a very limited source size,
for high-energy short-pulse laser systems, the depletion of the proton contamination layer at the rear
surface becomes an issue. This has been addressed by Allen et al. [62], who determined that there are
2.24× 1023 atoms/cm3 at the rear surface of a gold foil, in a layer 1.2 Å thick. Assuming an area of
about 200 µm diameter, the accelerated volume is about V = 3.8×10−11 cm−3. Hence, the total number
of protons in this area is about Ntotal = 8.4×1012, which is close to the integrated number determined in
the experiments. Experiments have shown [8] that a rear surface coating of a metal target can provide
enough protons up to a thickness of ≈100 nm, where the layer thickness causes the onset of instabilities
in the electron propagation, owing to its limited electrical conductivity.
3.1.2 Energy spectrum
Based on the acceleration mechanism and the expansion model described earlier, the usual ion energy
distribution is an exponential one with a cut-off energy that is dependent on the driving electron tempera-
ture. Without special target treatment, and independently of the target material, protons are always
accelerated first, as they have the highest charge-to-mass ratio. These protons stem from water vapour
and hydrocarbon contamination, which are always present on the target surface, owing to the limited
achievable vacuum conditions. Protons from the top-most contamination layer on the target surface are
exposed to the highest field gradients and screen the electric field for protons and ions coming from
the successive layers. The acceleration of particles from different target depths results in a broad energy
distribution, which becomes broader with increasing contamination layer thickness. The inhomogeneous
electron distribution in the sheath also leads to an inhomogeneous accelerating field in the transverse
direction. The resulting exponential ion energy spectrum constitutes the main disadvantage in laser ion
acceleration.
Only three groups so far [63–65] have produced a quasi-monoenergetic ion beam with lasers and
an energy spread of 20% or less. Hegelich et al. [63] have used 20 µm thick palladium foils that were
resistively heated before the acceleration. At temperatures of about 600 K, the targets were completely
dehydrogenized, but carbon atoms still remained on the surface. By increasing the target temperature
(T > 1100 K), the carbon underwent a phase transition and formed a monolayer or graphite (graphene)
on the palladium surface, from which C5+ ions were accelerated to 3 MeV/u with an energy spread of
17%. An advantage of resistive heating is the complete removal of all hydrogen at once but there are also
several disadvantages. The formation of graphene cannot be controlled and the set-up requires a very
precise temperature measurement.
Schwoerer et al. [64] used 5 µm thick titanium foils coated with 0.5 µm thick hydrogen-rich poly-
methylmethacrylate dots of 20 µm×20 µm on the target’s rear surface. This configuration was designed
to limit the transverse extension of protons, so that the proton-rich dot would have a smaller diameter
than the scale of inhomogeneity of the electron sheath. In this case, all protons experience the same
potential. The parasitic proton contamination layer could be reduced by nanosecond-laser ablation; the
accelerated protons showed a quasi-monoenergetic energy spectrum peaking at 1.2 MeV.
Ter-Avetisyan et al. [65] produced quasi-monoenergetic deuteron bursts by the interaction of a
high-intensity, high-contrast (>10−8) laser with limited-mass water droplets. The peak position in the
spectrum, at 2 MeV, had an energy spread of 20%. This experiment, however, suffered from a low
laser–droplet interaction probability.
3.1.3 Opening angle
Figure 8 shows the energy-resolved opening angles for data obtained at Trident (blue circles), LULI-
100 TW (green circles), and Z-Petawatt (red circles). The plots have been normalized to the respective
maximum energy of each beam. These are 19 MeV for Trident, 16.3 MeV for LULI-100 TW, and
20.3 MeV for Z-Petawatt, respectively.
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Figure 4.3: Energy-dependence of the (half) opening angle. The data have been obtained at Trident (⌃), at LULI-
100 TW (⌃) and at Z -Petawatt (⌃), respectively. The plots have been normalized to the respective
maximum energy of each beam. The opening angle decreases with increasing energy. A parabolic
dependency could be fit to the LULI and Z -Petawatt results, the data for Trident has a linear slope.
electron sheath shape at the target surface, as pointed out by Carrol et al. [106]. According to the reference,
a sheath with Gaussian dependence in transverse direction results in a strongly curved opening angle-energy
distribution, whereas a parabolic hot electron sheath results in a linear dependency. However, only crude details
about the exact modeling of the acceleration process are given in the reference.
In the framework of this thesis, a more detailed expansion model has been developed, that is able to explain
the experimental results in more detail. The model and its results are described in section 5.2.
It should be noted, that the term “opening angle” is not equivalent to the beam “divergence”. As will be shown
below, the divergence of the protons slightly increases with increasing energy, whereas the emitting area (source
size) decreases with proton energy [72,279]. This results in a total decrease of the opening angle measured with
RCF.
4.1.4 Energy-resolved source sizes
Another feature that can be used in RCF Imaging Spectroscopy (RIS) is the ability of the proton beam to image
corrugations of the target surface in the detector (see sec. 3.5.2). The grooves imprint in the beam and appear
as darker lines in the detector. Due to the large opening angle of the beam, the grooves are magnified up to
a factor of 1000. By counting the lines in each RCF and by multiplying the number with the known grooves
distance, the source size at the target rear side can be determined. When this is done for each RCF layer, the
source size is obtained with energy resolution.
Figure 4.4 shows energy-resolved source sizes for the three laser systems TRIDENT (⌃), LULI-100TW (⌃) and
Z-Petawatt (⌃), respectively. As in the section before, the energy axis has been normalized to the individual
maximum energy of the shot, with the maximum energies given in the section before. The source size decreases
with increasing energy. Protons with the highest energies are emitted from sources of about 10µm diameter
and less. For lower energies, the source sizes progressively increase, up to about 200µm diameter for the lowest
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Fig. 8: Energy dependence of the half opening angle. Data obtained at Trident (blue circles), LULI-100 TW (green
circles), and Z-Petawatt (red circles). The plots have been normalized to the respective maximum energy of each
beam. The opening angle decreases with increasing energy. A parabolic dependency could be fit to the LULI and
Z-Petawatt results, the data for Trident produce a linear slope.
Protons with the highest energy are emitted with the smallest opening angle from the source, up to
a 5◦ half angle. Protons with less energy are subsequently emitted in larger opening angles. Below about
30% maximum energy, the opening angle reaches a maximum and stays constant for lower energies. In
most cases, the opening angles decrease parabolically with increasing energy, as shown in Fig. 8. In
some shots, h wever, the decrease of pening angle with increasing energy is close to linear, as in the
exampl obtained at Trident. The slope of th opening angle with energy is a result of the initial hot-
electron sheath hape at the target surface, as pointed out by Carroll et al. [66]. According to Ref. [66], a
sheath with Gaussian dependence in the transverse direction results in a strongly curved opening angle–
energy distribution, whereas a parabolic hot-electron sheath results in a linear dependency. However,
only crude details of the exact modelling of the acceleration process are given in Ref. [66]. In Ref. [5],
a more detailed expansion model is described, which is able to explain the experimental results in more
detail. It should be noted that the term ‘opening angle’ is not equivalent to the beam ‘divergence’. The
divergence of the protons increases slightly with increasing energy, whereas the emitting area (source
size) decreases with proton energy [6,67]. This results in a total decrease of the opening angle measured
experimentall .
3.1.4 Source size
Figure 9 shows energy-resolved source sizes for the three laser systems Trident (blue circle), LULI-
100 TW (green circles), and Z-Petawatt (red circles). As in Section 3.1.3, the energy axis has been
normalized to the individual maximum energy of the shot, with the maximum energies as before. Source
size decreases with increasing energy. Protons with the highest energies are emitted from sources of
about 10 µm diameter and less. For lower energies, the source sizes progressively increase, up to about
200 µm diameter for the lowest energies measurable with radiochromic film imaging spectroscopy, about
1.5 MeV. For even lower energies, the source sizes might be much larger and could reach in excess of
0.5 mm in diameter [42].
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Figure 4.4: Energy-resolved source sizes for data from TRIDENT (⌃), LULI-100 TW (⌃) and Z -Petawatt (⌃), re-
spectively. The energy-source size distribution could be fit to a Lorentzian (eq. (4.1)) with FWHM
  = 54.8µm for TRIDENT, of   = 56.5µm for LULI-100 TW and of   = 92.8µm for Z -Petawatt, respec-
tively.
energies measurable with RIS, that are about 1.5MeV. For even lower energies, the source sizes might be much
larger and could reach more than 0.5mm in diameter [75].
The energy-dependence of the source size well fits a Gaussian, indicated by the lines in figure 4.4. The data
could be fit by
E = exp
% (4 ln(2) source size)2
 2
(
, (4.1)
where 2  denotes the full width at half maximum (FWHM). This fit allows to characterize the complete energy-
dependent source size with one parameter only. The FWHM for Trident with a 10µm thin gold target is
  = 54.8µm. For LULI-100TW the source size is   = 56.5µm for a 15µm thin gold foil. A larger source
size has been measured at Z-Petawatt with   = 92.8µm and a 25µm thick gold target.
Decreasing source sizes have also been measured in refs. [72,74,75,77,119], but in most cases with less reso-
lution and no statements are made for the shape of the energy-source size distribution.
The energy-dependence of the source size is directly related to the electric field strength distribution of the
accelerating hot electron sheath at the source. Protons with high energies have been accelerated by a high
electric field. Cowan et al. [72] relate an increasing source size with decreasing energy to the shape of the hot
electron sheath, under the assumption of an isothermal, quasi-neutral plasma expansion (see sec. 2.4.1) where
the electric field is E =  (kBTe/e)( ne/ne) (eq. (2.49)). A transversally Gaussian electric field distribution (as
measured with RIS here) would result in a non-analytic expression for the electron density ne. On the other
hand, the realistic assumption of a Gaussian hot electron distribution would result in a radially linearly increas-
ing electric field, in contradiction to the measured data. Hence it is concluded that the quasi-neutral plasma
expansion, even though being the driving acceleration mechanism for late times, is not the physical mechanism
explaining the observed source sizes.
In fact, the source size must develop earlier in the acceleration process, e.g. at very early times when the electric
field is governed by the Poisson equation (eq. (2.35)), with E(z) ✏ kBTe/⌥D ✏ kBTene (eq. (2.38)). With the
data from figure 4.4 it is concluded, that there must be a radial dependency of E(z), hence a Gaussian decay of
either the hot electron temperature or density or both.
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Fig. 9: Energy-resolved source sizes for data from Trident (blue circles), LULI-100 TW (green circles) and Z-
Petawatt (red circles). The energy-source-size distribution fits to a Lorentzian with full width at half maximum of
54.8 µm for Trident, 56.5 µm for LULI-100 TW, and 92.8 µm for Z-Petawatt.
The energy dependence of the source size well fits a Gaussian, indicated in Fig. 9. The data could
be fit by
E = exp
(−(4ln(2)source size)2
σ2
)
, (42)
where 2σ denotes the FWHM. This fit allows the complete energy-dependent source size to be character-
ized using only one parameter. The FWHM for Trident with a 10 µm thin gold target is σ = 54.8 µm.
For LULI-100 TW, the source size is σ = 56.5 µm for a 15 µm thin gold foil. A larger source size has
been measured at Z-Petawatt, with σ = 92.8 µm and a 25 µm thick gold target.
The energy dependence of the source size is directly related to the electric field strength distri-
bution of the accelerating hot-electron sheath at the source. Protons with high energies have been acceler-
ated by a high electric field. Cowan et al. [67] relate increasing source size with decreasing energy to the
shape of the hot-electron sheath, under the assumption of an isothermal quasi-neutral plasma expansion
wh re the electric field is E = −(kBTe/e)(δne/ne). A transversely Gaussian electric field distribution
would result n a non-analytical expr ssion for the electron density, ne. Conversely, a realistic assumption
of a Gaussian hot-electron distribution would result in a radially linearly increasing electric field, in
contradiction to the measured data. Hence, it is concluded that the quasi-neutral plasma expansion,
although it is the driving acceleration mechanism for later times, does not explain the observed source
sizes. In fact, the source size must develop earlier in the acceleration process, e.g., at very early times,
when the electric field is governed by the Poisson equation (Eq. (10)), with E(z) ∝ kBTe/λD ∝
√
kBTene.
With the data from Fig. 9, it can be concluded that there must be a radial dependency of E(z), and hence
a Gaussian decay of either the hot-electron temperature or the density, or both.
3.1.5 Emittance
As we have seen, the acceleration of the ions by the TNSA mechanism basically constitutes a quasi-
electrostatic field acceleration of initially cold (room-temperature) atoms at rest, which are field ionized
and then pulled by the charge-separation field. As the electrons are scattered while being pushed through
th target, at least for materials with e ough electrical condu tivity to pro ide the return currents, the
transport smooths the distribution at the rear surface to result in a Gaussian-like field shape that expands
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laterally in time as the electrons start to recirculate. Thus the initial random ion movement in the beam,
represented in an extended phase space and often regarded as an effective beam temperature, is very low.
An important parameter in accelerator physics is the transverse emittance of an ion beam. In
view of the nature of the ion sources used in conventional accelerators, there is always a spread in
kinetic energy and velocity in a particle beam. Each point on the surface of the source emits protons with
different initial magnitude and direction of the velocity vector. The emittance ε provides a figure of merit
for describing the quality of the beam, i.e., its laminarity [68]. Assume that the beam propagates in the
z-direction. Each proton represents a point in the position-momentum space (x, px and y, py), the phase
space. The transverse phase space (e.g., in the x-direction) of the TNSA protons is obtained by mapping
the source position (indicated for example by imprinted surface grooves in the radiochromic film) versus
the angle of emission px/pz, obtained by the position x of the imprinted line in the radiochromic film and
the distance d by px/pz = x′ = arctan(x/d).
In general, the quality of charged-particle beams is characterized by their emittance, which is
proportional to the volume of the bounding ellipsoid of the distribution of particles in phase space. By
Liouville’s theorem, the phase space volume of a particle ensemble is conserved during non-dissipative
acceleration and focusing. For the transverse phase space dimensions, the area of the bounding phase
space ellipse equals piε , where the emittance ε , at a specific beam energy (or momentum p), is expressed
in normalized root-mean-square (r.m.s.) units as
εN,rms = (p/mc)
[
< x2 >< x′2 >−< xx′ >2]1/2 . (43)
In Eq. (43), m is the ion mass, c is the velocity of light, x is the particle position within the
beam envelope, and x′ = px/pz is the particle’s divergence in the x-direction. At a beam waist, Eq. (43)
reduces to εN,rms = βγσxσx′ , where σx and σx′ are the r.m.s. values of the beam width and divergence
angle. Several effects contribute to the overall emittance of a beam: its intrinsic transverse ‘thermal’
spread; intrabeam space charge forces; and non-ideal accelerating fields, for example, at apertures in
the source or accelerator. For typical proton accelerators (e.g., the CERN SPS or FNAL-Tevatron), the
emittance at the proton source is ≈0.5 mm ·mrad (normalized r.m.s.) and up to 20–80 mm · mrad within
the synchrotron. The longitudinal phase space (z–pz) is characterized by the equivalent energy–time
product of the beam envelope; for the CERN SpS, a typical value is ∼0.1 eV · s.
The highest quality ion beams have the lowest values of transverse and longitudinal emittance,
indicating a low effective ion temperature and a high degree of angle-space and time-energy correlation.
In typical TNSA experiments, one may estimate an upper limit for the transverse emittance of the proton
beam from Eq. (43), by assuming that initial beamlets were initially focused to a size 100nm, and
that the observed width is entirely due to the initial width of the x′ distribution. The upper limit of the
emittance for 12 MeV protons is <0.002 mm ·mrad. This is a factor of >100 smaller than typical proton
beam sources, and we can attribute this to the fact that during much of the acceleration the proton space
charge is neutralized by the co-moving hot electrons, and that the sheath electric field self-consistently
evolves with the ions to produce an effectively ‘ideal’ accelerating structure. The remaining irreducible
‘thermal’ emittance would imply a proton source temperature of <100 eV. The energy spread of the
laser-accelerated proton beam is large, ranging from zero to tens of megaelectronvolts; however, owing
to the extremely short duration of the accelerating field (<10 ps), the longitudinal phase space energy–
time product must be less than 10−4 eV · s. More details can be found in Ref. [67], from which part of
this section was extracted.
3.1.6 Ion species
Since protons are the lightest ions, and have the highest charge-to-mass ratio, they are favoured by the
acceleration processes. The protons are present in the target as surface contaminants or in compounds of
the target itself or of the target coating. The cloud of accelerated protons then screens the electric field
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Figure 13 
Fig. 10: (a) Overlaid signals of heated and non-heated (blue) W/CaF2 targets: the proton signals vanish for heated
targets, the fluorine signals (especially F7+) go up to much higher energies. (b) Corresponding F7+ spectra: more
than 5 MeV per nucleon are achieved for F7+ ions. From Ref. [40].
generated by the electrons for all the other ion species. The key for the efficient acceleration of heavy
ions is the removal of any proton or light ion contaminants. In a few cases, heating of the target was
performed prior to the experiments, to eliminate the hydrogen contaminants as much as possible, and to
obtain a better, more controllable ion acceleration. In particular, by removing the proton from the targets,
or by choosing H-free targets, the acceleration of heavier ions was favoured. For the latter case, recent
experiments have demonstrated heavy-ion acceleration of up to more than 5 MeV/u, which corresponds
to ion energies that are usually available at the end of a conventional accelerator of hundreds of metres
in length [40].
First attempts to remove the hydrogen contaminants used resistively heated Al targets to tempera-
tures of a few hundred degrees Celsius. The partial removal of the hydrogenous contaminants already
strongly enhanced the acceleration of carbon ions [8]. A reduction by a factor of ten increased the energy
of the carbon ions by a factor of 2.5 and their number by two orders of magnitude. Using tungsten as a
thermally stable target resist and coating the rear surface with the material of interest, the target could be
heated to more than 1200 degrees Celsius. Such targets show no accelerated protons at all, but instead
a strongly increased contribution of heavy ions. The maximum energy could be enhanced by a factor
of five compared with aluminium targets and the conversion efficiency again by a factor of ten [40] (see
Fig. 10). Where the ohmic heating of target materials of interest is prohibited, owing to a low evaporation
point, laser heating has proved an appropriate option for removing the contamination layers. In that case,
the intensity of the laser heating the rear surface and evaporating the proton layers and the timing, with
respect to the short pulse, have to be matched carefully. The energy spectrum of the heavy ions, together
with their charge-state distribution also provides detailed information about the accelerating electric field
at the rear surface. It was shown that, in a typical experiment, collisional ionization and recombination
in flight is negligible, and so the detected charge states directly image the electric field strength because
of the field ionization process. The field strengths that have been obtained match the estimated field
strength, also predicted by theory, very well, and range from 1011 V/m to ∼1012 V/m.
The accelerating field deduced from ion acceleration is also consistent with observed proton ener-
gies with non-heated targets. For example, in typical experiments, fluorine ions were accelerated up to
100 MeV, i.e., more than 5 MeV/nucleon at a maximum charge state of 7+. This corresponds to an
electric field of 2 TV/m, which would have accelerated protons, if present, to energies of up to 25 MeV.
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These were exactly the maximum energies found in experiments with non-heated targets under similar
experimental conditions. Furthermore, the conversion efficiency is very high. Similar to the results
obtained for proton beams, conversion efficiencies of up to 4% from laser to ion beam energy have been
measured. Because of the same accelerating mechanism for protons and heavy ions, an excellent beam
quality was expected. This section was extracted from [6].
3.2 Target dependence
In the previous section, we have looked extensively at the influence of target thickness and conductivity
on the driving electron sheath distribution. To summarize, a highly conducting ultra-thin target is the
most favourable for efficient ion acceleration. Moreover, as the electrons can distribute a part of the
energy provided by the laser into bremsstrahlung, a low-Z material is preferable. The ultimate thickness
of the target is determined by the limited laser contrast, as TNSA requires a sharp density gradient at the
rear surface. For effective ion acceleration, an undisturbed back surface of the target is crucial to provide
a sharp ion density gradient, since the accelerating field strength is proportional to Thot/el0, where Thot
is the temperature of the hot electrons and l0 is the larger of either the hot-electron Debye length or the
ion scale length of the plasma on the rear surface. The limited contrast of the laser causes a shockwave,
launched by the prepulse, that penetrates the target and causes a rarefaction wave that diminishes the
density gradient at the back, thereby drastically reducing the accelerating field. The inward moving
shockwave also alters the initial conditions of the target material due to shockwave heating and therefore
changes, e.g., the target density and conductivity. As a trade-off, one has, however, to note that a certain
preplasma at the front side is beneficial to the production of hot electrons, somehow contradicting the
need for high-contrast lasers. Also, as the lateral expansion of the electron sheath affects the evolution of
the ion acceleration, it has been found that to confine the electron by reducing the transverse dimensions
of the targets also enhances the ion particle energy. So the ideal target would resemble an ultra-thin,
low-Z, highly conducting target with small lateral dimensions and a large preplasma at the front side.
Meanwhile, high-contrast laser systems are able to irradiate targets as thin as only a few nano-
metres, and we begin to see the change in the accelerating mechanism to radiation pressure acceleration
[70] or laser breakout afterburner type acceleration [71], which is beyond the scope of this paper.
Apart from maximizing the ion beam particle energy, targets can be used to shape the beam for
the applications listed next. Ballistic focusing [8, 72–75] and defocusing [8] have been demonstrated
by numerous groups, tailoring on a nanoscale using microstructured targets [76] and layered targets to
modify the shape of the energy spectrum [64].
3.3 Beam control
Ballistic focusing of laser-accelerated proton beams has been known since 2003 [72] and has been in-
vestigated in detail because of the large importance for proton-driven fast ignition [77] and the generation
of warm dense matter [78]. Experiments have shown that the real source size of a few hundred micro-
metres could be collimated down to 30 µm using ballistic focusing from the rear surface of hemispherical
targets. However, one has to take into account the real sheath geometry of the driving electrons to inter-
pret the proton beam profile accurately. The driving sheath consists of a superposition of the sheath field
normal to the inner surface of the hemisphere and the Gaussian electron density distribution caused by
the limited source size of the driving laser focus. Therefore, the experiments in Ref. [72] have indicated
that a larger laser focal spot should minimize the second effect and thus result in a better focus quality.
For almost all applications, a precise control of the beam parameter and the possibility of tailoring
the beams is of great importance. As we have seen, using the guidance by the shape of the target material,
we have large control over the spatial ion beam distribution. However, it might also be instructive and
preferable to try to manipulate the ion beam just using optical methods. Results reported so far were
obtained with a round laser spot, focused as well as possible to obtain the highest intensities. But, as
22
found by Fuchs et al. [79], the laser focal spot shape is eventually imprinted in the accelerated proton
beam. Fuchs et al. assumed that the bulk of the hot electrons follow the laser focal spot topology and
create a sheath with the same topology at the rear side. The proton beam spatial profile, as detected by a
film detector, was simulated with a simple electrostatic model. Fuchs et al. took the laser beam profile as
an input parameter and assumed the electron transport to be homogeneous, with a characteristic opening
angle that needed to be fit to match the measured data. The unknown source size of the protons was
fit to best match the experimental results. It was shown, that for their specific target thickness and
laser parameters, the fitted broadening angle of the electron sheath at the rear side closely matched the
broadening angle expected by multiple Coulomb small-angle scattering. However, Fuchs et al. could
only fit the most intense part of the measured beam and neglected the lower intense part that originates
from rear-side accelerated protons. Additionally, there is no information on the dependence of these
findings on target thickness.
Using microgrooved targets, a more detailed understanding has been achieved. The asymmetric
laser beam results in asymmetric proton beam profiles. The energy-resolved source size of the protons
was deduced by imaging the beam perturbations from the microgrooved surface into a radiochromic film
detector stack. It was shown that the protons with the highest energies were emitted from the smallest
source. When the laser focus size was increased, the proton source size increased as well. For symmetric
as well as asymmetric laser beam profiles, the source-size dependent energy distribution in both cases
could be fit to a Gaussian. This leads to the conclusion that the laser beam profile has no significant
contribution to the general expansion characteristics of laser-accelerated protons, but can strongly modify
the transverse beam profile without changing the angle of the beam spread. For a more detailed analysis
of the experimental results, a code for sheath-accelerated beam ray-tracing for ion analysis (SABRINA)
was developed, which takes the laser beam parameters as input and calculates the shape of the proton
distribution in the detector. The electron transport was modelled to follow the laser beam profile topology
closely and a broadening due to small-angle collisions was assumed. It was shown that broadening due
to small-angle collisions is the major effect that describes the source size of protons for thick target foils
(50 µm). By contrast, thin target foils (13 µm) show much larger sources than expected for small-angle
collisions. The physical reason behind this observation remains unclear; it is most likely the result of
electron refluxing. Thus, the shape of the sheath at the rear side of the thick targets can be estimated by a
simple model of broadening due to multiple small-angle scattering, but the model fails for the description
of sheath broadening in thin targets.
The imprint of the laser beam profile affects the intense part of the proton beam profile. This effect
must also be present in cases with a round focal spot. Therefore, a focal spot with a sharp peaked laser
beam profile will result in a strongly divergent proton beam, as observed in experiments. The findings
also explain that in cases where a collimation of the proton beam is required, e.g., proton fast ignition
or the injection of the beam into a post-accelerator, not only is a curved target surface necessary, but a
large, flat-top laser focal spot is indispensable, to produce a flat proton-accelerating sheath.
4 Applications
Summarizing the beam parameters achievable using the TNSA mechanism one can make a number of
conclusions.
The measured particle energies so far extend up to tens of megaelectronvolts (78 MeV protons,
5 MeV/u palladium) and the particles showed complete space charge and current neutralization due to
accompanying electrons. In experiments, particle numbers of more than 1013 ions per pulse and beam
currents in the mega-amp regime were observed. Another outstanding feature is the excellent beam
quality, with a transverse emittance of less than 0.004pi mm · mrad and a longitudinal emittance of
less than 10−4 eV · s. Because of these unmatched beam characteristics, a wealth of applications were
foreseen immediately. Those applications range from:
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– injection of high power ion beams for large-scale basic research facilities;
– new diagnostic techniques for short-pulse phenomena, since the short pulse duration allows for the
imaging of transient phenomena;
– modification of material parameters (from applications in material science to warm dense matter
research and laboratory astrophysics);
– applications in energy research (‘fast igniter’ in the inertial fusion energy context);
– medical applications;
– use as a new laser-driven pathway to compact, bright neutron sources.
4.1 Ion source
An important application for TNSA ion beams is for use as next-generation ion sources or accelerators,
where the excellent beam quality and strong field gradients can replace more conventional systems.
Several collaborations are actively working on that task, spearheaded by the LIBRA collaboration in the
UK, the LIGHT collaboration in Germany and a group at JAEA in Japan.
We briefly address a few aspects of current research aimed at applying laser ion beams as a new
source.
4.1.1 Collimation and bunch rotation of accelerated protons
One of the main drawbacks of laser-accelerated ions and, in particular, protons are the exponential energy
spectrum and the large envelope divergence of the beam. Different techniques have been developed to
modify the energy distribution, to produce a more monoenergetic beam. Therefore, special targets were
created with thin proton or carbon layers on the rear side, as well as deuterated droplets. In addition,
there have been attempts to reduce the initial divergence of the beams by ballistic focusing, with the help
of curved hemispherical targets, resulting in a beam focus at a distance of the diameter of the sphere
from the laser focus. In a different experiment, a laser-triggered microlens was used to select a small
energy interval and to focus the protons with these specific energies to a millimetre spot 70 cm from the
target [80].
The total proton yield of typically 1013 particles and the extremely high observed phase space
density immediately behind the source and prior to any collimator are highly encouraging. As in all
cases of sources of secondary particles (antiprotons, muons, rare isotopes, etc.), transmission efficiency
and phase space degradation due to the first collimator need to be carefully examined. In particular,
higher than first-order focusing properties of the collimator are a serious limitation to the realistically
‘usable’ fraction of the production energy spectrum, as well as of the production cone divergence. As
these same limitations might cause a serious degradation of the transverse emittance of the ‘usable’ pro-
tons, the very small production emittance becomes a relatively irrelevant quantity. Instead, an ‘effective’
emittance, taking into account transmission loss and blow-up caused by the collimator, should be used.
In this context, space charge (non-linear) effects are a further source of emittance degradation—probably
not the dominant one—to be carefully examined. Recently, we have shown that the collimation of a laser-
accelerated proton beam by a pulsed high-field solenoid is possible and leads to good results in terms
of collimation efficiencies. More than 1012 particles were caught and transported by the solenoid. The
steadiness of the proton beam after collimation could be proven up to a distance of 324 mm from the tar-
get position. Inside the solenoid, strong space charge effects occurred, owing to the co-moving electrons,
which are forced to circulate around the solenoid’s axis at their gyroradius by the strong magnetic field,
leading to a proton beam aggregation around the axis (see Fig. 11). Details can be found in Ref. [81].
More detailed calculations of the injection into ion optical structures have been published by Ingo
Hofmann [82, 83].
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Abbildung 5.10: Die Simulation zeigt die Propagation der Protonen durch den Solenoiden bis hin zum RCF-Detektor für sechs
Zeitschritte. Die Elektronen sind aus Übersichtsgründen nicht dargestellt. Deutlich sichtbar ist die Protonenaggregation auf die
Solenoidachse. Die Energien der Protonen liegen im Bereich von 1MeV (·) bis 5MeV (·).
eine akkurate Berechnung der Protonen- sowie der Elektronendynamik komplexer Systeme, wie z.B. den vorlie-
genden Transport der geladenen Teilchen durch das Solenoidfeld. Erste Ergebnisse stützen die oben beschriebe-
nen CST-Particle-Studio Resultate und wurden erstmalig in Referenz [85] präsentiert. Im folgenden Kapitel zum
neuen Spulendesign werden die gemessenen RCF-Profile den mit Hilfe des WARP-Codes berechneten Profilen
gegenübergestellt. Es zeigt sich eine sehr gute Übereinstimmung.
5.8 Neues Spulendesign
Aufbauend auf den Ergebnissen der ersten Strahlzeit zum Transport laserbeschleunigter Protonen mit einem
gepulsten Solenoiden wurde ein zweites Experiment am PHELIX durchgeführt, in Zusammenarbeit mit Kolle-
gen vom Forschungszentrum Dresden-Rossendorf (FZD). Dabei kam ein neuer Solenoid zum Einsatz, dessen
Design am Hochfeldlabor des FZD entwickelt wurde. Die Spule besteht aus vier Lagen Kupferdraht mit jeweils
27 Windungen und hat eine Gesamtlänge von 150mm. Die offene Apertur beträgt 48mm im Durchmesser.
Durch die verdoppelte Länge der Spule im Gegensatz zum ersten Prototypen und die vierfache Wicklung er-
gibt sich eine Induktivität der Spule von ⇠ 250µH. Dies ermöglicht eine Verringerung der benötigten Ströme
zur Erzeugung des Magnetfeldes. Realisiert wurde dies durch eine Halbierung der Kondensatorkapazität auf
1560µF. Abbildung 5.11(a) zeigt ein Foto des neuen Solenoiden, eingebaut in der PHELIX Targetkammer. Die
mechanische Stabilität wird wieder durch massive glasfaserverstärkte Kunstoffflansche erreicht. Zusätzlich ist
die Spule im Inneren durch eine drei Millimeter dicke Schicht glasfaserverstärkten Kunststoff gegen den Ein-
schlag der beschleunigten Teilchen geschützt. Durch diese Maßnahme konnten Überschläge innerhalb der Spule
verhindert werden. Dies ist deutlich an den Stromkurven des Solenoiden zu sehen, die während eines Laser-
schusses zur Protonenbeschleunigung aufgenommen wurden, siehe Abbildung 5.11(b). Es konnte kein Signal
auf der Erdungsleitung gemessen werden. Zusätzlich sieht man an dieser Kurve, dass die neue Spule eine ähnli-
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Fig. 11: Simulation of the propagation of target normal sheath acceleration protons through a solenoid magnet up
to a detector at six timepoints. For a better view, the accompanying electrons are not shown. A clear aggregation
of protons at the axis due to space charge effects is visible. The proton energy in this case ranges from 1 to 5 MeV.
RCF, radiochromic film. Published in Ref. [81].
4.1.2 Ch omatic error of sol noid collimation
In general, pulsed solenoids are a good match to the ‘round’ production cone of laser-accelerated par-
ticles; a quadrupole-based focusing system appears to be disadvantageous in the defocusing plane of
the first lens, owing to the relatively large production angles. As an example, we use the short-pulsed
solenoid currently under experimental study at the GSI Helmholtz Centre for Heavy-Ion Research. It has
a length of 72 mm and a theoretical maximum field strength of 16 T, which is sufficient to parallelize
protons at 10 MeV. The d ta ce from the target spot to the solenoid dge is assumed to be 17 m.
The prevailing higher-order effect of a solenoid is the increase in focal length with particle energy.
Owing to the debunching process, differe t sections along the bunch have different energies an thus
focus at different istances. This results in an effective increase in the bunch-averaged emittance to the
effect that the tiny initial production emittance should be replaced by a chromatic emittance. To examine
the expected behaviour i detailed simulation, we employed the DYNAMION code [84], which includ s
h gher-order effects in amplitudes and energy depend nce, as w ll as space charge effects. The latter
are bas d on particle–par ic e interaction, hich limits the space charge resolution. The s lenoid three-
dimensional magnetic field was obtained by direct integration usi the coil g ometry of the experimental
solenoid. To quantify the chromatic effect, we consider an ensemble of protons with constant energy
spread ∆E/E = ±0.04 around a reference energy of 10 MeV. Results for final emittances (ignoring
space charge) are shown in Fig. 12 to depend exactly quadratically on the considered production cone
opening angle δx′, which varied up to ±172 mrad (±10◦). To test the influence of space charge, we
also simulated a case with the number of protons in the bunch, Nb, equal to 3×109, which is equivalent
to a linac current of I = 50 mA (using I = eNb fRF and assuming that each bucket of a fRF = 108 MHz
sequence is filled identically). For simplicity, the bunch intensity was chosen to be independent of
the opening angle. It is noted that the quadratic law still approximately applies. Since for given δx′
the dependence on ∆E/E is found to be practically linear, we can justify the following scaling of the
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Fig. 12: Dependence of ‘chromatic’ emittances (here total emittances for 95% of particles) on production cone
angle, as obtained by DYNAMION simulations.
chromatic emittances in the absence of space charge:
εx = αc(δx′)2
∆E
E
, (44)
with αc ≈ 0.04 m/rad for the particular solenoid described here. The law is still approximately true if
space charge is included for the assumed bunch intensity. Note that the chromatic emittance is found to
be practically independent of the initial spot radius rspot—contrary to the production emittance given by
the product rspotδx′.
4.1.3 Transmission through beam pipe
For planned experiments, it is important to note that the increase of emittance with energy spread will
inevitably lead to transmission loss in the finite acceptance of the following beam pipe. To this end,
we have assumed a beam pipe of 3 cm radius up to 250 cm distance from the source. We have also
assumed a linac current Nb ≈ ∆E/E, with Nb = 2× 109 for the lowest value ∆E/E = ±0.04. The
increase in transmission loss with distance is mostly due to the large spread of focusing angles as a
function of the energy spread and is also due, to a lesser extent, to space charge. The surviving energy
distribution evaluated at different distances from the source goes down to 35% for the largest initial
energy spread case in the previous example of ∆E/E = ±0.64 and a correspondingly high current of
560 mA. Obviously, an extended beam pipe serves as an energy filter.
4.1.4 RF bunch rotation
For most applications of laser-accelerated particles, in particular for ion beam therapy, it is desirable
to reduce the final energy spread on the target to a fraction of one per cent, to enable focusing on a
small target spot. This is achieved by means of a ‘bunch rotation’ RF cavity applied to the beam after
debunching to a length suitable for the RF wavelength. The initial short bunch length increases with
debunching proportional to the distance from the source and the considered energy spread. Capture
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into the RF bucket of a fraction of a beam within a given transverse emittance defines the ultimate six-
dimensional extraction efficiency and the ‘usable’ part of the total production of protons. As reference
value we take an energy spread of ∆E/E =±0.04, which can be reduced to a reasonably small value by
using a 500 kV/108 MHz bunch rotation RF cavity approximately 250 cm away from the solenoid. This
means that only the central part of the totally transmitted energy distribution—about 20% for the 3 cm
aperture limitation—can be captured by the RF bucket. Diagnosing the intensity and six-dimensional
emittance of this ‘usable’ fraction in the presence of the background of the fully transmitted spectrum is
a challenge to the diagnostics.
Thus, at the current status, a careful study of the transfer efficiency of these beams into conven-
tional transport and focusing structures is crucial and timely, and will be carried out within the next few
years, given the unique prerequisites present among all the international collaborations. The foremost
goal of the proposed effort is to determine the properties of the generated proton or ion beams with the
prospect of later applications and to examine the possibilities of collimation, transport, debunching and,
possibly, post-acceleration in conventional accelerator structures, both theoretically and experimentally.
4.2 Diagnostics
A highly energetic laminar beam of charge particles with a pulse duration of only a few picoseconds
constitutes an ideal tool to diagnose transient phenomena. Like a short burst of X-rays, a pulse of
laser-driven protons can penetrate a target and reveal important information about its parameters. Laser-
driven protons are complementary to X-rays, as the interactions of charged particles are fundamentally
different from those of electromagnetic radiation. In the past, ion beams produced by conventional
accelerators have already been used to radiograph static and transient samples [85], as well as for the in-
vestigation of electric fields in laser-produced plasmas [86]. Several experiments with laser-accelerated
beams as probes were performed, to investigate the evolution of highly transient electric fields evolving
from charging of laser-irradiated targets [88,92]. These fields change on a picosecond time-scale. Proton
beams from ultra-intense laser–matter interactions are accelerated in a few picoseconds, depending on the
laser pulse length. Combined with the very low emittance [67], these beams allow for two-dimensional
mapping of the primary target with unprecedented spatial and temporal resolution. Using this technique,
remnants of relativistic solitons that were generated in a laser plasma have been detected [89], and the
accelerating Debye sheath in a TNSA process as well as the ion expansion from the rear side of the target
foil could be pictured [90].
Because of the energy spectrum, and owing to the dispersion of the proton pulse at the point of
interaction with the target to be probed, different proton energies probe the target at different times.
Using the radiochromic film stack technique, the ions can be separated in energy, where the high-energy
particles deposit their energy in the rearmost layer, while lower-energy particles are stopped in the front
layers. Thus, by unfolding the layers, one can separate the ion energies and therefore the interaction time
down to picosecond temporal resolution.
4.2.1 Energy loss
The fundamental contrast mechanism for generating image information is energy loss in the sample, and
the consequent shift in the energy distribution of transmitted protons. As one proceeds from the shallow
layers to the deepest radiochromic film layers, protons with progressively higher incident energies are
preferentially recorded. By examining a portion of the image where the sample contained no inter-
vening material, we can deduce the incident proton energy distribution from the depth dependence of the
deposited energy, based on the respective response function.
If the incident protons pass through a thin sample of thickness δx, they lose energy according to
their energy loss rate, and the transmitted proton energy, which is incident on the film detector, is
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Ef ≈ Ei− (dE/dx) ·δx≈ Ei−∆E . (45)
If the sample is thick, so that dE/dx is not constant over the energy range ∆E, then the energy loss
is given by the integral along the trajectory,
∆E =
∫ δx
0
dE(dx)dx . (46)
A limitation of this technique is that energy loss, and therefore thickness information, is encoded
as a spectral shift of the proton energy distribution due to energy loss. If the object has a large thickness
range, and hence large values of the energy loss, early-time (high incident proton energy) information
from thick portions of the sample is recorded in the same final proton energy interval as late-time (low
incident proton energy) information from thinner portions of the sample. Deconvolution of the spa-
tial, temporal, and thickness information is complicated, and even self-consistent solutions may not be
unique.
In the ideal limit of no transverse scattering, the resolvable thickness variation over a sample is
related only to the energy loss and the exponential fall-off of the proton spectrum. This is a strong
function of initial proton energy via the energy dependence of dE/dx. For example, for our test case,
in which we observe a 2 MeV exponential distribution, a resolvable intensity variation of 1% implies a
resolvable energy loss of 20 keV. At a proton energy of 10 MeV, this would correspond to a plastic (CH)
thickness of <5 µm, and, at 4 MeV, a thickness of 2 µm.
4.2.2 Transverse scattering
In addition to continuously slowing down, the protons also undergo multiple small-angle Coulomb scat-
tering from the nuclei in the sample. In the energy range of interest, proton multiple scattering can be
described by a Gaussian fit to the Molière distribution, which is similar to the case of the electrons we
have seen earlier. That is, protons are scattered according to a near-Gaussian polar angle distribution,
dN/dΩ≈ 1√
2piΘ0
exp(−Θ2/2Θ20) , (47)
where Θ0 is given by
Θ0 =
13.6 MeV
β pc
√
x/X0[1+0.038ln(x/X0)] , (48)
with X0 defined as
X0 =
716.4 g cm−2 A
Z/(Z+1) ln(287/
√
Z)
. (49)
Multiple scattering of the protons as they traverse the sample degrades the spatial resolution pos-
sible from ideal energy loss imaging, but it can also increase the contrast and hence the thickness reso-
lution. This is because those protons scattered away from the direct line of sight from the source to the
film detector are moved from the umbral to penumbral region on the film, thus reducing the flux of pro-
tons in the direct shadow. The decrease in proton flux associated with a given film plane being sensitive
to higher initial energy protons, owing to the energy loss in the sample, is augmented by a flux reduction
from scattering. The very small-angle scattered protons, however, increase the net flux of protons in the
penumbral region, which can lead to ‘limb brightening’ effects, which are usual for image techniques
based on scattering (rather than absorption).
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4.2.3 Field deflection
Probably the most important applications to date of proton probing are related to the unique capability of
this technique to detect electrostatic fields in plasmas [91,92]. This has allowed researchers to obtain, for
the first time, direct information on electric fields arising through a number of laser–plasma interaction
processes [88, 89, 93]. The high temporal resolution is here fundamental in allowing the detection of
highly transient fields following short-pulse interaction. When the protons cross a region with a non-
zero electric field, they are deflected by the transverse component E⊥ of the field. The proton transverse
deflection at the proton detector plane is equal to
∆r⊥ ≈ eL
∫ b
0
(E⊥/mpv2p)dl , (50)
where mpv2p/2 is the proton kinetic energy, e its charge, b the distance over which the field is present,
and L the distance from the object to the detector. As a consequence of the deflections, the proton beam
cross-section profile undergoes variations showing local modulations in the proton density. Assuming
the proton density modulation to be small δn/n0 1, where n0 and δn are, respectively, the unperturbed
proton density and proton density modulation at the detector plane, we obtain δn/n0 ≈ −div(∆r⊥)/M,
where M is the geometrical magnification. The value of the electric field amplitude and the spatial
scale can then be determined if a given functional dependence of E can be inferred a priori, e.g., from
theoretical or geometrical considerations. More details can be found in the references cited in this paper
and in Ref. [6], from where a part of this section was taken.
4.3 Warm dense matter
The creation of extreme states of matter is important for the understanding of the physics covered in
various research fields, such as high-pressure physics, applied material studies, planetary science, inertial
fusion energy, and all forms of plasma generation from solids. The primary difficulties in the study of
these states of matter are that the time-scales or the changes are rapid (≈1 ps), while the matter is very
dense and the temperatures are relatively low,∼eV/kB. With these parameters, the plasma exhibits long-
and short-range orders, which are due to the correlating effects of the ions and electrons. The state of
matter is too dense or too cold (or both) to admit standard solutions used in plasma physics. Perturbative
approaches using expansions in small parameters for the description of the plasma are no longer valid,
proving a tremendous challenge for theoretical models. This region where condensed matter physics and
plasma physics converge is the so-called warm dense matter regime [94].
Warm dense matter conditions can be generated in a number of ways, such as by laser-generated
shocks [95] or laser-generated X-rays [96, 97], intense ion beams from conventional accelerators [98],
or laser-accelerated protons [72–74], to name just a few. Whereas lasers only interact with the surface
of a sample, ions can penetrate deeply into the material of interest, thereby generating large samples of
homogeneously heated matter. The short pulse duration of intense ion beams furthermore allows for the
investigation of the equation of states close to the solid-state density, because of the material’s inertia,
which prevents the expansion of the sample within the interaction. Moreover, the interaction of ions with
matter is dominantly due to collisions and does not include a high-temperature plasma corona as is the
case in laser–matter interaction.
The generation of large, homogeneous samples of warm dense matter is accompanied by the chal-
lenging task of diagnosing this state of matter, as the usual diagnostic techniques fail under these con-
ditions. The material density results in a huge opacity and the relatively low temperature does not allow
traditional spectroscopic methods to be applied. Moreover, the sample size, deposited energy and life-
time of the matter state are strongly interrelated and are dominated by the stagnation time of the atoms
in the probe. Thus, high spatial and temporal resolution is required to gain quantitative data in those
experiments. Owing to the high density of the sample, laser diagnostics cannot be used. The properties
of matter could be determined by measuring the expansion after the heating [73] or by measuring the
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Figure 6.5: Proposed experimental scheme to investigate the properties of laser-accelerated proton-heated matter
by spectrally resolved x-ray Thomson scattering. See text for details. Image courtesy of K. Harres.
(partially shown above) is required to prevent parasitic signals in the scatter spectrometer. From the measured
Doppler-broadened, Compton-downshifted signal the temperature and density can be inferred.
Two-dimensional hydrodynamic simulations of the laser-accelerated proton beam energy deposition in a solid
carbon cylinder have been performed by An. Tauschwitz, in order to estimate the temperature by the proton
heating. Details of the simulation are published in ref. [13]. For the estimate the proton beam parameters (spec-
trum, total number, energy dependent source size, energy dependent divergence) determined at LULI-100TW
have been used. The simulated proton beam had an exponential spectrum (eq. (3.13)) with N0 = 5⇤ 1011 and
kBT = 1.5MeV. The angle of beam spread decreases parabolic with energy. The decreasing source size with
energy has been fit by a Gaussian. The distance between the proton producing foil and the carbon sample was
chosen to 300µm.
The temperature distribution in the solid carbon sample is shown in fig. 6.6. The left image shows the temper-
ature distribution along the longitudinal direction z. 50 ps after the first protons hit the target, a plateau-like
region (between 10µm and 20µm) of about 8 eV is formed in the yellow-shaded area. In radial direction (see
right-hand image) the temperature is homogeneous at around 8 eV, too. Due to the impulsive heating by the
protons the temperature stays constant for more than 300 ps . This is enough time for the backlighter beams to
probe the sample.
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Fig. 13: Experimental scheme to investigate the properties of laser-accelerated proton-heated matter by spectrally
resolved X-ray Thomson scattering. HOPG, highly ordered pyrolytic graphite.
thermal radiation emitted by the sample [72]. However, even more interesting are the plasma parameters
deep inside the sample, where the ion heating is most effective. An ideally suited diagnostic technique
recently developed is X-ray Thomson scattering [96, 99, 100].
Figure 13 shows a typical experimental scheme to investigate the transformation of solid, low-Z
material into the warm dense matter state. The experimental scheme requires a high-energy short-pulse
laser and one or more long-pulse laser beams in the same experimental vacuum chamber. In recent
years, more and more laser facilities have upgraded their laser systems for such types of pump-probe
experiment. A chirped pulse amplification laser beam above 100 TW power generates an intense proton
eam from a thin target foil. The protons hit a solid-de sity sample and heat it isochorically, up to a
temperature of several eV/kB. Th long-pulse beams are used to drive an intense X-ray source from
a titanium or Saran (which contains chlorine) foil. The sample is bed by narrow-band line-radi tion
from the chlorine or titanium plasma. The scattered radiation is first spectrally dispersed by a highly
efficient, highly oriented, pyrolytic graphite crystal spectrometer with von Hamos geometry before it
is detected. Extensive gold shielding (partly shown in Fig. 13) is required, to prevent parasitic signals
in the scatter spectrometer. From the measured Doppler-broadened, Compton-downshifted signal, the
temperature and density can be inferred.
Whereas lasers only interact with the surface of a sample, ions can penetrate deeply into the
material of interest, thereby generating large samples of homogeneously heated matter. The short pulse
duration of laser-produced ion beams furthermore allows for the investigation of equation of states close
to the solid-state density, because the material’s inertia prevents expansion of the sample during the
interaction. In addition to these unique characteristics, the interaction of ions with matter is dominantly
due to collisions and does not include a high-temperature plasma corona, as it is present in laser–matter
interaction. The absence of a large radiation background is of importance to the experiment. Large
conversion efficiencies have been observed, and significant energy can be transferred from the ultra-
intense laser via the ion beam into the sample of interest. Because of the high beam quality, ballistic
focusing has been demonstrated, allowing for an increase in local energy deposition, thus leading to
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Scientific case: Ultra-fast optical pump x-ray probe measurements have studied the disordering of the 
crystal lattice due to the strongly perturbed potential when an intense optical laser pulse is absorbed on 
the surface. Siders et al. [1] have used x-ray scattering to measure the ultra-fast non-thermal “melting” 
of laser irradiated semiconductor crystals. The fast disordering of the crystal structure – much faster 
than could have been achieved by thermal melting – was attributed to the high carrier density 
exceeding the crystal stability limit, while the subsequent slower melting was due to propagation of a 
melt-front into the crystal. Lindenberg et al. [2] have measured the disordering of the crystal due to 
inertial moving of the target atoms in a softened inter-atomic potential after optical laser irradiation. In 
these experiments, non-thermal heating was driven by the laser first transferring energy to a non-
equilibrium electron population, which relaxation is then mediated by lattice phonon coupling. 
Differently from above, here we instead propose to directly heat a graphite crystal lattice to and above 
melting temperature using laser-accelerated intense proton beams. Since protons, due to their large 
mass, preferentially deposit energy deep in the target, the energy flow pathways are substantially 
changed. Indeed, this heating mechanism heats the target volumetrically and homogeneously up to 
depths of several 10’s of micrometers. Using laser pulses in excess of 100 J the intense proton beams 
can heat large targets up to several times the melting temperature [3-5]. 
X-ray Thomson scattering has been successfully applied to measure temperatures in warm-dense 
matter [6]. However, measuring the Doppler-broadening of inelastic Compton-scattering from free 
electrons requires temperatures of several 10’s of eV. To infer the ion temperature, equilibration of 
electron and ion subsystems has to be assumed. The temperature dependence of the elastic scattering 
in the long scale length regime has been exploited 
to measure the ion temperature in shock-heated 
matter of up to 2 eV [7]. This dependence however 
is strongly model dependent, and dense matter 
codes show significant disagreement. Moreover, 
recent work that we have performed at the 
Rutherford Appleton Laboratory indicates that the 
structural properties of WDM are not well 
understood in the long wavelength regimes where 
many body correlations play a significant role in 
determining the scattering amplitude [8]. 
In a milestone experiment that we have performed 
at TAW last year, we were able to measure the 
molten fraction in carbon samples heated by 
intense proton beams [9]. Figure 1 shows our 
preliminary results compared with a radiation 
hydrodynamics simulation, which uses SESAME 
as equation of state model. We notice that 
agreement is better at lower temperatures where 
ionization is not important, but at higher 
temperatures the presence of an ionic component may be important.  
Indeed, in this previous experiment, no information on the molten carbon temperature was obtained, 
since incoherent (Thomson) scattering signals are extremely small near the solid-to-liquid phase 
transition. On the other hand, coherent scattering (Bragg diffraction) remains significant and orders of 
magnitude more intense than its incoherent counterpart [10]. In the proposed experiment the 
temperature of the heated sample will be accurately measured with high temporal resolution by x-ray 
diffraction using a laser generated K-alpha probe source. This technique directly measures the 
temperature of the ion system and has the advantage of being model-independent, as it directly 
measures the mean square displacement of the target atoms [1,2]. Thus, this method is allowing us to 
follow the temporal evolution of targets heated within a few picoseconds to well above the melting 
temperature. In addition, the technique provides a direct probing of the ionic form factor near the 
Figure 1: The molten fraction of a carbon sample vs 
the deposited energy by the proton beam, calculated 
from the experimental data and simulated with 
Multi2D [9]. 
 
Fig. 14: Molten fraction of a carbon sample versus deposited energy by the proton beam, calculated from the
experimental data and simulated with Multi2D [78].
higher temperatures. The use of hemispherical targets, including cone-guided targets to enhanc the
local proton flux on the material of interest, can even enhance the locally deposited energy.
Using laser pulses in excess of 100 J, the intense proton beams can heat large targets up to several
times the melting temperature. In a milestone experiment at TAW last year, the molten fraction in carbon
samples heated by intense proton beams was measured [78]. Figure 14 shows some results compared
with a radiation hydrodynamics simulation, which uses SESAME as the equation-of-state model. It can
be seen that agreement i better at lower temperatures, where ionization is no important, but at higher
temperatures, the presence of an ionic component may be important.
To summarize, laser-accelerated proton beams are very well suited to produce macroscopic sam-
ples of warm dense matter. Their unique feature, having pulse durations of only a few picoseconds while
containing more than 1012 protons, cannot be matched by conventional ion accelerators.
4.4 Fast ignition
In conventional inertial fusion, ignition and propagating burn occurs when a sufficient temperature (5–
10 keV) is reached within a sufficient mass of deuterium-tritium fuel characterize by a density-radius
product greater than the range of an alpha particle, (ρr)α > 0.3 g cm−2. The necessary conditions
for propagating deuterium-tritium burn are achieved by an appropriate balance between the energy
gain mechanisms and the energy loss mechanisms. Mechanical work (PdV ), alpha particle energy de-
position and, to a smaller extent, neutron energy deposition are the principal energy gain mechanisms
in deuterium-tritium fuel. Electron heat conduction and radiation are the principal energy loss mech-
anisms. When the rate of energy gain exceeds the rate of energy loss for a sufficient period of time,
ignition occurs. Because of the short burn time and the inertia of the fuel, the contribution of expansion
losses is negligible. Fast ignition [101, 102] was proposed as a means to increase the gain, reduce the
driver energy and relax the symmetry requirements for compression, primarily in direct-drive inertial
confinement fusion. The concept is to precompress the cold fuel and subsequently to ignite it with a
separate short-pulse high-intensity laser or particle (electron or ion) pulse. Fast ignition is being exten-
sively studied by many groups worldwide, using short-pulse lasers or temporally compressed heavy-ion
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beams. There are several technical challenges for the success of laser-driven fast ignition. Absorption of
the igniter pulse generates copious relativistic electrons, but it is not yet known whether these electrons
will propagate as a stable beam into the compressed fuel to deposit their energy in a small volume. In
principle, heavy-ion beams can have advantages for fast ignition. A focused ion beam may maintain an
almost straight trajectory while traversing the coronal plasma and compressed target, and ions have an
excellent coupling efficiency to the fuel and deliver their energy in a well-defined volume, owing to the
higher energy deposition at the end of their range (Bragg peak) [103]. With the discovery of TNSA ions
with excellent beam quality, the idea of using those beams for fast ignition was introduced [77,104]. Pro-
tons do have several advantages compared with other ion species [105] and electrons. First, because of
their highest charge-to-mass ratio, they are accelerated most efficiently up to the highest energies. They
can penetrate a target more deeply to reach the high-density region, where the hot spot is to be formed,
because of the quadratic dependence of the stopping power on the charge state. And finally, they do, like
all ions, exhibit a characteristic maximum of the energy deposition at the end of their range, which is
desirable, to heat a localized volume efficiently.
The basic idea is to use a number of short-pulse lasers to irradiate a thin foil. The protons were
accelerated from the rear surface of the foils and, because of the parabolic geometry, are focused into
the compressed fuel. One of the requirements for proton fast ignition is the possibility of focusing the
proton beams into a small volume. It has recently been demonstrated that proton beam focusing is indeed
possible, and spot sizes of about 40 µm have been achieved. This is comparable to what is required by
proton fast ignition. Larger irradiated areas on the target front surface, as required for proton fast ignition,
would flatten the electron distribution at the rear surface. Not only might this result in a single divergence
angle for different energies, but it would also form a much smaller initial divergence angle that could be
compensated, in order to reach the required focal spot diameters.
The pulse length at the source is of the right order of magnitude for proton fast ignition, which has
already been indicated in first experiments on ion acceleration. The protons are not monochromatic but
rather have an exponential energy distribution. This seemed to be a concern at the beginning because of
dispersion and pulse lengthening. A close distance to the pellet, however, raises concerns as to whether
the thin metallic foil, which is to be the source of the protons, can be kept cold enough that it does not
develop a density gradient at the rear surface, which would diminish the accelerating field. A second
concern was related to the stopping power. Because of the difference in initial velocity, the energy
deposition of protons with different kinetic energies is spread over a larger volume. Slower protons are
stopped at a shorter distance and do not contribute to the creation of the igniter spark. Fortunately, further
work has relieved those concerns. Simulations by Basko et al. (presented at the Fast Ignition Workshop
2002, Tampa, Florida) have shown that the protective shield placed in front of the source can withstand
the X-ray flux of the pellet compression and keep the rear surface of the source foil cold enough for
acceleration via TNSA. A thickness of a few tens of micrometres, however, provides thermal shielding
as well as sufficient mechanical stability. The distance between the source and the ignition spot can be
a few millimetres. If this distance is too short for the compression geometry (e.g., if a closely coupled
hohlraum is not used), the distance can be adjusted using a similar cone target, as for conventional fast
ignition. As for the concerns on the hydrodynamic stability of the proton source foil, the proposed usage
of a cone target similar to the one proposed for electron fast ignition [106, 107] has solved most of the
problems, by shielding the foil from primary soft X-rays generated in the compression of the capsule
(see Fig. 15). Furthermore it was demonstrated that small-scale plasma density gradients at the rear side
of the proton source target caused by target preheating have no significant (less than 10%) impact on the
TNSA mechanism [45].
A big surprise was the fact that a monochromatic proton beam is actually not the optimum to
heat a hot spot in a fusion target. Numerical simulations have shown that one has to take into account
the decrease of the stopping power of the nuclear fuel with increasing plasma temperature. Thus, an
exponential energy spectrum, like the one generated by this mechanism, is the most favourable. The first
32
protons with the highest energies penetrate the fuel deeply. By the time the proton number increases and
the target temperature rises, the stopping power is reduced, thereby compensating for the lower initial
energy of the incoming protons. Thus the majority of the protons deposit their energy within the same
volume.
Existing short-pulse lasers have already demonstrated intensities that are sufficient for generating
the proton energy spectra required for proton fast ignition. Regardless of the nature of the igniter beam,
calculations show a minimum deposited energy required for fast ignition of the order of a few tens of
kilojoules. There have been many experiments with different laser systems accelerating proton beams.
Interestingly, the laser to ion beam conversion efficiency seems to increase strongly with total laser en-
ergy from a fraction of a per cent up to more than 10%. Carefully extrapolating the conversion efficiencies
to multikilojoule laser systems, conversion efficiencies of more than 10% can be expected, which would
result in the need for a few hundred kilojoules of short-pulse laser energy for proton fast ignition.
The most detailed theoretical analysis so far has been published by Temporal et al. [102] for a
proton beam with an exponential energy spectrum. Following their assumptions, a total proton energy of
about 26 kJ at an effective temperature of 3 MeV is required. This moderate temperature was found to
be an optimum between the need for high temperatures to minimize the pulse lengthening caused by the
velocity spread and the stopping range for the major part of the spectrum. It is interesting to note that the
protons, which effectively heat the hot spot, contain only 10 kJ of the total energy and range from 19 to
10 MeV. If it could be possible to shape the energy spectrum of the laser-accelerated protons, this would
strongly influence the required laser beam energy. The total number of protons needed for ignition is
close to 1016. Is it conceivable to achieve a consistent scenario for those requirements? A typical proton
beam temperature of 3 MeV is commonly obtained in experiments at 5×1019 W cm−2. Assuming a pulse
length of 4 ps (which would increase the damage threshold of modern dielectric compressor gratings)
and a conversion efficiency of 10%, a total laser energy of 260 kJ would be needed.
The use of a cone-guided geometry, as in conventional fast ignition, has been considered to be of
great advantage. The source foil can be shielded from the radiation caused by the primary drivers, the
source-to-hot spot distance can be tailored precisely, and the pellet can be protected from heat during
the injection into the target chamber. A recent experimental campaign to study the influence of the
cone walls on the propagation and the transport of TNSA protons has shown that, despite the influence
of self-generated electric fields in the cone walls by the recirculating electrons, good focusing may be
achievable.
After the initial introduction of laser-accelerated proton beams for fast ignition, theoretical studies
have not only quantified the required beam parameters [102, 103], but also recently introduced sophisti-
cated scenarios that have greatly relaxed those parameters. A recent study proposed a combination of two
spatially shaped proton beam pulses with a total beam energy that would match laser systems that might
be available in the not too distant future [108, 109]. The most recent scenario looks for a ring-shaped
proton beam, to impact into the dense fuel and further compress the hot spot, with a subsequent pulse of
protons in the centre, to ignite the double-compressed core. This would cause an energy that is further
reduced by a factor of two compared with the model described previously. Such laser proton beams have
been generated using advanced cone geometries [110].
4.5 Medical applications
Soon after the discovery of TNSA ion beams, the prospects for medical applications have been the
focus of research. Besides the possibility of transmuting short-lived isotopes for positron emission tom-
ography, the main interest was in the use as a driver for hadron therapy. Hadron therapy [111–115] is
a radiotherapy technique that uses protons, neutrons, or carbon ions to irradiate cancer tumours. The
use of protons and carbon ions in radiotherapy has several advantages over the more widely used X-
radiotherapy. First, the proton beam scattering on the atomic electrons is weak and thus there is less
irradiation of healthy tissues in the vicinity of the tumour. Second, the slowing down length for a proton
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Figure 3. (Courtesy of M Key (LLNL)) Proposed concept of using cone-guided PFI.
Since the first time the concept was brought to the notice of the public a deeper
understanding of the underlying physics has been achieved. Detailed numerical simulations
have been carried out taking advantage of more and more sophisticated and realistic computer
modeling.
A big surprise was the fact that a monochromatic proton beam is actually not optimum
to heat a hot spot in a fusion target. Numerical simulations [29] have shown that one has to
take into account the decrease in the stopping power of the nuclear fuel with increasing plasma
temperature. So an exponential energy spectrum, such as the one that is generated by this
mechanism, is the most favorable one. The first protons with the highest energies penetrate
deep into the fuel. By the time the proton number increases and the target temperature rises, the
stopping power is reduced, thereby compensating for the lower initial energy of the incoming
protons. Thus, the majority of the protons deposit their energy within the same volume. A
recent publication further improves this concept by also spatially shaping the proton beam and
applying two consecutive beams, which brings down the required beam energy to 6 kJ [23].
This is an important fact, because not only a realistic proton spectrum was assumed but also,
assuming already experimentally confirmed laser-to-proton beam conversion efficiencies, the
primary laser energy is in the ballpark of facilities which are currently designed for FI (see
figure 4).
The use of a cone-guided geometry, like in conventional FI, has been considered to be
of great advantage. The source foil can be shielded from the radiation caused by the primary
drivers, the source-to-hot spot distance can be tailored precisely and the pellet can be protected
from heat during the injection into the target chamber.
Conversion efficiency from laser energy into proton beam energy is still an important
question that directly affects the feasibility of the whole concept. Whereas the measured and
published conversion efficiency of 12% into protons above 10 MeV [6] has to be corrected
down to 6%, a conversion efficiency exceeding 6% into protons above 3 MeV has been
confirmed [30]. These numbers are not far from those required by current PFI concepts,
but still need to be improved. Recent new target designs [31, 32] and laser pulse shaping
experiments indicate promising progress in the near future.
Still quite some challenges remain until a more detailed concept can be proposed with
some confidence.
There is an urgent need to better understand the stopping power of ions in ICF relevant
plasmas; in particular, the presence or absence of the beneficial Bragg peak should be addressed.
Experiments should be planned to measure the energy loss of ions in such extreme plasmas.
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Fig. 15: Proposed concept of u ing cone-guided proton fast ignition. C urt sy of M. Key (LLNL)
of given energy is fixed, which avoids undesirable irradiation of healthy tissues at the rear side of the
tumour. Third, the well localized maximum of proton ene gy losses in matter (the Bragg peak) leads to
a substantial increase of the irradiation dose in the vicinity of the proton stopping point.
The proton energy window of therapeutical interest ranges between 60 and 250 MeV, depending
on the location of the tumour. Proton beams with the required parameters are currently obtained using
conventional charged-particle accelerators, such as synchrotrons, cyclotrons, and linacs [116]. The use of
laser- ased accelerators has been proposed as an alternative [117–121], which could lead to advantages
in terms of device compactness and cost.
A laser accelerator could be used simply as a high-efficiency ion injector for the proton accelerator,
or could replace a conventional proton accelerator altogether. Because of the broad energy and angular
spectra of the protons, an energy selection and beam collimation system will be needed [122, 123].
Typically, ∆E/E ≈ 10−2 is required for optimal dose d livery over the tumour region. All-optical syst ms
have also been proposed, in which the ion beam acceleration takes place in the treatment room itself
and ion beam transport and delivery issues are minimized. In this case, the beam energy spread and
divergence would need to be minimized by controlling the beam and target parameters. The required
energies for deep-seated tumours (>200 MeV) are still in the future, but appear to be within reach,
considering ong i g developments in the field. A demanding requirement to be satisfied is also the
system duty factor, i.e., the fraction of time during which the proton beam is available for use, which
must not be less than 0.3.
With the recent experimental results of ion beams in the range up to 80 MeV, the lower threshold
for medical applications has been achieved. However, for deep-seated tumours it is uncertain whether
the TNSA mechanism is till the best option or whether new mechanisms should be explored that ot
only lead to higher particle energies, but also offer a much smaller energy dispersion to begin with.
4.6 Neutron source
Since the first experiments with ultra-intense lasers, nuclear reactions have been observed and also used
to diagnose the hot core part of the laser–plasma interaction [124]. In addition to the generation and
detection of adio-isotopes and transmuted nuclei, neutrons are released either as a result of intense
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bremsstrahlung or by electron or ion impact. Because of the large conversion efficiency of laser to ion
beam energy and the large cross-section for subsequent proton neutron reactions, laser-driven neutron
sources based on the TNSA mechanism have become a focus of modern nuclear research.
One has to distinguish between the different neutron generation mechanisms. At proton beam
particle energies in the megaelectronvolt range, the interaction and neutron generation relies on the exci-
tation of giant resonances that result in single (p, n) or multiple (p, ×n) neutron emission. The cross-
section can be quite large and is energy dependent, peaking at characteristic proton impact energies. In
the case of two particles in the exit channel, the neutron spectrum is monoenergetic for a given projectile
energy and neutron emission angle. However, since the angle and energy spread of laser-emitted particles
is large, only strongly exothermal reactions (Q  Eproj) will yield roughly monoenergetic neutrons.
Which process takes place in a particular instance depends on the combination of target, projectile, and
momentum transfer. The cross-sections for these processes are in the range of 100 mb up to 1 b and are
therefore quite large.
As the driving ion beam is ultra-short and the release mechanism is prompt, the neutron pulses are
very short and originate from a very small region maximizing the net flux on secondary samples. Such
a probe exists in the form of fusion neutrons. They are generated by the d(d,n)3He fusion reaction in
deuterated targets, and their use as a laser-plasma diagnostic is not fundamentally new. When neutrons
are produced from laser-accelerated ions in the bulk of an irradiated (CD2)n target, they are emitted
within a few picoseconds from a volume of the order of (10 µm)3. During the neutron pulse, at a distance
of several millimetres from the target, fast neutron fluxes of 1019/(cm2 ·s) can be achieved, which is four
orders of magnitude higher than current continuous research reactors can deliver.
In the past, the neutron emission caused by (γ , n) and (p, n) reactions from the target have been
measured at moderate laser intensities. A typical detector set-up is a silver activation detector attached to
a photomultiplier tube. On typical shots, the neutrons are generated by (γ , n) reactions within the target
(caused by the bremsstrahlung photons from the relativistic electrons) and by (p, n) reactions of our
proton beam impacting on the radiochromic film screen or a dedicated secondary production target. This
can be, e.g., a target of deuterated plastic (CD2), which was irradiated by a beam of TNSA-accelerated
deuterons. One can observe the yield of neutrons from (d, d) fusion reactions.
To optimize laser-driven neutron sources, one can perform simulation studies using consolidated
findings on particle beam characteristics obtained from laser experiments [125]. The optimization will be
according to the absolute neutron yield and angle, as well as the spectral distribution. For neutron gener-
ation, we attempt a two-stage target design in which the TNSA ion beam irradiates a secondary sample.
The advantage of this design is that we can optimize the proton or deuteron generation using different
targets in the first stage. According to the beam properties obtained from the first stage, it will be possible
to optimize the neutron production via proton- and deuteron-induced neutron disintegration reactions,
respectively, in the second stage. The neutron production target design (second stage) allows adaptation
to the desired application. In earlier experimental campaigns at the PHELIX laser facility at the GSI
Helmholtz Centre for Heavy-Ion Research, >109 neutrons per shot from proton-induced reactions in
copper have been produced. The integrated number of protons was 1012 to 1013. Each neutron yield
in these experiments already exceeded that from the accelerator-driven neutron source FRANZ [126]
in Frankfurt (Germany) by five orders of magnitude. With the help of the GEANT4 code [127], we
can simulate the expected neutron yield for TNSA protons using experimental input spectra. We have
simulated the neutron spectra and the production efficiencies using several isotopes within the second-
stage target. The thickness of these different targets was 10 mm. The highest production efficiencies
were obtained from proton-induced reactions at lithium, beryllium, boron, and vanadium in their natural
abundance. As a benchmark, one can compare the simulation results for copper with experimental data,
where one finds a good agreement.
The neutron spectra from proton-induced reactions in beryllium and lithium show high particle
numbers in the lower energy range and in the range around several megaelectronvolts, respectively. This
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agreement with the experimental results from experiments
performed at the PHELIX facility. This demonstrates the 
capability to use GEANT4 for further target design 
studies. 
The neutron spectra from proton-induced reactions in
beryllium and lithium show a high particle number in the 
lower energy range and in the range around several MeV,
respectively. This is of interest in transmutation studies 
and nuclear material science. Figure 13 demonstrates the 
difference of the simulated neutron spectra using lithium
(Li) in the natural abundance and the compound lithium-
fluoride (LiF). The properties of the initial proton
spectrum which was used in the simulation were obtained 
from experimental results at the PHELIX facility. The 
initial particle number was 1013 and the maximum proton
energy was 25 MeV. 
Fig. 13. Simulated neutron spectra from proton-induced
reactions in Li and LiF. 
In addition, the neutron yield using LiF is much
higher than the neutron yield from proton-induced
reactions in Li. The explanation is that the mass density of
LiF is higher due to the inter-atomic compounds. LiF has 
a mass density of 2.64 g/cm3 and the mass density of Li is
only 0.53 g/cm3. This demonstrates the attraction to use 
composite targets in future studies of laser driven neutron
sources. 
IV.  CONCLUSIONS 
We have presented advanced nuclear diagnostic
methods to investigate the relativistic laser-matter 
interaction and to characterize laser driven ion 
acceleration at high particle fluxes. For the investigation
of relativistic laser plasmas we used novel composite 
activation targets. Compared to other activation-based
techniques which used a stacked or one material target
design our set-up leads to a compact activation target 
design with the following advantages: Firstly, a high
density due to the pseudoalloic composition is available. 
As a result we achieve a short radiation length, hence, a 
high reaction yield is possible. Secondly, compared to 
stacked targets no jumps in electric conductivity are
present that occur between the several layers in stacked 
targets. In addition, there are several points of the photon
spectrum in the range of 7 MeV to 40 MeV which allow 
the reconstruction of the bremsstrahlung spectrum and,
therefore, the electron distribution in detail. Furthermore, 
a nuclear activation-based diagnostic which is called
NAIS is used for the spectral and spatial characterization 
of laser driven ion beams. The principle of this diagnostic
are stacked foils which will be activated and an
autoradiography using imaging plates. These are basic 
diagnostics in realization and optimization of future
development in laser driven neutron sources. 
With the consolidated findings about the interaction 
mechanisms and, therefore, the beam properties of the
laser driven ion acceleration we will realize an optimize
laser driven neutron sources for nuclear and material 
science applications. We used a two-stage design for the
neutron source. For the optimization we have performed 
first simulation studies using GEANT4. In future
developments of the optimization of laser driven neutron
sources we will use more sophisticated composite target 
designs for the adaptation to the desired application. First
experimental results performed at the PHELIX facility are 
in nice agreement with the simulation.
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Fig. 16: Simulated neutron spectra for different converter materials
is of interest in transmutation studies and nuclear material science. Figure 16 demonstrates the difference
in simulated neutron spectra using lithium in the natural abundance and lithium fluoride. The properties
of the initial proton spectrum that was used in the simulation were obtained from experimental results at
the PHELIX facility. The initial particle number was 1013 and the maximum proton energy was 25 MeV.
In addition, the neutron yield using lithium fluoride is much higher than the neutron yield from
proton-induced reactions in lithium. The explanatio is that the ass density of lithium fluor de is higher,
owing to the interatomic compounds. Lithium fluoride has a mass density of 2.64 g/cm3 and the mass
density of lithium fluoride is only 0.53 g/cm3. This demonstrates the attraction in using composite
targets in future studies of laser-driven neutron sources. In future developments of the optimization of
laser-driven neutron sources, we will use more sophisticated composite target designs for adaptation to
the desired applications.
References
[1] S.J. Gitomer et al., Phys. Fluids 29(8) (1986) 2679. http://dx.doi.org/10.1063/1.865510
[2] E.L. Clark et al., Phys. Rev. Lett. 84(4) (2000) 670. http://dx.doi.org/10.1103/PhysRevLett.84.670
[3] R.A. Snavely et al., Phys. Rev. Lett. 85(14) (2000) 2945.
http://dx.doi.org/10.1103/PhysRevLett.85.2945
[4] A. Maksimchuk et al., Phys. Rev. Lett. 84(18) (2000) 4108.
http://dx.doi.org/10.1103/PhysRevLett.84.4108
[5] M. Schollmeier, Ph.D. thesis, Technische Universität Darmstadt, 2008.
[6] M. Borghesi et al., Fusion Sci. Technol. 49 (2006) 412.
[7] M. Roth, J. Instrum (2011), in press.
[8] M. Roth et al., Phys. Rev. ST-AB 5 (2002) 061301.
[9] B.G. Logan et al., Fusion Sci. Technol. 49 (2006) 399.
[10] M. Roth, Plasma Phys. Contr. Fus. 51(1) (2009) 014004.
http://dx.doi.org/10.1088/0741-3335/51/1/014004
36
[11] S.C. Wilks et al., Phys. Rev. Lett. 69(9) (1992) 1383.
http://dx.doi.org/10.1103/PhysRevLett.69.1383
[12] S.C. Wilks, Phys. Fluids B 5(7) (1993) 2603. http://dx.doi.org/10.1063/1.860697
[13] B.F. Lasinski et al., Phys. Plasmas 6(5) (1999) 2041. http://dx.doi.org/10.1063/1.873496
[14] S.P. Hatchett et al., Phys. Plasmas 7(5) (2000) 2076. http://dx.doi.org/10.1063/1.874030
[15] P.A. Norreys et al., Phys. Plasmas 6(5) (1999) 2150. http://dx.doi.org/10.1063/1.873466
[16] J. Fuchs et al., Nature Phys. 2 (2006) 48. http://dx.doi.org/10.1038/nphys199
[17] Y. Ping et al., Phys. Rev. Lett. 100(8) (2008) 085004.
http://dx.doi.org/10.1103/PhysRevLett.100.085004
[18] M.H. Key et al., Phys. Plasmas 5(5) (1998) 1966. http://dx.doi.org/10.1063/1.872867
[19] J.R. Davies, Phys. Rev. E 65(2) (2002) 026407. http://dx.doi.org/10.1103/PhysRevE.65.026407
[20] H. Alfvén, Phys. Rev. 55(5) (1939) 425. http://dx.doi.org/10.1103/PhysRev.55.425
[21] J.R. Davies, Phys. Rev. E 69(6) (2004) 065401(R).
http://dx.doi.org/10.1103/PhysRevE.69.065402
[22] D. Batani et al., Phys. Rev. E 65(6) (2002) 066409.
http://dx.doi.org/10.1103/PhysRevE.65.066409
[23] A.R. Bell et al., Plasma Phys. Contr. Fusion 48(3) (2006) 37.
http://dx.doi.org/10.1088/0741-3335/48/3/R01
[24] F. Pisani et al., Phys. Rev. E 62(5) (2000) R5927(R).
http://dx.doi.org/10.1103/PhysRevE.62.R5927
[25] J. Honrubia et al., Laser Part. Beams 24 (2006) 217.
[26] J.J. Santos et al., Phys. Plasmas 14(10) (2007) 103107. http://dx.doi.org/10.1063/1.2790893
[27] R.B. Stephens et al., Phys. Rev. E 69(6) (2004) 066414.
http://dx.doi.org/10.1103/PhysRevE.69.066414
[28] K.L. Lancaster et al., Phys. Rev. Lett. 98(12) (2007) 125002.
http://dx.doi.org/10.1103/PhysRevLett.98.125002
[29] Y. Sentoku et al., Phys. Plasma 14(12) (2007) 122701. http://dx.doi.org/10.1063/1.2816439
[30] A. Pukhov, Phys. Rev. Lett. 86(16) (2001) 3562. http://dx.doi.org/10.1103/PhysRevLett.86.3562
[31] J.J. Santos et al., Phys. Rev. Lett. 89(2) (2002) 025001.
http://dx.doi.org/10.1103/PhysRevLett.89.025001
[32] H. Nishimura et al., Plasma Phys. Contr. Fusion 47(12B) (2005) 823.
http://dx.doi.org/10.1088/0741-3335/47/12B/S64
[33] A.J. MacKinnon et al., Phys. Rev. Lett. 88(21) (2002) 215006.
http://dx.doi.org/10.1103/PhysRevLett.88.215006
[34] M. Schollmeier et al., Phys. Plasmas 15(5) (2008) 053101. http://dx.doi.org/10.1063/1.2912451
[35] H.A. Bethe, Phys. Rev. 89(6) (1953) 1256. http://dx.doi.org/10.1103/PhysRev.89.1256
[36] K.U. Akli et al., Phys. Plasmas 14(2) (2007) 023102. http://dx.doi.org/10.1063/1.2431632
[37] J.E. Crow et al., J. Plasma Phys. 14(1) (1975) 65. http://dx.doi.org/10.1017/S0022377800025538
[38] N.A. Krall and A.W. Trivelpiece, Principles of Plasma Physics (San Francisco Press, San
Francisco, 1986).
[39] S. Augst et al., Phys. Rev. Lett. 63(20) (1989) 2212.
http://dx.doi.org/10.1103/PhysRevLett.63.2212
[40] M. Hegelich et al., Phys. Rev. Lett 89(8) (2002) 085002.
http://dx.doi.org/10.1103/PhysRevLett.89.085002
[41] P. McKenna et al., Phys. Rev. Lett. 98(14) (2007) 145001.
37
http://dx.doi.org/10.1103/PhysRevLett.98.145001
[42] J. Schreiber et al., Appl. Phys. B 79(8) (2004) 1041 http://dx.doi.org/10.1007/s00340-004-1665-5
[43] http://www.mathworks.com/
[44] J. Schreiber et al., Phys. Rev.Lett. 97(4) (2006) 045005.
http://dx.doi.org/10.1103/PhysRevLett.97.045005
[45] J. Fuchs et al., Phys. Plasmas 14(5) (2007) 053105. http://dx.doi.org/10.1063/1.2720373
[46] P. Mora, Phys. Rev. Lett. 90(18) (2003) 185002. http://dx.doi.org/10.1103/PhysRevLett.90.185002
[47] P. Mora, Phys. Plasmas 12(11) (2005) 112102. http://dx.doi.org/10.1063/1.2134768
[48] P. Mora, Phys. Rev. E 72(5) (2005) 056401. http://dx.doi.org/10.1103/PhysRevE.72.056401
[49] B.J. Albright et al., Phys. Rev. Lett. 97(11) (2006) 115002.
http://dx.doi.org/10.1103/PhysRevLett.97.115002
[50] M. Passoni and M. Lontano, Laser Part. Beams 22(2) (2004) 163.
http://dx.doi.org/10.1017/S026303460422211X
[51] L.D. Landau and E.M. Lifshitz, Mekhanika sploshnykh sred (Gostekhizdat, Moscow, 1954).
[52] S. Eliezer, The Interaction of High Power Lasers with Plasma (IOP Publishing, Bristol, 2002).
[53] M. Kaluza et al., Phys. Rev. Lett. 93(4) (2004) 045003.
http://dx.doi.org/10.1103/PhysRevLett.93.045003
[54] L. Robson et al., Nature Phys. 3 (2007) 58. http://dx.doi.org/10.1038/nphys476
[55] E. Brambrink, Ph.D. thesis, Technische Universität Darmstadt, 2004.
[56] A.V. Gurevich et al., Sov. Phys. JETP 22, 449 (1966)
[57] M. Passoni et al., Phys. Rev. E 69(2) (2004) 026411.
http://dx.doi.org/10.1103/PhysRevE.69.026411
[58] N. Kumar and A. Pukhov, Phys. Plasmas 15(5) (2008) 053103.
http://dx.doi.org/10.1063/1.2913611
[59] T. Grismayer and P. Mora, Phys. Plasmas 13(3) (2006) 032103.
http://dx.doi.org/10.1063/1.2178653
[60] T. Grismayer et al., Phys. Rev. E 77(6) (2008) 066407.
http://dx.doi.org/10.1103/PhysRevE.77.066407
[61] V.Y. Bychenkov et al., Phys Plasmas 11(6) (2004) 3242. http://dx.doi.org/10.1063/1.1738649
[62] M. Allen et al., Phys. Rev. Lett. 93(26) (2004) 265004.
http://dx.doi.org/10.1103/PhysRevLett.93.265004
[63] B.M. Hegelich et al., Nature 439 (2006) 441. http://dx.doi.org/10.1038/nature04400
[64] H. Schwoerer et al., Nature 439 (2006) 445. http://dx.doi.org/10.1038/nature04492
[65] S. Ter-Avetisyan et al., Phys. Rev. Lett. 96(14) (2006) 145006.
http://dx.doi.org/10.1103/PhysRevLett.96.145006
[66] D.C. Carroll et al., Phys. Rev. E 76(6) (2007) 065401(R).
http://dx.doi.org/10.1103/PhysRevE.76.065401
[67] T.E. Cowan et al., Phys. Rev. Lett. 92(20) (2004) 204801.
http://dx.doi.org/10.1103/PhysRevLett.92.204801
[68] S. Humphries, Charged Particle Beams (John Wiley, New York, 2008).
http://www.fieldp.com/cpb.html
[69] F. Nürnberg et al., Rev. Sci. Instr. 80(3) (2009) 033301. http://dx.doi.org/10.1063/1.3086424
[70] A.P.L. Robinson et al., New J. Phys. 10 (2008) 013021.
http://dx.doi.org/10.1088/1367-2630/10/1/013021
[71] L. Yin et al., Phys. Plasmas 14(5) (2007) 056706. http://dx.doi.org/10.1063/1.2436857
38
[72] P.K. Patel et al., Phys. Rev. Lett. 91(12) (2003) 125004.
http://dx.doi.org/10.1103/PhysRevLett.91.125004
[73] G.M. Dyer et al., Phys. Rev. Lett. 101(1) (2008) 015002.
http://dx.doi.org/10.1103/PhysRevLett.101.015002
[74] P. Antici et al., J. Phys. IV France 133 (2006) 1077. http://dx.doi.org/10.1051/jp4:2006133218
[75] R.A. Snavely et al., Phys. Plasmas 14(9) (2007) 092703. http://dx.doi.org/10.1063/1.2774001
[76] E. Brambrink et al., Phys. Rev. Lett. 96(15) (2006) 154801.
http://dx.doi.org/10.1103/PhysRevLett.96.154801
[77] M. Roth et al., Phys. Rev. Lett. 86(3) (2001) 436. http://dx.doi.org/10.1103/PhysRevLett.86.436
[78] A. Pelka et al., Phys. Rev. Lett. 105(26) (2010) 265701.
http://dx.doi.org/10.1103/PhysRevLett.105.265701
[79] J. Fuchs et al., Phys. Rev. Lett. 91(25) (2003) 255002.
http://dx.doi.org/10.1103/PhysRevLett.91.255002
[80] T. Toncian et al., Science 312(5772) (2006) 410. http://dx.doi.org/10.1126/science.1124412
[81] K. Harres et al., Phys. Plasmas 17(2) (2010) 023107. http://dx.doi.org/10.1063/1.3299391
[82] I. Hofman et al., Laser accelerated ions and their potential for therapy accelerators, Proc.
HIAT09, Venice, 2009.
[83] I. Hofmann et al., Phys. Rev. STAB, 14 (2011) 031304.
[84] S. Yaramishev et al., Nucl. Instrum. Meth. A 588 (2006) 1.
[85] D. West and A.C. Sherwood, Nature 239 (1972) 157. http://dx.doi.org/10.1038/239157b0
[86] J. Cobble et al., J. Appl. Phys. 92(4) (2002) 1775. http://dx.doi.org/10.1063/1.1494128
[87] M. Borghesi et al., Appl. Phys. Lett. 82(10) (2003) 1529. http://dx.doi.org/10.1063/1.1560554
[88] A. Mackinnon et al., Rev. Sci. Instrum. 75(10) (2004) 3531. http://dx.doi.org/10.1063/1.1788893
[89] M. Borghesi et al., Phys. Rev. Lett. 88(13) (2002) 135002.
http://dx.doi.org/10.1103/PhysRevLett.88.135002
[90] M. Borghesi et al., Laser Part. Beams 25(1) (2007) 161.
http://dx.doi.org/10.1017/S0263034607070218
[91] M. Borghesi et al., Phys Plasmas 9(5) (2002) 2214. http://dx.doi.org/10.1063/1.1459457
[92] M. Borghesi et al., Rev. Sci. Instrum. 74(3) (2003) 1688. http://dx.doi.org/10.1063/1.1534390
[93] M. Borghesi et al., Appl. Phys. Lett. 82(10) (2003) 1529. http://dx.doi.org/10.1063/1.1560554
[94] R.W. Lee et al., J. Opt. Am. B 20(4) (2003) 770. http://dx.doi.org/10.1364/JOSAB.20.000770
[95] E. Garcia Saiz et al., Nature Phys. 4 (2008) 940 093306. http://dx.doi.org/10.1038/nphys1103
[96] S.H. Glenzer et al., Phys. Rev. Lett. 90(17) (2003) 175002.
http://dx.doi.org/10.1103/PhysRevLett.90.175002
[97] S.H. Glenzer et al., Phys. Rev. Lett. 98(6) (2007) 065002.
http://dx.doi.org/10.1103/PhysRevLett.98.065002
[98] N.A. Tahir et al., Physica Scripta, T132 (2008) 014023.
http://dx.doi.org/10.1088/0031-8949/2008/T132/014023
[99] O.L. Landen et al., J. Quant. Spectrosc. Radiat. Transfer 71(2-6) (2001) 465.
http://dx.doi.org/10.1016/S0022-4073(01)00090-5
[100] M. Schollmeier et al., Laser Part. Beams 24(3) (2006) 335.
http://dx.doi.org/10.1017/S026303460606099X
[101] M. Tabak et al., Phys. Plasmas 1(5) (1994) 1626. http://dx.doi.org/10.1063/1.870664
[102] M. Temporal et al., Phys Plasmas 9(7) (2002) 3098. http://dx.doi.org/10.1063/1.1482375
[103] A. Caruso and V.A. Pais, Nucl. Fusion 36(6) (1996) 745.
39
http://dx.doi.org/10.1088/0029-5515/36/6/I06
[104] H. Ruhl et al., Plasma Phys. Rep. 27(5) (2001) 363. http://dx.doi.org/10.1134/1.1371596
[105] V.Y. Bychenkov, Plasma Phys. Rep. 27(12) (2001) 1017. http://dx.doi.org/10.1134/1.1426135
[106] P.A. Norreys et al., Phys. Plasmas 7(9) (2000) 3721. http://dx.doi.org/10.1063/1.1287419
[107] R. Kodama et al., Nature 412 (2001) 798. http://dx.doi.org/10.1038/35090525
[108] M. Temporal, Phys. Plasmas 13(12) (2006) 122704. http://dx.doi.org/10.1063/1.2400592
[109] M. Temporal et al., Phys. Plasmas 15(5) (2008) 052702. http://dx.doi.org/10.1063/1.2918316
[110] O. Deppert et al., to be published.
[111] W.T. Chu et al., Rev. Sci. Instrum. 64(8) (1993) 2055. http://dx.doi.org/10.1063/1.1143946
[112] V.S. Khoroshkov and K.K. Onosovsky, Instrum. Exp. Tech. 38 (1995) 149.
[113] G. Kraft, Nucl. Instrum. Methods Phys. Res. A 454(1) (2000) 1.
http://dx.doi.org/10.1016/S0168-9002(00)00802-0
[114] R.R. Wilson, Radiology 47(5) (1946) 487. http://dx.doi.org/10.1148/47.5.487
[115] U. Amaldi, Nucl. Phys. A 654(1-2) (1999) C375.
http://dx.doi.org/10.1016/S0375-9474(99)00264-X
[116] W. Wieszczycka and W.H. Scharf, Proton Radiotherapy Accelerators, (World Scientific, River
Edge, NJ, 2001), p. 323.
[117] S.V. Bulanov et al., Phys. Lett. A 299(2-3) (2002) 240.
http://dx.doi.org/10.1016/S0375-9601(02)00521-2
[118] S.V. Bulanov et al., Plasma Phys. Rep. 28(5) (2002) 453. http://dx.doi.org/10.1134/1.1478534
[119] E. Fourkal and C. Ma, Med. Phys. 30(7) (2003) 1660. http://dx.doi.org/10.1118/1.1586268
[120] E. Fourkal et al., Med. Phys. 31 (2004) 1883.
[121] V. Malke et al., Med. Phys. 31(6) (2004) 1587. http://dx.doi.org/10.1118/1.1747751
[122] E. Fourkal et al., Med. Phys. 29(12) (2002) 2788. http://dx.doi.org/10.1118/1.1521122
[123] E. Fourkal et al., Med. Phys. 30(7) (2003) 1660. http://dx.doi.org/10.1118/1.1586268
[124] M. Guenther et al., Phys. Plasmas 18(8) (2011) 083102. http://dx.doi.org/10.1063/1.3613923
[125] M. Guenther et al., Proc. 2011 ICENES Conference, San Francisco, 2011.
[126] U. Ratzinger et al., Proc. IPAC’10, Kyoto, Japan, 2010.
[127] S. Agostinelli et al., Nucl. Instrum. Methods A 506(3) (2003) 250.
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
40
