This paper proposes a numerical method for the asset allocation problem based on the conventional Advanced First-Order Second Moment (AFOSM) reliability analysis. The proposed method separates the space of decision problems from the space of uncertain returns. By this separation, an uncertain asset allocation problem can be converted into two recursive optimization problems. One is defined in the space of random returns and the other in the space of decision variables. The proposed method can accept general objective functions like nonlinear utility functions, nonlinear loss functions or nonlinear transaction costs. An adaptive algorithm is designed to find the solution of the recursive models. The convergence of the algorithm is also proven. Numerical illustrations are included in support of the theory and Monte Carlo simulation is used to evaluate the quality of solutions.
Introduction
The asset allocation problem has been the center of financial and economic research activities. Because of randomness in investment returns, different approaches have been devised to provide an optimal allocation on securities. The first mathematical model for asset allocation originally proposed by Markowitz [1] has been the bedrock for the development of modern financial theory since 1959 [2] . The core of the Markowitz mean-variance model is taking the expected return of a portfolio as the investment return and the variance as the investment risk. Therefore, the main input data of the Markowitz mean-variance model are expected returns and variance of returns of these securities.
Scenario-based stochastic programming models have also been proposed for handling the uncertainty in returns (see Ziemba and Mulvey, 1998 [3] for a survey of this research). Rockafellar and Uryasev [4] obtained the Value at Risk (VaR) as a by-product of their method that minimizes Conditional VaR (CVaR). The linear programming they formulate is large because, in practice, the method is scenario based and a sizable number of scenarios are generally used for producing the required accuracy. The scenario-based approaches become very inefficient as the number of assets grows [5] .
Recently, robust optimization methods have also become popular (El Ghaoui, et al. [6] , Ben-Tal and Nemirovski [7, 8] , and Bertsimas and Sim [9] ) for dealing with uncertainty. In robust methodology, the uncertain parameters are assumed to be bounded in an interval or an elliptical region. The structures of uncertain regions have been usually defined by the mean return vector and the covariance matrix of the return vector. The type of input data in robust optimization is the same as the one used in the Markowitz mean-variance model. Robust optimization keeps the size of uncertain asset allocation with its robust counterpart [10] . It actually takes advantage of simplifying the number and types of the input data. El Ghaoui, et al. [11] modeled the portfolio selection problem to maximize the VaR ratio. This problem was reformulated as semi-definite programming (SDP). Halldórsson and Tütüncü [12] considered mean vector and covariance matrices of the Markowitz mean-variance model in interval regions and developed a saddle point nonlinear program. Goldfarb and Iyengar [5] applied robust optimization to portfolio selection with mean variance, maximum Sharpe ratio and VaR measures and showed that their robust counterparts are second-order cone programming (SOCP). They also proposed a statistical procedure for estimating the uncertain region. Tütüncü and Koenig [13] presented a new formulation for identifying robust portfolios with the largest Sharpe ratio. Pinar and Tütüncü [14] proposed the concept of robust portfolio opportunity as an alternative to arbitrage opportunities and formulated the problem of finding the ''most robust'' profit opportunity. Chen et al. [15] reviewed different tractable approximations of individual chance constraint problems using robust optimization and showed their connections with bounds on CVaR. They also proposed a formulation for approximating joint chance constrained problems. They decomposed the joint chance constraint into a set of problems each with independent chance constraints and then applied safe robust optimization approximation on each of them.
This paper presents a probabilistic method based on the methods described in Hasofer and Lind [16] and Madsen et al. [17] who applied their method to engineering design problems. In such problems the design variables are random unlike the decision making problems like asset allocation problem where the decision variables (namely, allocations) are deterministic but some or all the parameters (e.g. returns) are random. The new method takes advantage of simplifying the number and types of the input data which has been one of the main research topics in this field [2] . This paper is organized into seven sections. In Section 2, we define a general asset allocation problem. Section 3 presents the application of AFOSM on asset allocation problem. An algorithm to solve proposed model comes in Section 4. Monte Carlo simulation is presented in Section 5 and examples and conclusion are in Sections 6 and 7, respectively.
Problem definition
Consider an asset allocation problem in (1)
where x ∈ R n is the vector of decision variables -namely, the proportions of allocations, and c ∈ R n is the vector of uncertain assets. The variable e = (1, 1, . . . , 1) T is the one vector and g is a continuous and differentiable function with respect to both the vector of decision variables and also the vector of parameters which are corresponding to the objective function. The function g(x, c) can be defined as a general objective function, for example, a utility function or total return on investment. In the deterministic case, based on the analytical form of g, there are several methods to find a solution for the problem (1), but it is more challenging when the vector of coefficients c, which represents the returns in the objective function, is uncertain.
The application of AFOSM in the asset allocation problem
A probabilistic asset allocation problem is defined as:
where t is the target for the objective function. Due to the randomness in coefficients c j , j = 1, . . . , n, the inequality constraint in (2) needs to be evaluated depending on the information about random coefficients. For any risk level α, the uncertain constraint in problem (2) can be written as:
The above term assumes that the x and t are given and it should be computed based on the joint probability distribution for the random coefficients. Let us consider g(c|x) as a performance function for the set of correlated random parameters c that has to satisfy g(c |x) ≥ t. The surface defined by g(c |x) = t is called the failure surface because it separates the failure region g(c |x) < t from the acceptable one, see Fig. 1 ; for simplicity just two random parameters are assumed to exist.
Generally, one does not have much information about the probability distribution of the parameters but it is common to assume normal distribution with the meanc and the covariance matrix C. Up to now, the evaluation of the probability (3) seems to be outside of the set of efficiently solvable problems. Hence, we may try to follow basic ideas of some of the known nonlinear programming methods, but at the same time finding ways to evade the exact evaluation of the integral functions contained in these problems. The engineering way is to first find a point c * , called the reference point, on the surface of the failure function which has the minimal distance from the nominal pointc [16, 17] and recently [18] . This distance is defined by β* and is the distance from the nominal point to the tangent hyper-plane of the failure surface at the reference point. At the reference point this distance is minimal if the function is convex at that point. This is explained further later.
Therefore in order to evaluate the probability (3), linearize g(c|x) about the reference point c * :
It is important to note that ∇ c g is the gradient vector with respect to the corresponding uncertain parameters c.
Since g(c * |x) = t, the first and the second moments of g L (c |x) can be computed as
The linearization, denoted by g L (c |x), is Gaussian if the random vector c is Gaussian, See Fig. 2 (in Fig. 2 , f is the probability density function (PDF) of random return c).
One can normalize both sides of inequality (3) by linear approximation of g(c|x) as follows:
Since
is a zero mean, unit variance Gaussian random variable, the above probability constraint is simply equivalent to:
where Φ −1 (1−α) is the inverse of Gaussian cumulative density function. Note that the probability content of the acceptable region is estimated at the checking point (reference point) c * . The term on the left of Eq. (8) is the minimal distance from the nominal point to the tangent hyper-plane of the failure surface at the reference point c * which is called β * . This will be further explained in Proposition 1 later. Rearranging terms in (8) yields the corresponding deterministic counterpart of the uncertain inequality in problem (2) as follows:
Therefore, the deterministic counterpart of problem (2) can be defined as:
This is a deterministic nonlinear program which is solved in the space of decision variables x when c * assumed to be known. We call (10) the Outer optimization problem. If g(x, c) is a linear function with respect to c, then the Outer optimization problem (10) does not depend on the reference point c * , thus in this case we do not need to find c * and just deal with only one optimization problem. Now the question is how can we find the value of c * with respect to given x and t? The β * may also be obtained by solving an optimization problem which is called the Inner optimization as follows:
Note that in (11), the optimization is done in the space of uncertain coefficients and takes the original decision variable x and t as given. The solution of the Inner optimization problem defines the reference point c * . The optimal value of β in (11) equals the left hand side of (8) which is the inverse cumulative density function (This issue will be further clarified in Proposition 1).
Proposition 1. The stationary point for problem (11) is defined by:
1/2 (12) in which the minimal distance is given by (13) and ∇ c g denotes the gradient vector of uncertain g with respect to c.
Proof. Let c * be a local minimum for the problem (11) . Then there exists a scalar λ which is based on the Karush-Kuhn-Tucker (KKT) conditions where the minimization of (11) for β can be written as the Lagrangian:
A stationary point is found by solving the system of equations
Rearranging terms in (15) brings
Therefore (c * −c)
Therefore, the stationary point c must satisfy
The minimal value of β is then obtained by multiplying both sides of (17) by ∇ c g and substituting for λ from (18) 
Here it is important to note that c * is a local solution for the problem (11) considering x as given and Inner optimization happens within each iteration in the adaptive algorithm defined in next section.
In the iterative solution scheme to obtain optimal solution for (11), a trial checking point c 1 is chosen and checked in the constraint model (11) . If c 1 is poorly chosen, the following theorem is used. 
. (20) The proof of iterative formula (20) In the very simple case (considering total return as an objective function), i.e. g(x, c) = c T x, the problem (10) is the same as the robust counterpart of the uncertain linear program (LP) in [19, 10] and is also similar to the Markowitz mean-variance model.
Proposition 3.
In the case of g(x, c) = c T x, the problem (10) is equivalent with robust counterpart of LP defined in [19, 10] .
Proof. Since ∇ c g = x, then the corresponding deterministic counterpart of the uncertain inequality in the problem (2) is as follows:
And since c * T x = t and x T C x 1/2 = C 1/2 x 2 , the problem (10) can be written as:
But the sign of Φ −1 (1 − α) is positive because of the range for risk α which is usually = (0, 0.5). This is a second-order cone constraint and is convex (see for example, Boyd and Vandenberghe [20] ) .
Generally, when g(x, c) is a nonlinear function with respect to c, we need to solve the Inner optimization to have a value c * for the Outer optimization problem. The algorithm in next section shows a way to find a solution for (2).
An adaptive algorithm
First an overview of the proposed algorithm is given. The algorithm consists of two optimizations steps; (i) the Outer optimization and (ii) the Inner optimization (see Fig. 3 ). The Inner optimization is done in the space of random returns i.e. problem (11) and the Outer optimization step is done in the space of the decision variables i.e. problem (10) .
In detail, the algorithm consists of the following steps: Fig. 4(a) and the right one is Fig. 4(b) ).
Taylor series expansion. Therefore the Inner optimization can be written as follows: 
β i is decreasing and bounded, therefore β i is convergent (lim k→∞ β i = η) [21] .
We note that g L (c|x i−1 ) is linear with respect to c, therefore the above optimal solution of the Inner optimization is convex and its optimal solution is unique. Since the optimal solution is unique, β(c) is a one-to-one function and therefore there is a function like ϕ which ϕ oβ(c i ) = c i . β is continuous, so ϕ is also continuous.
From the original sequence c 1 x 1 c 2 x 2 . . ., subsequence of c i is convergent, and because of the recursive nature of two optimization models (namely Outer and Inner), the subsequence of x i is also convergent.
Generally, in computing the probability of random inequality constraint (3), if the performance function is convex with respect to the originc then we will acquire a underestimation of (3) because the probability space between g(c, x) = t and g L (c, x) = t is lost from the acceptable region (see Fig. 4-(a) ). On the other hand, when the performance function is concave with respect to the originc then we will acquire an overestimation of (3) because of the linear approximation that adds the probability space between g(c, x) = t and g L (c, x) = t to the acceptable region. (see Fig. 4-(b) ). 
Monte Carlo simulation
Supposing that the returns of m securities follow a multivariate normal distribution with a vector of mean returnsc and a covariance matrix C. The main logic of the simulation is summarized next. The total number of trials in the simulation is S and trials are indexed by s = 1, . . . , S.
Step 1. (Main loop) FOR s = 1 to S :
Step 2. Simulate n independent returns from the multivariate normal distribution N(c, C). Denote these returns by r s 1 , . . . , r s n .
Step 3. Solve the deterministic model below to obtain x s .
Step 4. Go to step 1. (End of main loop)
Step 5. Mean of x s 's is assumed to be the solution based on Monte Carlo sampling.
Example application
Two numerical examples are presented, one with convex utility function with respect to originc, and another with concave one. In these examples we consider the possible investment which is a set of eight risky assets, taken from [22] . The quality of the solutions obtained from the AFOSM method is compared to the Monte Carlo simulation method. The performance criterion is defined by P{c T x ≥ t a |x, t a } which is called the yield of the solution here (t a is the same as t which is considered as the target of the total investment here). Therefore the yield estimated by the AFOSM method is compared to the actual yield estimated by Monte Carlo simulation.
The algorithm is implemented by using MATLAB 7 r and takingc and C from the samples. We also show the convergence of the algorithm. In order to study the effect of risk level α on the rate of convergence of the algorithm, it is tested on different 
)).
We ran the algorithm in order to demonstrate its convergence sequence (the results are shown in Fig. 5 ). As seen in Fig. 5 , different risk levels do not affect the rate of convergence and all cases converge after the fourth iteration.
We also studied the effect of different risk levels on the allocation of assets. The result of this experiment has been shown in Table 1 . It shows that when α increases β also increases, because β is the inverse cumulative density function.
These results did not turn out to have significant influences on the diversity of the allocation and the position of reference point when the risk level has been smoothly increased.
In Table 2 , solutions of AFOSM and Monte Carlo simulation methods for α = 0.05 have been compared in two cases, one with considering correlation among returns and the other without correlation. Monte Carlo simulation ran with S = 100 000 trials and yields are estimated for considering α = 0.05, and t a = 1.0755 (t is computed by considering the optimal solution of AFOSM, i.e. t a = c * T x * ). The initial and the optimal values for returns (reference point) are shown in Table 2 . The algorithm found an optimal solution and all solutions indicating a better yield compared to Monte Carlo solutions. The estimated yield of AFOSM is 0.6505 which is better than 0.6324 of Monte Carlo solution in the dependent case and 0.6775 compared to 0.6566 in the independent case. It is important to mention that the estimated yields in convex utility function are smaller than the real yield. This issue is caused by the underestimation of the probability using the AFOSM method that was explained in Fig. 4-(a) .
In order to show the robustness of the solution, the yield of AFOSM solution is tested by using uniform distribution with a vector of mean returnsc and a vector of variance σ. The yield of AFOSM solution with correlation is 0.6267 and for the independent case is 0.6219. Because of the uniform distribution, this test is equivalent to the worst case scenario.
Case 2:
Concave utility function with respect to originc (g(x, c) = e −c T x ).
Again the algorithm is run in order to demonstrate its convergence. As seen in Fig. 6 , different risk levels do not affect the rate of convergence and all cases converge after the fifth iteration. The effect of different risk levels on the allocation of assets is also studied. The result of this experiment has been shown in Table 3 . As in the previous case, it shows that when α increases β also increases. Therefore these results did not turn out to have significant influences on the diversity of the allocation and the position of reference point when the risk level has been smoothly increased.
In Table 4 , solutions of AFOSM and Monte Carlo simulation methods for α = 0.05 have been compared in two cases, one with consideration of correlation among returns and the other without correlation. Monte Carlo simulation ran with S = 100 000 trials and yields are estimated for considering α = 0.05 and t a = 1.0715. The initial and the optimal values for returns (reference point) are shown in Table 4 . The algorithm found an optimal solution and all solutions indicate a better yield compared to Monte Carlo solutions. The estimated yield of AFOSM is 0.6752 which is better than 0.6462 of Monte Carlo's solution in the dependent case and is 0.7053 compared to 0.6701 in the independent case. It is important to mention that the estimated yields in the concave utility function are larger than the real yield. This issue is caused by the overestimation of the probability using the AFOSM method that was explained in Fig. 4-(b) . In order to show the robustness of the solution, the yield of the AFOSM solution is tested by using uniform distribution, which is equivalent to the worst case scenario, with a vector of mean returnsc and a vector of variance σ. The yield of the AFOSM solution with correlation is 0.6370 and for the independent solution is 0.6173.
Conclusion
When returns are random and dependent, asset allocation is an important practical problem. This paper describes an efficient probabilistic asset allocation optimization method that can solve nonlinear objective functions, for example, optimization of utility functions, or optimization of nonlinear loss functions. The main contribution is devising a two step optimization (Outer and Inner) to apply the AFOSM reliability method to the portfolio selection problem in the presence of correlated random returns. The yield estimated by the AFOSM method compares well with the actual yield estimated by Monte Carlo simulation. Optimum solutions were found in both correlated and independent cases and the result of yield for each solution was confirmed by Monte Carlo simulation.
