Abstract-In this paper we scrutinize the influence of fusion on the face recognition performance. In pattern recognition task, benefit ing fro m d ifferent uncorrelated observations and performing fusion at feature and/or decision levels improves the overall performance. In features fusion approach, we fuse (concatenate) the feature vectors obtained using different feature extractors for the same image. Classification is then performed using different similarity measures. In decisions fusion approach, the fusion is performed at decisions level, where decisions fro m different algorith ms are fused using majority voting. The proposed method was tested using face images having different facial expressions and conditions obtained fro m ORL and FRA V2D databases. Simu lations results show that the performance of both feature and decision fusion approaches outperforms the single performances of the fused algorithms significantly.
I. Introduction
In the last two decades face recognition problem has emerged as a significant research area with many possible applications that surely alleviate and assist safeguard our everyday lives in many aspects [1] . Generally, face representation fails into two categories. The First category is global approach or appearancebased, which uses holistic texture features and is applied to the face or specific reg ion of it. The second category is feature-based or co mponent-based, which uses the geometric relationship among the facial features like mouth, nose, and eyes. Many attempts to use data fusion for improv ing face recognition performance in recent years are introduced [2] [3] [4] [5] . In [6] authors tried to overcome the small sample size problem by combin ing multiclassifier fusion with the RBPCA MaxLike approach block-based principal component analysis (BPCA). Kisku et al. [7] applied Dempster-Shafer decision theory to use global and local matching scores they obtained using SIFT [8] features.
The idea behind this paper is to use data fusion technique to improve the performance of the face recognition system. Two fusion approaches are used. Feature fusion approach, were we concatenated the three feature vectors generated using principal component analysis, discrete cosine transform and local binary patterns algorithms. The new feature vector is then applied to similarity measure classifier. In decision fusion approach, feature vectors generated from the three algorithms are fed to classifiers separately and decisions are fused using majority voting approach. Experiments with different scenarios are implemented on two databases, namely; ORL database [9] and FRAV2D database [10] .
The paper is organized as follows: section two lists the used feature extraction algorith ms. Section three discusses the data fusion approaches while Section 4 shows the structure and discussions of the implemented experiments. We concluded our work in section 5.
II. Feature Extraction
The Feature extraction is a very crucial stage of data preparation for later on future processing such as detection, estimation and recognition. It is one of the main reasons for determining the robustness and the performance of the system that will utilize those features. It's impo rtant to choose the feature ext ractors carefully depending on the desired application. As the pattern often contains redundant information, mapping it to a feature vector can get rid of this redundancy and preserve most of the intrinsic in formation content of the pattern. The extracted features have great role in distinguishing input patterns.
In this work, employ features derived fro m principal component analysis (PCA) [11] [12] discrete cosine transform (DCT) [13] [14] [15] and local binary patterns (LBP) [16] [17] . The idea here was to use diverse algorith ms to guarantee extract ion of the most salient features out the face images. For mathemat ical models of these 3 algorithms readers should return to before mentioned corresponding references .
III. Data Fusion
The feature vectors extracted using the various algorith ms are fused to achieve feasibly higher recognition rates. In this work, we investigated two schemes, namely, fusing PCA, DCT and LBP feature vectors extracted fro m the face images, and fusing the classification decisions obtained separately from the three feature extractors. 
Feature Fusion
In feature fusion scheme, feature extraction is performed using PCA, DCT and LBP algorith ms . The extracted feature vectors from the above algorith ms are concatenated to construct a new feature vector to be used for classification as shown in Figure 1 .
The feature vectors are extracted using three feature extraction algorith ms, namely, PCA, DCT and LBP. In feature fusion scheme, a feature vector of face image is formed by concatenating the extracted feature vectors using the previously mentioned algorith ms. Assuming F 1 , F 2 and F 3 are the feature vectors generated using PCA, DCT and LBP algorith ms, respectively. The feature vectors are defined as follows:
where ||.|| is the second norm. Since the ranges of the values ın the feature vectors extracted fro m the three different algorith ms are not same, the feature vectors F 1 , F 2 and F 3 are normalized as in (1)- (4), respectively, to make sure that the influence of the three different algorith ms to the feature vectors are similarly weighted. F Fusion is the final feature vector generated by concatenating the three feature vectors obtained using the three feature extraction algorithms.
Decision Fusion
In decision fusion, each of the previously mentioned feature extraction algorithms is run separately for face classification.
Decisions coming fro m the three algorith ms are co mpared and majority voting is applied to obtain the final decision. Block diagram of the system is shown in Figure 2 .
IV. Experimental Results and Analysis

Datasets
We evaluated our proposed system by carrying out extensive experiments using two face databases. ORL face database is the first database we experimented with. It consists of 40 people with 10 images acquired for each one with different facial exp ressions and illumination variations.
FRA V2D database is the second database that is used. It co mprises 109 people, with 32 images each. It includes frontal images with different head orientations, facial exp ressions and occlusions. In our experiments, we used a subset of the database consisting of 60 people with 10 images each with no overlap between the training and test face images. Face images in Figure 3 are examples from both databases. 
Similarity Measures
The similarity measures used in our experiments to evaluate the efficiency of different representation and recognition methods include L 1 distance measure, δ L1 , L 2 distance measure, δ L2 , and cosine similarity measure, δcos, which are defined as follows [18] :
In the experiments for face recognition, three similarity measures are used, namely; Manhattan (L 1 ) distance, Euclidean (L 2 ) distance, and Cosine (Cos) distance. Many experiments are implemented as it shown in the following sections. Firstly, we implemented the face recognition system using the three feature algorith ms separately without the use of fusion technique using both ORL and FRA V2D databases. These results are used as a baseline for co mparisons with the results obtained from the other scenarios where feature and decision fusion techniques are used.
Experiments using Separated Algorithms
In these experiments we implemented PCA, DCT, and LBP algorith ms for face recognition separately. Three similarity measures are used as classifiers. Nu mber of used training images changed between 1 to 9 out of 10 images per person. Table 1 and Table 2 show the obtained results using ORL and FRA V2D databases, respectively.
Experiments using Feature Fusion
In this section, we implemented feature fusion approach by concatenating the three feature vectors obtained from PCA, DCT, and LBP algorith ms to form a new feature vector. The new feature vector is then applied to the classifier which is in this case one of the used similarity measures. Again, number of used training images changed between 1 to 9 out of 10 images per person. Table 3 shows the results using ORL database while Tab le 4 shows the results using FRAV2D database. 
Experiments using Decision Fusion
Different fro m the previous section, here we implemented decision fusion approach by applying PCA, DCT, and LBP algorith ms, separately. The obtained three feature vectors are applied to the classifiers. After classification, the decisions form different classifiers are fused using majority voting technique. Same as previous scenarios, number of used training images changed between 1 to 9 out of 10 images per person. Table 5 and Tab le 6 show the results using ORL and FRAV2D databases, respectively.
Form the co mparison in Table 7 ; it is very clear that the use of fusion technique helped improving the overall performance of the face recognition system. Implementing the three algorith ms separately gave 93.5% as the highest result using PCA with Cos distance. While using feature fusion managed to increase the performance to 96.7% using L1 distance. Decision fusion raised this to 96.75% using Cos distance. The results in Table 7 obtained using ORL database with 5 training and 5 testing images per person.
V. Conclusion
In this paper we introduce the use of data fusion for improving the face recognition perfo rmance. Two fusion techniques were applied, namely; feature fusion and decision fusion. Experimental results show the benefit of using such techniques in the face recognition problem. Both techniques shows promising results but more sophisticated experiments may led us to find out which technique is optimal fo r face recognition problem. Also, the effect of using different classifiers on system performance can be investigated in the further work.
