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Introduction
Cette the`se est motive´e par le proble`me de l’exploitation d’essais dynamiques qui “se
passent mal”. C’est bien suˆr une situation que l’on cherche a` e´viter. Si cela est la plupart du
temps possible notamment dans le cadre d’essais de laboratoire, ce n’est malheureusement
pas toujours le cas. Une situation emble´matique est celle d’essais de structures complexes
mene´s jusqu’a` rupture en dynamique ; en effet, ces essais en raison de leur complexite´ sont
difficiles a` re´aliser. Il est difficile de donner des exemples car ce n’est en ge´ne´ral pas le
genre d’essais que l’on met en avant mais meˆme dans le cadre d’essais de laboratoire lors
de la phase de mise au point, nombreux sont les essais qui ne sont pas toujours exploite´s.
De plus, de nombreuses expertises concernent une proble´matique voisine : “qu’est ce qui
s’est mal passe´ dans l’essai ?”. Un des proble`mes les plus souvent rencontre´s vient des
conditions aux limites.
Face a` ce genre de proble´matique, des travaux amonts ont e´te´ mene´s pour voir sur
des cas simples s’il e´tait possible d’exploiter valablement de tels essais d’abord dans le
cadre de la dynamique line´aire [Ladeve`ze et al., 1994, Allix et al., 2003, Bui et al., 2004,
Nguyen et al., 2005, Alarcon et al., 2011] puis de l’endommagement et de la rupture
[Chalal et al., 2004, Latourte, 2007, Mottershead et Friswell, 1993]. Pour sche´matiser la
proble´matique ces essais ont e´te´ qualifie´s de “corrompus”.
Inspire´e des travaux initialement mene´s sur le recalage de syste`me complexe
[Ladeve`ze et al., 1994], la formulation propose´e est base´e sur le relaˆchement des infor-
mations expe´rimentales potentiellement corrompues qui deviennent des inconnues a` part
entie`re du proble`me. Associe´e a` une erreur de mode`le de´die´e a` son identification, le
relaˆchement de ces informations a e´te´ traite´ dans le cadre d’une de´marche de type controˆle
optimal. Des re´sultats encourageants ont e´te´ de´ja` obtenus, dans plusieurs travaux tels
que [Allix et al., 2003, Nguyen et al., 2005] sur la possibilite´ d’identifier des parame`tres
mate´riau de fac¸on relativement pre´cises.
Dans le cadre de la dynamique transitoire, le proble`me a` traiter couple les proble`mes
direct et adjoint sous la forme d’un syste`me d’e´quations d’ondes directes et re´trogrades
couple´es. Naturellement instable, ce proble`me a e´te´ re´solu dans le cas de la dynamique
line´aire par le biais d’une transformation de Riccati. Dans les cas non-line´aires e´tudie´s,
traitant de mode`les d’endommagement jusqu’a` rupture [Nguyen et al., 2005], la solution
est base´e sur une extension de la me´thode LATIN [Dureisseix et al., 2003] en temps aux
proble`mes mal pose´s [Tikhonov et Arsenin, 1977]. La me´thode LATIN a e´te´ alors utilise´e
pour line´ariser le proble`me sur l’espace-temps et utiliser ainsi ite´rativement une adapta-
tion des approches de type Riccati.
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Le point bloquant des me´thodes propose´es et de´veloppe´es dans ces travaux est lie´e
a` leur tre`s grande complexite´ les rendant quasiment impossible a` imple´menter dans des
codes de calculs industriels. Or la motivation initiale des travaux est justement le traite-
ment de structures complexes et aujourd’hui seuls les logiciels industriels sont a` meˆme de
traiter ce type de structure.
Par rapport a` cette situation un des objets de cette the`se e´tait de revenir sur la
re´solution du proble`me de base posant proble`me ; c’est a` dire la re´solution d’un proble`me
hyperbolique, avec des composantes directe (champ inconnu) et re´trograde (champ
adjoint) couple´es, par des me´thodes plus classiques et donc moins intrusives et si possible
conduisant a` un temps de calcul raisonnable.
Ce manuscrit est organise´ en quatre chapitres :
Dans le premier chapitre, nous pre´sentons le proble`me inverse associe´ au proble`me
d’identification e´tudie´ ainsi que les diffe´rentes approches permettant de le traiter. Selon
leurs domaines d’applications, ces approches sont aborde´es suivant le contexte de la for-
mulation :
– dans un contexte stochastique, on a releve´ les capacite´s de la me´thode de l’e´cart a`
la re´ciprocite´, des moindres carre´s, de l’erreur en loi de comportement ou encore
celle base´e sur la corre´lation d’images ;
– dans un contexte de´terministe, les me´thodes d’identification tiennent en compte les
incertitudes des mesures. Elles sont fonde´es sur des outils permettant de re´gulariser
des donne´es expe´rimentales, en agissant sur les perturbations, dans le but de les
rendre exploitable.
Le deuxie`me chapitre est consacre´ a` l’expose´ de quelques me´thodes nume´riques
applique´es a` la re´solution du proble`me aux deux bouts. Ce dernier est le re´sultat de
la formulation du proble`me d’identification par la me´thode de l’erreur en relation de
comportement modifie´e. Une solution analytique a e´te´ e´labore´e, sur un syste`me 0D, afin
de mettre au clair l’origine du phe´nome`ne d’instabilite´ qui se manifeste plus au moins
au niveau de la dure´e d’observation. Ce point a d’ailleurs e´te´ constate´ nume´riquement
lors de l’application de la me´thode de tirs pour la re´solution de proble`mes 0D et 1D.
Cette technique renforce´e par une proce´dure d’orthonormalisation a permis d’e´touffer le
phe´nome`ne d’instabilite´ constate´ pre´ce´demment et d’augmenter ainsi la dure´e d’observa-
tion.
Le meˆme proble`me aux deux bouts a e´te´ e´galement traite´e par une me´thode nume´rique
base´e sur la re´solution de l’e´quation alge´brique de Riccati. Les re´sultats obtenus ont fait
l’objet d’une comparaison qualitative avec ceux obtenus par une me´thode de tirs. On
s’est inte´resse´ e´galement aux avantages et inconve´nients de la me´thode globale en temps.
Le troisie`me chapitre fait l’objet d’une e´tude sur les possibilite´s des me´thodes
ite´ratives et leurs conditions de convergence pour la re´solution d’un proble`me aux deux
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bouts. E´tant parti d’une solution initiale du champ re´trograde, la me´thode consiste a`
appliquer successivement et d’une manie`re alterne´e deux sche´mas d’inte´gration tempo-
relle ; le premier pour re´soudre le proble`me direct ; le second pour re´soudre le proble`me
adjoint. L’approche est renforce´e par une technique de relaxation afin de garantir la
convergence dans le cas ou` les mesures sont bruite´es. Des re´sultats nume´riques sont donc
discute´s sur deux cas 1D et 2D permettant ainsi de relever les performances de cette
technique. Une e´tude comparative est e´labore´e afin de montrer les avantages de cette
technique par rapport aux me´thodes intrusives en terme de complexite´ calculatoire.
Dans le dernier chapitre, l’approche de l’erreur en relation de comportement modifie´e
utilise´e pour la formulation du proble`me d’identification est tout d’abord discre´tise´e en
temps puis projete´e dans un espace e´le´ments finis [Bonnet et Aquino, 2015]. Des re´sultats
nume´riques de l’application de la me´thode d’approximations successives au proble`me aux
deux bouts re´sultant sont pre´sente´s. En pre´sence de bruit, cette me´thode est renforce´e par
une technique de relaxation afin de garantir la convergence. L’existence d’un intervalle de
coefficient de relaxation pour lequel la convergence a eu lieu a e´te´ nume´riquement jus-
tifie´e. Dans ce cas et pour le coefficient de relaxation optimal, un nombre re´duit d’approxi-
mations successives jusqu’a` convergence est obtenu par rapport a` l’approche traite´ dans le
chapitre pre´ce´dent. La robustesse de l’approche a e´te´ reformule´e dans le cas ge´ne´ral d’une
structure e´lastique homoge`ne. Puis adapte´e au cas d’un exemple 2D ce qui a permis de
valoriser les re´sultats trouve´s dans le troisie`me chapitre.
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Chapitre 1
Proble`mes inverses : analyse
bibliographique dans le cadre de
l’identification de proprie´te´s
me´caniques
Dans ce chapitre, une e´tude bibliographique sur les me´thodes
de re´solution des proble`mes inverses est pre´sente´e. On
s’inte´resse ici aux proble`mes inverses dans le cadre de
l’identification des parame`tres mate´riau des structures
me´caniques.
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1 Contexte ge´ne´ral du proble`me d’identification
L’identification, selon sa de´finition scientifique, se base sur le choix d’une technique
qui permet d’obtenir un mode`le mathe´matique d’un syste`me a` partir de mesures. Dans
le cadre de cette e´tude, le syste`me e´tudie´ est une structure 3D dont le comportement
me´canique est e´lastique line´aire homoge`ne ou he´te´roge`ne. Il est important de noter que la
mode´lisation mathe´matique ne´cessite une description qualitative et quantitative pre´alable
avant d’eˆtre confronte´e aux mesures. Ces mesures sont les conditions aux limites redon-
dantes re´cupe´re´es sur une partie de la frontie`re de la structure e´tudie´e. Ils servent pour
la ve´rification des parame`tres de la loi de comportement a` identifier par une technique
judicieusement choisie.
1.1 Proble`me de re´fe´rence
La structure occupant le domaine Ω (fig. 1.1) est soumise a` un chargement dyna-
mique transitoire sur un intervalle de temps [0,T ]. A` chaque instant de cet intervalle, les
de´placements et les efforts sont connus sur deux parties non disjointes de sa frontie`re ∂Ω
comme le sche´matise la figure 1.1.
Ω,E0
  ✠ ✟✟✙ ✟✟✙ ✟✟✙ ✟✟✙ ✟✟✙ ✏✏✮✏✏✮✘✘✾
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     ✂
✂
✄
✄
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∂ fΩ
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∂uΩ
FIGURE 1.1: Proble`me direct 3D associe´ au proble`me d’identification.
Pour de´finir le proble`me direct correspondant, on a sur la frontie`re ∂Ω = ∂uΩ∪ ∂ fΩ
a` chaque instant :
– des de´placements impose´s ud sur ∂uΩ ;
– des forces impose´es fd sur ∂ fΩ.
La re´solvabilite´ du proble`me direct de´pend fortement de ces conditions aux limites. La
re´partition de celles-ci sur la frontie`re de la structure e´tudie´e influe sur la caracte´risation
du proble`me. D’ou` la notion du proble`me bien pose´ qui, selon [Hadamard, 1923], de´livre
une solution unique continuˆment de´pendante des donne´es.
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Dans ce cas de figure et d’apre`s [Bui, 1993, Kupradze et Gegeli, 1979], le caracte`re
bien pose´ du proble`me provient du fait que les conditions aux limites suffisantes soient
connues sur toute la frontie`re et soient e´galement non redondantes (i.e : ∂∅Ω = ∂u fΩ =
∅). Une fois ces conditions remplies, la solution du proble`me direct est, pour un compor-
tement du mate´riau caracte´rise´ par un jeu de parame`tre(s) p fixe´(s), constitue´e des champs
solutions (u,σ) ve´rifiant :
– l’e´quation d’e´quilibre :
−ρu¨+div(σ) = 0 dans Ω (e´q. 1.1)
– les relations de comportement :
σ| t = A
((
ε˙ (u)|τ , p
)
; τ 6 t
)
dans Ω (e´q. 1.2)
– les conditions aux limites : {
u= ud sur ∂uΩ
σ .n= fd sur ∂ fΩ
(e´q. 1.3)
– les conditions initiales : {
ut=0 = u0
u˙t=0 = u˙0
dans Ω (e´q. 1.4)
Dans le cas e´lastique ou` la relation de comportement est re´gie par la relation σ =C : ε (u),
le proble`me direct est bien pose´ au sens de Hadamard si et seulement si il existe une
solution unique u qui de´pend continuˆment des donne´es fd et ud [Bui, 1993].
1.2 Proble`me inverse
Plusieurs e´tudes ont e´te´ aborde´es dans la litte´rature pour caracte´riser le proble`me
inverse [Tikhonov et Arsenin, 1977, Badeva et Morozov, 1991, Bui, 1993]. Leurs e´tudes
e´taient base´es sur la notion de proble`me bien pose´. Cette notion a e´te´ introduite par Ha-
damard [Hadamard, 1923] en 1923. Il s’agit d’un proble`me dont :
– la solution existe ;
– elle est unique ;
– elle de´pend continuˆment des donne´es.
En ge´ne´ral les proble`mes inverses ne ve´rifient pas l’une ou l’autre de ces conditions, voire
les trois ensembles pour au moins trois raisons :
– un mode`le physique e´tant fixe´, les donne´es expe´rimentales dont on dispose sont en
ge´ne´ral bruite´es, et rien ne garantit que de telles donne´es puissent eˆtre associe´es de
ce mode`le, meˆme en changeant les parame`tres ;
– des parame`tres diffe´rents peuvent conduire aux meˆmes observations si celles ci
sont insuffisantes. Pour lever ce proble`me on introduit le plus souvent des informa-
tions supple´mentaires a priori (proximite´ des parame`tres cherche´s a` des parame`tres
donne´s par exemple) ;
– un de´faut de continuite´ est sans doute le proble`me le plus proble´matique puisque
dans ce cas une petite variation des donne´es, par exemple le bruit, peu totalement
changer la solution.
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Un aspect majeur du traitement du proble`me inverse est donc la technique de
re´gularisation. Dans [Bonnet et Constantinescu, 2005], les auteurs ont synthe´tise´ les ca-
racte´ristiques et les me´thodes de re´solution pour le cas du proble`me d’identification en
e´lasticite´.
Si on reprend l’exemple de la structure du proble`me direct (FIGURE 1.1), les conditions
limites sur la frontie`re ∂Ω = ∂ f\uΩ∪∂u fΩ∪∂u\ fΩ∪∂∅Ω sont illustre´es par la figure 1.2.
Les notations sont les suivantes :
– ∂u\ fΩ est la partie de la frontie`re ou` des de´placements sont impose´s et e´gaux au
champ surfacique u˜d ;
– ∂ f\uΩ est la partie de la frontie`re ou` les efforts sont impose´s et e´gaux aux efforts
surfaciques f˜d ;
– ∂u fΩ est la partie de la frontie`re ou` les de´placements u˜d et les efforts f˜d sont
conjointement impose´s ;
– ∂∅Ω est la partie de la frontie`re ou` aucun de´placement ni effort n’est impose´.
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FIGURE 1.2: Proble`me inverse 3D associe´ au proble`me d’identification.
La redondance d’informations sur la partie de la frontie`re ∂u fΩ est conside´re´e comme la
principale source rendant le proble`me mal pose´. Le cas particulier ou` ∂∅Ω 6=∅ n’est pas
aborde´. En effet, si ce domaine ge´ne`re le caracte`re mal pose´ pour une famille de compor-
tements, alors les donne´es expe´rimentales ne permettront pas d’identifier la relation de
comportement de fac¸on unique [Feissel, 2003].
Le proble`me inverse consiste a` identifier les parame`tres mate´riaux p connaissant :
– la ge´ome´trie (fig. 1.2) ;
– l’e´quation d’e´quilibre (e´q. 1.1) ;
– la relation de comportement du mate´riau (e´q. 1.2) ;
– le champ d’efforts f˜d mesure´ sur ∂ fΩ (e´q. 1.3) ;
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– le champ de de´placements u˜d mesure´ sur ∂uΩ (e´q. 1.3) ;
– les conditions initiales (e´q. 1.4).
Dans notre contexte, les mesures re´alise´es sont redondantes et entache´es par du bruit. Ce
qui rend le mode`le the´orique impose´ incohe´rent avec le comportement re´el de la structure.
L’unicite´ de la solution n’est plus alors garantie voire aussi, pour quelques cas, on observe
la perte de sa continuite´ par rapport aux mesures [Rota, 1996, Feissel, 2003]. Au sens de
Hadamard, le proble`me inverse est alors mal pose´.
En plus de la ne´cessite´ de justifier le choix d’une approche inverse par rapport a` une autre,
il est e´galement important de proce´der a` la re´gularisation de la solution pour stabiliser la
re´solution. Dans les parties suivantes, des approches pour re´soudre le proble`me inverse et
des techniques de re´gularisation seront donc e´tudie´es.
2 Me´thodes d’identification directes
La me´thode des champs virtuels [Gre´diac, 1989] semble eˆtre la technique la plus
convenable parmi les approches directes utilise´es en vue de la re´solution des proble`mes
inverses en identification. Elle repose sur le principe des travaux virtuels surtout dans le
cas d’indisponibilite´ de relation analytique entre les mesures et les parame`tres inconnus
[Gre´diac et al., 2002, Promma et al., 2009]. L’approche permet ainsi d’extraire les pa-
rame`tres d’une relation de comportement a` partir des mesures de champs expe´rimentales
[Gre´diac et al., 2006]. Les applications de cette technique sont nombreuses en
particulier en dynamique vibratoire [Gre´diac et Paris, 1996, Gre´diac et al., 1998,
Giraudeau et Pierron, 2003, Giraudeau et Pierron, 2005, Giraudeau et al., 2006,
Avril et al., 2008, Giraudeau et al., 2010].
En ge´ne´ral les approches directes sont plus avantageuses en terme de couˆt de calcul par
rapport aux approches inverses. Mais quand il s’agit de traiter un proble`me d’identifi-
cation en dynamique, le terme d’inertie de´crivant le phe´nome`ne physique complique
le rapport entre la relation de comportement et les champs mesure´s. Ce qui explique
l’inefficacite´ de ces approches directes. Par conse´quent, le recours a` des me´thodes
d’identification de type approche inverse est ge´ne´ralement envisage´.
3 Me´thodes d’identification inverses
Le point commun des me´thodes inverses est qu’elles reposent sur les meˆmes
ingre´dients de base. La formulation caracte´risant au mieux le proble`me d’identification
est celle qui offre une solution qui ve´rifie au mieux la continuite´ par rapport aux condi-
tions aux limites au sens de Hadamard. Le choix d’une me´thode inverse de´pend avant
tout de la nature des proprie´te´s du mode`le que l’on recherche. Dans la partie suivante, on
pre´sente diffe´rentes me´thodes inverses.
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3.1 Me´thode d’e´cart a` la re´ciprocite´
La me´thode d’e´cart a` la re´ciprocite´ est une me´thode spe´cifique aux mesures de
champs [Andrieux et Abda, 1996]. Elle se base sur l’hypothe`se des donne´es portant sur
des conditions de Dirichlet et de Neuman (uˆ, σˆ) mesure´es sur la frontie`re d’une struc-
ture [Constantinescu et al., 2011]. Le principe de la me´thode consiste a` e´crire pour une
telle structure la relation de re´ciprocite´ entre un e´tat mesure´ (u,σ ,A ) et un e´tat adjoint
(u⋆,σ⋆,A ⋆). A` partir de cette hypothe`se, le champ solution de´crivant le comportement
de la structure est celui minimisant l’e´cart a` la re´ciprocite´ ER (e´q. 1.5) :
ER=
∫
Ω
ε (u) : [A −A ⋆] : ε (u⋆)dΩ =
∫
∂Ω
(σˆ .u⋆−σ⋆.uˆ)d∂Ω (e´q. 1.5)
La me´thode a e´te´ discute´e dans plusieurs travaux : en e´lastodynamique, Bui a
conside´re´ l’e´cart de re´ciprocite´ instantane´ pour l’identification d’une fissure plane
dans une structure [Bui et al., 2004, Bui et al., 2005]. En viscoe´lasticite´ dynamique,
Bui s’est inte´resse´ a` l’identification d’une fissure line´aire dans une structure plane
de´crite par une loi de comportement de type Zehner [Bui et al., 2004]. Ikehata a ap-
plique´ la me´thode pour re´soudre le proble`me de la de´termination des parame`tres de
Lame´ d’une structure en utilisant les donne´es des champs de bord de type Dirichlet
[Ikehata, 1990]. Une autre application de la me´thode peut eˆtre trouve´e dans les tra-
vaux d’Andrieux pour la de´tection des fissures planes en mate´riaux e´lastiques line´aires
isotropes [Andrieux et Abda, 1996, Andrieux et al., 1997, Andrieux et al., 1999]. Stein-
horst a invente´, en formulant d’une manie`re ge´ne´rale les plus significatives analyses
d’Andrieux [Andrieux et al., 1999], une technique non destructive pour la de´tection
des fissures a` l’inte´rieur des solides a` comportement e´lastique anisotrope transverse
[Steinhorst et Sandig, 2012, Steinhorst et Kaltenbacher, 2013]. Steinhorst et Sandig ont
re´alise´ des expe´riences nume´riques qui ont montre´ une bonne concordance entre la fis-
sure simule´e et la fissure re´elle (position et taille) [Steinhorst et Sandig, 2012].
D’autres e´tudes, base´es sur cette me´thode, ont montre´ la possibilite´ d’identifier des fis-
sures planes a` partir des champs mesure´s autres que les champs de de´placement et
d’effort. Citons dans ce cadre la reconstruction explicite d’une fissure plane dans un
milieu borne´ a` partir des donne´es acoustiques exactes surabondantes sur sa frontie`re
[Bui et al., 1999, Abda et al., 2005], la de´termination d’une fissure a` partir des donne´es
thermiques induites par une sollicitation thermique transitoire sur la frontie`re de la struc-
ture [Abda et Bui, 2001] ou encore la mesure du champ de de´placement en surface d’une
structure suite a` un chargement thermique sur son bord [Andrieux et Bui, 2006].
Il est a` noter que le majeur inconve´nient de cette me´thode re´side au niveau de la
ne´cessite´ de la connaissance inte´grale des champs mesure´s sur la totalite´ de la frontie`re du
domaine de la structure. Des recherche sont en progression pour promouvoir la capabilite´
de la me´thode :
– par le relaˆchement de ses hypothe`ses de base afin de surmonter cet inconve´nient
[Shifrin et Shushpannikov, 2011] ;
– en la combinant avec d’autres me´thodes ;
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– ou encore par l’introduction d’une technique permettant de reconstituer l’informa-
tion sur une surface enveloppante [Andrieux et Baranger, 2008].
FIGURE 1.3: Identification de l’enveloppe convexe d’un ensemble de deux fentes droites
a` l’aide de l’e´cart instantane´ a` la re´ciprocite´ [Bui et al., 2004]. La position de chaque
segment indique le front d’onde de l’onde adjointe alors que sa couleur repre´sente la
valeur de l’e´cart a` la re´ciprocite´ ER.
3.2 Me´thode des moindres carre´s
Un proble`me inverse tel que celui de´crit par l’e´quation (e´q. 1.6) est un proble`me mal
pose´ dans la mesure ou` la solution peut ne pas exister ou eˆtre multiple ou encore non
continue.
K (θ)u= f (e´q. 1.6)
En choisissant une fonctionnelle couˆt on peut le formuler sous forme d’un proble`me d’op-
timisation permettant ainsi de le rendre bien pose´. En effet, on exploite un mode`le de
comportement et on cherche a` optimiser les parame`tres du mode`le par rapport a` des es-
sais. Identifier revient donc a` minimiser la distance entre les mesures et le mode`le. Ce qui
explique, en ge´ne´ral, le recours a` la norme des “moindres carre´s” (e´q. 1.7) :
J (θ) =
1
l
l
∑
i=1
‖u− u˜(i)
d
‖2 (e´q. 1.7)
ou` ‖.‖ de´signe la norme euclidienne.
La me´thode des moindres carre´s, introduite par Gauss, permet de re´soudre le proble`me de
la de´termination de parame`tres a` partir d’observations entache´es d’erreurs [Stigler, 1981].
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Une formulation re´cursive a e´te´ propose´e par Plackett pour re´ajuster l’estimation des pa-
rame`tres au fur et a` mesure de l’acquisition des nouvelles donne´es [Plackett, 1950]. Cette
formulation corrige les estimations en temps re´el par ajustement de la matrice de cova-
riance des parame`tres a` identifier et de la somme des carre´s des re´sidus.
La minimisation de la fonctionnelle aux moindres carre´s (e´q. 1.7), base´e sur
l’e´cart entre les mesures expe´rimentales et les quantite´s the´oriques issues d’un mode`le
pre´alablement fixe´, permet de de´terminer les diffe´rents parame`tres mate´riau optimaux
(e´q. 1.8) :
θopt = argmin
θ
J (θ)⇒ ∂J
∂θ
= 0 (e´q. 1.8)
Entre autres, l’approche a e´te´ utilise´e pour l’identification des parame`tres de mode`les
de mate´riaux ine´lastiques [Mahnken et Stein, 1996]. Elle e´tait exploite´e e´galement par
Bolzon et al. dans le but d’identifier des parame`tres d’un mode`le cohe´sif a` fissures
discre`tes par l’interme´diaire d’un processus stochastique base´ sur le filtre de Kalman
[Bolzon et al., 2002].
La fonction (e´q. 1.7) refle`te l’existence d’un lien e´vident entre :
– l’identification des parame`tres inconnus reliant l’entre´e a` la sortie (la fonction de
transfert) ;
– l’identification des parame`tres inconnus qui repre´sentent l’e´tat d’un syste`me (esti-
mation de l’e´tat).
Lors de la proce´dure d’identification, une composante d’adaptation permet de maıˆtriser la
faille au niveau de la mode´lisation par reparame´trage de ces variables (FIGURE 1.4). Ce
reparame´trage de´pend de l’e´cart entre les re´ponses de la structure re´elle et de son mode`le
a` l’issu d’une excitation en effort.
Structure
Fext(t) −
+
e(t)
u˜(t)
Mode`le
−
+
u(t)
Fonction couˆt
u(t)− u˜(t)
Adaptation
reparame´trage
θopt
FIGURE 1.4: Mode´lisation et identification d’une structure par la me´thode des moindres
carre´s.
On distingue plusieurs mode`les pour repre´senter la re´ponse impulsionnelle de la
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structure. Les principaux sont pre´sente´s par les e´quations (e´q. 1.9) et (e´q. 1.10) : le
processus Auto-Re´gressif a` Moyenne Ajuste´e (ARMA) correspond au passage d’un
bruit blanc a` travers un filtre comportant des poˆles et des ze´ros [Neto et al., 2014,
Bialasiewicz et al., 1994]. La pre´sence d’une perturbation affectant les mesures conduit
a` l’utilisation d’un mode`le ARMAX (X de´note une variable eXoge`ne). Elle permet une
meilleure mode´lisation, notamment pour le terme de perturbation [Box et al., 2013]. Le
majeur inconve´nient re´side au niveau de l’augmentation du nombre de parame`tres a` iden-
tifier. Ceci risque de rendre la re´solution du proble`me d’optimisation tre`s ardue et par
conse´quence la situation devient non identifiable [Toivonen, 1984].
Mode`le ARMAX ou CARMA (e´q. 1.9) :
A(q−1)u
k︸ ︷︷ ︸
Autoregressive (AR)
= q−dB(q−1)u˜
k︸ ︷︷ ︸
eXogenous (X) Control (C)
+ C(q−1)e
k︸ ︷︷ ︸
Moving Average (MA)
(e´q. 1.9)
Mode`le ARIMAX ou CARIMA (e´q. 1.10) :
A(q−1)u
k︸ ︷︷ ︸
AR
= q−dB(q−1)u˜
k︸ ︷︷ ︸
X ou C
+C(q−1)e
k︸ ︷︷ ︸
MA
1
1−q−1︸ ︷︷ ︸
I Incrimental
(e´q. 1.10)
Le paradoxe se pose dans le cas ou` le bruit est colore´ c’est a` dire si le vecteur e posse`de des
composantes corre´le´es entre elles. Dans ce cas, la me´thode des moindres carre´s devient
biaise´e. Cela revient au fait que les mode`les du type AR, ARMA, ARMAX et ARIMAX
font tous intervenir un polynoˆme C(q−1) devant le terme de bruit. Ce qui lui donne une
coloration et par suite la perte des proprie´te´s importantes pour l’e´limination du biais. Pour
une identification sans biais, on peut utiliser soit l’algorithme des moindres carre´s e´tendus,
soit la me´thode de la variable instrumentale.
3.2.1 La me´thode de la variable instrumentale
La me´thode de la variable instrumentale [Stoica et So¨derstro¨m, 1983,
So¨derstro¨m et Stoica, 2002] est une me´thode parame´trique statistique d’identifica-
tion. Elle traite les vecteurs de parame`tres a` identifier en annulant asymptotiquement le
biais ge´ne´re´ par la matrice d’observation bruite´e du proble`me. Avant le de´veloppement
des me´thodes d’erreur de pre´diction, la me´thode de la variable instrumentale e´tait
la plus conviviale pour re´pondre a` la question d’identification en boucle ferme´e
[Gilson et al., 2008, Janot et al., 2010]. L’ide´e de la me´thode se re´sume en l’utilisation
d’un vecteur de mesures d’une variable instrumentale inde´pendante des composantes du
bruit. On peut, par exemple, dans le cas d’une structure ARMAX, utiliser les me´thodes
des moindres carre´s e´tendus ou du maximum de vraisemblance re´cursif ou encore de
l’erreur de sortie avec mode`le de pre´diction e´tendue avec les hypothe`ses suivantes :
– e
0
,e
1
, . . . et e
m−1 sont des variables ale´atoires gaussiennes inde´pendantes de
moyennes nulles et de matrice de covariance unitaire ou non ;
– le syste`me est suppose´ stable (A stable) ;
– les 3 polynoˆme A, B et C n’ont pas de ze´ro commun ;
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– le syste`me est suppose´ observable et commandable.
On peut dans ce cas e´crire :
u
k+1
=−
n
A
∑
i=1
aiuk+1−i +
n
B
∑
i=1
biu˜k+1−i−d +
n
C
∑
i=1
ciek+1−i =
tθΓ(k)+Ae
k+1
(e´q. 1.11)
Dans le cas de l mesures, on peut e´crire l’e´quation (e´q. 1.12) :


y
k+1
.
.
.
y
k+l


︸ ︷︷ ︸
= Y
l
=


−y
k
. . . −y
k−nA+1 uk . . . uk−nB
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−y
k+l−1 . . . −yk+l−nA uk+l+1 . . . uk+l+1−nB


︸ ︷︷ ︸
= H
l


a
0
.
.
.
anA
b
0
.
.
.
bnB


︸ ︷︷ ︸
= θ
+


e
k+1
.
.
.
e
k+l


︸ ︷︷ ︸
= E
l
(e´q. 1.12)
La me´thode de la variable instrumentale permet d’ame´liorer la consistance de la me´thode
des moindres carre´s [Young, 1970]. Elle introduit la matrice variable instrumentale Φ au
lieu de la matrice Γ afin d’e´viter la corre´lation de celle-ci par rapport a` ε . Ainsi, la me´thode
des moindre carre´s permet d’ame´liorer l’identifiabilite´ des parame`tres si :
• (1− tΦH)−1 existe ;
• ω
l
t
Φ tend en probabilite´ vers 0 ;
• 1
l
t
ΦH tend en probabilite´ vers une matrice non singulie`re.
Dans ce cas l’estimateur θˆ = (tΦH)−1 tΦYl converge en moyenne vers θ .
3.2.2 La me´thode des moindres carre´s ge´ne´ralise´s
La me´thode des moindres carre´s ge´ne´ralise´s consiste a` blanchir le re´sidu afin d’obtenir
une estimation moindres carre´s non biaise´e. Conside´rant l’e´quation (e´q. 1.13) :
A(q−1)y
k
= B(q−1)u
k
+λC(q−1)e
k
(e´q. 1.13)
en divisant chaque membre par 1
C(q−1) on obtient (e´q. 1.14) :
A(q−1)
1
C(q−1)
y
k︸ ︷︷ ︸
yF
k
= B(q−1)
1
C(q−1)
u
k︸ ︷︷ ︸
uF
k
+λ e
k
(e´q. 1.14)
Ce que permettra de concevoir le sche´ma bloc (fig. 1.5). L’inconve´nient de la me´thode est
qu’elle ne´cessite que le rapport signal a` bruit soit suffisamment fort.
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FIGURE 1.5: Sche´ma bloc de la me´thode des moindres carre´s ge´ne´ralise´s.
3.3 La me´thode base´e sur l’erreur en relation de comportement
La me´thode est initialement introduite dans le cadre de la discre´tisation par
e´le´ments finis de milieux continus. L’objectif e´tait d’e´valuer, par l’interme´diaire
d’une mesure e´nerge´tique, la distance entre le champ cine´matiquement admissible
et le champ statiquement admissible [Ladeve`ze, 1975]. Cette technique a e´te´ uti-
lise´e dans le domaine de la ve´rification pour l’estimation de l’erreur commise entre
la solution du mode`le mathe´matique et celle fournie par un mode`le nume´rique
[Ladeve`ze, 1983, Ladeve`ze et Simmonds, 1999, Barthe et al., 2004]. En e´lasticite´
line´aire et sous l’hypothe`se des petites perturbations le concept est donne´ par :
E (u,σ ,A ) =
1
2
∫
Ω
(σ −A : ε (u)) : A −1 : (σ −A : ε (u))dΩ (e´q. 1.15)
Pour identifier la loi de comportement avec des donne´es surabondantes, u et σ doivent
ve´rifier respectivement toutes les donne´es cine´matiques et statiques. Ensuite on retient le
couple (uopt ,σopt)minimisant E (u,σ ,A ) pour chaque valeur de A fixe´e (e´q. 1.16). Enfin
on identifie Aopt par minimisation de l’ERC par rapport a` A (e´q. 1.17).
E (A ) = min
(u,σ)
E (u,σ ,A ) (e´q. 1.16)
Aopt = argmin
A
E (A ) (e´q. 1.17)
L’erreur e´value´e en
(
uopt ,σopt
)
n’est nulle que si les conditions aux limites sont compa-
tibles avec la relation de comportement [Ekeland et Te´mam, 1999]. Dans le cas contraire,
le recalage de mode`le s’obtient par le biais de la minimisation de l’incompatibilite´ entre
les quantite´s cine´matiques et statiques avec la loi de comportement.
La me´thode de l’erreur en relation de comportement a e´te´ applique´e au recalage
des mode`les des structures par la correction des masses et des raideurs des mode`les
a` l’aide de donne´es vibratoires [Ladeve`ze et al., 1994, Mottershead et Friswell, 1993,
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Phillips et Allemang, 2011, Banerjee et al., 2013]. Elle a pu eˆtre e´largie pour l’estima-
tion de la qualite´ de la solution des structures re´gies par un mode`le a` effet retard
[Bonnet, 2003, Constantinescu, 2003].
La me´thode est devenue par la suite un outil puissant en identification. Elle a fait
l’objet de nombreux travaux avec diffe´rentes formulations pour calculer la conduc-
tivite´ e´lectrique a` partir de mesures a` la frontie`re [Kohn et McKenney, 1990], pour
identifier des proprie´te´s mate´rielles e´lastiques isotropes par le biais des donne´es a`
l’inte´rieur du domaine [Geymonat et al., 2002] ou des comportements e´lastoplastiques
ou e´lastiques he´te´roge`nes [Latourte, 2007], pour de´terminer la distribution inte´rieure des
modules e´lastiques d’une structure inhomoge`ne a` partir des mesures simultane´es des
forces et des de´placements sur ses bords [Constantinescu, 2003] ou encore pour opti-
miser l’identifiabilite´ de parame`tres de comportement d’un mate´riau orthotrope e´lastique
[Bonnet, 2003, Constantinescu, 2003].
3.4 Corre´lation d’images
L’attractivite´ croissante de la technique base´e sur l’analyse d’images nume´riques
comme un inte´ressant moyen d’acquisition et les progre`s accomplis en matie`re de moyens
de traitement d’images [Bay et al., 1999, Roux et al., 2008] ont fait de la me´thode de
corre´lation d’images une technique potentielle pour la caracte´risation de la structure et du
mate´riau [Maire et al., 2013]. Ses applications ont envahi de nombreux domaines tels que
l’imagerie me´dicale, la ge´ophysique ou encore la physique et la science des mate´riaux.
Dans ce dernier domaine, la me´thode a e´te´ utilise´e pour caracte´riser la microstructure des
mate´riaux cellulaires [Maire et al., 2009], pour relever qualitativement les me´canismes
d’endommagement dans les composites [Maire et al., 2007], pour visualiser la propaga-
tion des fissures en fatigue [Ferrie´ et al., 2006]. Elle permet de visualiser les mesures de
champs de de´placements afin de comprendre les me´canismes de de´formation et d’endom-
magement d’une part et d’appre´cier la loi de comportement du mate´riau d’autre part.
En identification, la contribution de la me´thode de corre´lation d’images nume´riques
[Sutton et al., 1983] peut eˆtre trouve´e dans [Roux et Hild, 2008] portant sur l’iden-
tification d’une loi de comportement d’un composite ou dans [Pe´rie´ et al., 2009a,
Pe´rie´ et al., 2009b] portant sur l’identification d’une loi d’endommagement ani-
sotrope. Son extension a` la corre´lation d’images volumiques [Bay et al., 1999,
Bornert et al., 2004, Smith et al., 2002] a permis de reconstruire des volumes exploitables
par des logiciels e´le´ments finis [Youssef et al., 2005, Maire et al., 2009] pour extraire les
champs de de´placement tridimensionnels en vue d’identifier et valider des mode`les de
comportement [Rannou et al., 2010].
Certes l’utilisation de cette technique a` distance permet d’avoir des mesures moins
bruite´es que celles obtenues par d’autres moyens d’acquisition. Mais la fre´quence d’ac-
quisition ne permet pas de ge´rer facilement les phe´nome`nes de dynamique rapide ou bien
elle est assez couˆteuse a` mettre en oeuvre. C’est le point de´licat qui rend l’application de
la corre´lation d’images difficile pour l’identification des lois de comportements en dyna-
mique rapide.
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4 Strate´gies prenant en compte des incertitudes des me-
sures
La plupart des travaux qui ont porte´ sur le recalage des structures ou l’iden-
tification de mode`les sont traite´s dans le cadre de´terministe contrairement au cas
probabiliste qui a e´te´ aborde´ dans peu de travaux : citons les exemples de l’er-
reur locale en contrainte probabiliste [Deb et al., 2001], les indicateurs d’erreur
[Ghanem et Pelissetti, 2002, Ghanem et Pelissetti, 2004] et les travaux de´veloppe´s dans
[Ladeve`ze et Simmonds, 1999, Florentin et al., 2002, Ladeve`ze, 2003].
Naturellement, on collecte des mesures, que ce soit en de´placement, vitesse et/ou en
effort, auxquelles on confronte les mode`les retenus et ceci inde´pendamment de la fiabilite´
des essais. La qualite´ de la solution qui en re´sulte est donc lie´e au caracte`re stochastique
des donne´es. Dans la suite un bref aperc¸u de quelques approches tenant compte des pro-
prie´te´s des bruits est pre´sente´.
4.1 Me´thodes ne´cessitant la connaissance de bruit a priori
Dans ce contexte, plusieurs approches permettent de re´soudre le proble`me d’identifi-
cation dans un cadre incertain. Parmi celles-ci citons le filtrage de Kalman.
4.1.1 Filtre de Kalman
La me´thode du filtre de Kalman est apte a` maıˆtriser l’identification dans un envi-
ronnement stochastique. La proce´dure cle´ de cette approche est la prise en compte des
lois d’e´volution des syste`mes [Kalman, 1960, Catlin, 1988, Tarantola, 1987]. Le filtrage
de Kalman fournit un cadre optimal [Lewis, 1986, Lewis et Syrmos, 1995] pour l’esti-
mation de ces lois qui ne sont pas connues a priori en ge´ne´ral. La de´termination de
ces lois s’effectue donc a` partir d’une se´quence d’e´chantillons estime´e a priori graˆce
a` une approche baye´sienne exploitant des donne´es expe´rimentales [Kailath et al., 2000,
Bolzon et al., 2002, Wan et Merwe, 2001]. Les premiers algorithmes exploitant les gran-
deurs statistiques du bruit ont permis de de´terminer des solutions dans le cas discret
[Catlin, 1988, Kalman, 1960] et dans le cas continu [Kalman et Bucy, 1961]. L’e´quation
d’e´tat (e´q. 1.18) mode´lise l’e´volution dynamique d’un syste`me line´aire stochastique a`
temps discret. Elle peut eˆtre aussi bien obtenue suite a` une discre´tisation spatiale et tem-
porelle d’un mode`le repre´sentatif d’un syste`me a` temps continu comme le cas d’une struc-
ture me´canique sollicite´e dynamiquement.{
xk+1 = Akxk+Bkuk+Gkwk
yk =Ckxk+vk
(e´q. 1.18)
ou` :
– k > 0 est le nume´ro d’ordre de l’e´chantillon temporel ;
– u
k
, x
k
et y
k
de´notent respectivement l’entre´e, l’e´tat et la sortie du syste`me a` l’instant
k ∈ {0, . . . ,m} et sont respectivement de dimension n
1
, n
2
et n
3
;
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– w
k
et v
k
sont respectivement le bruit d’entre´e de dimension n
1
et le bruit de mesure
de dimension n
3
;
– A
k
, B
k
,C
k
et G
k
sont des matrices de´terministes de dimensions convenables.
Les traitements des proble`mes inverses en me´canique par la me´thode du filtre de
Kalman ont e´te´ rapporte´s dans plusieurs publications. Bolzon a utilise´ ce type de filtre
pour l’identification d’un mode`le cohe´sif en pre´sence de fissures [Bolzon et al., 2002].
Dans [Utani et Tosaka, 1993] la me´thode a e´te´ utilise´e pour l’identification des proprie´te´s
me´caniques d’un mate´riau isotrope. Dans [Tosaka et al., 1995], les auteurs ont utilise´
le filtre de Kalman conjointement avec la me´thode des e´le´ments finis de frontie`re
pour l’identification des inclusions circulaires ou elliptiques dans le cas des structures
e´lastiques 2D et sphe´riques dans le cas des structure e´lastiques 3D.
Une version e´tendue du filtre de Kalman traitant la non line´arite´ a e´te´ de´veloppe´e
dans [Ljung, 1979]. Elle a e´te´ exploite´e dans [Corigliano et Mariani, 2003,
Corigliano et Mariani, 2004] pour estimer l’e´tat d’une structure soumise a` un char-
gement dynamique afin d’identifier les parame`tres de sa loi de comportement. Dans
[Engelhardt et al., 2006], cette version a e´te´ utilise´e pour l’identification et la localisation
des fissures et des de´fauts dans une structure en e´lastodynamique. Yang l’a introduit pour
le suivi adaptatif de l’e´volution des parame`tres structuraux en vibration jusqu’a` la rupture
[Yang et al., 2006].
Les proprie´te´s de la fonctionnelle erreur en relation de comportement notamment leur
convexite´, favorisent son exploitation dans le cadre du filtre de Kalman. La combinaison
de ces deux me´thodes a permis selon les re´sultats de [Alarcon et al., 2011, Cot, 2012]
d’ame´liorer la connaissance a priori de la structure. Ce qui a permis de re´duire les erreurs
de mode´lisation conduisant a` des proble`mes nume´riques comme le conditionnement et la
stabilite´ de l’inversion.
4.1.2 Me´thode de quasi-re´versibilite´
La particularite´ de cette me´thode, de´veloppe´e par Lions et Latte`s
[Latte`s et Lions, 1967], est qu’elle permet de surmonter le caracte`re mal pose´ d’un
proble`me d’identification. Il s’agit de le substituer par un proble`me bien pose´ issu de
l’ide´e de la re´gularisation de la redondance des donne´es de Dirichlet et de Neumann
sur une meˆme partie du bord de la structure. La solution ainsi obtenue est une version
approche´e du proble`me initial [Bui, 1993].
La me´thode a servi a` la re´solution du proble`me de Cauchy pour l’e´quation mo-
difie´e de Helmholtz dans un domaine rectangulaire [Qin et Wei, 2009]. Elle a e´te´
utilise´e au traitement du proble`me mal pose´ de Cauchy pour l’e´quation de La-
place [Klibanov et Santosa, 1991, Bourgeois, 2005] en pre´sence de donne´es bruite´es
[Bourgeois et Darde´, 2010b]. Dans [Darde´, 2010, Bourgeois et Darde´, 2010a] la me´thode
a permis de traiter un proble`me inverse de l’obstacle avec conditions de Dirichlet. Elle
a permis e´galement de re´soudre le proble`me de de´tection de de´fauts dans une structure
e´lasto-plastique [Bourgeois et Darde´, 2011]. Cette me´thode se trouve ainsi exploitable
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pour identifier les de´fauts dans les structures. Entre autres, elle est moins performante
surtout quand il s’agit de traiter des proble`mes en dynamique transitoire car les conditions
aux limites ne sont pas surabondantes sur toute la frontie`re.
4.2 Erreur en relation de comportement modifie´e
L’imposition des donne´es par pe´nalisation pour le recalage et la validation des
mode`les par la technique de l’erreur en relation de comportement dans le cadre des
mesures incertaines a e´te´ examine´e dans plusieurs travaux tels que [Berger et al., 1991,
Deraemaeker et al., 2002, Ladeve`ze et al., 2006]. Afin de re´duire la sensibilite´ de cette
technique a` l’e´gard des biais des mesures, elle peut eˆtre modifie´e :
– par l’ajout d’un terme caracte´risant la distance entre le champ cine´matique et ce-
lui mesure´ quand il s’agit de traiter un proble`me en statique ou en quasi-statique
[Azzouna et al., 2011, Florentin et Lubineau, 2010, Moussawi et al., 2013] ;
– par l’ajout d’un terme supple´mentaire caracte´risant la distance entre le champ dy-
namique et celui mesure´ quand il s’agit de traiter un proble`me en dynamique.
L’une des fonctionnelles re´sultantes d’un tel changement est l’erreur en relation de com-
portement modifie´e [Feissel et Allix, 2007]. Conside´re´e comme une extension du concept
de l’erreur en relation de comportement.
Dans le cas statique et quasi-statique, ce concept est donne´ par (e´q. 1.19) :
J (u, σ , A ) = E (u, σ , A )+
ξ
2
∫
∂Ω
a(u− uˆ, u− uˆ)d∂Ω (e´q. 1.19)
Dans cette e´quation figurent a` la fois l’erreur en relation de comportement et les mesures
perturbe´es dans le processus d’identification. Le parame`tre ξ est re´glable permettant ainsi
a` l’approche d’eˆtre plus flexible par rapport a` la prise en compte de bruit.
En dynamique, le concept a connu plusieurs formulations de fac¸on de´pendante du
proble`me d’identification des parame`tres de la loi de comportement traite´. Il peut toutefois
eˆtre ge´ne´ralise´ sous la formulation suivante :
Trouver {u, σ , p, ud, fd} minimisant :
J (u, σ , p, ud, fd) =
∫ T
0 {
∫
Ω D (ε (u) , σ , p)dΩ
+ r
1−r
[∫
∂ f Ω
d f
(
fd, f˜d
)
d∂ fΩ
+
∫
∂uΩ
du (ud, u˜d)d∂uΩ
]}
dt
(e´q. 1.20)
sous les contraintes :
−ρu¨+div(σ) = 0, u(M,0) = u0, u˙(M,0) = u˙0 ∀M ∈Ω (e´q. 1.21)
avec :
– D (ε (u) , σ , p) : l’erreur en relation de comportement ;
– u ∈ UAd (ud) =
{
u ∈ H1 (Ω)/u= ud sur∂Ωu etu |t=0= u0, u˙ |t=0= u˙0
}
; u est
Cine´matiquement Admissible (CA) ;
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– σ ∈ DAd (fd, u) =
{
σ ∈ H1 (Ω)/σ .n= fd sur∂Ω f etρu¨−div(σ) = 0 surΩ
}
; σ
est Dynamiquement Admissible (DA).
– d f et du repre´sentent respectivement une distance entre les mesures f˜d et les condi-
tions aux limites fd et une distance entre les mesures u˜d et les conditions aux limites
ud . On prend ici :
d f
(
fd, f˜d
)
=
η
2
(
fd− f˜d
)2
(e´q. 1.22)
du (ud, u˜d) =
ζ
2
(ud− u˜d)2 (e´q. 1.23)
ou` η et ζ jouent un roˆle de ponde´ration permettant d’homoge´ne´iser les grandeurs
constituant la fonction couˆt (e´q. 2.1).
Encore une fois, le parame`tre r est re´glable permettant ainsi a` l’approche d’eˆtre plus
flexible par rapport a` la prise en compte des mesures et donc des perturbations qui les
entachent. Deux situations extreˆmes sont a` distinguer suivant les valeurs de r :
– r << 1 : on ne donne pas confiance a` la distance aux mesures. C’est-a`-dire la fonc-
tion couˆt a` minimiser se re´duit a` l’erreur en relation de comportement ;
– r ≈ 1 : on relaˆche le mode`le et on donne comple`te confiance a` la distance aux
mesures.
Dans [Deraemaeker et al., 2004], les auteurs ont justifie´ que le choix r = 1
2
permet de
mieux convexifier la fonction couˆt e´tudie´e. Leur e´tude a porte´ sur le recalage des mode`les
des structures par la correction de leurs masses et raideurs a` l’aide de donne´es vibra-
toires. Ce choix est en de´saccord avec les re´sultats obtenus dans [Allix et al., 2005,
Feissel et Allix, 2007] qui proposent de re´soudre le proble`me avec la me´thode de di-
rection alterne´e. C’est-a`-dire de chercher l’ensemble des champs {uopt , σopt , udopt , fdopt}
minimisant (e´q. 1.20) pour chaque jeu de parame`tres p fixe´s et d’identifier ensuite le popt
minimisant la fonction couˆt.
La me´thode a e´te´ exploite´e pour traiter la non-line´arite´ dans quelques proble`mes tels
que le recalage de l’amortissement dans les structures ou les liaisons [Dorival et al., 2007,
Chouaki et al., 2005]. Elle e´tait e´galement utilise´e pour assurer un bon controˆle de
l’incertitude des mesures dans des proble`mes e´lastodynamiques [Allix et al., 2005,
Feissel et Allix, 2007, Azzouna et al., 2011]. Pour ce type de proble`me, le concept per-
met de trouver un compromis entre le mode`le (re´gi par la relation de comportement) et les
essais (re´gis par les mesures aux bords de la structure). En effet, l’approche a la proprie´te´
de filtrer le bruit sur les champs mesure´s par l’interme´diaire de la fonctionnelle erreur en
relation de comportement. Ce qui explique la bonne identification d’un module d’Young
d’une barre e´lastique pour des mesures perturbe´es jusqu’a` 40% dans [Feissel, 2003]. Ce
re´sultat est obtenu si la fonctionnelle englobe le terme de distance aux mesures contre un
seuil de 20% sans ce terme.
La fonctionnelle a e´te´ teste´e pour l’analyse de la qualite´ de la solution obtenue a` l’issue
de la re´solution d’un proble`me portant sur l’identification des parame`tres mate´riau. Dans
[Azzouna et al., 2011, Moussawi et al., 2013] les auteurs ont obtenu une bonne identifi-
cation des parame`tres mate´riau en e´lasticite´ line´aire a` partir de mesures de champs de
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de´placement. L’approche a permis une meilleure identification a` partir des essais dyna-
miques avec des incertitudes de mesure e´leve´es [Feissel et Allix, 2007] ou encore dans
le cadre de l’e´lastodynamique a` l’e´tat stationnaire [Banerjee et al., 2013]. Cette me´thode
pre´sente donc un re´sultat prometteur, en ce qui concerne la robustesse vis-a`-vis des in-
certitudes de mesure, en comparaison de celui obtenu par la me´thode de Rota base´e sur
l’e´cart entre solutions [Rota, 1996].
L’analyse du cas de la figure 1.2 permet de constater que le proble`me est mal pose´
suite a` la redondance des conditions aux limites. L’unicite´ de la solution n’est garantie que
dans le cas de leur compatibilite´ avec la loi de comportement. Entre autres, la solution est
non-triviale en ge´ne´ral ou encore inexistante. Dans le cas d’incompatibilite´, la proce´dure
d’identification va re´duire cette non-compatibilite´ des parame`tres avec les conditions aux
limites pour les identifier au mieux. Pour cela, il est ne´cessaire de relaˆcher un certain
nombre d’e´quations du proble`me de re´fe´rence dans le but de de´finir le proble`me de base
ne´cessaire a` l’approche inverse.
Le point de vue l’erreur en relation de comportement modifie´e est alors d’imposer d’abord
aux solutions potentielles de ve´rifier exactement ce qui constitue les informations fiables.
Ces informations sont le principe fondamental de la dynamique et les conditions initiales.
Ensuite, d’estimer les parame`tres et la qualite´ du mode`le en ve´rifiant au mieux le reste
des informations non fiables a` savoir la relation de comportement et les conditions aux
limites (cf. Table 1.1).
Fiable Non fiable
Mode`le e´quilibre : ρu¨−div(σ) = 0 relation de comportement : σ =C : ε (u)
Essais condition initiales : u(x,0) = u0 conditions aux limites mesure´es : u˜d et f˜d
u˙(x,0) = u˙0 conditions aux limites du mode`le : ud et fd
TABLE 1.1: Quantite´s fiables et non fiables dans le cas e´lastique
5 Conclusion
Dans ce chapitre, des me´thodes d’identification ainsi que leurs hypothe`ses d’appli-
cation ont e´te´ aborde´es dans le but de mener des applications me´caniques varie´es. Les
capacite´s de ces me´thodes ont e´te´ valide´es par des travaux de recherche portant sur la
de´termination des lois de comportement, la localisation des de´fauts et des inclusions ou
encore l’identification des fissures. Ces re´sultats ont e´te´ obtenus pour diffe´rents types
de mate´riaux tels que les mate´riaux me´talliques [Gre´diac et Hild, 2011], les composites
[Chalal et al., 2004, Dupuy, 2008, Maire et al., 2007] ou encore les mate´riaux cellulaires
[Rannou et al., 2010, Maire et al., 2009]. Il a e´te´ justifie´ l’importance a` donner aux me-
sures pour ame´liorer la proce´dure d’identification. Dans ce cas, des me´thodes d’identi-
fication offrent un cadre optimal permettant d’extraire de ces mesures les informations
utiles susceptibles de caracte´riser la structure e´tudie´e.
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
Conclusion 23
La me´thode de l’e´cart a` la re´ciprocite´ base´e sur des principes variationnels semble plus
ade´quate a` l’identification des fissures [Andrieux et Abda, 1996, Andrieux et al., 1997,
Andrieux et al., 1999, Steinhorst et Sandig, 2012, Steinhorst et Kaltenbacher, 2013].
L’erreur en relation de comportement modifie´e semble plus pertinente quant au recalage
des mode`les dans la mesure ou` elle de´montre une robustesse vis a` vis de la pre´sence du
bruit dans les mesures. Relaˆcher la partie the´orique par le biais de cette me´thode a pour
objectif d’imposer aux solutions potentielles de ve´rifier exactement ce qui constitue la
re´fe´rence en terme de mode`le et d’expe´rience et d’estimer les parame`tres et la qualite´ du
mode`le en ve´rifiant au mieux le reste des informations. Mais l’exploitation de donne´es
expe´rimentales affecte´es d’un bruit colore´ ne´cessite un traitement particulier a` prendre
en compte pour la mise en place des me´thodes d’identification adapte´es et suffisamment
robustes.
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Chapitre 2
Quelques me´thodes nume´riques pour la
re´solution du proble`me aux deux bouts
Ce chapitre est consacre´ a` la pre´sentation de quelques
me´thodes nume´riques pour la re´solution du proble`me aux
deux bouts.
Apre`s avoir formule´ le proble`me d’identification par le
concept de l’erreur en relation de comportement modifie´e,
nous pre´senterons le proble`me d’optimisation sous
contraintes e´galitaires qui en re´sulte.
Dans un second temps, nous analyserons quelques techniques
permettant de re´soudre le proble`me aux deux bouts, telles que
la me´thode analytique, la me´thode de tirs, ainsi que la
me´thode base´e sur la re´solution de l’e´quation alge´brique de
Riccati.
Chaque technique aborde´e sera resitue´e dans le contexte de la
re´solution des proble`mes aux deux bouts issus des cas 0D et
1D.
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1 Formulation du proble`me
La complexite´ du mode`le, le nombre limite´ de mesures (bruite´es en ge´ne´ral) et la taille
du vecteur parame`tres a` identifier ne´cessitent un traitement particulier. Ainsi la me´thode
de re´solution doit eˆtre a` la fois ade´quate et robuste afin d’aboutir a` une solution la plus
optimale. Cela ne´cessite au moins de s’assurer que le mode`le mathe´matique de la struc-
ture est ve´rifie´ presque partout. De tenir compte des erreurs provenant d’endroits mal
mode´lise´s. De pre´voir une technique de mesure la moins entache´e d’erreurs. D’eˆtre rai-
sonnable vis-a`-vis des objectifs de minimisation. Ces challenges favorisent l’adoption du
concept de l’erreur en relation de comportement modifie´e.
Le principe d’optimisation affirme que les variables de commande doivent eˆtre choi-
sies de manie`re a` optimiser la fonction couˆt (e´q. 2.1) constitue´e par les conditions non
fiables suivantes :
– la relation de comportement : σ =C : ε (u) ;
– les conditions aux limites que ce soit du mode`le (i.e. : ud et fd) ou bien celles
mesure´es (i.e. : u˜d et f˜d).
Le concept (e´q. 2.1) est sujet a` des limitations sur la commande impose´es par les condi-
tions fiables suivantes :
– l’e´quation d’e´quilibre dynamique : ρu¨−div(σ) = 0 ;
– les conditions initiales : u(M,0) = u0 et u˙(M,0) = u˙0.
La re´solution des e´quations fiables est faite de manie`re exacte et celles des e´quations non
fiables est faite par un compromis en minimisant la fonction couˆt (e´q. 2.1). Le proble`me
est formule´ comme suit :
Trouver {u, σ , ud , fd} minimisant (e´q. 2.1)
J (σ ,u,ud, fd) =
1
2
∫ T
0
∫
Ω (σ −C : ε (u)) :C−1 : (σ −C : ε (u)) dΩdt
+
∫ T
0
∫
∂ f Ω
d f
(
fd, f˜d
)
d∂ fΩdt
+
∫ T
0
∫
∂uΩ
du (ud, u˜d) d∂uΩdt
(e´q. 2.1)
sous les contraintes (e´q. 2.2) :
−ρ u¨+div(σ) = 0, u(M,0) = u0, u˙(M,0) = u˙0 ∀M ∈Ω (e´q. 2.2)
avec :
– u ∈ CAd (ud) =
{
u ∈ H1 (Ω)/u= ud sur∂Ωu etu |t=0= u0, u˙ |t=0= u˙0
}
; u est
Cine´matiquement Admissible (CA) ;
– σ ∈ DAd ( fd,u) =
{
σ ∈ Hdiv (Ω)/σ .n= fd sur∂Ω f etρ u¨−div(σ) = 0 surΩ
}
; σ
est Dynamiquement Admissible (DA).
d f et du repre´sentent respectivement une distance entre les mesures f˜d et les conditions
aux limites fd et une distance entre les mesures u˜d et les conditions aux limites ud . On
prend ici :
d f
(
fd, f˜d
)
=
η
2
(
fd− f˜d
)2
(e´q. 2.3)
du (ud, u˜d) =
ζ
2
(ud− u˜d)2 (e´q. 2.4)
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ou` η et ζ jouent un roˆle de ponde´ration permettant d’homoge´ne´iser les grandeurs consti-
tuant la fonction couˆt (e´q. 2.1).
La proce´dure d’identification se de´roule en deux e´tapes. Dans une premie`re e´tape,
on confronte les mesures au mode`le pour des parame`tres mate´riau pre´alablement fixe´s.
La minimisation de (e´q. 2.1) pour ce jeu de parame`tres fournit des champs solution uopt,
σopt, udopt et fdopt qui, a priori, ne ve´rifient ni la relation de comportement ni les mesures.
L’image de ces champs par la fonction couˆt (e´q. 2.1) permet d’avoir un point de la courbe
couˆt en fonction des parame`tres associe´s. La deuxie`me e´tape consiste alors a` e´valuer la
qualite´ des diffe´rents jeux de parame`tres mate´riau teste´s en renvoyant celui qui corres-
pond au minimum de la courbe ainsi obtenue. Ce qui revient a` e´valuer la formulation de
l’identification comme suit :
popt = argminp
{g(p)}= argmin
p
{
J
(
σopt (p) ,uopt (p) ,udopt (p) , fdopt (p) , p
)}
(e´q. 2.5)
Au proble`me d’optimisation sous contraintes pre´ce´demment introduit (e´q. 2.1) est associe´
le proble`me d’optimisation sans contrainte donne´ par le lagrangien L (e´q. 2.6). Il permet
d’e´crire de manie`re concise les e´quations de la fonctionnelle en introduisant les multipli-
cateurs u⋆, µ et λ pour chacune des contraintes (e´q. 2.2) du proble`me. Ces contraintes sont
respectivement l’e´quation d’e´quilibre, les conditions aux limites en effort et les conditions
aux limites en de´placement. Les variations des contraintes constitue´es par les conditions
initiales sont identiquement nulles, ce qui explique l’absence des multiplicateurs de La-
grange associe´s a` celles-ci. On introduit alors la fonctionnelle de Lagrange sous la forme
suivante :
L (σ ,u,ud, fd,u
⋆,λ ,µ,C) = J (σ ,u,ud, fd,C)
−∫ T0 ∫Ω (ρ u¨−div(σ))u⋆dΩdt
−∫ T0 ∫∂uΩ (u−ud)λd∂uΩdt
−∫ T0 ∫∂ f Ω (σ .n− fd)µd∂ fΩdt
(e´q. 2.6)
Sous forme de´veloppe´e, la fonctionnelle L (e´q. 2.6) s’e´crit (e´q. 2.7) :
L (σ ,u,ud, fd,u
⋆,λ ,µ,C) = 1
2
∫ T
0
∫
Ω (σ −C : ε (u)) : C−1 : (σ −C : ε (u)) dΩdt
+
∫ T
0
∫
∂ f Ω
d f
(
fd, f˜d
)
d∂ fΩdt
+
∫ T
0
∫
∂uΩ
du (ud, u˜d) d∂uΩdt
−∫ T0 ∫Ω (ρ u¨−div(σ))u⋆ dΩdt
−∫ T0 ∫∂uΩ (u−ud)λ d∂uΩdt
−∫ T0 ∫∂ f Ω (σ .n− fd)µ d∂ fΩdt
(e´q. 2.7)
Le proble`me d’optimisation libre revient a` de´terminer les champs u, σ , ud et fd et
les multiplicateurs de Lagrange u⋆, µ et λ pour lesquels on enregistre un extremum pour
la fonctionnelle de Lagrange (e´q. 2.7). Les champs solutions u, σ , ud et fd du proble`me
d’identification associe´s aux parame`tres mate´riau optimaux sont obtenus graˆce a` la re-
cherche du point-selle du lagrangien. Ces champs sont la solution du syste`me d’e´quations
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diffe´rentielles re´sultant de la stationnarite´ du lagrangien (i.e. : δL = 0). L’expression de
la diffe´rentielle du lagrangien L est donne´e par les e´quations (e´q. 2.8a) a` (e´q. 2.8g).
δL (σ ,δσ) =
∫ T
0
∫
Ω δσ : C
−1 : (σ −C : ε (u+u⋆)) dΩdt
+
∫ T
0
∫
∂Ω δσ .nu
⋆ d∂Ωdt− ∫ T0 ∫∂ f Ω δσ .nµ d∂ fΩdt (e´q. 2.8a)
δL (u,δu) =−∫ T0 ∫Ω ε (δu) : (σ −C : ε (u)) dΩdt− ∫ T0 ∫Ω δ u¨ρ u⋆ dΩdt
−∫ T0 ∫∂uΩ δuλ d∂uΩdt
(e´q. 2.8b)
δL (u⋆,δu⋆) =−
∫ T
0
∫
Ω
δu⋆ (ρ u¨−div(σ)) dΩdt (e´q. 2.8c)
δL ( fd,δ fd) =
∫ T
0
∫
∂ f Ω
δ fd
(
µ +
∂d f
∂ fd
)
d∂ fΩdt (e´q. 2.8d)
δL (ud,δud) =
∫ T
0
∫
∂uΩ
δud
(
λ +
∂du
∂ud
)
d∂uΩdt (e´q. 2.8e)
δL (µ,δ µ) =−
∫ T
0
∫
∂ f Ω
δ µ (σ .n− fd) d∂ fΩdt (e´q. 2.8f)
δL (λ ,δλ ) =
∫ T
0
∫
∂uΩ
δλ (u−ud) d∂uΩdt (e´q. 2.8g)
Une inte´gration par parties sur le temps du terme en δ u¨ dans l’e´quation (e´q. 2.8b) permet
d’extraire finalement la forme forte des e´quations de´crivant le proble`me d’identification
(e´q. 2.9) :


Sur Ω σ = C : ε (u+u⋆)
ρ u¨−div(C : ε (u+u⋆)) = 0
ρ u¨⋆−div(C : ε (u⋆)) = 0
Conditions initiales : u(M,0) = u0 et u˙(M,0) = u˙0
Conditions finales : u⋆ (M,T ) = 0 et u˙⋆ (M,T ) = 0
Sur ∂ fΩ µ = u
⋆
σ .n= fd
µ +
∂d f
∂ fd
( fd) = 0
Sur ∂Ω\∂ fΩ u⋆ = 0
Sur ∂uΩ λ +(σ −C : ε (u)) .n= 0
u= ud
λ + ∂du∂ud
(ud) = 0
Sur ∂Ω\∂uΩ (σ −C : ε (u)) .n= 0.
(e´q. 2.9)
L’ensemble complet des conditions ne´cessaires d’optimalite´ ainsi obtenu constitue un
syste`me d’e´quations alge´briques diffe´rentielles. Les champs u et u⋆ sont les deux incon-
nues du syste`me (e´q. 2.9) qu’on se propose de de´terminer par la suite. Les conditions
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initiales (respectivement finales) en temps du champ u (respectivement u⋆) favorisent
la re´solution dans le sens direct (respectivement re´trograde) en temps. La proce´dure de
re´solution n’est pas triviale a` e´tablir car les deux champs direct et re´trograde en temps
(respectivement u et u⋆) sont couple´s par deux e´quations diffe´rentielles. Cette formula-
tion est commune´ment appele´e un proble`me aux deux bouts.
2 Diffe´rentes me´thodes de re´solution du proble`me aux
deux bouts
La re´solution des proble`mes aux deux bouts a pris une place importante dans la
recherche scientifique et industrielle. Un certain nombre de proble`mes d’identification
re´gis par ces e´quations diffe´rentielles peut eˆtre aborde´ par des techniques analytiques.
Ces techniques ne sont pas en ge´ne´ral applicables dans le cas des situations complexes.
Dans ce cas, la solution est approche´e par des techniques nume´riques ce qui justi-
fie la diversite´ des me´thodes re´fe´rence´es dans la litte´rature. On trouve par exemple la
me´thode de de´composition d’Adomian qui fournit une solution pratique d’un tel proble`me
[Adomian et al., 1989]. Cette me´thode peut eˆtre meˆme adapte´e aux cas non line´aires ou
complexes [Jafari et Daftardar-Gejji, 2006]. La me´thode de splines cubiques permettant
de traiter la version singulie`re des proble`mes aux deux bouts [Kanth et Reddy, 2005]. La
me´thode d’interpolation B-spline qui a donne´ des re´sultats inte´ressants compare´s a` ceux
obtenus avec les me´thodes des diffe´rences finies, des e´le´ments finis et des volumes finis
[Caglar et al., 2006].
La re´solution d’un proble`me aux deux bouts n’est pas exempte de quelques difficulte´s.
Afin de mettre l’accent sur ces difficulte´s, on se propose, tout d’abord, de de´terminer
analytiquement la solution d’un tel proble`me re´sultant de la formulation inverse dans un
cas 0D. Les points retenus a` l’issue de cette analyse permettent de comprendre mieux
les limites de quelques me´thodes nume´riques telles que la me´thode de tirs, sa version
orthonormalise´e et la me´thode base´e sur la re´solution de l’e´quation alge´brique de Riccati.
2.1 Me´thode analytique
Retrac¸ons tout d’abord la difficulte´ lie´e a` l’exploitation de cette me´thode surtout quand
la dimension de la discre´tisation spatiale de la structure e´tudie´e est grande. Dans ce para-
graphe on se limite a` l’exemple d’un syste`me masse-ressort ou` l’on cherche a` identifier, a`
partir des mesures expe´rimentales, la raideur k du ressort (fig. 2.1).
Les e´quations de´crivant le me´canisme sont illustre´es par (e´q. 2.10) ou` a= 1
m
:

x¨+ay= a f (t)
y= k.x
x(0) = x0, x˙(0) = v0
(e´q. 2.10)
Pour simplifier l’e´tude on suppose nulle la force d’excitation f . La minimisation de la
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m
~fk
x0, v0
FIGURE 2.1: Proble`me d’identification de la raideur d’un ressort auquel est attache´e une
masse.
fonction couˆt (e´q. 2.1) s’e´crit dans ce cas comme suit :
min
x,y
x¨+ay= 0
x(0) = x0, x˙(0) = v0
∫ T
0
[
1
2k
(kx− y)2+ dx (x, x˜) + dy (y, y˜)
]
dt (e´q. 2.11)
avec :
➀ dx =
ζ k
2
(x− x˜)2 ;
➁ dy =
η
2k
(y− y˜)2 ;
Minimiser la fonction couˆt sous ces contraintes revient a` introduire les multiplicateurs
de Lagrange λ ,µ et ν . La recherche du point de stationnarite´ de la nouvelle fonctionnelle
L apre`s avoir applique´ les e´quations (e´q. 2.6) a` (e´q. 2.9) permet d’aboutir au syste`me
(e´q. 2.12) : 

k (1+ζ )x− y− λ¨ = ζkx˜
−x+ 1+η
k
y−aλ = η
k
y˜
x¨+ay= 0
x(0) = x0, x˙(0) = v0
λ (T ) = 0, λ˙ (T ) = 0
(e´q. 2.12)
Le syste`me (e´q. 2.12) ainsi obtenu peut eˆtre clarifie´ en l’e´crivant :

Ax− y− λ¨ = X˜
−x+By−aλ = Y˜
x¨+ay= 0
x(0) = x0, x˙(0) = v0
λ (T ) = 0, λ˙ (T ) = 0
(e´q. 2.13)
ou` les constantes A, B, X˜ et Y˜ sont donne´es par :
A= (1+ζ )k ; B= 1+η
k
X˜ = ζkx˜ ; Y˜ = η
k
y˜
(e´q. 2.14)
On peut le mettre finalement sous la forme (e´q. 2.15) :

x¨+ay= 0
λ¨ +
(
1
B
−A)x+ a
B
λ =−(X˜+ 1
B
Y˜
)
x¨+ a
B
x+ a
2
B
λ =− a
B
Y˜
(e´q. 2.15)
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avec les conditions initiales et finales en temps (e´q. 2.16) :{
x(0) = x0, x˙(0) = x˙0
λ (T ) = 0, λ˙ (T ) = 0
(e´q. 2.16)
En posant X =
(
x
λ
)
, l’e´quation diffe´rentielle matricielle qui en de´coule s’e´crit :
X¨+ Ka X = Sa (e´q. 2.17)
avec :
➀ Ka =
[
a
B
a2
B(
1
B
−A) a
B
]
➁ Sa =−
(
a
B
Y˜
X˜+ 1
B
Y˜
)
2.1.1 Remarque
Si η et ζ sont nuls alors le syste`me (e´q. 2.15) devient (e´q. 2.18) :

x¨+ay= 0
λ¨ + k
m
λ = 0
x¨+ k
m
x+ k
m2
λ = 0
(e´q. 2.18)
D’une part, la solution de l’e´quation diffe´rentielle en λ est donne´e par (e´q. 2.19) :
λ (t) = Aλ cos
(√
k
m
t
)
+Bλ sin
(√
k
m
t
)
(e´q. 2.19)
Comme les conditions finales du champ re´trograde sont d’une part nulles et d’autre part
donne´es par (e´q. 2.20) :

λ (t) = Aλ cos
(√
k
m
T
)
+Bλ sin
(√
k
m
T
)
λ˙ (t) =−Aλ
√
k
m
sin
(√
k
m
t
)
+Bλ
√
k
m
cos
(√
k
m
T
) (e´q. 2.20)
alors on se trouve dans l’un des cas suivants :
– le temps final T est tel que cos
(√
k
m
T
)
= 0, ce qui donnera Bλ = Aλ = 0 ;
– le temps final T est tel que sin
(√
k
m
T
)
= 0, cela impliquera que Aλ = Bλ = 0 ;
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– le temps final T est tel que cos
(√
k
m
T
)
6= 0 et sin
(√
k
m
T
)
6= 0. Alors, en
remplac¸ant dans (e´q. 2.20) on trouve (e´q. 2.21) :

Aλ
Bλ
=− tan
(√
k
m
T
)
Bλ
Aλ
= tan
(√
k
m
T
) (e´q. 2.21)
Soit
(
Aλ
Bλ
)2
= −1 qui est un cas impossible car Aλ et Bλ sont deux re´els. D’ou`
Aλ = Bλ = 0.
On remarque que quel que soit le cas de figure conside´re´, on trouve λ ≡ 0.
D’autre part, la solution de l’e´quation diffe´rentielle en x est donne´e par (e´q. 2.22) :
x(t) = Ax cos
(√
k
m
t
)
+Bx sin
(√
k
m
t
)
(e´q. 2.22)
Comme les conditions initiales valent :{
x(0) = Ax = x0
x˙(0) = Bx
√
k
m
= v0
(e´q. 2.23)
Alors x(t) = x0 cos
(√
k
m
t
)
+ v0
√
m
k
sin
(√
k
m
t
)
On remarque que si l’on prend η = ζ = 0, on retrouve exactement la solution du
proble`me direct et λ est identiquement nul.
2.1.2 Solution analytique
La solution obtenue dans le cas ou` les coefficients de ponde´ration sont nuls ou dans
le cas ou` les mesures sont exactes colle bien a` celle obtenue par une me´thode directe.
Entre autres, la solution analytique est la somme de la solution de l’e´quation homoge`ne
associe´e a` (e´q. 2.17) et d’une solution particulie`re obtenue par la me´thode de variation de
la constante.
2.1.2.1 Solution homoge`ne
La re´ponse du syste`me est oscillatoire ce qui justifie la forme du couple (x,λ ) donne´
par (e´q. 2.24) : (
x
λ
)
=
(
p
q
)
.es.t (e´q. 2.24)
Pour que (e´q. 2.24) soit une solution de (e´q. 2.17) sans second membre, il faut que s soit
solution de l’e´quation caracte´ristique (e´q. 2.25), ou` I de´note la matrice unite´ de l’espace
complexe C 4 :
det
(
Ka+ s
2 I
)
= 0 (e´q. 2.25)
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Soit (e´q. 2.26) :{
s1 =
√
a
B
(
ω
2D
+ iD
)
; s2 =
√
a
B
(
ω
2D
− iD)
s3 =
√
a
B
(− ω
2D
+ iD
)
; s4 =
√
a
B
(− ω
2D
− iD) (e´q. 2.26)
ou`
ω =
√
AB−1
D=
√
1+
√
1+ω2
2
En posant :
ξ =
√
a
B
ω
2D
Ω =
√
a
B
D
toute solution du proble`me est combinaison line´aire des fonctions (e´q. 2.27) qui forment
une base :
f1 (t) = e
ξ t cos(Ω t)
f2 (t) = e
−ξ t cos(Ω t)
f3 (t) = e
ξ t sin(Ω t)
f4 (t) = e
−ξ t sin(Ω t)
(e´q. 2.27)
Soit alors (e´q. 2.28) la forme de la solution homoge`ne :
xh (t) = p1 f1 (t)+ p2 f2 (t)+ p3 f3 (t)+ p4 f4 (t) (e´q. 2.28)
Qu’on peut re´e´crire sous la forme vectorielle (e´q. 2.29) :
xh (t) =
t
F P (e´q. 2.29)
avec :
F =


f1 (t)
f2 (t)
f3 (t)
f4 (t)

 et P=


p1
p2
p3
p4

 .
En remplac¸ant xh dans la troisie`me e´quation du syste`me (e´q. 2.15), on trouve la solution
λh :
λh =− B
a2
t
F¨ P− 1
a
t
F P (e´q. 2.30)
avec F¨ donne´e par (e´q. 2.31) :
F¨ =
(
ξ 2−Ω2)F+2ξ ΩΓF = [(ξ 2−Ω2) I+2ξ ΩΓ]F (e´q. 2.31)
ou` :
Γ =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0


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En e´valuant F¨ par son expression dans (e´q. 2.30) on obtient :
λh (t) =
t


(−B
a2
(
ξ 2−Ω2)− 1
a
)
︸ ︷︷ ︸
=0
I−2 B
a2
ξ Ω︸ ︷︷ ︸
=ω
a
Γ

F

P (e´q. 2.32)
Soit finalement (e´q. 2.33) :
λh (t) =
−ω
a
t(ΓF)P (e´q. 2.33)
2.1.2.2 Solution particulie`re
Une solution particulie`re peut eˆtre obtenue par la me´thode de variation de la constante
dont le de´veloppement analytique, en annexe (cf. section 1.1), donne :


xp (t) =
η2
η2+ω2
[
x0 cos
(√
k
m
t
)
+ v0
√
m
k
sin
(√
k
m
t
)]
+

 −x0η2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f1 (t)
−

 x0η2
η2+ω2
− x0η
2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f2 (t)
−
[
x0ηω(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f3 (t)
+
[
x0ηω
η2+ω2
− x0ηω(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
] − v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f4 (t)
λp (t) =
ζ kB+η
aη
{
η2
η2+ω2
[
x0 cos
(√
k
m
t
)
+ v0
√
m
k
sin
(√
k
m
t
)]
+

 −x0η2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f1 (t)
−

 x0η2
η2+ω2
− x0η
2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f2 (t)
−
[
x0ηω(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f3 (t)
+
[
ηω
η2+ω2
− x0ηω(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
] − v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f4 (t)
}
(e´q. 2.34)
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2.1.2.3 Solution totale
La solution ge´ne´rale est finalement donne´e par (e´q. 2.35) :{
x(t) = xh (t)+ xp (t)
λ (t) = λh (t)+λp (t)
(e´q. 2.35)
Et leurs de´rive´es respectives sont donne´es par (e´q. 2.36) :{
x˙(t) = x˙h (t)+ x˙p (t) =
t
F˙ P+ x˙p (t)
λ˙ (t) = λ˙h (t)+ λ˙p (t) =
−ω
a
t(
ΓF˙
)
P+ λ˙p (t)
(e´q. 2.36)
Sachant que l’expression de F˙ est donne´e par :
F˙ = (ξ J+ΩL)F (e´q. 2.37)
avec :
J =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 et L=


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 (e´q. 2.38)
alors ces de´rive´es s’e´crivent comme suit (e´q. 2.39) :{
x˙(t) = t[(ξ J+ΩL)F ]P+ x˙p (t)
λ˙ (t) = −ω
a
t[Γ(ξ J+ΩL)F ]P+ λ˙p (t)
(e´q. 2.39)
En tenant compte des conditions initiales et finales en temps, que doit satisfaire la solution
souhaite´e, (i.e. :


x(0)
x˙(0)
λ (T )
λ˙ (T )

=


x0
v0
0
0

 ) on peut e´crire (e´q. 2.40) :


t
F|t=0
t[
(ξ J+ΩL)F|t=0
]
−ω
a
t(
ΓF|t=T
)
−ω
a
t[
Γ(ξ J+ΩL)F|t=T
]

 P =


x0− xp (0)
v0− x˙p (0)
−λp (T )
−λ˙p (T )

 (e´q. 2.40)
Soit finalement (e´q. 2.41) :
x=
t


t
F|t=0
t[
(ξ J+ΩL)F|t=0
]
−ω
a
t(
ΓF|t=T
)
−ω
a
t[
Γ(ξ J+ΩL)F|t=T
]


−1

x0− xp (0)
v0− x˙p (0)
−λp (T )
−λ˙p (T )



 F + xp (t)
(e´q. 2.41)
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2.1.2.4 Remarque
Les fonctions de la base des solutions du proble`me d’identification en 0D pre´sentent
dans leurs expressions analytiques des termes exponentiels positifs et ne´gatifs (e´q. 2.27).
Ce qui explique l’instabilite´ du syste`me que ce soit dans le sens des temps croissants ou
dans le sens des temps re´trogrades. Il est certain que ces solutions sont borne´es sur la
dure´e de l’observation, mais les perturbations au niveau des conditions initiales et finales
rendent sensible la re´solution nume´rique. En effet, a` partir d’une certaine dure´e d’ob-
servation, le comportement exponentiel dominera l’e´volution des fonctions de la base
(e´q. 2.27) : on se trouvera avec deux fonctions qui tendent progressivement vers l’infini
et les deux autres fonctions qui de´croissent rapidement vers ze´ro. La matrice de transition
permettant d’e´valuer la solution souhaite´e devient de plus en plus mal conditionne´e en ac-
croissant la dure´e d’observation. Ce qui expliquera la non pertinence de l’e´valuation de la
solution nume´riquement vu du caracte`re mal conditionnne´ de cette matrice de transition.
Afin de surmonter ces limites nume´riques, une ide´e consiste a` orthonormaliser la base
des solutions dans le but de s’opposer a` cet effet inde´sirable et d’augmenter ainsi la dure´e
d’observation. La norme utilise´e est la norme L2. Les fonctions de la base orthonormale
(g1,g2,g3,g4) sont donne´es en annexe (cf. section 1.2). On note (T ) la matrice de passage
de la base ( fi)i∈{1,2,3,4} a` la base (gi)i∈{1,2,3,4}. L’expression de cette matrice est donne´e
par (e´q. 2.42) :
T =


1
‖ f1‖2
− p21‖ f1‖2‖ f˜2‖2
(
−p31+ p32p21‖ f˜2‖2
)
‖ f1‖2‖ f˜3‖2
[
−p41+ p42p21‖ f˜2‖2 −
p43
‖ f˜3‖2
(
−p31+ p32p21‖ f˜2‖2
)]
‖ f1‖2‖ f˜4‖2
0 1‖ f˜2‖2
− p32‖ f˜2‖2‖ f˜3‖2
(
−p42+ p43p32‖ f˜3‖2
)
‖ f˜2‖2‖ f˜4‖2
0 0 1‖ f˜3‖2
−p43
‖ f˜3‖2‖ f˜4‖2
0 0 0 1‖ f˜4‖2


(e´q. 2.42)
Dans la nouvelle base orthonormale, la solution souhaite´e s’e´crit (e´q. 2.43) :
u(t) = uh (t)+up (t) (e´q. 2.43)
avec uh et up sont donne´es par (e´q. 2.44) :

up (t) =
xp(t)
‖ f1‖2
uh (t) =
t
GQ ou` G=


g1 (t)
g2 (t)
g3 (t)
g4 (t)

= T F et Q=


q1
q2
q3
q4

 (e´q. 2.44)
Sa de´rive´e est donne´e par (e´q. 2.45) :
u˙(t) =
t
G˙Q+ u˙p (t) =
t(
T F˙
)
Q+ u˙p (t) =
t[T (ξ J+ΩL)F ]Q+ u˙p (t) (e´q. 2.45)
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Dans la base (gi)i∈{1,2,3,4}, le multiplicateur de Lagrange ψ est donne´ par (e´q. 2.46) :
ψ (t) = ψh (t)+ψp (t) (e´q. 2.46)
avec :
ψp (t) =
λp(t)
‖ f1‖2
ψh est telle qu’elle ve´rifie l’e´quation homoge`ne en uh sans second membre
(e´q. 2.47) :
u¨h+
a
B
uh+
a2
B
ψh = 0 (e´q. 2.47)
En remplac¸ant uh et u¨h par leurs valeurs dans (e´q. 2.47), l’expression de ψh devient
(e´q. 2.48) :
ψh =− B
a2
t(
T F¨
)
Q− 1
a
t(T F)Q=
t[
T
(
− B
a2
[(
ξ 2−Ω2) I+2ξ ΩΓ]− 1
a
I
)
F
]
Q
(e´q. 2.48)
ou encore (e´q. 2.49) :
ψh (t) =
tT


(−B
a2
(
ξ 2−Ω2)− 1
a
)
︸ ︷︷ ︸
=0
I−2 B
a2
ξ Ω︸ ︷︷ ︸
=ω
a
Γ

F

Q (e´q. 2.49)
L’expression finale du de´placement re´siduel ψ en fonction du temps suite a` cette simpli-
fication s’e´crit (e´q. 2.50) :
ψ (t) =
−ω
a
t(T ΓF)Q+ψp (t) (e´q. 2.50)
Et sa de´rive´e est donne´e par (e´q. 2.51) :
ψ˙ (t) =
−ω
a
t[T Γ(ξ J+ΩL)F ]Q+ ψ˙p (t) (e´q. 2.51)
En tenant compte des conditions initiales et finales en temps, que doit satisfaire la solution
souhaite´e, (i.e. :


u(0)
u˙(0)
ψ (T )
ψ˙ (T )

=


x0
v0
0
0

 ) on peut e´crire (e´q. 2.52) :
u=
t


t(
T F|t=0
)
t[
T (ξ J+ΩL)F|t=0
]
−ω
a
t(
T ΓF|t=T
)
−ω
a
t[
T Γ(ξ J+ΩL)F|t=T
]


−1

x0−up (0)
v0− u˙p (0)
−ψp (T )
−ψ˙p (T )



 G + up (t)
(e´q. 2.52)
Ainsi et une fois qu’on est en possession des conditions initiales et finales en temps, il
est possible de de´terminer analytiquement la solution. Ce qui permettra l’e´valuation des
autres me´thodes nume´riques par rapport a` la pre´sente conside´re´e comme re´fe´rence.
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2.2 Me´thode de tirs
Notons tout d’abord l’existence de plusieurs techniques de tirs traitant les proble`mes
aux deux bouts [Bulirsch et al., 1976, Keller, 1976, Holsapple et al., 2003, Keller, 1968,
Morrison et al., 1962]. Roberts et Shipman ont renforce´ les capacite´s de la me´thode pour
eˆtre applicable a` des proble`mes aux deux bouts caracte´rise´s par leurs fortes sensibilite´s
aux conditions initiales [Roberts et Shipman, 1967]. Ils ont exploite´ la me´thode de tirs
de Goodman et Lance [Goodman et Lance, 1956] conside´re´e comme l’un des premiers
papiers qui a concerne´ l’e´tude ge´ne´rale de la me´thode de tirs.
L’approche consiste a` convertir un proble`me aux deux bouts en un proble`me aux
conditions initiales. En effet, on dispose pour le proble`me aux deux bouts, dans notre
cas, de deux vecteurs conditions initiales et finales ayant pour dimensions n× 1 (n e´tant
le nombre de degre´s de liberte´). Ramener ce proble`me a` un proble`me aux conditions
initiales revient a` comple´ter le vecteur conditions initiales par le bon n-uplet de valeurs
manquantes. Le n-uplet de valeurs finales correspondant a` la solution associe´e doit donc
eˆtre e´gal au vecteur conditions finales du proble`me de de´part.
La me´thode de tirs donne alors une proce´dure ite´rative graˆce a` laquelle on peut cher-
cher en utilisant une me´thode d’inte´gration directe les valeurs approprie´es. Les e´tapes de
l’algorithme de cette me´thode simple sont re´sume´es dans le tableau 2.1.
1. Comple´ter les valeurs manquantes du vecteur conditions initiales.
2. Re´soudre l’e´quation diffe´rentielle par un sche´ma d’inte´gration temporel.
3. E´valuer la solution a` l’instant final et comparer le re´sultat au vecteur
conditions finales.
4. Si l’e´cart obtenu de´passe une tole´rance pre´alablement fixe´e, alors re´ajuster
les valeurs manquantes du vecteur conditions initiales.
TABLE 2.1: Me´thode de tirs classique.
Cette proce´dure ite´rative semble one´reuse en terme de nombre d’ope´rations a` e´tablir
puisqu’il s’agit de re´ajuster a` chaque ite´ration le vecteur conditions initiales jusqu’a` la
convergence. Il existe d’autres variantes de la me´thode de tirs telles que la me´thode de tirs
multiple ou me´thode de tirs paralle`les qui sont plus sophistique´es que cette me´thode de
tirs simple [Keller, 1968, Ascher et al., 1994].
Une ide´e alternative base´e sur la construction d’une famille de solutions B = (y1, . . . ,y2n)
ou` yi, i∈{1,...,2n} est la fonction ge´ne´re´e a` partir du ie`me vecteur conditions initiales. Les
2n vecteurs conditions initiales librement de´terminables sont donc choisis line´airement
inde´pendants. Comme le proble`me traite´ est line´aire alors la famille B est une famille
ge´ne´ratrice dans l’espace de travail de dimension 2n. Ce qui permet de conclure que B
est bien une base de cet espace. Dans ce cas, la solution souhaite´e est alors de´termine´e par
combinaison line´aire des champs de la base ponde´re´s par les conditions initiales et finales
en temps du proble`me initial.
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Le succe`s de la re´solution est obtenu graˆce a` la line´arite´ du proble`me traite´. Il est a` noter
que la me´thode n’est pas en ge´ne´ral fiable pour le cas des proble`mes non line´aires car
elle n’assure par l’unicite´ de la solution [Kwong, 2006]. Un solveur non-line´aire tel que
la me´thode de Newton-Raphson est donc ne´cessaire pour controˆler la stabilite´ et la sensi-
bilite´ aux erreurs nume´riques arrondies de la technique lors du processus de la re´solution
[Keller, 1968, Ascher et al., 1994].
2.2.1 Proble`me d’identification 0DDL
Reconside´rons l’exemple du syste`me masse-ressort du paragraphe (section 2.1) et on
suppose qu’il est soumis a` une sollicitation en effort de type plateau. Le proble`me d’iden-
tification associe´ me`ne a` un proble`me aux deux bouts de´crit par l’e´quation (e´q. 2.17)
qu’on peut transformer sous forme d’une e´quation d’e´tat (e´q. 2.53) :

Z˙ (t) =
(
0 I
−A−1B 0
)
Z (t)+
(
0
A−1
)
C (t)
(
x(t)
λ (t)
)
=
(
1 0 0 0
0 1 0 0
)
Z (t)
(e´q. 2.53)
ou` Z (t) =
t(
x(t) λ (t) x˙(t) λ˙ (t)
)
,C (t) = Sa, A=
(
1 0
0 1
)
et B= Ka.
Le syste`me (e´q. 2.53) est re´solu par une me´thode de tirs simple sur un intervalle de temps
[0, T ]. La solution identifie´e et le multiplicateur de Lagrange sont porte´s sur la figure 2.2.
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FIGURE 2.2: Variations du champ de de´placement identifie´ versus celui mesure´ (en haut)
et champ adjoint (en bas) en fonction du temps.
On montre que quand le temps d’e´tude est long, on perd a` partir d’un moment la pre´cision
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sur la solution. Cela est duˆ au comportement exponentiel des solutions homoge`nes
ge´ne´re´es (e´q. 2.27). En effet, a` partir de l’analyse de la forme de la courbe repre´sentative
du de´placement identifie´ (la courbe rouge de la figure 2.2), un comportement parasite
s’initie au dela` de la 14e`me pe´riode. La solution recompose´e (champs adjoint) est correcte
sur la premie`re partie du temps (courbe en bas de la figure 2.2).
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(a) 1e`re fonction homoge`ne.
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(c) 3e`me fonction homoge`ne.
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FIGURE 2.3: Variation des fonctions de la base en fonction du temps. Les re´sultats cor-
respondent a` un zoom effectue´ sur les cinq dernie`res pe´riodes afin de pouvoir distinguer
les diffe´rentes courbes qui sont comple`tement confondues sur les premie`res pe´riodes.
Lorsque l’ordre de grandeur de ces exponentielles est trop grand (i.e. : > 1014), l’er-
reur obtenue sur la solution est e´norme (cf. figure 2.2). Cela revient a` la forme de la
matrice de transition, dont les composantes sont les valeurs initiales et finales des fonc-
tions de la base (cf. figure 2.3), qui est mal conditionne´e. Ceci s’explique par la res-
semblance de l’e´volution temporelle des fonctions de la base : une sorte de coline´arite´
deux a` deux est constate´e au niveau des vecteurs de cette base. Les erreurs lie´es aux
arrondis nume´riques des composantes de cette matrice sont a` l’origine de ce caracte`re
proble´matique ce qui engendra une fausse matrice inverse. La solution correspondant au
proble`me pre´sente par conse´quence des anomalies aux alentours de la valeur finale (cf.
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FIGURE 2.4: Variation du conditionnement de la matrice de transition en fonction de la
dure´e d’observation.
figure 2.2). Ce phe´nome`ne de divergence de la solution identifie´e devient se´ve`re quand
on accroıˆt la dure´e d’observation. Cette limite est due, encore une fois, au mauvais condi-
tionnement de la matrice de transition comme l’explique la figure 2.4.
2.2.2 Proble`me d’identification 1 DDL
Pour cette partie, le proble`me inverse porte sur l’identification du module d’Young
d’une barre, suppose´e e´lastique, a` partir des conditions aux limites en de´placement et
en effort pour une dure´e d’observation T (figure 2.5). Encore une fois, on exprime la
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FIGURE 2.5: Barre encastre´e soumise a` un effort a` son extre´mite´.
stationnarite´ du Lagrangien qu’on e´value pareillement que dans le cas 3D (e´q. 2.6). Les
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e´quations re´gissant les conditions d’optimalite´ sont illustre´es par le syste`me (e´q. 2.54) :

si x ∈]0,L[ N (x, t) = ES
(
∂u
∂x (x, t)+
∂u⋆
∂x (x, t)
)
ρSu¨(x, t)−ES
(
∂ 2u
∂x2
(x, t)+ ∂
2u⋆
∂x2
(x, t)
)
= 0
ρSu¨⋆ (x, t)−ES∂ 2u⋆
∂x2
(x, t) = 0
Conditions initiales :
{
u(x,0) = u0
u˙(x,0) = u˙0
Conditions finales :
{
u⋆ (x,T ) = 0
u˙⋆ (x,T ) = 0
si x ∈ {0, L}
{
µ0 (t) =−u⋆ (0, t)
µL (t) = u
⋆ (L, t){
N (0, t) = N0d (t)
N (L, t) = NLd (t){
µ0 (t) = η
(
F˜0 (t)−N0d (t)
)
µL (t) = η
(
F˜L (t)−NLd (t)
){
λ0 (t) = N (0, t)−ES∂u∂x (0, t)
λL (t) =−N (L, t)+ES∂u∂x (L, t){
u(0, t) = u0d (t)
u(L, t) = uLd (t){
λ0 (t) = ζ
(
u˜0 (t)−u0d (t)
)
λL (t) = ζ
(
u˜L (t)−uLd (t)
)
(e´q. 2.54a)
(e´q. 2.54b)
(e´q. 2.54c)
(e´q. 2.54d)
(e´q. 2.54e)
(e´q. 2.54f)
(e´q. 2.54g)
(e´q. 2.54h)
(e´q. 2.54i)
(e´q. 2.54j)
(e´q. 2.54k)
La relation forte ρSu¨(x, t) − ES
(
∂ 2u
∂x2
(x, t)+ ∂
2u⋆
∂x2
(x, t)
)
= 0 est valable ∀(x, t) ∈
]0,L[×[0,T ]. Sa version faible s’e´crit ∀t ∈ [0,T ] et ∀δv :
∫ L
0
δv(x, t)
[
ρSu¨(x, t)−ES
(
∂ 2u
∂x2
(x, t)+
∂ 2u⋆
∂x2
(x, t)
)]
dx= 0 (e´q. 2.55)
En inte´grant par parties la quantite´
∫ L
0 δv(x, t)ES
(
∂ 2u
∂x2
(x, t)+ ∂
2u⋆
∂x2
(x, t)
)
dx, il vient :
∫ L
0
δv(x, t)ρSu¨(x, t)dx+
∫ L
0
∂δv
∂x
(x, t)ES
∂ (u+u⋆)
∂x
(x, t)dx=
[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
(e´q. 2.56)
En utilisant la me´thode des e´le´ments finis, on peut construire une solution approche´e
du proble`me (e´q. 2.56). La description des re`gles et e´tapes de la me´thode ne seront que
brie`vement traite´es ici. Cependant, des de´tails peuvent eˆtre trouve´s dans des ouvrages sur
ce sujet [Bathe et Wilson, 1976, Zienkiewicz et Taylor, 2005]. Ce qu’il faut faire ressortir
d’une telle description : une famille φ = {φ1,φ2, . . . ,φk} forme´e par des fonctions poly-
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
44 Quelques me´thodes nume´riques pour la re´solution du proble`me aux deux bouts
nomiales d’interpolation telles que tout champ q puisse s’e´crire sous la forme (e´q. 2.57) :
q(x, t) = ∑
i
qi (t) φi (x) =
tφ Q (e´q. 2.57)
ou` n est le nombre de degre´s de liberte´s (ddl) et {φi}i∈{1,...,n} est choisie de telle manie`re
que φi
(
P
j
i
)
= 1 et φi
(
P
j
j
)
= 0 ou` P
j
i de´signe le ddl j du noeud i.
En utilisant l’expression (e´q. 2.57) ainsi que l’approximation en dimension finie de δv
et de u dans l’e´quation (e´q. 2.56) on trouve (e´q. 2.58) :
t(δV (t))
∫ L
0
ρSφ (x) t(φ (x))dx︸ ︷︷ ︸
=M
U¨ (t)+ t(δV (t))
∫ L
0
ES
∂φ
∂x
(x)
t(∂φ
∂x
(x)
)
dx︸ ︷︷ ︸
=K
(U+U⋆)(t)
=
[
δv(x, t)ES∂ (u+u
⋆)
∂x (x, t)
]L
0
(e´q. 2.58)
ou` le deuxie`me membre est explicite´ en annexe (cf. section 2.1) et vaut :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
= tδV (t)
(
KˆU⋆ (t)+ Fˆ (t)
)
(e´q. 2.59)
avec : Kˆ =− 1η


1 0 . . . 0 0
0 0 . . . 0 0
...
... . . .
...
...
0 0 . . . 0 0
0 0 . . . 0 1

 et Fˆ (t) =


−F˜0 (t)
0
...
0
F˜L (t)


Finalement l’e´quation (e´q. 2.58) peut eˆtre re´-e´crite comme suit :
tδV (t)
(
MU¨ (t)+K (U (t)+U⋆ (t))
)
= tδV (t)
(
KˆU⋆ (t)+ Fˆ (t)
)
(e´q. 2.60)
L’e´galite´ (e´q. 2.60) est vraie quelque soit δV d’ou` on tire l’e´quation (e´q. 2.61) :
MU¨ (t)+KU (t)+
(
K− Kˆ)U⋆ (t) = Fˆ (t) (e´q. 2.61)
De meˆme la relation ρSu¨⋆ (x, t)− ES∂ 2u⋆
∂x2
(x, t) = 0 est valable ∀(x, t) ∈ (]0,L[×[0,T ])
donc ∀t ∈ [0,T ] et ∀δv :∫ L
0
δv(x, t)
(
ρSu¨⋆ (x, t)−ES∂
2u⋆
∂x2
(x, t)
)
dx= 0 (e´q. 2.62)
En inte´grant par parties la quantite´
∫ L
0 δv(x, t)ES
∂ 2u⋆
∂x2
(x, t)dx, on obtient (e´q. 2.63) :
∫ L
0
δv(x, t)ρSu¨⋆ (x, t)dx+
∫ L
0
∂δv
∂x
(x, t)ES
∂u⋆
∂x
(x, t)dx=
[
δv(x, t)ES
∂u⋆
∂x
(x, t)
]L
0
(e´q. 2.63)
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En utilisant l’expression (e´q. 2.57) pour l’approximation en e´le´ments finis de δv et de u
dans l’e´quation (e´q. 2.63) on trouve (e´q. 2.64) :
t(δV (t))
∫ L
0
ρSφ (x) t(φ (x))dx︸ ︷︷ ︸
=M
U¨⋆ (t)+ t(δV (t))
∫ L
0
ES
∂φ
∂x
(x)
t(∂φ
∂x
(x)
)
dx︸ ︷︷ ︸
=K
U⋆ (t)
=
[
δv(x, t)ES∂u
⋆
∂x (x, t)
]L
0
(e´q. 2.64)
ou` le deuxie`me membre est explicite´ en annexe (cf. section 2.2) et vaut :[
δv(x, t)ES
∂u⋆
∂x
(x, t)
]L
0
= t(δV (t))
(
ˆˆKU (t)− ˆˆF (t)
)
(e´q. 2.65)
avec : ˆˆK = ζ


1 0 . . . 0 0
0 0 . . . 0 0
...
... . . .
...
...
0 0 . . . 0 0
0 0 . . . 0 1

 et
ˆˆF (t) = ζ


u˜0 (t)
0
...
0
u˜L (t)


Finalement l’e´quation (e´q. 2.64) peut eˆtre re´-e´crite comme suit (e´q. 2.66) :
δV
′
(t)
(
MU¨⋆ (t)+KU⋆ (t)
)
= δV
′
(t)
(
ˆˆKU (t)− ˆˆF (t)
)
(e´q. 2.66)
L’e´galite´ (e´q. 2.66) est vraie quelque soit δV d’ou` on tire l’e´quation (e´q. 2.67) :
MU¨⋆ (t)+KU⋆ (t)− ˆˆKU (t) =− ˆˆF (t) (e´q. 2.67)
L’e´criture matricielle des e´quations (e´q. 2.61) et (e´q. 2.67) est donne´e par (e´q. 2.68) :(
M 0
0 M
)(
U¨ (t)
U¨⋆ (t)
)
+
(
K K− Kˆ
− ˆˆK K
)(
U (t)
U⋆ (t)
)
=
(
Fˆ (t)
− ˆˆF (t)
)
(e´q. 2.68)
ou encore sous forme d’une e´quation d’e´tat (e´q. 2.69) :

Z˙ (t) =
(
0 I
−A−1B 0
)
Z (t)+
(
0
A−1
)
C (t)(
U (t)
U⋆ (t)
)
=
(
I 0 0 0
0 I 0 0
)
Z (t)
(e´q. 2.69)
ou` :
Z (t) =


U (t)
U⋆ (t)
U˙ (t)
U˙⋆ (t)

, C (t) =
(
Fˆ (t)
− ˆˆF (t)
)
, A =
(
M 0
0 M
)
et B =
(
K K− Kˆ
− ˆˆK K
)
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La re´solution du proble`me aux deux bouts non contraint ainsi obtenu est donc un
ingre´dient ne´cessaire a` la re´solution des conditions d’optimalite´ (e´q. 2.54).
Le syste`me (e´q. 2.69) est de dimension 4n. Il suffit de choisir un jeu de 4n conditions
initiales en temps line´airement inde´pendantes et d’exploiter la line´arite´ du syste`me afin
de construire une base de 4n solutions. La solution souhaite´e est donc une combinaison
line´aire des vecteurs de cette base dont les coefficients doivent ve´rifier les conditions ini-
tiales et finales en temps. Sur la figure 2.6 on a reporte´ les champs solutions du proble`me
aux deux bouts obtenus en utilisant la me´thode de tirs.
(a) Champ de de´placement u. (b) Champ lagrangien u⋆.
FIGURE 2.6: Variation des champs solutions du proble`me aux deux bouts en fonction du
temps et de l’espace pour une dure´e d’observation T = 0,63ms e´quivalente a` 5 aller-
retour d’onde obtenus pour un module d’Young E = E
ref
.
(a) Champs de de´placement u. (b) Champs lagrangien u⋆.
FIGURE 2.7: Variation des champs solutions du proble`me aux deux bouts en fonction du
temps et de l’espace pour une dure´e d’observation T = 1,95ms e´quivalente a` 15 aller-
retour d’onde obtenus pour un module d’Young E = E
ref
.
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Contrairement au re´sultat obtenu pour une dure´e d’observation T = 0.63ms, le double-
ment de cette dure´e prouve la pre´sence d’un comportement parasitaire au niveau du
champs direct identifie´ comme il est illustre´ sur la figure 2.7.
La pre´sence d’un proble`me de conditionnement, justifie´e lors de la re´solution nume´rique
du proble`me sous MATLAB (RCOND< 10−20), argumente l’analyse de l’illustration de
la figure 2.7. Ce qui permet d’expliquer la divergence des amplitudes des deux champs
solutions obtenus suite a` une le´ge`re augmentation de la dure´e d’observation de 1.95ms a`
2.275ms comme le montre la figure 2.8.
(a) Champs de de´placement u. (b) Champs lagrangien u⋆.
FIGURE 2.8: Variation des champs solutions du proble`me aux deux bouts en fonction
du temps et de l’espace pour une dure´e d’observation T = 2,275ms e´quivalente a` 18
aller-retour d’onde obtenus pour un module d’Young E = E
ref
.
Certes, dans un cadre dynamique, la me´thode de tirs permet de re´soudre les proble`mes
aux deux bouts issus des formulations inverses des proble`mes d’identification des pa-
rame`tres mate´riau. Elle peut encore eˆtre mise a` contribution pour la recherche des champs
solution des proble`mes conside´re´s. Ne´anmoins, la limite de cette me´thode, comme on
vient de le voir, re´side au niveau de la dure´e d’observation. Ceci est duˆ au condition-
nement de la matrice de transition qui devient mal conditionne´e a` partir d’une certaine
dure´e d’observation. Afin de contourner ce proble`me expe´rimental, on a inte´reˆt a` trouver
d’autres ide´es permettant d’ame´liorer la rentabilite´ d’une telle me´thode meˆme en aug-
mentant la dure´e d’observation.
2.2.3 Apport de l’orthonormalisation
2.2.3.1 Motivations
On a mis l’accent sur les difficulte´s de la me´thode de tirs pour la re´solution des
proble`mes aux deux bouts surtout quand il s’agit d’augmenter la dure´e d’observation.
Ce qui a permis de conclure que re´soudre les proble`mes (e´q. 2.17) et (e´q. 2.68) quelle que
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soit la dure´e d’observation ne´cessite d’ame´liorer le conditionnement de la matrice de tran-
sition. Le syste`me a` 2n e´quations line´aires dont on dispose correspond a` la recherche de
2n vecteurs de dimension 2n ante´ce´dents d’une application line´aire d’un vecteur donne´.
Ces vecteurs doivent offrir un outil efficace pour la de´termination des composantes du
vecteur correspondant a` la solution du proble`me de base. Ces composantes s’expriment
particulie`rement d’une manie`re simple dans une base orthonorme´e. Cette dernie`re, munie
d’un produit scalaire, se voit favorise´e pour l’obtention d’une bonne approximation de la
solution souhaite´e. Mais ge´ne´ralement, on ne dispose pas toujours d’une telle base ortho-
normale. Dans la section pre´ce´dente on a construit une base arbitraire suite a` l’application
de la me´thode de tirs. Il s’agit, maintenant, de trouver une base orthonormale a` partir de
celle-ci.
2.2.3.2 Algorithme
Le proce´de´ d’orthonormalisation consiste a` prendre une base (b1, . . . ,bk) de l’espace
1. On divise b1 par sa norme, ce qui donne e1 :
e1 =
b1
‖ b1 ‖
2. On annule la composante de b2 suivant e1, pour que le re´sultat soit ortho-
gonal a` e1, puis on divise le re´sultat par sa norme :
e2 =
b2−< b2,e1 > e1
‖ b2−< b2,e1 > e1 ‖
3. On annule la composante de b3 suivant e1 et e2, pour que le vecteur
re´sultant soit bien orthogonal a` ces deux vecteurs, et on divise le re´sultat
par sa propre norme :
e3 =
b3−< b3,e1 > e1−< b3,e2 > e2
‖ b3−< b3,e1 > e1−< b3,e2 > e2 ‖
4. On continue jusqu’a` e´puiser tous les vecteurs bi (i ∈ {4, . . . ,n}) :
ei =
bi−∑i−1j=1 < bi,e j > e j
‖ bi−∑i−1j=1 < bi,e j > e j ‖
TABLE 2.2: Technique d’ortonormalisation base´e sur la me´thode de Gram-Schmidt.
vectoriel conside´re´, et a` la transformer en une base orthonorme´e (e1, . . . ,ek). Cette base
est conside´re´e comme l’unique famille engendrant le meˆme espace que (b1, . . . ,bk), tels
que ei et b j (i, j ∈ {2, . . .n}) ne pointent pas dans la meˆme direction. Le principe de cette
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
Diffe´rentes me´thodes de re´solution du proble`me aux deux bouts 49
orthonormalisation est illustre´ par l’algorithme dont la description est de´taille´e dans la
Table 2.2. Elle est base´e sur la me´thode de Gram-Schmidt qui consiste a` former une fa-
mille orthonormale en redressant, puis en normant, progressivement chacun des vecteurs
fournis, pour les rendre orthonormaux aux vecteurs de´ja` forme´s.
2.2.3.3 Re´sultats et interpre´tations
La transformation de la base arbitraire, obtenue par la me´thode de tirs, en une base
orthonormale permet de trouver facilement les coefficients qui sont ne´cessaires pour ex-
primer la solution du proble`me aux deux bouts. Cette simplicite´ est purement nume´rique
intervenant sur l’ame´lioration significative du conditionnement de la matrice de transi-
tion. Sur la figure 2.9 on a releve´ l’e´volution du conditionnement associe´ au proble`me 0D
en fonction du nombre de pe´riodes. L’analyse de la courbe prouve une bonne maıˆtrise de
l’e´volution du conditionnement qui stagne aux alentours d’une valeur tre`s acceptable par
rapport a` la limite de re´solution nume´rique (cf. figure 2.4) initiale (non orthonormalise´e).
0 10 20 30 40 50
100
101
102
103
Effet du temps d’étude sur le conditionnement de la matrice du transition
Co
nd
iti
on
ne
m
en
t
Tf/T
FIGURE 2.9: Variation du conditionnement de la matrice de transition en fonction de la
dure´e d’observation dans le cas d’une base orthonormalise´e.
La base orthonorme´e ainsi obtenue est illustre´e par la figure 2.10. Pour chaque fonction
de cette base, on a repre´sente´ les instants ou` la proce´dure d’orthonormalisation a eu lieu.
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Ce qui a permis d’adoucir la forte variation au niveau des amplitudes des fonctions de la
base arbitraire (cf. figure 2.3) et de reme´dier ainsi a` leurs tendances a` former des vecteurs
coline´aires du point de vue nume´rique (cf. figure 2.10).
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(a) 1e`re fonction homoge`ne orthonormalise´e.
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(b) 2e`me fonction homoge`ne orthonormalise´e.
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(c) 3e`me fonction homoge`ne orthonormalise´e.
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FIGURE 2.10: Variation des fonctions de la base orthonorme´e en fonction du temps.
L’application de la proce´dure d’orthonormalisation sur la base obtenue graˆce a` la me´thode
de tirs est en re´alite´ une technique permettant de modifier le choix arbitraire et non-
maıˆtrise´ des conditions initiales qu’il a fallu conside´rer de`s le de´but pour la me´thode
de tirs afin d’avoir la meilleure base permettant de re´soudre le proble`me aux deux bouts
[Deraemaeker et al., 2002, Decouvreur et al., 2007].
Le fait d’adopter une telle interpre´tation permet de justifier la qualite´ de la solution du
proble`me aux deux bouts illustre´e par la figure 2.11. En effet, le champ direct identifie´
colle bien au champ mesure´ en particulier au-dela` de la 14e`me pe´riode. C’est l’instant a`
partir duquel une divergence a e´te´ constate´e au niveau du re´sultat obtenu pour le meˆme
proble`me traite´ sans orthonormalisation (cf. figure 2.2). Le re´sultat du champ re´trograde
associe´ (cf. figure 2.11) ne pre´sente aucune anomalie. Ce qui s’explique par l’absence de
tout mauvais conditionnement de la matrice de transition. Une bonne cohe´rence est donc
constate´e entre la solution nume´rique et les conditions initiales et finales du proble`me au
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cours du calcul.
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FIGURE 2.11: Variations du champ de de´placement identifie´ versus celui mesure´ (en
haut) et champ adjoint (en bas) en fonction du temps.
Si on reconside`re le re´sultat de la figure 2.3, la divergence des amplitudes des deux champs
identifie´s a pu eˆtre controˆle´e graˆce a` l’introduction de cette proce´dure d’orthonormalisa-
tion. Ce re´sultat est mis en e´vidence par les deux illustrations de la figure 2.12.
(a) Champs de de´placement u. (b) Champs lagrangien u⋆.
FIGURE 2.12: Variation des champs solutions du proble`me aux deux bouts en fonction
du temps et de l’espace pour une dure´e d’observation T = 1,95ms.
Les mesures re´alise´es sur une dure´e d’observation assez longue peuvent eˆtre ex-
ploite´es pour la re´solution d’un proble`me d’identification par le biais d’une me´thode
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de tirs. Ne´anmoins l’introduction d’une proce´dure d’orthonormalisation au cours de la
re´solution s’ave`re ne´cessaire afin de controˆler la divergence des amplitudes des champs
identifie´s. Cette technique affecte directement le caracte`re mal conditionne´ de la matrice
de transition.
2.3 Me´thode utilisant l’e´quation matricielle de Riccati
2.3.1 The´orie du controˆle optimal : du controˆle a` l’observation
L’identification des variables d’e´tat d’un syste`me est une taˆche tre`s importante permet-
tant de de´crire son comportement par le biais d’un mode`le mathe´matique. Ces variables
sont gouverne´es par des e´quations diffe´rentielles du premier ordre sur un intervalle de
temps T = [t0, t f ] dont la forme ge´ne´rale est donne´e par (e´q. 2.70) :
x˙i = fi (t,x1, . . . ,xk,u1, . . . ,um) , i ∈ {1, . . . ,n} (e´q. 2.70)
ou` (xi)
i∈{1,...,n} et
(
u j
)
j∈{1,...,m}
sont respectivement les suites des variables d’e´tat et de
controˆle.
La proce´dure d’identification de l’e´tat d’un syste`me passe par le choix d’une observa-
tion la plus repre´sentative de son e´tat re´el. Un tel objectif revient a` controˆler le syste`me
jusqu’a` l’atteinte de son e´tat de´sirable. Ce qui revient a` de´finir une fonction couˆt (ou en-
core une fonction objectif) a` optimiser. Cette fonction mathe´matique est ge´ne´ralement
de´crite par la formule (e´q. 2.71) :
J (x,u) = g
(
t f ,x f
)
+
∫ t f
t0
f0 (t,x,u)dt (e´q. 2.71)
Cette fonctionnelle comporte deux parties :
– le couˆt terminal g
(
t f ,x f
)
contenant toute sorte de pe´nalite´ lie´e a` la fin de l’e´volution
du syste`me au temps final t f ;
– la fonction d’efficacite´
∫ t f
t0
f0 (t,x,u)dt qui de´pend de l’e´tat du syste`me suite a` une
commande u tout au long de l’intervalle T .
2.3.2 Fonction valeur et e´quation de Riccati
En projetant le proble`me de minimisation sous contraintes, re´gi par les e´quations
(e´q. 2.1) et (e´q. 2.2), dans un espace e´le´ments finis ou` les champs de de´placement, de
de´formation et de contrainte s’e´crivent respectivement :
• u(M, t) = t[φ (M)]U (t) ;
• ε (u(M, t)) = t[∇.φ (M)]U (t) ;
• σ (M, t) =C : ε (v(M, t)) =C t[∇.φ (M)]V (t) ;
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on obtient le proble`me de minimisation suivant :
Trouver {u, σ , ud , fd} minimisant (e´q. 2.72)
J (U,V,F) =
∫ T
0
{
1
2
t(U−V )K (U−V )+ ζ
2
(
ΠuU−U˜d
)2
+
η
2
(
Π fF− F˜d
)2}
dt
(e´q. 2.72)
sous les contraintes :
MU¨+KV = F, U (0) =U0, U˙ (0) =V0.
Dans cette partie, on traite le proble`me d’identification comme un proble`me de controˆle
optimal. En effet, en s’affranchissant des contraintes auxquelles obe´it le crite`re a` minimi-
ser (e´q. 2.72), on montre que celles-ci permettent de transformer la formulation e´le´ments
finis du proble`me de base en un syste`me de premier ordre (cf. annexe section 2.3). Ce qui
permet de basculer le proble`me de minimisation a` un proble`me d’identification donne´ par
(e´q. 2.73). Il s’agit donc de trouver le couple de champs (q,e) sur [0,T ] tel que :{
q˙= Aq+Ge+Bu
y=Cq
(e´q. 2.73)
et qui minimise (e´q. 2.74) :
J =
1
2
∫ T
0
{teRe+ tεQε}dt (e´q. 2.74)
ou` :
• A est la matrice d’e´tat ;
• B et G sont les matrices d’entre´e. G est note´e aussi matrice d’incertitude ;
• C est la matrice d’observation ;
• u et e sont les vecteurs de commande d’excitation. e est appele´ aussi le vecteur
d’erreur ;
• q est le vecteur d’e´tat ;
• ε = y− y˜ est le vecteur d’e´cart.
D’une part, pour que l’optimum (i.e. : δJ = 0) soit un minimum il suffit que la seconde
variation de la fonction couˆt (e´q. 2.74) soit positive ou nulle (i.e. : δ 2J ≥ 0).
δ 2J =
∫ T
0
{tδeRδe+ tδε Qδε}dt (e´q. 2.75)
Autrement dit, il faut que les deux matrices R et Q soient semi-de´finies positives. D’autre
part, minimiser J revient a` de´terminer le vecteur d’erreur eopt (t) qui maintient le vecteur
d’e´tat proche de son e´tat d’e´quilibre sans de´pense trop forte en e´nergie de commande.
L’hamiltonien associe´ a` un tel proble`me s’e´crit :
H (e,q,λ ) =
1
2
{teRe+ tε Qε}+ tλ q˙ (e´q. 2.76)
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En remplac¸ant q˙ par sa valeur (e´q. 2.73) et ε par y− y˜ on obtient (e´q. 2.77) :
H (e,q,λ ) =
1
2
{teRe+ tq tCQCq+ ty˜Q y˜− ty˜QCq− tq tCQy˜}+ tλ (Aq+Ge+Bu)
(e´q. 2.77)
La commande optimale est alors donne´e par l’erreur optimale eopt (e´q. 2.78) pour laquelle
la variation de l’hamiltonien H par rapport a` l’erreur est nulle (i.e. : ∂H∂e
(
eopt ,q,λ
)
= 0) :
e
opt
=−R−1 tGλ (e´q. 2.78)
Comme R−1 doit exister alors R doit eˆtre de´finie positive et l’e´quation d’e´tat (e´q. 2.73)
devient : {
q˙= Aq−GR−1 tGλ +Bu
y=Cq
(e´q. 2.79)
En outre, l’e´quation de Lagrange pour la fonctionnelle H est donne´e par (e´q. 2.80) :
∂ H
∂ q
=− d
dt
(
∂H
∂ q˙
)
(e´q. 2.80)
En appliquant les deux membres de cette relation respectivement a` (e´q. 2.77) et (e´q. 2.76)
on trouve (e´q. 2.81) :
t
CQCq− tCQy˜+ tAλ =−λ˙ (e´q. 2.81)
ou encore :
λ˙ =− tCQCq− tAλ + tCQy˜ (e´q. 2.82)
Les e´quations canoniques de Hamilton sont alors :{
q˙= Aq−GR−1 tGλ +Bu
λ˙ =− tCQCq− tAλ + tCQy˜ (e´q. 2.83)
Avec ces e´le´ments, la fonction couˆt peut eˆtre re´e´crite comme suit (e´q. 2.84) :
J =
1
2
∫ T
0
{
tλ GR−1 tGλ + tq tCQCq+ ty˜Q y˜− ty˜QCq− tq tCQy˜}dt (e´q. 2.84)
Comme d’apre`s (e´q. 2.81) on a :
t
CQCq=−λ˙ − tAλ + tCQy˜ (e´q. 2.85)
alors la multiplication de celle-ci par
t
q donne (e´q. 2.86) :
t
q
t
CQCq=− tq λ˙ − tq tAλ + tq tCQy˜ (e´q. 2.86)
En outre d’apre`s la premie`re e´quation du syste`me (e´q. 2.79) on a :
Aq= q˙+GR−1 tGλ −Bu (e´q. 2.87a)
⇒ tq tA= tq˙+ tλ GR−1 tG − tu tB (e´q. 2.87b)
⇒ tq tAλ = tq˙λ + tλ GR−1 tGλ − tu tBλ (e´q. 2.87c)
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En remplac¸ant le terme
t
q
t
Aλ ainsi obtenu dans (e´q. 2.86) par sa valeur on obtient
(e´q. 2.88) :
t
q
t
CQCq=− tq λ˙ − tq˙λ − tλ GR−1 tGλ + tu tBλ + tq tCQy˜ (e´q. 2.88)
et (e´q. 2.84) devient :
J =
1
2
∫ T
0
{
− tq λ˙ − tq˙λ + tu tBλ + ty˜Q y˜− ty˜QCq
}
dt (e´q. 2.89)
ou encore :
J =
1
2
∫ T
0
{
−d(
t
qλ )
dt
+ tu tBλ + ty˜Q y˜− ty˜QCq
}
dt (e´q. 2.90)
En tenant compte des conditions initiales et finales (e´q. 2.91) :
(q(0) ,λ (T )) = (q0,0) (e´q. 2.91)
alors J s’e´crit finalement sous la forme (e´q. 2.92) :
J =
1
2
t
q0λ0+
1
2
∫ T
0
{tu tBλ + ty˜Q y˜− ty˜QCq}dt (e´q. 2.92)
Si l’on cherche a` controˆler l’erreur e en re´alisant une commande en boucle ferme´e de type
(e´q. 2.93)
λ = Pq+d (e´q. 2.93)
alors :
– l’expression donnant l’erreur minimale (e´q. 2.78) devient :
eopt =−R−1 tGPq−R−1 tGd (e´q. 2.94)
– le syste`me commande´ (e´q. 2.79) aura pour e´quation :{
q˙=
[
A−GR−1 tGP]q−GR−1 tGd+Bu
q(x,0) = qo
(e´q. 2.95)
– et la condition d’optimalite´ (e´q. 2.82) devient :
P˙q+Pq˙+ d˙ =− tCQCq− tA(Pq+d)+ tCQy˜ (e´q. 2.96)
Soit en remplac¸ant q˙ par son expression (e´q. 2.95) dans (e´q. 2.96), il vient :
P˙q+P
([
A−GR−1 tGP]q−GR−1 tGd+Bu)+ d˙ =− tCQCq− tA(Pq+d)+ tCQy˜ (e´q. 2.97)
ou encore :{
P˙+PA+ tAP−PGR−1 tGP+ tCQC}q=−{d˙+ [tA−PGR−1 tG]d+PBu− tCQy˜}
(e´q. 2.98)
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Cette e´quation est vraie quel que soit l’e´tat q donc on a force´ment :{
P˙+PA+ tAP−PGR−1 tGP+ tCQC = 0
d˙+
[
t
A−PGR−1 tG]d+PBu− tCQy˜= 0 (e´q. 2.99)
D’ou`, finalement, on aboutit au syste`me (e´q. 2.100), dont la dernie`re e´quation est dite
e´quation diffe´rentielle alge´brique de Riccati :

λ (t) = P(t)q(t)+d (t)
q˙− [A−GR−1 tGP]q+GR−1 tGd−Bu= 0
d˙+
[
t
A−PGR−1 tG]d+PBu− tCQy˜= 0
P˙+PA+ tAP−PGR−1 tGP+ tCQC = 0
(e´q. 2.100)
La re´solution du syste`me (e´q. 2.100) de´pend de l’observabilite´ du couple
(A, C). En particulier la principale difficulte´ re´side au niveau de la re´solution de
l’e´quation diffe´rentielle de Riccati. Cette dernie`re a fait l’objet de nombreux travaux
[Morris et Navasca, 2006, Nguyen et al., 2005, Brain et al., 1971, Vaughan, 1969]. La
se´paration du syste`me (e´q. 2.83) en deux parties e´tait l’une des ide´es retenues. Ce
qui a conduit a` l’obtention d’une partie stable associe´e a` des solutions exponentielles
de´croissantes traite´es de fac¸on directe. L’autre partie e´tant instable associe´e a` des solu-
tions exponentielles croissantes traite´es de fac¸on re´trograde [Vaughan, 1969]. Cependant
le fait que (A, C) soit une paire non observable (e´q. 2.79), empeˆche l’application simple
de cette me´thode. Afin de surmonter cette difficulte´, deux solutions ont e´te´ propose´es :
– l’une base´e sur la re´solution de fac¸on nume´rique [Dubois et Saı¨di, 2000] qui
ne´cessite une discre´tisation temporelle assez fine car la solution a une forme ex-
ponentielle ;
– l’autre exprime la solution de l’e´quation diffe´rentielle de Riccati en fonction de
celle de son e´quation alge´brique [Brain et al., 1971].
Une comparaison de ces deux approches selon [Nguyen et al., 2005] a favorise´ la
deuxie`me approche en terme de couˆt de calcul. La matrice de Riccati s’e´crit alors sous la
forme :
P(t) = Pa+
{
Xa− e(F(t−T )).
(
P−1a −Xa
)
.e(
tF(t−T ))
}−1
(e´q. 2.101)
avec :
F = A−GR−1 tGPa
Pa,Xa sont respectivement les solutions des e´quations :{
PaA+
t
APa−PaGR−1 tGPa+ tCQC = 0
F Xa+Xa
t
F−GR−1 tG= 0 (e´q. 2.102)
La convergence des algorithmes de re´solution de l’e´quation alge´brique de Riccati
de´pend de la commandabilite´ du syste`me qui est caracte´rise´e par le rang de la ma-
trice [G,AG,A2G, . . . ,An−1G], ou` n est l’ordre du syste`me [Fournie´, 1978, Sari, 2005,
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Cherfi et al., 2005, Giulieri et Bozzo, 1979, Takaba et Katayama, 1996]. Pour un syste`me
dont la commande est scalaire, le crite`re s’e´crit :
det
[
G AG A2G ... An−1G
] 6= 0 (e´q. 2.103)
Par la me´thode “Linear Quadratic Regulator” [Brain et al., 1971] et la me´thode de Bar-
tels [Bartels et Stewart, 1972], on re´sout respectivement les deux e´quations du syste`me
(e´q. 2.102). Les deux fonctions LQR et LYAP pre´de´finies dans Matlab ont e´te´ utilise´es
au niveau des codes des simulations. Une fois cela fait, les solutions de d et q vont eˆtre
successivement, respectivement en temps inverse et temps direct, obtenues par la me´thode
de Runge Kutta d’ordre 4 [Gregory et al., 1993].
2.3.2.1 Application a` un syste`me 0D et re´sultats nume´riques
Il s’agit de re´e´crire ce qui pre´ce`de pour le cas d’un syste`me masse-ressort. En effet, le
crite`re a` minimiser est :
min
x,y, f
mx¨+ y= f
1
2
∫ T
0
{
1
k
(kx− y)2+ζ k (x− x˜)2+ η
k
(
f − f˜ )2}dt (e´q. 2.104)
qu’on peut mettre sous la forme matricielle (e´q. 2.105) :
min
x,y, f
mx¨+ y= f
1
2
∫ T
0
{[ (
y
k
− x) ( f − f˜ ) ][ k 0
0 η
][ (
y
k
− x)(
f − f˜ )
]
+
[
x− x˜ ][ ζ ][ x− x˜ ]}dt
(e´q. 2.105)
La forme matricielle de la contrainte est donne´e par (e´q. 2.106) :(
x˙
x¨
)
=
(
0 1
−k
m
0
)(
x
x˙
)
+
(
0 0
− k
m
1
m
)( y
k
− x
f − f˜
)
+
(
0
1
m
)(
f˜
)
(e´q. 2.106)
Finalement on trouve les diffe´rentes entite´s de´finissant le proble`me d’optimisation sous
contraintes pre´ce´demment mentionne´es (e´q. 2.107) :

q=
t[
x x˙
]
e=
[ y
k
− x
f − f˜
]
u=
[
f˜
]
A=
[
0 1
−k
m
0
]
B=
[
0
1
m
]
C =
[
1 0
]
G=
[
0 0
−k
m
1
m
]
R=
[
k 0
0 η
]
Q=
[
ζ
]
(e´q. 2.107)
Une fois que la matrice P(t)t∈[0,T ], solution de l’e´quation diffe´rentielle alge´brique de Ric-
cati, est de´termine´e, on re´sout successivement l’e´quation diffe´rentielle de premier ordre
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en d puis celle en q en utilisant la me´thode de Runge Kutta d’ordre 4.
Avec le triplet (P(t) , d (t) , q(t)) ainsi explicite´ a` chaque instant t ∈ [0, T ], on e´value la
fonction couˆt en fonction de la raideur du ressort k par :
J =
1
2
t
q0λ0+
1
2
∫ T
0
{tu tBλ + tx˜Q x˜− tx˜QCq}dt (e´q. 2.108)
La repre´sentation graphique de cette fonction, figure 2.13, permet de de´duire la valeur de
la raideur du ressort correspondant au minimum (courbe bleue). Toutefois, la pre´sence
du bruit (blanc et gaussien dans notre cas) est toujours pe´nalisante dans la mesure ou`
l’on obtient un couˆt non nul pour la bonne valeur du parame`tre mate´riau (cf. les autres
courbes). La valeur du couˆt minimal est inversement proportionnelle au rapport signal sur
bruit.
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FIGURE 2.13: Influence du Rapport Signal sur Bruit (RSB) sur la variation de la fonction
couˆt en fonction de la raideur du ressort k.
Afin d’illustrer l’effet du bruit sur le couˆt de l’identification, on a reporte´ sur la figure
2.14 le champ de de´placement q(t) correspondant au minimum de la fonction couˆt pour
diffe´rentes valeurs du rapport signal sur bruit. L’e´cart entre ces champs identifie´s et le
champ ide´al (courbe bleue) explique les couˆts non nuls obtenus pre´ce´demment. Ce qui
permet de conclure que plus est e´leve´ le rapport signal sur bruit plus on re´ussit a` suivre le
champ ide´al. Par contre, si la variation du bruit est significative par rapport a` l’amplitude
du signal on ne trouve pas la variation re´elle du champ de de´placement.
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FIGURE 2.14: Courbes comparatives du champ obtenu par la me´thode directe contre
ceux obtenus par la me´thode indirecte pour diffe´rents niveaux du bruit.
2.3.2.2 Application au cas de la barre unidimensionnelle
Rappelons le crite`re a` minimiser (e´q. 2.109) :
J (N,u,ud, fd) =
∫ T
0
{
1
2
∫ L
0
(
N (x, t)−ES ∂u∂x (x, t)
)
(ES)−1
(
N (x, t)−ES ∂u∂x (x, t)
)
dx
+ζ
2
[(
u(0, t)− u˜0d
)2
+
(
u(L, t)− u˜Ld
)2]
+ η
2
[(
N (0, t)− N˜0d
)2
+
(
N (L, t)− N˜Ld
)2]}
dt
(e´q. 2.109)
L’expression du proble`me sous forme e´le´ments finis de´veloppe´e en annexe (cf. sec-
tion 2.4) permet d’e´crire (e´q. 2.110) :
{
q˙= Aq+Ge+Bu
y=Cq
(e´q. 2.110)
qui minimise :
J =
1
2
∫ T
0
{teRe+ tε Qε}dt (e´q. 2.111)
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avec :

q=
t[
U U˙
]
e=
(
V −U
ΠuV − LES F˜d
)
u=
(
F˜d
)
A=
(
0 I
−M−1K 0
)
B=
(
0
M−1 tΠ f
)
C =
(
Πu 0
)
G=
(
0 0
−M−1K ES
L
M−1 tΠ f
)
R=
(
K 0
0
(
ES
L
)2
η I
)
Q=
(
ζ I
)
(e´q. 2.112)
D’abord, on de´termine la matrice P(t)t∈[0,T ] solution de l’e´quation diffe´rentielle
alge´brique de Riccati. Ensuite, on re´sout successivement l’e´quation diffe´rentielle du pre-
mier ordre en d. Puis, celle en q en utilisant la me´thode de Runge Kutta d’ordre 4. En-
fin, avec le triplet (P(t) , d (t) , q(t)) ainsi explicite´ a` chaque instant t ∈ [0, T ] on e´value
le champ re´trograde λ (t)t∈[0,T ]. La figure 2.15 est une illustration des champs direct et
re´trograde identifie´s.
(a) Champ de de´placement u. (b) Champ lagrangien u⋆.
FIGURE 2.15: De´placement et multiplicateur de Lagrange associe´ obtenus par l’ap-
proche base´e sur l’e´quation alge´brique de Riccati avec le module d’Young de re´fe´rence
E = E0, des mesures non perturbe´es et un temps d’e´tude correspondant a` 5 aller-retours
d’onde.
Sur la dure´e d’e´tude [T − t,T ], l’hypothe`se relative a` la constance de la matrice P ne
reste plus valable. Ce qui explique la pre´sence des erreurs vers le temps final suite a` des
proble`mes nume´riques lie´s a` la re´solution de l’e´quation alge´brique de Riccati. Ceci peut
eˆtre visualise´ sur la repre´sentation de l’e´volution spatio-temporelle du multiplicateur de
Lagrange qui n’est pas identiquement nulle (cf. figure 2.15(b)).
La repre´sentation graphique de la fonction couˆt (e´q. 2.108) permet de de´duire la valeur
du module d’Young correspondant au minimum (figure 2.16). Toutefois, la pre´sence du
bruit est toujours pe´nalisante dans la mesure ou` l’on obtient un couˆt non nul pour la
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FIGURE 2.16: Influence du Rapport Signal sur Bruit (RSB) sur la variation de la fonction
couˆt en fonction du module d’Young.
bonne valeur du parame`tre mate´riau (cf. les autres courbes). Cependant l’identification se
de´roule avec succe`s. De plus, on obtient une information sur le bruit dont la valeur est
inversement proportionnelle au rapport signal sur bruit.
Bien que la me´thode pre´sente un avantage en terme de robustesse vis-a`-vis du bruit,
elle n’est pas adapte´e a` des dure´es d’observation re´duites. C’est a` dire qu’il existe un
nombre d’aller-retour d’onde au-dela` duquel la me´thode ne peut pas re´soudre. En effet,
l’augmentation de la dure´e d’observation ne´cessite le raffinement de la discre´tisation tem-
porelle pour mieux approcher l’e´volution des exponentielles naturellement pre´sentes dans
la solution. Cela se traduit par une forte augmentation du nombre d’ope´rations ne´cessaires
pour e´valuer la solution d’ou` le caracte`re ne´faste de la me´thode qui re´side au niveau de sa
gourmandise en me´moire.
2.4 Me´thode globale en temps
L’e´quation diffe´rentielle (e´q. 2.68) est une e´quation locale en temps qu’on ne peut pas
re´soudre avec un algorithme direct en temps vu que les conditions aux limites en temps
sont donne´es aux deux bouts. La prise en compte de ces conditions initiales et finales
en temps aboutit a` un proble`me de Cauchy c’est-a`-dire qui me`ne a` un proble`me a` solu-
tion unique. Une me´thode alternative permettant de re´soudre le proble`me est la me´thode
globale en temps. Elle exige l’assemblage du proble`me sur l’ensemble de l’intervalle de
temps [0, T ]. La relation finale obtenue conduit a` l’inversion d’une matrice globale en
espace et en temps pour aboutir a` la solution recherche´e.
La matrice globale en temps s’obtient en assemblant la discre´tisation en temps de
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l’e´quation (e´q. 2.68). Cela peut eˆtre obtenu par l’interme´diaire d’un sche´ma aux
diffe´rences finies, une formulation e´le´ments finis en temps ou encore en utilisant un
sche´ma de Newmark. Dans cette section on a proce´de´ en utilisant un sche´ma de New-
mark conditionnellement stable.
On conside`re uk+1, u˙k+1 et u¨k+1 respectivement comme le de´placement, la vitesse et
l’acce´le´ration au pas tk+1 = (k+1)∆t et ∆t comme le pas de temps. L’e´quation de la
dynamique et les e´quations du sche´ma d’inte´gration en temps, de Newmark, sont respec-
tivement donne´es par (e´q. 2.113a), (e´q. 2.113b) et (e´q. 2.113c) :
uk+1 = uk+∆t u˙k+∆t
2
[(
1
2
−β
)
u¨k+β u¨k+1
]
(e´q. 2.113a)
u˙k+1 = u˙k+∆t (1− γ) u¨k+∆tγ u¨k+1 (e´q. 2.113b)
Mu¨k+1+Kuk+1 =
(
Kˆ−K)u⋆k+1+ Fˆk+1 (e´q. 2.113c)
De (e´q. 2.113c) on de´duit l’acce´le´ration u¨k+1 (e´q. 2.114) :
u¨k+1 =M
−1 [(Kˆ−K)u⋆k+1+ Fˆk+1]−M−1Kuk+1 (e´q. 2.114)
En remplac¸ant u¨k+1 par sa valeur (e´q. 2.114) dans (e´q. 2.113a) et (e´q. 2.113b) on obtient
le syste`me (e´q. 2.115) :

uk+1 = uk+∆t u˙k+∆t
2
{(
1
2
−β) u¨k+β {M−1 [(Kˆ−K)u⋆k+1+ Fˆk+1]−M−1Kuk+1}}
u˙k+1 = u˙k+∆t (1− γ) u¨k+∆tγ
{
M−1
[(
Kˆ−K)u⋆k+1+ Fˆk+1]−M−1Kuk+1}
u¨k+1 =M
−1 [(Kˆ−K)u⋆k+1+ Fˆk+1]−M−1Kuk+1
(e´q. 2.115)
L’e´criture matricielle de´veloppe´e en annexe (cf. section 3.1) associe´e au syste`me ci-dessus
est de la forme d’une suite re´currente line´aire (e´q. 2.116) :{
Xk+1 = GXk+EFk+1
X0 =
t(
u0, u˙0, u¨0
) (e´q. 2.116)
Et on peut montrer par re´currence que ∀k ∈ [0,m] on a (e´q. 2.117) :
Xk = G
kX0+
k
∑
i=1
Gi−1EFk−i+1 (e´q. 2.117)
Ceci permet d’e´crire pour tous les pas une caracte´risation matricielle de la suite
(Xk)
k∈{1,...,m} donne´e par (e´q. 2.118)

X1
...
Xk
...
Xm

=


G
...
Gk
...
Gm

X0+


E 0 . . . . . . 0
...
. . .
. . .
. . .
...
Gk−1E . . . E . . .
...
...
. . .
. . .
. . . 0
Gm−1E . . . Gk−1E . . . E




F1
...
Fk
...
Fm

 (e´q. 2.118)
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Ou encore (e´q. 2.119) :


X1
...
Xk
...
Xm

=


G
...
Gk
...
Gm

X0+


[E 00] [000] . . . . . . [000]
...
. . .
. . .
. . .
...
Gk−1[E 00]
. . . [E 00]
. . .
...
...
. . .
. . .
. . . [000]
Gm−1[E 00] . . . Gk−1[E 00] . . . [E 00]




t[
F1 0 0
]
...
t[
Fk 0 0
]
...
t[
Fm 0 0
]


(e´q. 2.119)
Finalement, on arrange (e´q. 2.119) de telle sorte qu’on obtienne la relation (e´q. 2.120) :


X1
...
Xk
...
Xm


︸ ︷︷ ︸
=X
=


R 0 . . . . . . 0
...
. . .
. . .
. . .
...
Gk−1 R . . . R . . .
...
...
. . .
. . .
. . . 0
Gm−1 R . . . Gk−1 R . . . R


︸ ︷︷ ︸
=A


Y1
...
Yk
...
Ym


︸ ︷︷ ︸
=Y
+


G
...
Gk
...
Gm

X0+


P 0 . . . . . . 0
...
. . .
. . .
. . .
...
Gk−1 P . . . P . . .
...
...
. . .
. . .
. . . 0
Gm−1 P . . . Gk−1 P . . . P




F1
...
Fk
...
Fm


︸ ︷︷ ︸
=B
(e´q. 2.120)
avec :
R=
[
E
(
Kˆ−K) 0 0 ] P= [ E 0 0 ] Fk = t[ Fˆk 0 0 ]
On proce`de pareillement pour le champs re´trograde. On conside`re u⋆k−1, u˙
⋆
k−1 et u¨
⋆
k−1
respectivement comme le de´placement, la vitesse et l’acce´le´ration au pas n−1 du champ
re´trograde. L’e´quation de la dynamique et les e´quations du sche´ma d’inte´gration en temps
sont respectivement donne´es par les relations (e´q. 2.121c) (e´q. 2.121a) et (e´q. 2.121b) :
u⋆k−1 = u
⋆
k−∆t u˙⋆k+∆t2
[(
1
2
−β
)
u¨⋆k+β u¨
⋆
k−1
]
(e´q. 2.121a)
u˙⋆k−1 = u˙
⋆
k−∆t (1− γ) u¨⋆k−∆tγ u¨⋆k−1 (e´q. 2.121b)
Mu¨⋆k−1+Ku
⋆
k−1 =
ˆˆKuk−1− ˆˆFk−1 (e´q. 2.121c)
De (e´q. 2.121c) on de´duit l’acce´le´ration u¨⋆k−1 (e´q. 2.122) :
u¨⋆k−1 =M
−1
(
ˆˆKuk−1− ˆˆFk−1
)
−M−1Ku⋆k−1 (e´q. 2.122)
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Remplac¸ant u¨⋆k−1 par sa valeur (e´q. 2.122) dans (e´q. 2.121a) et (e´q. 2.121b) on obtient le
syste`me (e´q. 2.123) :


u⋆k−1 = u
⋆
k−∆t u˙⋆k+∆t2
{(
1
2
−β) u¨⋆k+β [M−1( ˆˆKuk−1− ˆˆFk−1)−M−1Ku⋆k−1]}
u˙⋆k−1 = u˙
⋆
k−∆t (1− γ) u¨⋆k−∆tγ
[
M−1
(
ˆˆKuk−1− ˆˆFk−1
)
−M−1Ku⋆k−1
]
u¨⋆k−1 =M
−1
(
ˆˆKuk−1− ˆˆFk−1
)
−M−1Ku⋆k−1
(e´q. 2.123)
L’e´criture matricielle de´veloppe´e en annexe (cf. section 3.2) associe´e au syste`me ci-dessus
est de la forme d’une suite re´currente line´aire (e´q. 2.124) :


Yk−1 = SYk+NHk−1
Ym =

 u⋆mu˙⋆m
u¨⋆m

 (e´q. 2.124)
Encore une fois, on montre par re´currence que ∀n ∈ [0,m] on a (e´q. 2.125) :
Yk = S
m−kYm+
m−k
∑
i=1
Sm−(k+i)NHm−i (e´q. 2.125)
Ceci permet d’e´crire pour tous les pas une caracte´risation matricielle de la suite
(Yk)
k∈{0,...,m−1} donne´e par (e´q. 2.126)


Y0
...
Yk
...
Ym−1

=


Sm
...
Sm−k
...
S

Ym+


N . . . Sm−k−1N . . . Sm−1N
0
. . .
. . .
. . .
...
...
. . . N
. . . Sm−k−1N
...
. . .
. . .
. . .
...
0 . . . . . . 0 N




H0
...
Hk
...
Hm−1


(e´q. 2.126)
Ou encore (e´q. 2.127) :


Y0
.
.
.
Yk
.
.
.
Ym−1


=


Sm
.
.
.
Sm−k
.
.
.
S


Ym+


[N 00] . . . Sm−k−1[N 00] . . . Sm−1[N 00]
[000]
. . .
. . .
. . .
.
.
.
.
.
.
. . . [N 00]
. . . Sm−k−1[N 00]
.
.
.
. . .
. . .
. . .
.
.
.
[000] . . . . . . [000] [N 00]




t[
H0 0 0
]
.
.
.
t[
Hk 0 0
]
.
.
.
t[
Hm−1 0 0
]


(e´q. 2.127)
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Finalement, on arrange (e´q. 2.127) de telle sorte qu’on obtienne la relation (e´q. 2.128) :

Y0
...
Yk
...
Ym−1


︸ ︷︷ ︸
=Y
=


W . . . Sm−k−1 W . . . Sm−1 W
0
. . .
. . .
. . .
...
...
. . . W
. . . Sm−k−1 W
...
. . .
. . .
. . .
...
0 . . . . . . 0 W


︸ ︷︷ ︸
=C


X0
...
Xk
...
Xm−1


︸ ︷︷ ︸
=X
+


Sm
...
Sm−k
...
S

Ym+


Z . . . Sm−k−1 Z . . . Sm−1 Z
0
. . .
. . .
. . .
...
...
. . . Z
. . . Sm−k−1 Z
...
. . .
. . .
. . .
...
0 . . . . . . 0 Z




H1
...
Hk
...
Hm


︸ ︷︷ ︸
=D
(e´q. 2.128)
avec :
W =
[
N ˆˆK 0 0
]
Z =
[
N 0 0
]
Hk =
t[
Hk 0 0
]
Cette me´thode s’ave`re plus pertinente au niveau du traitement du proble`me aux deux
bouts puisqu’elle permet d’avoir une relation directe entre les conditions initiales et les
conditions finales. La de´termination de la solution d’un tel proble`me revient a` e´tudier les
matrices de transition du champ direct a` celui adjoint (e´q. 2.120 et e´q. 2.128). Ce qui re-
vient a` controˆler le conditionnement d’une telle matrice.
Cependant, l’imple´mentation d’une me´thode globale en temps peut exiger des ressources
Type de structure 0D 1D 2D 3D
Nombre
de degre´s 1 n+1 2(n1+1)(n2+1) 3(n1+1)(n2+1)(n3+1)
de liberte´
Nombre
de pas de
√
Tf
K
M
+1 Tf
√
E
ρ
n
L
+1 Tf min(
n1
L
, n2
l
)
√
E
ρ +1 Tf min(
n1
L
, n2
l
, n3
h
)
√
E
ρ +1
temps (m)
Taille
de la matrice (2m)2 (2(n+1)m)2 (4(n1+1)(n2+1)m)
2 (6(n1+1)(n2+1)(n3+1)m)
2
de transition
Couˆt
de l’inversion 8
3
m3 8
3
(n+1)3m3 64
3
(n1+1)
2(n2+1)
2m2 72(n1+1)
2(n2+1)
2(n3+1)
2m2
(Cholesky)
TABLE 2.3: Complexite´ calculatoire de la me´thode globale en temps en fonction du
nombre de degre´s de liberte´, de pas de temps et de la dure´e d’observation.
plus dispendieuses en mate´riel et en e´nergie. En effet, dans le tableau 2.3 on a reporte´
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le nombre d’instructions machine exe´cute´es ou encore le nombre d’ope´rations addition-
multiplication cumule´es pour effectuer l’inversion de la matrice de transition globale en
temps et cela pour diffe´rents types de structures. Ce nombre de´pend de la dure´e d’observa-
tion Tf , du nombre de degre´s de liberte´ et du pas de temps. Cette e´valuation a e´te´ re´alise´e
pour une re´solution de type Cholesky et a permis de relever le tableau ainsi re´fe´rence´.
3 Quelle me´thode choisir ?
La me´thode de tirs se preˆte particulie`rement bien a` la paralle´lisation
[Chartier et Philippe, 1993, Stoer et Bulirsch, 2002]. Son imple´mentation sur un
re´seau d’ordinateurs permet de re´duire le temps de l’e´valuation de la solution du
proble`me [Bellen et al., 1990, Guibert, 2010]. En outre, elle est caracte´rise´e par son
extreˆme pre´cision nume´rique. La me´thode n’est cependant pas exempte d’inconve´nients.
En effet, l’e´tat du syste`me a` identifier n’est pas observable car le calcul des controˆles
optimaux s’effectue en boucle ouverte. Ceci se traduit par l’impossibilite´ de deviner les
bonnes conditions initiales pour l’e´tat et le vecteur adjoint afin d’espe´rer faire converger
la me´thode.
En contre partie, la me´thode base´e sur la re´solution de l’e´quation diffe´rentielle
alge´brique de Riccati est une me´thode directe permettant de calculer, en boucle ferme´e,
les controˆles optimaux. Elle est plus robuste que la me´thode de tirs puisqu’elle est peu sen-
sible au choix des conditions initiales. En revanche, elle est moins pre´cise que la me´thode
de tirs et l’augmentation du nombre de pas de discre´tisation ne peut pas ame´liorer la situa-
tion car sinon elle deviendrait trop gourmande en me´moire. L’existence de plusieurs mi-
nima de la fonctionnelle couˆt est susceptible de converger vers une solution qui s’ave´rera
eˆtre tre`s e´loigne´e de la vraie solution optimale.
Une me´thode hybride combinant ces deux approches peut eˆtre utilise´e pour re´soudre le
proble`me de controˆle optimal associe´ a` l’identification. En mettant en œuvre la me´thode
de Riccati, on peut ainsi espe´rer obtenir une bonne approximation de la trajectoire op-
timale, et du champs adjoint associe´. Ce qui permet d’offrir un meilleur point de de´part
situe´ dans le domaine de convergence de la me´thode de tirs caracte´rise´e par son excellente
pre´cision nume´rique.
Il est a` noter e´galement que la proce´dure d’orthonormalisation est tre`s satisfaisante
dans la mesure ou` elle permet d’augmenter la dure´e du test. En effet, elle permet de
rectifier le caracte`re mal conditionne´ de la matrice de transition issue de la me´thode de tirs.
Mais, la mise en place de cette technique semble one´reuse pour au moins deux raisons :
– on perd la possibilite´ de la paralle´lisation de la me´thode de tirs. En effet, les fonc-
tions de bases ge´ne´re´es se voient rectifie´es les unes en fonction des autres en vue
d’obtenir une base orthonormale ;
– l’accroıˆt de la dure´e d’observation fait apparaıˆtre des exponentielles positives qui
conduisent les diffe´rentes fonctions de la base ge´ne´re´es a` suivre des branches d’hy-
perboles. La correction du conditionnement de la matrice de transition ne´cessite
alors plusieurs ope´rations d’orthonormalisations.
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4 Conclusion
Le proble`me d’identification des parame`tres d’une structure a e´te´ formule´ par le biais
du concept de l’erreur en relation de comportement modifie´e. Sa minimisation sous les
contraintes de l’e´quation d’e´quilibre et les conditions initiales en temps permet de trouver
un compromis entre la ve´rification du mode`le mathe´matique de la structure et la perti-
nence des mesures expe´rimentales.
Le point optimal de ce proble`me de minimisation est la solution d’un syste`me
d’e´quations diffe´rentielles ayant pour inconnues deux champs couple´s en temps. Le
champ direct en temps contient l’information utile qu’on cherche a` identifier. Le champ
re´trograde est un re´sidu refle´tant le taux de pe´nalisation suite a` la pre´sence du bruit
dans les mesures. L’e´tude the´orique mene´e sur un exemple 0D a permis de ve´rifier la
pre´sence d’exponentielles croissantes et de´croissantes en temps. Ces exponentielles sont
responsables de la nature instable du proble`me traite´ surtout pour les temps d’e´tude re-
lativement longs. Ce point a e´te´ releve´ graˆce a` la me´thode de tirs. Une premie`re solu-
tion e´tait d’introduire une proce´dure d’orthonormalisation. Elle a permis d’ame´liorer le
conditionnement de la matrice de transition pour des dure´es d’observations importantes.
Une autre technique qui a permis de reme´dier a` ce phe´nome`ne d’instabilite´ a e´te´ ob-
tenue graˆce a` la mise en place de la me´thode base´e sur l’e´quation alge´brique de Ric-
cati [Feissel, 2003, Allix et al., 2003]. Dans [Nguyen et al., 2005, Allix et al., 2005] une
stabilite´ nume´rique a e´te´ e´tablie par la re´ussite d’une solution analytique de l’e´quation
alge´brique de Riccati. Elle a permis de mieux controˆler les temps d’e´tudes interme´diaires.
Ame´liorer davantage le couˆt de traitement nume´rique du proble`me aux deux bouts consti-
tue l’objectif des travaux pre´sente´s dans la deuxie`me partie de ce rapport.
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Chapitre 3
Re´solution du proble`me aux deux bouts
par la me´thode de relaxation
Dans ce chapitre, nous apporterons des re´ponses aux
questions portant sur la re´duction du couˆt de la proce´dure de
l’identification. On fera un panorama sur ce qui existe dans la
litte´rature en ce qui concerne l’apport des me´thodes
ite´ratives, leurs possibilite´s et leurs conditions d’applications.
Une me´thode de traitement robuste base´e sur l’ide´e de la
relaxation est e´tudie´e dans le cas e´lastique. Graˆce a` cette
technique, l’identification base´e sur l’erreur en relation de
comportement modifie´e fonctionne bien, meˆme pour des
mesures fortement perturbe´es. Sa comparaison avec la
me´thode base´e sur la re´solution de l’e´quation alge´brique de
Riccati et la me´thode de tirs confirme la robustesse de la
strate´gie d’identification propose´e.
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1 Motivation de l’e´tude et insuffisance de la me´thode
d’approximations successives
1.1 Me´thode ite´rative : proprie´te´s, limites et convergence
1.1.1 Proprie´te´s
La me´thode ite´rative variationnelle est originaire des travaux de He en 1999
[He, 1999]. Sa puissance comme un outil mathe´matique pour la re´solution de divers types
de proble`mes non-line´aires a retenu la confiance de plusieurs auteurs. Elle a e´te´ applique´e
avec succe`s pour la re´solution des e´quations diffe´rentielles a` effet retard [He, 1997], de
l’e´quation non line´are de Duffing d’ordre cinq et du pendule mathe´matique [He, 1997].
Elle a e´te´ utilise´e e´galement pour la re´solution de l’e´quation du Burger, de l’e´quation
couple´e du Burger [Abdou et Soliman, 2005b], de l’e´quation ge´ne´ralise´e de Korteweg et
de Vries (KdV) et l’e´quation couple´e de Schrodinger-KdV [Abdou et Soliman, 2005a] et
d’autres proble`mes [He, 2006a, He, 2006b, He et Wu, 2006].
1.1.2 La me´thode ite´rative propose´e et ses limites
Simplifions l’e´tude en conside´rant l’e´quation diffe´rentielle de premier ordre (e´q. 3.1)
d’inconnue x(t) =
t(
x1 (t) , x2 (t)
) ∈R2 ou` t ∈ [0, T ].
{
x˙1 = f1 (x1,x2, t)
x˙2 = f2 (x1,x2, t)
(e´q. 3.1)
ou` les conditions initiale et finale en temps sont donne´es par (e´q. 3.2) :{
x1 (0) = x10
x2 (T ) = x2T
(e´q. 3.2)
L’ide´e basique de la me´thode ite´rative est de fixer, par exemple, le champ re´trograde
x2 et de re´soudre l’e´quation diffe´rentielle d’inconnue le champ direct x1. La solution ainsi
obtenue est injecte´e dans l’e´quation diffe´rentielle d’inconnue x2 afin de de´terminer la
nouvelle solution qui en de´coule. On re´sout de nouveau l’e´quation d’inconnue le champ
direct apre`s avoir actualise´ le champ re´trograde x2 figurant dans son second membre. Puis
on re´pe`te la proce´dure jusqu’a` convergence.
Avec cette logique, on construit un algorithme ite´ratif. Il permet de remplacer le
proble`me de re´solution du syste`me d’e´quations couple´es (e´q. 3.1) par la re´solution d’une
se´quence d’e´quations diffe´rentielles e´voluant en temps dans un sens ou dans l’autre.
Ces deux manie`res de re´solution ite´rative peuvent eˆtre vues comme deux versions ana-
logues des techniques de Gauss-Seidel et Gauss-Jacobi pour la re´solution des e´quations
alge´briques non line´aires. En d’autres termes ces algorithmes peuvent eˆtre vus comme
des techniques de de´couplage en temps des e´quations diffe´rentielles du syste`me (e´q. 3.1).
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La formulation la plus ge´ne´rale d’un syste`me d’e´quations diffe´rentielles non line´aires
est donne´e par la formulation implicite (e´q. 3.3) :{
G (x˙(t),x(t),u(t)) = 0, ∀t ∈ [0, T ]
x(0) = x0
(e´q. 3.3)
ou` :
• x : [0, T ]→Rn est la variable d’e´tat du syste`me ;
• u : [0, T ]→ Rr est l’excitation du syste`me ou encore l’entre´e principale qui est
continue presque partout ;
• G : Rn×Rn×Rr →Rn est la fonction de´crivant le comportement impulsionnel du
syste`me qui est e´galement continue.
Dans le but de garantir que la me´thode ite´rative applique´e a` l’e´quation (e´q. 3.3)
converge vers les solutions du syste`me, on doit tout d’abord s’assurer que l’e´quation
(e´q. 3.3) admet de´ja` une solution. Selon [Hale, 1969], s’il existe une transformation de
l’e´quation (e´q. 3.3) a` une forme de type y˙ = f (y,u) ou` f est lipschitzienne continue par
rapport a` y pour tout u, alors une solution unique au syste`me existe.
Bien qu’il existe de nombreux ensembles de contraintes ge´ne´rales sur F garantissant
l’existence d’une telle transformation, ces conditions sont difficiles a` ve´rifier en pratique.
En plus, pour le syste`me ci-dessus, il est difficile de de´terminer la manie`re avec laquelle
seront assigne´es les variables aux e´quations lors de l’application de l’algorithme. Selon
[Lelarasmee et Sangiovanni-Vincentelli, 1982a], un mauvais choix de variables x j pen-
dant la re´solution de l’e´quation Fi du syste`me peut de´truire la convergence de l’algo-
rithme. Dans ce qui suit on s’inte´ressera aux conditions de convergence de la me´thode
ite´rative afin de ve´rifier pour quelques applications le choix de variables ainsi men-
tionne´es.
1.1.3 Convergence de la me´thode ite´rative
Il est important pour une me´thode de re´solution ite´rative de se fixer un crite`re tradui-
sant la convergence. On peut choisir, par exemple, l’erreur faite sur les conditions initiales
et finales connues comme un crite`re de convergence ou encore la variation des champs
d’une ite´ration a` la suivante.
Dans notre cas, le proble`me qu’on cherche a` re´soudre peut eˆtre conside´re´ sous une forme
moins ge´ne´rale (e´q. 3.4) :{
F (x(t),u(t))x˙(t) = f (x(t),u(t)) , ∀t ∈ [0, T ]
x(0) = x0
(e´q. 3.4)
ou` l’inverse de l’ope´rateur F (x,u) existe et est borne´ par rapport a` x et u. Dans
[Lelarasmee, 1982, Lelarasmee et Sangiovanni-Vincentelli, 1982b] il a e´te´ montre´ que
l’algorithme ite´ratif converge en l’appliquant au syste`me (e´q. 3.4) si la matrice F (x,u)
est une matrice a` diagonale dominante et inde´pendante de la variable x.
Si on reconside`re l’exemple du proble`me de´crit par l’e´quation (e´q. 2.69), l’ope´rateur
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F (x,u) associe´ est donne´ par la forme matricielle (e´q. 3.5) :
F
(
Z,
(
0
A−1
)
C (t)
)
=
(
0 I
−A−1B 0
)−1
=


0 0 I 0
0 0 0 I
−M−1K M−1 (Kˆ−K) 0 0
M−1 ˆˆK −M−1K 0 0


−1
(e´q. 3.5)
Donc une premie`re condition assurant la convergence de l’application d’une me´thode
ite´rative a` ce syste`me revient a` ve´rifier si la matrice ci-dessus est a` diagonale dominante.
Cela nous me`ne a` e´noncer les re`gles suivantes dans le but de ve´rifier la convergence.
Dans le cas de divergence, des outils d’ame´lioration sont a` pre´voir pour l’obtention d’une
condition de convergence.
1.1.3.1 The´ore`me du point fixe de Banach
Soit Y un espace de Banach et F : Y →Y un endomorphisme. S’il existe γ ∈ [0,1[ tel
que pour tout (x,y) ∈ Y 2 la fonction F ve´rifie (e´q. 3.6) :
‖ F(y)−F(x) ‖≤ γ ‖ y− x ‖ (e´q. 3.6)
alors la fonction F admet un unique point fixe y˜ (i.e. : F(y˜) = y˜). De plus, quelle que
soit l’initialisation y0 ∈ Y , la se´quence {yk ∈ Y} ge´ne´re´e par l’algorithme de point fixe
yk = F(yk−1) converge uniforme´ment vers y˜.
1.1.3.2 Lemme de la matrice dominante
Si F (x,u)∈Rn×n est a` diagonale uniforme´ment dominante pour tout x∈Rn, u∈Rr
alors quelle que soit la collection de vecteurs {x1, . . . ,xn}, xi ∈Rn et quel que soit u∈Rr,
la matrice F p(x1, . . . ,xn,u) ∈Rn×n de´finie par F pi j(x1, . . . ,xn,u) = Fi j(xp,u) est aussi a`
diagonale dominante. En d’autres termes, soit F p la matrice construite par e´galisation de
la ie`me colonne de F p a` la ie`me colonne de la matrice donne´e F (xi,u), alors la nouvelle
matrice est aussi a` diagonale dominante.
1.1.3.3 The´ore`me des approximations successives
Si la matrice F (x,u) ∈ Rn×n est a` diagonale uniforme´ment strictement dominante
pour tout x ∈ Rn et u ∈ Rr et lipschitzienne continue par rapport a` x quel que soit u.
Alors la se´quence de champs {xk} ge´ne´re´e par l’algorithme ite´ratif de Gauss-Seidel ou
Gauss-Jacobi converge uniforme´ment vers la solution de l’e´quation (e´q. 3.4) pour toute
dure´e d’observation T .
Contrairement a` Pearson et autres [Wismer, 1971] qui ont utilise´ le principe de l’ap-
plication contractante, Raffort a montre´ que la convergence de la me´thode ite´rative est
lie´e a` la valeur du rayon spectral d’un ope´rateur inte´grateur [Raffort, 1982]. Il a de´montre´
l’e´quivalence entre les valeurs propres d’un tel ope´rateur et le choix de la dure´e d’obser-
vation ou encore de l’intervalle temporel [0, T ].
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1.2 Applications de la me´thode ite´rative
1.2.1 Application de la me´thode ite´rative a` la the´orie du controˆle optimal
Une e´tude re´alise´e par Raffort dans [Raffort, 1982] a porte´ sur la convergence de la
me´thode ite´rative pour la re´solution d’un proble`me aux deux bouts line´aire. Son e´tude
de´rive de la the´orie de controˆle quadratique optimal. Il a montre´ que le rayon spectral
de l’ope´rateur d’inte´gration associe´ au proble`me constitue une condition ne´cessaire et
suffisante pour la caracte´risation de la solution.
On applique cette e´tude sur l’approche explicite´e par les e´quations du syste`me (e´q. 2.83)
qu’on peut re´e´crire sous la forme du proble`me (e´q. 3.4), il vient (e´q. 3.7) :[
q˙(t)
λ˙ (t)
]
= F−1
[
q(t)
λ (t)
]
+
[
BF˜d(t)
t
CQCU˜d(t)
]
(e´q. 3.7)
ou` F−1 =
(
A −GR−1 tG
− tCQC − tA
)
.
Les conditions initiale et finale en temps sont donne´es par (e´q. 3.8) :
q(0) =
[
x0
v0
]
, λ (T ) =
[
0
0
]
(e´q. 3.8)
En e´crivant F−1 = S+L, une ite´ration Gauss-Seidel de l’e´quation (e´q. 3.7) est donne´e
par (e´q. 3.9) :[
q˙
(i+1)
(t)
λ˙
(i+1)
(t)
]
= S
[
q
(i+1)
(t)
λ
(i+1)
(t)
]
+L
[
q
(i)
(t)
λ
(i)
(t)
]
+
[
BF˜d(t)
t
CQCU˜d(t)
]
(e´q. 3.9)
ou` S =
(
A 0
− tCQC − tA
)
et L =
(
0 −GR−1 tG
0 0
)
avec les conditions initiales et
finales en temps (e´q. 3.10) : 

q
(i+1)
(0) =
[
x0
v0
]
λ
(i+1)
(T ) =
[
0
0
] (e´q. 3.10)
Supposons que la solution exacte est
(
qˆ, λˆ
)
et soit ε
(i)
=
(
ε
(i)
q
ε
(i)
λ
)
=
(
q
(i)− qˆ
λ
(i)− λˆ
)
.
L’e´quation (e´q. 3.9) et ses conditions initiale et finale en temps (e´q. 3.10) deviennent alors
(e´q. 3.11) : 

ε˙
(i+1)
= Sε
(i+1)
+Lε
(i)
ε
(i+1)
q (0) = 0,
ε
(i+1)
λ (T ) = 0
(e´q. 3.11)
Le dernier syste`me (e´q. 3.11) peut eˆtre repre´sente´ par l’e´quation (e´q. 3.12) :
ε
(i+1)
= Γε
(i)
= Γiε
(0)
(e´q. 3.12)
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ou` Γ : [0, T ] → R2n est un ope´rateur d’inte´gration de´fini, selon [Raffort, 1982], par
(e´q. 3.13) :
[Γε](t) = Φ(t,T )
( ∫ T
0 Φ11(T,s)L12ελ (s)dS
0
)
+
∫ t
T
Φ(t,s)Lε(s)dS (e´q. 3.13)
avec Φ(t,s) la matrice de transition associe´e a` S.
Les ite´rations Gauss-Seidel forment une suite ge´ome´trique de raison l’ope´rateur Γ.
Donc la convergence vers la solution (qˆ, λˆ ) est assure´e si et seulement si ‖ Γi ‖→ 0 quand
i→ +∞ c’est a` dire quand le rayon spectral de l’ope´rateur est strictement dans le cercle
unite´. La dure´e d’observation ou encore l’e´tendue T de l’intervalle temporel [0, T ] pour
laquelle l’algorithme ite´ratif de Gauss-Seidel converge revient a` la de´termination de la
borne supe´rieure de cet intervalle. C’est-a`-dire la borne supe´rieure pour laquelle la valeur
maximale du module des valeurs propres de l’ope´rateur Γ est infe´rieure a` 1.
Une illustration de la re´solution du syste`me est traite´e dans [Raffort, 1982]. Elle per-
met de distinguer, suivant les valeurs propres de l’ope´rateur Γ, deux re´gions se´pare´es par
une valeur critique de temps Tˆ . La premie`re re´gion de convergence correspondant aux va-
leurs de T ve´rifiant T < Tˆ . La deuxie`me re´gion de divergence correspondant aux valeurs
de T ve´rifiant T ≥ Tˆ .
1.2.2 Application de la me´thode ite´rative au proble`me global en temps
Le proble`me couple´ peut eˆtre envisage´ et traite´ par des me´thodes de re´solution glo-
bales en temps comme la me´thode LATIN [Dureisseix et al., 2003]. Ceci e´tant les deux
e´quations locales en temps (e´q. 2.113) et (e´q. 2.121) permettent d’e´crire le syste`me sous
la forme matricielle (e´q. 3.14) :{
D1Xk+1 = D2Xk+D3X
⋆
k+1+Fk+1
R1X
⋆
k−1 = R2X
⋆
k +R3Xk−1+Gk−1
(e´q. 3.14)
avec les conditions initiales et finales en temps donne´es par la relation (e´q. 3.15) :{
Dˆ1X0 = D3X
⋆
0 +F0
Dˆ1X
⋆
m = R3Xm+Gm
(e´q. 3.15)
Les diffe´rentes matrices et vecteurs qui figurent dans ces deux derniers syste`mes sont ex-
plicite´es en annexe (cf. section 4.1). En concate´nant les e´quations directes et re´trogrades
en temps pour tous les pas de temps dans une seule e´quation on trouve la version matri-
cielle globale en temps (e´q. 3.16) :(
A D
−R B
)(
X
X⋆
)
=
(
F
G
)
(e´q. 3.16)
• X = t( tX0 . . . tXm ) et X⋆ = t( tX⋆0 . . . tX⋆m ) sont respectivement les vec-
teurs globaux en temps des champs cine´matiques directs et re´trogrades en temps ;
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• F = t( tF0 . . . tFm ) et G = t( tG0 . . . tGm ) sont les vecteurs des actions
me´caniques issues respectivement de la contribution pour tous les pas de temps des
forces et de´placements mesure´s ;
• A=


Dˆ1 0 0 . . . 0
−D2 D1 0 . . . ...
0 −D2 D1 . . . ...
...
. . .
. . .
. . . 0
0 . . . 0 −D2 D1

, B=


R1 −R2 0 . . . 0
0 R1 −R2 . . . ...
0 0 R1
. . . 0
...
. . .
. . .
. . . −R2
0 . . . 0 0 Dˆ1

,
D =


−D3 0 . . . 0
0 −D3 . . . ...
...
. . .
. . . 0
0 . . . 0 −D3

 et R =


R3 0 . . . 0
0 R3
. . .
...
...
. . .
. . . 0
0 . . . 0 R3

 sont des
matrices blocs permettant d’e´crire pour tous les pas de temps et d’une manie`re
globale le proble`me local en temps (e´q. 3.10) avec ses conditions initiales et finales
en temps (e´q. 3.11).
Le syste`me (e´q. 3.15) ainsi obtenu est line´aire. On peut proce´der a` sa re´solution en
ope´rant ite´rativement jusqu’a` la convergence vers la solution du proble`me. En effet, en
partant d’une solution initiale X⋆
(0)
on re´sout (e´q. 3.17) d’inconnue X
(0)
.
AX
(0)
=−DX⋆(0) +F (e´q. 3.17)
La solution trouve´e sera par la suite injecte´e dans le deuxie`me membre de l’e´quation
(e´q. 3.18) d’inconnue X⋆
(1)
:
BX⋆
(1)
= RX
(0)
+G (e´q. 3.18)
De la meˆme fac¸on, on met a` jour le second membre de (e´q. 3.14) en remplac¸ant X⋆
(0)
par
X⋆
(1)
solution de (e´q. 3.18). La nouvelle e´quation d’inconnue X
(1)
a` re´soudre est donne´e
par (e´q. 3.19) :
AX
(1)
=−DX⋆(1) +F (e´q. 3.19)
On e´value, par la suite, l’erreur de´finie par la somme de la norme de l’e´cart entre la
nouvelle et l’ancienne solution (respectivement X
(0)
et X
(1)
) du proble`me direct et de la
norme de l’e´cart entre la nouvelle et l’ancienne solution (respectivement X⋆
(0)
et X⋆
(1)
)
du proble`me re´trograde divise´e par la somme des normes de ces anciennes solutions du
proble`me couple´. Si l’erreur ainsi e´value´e est supe´rieure a` ε (ou` 0 < ε ≪ 1) alors on
re´ite`re jusqu’a` baisser l’erreur a` une valeur en dessous de ε en re´solvant successivement
(e´q. 3.20a) et (e´q. 3.20b) d’inconnues respectives X⋆
(i+1)
et X
(i+1)
.
BX⋆
(i+1)
= RX
(i)
+G (e´q. 3.20a)
AX
(i+1)
= DX⋆
(i+1)
+F (e´q. 3.20b)
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Les expressions des termes ge´ne´raux X
(i)
et X⋆
(i)
des deux suites re´currentes (e´q. 3.20)
solutions du proble`me (e´q. 3.16) a` une ite´ration quelconque i≥ 0 associe´es a` une initiali-
sation X⋆
(0)
sont donne´es par (e´q. 3.21) :
X
(i)
=
(−A−1DB−1R)iX (0) + i−1∑
j=0
(−A−1DB−1R) j (−A−1DB−1G+A−1F) (e´q. 3.21a)
X⋆
(i)
=
(−B−1RA−1D)iX⋆(0) + i−1∑
j=0
(−B−1RA−1D) j (B−1RA−1F+B−1G) (e´q. 3.21b)
Une condition ne´cessaire assurant la convergence de
(
X
(i)
, X⋆
(i)
)
vers la solution(
Xˆ , Xˆ⋆
)
quand i tend vers +∞ est que les modules des spectres des matrices
A−1DB−1R et B−1RA−1D soient dans le cercle unite´ (i.e. : ‖ ρ(A−1DB−1R) ‖< 1 et
‖ ρ(B−1RA−1D) ‖< 1). Cependant, cette piste n’a pas e´te´ mise en pratique, car elle ne
prend pas en compte le caracte`re instable du syste`me couple´. Ce qui n’empeˆchera pas la
propagation des instabilite´s (divergences en amplitudes) entre les e´quations.
1.2.3 Application de la me´thode ite´rative au proble`me local en temps
Il est possible, en parcourant le temps successivement dans le sens direct et dans le
sens re´trograde, de re´soudre le proble`me ite´rativement. Dans le cas de la re´solution de
l’ensemble du syste`me (e´q. 2.68), on proce`de successivement dans le sens direct puis
dans le sens re´trograde. Sauf que les conditions initiales pour la re´solution directe en
temps (respectivement les conditions finales pour la re´solution re´trograde en temps) ne
sont pas comple`tes. Pour surmonter cette limite, on comple`te par la valeur au dernier pas
de temps du calcul pre´ce´dent les conditions manquantes.
En ite´rant, la convergence vers les bonnes conditions initiales et finales n’est pas
force´ment garantie. Ne´anmoins, un bon choix des conditions initiales pour le premier
calcul, par exemple, peut garantir la convergence vers les bons champs solutions. Ceci
est rendu possible car le couplage entre le proble`me direct et re´trograde se fait par les
conditions initiales et finales.
On peut aussi transformer le syste`me (e´q. 2.68) de telle manie`re que l’on puisse faire
apparaıˆtre deux e´quations diffe´rentielles sous la forme (e´q. 3.22) :
MU¨(t)+KU(t) =
(
Kˆ−K)U⋆(t)+ Fˆ(t) (e´q. 3.22a)
MU¨⋆(t)+KU⋆(t) = ˆˆKU(t)− ˆˆF(t) (e´q. 3.22b)
avec les conditions initiales et finales en temps (e´q. 3.23) :
U (0) =U0, U˙ (0) = U˙0 (e´q. 3.23a)
U⋆ (T ) = 0, U˙⋆ (T ) = 0 (e´q. 3.23b)
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La re´solution du syste`me forme´ par ces e´quations ne´cessite la connaissance des seconds
membres. Une re´alisation ite´rative dont les e´tapes sont de´taille´es par l’algorithme 3.1 per-
met de surmonter cette difficulte´ en mettant a` jour ces seconds membres par les solutions
trouve´es a` l’ite´ration pre´ce´dente.
1. Initialiser :
(a) un compteur i= 0 ;
(b) le multiplicateur de LagrangeU⋆
(i)
;
(c) un seuil de convergence ε .
2. Calculer le champ direct U
(i)
solution de (e´q. 3.22a) sous la condition
(e´q. 3.23a) ;
3. Incre´menter i de 1 ;
4. Calculer le champ re´trogradeU⋆
(i)
solution de (e´q. 3.22b) sous la condi-
tion (e´q. 3.23b) ;
5. Calculer le champ direct U
(i)
solution de (e´q. 3.22a) sous la condition
(e´q. 3.23a) ;
6. E´valuer l’erreur r
(i)
selon l’e´quation (e´q. 3.24) :
r
(i)
=
‖U (i)−U (i−1) ‖2 + ‖U⋆(i)−U⋆(i−1) ‖2
‖U (i) ‖2 + ‖U⋆(i) ‖2 (e´q. 3.24)
7. Tant que r
(i) ≥ ε faire :
(a) incre´menter le compteur : i ← i+1 ;
(b) calculer le champ re´trograde U⋆
(i)
solution de (e´q. 3.22b) sous la
condition (e´q. 3.23b) ;
(c) calculer le champ direct U
(i)
solution de (e´q. 3.22a) sous la condi-
tion (e´q. 3.23a) ;
(d) mettre a` jour l’erreur r
(i)
donne´e par l’e´quation (e´q. 3.24).
8. U
(i)
etU⋆
(i)
sont les solutions souhaite´es.
TABLE 3.1: Algorithme ite´ratif propose´.
Une illustration de cette technique est sche´matise´e sur la figure 3.1. Un sche´ma de
Newmark direct (respectivement re´trograde) est utilise´ pour de´terminer le champ solution
de (e´q. 3.22a) (respectivement de (e´q. 3.22b)) dans l’espace des champs directs (respecti-
vement re´trogrades).
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Espace
des champs
r e´trogrades
. . .
U
(0)
U
(1)
Espace
des champs
directs
U ⋆
(1)
U ⋆
(0)
U
(i+1)
U ⋆
(i+1)
U
(i)
U ⋆
(i)
sch e´ma de Newmark direct a` l’it e´ration i :
M U¨
(i)
+ K U
(i)
=
(
Kˆ − K
)
U ⋆
(i)
+ Fˆ
sch e´ma de Newmark r e´trograde a` l’it e´ration i + 1 :
M U¨ ⋆
(i+1)
+ K U ⋆
(i+1)
=
ˆˆ
K U ( i)− ˆˆF
FIGURE 3.1: Me´thode ite´rative propose´e.
Des essais nume´riques ont e´te´ e´labore´s dans deux cas unidimensionnel et bidimen-
tionnel afin de tester la robustesse de la me´thode en pre´sence et en absence de bruit. Une
convergence a e´te´ obtenue de`s la premie`re ite´ration dans le cas ou` les mesures ne sont pas
bruite´es. Au moment ou` les mesures deviennent bruite´es on perd l’avantage de la conver-
gence de la me´thode de re´solution. La pre´sence des formes exponentielles au niveau de
l’e´volution des champs direct et re´trograde sur la dure´e d’observation [0,T ] fait en sorte
qu’on n’obtient pas la convergence avec cette me´thode. Au contraire l’erreur calcule´e a`
chaque ite´ration augmente, illustrant ainsi la divergence de la suite des solutions. Afin
de surmonter cette situation, on se propose d’introduire un coefficient permettant de re-
laxer l’erreur calcule´e graˆce a` une technique permettant de repousser ces limites qui se
focalisent au niveau de sa divergence.
2 Application de la me´thode de relaxation au proble`me
aux deux bouts
2.1 Motivation
Dans notre cas, re´soudre ite´rativement un proble`me de la forme (e´q. 3.4) ne permet
pas de converger. Afin de surmonter cette limite on se propose de raffiner la me´thode
ite´rative en introduisant la technique de surrelaxation successive. Cette technique utilise
un coefficient de relaxation ω ∈]0, 2[ dans le but de trouver la bonne quantite´ a` ajouter
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d’une ite´ration a` une autre afin de se de´placer dans le bon sens qui aboutit aux champs
solutions. L’application de cette technique au proble`me (e´q. 3.16) donne :
(
A 0
−ω R B
)(
X
(i+1)
X⋆
(i+1)
)
=
(
(1−ω)A −ω D
0 (1−ω)B
)(
X
(i)
X⋆
(i)
)
+
(
ω F
ω G
)
(e´q. 3.25)
Le re´sultat est ensuite fractionne´ en deux e´quations. On de´marre la re´solution du pro-
cessus a` partir d’une initialisation (X
(0)
, X⋆
(0)
). L’e´valuation alternative et successive des
solutions X
(i+1)
et X⋆
(i+1)
respectivement des e´quations (e´q. 3.20a) et (e´q. 3.20b) relaxe´es
par un coefficient ω conduit a` la proce´dure (e´q. 3.26) :
AX
(i+1)
= (1−ω)AX (i) +ω
(
−DX⋆(i) +F
)
(e´q. 3.26a)
BX⋆
(i+1)
= (1−ω)BX⋆(i) +ω
(
RX
(i+1)
+G
)
(e´q. 3.26b)
Afin de tirer partie des caracte´ristiques de ce processus global en temps, on proce`de a`
son de´sassemblage. Ce qui permet permet d’aboutir aux algorithmes de re´solution du
proble`me couple´ de´taille´s par les tables 3.2 et 3.3 :
Pour mettre en place cette technique, on pre´sente dans ce qui suit des re´sultats
nume´riques des tests re´alise´s sur deux cas 1D et 2D.
2.2 Application au cas 1D
2.2.1 Mode`le de re´fe´rence
Dans cette section, on a restreint l’application de la me´thode au cas d’une barre
e´lastique, rectiligne, homoge`ne et isotrope de section S = 1cm2 et de longueur L = 1m.
Le domaine de la structure e´tudie´e (cf. figure 3.2) ve´rifie les conditions limites suivantes :
• sur sa frontie`re x= 0, la structure est bloque´e en de´placement ;
• sur sa frontie`re x = L, un chargement F
ext
(t) de type demi-sinus avec une valeur
maximale Fmax = 20kN est applique´.
E
re f
, ν
re f
, ρ
re f
✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
✲
F
ext
(t)
O t
F
ext
(t)
FIGURE 3.2: Barre encastre´e soumise a` un effort a` son extre´mite´.
Pour constituer le mode`le de re´fe´rence qui sera confronte´ aux mesures expe´rimentales, on
ne´glige les variations de section par effet Poisson. L’e´tat me´canique du solide peut donc
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1. Initialisation :
U
(i+1)
0 =U0 U˙
(i+1)
0 =V0
U¨
(i+1)
0 = (1−ω)U¨
(i)
0 +ω M
−1
[(
Kˆ−K)U⋆(i)0 + Fˆ0]
2. Pour k allant de 1 jusqu’a` m calculer :
(a) le champ direct a` l’instant t = k∆t :
U
(i+1)
k =
(
K+ 1
∆t2 β
M
)−1{
M
∆t2 β
U
(i+1)
k−1 +
M
∆t β U˙
(i+1)
k−1 +
( 12−β)
β MU¨
(i+1)
k−1
+(1−ω)
(
KU
(i)
k +MU¨
(i)
k
)
+ω
[(
Kˆ−K)U⋆(i)k + Fˆk]}
(b) l’acce´le´ration du champ direct a` l’instant t = k∆t :
U¨
(i+1)
k =
1
∆t2β
[
U
(i+1)
k −U
(i+1)
k−1 −∆t U˙
(i+1)
k−1 −∆t2
(
1
2
−β
)
U¨
(i+1)
k−1
]
(c) la vitesse du champ direct a` l’instant t = k∆t :
U˙
(i+1)
k = U˙
(i+1)
k−1 +∆t
[
γ U¨
(i+1)
k +(1− γ)U¨
(i+1)
k−1
]
TABLE 3.2: E´tapes de re´solution du proble`me direct en temps.
eˆtre traite´ dans le cadre d’une mode´lisation unidimensionnelle. On suppose e´galement que
les caracte´ristiques (module de Young Eref = 200GPa, coefficient de Poisson νref = 0.3
et masse volumique ρref = 800kg.m
−3) sont bien connues. La barre est ensuite discre´tise´e
par 100 e´le´ments line´aires a` deux noeuds, de taille e´gale.
2.2.2 Donne´es expe´rimentales
2.2.2.1 Ge´ne´ration des mesures non perturbe´es
Les champs de de´placement et d’effort expe´rimentaux u et σ sont obtenus en re´solvant
le proble`me direct suivant :

e´quilibre : ρ ∂
2u
∂ t2
(x, t)− ∂σ∂x (x, t) = 0
relation de comportement : σ(x, t) = E ∂u∂x (x, t)
conditions initiales : u(x,0) = u0 et
∂u
∂ t (x,0) = v0
conditions aux limites : u(0, t) = 0 et Sσ(L, t) = F
ext
La re´solution est effectue´e graˆce a` un sche´ma d’inte´gration temporelle de type Newmark
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1. Initialisation :
U⋆
(i+1)
m = 0 U˙
⋆(i+1)
m = 0
U¨⋆
(i+1)
m = (1−ω)U¨⋆
(i)
m +ω M
−1
(
ˆˆKU
(i+1)
m − ˆˆFm
)
2. Pour k allant de m−1 jusqu’a` 0 calculer :
(a) le champ re´trograde a` l’instant t = k∆t :
U⋆
(i+1)
k =
(
K+ 1
∆t2 β
M
)−1{
M
∆t2 β
U⋆
(i+1)
k+1 − M∆t β U˙⋆
(i+1)
k+1 +
( 12−β)
β MU¨
⋆(i+1)
k+1
+(1−ω)
(
KU⋆
(i)
k +MU¨
⋆(i)
k
)
+ω
(
ˆˆKU
(i+1)
k − ˆˆFk
)}
(b) l’acce´le´ration du champ re´trograde a` l’instant t = k∆t :
∆t2β U¨⋆
(i+1)
k =U
⋆(i+1)
k −U⋆
(i+1)
k+1 +∆t U˙
⋆(i+1)
k+1 −∆t2
(
1
2
−β
)
U¨⋆
(i+1)
k+1
(c) la vitesse du champ re´trograde a` l’instant t = k∆t :
U˙⋆
(i+1)
k = U˙
⋆(i+1)
k+1 −∆t
[
γ U¨⋆
(i+1)
k +(1− γ)U¨⋆
(i+1)
k+1
]
TABLE 3.3: E´tapes de re´solution du proble`me re´trograde en temps.
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FIGURE 3.3: Conditions aux limites en effort et en de´placement non perturbe´es aux deux
bouts de la barre obtenues par un chargement de type demi-sinus en effort.
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inconditionnellement stable (i.e. : (γ;β ) =
(
1
2
; 1
4
)
) avec un pas de temps ∆t = 0,63µs.
Ce qui permet d’obtenir les conditions aux limites pour un temps d’e´tude T = 0,63ms
e´quivalent a` 10 allers d’ondes dans la barre. Sur la figure (3.3(a)) est illustre´e l’e´volution
temporelle des conditions aux limites en effort sur l’intervalle d’e´tude [0, T ]. Tandis que
sur la figure (3.3(b)) est reporte´e l’e´volution temporelle des conditions aux limites en
de´placement sur le meˆme intervalle.
2.2.2.2 Ge´ne´ration des mesures perturbe´es
Afin de tester la robustesse de la me´thode, des perturbations sont ajoute´es aux condi-
tions aux limites non perturbe´es fabrique´es par le calcul direct. Ces perturbations doivent
eˆtre maıˆtrise´es afin de se positionner dans un cas de mesures re´elles (cf. figure 3.4). Dans
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(a) Conditions aux limites en effort perturbe´es.
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FIGURE 3.4: Conditions aux limites en effort et en de´placement perturbe´es aux deux
bouts de la barre obtenues par un chargement de type demi-sinus en effort.
le cas re´el, comme le cas des essais aux barres d’Hopkinson, les efforts et les vitesses de
de´placement sont mesure´s. Ce que justifie le choix de Nguyen de perturber les mesures
en effort et en vitesse [Nguyen et al., 2005] contrairement a` ce qui a e´te´ propose´ dans
[Feissel, 2003, Allix et al., 2003] ou` le choix a e´te´ de perturber plutoˆt les mesures en effort
et en de´placement. Sauf que l’ide´e ici est de tester la robustesse de la me´thode vis-a`-vis de
la pe´nalite´ apporte´e par la pre´sence du bruit. Ici, loin des conside´rations the´oriques lie´es
a` l’interpre´tation e´nerge´tique de la perturbation des de´placements ou des conside´rations
expe´rimentales traduites par la cohe´rence entre les mesures des efforts et des vitesses de
de´placement, les perturbations des mesures vont porter sur les efforts et les de´placements.
Ces perturbations peuvent eˆtre de type bruit blanc uniforme ou gaussien. A` un certain
stade, seules les dernie`res sont retenues pour faciliter les e´tudes probabilistes. Un exemple
typique des conditions aux limites perturbe´es a` 40% est pre´sente´ dans la figure 3.4.
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2.2.3 Proble`me de base et proble`me inverse
Il s’agit donc de de´terminer le champ spatio-temporel de module de Young E qui
permet de satisfaire a` la fois la relation de comportement et une distance la plus proche des
de´placements et efforts expe´rimentaux u˜d et f˜d . Il s’agit donc de trouver un compromis
entre ces quantite´s, conside´re´es comme non fiables, sous la contrainte des quantite´s fiables
a` savoir l’e´quilibre et les conditions initiales en temps. Le proble`me de base associe´ a` la
strate´gie d’identification base´e sur l’ERdC modifie´e est donne´e par :
Trouver les champs u,σ ,ud et fd minimisant :
J (u,σ ,ud, fd) =
∫ T
0
1
2
∫ L
0 E
−1 (σ −Eε (u))2 dxdt+ η
2
∫ T
0
∣∣∣( fd− f˜d)2∣∣∣L
0
dt
+ζ
2
∫ T
0
∣∣∣(ud− u˜d)2∣∣∣L
0
dt
(e´q. 3.27)
sous les contraintes :
−ρ u¨+div(σ) = 0; u(x,0) = u0; u˙(x,0) = v0
2.2.4 Rappel du proble`me adjoint et mise en e´quation
Les champs direct et re´trograde ve´rifiant les conditions d’optimalite´ de la fonction
couˆt (e´q. 3.27) sont, respectivement, les solutions des e´quations diffe´rentielles (e´q. 3.28)
d’inconnues les vecteurs nodauxU etU⋆ :{
MU¨(t) + KU(t) =
(
Kˆ−K)U⋆(t) + Fˆ(t)
MU¨⋆(t) + KU⋆(t) = ˆˆKU(t) − ˆˆF(t) (e´q. 3.28)
et ve´rifiant les conditions initiales et finales en temps (e´q. 3.29) :{
U(0) =U0, U˙(0) = U˙0
U⋆(T ) = 0, U˙⋆(T ) = 0
(e´q. 3.29)
On a de´montre´ que l’utilisation d’une me´thode de re´solution base´e sur la re´solution de
l’e´quation matricielle de Riccati ou base´e sur la matrice de transition est gourmande
en me´moire. Surtout quand la dure´e d’observation devient importante, un grand nombre
d’ope´rations CPU pour e´valuer la solution est ne´cessaire. Ce qu’on proposera par la suite
est une me´thode permettant la re´solution de ce proble`me avec un couˆt moindre.
2.2.5 Re´solution du proble`me inverse par la me´thode de relaxation
Dans le cas d’un proble`me local en temps, l’application de la me´thode de surrelaxation
successive au syste`me (e´q. 3.28) de´livre le processus suivant (e´q. 3.30) :
 KU
(i+1)
(t)+MU¨
(i+1)
(t) = (1−ω)
(
KU
(i)
(t)+MU¨
(i)
(t)
)
+ω
[(
Kˆ−K)U⋆(i)(t)+ Fˆ(t)]
KU⋆
(i+1)
(t)+MU¨⋆
(i+1)
(t) = (1−ω)
(
KU⋆
(i)
(t)+MU¨⋆
(i)
(t)
)
+ω
(
ˆˆKU
(i+1)
(t)− ˆˆF(t)
)
(e´q. 3.30)
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Ce processus ite´ratif consiste a` inte´grer, alternativement, le sous-syste`me ayant les condi-
tions initiales en temps connues de t = 0 a` t = T puis le sous-syste`me ayant les conditions
finales en temps connues de t = T a` t = 0. En de´marrant la re´solution avec un choix
arbitraire
(
U
(0)
;U⋆
(0)
)
, le processus calculatoire continue jusqu’a` la convergence vers la
solution du proble`me. Durant l’inte´gration de chaque sous-syste`me, les variables couple´es
sont conside´re´es comme des donne´es obtenues du calcul pre´ce´dent sur la totalite´ de l’in-
tervalle de temps [0, T ]. La relaxation s’effectue par modification des seconds membres
des e´quations du syste`me (e´q. 3.28). La proce´dure de cette technique est illustre´e par la
figure 3.5.
Espace
des champs
r e´trogrades
U ∗
(i+1)
U ∗
(i)
U ∗
(i−1)
U ∗
(1)
Espace des champs directs
sch e´ma de Newmark direct a` l’it e´ration i + 1 :
K U
(i+1)
+ M U¨
(i+1)
= (1 − ω)(K U (i)+ M U¨ (i)) + ω [(Kˆ − K )U ⋆ (i)+ Fˆ ]
U
(0)
U
(1)
. . .
U
(i)
U
(i+1)
U ∗
(0)
sch e´ma de Newmark r e´trograde a` l’it e´ration i + 1 :
K U ⋆
(i+1)
+ M U¨ ⋆
(i+1)
= (1 − ω)
(
K U ⋆
(i)
+ M U¨ ⋆
(i)
)
+ ω
(
ˆˆ
KU
(i+1)− ˆˆF
)
FIGURE 3.5: Sche´ma de la me´thode de relaxation
2.2.6 Re´sultats et discussion
2.2.6.1 Choix du coefficient de relaxation optimal
Le processus de de´termination du coefficient de relaxation optimal est un proble`me
de recherche d’un optimum pour lequel on met le moins d’ite´rations pour aboutir a` la
convergence. Il est alors de´termine´ en deux e´tapes :
• re´solution du proble`me de base et comptage des ite´rations imparties pour un coef-
ficient ω fixe´ ;
• trace´ de la courbe “nombre d’ite´rations” en fonction du coefficient de relaxation
afin d’identifier le coefficient de relaxation optimal.
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FIGURE 3.6: Variation du nombre d’ite´rations jusqu’a` convergence en fonction du choix
du coefficient de relaxation pour des bruits de niveaux tre`s sensiblement diffe´rents.
La figure 3.6 montre que le minimum d’ite´rations se trouve toujours a` la meˆme valeur
ω pour des perturbations de mesures jusqu’a` 40%. On remarque e´galement que plus le
niveau du bruit est e´leve´ (c’est-a`-dire plus la valeur du rapport signal a` bruit est faible)
plus le nombre d’ite´rations est important. Ce qui permet de conclure que le coefficient
de relaxation optimal est inde´pendant du niveau du bruit des mesures. Ou encore que
l’influence du bruit peut eˆtre ne´glige´e devant les autres parame`tres du proble`me tels que
la dure´e d’observation, l’ordre de discre´tisation spatiale et le nombre de pas de temps.
Le tableau 3.4 re´sume l’influence de la discre´tisation spatiale (i.e. : le nombre de
degre´s de liberte´ n+1) sur le choix du coefficient de relaxation optimal ωopt en pre´sence
du bruit. L’analyse du tableau permet de constater que plus on raffine le maillage plus la
n ωopt
nombre d’ite´rations
RSB=10
1
RSB=10
2
RSB=10
3
RSB=10
4
50 4.10−2 23 27 30 33
100 3,8.10−2 22 28 32 36
150 3.10−2 24 30 35 37
200 2,5.10−2 23 31 37 42
TABLE 3.4: Influence du maillage sur le choix du coefficient de relaxation optimal ω
opt .
valeur de ωopt devient petite comme le montre la figure 3.7. Ceci permet de conclure que
ce coefficient est logarithmiquement inversement proportionnel au nombre de degre´s de
liberte´ de la structure.
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FIGURE 3.7: Variation du nombre d’ite´rations en fonction du coefficient de relaxation
optimal ωopt associe´ au nombre de degre´s de liberte´ pour diffe´rents niveaux du bruit.
Quant a` l’influence du temps d’e´tude, on a releve´ sur la figure 3.8 la variation du coeffi-
cient de relaxation optimal ωopt en fonction de la dure´e d’observation Tf :
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FIGURE 3.8: Variation du nombre d’ite´rations en fonction du coefficient de relaxation
optimal ωopt associe´ a` la dure´e d’observation Tf en pre´sence du bruit.
Pour chaque dure´e d’observation, est repre´sente´e l’influence du niveau du bruit sur le
nombre d’ite´rations a` e´tablir jusqu’a` convergence (cf. table 3.5). Ce qui prouve encore
une fois que le coefficient de relaxation optimal n’est pas influence´ par la pre´sence du
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T
f
ωopt
nombre d’ite´rations
RSB=10
1
RSB=10
2
RSB=10
3
RSB=10
4
T
2
9.10−2 12 15 17 17
3T
4
5,3.10−2 17 22 23 25
T 3,8.10−2 22 28 32 36
2T 1,1.10−2 35 52 67 76
3T 0,5.10−2 43 72 95 111
TABLE 3.5: Influence de la dure´e d’observation sur le choix du coefficient de relaxation
optimal ωopt .
bruit. On conclut e´galement que ce coefficient optimal est logarithmiquement inverse-
ment proportionnel a` la dure´e d’observation.
Pour le coefficient de relaxation optimal releve´ sur la figure 3.6 (i.e. : ω = 3,8.10−2), la
figure 3.9 repre´sente le de´placement U et le multiplicateur de Lagrange U⋆ associe´ dans
le plan espace-temps. Ce re´sultat est obtenu dans le cas ou` le proble`me de base est re´solu
pour les parame`tres mate´riau de re´fe´rence et des mesures non perturbe´es. L’initialisation
s’effectue avec une valeur identiquement nulle (i.e. :U⋆ = 0).
(a) champ de de´placement u. (b) champ Lagrangien u⋆.
FIGURE 3.9: De´placement et multiplicateur de Lagrange associe´ obtenus par l’approche
ite´rative base´e sur la relaxation avec le module d’Young de re´fe´rence E =E0, des mesures
non perturbe´es et un temps d’e´tude correspondant a` 10 allers d’onde.
2.2.6.2 Influence du bruit sur la convergence de la me´thode
La me´thode a e´te´ teste´e e´galement, pour ce meˆme coefficient de relaxation, dans le
cas ou` le proble`me de base est re´solu pour les parame`tres mate´riau de re´fe´rence avec un
rapport signal a` bruit e´gale a` 10
4
. La figure 3.10 est une illustration du de´placement U et
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(a) Champ de de´placement u. (b) Champ Lagrangien u⋆.
FIGURE 3.10: De´placement et multiplicateur de Lagrange associe´ obtenus par l’ap-
proche ite´rative base´e sur la relaxation avec le module d’Young de re´fe´rence E = E0, des
mesures perturbe´es jusqu’a` 40% et un temps d’e´tude correspondant a` 10 allers d’onde.
le multiplicateur de LagrangeU⋆ associe´ dans le plan espace-temps.
On a reporte´ sur la figure 3.11 l’e´volution de l’erreur de la re´solution du syste`me de
base en fonction des ite´rations re´alise´es. Il est clair que la pre´sence du bruit au niveau des
mesures se traduit par une augmentation de nombre d’ite´rations jusqu’a` la convergence.
Et on aboutit quand meˆme a` une solution du proble`me au prix de plus d’ope´rations CPU
lorsque le signal utile est de plus en plus noye´ dans du bruit.
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FIGURE 3.11: Variation de l’erreur issue de la re´solution du proble`me de base associe´
au proble`me d’identification en fonction des ite´rations.
La forme de la fonction couˆt (fig. 3.12) prouve que le module d’e´lasticite´ E est bien
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identifie´. De plus, l’e´cart entre les deux fonctions couˆt obtenues traduit la pe´nalisation
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FIGURE 3.12: Effet des perturbations des mesures sur la variation du couˆt d’identifica-
tion du module d’e´lasticite´.
re´sultant de la perturbation des mesures par un bruit blanc jusqu’a` un niveau s’e´levant
a` 40% (i.e. : SNR=10
4
). La me´thode d’identification propose´e est donc robuste face aux
incertitudes de mesures dans le cas 1D.
2.2.6.3 Comparaison avec les me´thodes de Riccati et de tirs
Jusqu’a` maintenant, on a aborde´ trois me´thodes pour la re´solution du proble`me de
base (e´q. 3.28) associe´ a` l’exemple unidimensionnel de la barre (fig. 3.2). Les re´sultats
obtenus permettent d’effectuer une comparaison entre ces me´thodes en terme de couˆt
de calcul. En effet, les deux premie`res lignes du tableau 3.6 repre´sentent la variation
du nombre d’ope´rations multiplications-additions cumule´es en fonction du nombre des
degre´s de liberte´ (n+1) et du nombre de pas de temps (m).
Me´thode Nombre d’ope´rations MAC
Me´thode base´e sur m(n4+16n3+68n2+86n+15)
la re´solution de l’e´quation +n4+(98
3
)n3+121n2+132n+25
alge´brique de Ricatti
Me´thode de tirs m(320n3+160n2+42n+5)
+256n4+128n3+56n2+2n+12
Me´thode de relaxation l(42n2m+7nm−24n2+1)
TABLE 3.6: E´tude comparative des couˆts de calcul des trois me´thodes.
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Ces nombres d’ope´rations sont ne´cessaires pour la re´solution de ce proble`me respective-
ment par la me´thode de tirs et la me´thode base´e sur la re´solution de l’e´quation alge´brique
de Riccati. La troisie`me ligne du tableau montre une de´pendance supple´mentaire au
nombre d’ite´rations (l) ne´cessaires pour la re´solution du meˆme proble`me par la me´thode
de relaxation.
Dans le but de concre´tiser les informations fournies dans le tableau 3.6, un rapport si-
gnal a` bruit de l’ordre de 10
4
a e´te´ choisi pour se positionner dans un cas ou` la me´thode de
relaxation ne´cessite plus d’ite´rations jusqu’a` convergence (cf. tableau 3.4 et figure 3.7).
Ensuite, deux tests on e´te´ re´alise´s afin de voir la contribution de chaque parame`tre n, m et
l a` l’e´volution du nombre d’ope´rations MAC ne´cessaire pour la re´solution du proble`me de
base. Le premier test traite l’influence du raffinement du maillage pour une dure´e d’obser-
vation fixe´ a` 10 allers d’onde dans la barre. Le deuxie`me re´ve`le l’effet de l’augmentation
de la dure´e d’observation pour une discre´tisation de la barre par 100 e´le´ments line´aires
a` deux noeuds. Les re´sultats des deux tests sont respectivement releve´s sur les figures
3.13(a) et 3.13(b).
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FIGURE 3.13: Evolution du nombre d’ope´rations Multiplication-Additions Cumule´es
(MAC) pour les me´thodes de Riccati, de tirs et de relaxation en fonction de n, m et l.
L’analyse de la figure 3.13(a) montre que, sur une e´chelle logarithmique, les courbes
obtenues sont des droites affines. La pente de la droite relative a` la me´thode de relaxation
est de deux a` trois fois moins raide que les deux autres me´thodes. Ce qui prouve que en
raffinant le maillage de la structure, cette me´thode ne´cessite moins d’ope´rations MAC
pour re´soudre le proble`me de base que les deux autres. Il est a` noter que l’influence du
nombre d’ite´rations suite au raffinement du maillage influe le´ge`rement sur la pente de la
courbe correspondante car la variation de ce premier est douce d’un maillage a` un autre
comme le montre le tableau 3.4 et la figure 3.7.
L’analyse de la figure 3.13(b) montre e´galement que, sur une e´chelle logarithmique, les
courbes obtenues sont des droites affines. La pente de la droite relative a` la me´thode de
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relaxation est, cette fois-ci, plus grande que celles des deux autres me´thodes. Cette pente
se voit influencer significativement par le nombre d’ite´rations l d’une dure´e d’observation
a` une autre. On rappelle que le nombre d’ite´rations l de´pend conside´rablement de la dure´e
d’observation (cf. Tab. 3.5 et Fig. 3.8). Quant au choix de la me´thode de re´solution du
proble`me de base, on ne peut pas force´ment dire que la me´thode de relaxation pre´sentera
un de´savantage en terme de nombre d’ope´rations MAC par rapport au deux autres a` partir
d’une certaine dure´e d’observation pour au moins trois raisons :
– la courbe associe´e a` la me´thode base´e sur la re´solution de l’e´quation alge´brique de
Riccati a e´te´ ge´ne´re´e en supposant que le pas de temps est fixe quelle que soit la
dure´e d’observation. Dans cette repre´sentation et pour cette me´thode, on n’a pas
tenu compte de l’importance de la diminution du pas de temps quand on augmente
la dure´e d’observation. Ce qui engendre, normalement, pour une dure´e d’observa-
tion assez longue, un nombre de pas de temps plus e´leve´ que ce qui est repre´sente´
et par conse´quent un nombre d’ope´ration MAC plus grand ;
– a` partir d’une certaine dure´e, la matrice de transition associe´e a` la me´thode de tirs
devient mal conditionne´e ce qui ne favorise pas l’utilisation de cette me´thode ;
– quant a` sa version avec orthonormalisation, il est certain que le nombre d’ope´rations
d’orthonormalisation devient de plus en plus e´leve´ en accroissant la dure´e d’obser-
vation. Ce qui ne´cessitera un grand nombre d’ope´rations MAC supple´mentaires
pour que la me´thode puisse re´soudre le proble`me de base. Il nous a e´te´ difficile de
compter le nombre d’orthonormalisations qui ont eu lieu.
Compte tenu de l’analyse des re´sultas obtenus, on peut conclure que le raffinement
du maillage, pour une dure´e d’e´tude ne rendant pas la re´solution du proble`me de base
trop gourmande en me´moire, plaide en faveur de l’utilisation de la me´thode de relaxa-
tion. Cette dernie`re est plus avantageuse que les me´thodes de tirs et de Riccati. Dans la
deuxie`me partie de cette section, on fera un panorama sur la robustesse de la me´thode
de relaxation propose´e pour l’identification des parame`tres mate´riaux dans un cas 2D
e´lastique line´aire.
2.3 Identification des parame`tres dans un cas 2D e´lastique line´aire
Les re´sultats obtenus pour le cas unidimensionnel sont encourageants. En particulier,
le nombre d’ope´rations CPU nettement infe´rieur a` ceux issus des calculs par le biais des
me´thodes de Riccati et de tirs orthonormalise´e. Dans cette partie, on cherche a` re´soudre
le proble`me d’identification en 2D.
2.3.1 Formulation du proble`me direct et ge´ne´ration des mesures
L’analyse des contraintes planes se re´fe`re toujours a` des proble`mes dans lesquels
l’e´paisseur est tre`s faible par rapport aux autres dimensions. Les conditions aux limites
sont alors applique´es au niveau du plan me´dian de la structure. Le de´placement est ainsi
calcule´ au niveau de ce plan de re´fe´rence. Les contraintes lie´es aux coordonne´es z sont
suppose´es eˆtre tre`s faibles et ne´glige´es dans la formulation.
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2.3.1.1 Formulation du proble`me direct
Afin de ve´rifier la capabilite´ de la me´thode pour le cas d’une structure bidimention-
nelle e´lastique, homoge`ne et isotrope, on conside`re une plaque de longueur L = 50cm,
de largeur ℓ = 10cm et d’e´paisseur h = 1cm comme l’illustre la figure 3.14. Seules les
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FIGURE 3.14: Plaque encastre´e soumise a` un effort a` son extre´mite´.
contraintes planes dues aux mouvements de traction-compression de la structure sont
envisage´es telles que tout point M(x,y) initialement situe´ sur la plaque est anime´ d’un
de´placement (e´q. 3.31). Elles tiennent compte de deux de´placements globaux, ux et uy,
de´finis respectivement dans les directions globales x et y.
u(M, t) = ux(x,y, t)ex+uy(x,y, t)ey (e´q. 3.31)
ou` l’abscisse x et l’ordonne´e y sont respectivement mesure´es le long de la longueur et
la largeur de la structure, et (ex,ey) e´tant une base de vecteurs unitaires orientant le
plan me´dian. On suppose que le mouvement de la structure est soumis aux hypothe`ses
cine´matiques suivantes :
• conditions initiales : la structure est initialement au repos (e´q. 3.32) :
u(M,0) = 0
∂u
∂ t (M,0) = 0
(e´q. 3.32)
• conditions aux limites cine´matiques et dynamiques :
• l’extre´mite´ gauche est encastre´e (e´q. 3.33) :
u(0,y, t) = 0 ∀(y, t) ∈ [0, ℓ]× [0,T ] (e´q. 3.33)
• l’extre´mite´ droite est soumise a` une pression externe sous forme d’un chargement
F
ext
(t) de type demi-sinus avec une valeur maximale Fmax = 20kN/m ;
• les autres bords sont libres de tout chargement et de´placement ;
• comportement et compatibilite´ : le cadre de l’e´tude est de´veloppe´e sous les hy-
pothe`ses d’e´lasticite´ line´aire isotherme et de petites perturbations (HPP) de sorte
que la relation de comportement puisse s’e´crire (e´q. 3.34) :
σ(M, t) = C : ε (u)(M, t) (e´q. 3.34)
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
94 Re´solution du proble`me aux deux bouts par la me´thode de relaxation
ou` C= Eref(1+νref)(1−2νref)

 1−νref νref 0νref 1−νref 0
0 0
1−2νref
2

 est l’ope´rateur de Hooke ;
• e´quilibre dynamique : on suppose aussi qu’aucun effort n’est re´parti dans le volume
de la structure de sorte que l’e´quilibre dynamique de la plaque mince se traduit par
l’e´quation (e´q. 3.35) :
divσ(M, t)−ρrefu¨(M, t) = 0 (e´q. 3.35)
ou` ρref est la masse volumique de la plaque mince.
Dans le but de ge´ne´rer les mesures qui serviront des donne´es pour le proble`me inverse
associe´, on suppose connues les caracte´ristiques mate´riau de la structure mentionne´es
dans le tableau 3.7 :
Module de Young : Eref = 200GPa
Coefficient de Poisson : νref = 0.3
Masse volumique : ρref = 800kg.m
−3
TABLE 3.7: Proprie´te´s mate´riau de la plaque e´lastique.
Pour constituer le mode`le de re´fe´rence qui sera confronte´ aux mesures expe´rimentales,
on discre´tise la plaque mince par (nx×ny)= (50×5) e´le´ments quadratiques a` neuf noeuds
et de taille e´gale comme l’illustre la figure 3.15. Puis, on analyse son comportement dy-
namique.
FIGURE 3.15: Maillage par des e´le´ments finis quadratiques a` neuf nœuds d’une plaque
fine.
2.3.1.2 Ge´ne´ration des mesures
De´terminer le de´placement (e´q. 3.36) revient a` re´soudre le syste`me d’e´quations
(e´q. 3.37) pour chaque triplet (x,y, t) ∈ [0,L]× [0, ℓ]× [0,T ] regroupant les hypothe`ses
cine´matiques et dynamiques introduites dans le paragraphe pre´ce´dent :
u : [0,L]× [0, ℓ]× [0,T ] → [0,L]× [0, ℓ]
(x,y, t) 7→ u(x,y, t) (e´q. 3.36)
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

divσ(x,y, t)−ρrefu¨(x,y, t) = 0
σ(x,y, t) = C : ε (u)(x,y, t)
u(x,y,0) = 0; ∂u∂ t (x,y,0) = 0
u(0,y, t) = 0; σ .n(L,y, t) =−Fext (t)
S
(e´q. 3.37)
La projection du syste`me continu (e´q. 3.37) dans un espace e´le´ments finis et apre`s as-
semblage, on obtient un syste`me discret re´gi par l’e´quation diffe´rentielle alge´brique et les
conditions initiales en temps (e´q. 3.38) :
MU¨(t)+KU(t) = F(t), U(0) =U0 et U˙(0) =V0 (e´q. 3.38)
L’e´quation diffe´rentielle alge´brique ainsi obtenue est compose´e de n= 2(nx+1)(ny+1)
e´quations a` n+ p inconnues. p = 2(ny+ 1) e´tant le nombre de composantes inconnues
du vecteur re´action associe´ a` la zone encastre´e. Pour re´soudre le proble`me il faut tenir
compte des p conditions aux limites de type cine´matique associe´es a` l’encastrement de la
structure en x= 0.
L’analyse par prise en compte des conditions aux limites par la me´thode directe ou encore
la me´thode de re´solution par blocs permet d’e´crire (e´q. 3.39) :[
Mii Mi j
t
Mi j M j j
][
U¨i
U¨ j
]
+
[
Kii Ki j
t
Ki j K j j
][
Ui
U j
]
=
[
Fi
Fj
]
(e´q. 3.39)
et on re´sout : { t
Mi jU¨i+M j jU¨ j+
t
Ki jUi+K j jU j = Fj
MiiU¨i+Mi jU¨ j+KiiUi+Ki jU j = Fi
(e´q. 3.40)
ou` l’indice i de´signe les noeuds encastre´s de la structure, l’indice j correspond aux autres
noeuds. Ceci permet d’e´crire que Ui = 0 et U¨i = 0 et que Fj =
{
0
−F
ext
(t)
}
. Le
syste`me (e´q. 3.40) peut eˆtre re´e´crit sous la forme (e´q. 3.41) :{
M j jU¨ j+K j jU j = Fj
Mi jU¨ j+Ki jU j = Fi
(e´q. 3.41)
On re´sout le proble`me direct par le biais d’un calcul direct graˆce a` un sche´ma d’inte´gration
temporel explicite de type Newmark inconditionnellement stable (i.e. : (γ,β ) =
(
1
2
, 1
4
)
)
avec un pas de temps ∆t = 0,63µs. La re´solution s’e´tale sur une dure´e d’observation
[0,T ] avec T = 0.095ms. La figure 3.16 est une repre´sentation de la de´formation u de la
structure a` un instant t ∈ [0,T ]. La restriction des contraintes planes au niveau des bords
de la structure correspondant a` x= 0 et x= L permet d’obtenir les conditions aux limites
qui serviront de mesures pour aborder le proble`me inverse. Pour visualiser l’e´volution
temporelle du de´placement et de l’effort de part et d’autre de la structure, on a place´
deux points M1 et M2 sur la structure (cf. figure 3.16). Les figures 3.17 et 3.18 illustrent
respectivement des re´actions normale et tangentielle au point M1 et des de´placements
suivant x et y au point M2 :
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FIGURE 3.16: Illustration de la forme de´forme´e de la plaque a` un instant t ∈ [0, T ] fixe´.
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FIGURE 3.17: Conditions aux limites en effort non perturbe´es au point M1.
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FIGURE 3.18: Conditions aux limites en de´placement non perturbe´es au point M2.
2.3.1.3 Fabrication des mesures perturbe´es
Afin de tester la robustesse de la me´thode, des bruits blancs sont ajoute´s aux condi-
tions aux limites non perturbe´es conside´re´es comme mesures exactes (cf. figure 3.18).
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FIGURE 3.19: Conditions aux limites en de´placement perturbe´es au point M2.
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FIGURE 3.20: Conditions aux limites en effort perturbe´es aux points M1 et M2.
L’affectation des perturbations est faite de telle manie`re qu’elles soient inde´pendantes les
unes des autres en temps et en espace. Un exemple des mesures obtenues pour diffe´rents
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niveaux de perturbation au pointM1 etM2 de la plaque est pre´sente´ par les figures 3.19 et
3.20.
Ces perturbations doivent eˆtre maıˆtrise´es afin de se positionner dans un cas
repre´sentatif de mesures re´elles ou` le bruit est conside´re´ colore´ suite a` sa forte corre´lation
au signal utile.
2.3.2 Re´solution du proble`me d’identification en 2D
2.3.2.1 Influence des parame`tres mate´riau sur la pertinence des mesures
L’efficacite´ de la proce´dure d’identification repose, en plus de la qualite´ des donne´es
expe´rimentales a` exploiter, sur la pertinence du parame`tre mate´riau a` identifier. Afin de
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FIGURE 3.21: Influence des parame`tres mate´riau sur les mesures des de´placements du
point M2 dans les deux directions x et y.
de´gager l’influence des parame`tres mate´riau sur la qualite´ des donne´es expe´rimentales, on
suppose que les mesures a` ge´ne´rer sont non bruite´es. L’analyse de la figure 3.21 montre
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qu’en variant la valeur du module d’Young Eref, la ce´le´rite´ c =
√
Eref
ρref
de l’onde varie
e´galement. Ce qui explique le de´calage net dans le temps des diffe´rentes courbes illus-
trant les de´placements du pointM2 suivant x (cf. figure 3.21(a)). Le meˆme phe´nome`ne est
retrace´ e´galement sur les courbes illustrant les de´placements du point M2 suivant y. Ces
dernie`res voient leurs amplitudes diminuer suite a` une augmentation de la valeur du mo-
dule d’Young (cf figure 3.21(b)). L’effet de la variation du coefficient de Poisson νref est
plus raide sur les formes d’ondes, comme il est montre´ sur les figures 3.21(c) et 3.21(d).
En effet, ces variations ne permettent pas qualitativement de scinder convenablement les
formes obtenues aux bons coefficients de Poisson. On peut estimer suite a` cette analyse
que l’identification du module d’Young sera moins de´licate que celle du coefficient de
Poisson.
2.3.2.2 Choix du coefficient de relaxation et convergence de la me´thode ite´rative
D’abord, on e´crit le proble`me de base (e´q. 2.1), associe´ a` la strate´gie d’identification
base´e sur l’erreur en relation de comportement modifie´e, pour ce cas bidimensionnel.
Ensuite, on exprime la stationnarite´ du Lagrangien qu’on e´value pareillement que dans le
cas 3D (e´q. 2.5). Il en re´sulte les e´quations re´gissant la forme forte (e´q. 2.59). Enfin, on
projette ces e´quations dans un espace e´le´ments finis, tout en tenant compte des conditions
sur les frontie`res x= 0 et x= L, on retrouve le syste`me d’e´quations diffe´rentielles habituel.
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FIGURE 3.22: Couˆt de la convergence de la me´thode ite´rative en terme du nombre
d’ite´rations en fonction du choix du coefficient de relaxation.
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Comme il a e´te´ remarque´ pour le cas 1D, la me´thode ite´rative n’a aucune chance
de converger naturellement pour le cas d’identification en 2D. Sauf pour le cas ou` les
mesures sont non perturbe´es, c’est-a`-dire des mesures exactes, ou` la convergence est ob-
tenue de`s la premie`re ite´ration. Dans le cas ou` les mesures sont bruite´es, la technique de
relaxation du champ re´trograde est re´introduite. La recherche de la plage de valeurs pour
lesquelles la convergence a eu lieu a permis d’obtenir la figure 3.22. La figure montre que
le minimum d’ite´rations se trouve aux alentours de la valeur ωopt ≈ 4,5.10−4 pour une
perturbation de mesures allant jusqu’a` 40%. On remarque que lorsque le niveau du bruit
augmente alors la valeur du coefficient de relaxation optimal baisse. On conclut que le
coefficient de relaxation optimal est influence´ par le choix du rapport signal a` bruit. En
plus, il est a` noter que le coefficient de relaxation optimal ωopt de´pend principalement du
nombre des degre´s de liberte´, de la dure´e d’observation et de la discre´tisation temporelle.
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FIGURE 3.23: Influence du RSB sur le couˆt de la convergence de la me´thode ite´rative
base´e sur la relaxation en terme de nombre d’ite´rations.
La figure 3.23 illustre le nombre d’ite´rations ne´cessaire pour la convergence vers la solu-
tion souhaite´e et cela pour diffe´rents niveaux de perturbations.
Le coefficient de relaxation ωopt est petit, il traduit, en re´alite´, qu’on relaxe beaucoup
le champ ge´ne´re´ a` l’ite´ration actuelle par celui ge´ne´re´ a` l’ite´ration pre´ce´dente. Pour cette
valeur optimale ωopt, on a releve´ sur la figure 3.24, a` un instant t ∈ [0, T ] fixe´, le champ de
de´placement identifie´ a` la 22e`me ite´ration ainsi que le champ re´trograde, et cela pour le bon
jeu de parame`tres (Eref, νref) et un bruit de mesure qui s’e´le`ve a` 40%. Les de´placements
identifie´s d’un point M situe´ au coin en haut a` droite de la plaque suivant les deux direc-
tions x et y sont reproduits sur la figure 3.25 et compare´s aux mesures expe´rimentales afin
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FIGURE 3.25: Comparaison entre les de´placements mesure´s et les de´placements iden-
tifie´s d’un point au coin de la plaque en pre´sence d’un bruit se´ve`re (RSB=10
4
).
de visualiser la pertinence de la re´solution avec cette me´thode.
2.3.2.3 Fonction couˆt
La fonction couˆt (e´q. 2.1) atteint son minimum pour un jeu de parame`tres E et ν fixe´s
si les champs σ , u, ud et fd sont solutions des e´quations du syste`me (e´q. 2.54). Dans ce
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cas cette fonction peut eˆtre re´crite sous la forme (e´q. 3.42) :
Jopt (E, ν) =
1
2
∫ T
0
∫
M∈Ω (ε (u
⋆)(M, t)) : C : (ε (u⋆)(M, t)) d∂Ωdt
+
∫ T
0
∫
∂Ω f
1
2η (u
⋆ (M, t))2 d∂Ω f dt
+
∫ T
0
∫
∂Ωu
1
2ζ
(C : ε (u⋆)(M, t) .n(M, t))2 d∂Ωu dt
(e´q. 3.42)
Sa projection dans un espace e´le´ments finis permet d’e´crire la fonctionnelle (e´q. 3.43) en
fonction des champsU etU⋆ solutions du syste`me (e´q. 4.45) :
Jopt (E, ν) =
1
2
∫ T
0
t
U⋆KU⋆dt+
1
2η
∫ T
0
t
U⋆dU
⋆
d dt+
ζ
2
∫ T
0
t(
Ud−U˜d
)(
Ud−U˜d
)
dt
(e´q. 3.43)
2.3.2.3.1 Fonction couˆt de l’identification du module d’Young
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FIGURE 3.26: Influence du Rapport Signal a` Bruit (RSB) sur la variation de l’erreur en
relation de comportement en fonction du module d’Young normalise´.
Supposons que le coefficient de poisson est parfaitement connu et qu’on cherche a`
identifier le module d’Young. La proce´dure consiste en la ve´rification de q (q ∈ N ∗)
diffe´rentes valeurs du module d’Young et a` calculer pour chaque valeur Ei, i∈{1...q} les
champs minimisant la fonction couˆt (e´q. 3.42). On e´value par la suite la fonction couˆt Jopt
associe´e.
La figure 3.26 est une illustration du couˆt relatif a` l’erreur en relation de comportement
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sans les mesures. L’analyse des diffe´rentes courbes prouve une identification soigneuse du
parame`tre recherche´. En effet les abscisses des points minimum des diffe´rentes courbes
coı¨ncident bien avec la valeur E
Eref
= 1. Cependant le couˆt obtenu a` ce minimum n’est
pas nul ; ceci est duˆ au niveau du bruit qui entache les mesures re´cupe´re´es aux bords
de la structure. La valeur du couˆt est inversement proportionnelle au rapport signal sur
0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
E
Eref
er
re
u
r
 
 
RSB= 104
RSB= 103
RSB= 102
RSB= 101
(a) Terme de l’erreur en mesure de de´placement.
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(b) Terme de l’erreur en mesure d’effort.
FIGURE 3.27: Influence du Rapport Signal a` Bruit (RSB) sur la variation des erreurs
associe´es aux mesures en fonction du module d’Young normalise´.
bruit. La meˆme constatation est illustre´e par les figures 3.27(a) et 3.27(b) sur lesquelles
on a releve´ respectivement les contributions, a` la valeur totale du couˆt de la proce´dure
d’identification, du terme de distance au mesure de de´placement et du terme de distance
a` la mesure d’effort.
2.3.2.3.2 Fonction couˆt de l’identification du coefficient de Poisson
Afin de s’assurer de la pre´cision de la me´thode au niveau de la bonne identification
du coefficient de Poisson ν , suppose´ inconnu dans ce paragraphe, on proce`de exactement
comme avec l’identification du module d’Young.
La proce´dure revient a` faire une me´thode de descente en 2 e´tapes : la premie`re e´tape
consiste en la ve´rification de q (q∈N ∗) diffe´rentes valeurs de coefficient de Poisson et de
calculer pour chaque valeur νi, i∈{1...q} les champs minimisant la fonction couˆt (e´q. 2.50).
On e´value par la suite le couˆt Jopt associe´. La figure 3.28 est une illustration du couˆt rela-
tif a` l’erreur en relation de comportement sans les mesures. Les figures 3.29(a) et 3.29(b)
englobent les contributions des mesures au coup total de la proce´dure d’identification.
L’analyse des diffe´rentes courbes obtenues permet de constater qu’elles sont moins
convexes que celles obtenues pour le cas de l’identification du module d’Young. En par-
ticulier la figure 3.29(a) qui refle`te bien la mauvaise convexite´ des courbes des couˆts
obtenues. La proce´dure d’identification du coefficient de Poisson est donc moins robuste
que celle e´labore´e pour l’identification du module d’Young. Malgre´ ce point ne´gatif, qui
peut influer sur la bonne identification du coefficient de Poisson, on lit sur les courbes de
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FIGURE 3.28: Influence du Rapport Signal a` Bruit (RSB) sur la variation de l’erreur en
relation de comportement en fonction du coefficient de Poisson normalise´.
la figure 3.28 et 3.29(b) des minimums dont les abscisses coı¨ncident bien avec la valeur
ν
νref
= 1.
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(a) Terme de l’erreur en mesure de de´placement.
0.5 1 1.5
0
0.05
0.1
0.15
0.2
0.25
0.3
ν
νref
er
re
u
r
 
 
RSB= 101
RSB= 102
RSB= 103
RSB= 104
(b) Terme de l’erreur en mesure d’effort.
FIGURE 3.29: Influence du Rapport Signal a` Bruit (RSB) sur la variation des erreurs
associe´es aux mesures en fonction du coefficient de Poisson normalise´.
Comme dans le cas de l’identification du module d’Young, les couˆts obtenus au niveau
de ces minimum ne sont pas nuls ; ceci est duˆ aux bruits, de niveaux tre`s sensiblement
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diffe´rents, qui entachent les mesures re´cupe´re´es aux bords de la structure. On conclut que
la valeur du couˆt est inversement proportionnelle au rapport signal a` bruit.
3 Conclusion
Dans ce chapitre, on a aborde´ la re´solution du proble`me aux deux bouts par la
me´thode d’approximations successives. L’objectif est de re´duire la complexite´ calcula-
toire constate´e lors de la re´solution du meˆme proble`me par d’autres me´thodes nume´riques
telle que la me´thode base´e sur la re´solution de l’e´quation diffe´rentielle alge´brique de Ric-
cati, la me´thode de tirs ou encore la me´thode globale en temps. On rappelle qu’un tel
proble`me est issu de la formulation du proble`me d’identification par l’approche conti-
nue en temps de l’erreur en relation de comportement modifie´e. La de´termination du
champ direct et du champ re´trograde respectivement par deux sche´mas d’inte´gration tem-
porelle, le premier direct en temps et le deuxie`me re´trograde en temps, a e´te´ pre´sente´e.
Ne´anmoins, la convergence n’est obtenue qu’au cas ou` les mesures ne sont pas bruite´es.
Cette ope´ration qui correspond a` une ite´ration sur l’e´chelle globale en temps, est ren-
force´e par une proce´dure de relaxation afin d’assurer la convergence vers la solution du
proble`me aux deux bouts. On a mis en e´vidence l’existence the´orique d’un coefficient de
relaxation optimal conditionne´ par l’appartenance du spectre de la matrice d’amplifica-
tion dans le cercle unite´. Mais sa de´termination a e´te´ e´value´e nume´riquement. Ce qui a
permis ainsi de trouver tout un intervalle de convergence contenant un coefficient opti-
mal pour lequel un minimum d’ite´rations est a` effectuer pour converger vers la solution
du proble`me. Cependant, on a de´montre´ que cette valeur optimale de´pend principalement
de la dure´e d’e´tude. Elle de´pend e´galement de la discre´tisation spatiale, des parame`tres
mate´riau influant sur le pas de temps tels que le module d’Young et du niveau du rapport
signal a` bruit des mesures. L’effet du bruit n’affecte pas seulement la marge d’erreur par
rapport aux vrais parame`tres mate´riau mais aussi le nombre d’ite´rations ne´cessaires pour
faire converger l’algorithme.
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Chapitre 4
Application de la me´thode de relaxation
a` l’approche discre´tise´e de l’erreur en
relation de comportement modifie´e
Dans ce chapitre, on a conside´re´ une approche de´veloppe´e
par Bonnet dans [Bonnet et Aquino, 2015]. L’approche
consiste a` discre´tiser temporellement la fonctionnel erreur en
relation de comportement modifie´e. La technique a e´te´ revue,
re´e´crite dans le cadre ge´ne´ral d’un cas tridimensionnelle
e´lastique puis applique´e a` une structure bidimensionnelle. On
fera un panaroma sur les avantages de la me´thode en ce qui
concerne l’ame´lioration du choix du coefficient de relaxation
optimal et la re´duction du couˆt de la proce´dure de
l’identification.
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1 Motivation
Bonnet a propose´ dans [Bonnet et Aquino, 2015] une nouvelle approche base´e sur
la discre´tisation en temps de la fonctionnelle e´nerge´tique erreur en relation de compor-
tement modifie´e. L’approche a e´te´ utilise´e pour la re´solution du proble`me de base as-
socie´ a` l’identification dans le cadre de l’e´lastodynamique transitoire et line´aire. Dans
[Bonnet et Aquino, 2015], les auteurs ont pu, graˆce a` cette approche, proposer un algo-
rithme permettant de re´soudre un proble`me d’identification d’un tre`s grand nombre de
parame`tres mate´riau. Des re´sultats ont e´te´ de´montre´s sur deux exemples 2D et 3D pour
l’identification de plus de 500000 modules d’Young.
Dans ce qui suit on pre´sentera un panorama the´orique de la me´thode et des re´sultats dis-
cute´s sur la capacite´ de la me´thode pour re´soudre un proble`me d’identification dans un
cas bidimentionnel.
2 Algorithme α-me´thode ge´ne´ralise´
Il s’agit d’utiliser la technique α-me´thode ge´ne´ralise´e pour re´soudre ite´rativement le
proble`me transitoire re´gi par l’e´quation line´aire de´crivant la dynamique des structures
(e´q. 3.38). La forme de base de la me´thode est traite´e dans [Chung et Hulbert, 1993].
La particularite´ de cet algorithme est que les termes d’inertie sont e´value´s a` l’instant
tk+1−θ = (1−θ)(k+1)∆ t+θ k∆ t alors que les termes de forces inte´rieurs et exte´rieurs
sont e´value´es a` l’instant tk+1−α = (1−α)(k+1)∆ t+α k∆ t. Les parame`tres α et θ sont
choisis dans le but de controˆler l’amplification des modes nume´riques de haute fre´quence
par augmentation de la quantite´ d’amortissement nume´rique sans de´grader la pre´cision.
Les champs u et σ solutions du proble`me bien pose´ (fig. 1.1) et ve´rifiant les e´quations
(e´q. 1.1) et (e´q. 1.3) sont solutions de la formulation faible du proble`me direct qui s’e´crit
dans le cas e´lastique ou` la relation de comportement est re´gie par la relation σ =C : ε (u) :
∫
Ω
σ(M, t) : ε (w(M, t)) dΩ+
∫
Ω
ρ u¨(M, t)w(M, t)dΩ=
∫
∂Ω
σ(M, t).n(M, t) : w(M, t)d∂Ω
(e´q. 4.1)
L’application de la technique α-me´thode ge´ne´ralise´e sur la version faible de l’e´quation
d’e´quilibre (e´q. 4.1) permet d’avoir l’algorithme de´taille´ dans la Table 4.1 ; ou` la valeur
du champ c a` l’instant tk+1−χ est donne´e par (e´q. 4.2) avec c ∈ {u,σ} et χ ∈ {α,θ} :
ck+1−χ = (1−χ)ck+1+χ ck (e´q. 4.2)
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1. Initialisation :
u0 = 0
u˙0 = 0∫
Ω σ0 : ε (w) dΩ+
∫
Ω ρ u¨0wdΩ =
∫
∂Ω σ0.n : wd∂Ω
2. Pour k allant de 0 jusqu’a` m−1 calculer :
(a) l’e´quation d’e´quilibre a` l’instant t = (k+1)∆t :∫
Ω
σk+1−α : ε (w) dΩ+
∫
Ω
ρ u¨k+1−θ wdΩ=
∫
∂Ω
σk+1−α .n : wd∂Ω
(b) l’e´quation de Newmark reliant la vitesse u˙ a` l’acce´le´ration u¨ a` l’ins-
tant t = (k+1)∆t :
u˙k+1 = u˙k+∆t [(1− γ) u¨k+ γ u¨k+1]
(c) l’e´quation de Newmark reliant le de´placement u a` la vitesse u˙ et
l’acce´le´ration u¨ a` l’instant t = (k+1)∆t :
uk+1 = uk+∆tu˙k+∆t
2
[(
1
2
−β
)
u¨
k
+β u¨k+1
]
TABLE 4.1: Algorithme de la α-me´thode ge´ne´ralise´e.
3 L’approche discre´tise´e de l’erreur en relation de com-
portement modifie´e
L’approche utilise´e repose sur la discre´tisation temporelle de la me´thode base´e sur
l’erreur en relation de comportement modifie´e (e´q. 2.1). En effet, l’approximation de
l’inte´grale portant sur le temps en somme discre`te des champs cine´matiquement et dy-
namiquement admissibles permet d’e´crire le proble`me d’optimisation sous contraintes
suivant :
Trouver {u, σ , ud , fd} minimisant (e´q. 4.3)
J (σ ,u,ud, fd) =
1
2
m
∑
k=0
∫
Ω (σk−C : ε (uk)) :C−1 : (σk−C : ε (uk))dΩ
+ξ η
2
m
∑
k=0
∫
∂ f˜ Ω
(
fdk− f˜dk
)2
d∂ f˜Ω+ξ
ζ
2
m
∑
k=1
∫
∂u˜Ω
(
udk− u˜dk
)2
d∂u˜Ω
(e´q. 4.3)
sous les contraintes donne´es par l’algorithme Table 4.1.
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La transformation du proble`me d’optimisation sous contraintes pre´ce´demment introduit
en un proble`me d’optimisation sans contrainte permet d’e´crire le LagrangienL (e´q. 4.4) :
L (σ ,u, u˙, u¨,ud, fd,u
⋆, u˙⋆, u¨⋆,λ ,µ,C)
= 1
2
m
∑
k=0
∫
Ω (σk−C : ε (uk)) :C−1 : (σk−C : ε (uk))dΩ
+ξ η
2
m
∑
k=0
∫
∂ f˜ Ω
(
fdk− f˜dk
)2
d∂ f˜Ω+ξ
ζ
2
m
∑
k=1
∫
∂u˜Ω
(
udk− u˜dk
)2
d∂u˜Ω
−
{∫
Ω σ0 : ε
(
u⋆0
)
dΩ+
∫
Ω ρ u¨0 u
⋆
0 dΩ−
∫
∂ f Ω
σ0.n : u
⋆
0 d∂ fΩ
}
−
m−1
∑
k=0
{∫
Ω σk+1−α : ε
(
u⋆k+1
)
dΩ+
∫
Ω ρ u¨k+1−θ u
⋆
k+1 dΩ−
∫
∂ f Ω
σk+1−α .n : u⋆k+1 d∂ fΩ
}
−
m−1
∑
k=0
∫
Ω ρ
{
uk+1−uk−∆tu˙k−∆t2
[(
1
2
−β) u¨
k
+β u¨k+1
]}
u¨⋆k+1dΩ
−
m−1
∑
k=0
∫
Ω ρ {u˙k+1− u˙k−∆t [(1− γ) u¨k+ γ u¨k+1]} u˙⋆k+1dΩ
−
m
∑
k=1
∫
∂u˜Ω
(
uk−udk
)
λkd∂u˜Ω−
m
∑
k=0
∫
∂ f˜ Ω
(
σk.n− fdk
)
: µkd∂ f˜Ω
(e´q. 4.4)
La re´solution du proble`me d’optimisation libre de contraintes revient a` de´terminer
les champs u, u˙, u¨, σ , ud et fd et les multiplicateurs de Lagrange u
⋆, u˙⋆, u¨⋆,
µ et λ pour lesquels on enregistre un extremum pour la fonctionnelle de La-
grange (e´q. 4.4). Un de´veloppement limite´ au premier ordre du Lagrangien tout en
ne´gligeant les termes du second ordre en h permet d’e´crire (e´q. 4.5) pour une va-
riable x ∈ {u, u˙, u¨, σ , ud, fd, u⋆, u˙⋆, u¨⋆, µ, λ} et hxˆ un accroissement de x ou` xˆ ∈
{uˆ, ˆ˙u, ˆ˙u, σˆ , uˆd, fˆd, uˆ⋆, ˆ˙u⋆, ˆ˙u⋆, µˆ, λˆ} et h ∈R :
L (x+hxˆ) = L (x)+hδL (x, xˆ)+o(h) (e´q. 4.5)
Ce qui permet de de´duire l’expression de la diffe´rentielle du Lagrangien L (e´q. 4.6) :
δL (x, xˆ) = lim
h→0
L (x+hxˆ)−L (x)
h
(e´q. 4.6)
Les champs u, u˙, u¨, σ , ud et fd solutions du proble`me d’identification associe´s aux
parame`tres mate´riau optimaux sont obtenus graˆce a` la recherche du point-selle du La-
grangien. Ces champs sont les solutions des formes spatiales faibles re´sultant de la sta-
tionnarite´ du Lagrangien (i.e. : δL = 0).
Suivant la direction uˆ, le point-selle du Lagrangien L a pour coordonne´e le champ u.
Sa valeur, a` chaque pas de temps tk ou` k ∈ {0, . . . ,m}, est la solution de la forme faible
δL (uk, uˆk) = 0 donne´e par (e´q. 4.7) :
δL (uk, uˆk)=


∫
Ω [σk−C : ε (uk)] : ε (uˆk) dΩ
+
∫
Ω ρ uˆk
(
u¨⋆k− u¨⋆k+1
)
dΩ+
∫
∂u˜Ω
uˆkλk d∂u˜Ω
, si 0≤ k ≤ m−1
∫
Ω [σk−C : ε (uk)] : ε (uˆk) dΩ+
∫
Ω ρ uˆku¨
⋆
k dΩ
+
∫
∂u˜Ω
uˆkλk d∂u˜Ω
, si k = m
(e´q. 4.7)
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Le champ u˙, coordonne´e du point-selle du Lagrangien L suivant la direction ˆ˙u, est la
solution de la forme faible (e´q. 4.8) :
δL
(
u˙k, ˆ˙uk
)
=
{∫
Ω ρ ˆ˙uk
(
∆tu¨⋆k+1− u˙⋆k+ u˙⋆k+1
)
dΩ , si 0≤ k ≤ m−1
δL
(
u˙m, ˆ˙um
)
=
∫
Ω ρ ˆ˙umu˙
⋆
mdΩ , si k = m
(e´q. 4.8)
La forme faible dont la solution est le champ u¨, coordonne´e du point-selle du Lagrangien
L suivant la direction ˆ¨u, est donne´e par (e´q. 4.9) :
δL
(
u¨k, ˆ¨uk
)
=


∫
Ω ρ ˆ¨uk
[
u⋆k+θu
⋆
k+1−∆t2
(
1
2
−β) u¨⋆k+1−∆t (1− γ) u˙⋆k+1] dΩ, si k = 0
∫
Ω ρ ˆ¨uk
{
u⋆k+θ −∆t2
[(
1
2
−β) u¨⋆k+1+β u¨⋆k]
− ∆t [(1− γ) u˙⋆k+1+ γ u˙⋆k]} dΩ , si 1≤ k ≤ m−1
∫
Ω ρ ˆ¨uk
(
(1−θ)u⋆k−∆tγ u˙⋆k−∆t2β u¨⋆k
)
dΩ , si k = m
(e´q. 4.9)
Quant a` la coordonne´e du point-selle du Lagrangien L suivant la direction σˆ , sa valeur
est donne´e par le champ σ solution de la forme faible (e´q. 4.10) :
δL (σk, σˆk) =


∫
Ω
(
C−1 : σk− ε
(
uk+u
⋆
k+αu
⋆
k+1
))
: σˆk dΩ
−∫∂ f˜ Ω σˆk.n : (µk−u⋆k−αu⋆k+1) d∂ f˜Ω
+
∫
∂ f\ f˜ Ω
σˆk.n :
(
u⋆k+α u
⋆
k+1
)
d∂ f\ f˜Ω
, si k = 0
∫
Ω
(
C−1 : σk− ε
(
uk+u
⋆
k+α
))
: σˆk dΩ
−∫∂ f˜ Ω σˆk.n : (µk−u⋆k+α) d∂ f˜Ω
+
∫
∂ f\ f˜ Ω
σˆk.n : u
⋆
k+α d∂ f\ f˜Ω
, si 1≤ k ≤ m−1
∫
Ω
(
C−1 : σk− ε
(
uk+(1−α)u⋆k
))
: σˆk dΩ
−∫∂ f˜ Ω σˆk.n : (µk− (1−α)u⋆k) d∂ f˜Ω
+(1−α)∫∂ f\ f˜ Ω σˆk.n : u⋆k d∂ f\ f˜Ω
, si k = m
(e´q. 4.10)
Le champ u⋆, coordonne´e du point-selle du Lagrangien L suivant la direction uˆ⋆, est la
solution de la forme faible (e´q. 4.11) :
δL (u⋆k , uˆ
⋆
k)=
{∫
Ω σk : ε
(
uˆ⋆k
)
dΩ+
∫
Ω ρ uˆ
⋆
k u¨k dΩ−
∫
∂ f Ω
uˆ⋆k : σk.nd∂ fΩ , si k = 0∫
Ω σk−α : ε
(
uˆ⋆k
)
dΩ+
∫
Ω ρ uˆ
⋆
k u¨k−θ dΩ−
∫
∂ f Ω
uˆ⋆k : σk−α .nd∂ fΩ , sinon
(e´q. 4.11)
Les formes faibles dont les solutions sont respectivement les champs u˙⋆ et u¨⋆, coor-
donne´es du point-selle du Lagrangien L respectivement suivant les directions ˆ˙u⋆ et ˆ¨u⋆,
sont donne´es par (e´q. 4.12) et (e´q. 4.13) :
δL
(
u˙⋆k , ˆ˙u
⋆
k
)
=
∫
Ω
ρ {u˙k− u˙k−1−∆t [(1− γ) u¨k−1+ γ u¨k]} ˆ˙u⋆kdΩ (e´q. 4.12)
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δL
(
u¨⋆k , ˆ¨u
⋆
k
)
=
∫
Ω
ρ
{
uk−uk−1−∆tu˙k−1−∆t2
[(
1
2
−β
)
u¨k−1+β u¨k
]}
ˆ¨u⋆kdΩ
(e´q. 4.13)
Finalement, les coordonne´es de ce point-selle suivant les directions uˆd , uˆd , µˆ et λˆ sont
respectivement donne´es par les solutions des formes faibles (e´q. 4.14a) a` (e´q. 4.14d) :
δL
(
udk , uˆdk
)
=
∫
∂u˜Ω
uˆdk
[
ξ ζ
(
udk− u˜dk
)
+λk
]
d∂u˜Ω (e´q. 4.14a)
δL
(
fdk , fˆdk
)
=
∫
∂ f˜ Ω
fˆdk :
[
ξ η
(
fdk− f˜dk
)
+µk
]
d∂ f˜Ω (e´q. 4.14b)
δL (µk, µˆk) =
∫
∂ f˜ Ω
(
σk.n− fdk
)
: µˆk d∂ f˜Ω (e´q. 4.14c)
δL
(
λk, λˆk
)
=
∫
∂u˜Ω
(
uk−udk
)
λˆk d∂u˜Ω (e´q. 4.14d)
De la nullite´ de l’expression traduisant la stationnarite´ du Lagrangien par rapport
aux champs λk,k∈{1,...,m} (e´q. 4.14d) et udk,k∈{1,...,m} (e´q. 4.14a), on de´duit l’expression du
multiplicateur de Lagrange λ (e´q. 4.15). Elle est exprime´e en fonction du champ de
de´placement u˜d , mesure´ sur une partie de la frontie`re de la structure ∂u˜Ω, et de la res-
triction du champ de de´placement u, solution du proble`me direct, sur cette partie :
λk =−ξ ζ
(
uk− u˜dk
)
sur ∂u˜Ω, ∀k ∈ {1, . . . ,m} (e´q. 4.15)
De la meˆme manie`re, on tire l’expression du multiplicateur de Lagrange µ (e´q. 4.16),
issue de la nullite´ de l’expression traduisant la stationnarite´ du Lagrangien par rapport aux
champs µk,k∈{0,...,m} (e´q. 4.14c) et fdk,k∈{0,...,m} (e´q. 4.14b). Elle est exprime´e en fonction du
champ de contraintes f˜d , mesure´ sur une partie de la frontie`re de la structure ∂ f˜Ω, et de
la restriction du champ de contraintes σ .n sur cette partie :
µk =−ξ η
(
σk.n− f˜dk
)
sur ∂ f˜Ω, ∀k ∈ {1, . . . ,m} (e´q. 4.16)
L’e´quation (e´q. 4.10) permet d’e´crire les conditions d’optimalite´ du Lagrangien par rap-
port au champ de contrainte. L’expression traduisant la re´partition de ce dernier dans le
volume de la structure Ω est donne´e par (e´q. 4.17). Et en tenant compte de l’expression du
champ multiplicateur de Lagrange µ (e´q. 4.16), on de´duit sa distribution sur la frontie`re
de la structure ∂ f˜Ω (e´q. 4.18). Sur la partie de la frontie`re de la structure ∂ f\ f˜Ω, on a
σ .n= 0 et le champ multiplicateur de Lagrange u⋆ est identiquement nul.
σk =


C : ε
(
uk+u
⋆
k+αu
⋆
k+1
)
si k = 0
C : ε
(
uk+u
⋆
k+α
)
si k ∈ {1, . . . ,m−1}
C : ε
(
uk+(1−α)u⋆k
)
si k = m
( sur Ω) (e´q. 4.17)
σk.n=


f˜dk− 1ξ η
(
u⋆k+αu
⋆
k+1
)
si k = 0
f˜dk− 1ξ η u⋆k+α si k ∈ {1, . . . ,m−1}
f˜dk− 1−αξ η u⋆k si k = m
( sur ∂ f˜Ω) (e´q. 4.18)
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En remplac¸ant les termes σk −C : ε (uk) et λk par leurs valeurs respectives (e´q. 4.17)
et (e´q. 4.15), tout en tenant compte de la valeur de l’indice k, dans l’e´quation (e´q. 4.7),
exprimant la variation de Lagrangien par rapport au champ de de´placement u, on de´duit
les relations (e´q. 4.19a) et (e´q. 4.19b) qui mettent en oeuvre l’existence d’une solution
stationnaire pour le Lagrangien L .{ ∫
Ω ε
(
u⋆k+α
)
:C : ε (uˆk) dΩ+
∫
Ω ρ u¨
⋆
k uˆk dΩ−∫
Ω ρ u¨
⋆
k+1uˆk dΩ−
∫
∂u˜Ω
ξ ζ
(
uk− u˜dk
)
uˆk d∂u˜Ω = 0
si k ∈ {1, . . . ,m−1}
(e´q. 4.19a){
(1−α)∫Ω ε (u⋆k) :C : ε (uˆk) dΩ+ ∫Ω ρ u¨⋆k uˆk dΩ−∫
∂u˜Ω
ξ ζ
(
uk− u˜dk
)
uˆk d∂u˜Ω = 0
si k = m (e´q. 4.19b)
En substituant les termes de contraintes par leurs valeurs respectives (e´q. 4.17) et
(e´q. 4.18) dans l’e´quation (e´q. 4.11), il en re´sulte les expressions suivantes :
• si k = 0∫
Ω ε
(
u⋆k
)
:C : ε
(
uˆ⋆k
)
dΩ+α
∫
Ω ε
(
u⋆k+1
)
:C : ε
(
uˆ⋆k
)
dΩ
+
∫
Ω ρ u¨kuˆ
⋆
k dΩ+
1
ξ η
∫
∂ f˜ Ω
u⋆k uˆ
⋆
k d∂ f˜Ω+
α
ξ η
∫
∂ f˜ Ω
u⋆k+1uˆ
⋆
k d∂ f˜Ω
−∫∂ f˜ Ω f˜dk : uˆ⋆k d∂ f˜Ω = 0
(e´q. 4.20)
• si k = 1
(1−α)∫
Ω
ε (uk) :C : ε
(
uˆ⋆k
)
dΩ+α
∫
Ω ε
(
u⋆k−1
)
:C : ε
(
uˆ⋆k
)
dΩ
+
[
(1−α)2+α2
]∫
Ω ε
(
u⋆k
)
:C : ε
(
uˆ⋆k
)
dΩ
+(1−α)α ∫Ω ε (u⋆k+1) :C : ε (uˆ⋆k) dΩ+ ∫Ω ρ u¨k−θ uˆ⋆k dΩ
+ α
ξ η
∫
∂ f˜ Ω
u⋆k−1uˆ
⋆
k d∂ f˜Ω+
[(1−α)2+α2]
ξ η
∫
∂ f˜ Ω
u⋆k uˆ
⋆
k d∂ f˜Ω
+ (1−α)α
ξ η
∫
∂ f˜ Ω
u⋆k+1uˆ
⋆
k d∂ f˜Ω−
∫
∂ f˜ Ω
f˜dk−α : uˆ
⋆
k d∂ f˜Ω = 0
(e´q. 4.21)
• si k ∈ {2, . . . ,m−1}∫
Ω ε (uk−α) :C : ε
(
uˆ⋆k
)
dΩ+α (1−α)∫Ω ε (u⋆k+1) :C : ε (uˆ⋆k) dΩ
+
[
(1−α)2+α2
]∫
Ω ε
(
u⋆k
)
:C : ε
(
uˆ⋆k
)
dΩ
+(1−α)α ∫Ω ε (u⋆k−1) :C : ε (uˆ⋆k) dΩ+ ∫Ω ρ u¨k−θ uˆ⋆k dΩ
+ (1−α)α
ξ η
∫
∂ f˜ Ω
u⋆k+1uˆ
⋆
k d∂ f˜Ω+
[(1−α)2+α2]
ξ η
∫
∂ f˜ Ω
u⋆k uˆ
⋆
k d∂ f˜Ω
+ (1−α)α
ξ η
∫
∂ f˜ Ω
u⋆k−1uˆ
⋆
k d∂ f˜Ω−
∫
∂ f˜ Ω
f˜dk−α : uˆ
⋆
k d∂ f˜Ω = 0
(e´q. 4.22)
• si k = m∫
Ω
ε (uk−α) :C : ε
(
uˆ⋆k
)
dΩ+
[
(1−α)2+α2
]∫
Ω ε
(
u⋆k
)
:C : ε
(
uˆ⋆k
)
dΩ
+(1−α)α ∫Ω ε (u⋆k−1) :C : ε (uˆ⋆k) dΩ+ ∫Ω ρ u¨k−θ uˆ⋆k dΩ
+
[(1−α)2+α2]
ξ η
∫
∂ f˜ Ω
u⋆k uˆ
⋆
k d∂ f˜Ω+
(1−α)α
ξ η
∫
∂ f˜ Ω
u⋆k−1uˆ
⋆
k d∂ f˜Ω
−∫∂ f˜ Ω f˜dk−α : uˆ⋆k d∂ f˜Ω = 0
(e´q. 4.23)
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Les diffe´rentes e´quations ainsi obtenues constituent une condition d’existence d’un point-
selle du Lagrangien. Le champ de de´placement u et le multiplicateur de Lagrange u⋆ et
leurs de´rive´es premie`res et secondes sont les seules inconnues du proble`me. La projection
sur un espace e´le´ments finis de ce jeu d’e´quations (cf. annexe section 5) permet d’aboutir
aux algorithmes de re´solution du proble`me couple´. U de´note le champ de de´placement
nodal direct en temps etU⋆ le champ nodal re´siduel ou encore re´trograde en temps.
Les e´tapes permettant la re´solution du proble`me re´trograde en temps sont illustre´es par
l’algorithme dont la description est de´taille´e dans le tableau 4.2.
1. Initialisation :
U⋆m =
(
(1−α)K+ 1−θ
∆t2β
M
)−1
ξ
(
ˆˆKU
(i+1)
m − ˆˆFm
)
U˙⋆m = 0
U¨⋆m =
1−θ
∆t2 β
U⋆m
2. Pour k allant de m−1 jusqu’a` 0 calculer :
(a) le champ re´trograde a` l’instant t = k∆t :
• si k ∈ {1, . . . ,m−1} alors :
U⋆k =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{
−
(
α K+ θ
∆t2 β
M
)
U⋆k+1
+
1
2+γ
β MU¨
⋆
k+1+
1
∆t β MU˙
⋆
k+1+ξ
(
ˆˆKU
(i+1)
k − ˆˆFk
)}
• si k = 0 alors :
U⋆k =−θU⋆k+1+∆t (1− γ)U˙⋆k+1+∆t2
(
1
2
−β
)
U¨⋆k+1
(b) l’acce´le´ration du champ re´trograde a` l’instant t = k∆t :
∆t2β U¨⋆k =U
⋆
k+θ −∆t2
(
1
2
−β + γ
)
U¨⋆k+1−∆t U˙⋆k+1
(c) la vitesse du champ re´trograde a` l’instant t = k∆t :
U˙⋆k = U˙
⋆
k+1+∆t U¨
⋆
k+1
TABLE 4.2: E´tapes de re´solution du proble`me re´trograde en temps.
Les e´tapes permettant la re´solution du proble`me direct en temps sont illustre´es par l’algo-
rithme dont la description est de´taille´e dans le tableau 4.3.
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1. Initialisation :
U0 = 0
U˙0 = 0
U¨0 =M
−1
[(
1
ξ
Kˆ−K
)(
U⋆
(i)
0 +αU
⋆(i)
1
)
+ Fˆ0
]
2. pour k allant de 1 jusqu’a` m faire :
(a) le champ du de´placement vaut a` l’instant t = k∆t :
• si k = 1 alors
Uk =
[
(1−α )K+ 1−θ
∆t2 β
M
]−1{
M
(
1−θ
∆t2 β
Uk−1+ 1−θ∆t β U˙k−1
+1−θ−2β
2β U¨k−1
)
+
(
1
ξ
Kˆ−K
){
αU⋆
(i)
k−1+
[
(1−α)2+α2
]
U⋆
(i)
k
+(1−α)αU⋆(i)k+1
}
+ Fˆk−α
}
• si k ∈ {2, . . . ,m−1} alors
Uk =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1
+ 1−θ−2β
2β U¨k−1
)
+
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆
(i)
k
+ (1−α)α
(
U⋆
(i)
k−1+U
⋆(i)
k+1
)}
+ Fˆk−α
}
• si k = m alors
Uk =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1
+ 1−θ−2β
2β U¨k−1
)
+
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆
(i)
k
+ (1−α)αU⋆(i)k−1
}
+ Fˆk−α
}
(b) l’acce´le´ration du champ direct vaut a` l’instant t = k∆t :
U¨k =
1
∆t2β
[
Uk−Uk−1−∆t U˙k−1−∆t2
(
1
2
−β
)
U¨k−1
]
(c) la vitesse du champ direct vaut a` l’instant t = k∆t :
U˙k = U˙k−1+∆t (1− γ)U¨k−1+∆t γ U¨k
TABLE 4.3: E´tapes de re´solution du proble`me direct en temps.
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Cette architecture algorithmique a e´te´ teste´e, dans le cadre de cette the`se, sur deux
exemples unidimensionnel et bidimensionnel et a permis de conclure que :
• en l’absence du bruit au niveau des mesures u˜d et f˜d , la convergence est assure´e.
Elle est obtenue de`s la premie`re ite´ration. La figure 4.1 montre que le champ direct
identifie´ colle bien au champ direct et que le champ re´trograde est presque identi-
quement nul ;
num e´ro du noeud (di rection x)
n
u
m
e´
ro
d
u
n
o
e
u
d
(d
ir
e
c
ti
o
n
y
)
 
 
10 20 30 40 50
2
4
6
num e´ro du noeud (di rection x)
n
u
m
e´
ro
d
u
n
o
e
u
d
(d
ir
e
c
ti
o
n
y
)
 
 
10 20 30 40 50
2
4
6
num e´ro du noeud (d irection x)
n
u
m
e´
ro
d
u
n
o
e
u
d
(d
ir
e
c
ti
o
n
y
)
 
 
10 20 30 40 50
2
4
6
0
1
x 10−17
0
0.05
0.1
0
0.05
0.1
FIGURE 4.1: Illustration des champs direct (en haut), direct identifie´ (au milieu) et
re´trograde (en bas) a` l’instant final t = T obtenus par la me´thode ite´rative pour des
mesures non bruite´es.
• au moment ou` les mesures deviennent bruite´es, l’algorithme diverge. Ceci peut eˆtre
visualise´ sur la figure 4.2 qui illustre l’augmentation du re´sidu relatif au cours des
ite´rations. On rappelle que ce re´sidu est base´ sur le calcul relatif des diffe´rences
entre les normes des champs directs identifie´s et re´trogrades a` deux ite´rations
conse´cutives :
e=
‖ X (i+1)−X (i) ‖2 + ‖ X⋆(i+1)−X⋆(i) ‖2
‖ X (i) ‖2 + ‖ X⋆(i) ‖2
Cela met en e´vidence l’augmentation, d’une ite´ration a` une autre, des amplitudes
au niveau des termes exponentiels dans le sens direct et re´trograde en temps.
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FIGURE 4.2: De´monstration de la divergence de la me´thode ite´rative applique´e au
proble`me aux deux bouts issu de la discre´tisation temporelle de l’erreur en relation de
comportement modifie´e en pre´sence du bruit.
D’ou` la ne´cessite´ de recaler la me´thode en ajoutant une technique de relaxation pour
maıˆtriser sa convergence avec un couˆt calculatoire moins one´reux.
4 Re´solution du proble`me de base par la me´thode de re-
laxation
On rappelle que l’e´criture matricielle du proble`me global en temps issu de
la concate´nation des e´quations locales en temps obtenues pour les pas de temps
{tk = k∆t}k∈{0,...,m} (cf. annexe section 6) est donne´e par l’e´quation (e´q. 4.24) :(
A D
−R B
)(
X
X⋆
)
=
(
F
G
)
(e´q. 4.24)
De´sormais, la re´solution du proble`me global se fait par le biais de la re´solution du
proble`me local en temps d’une manie`re ite´rative selon les algorithmes de´taille´s par les
tableaux 4.2 et 4.3. Ne´anmoins, la convergence vers les solutions souhaite´es par ces
deux algorithmes n’est pas assure´e dans le cas ou` l’effort et le de´placement mesure´s sont
bruite´s. Ce re´sultat s’explique par le fait qu’au moins une valeur du spectre de la matrice
A−1DB−1R est en dehors du disque unite´. La valeur du spectre peut eˆtre corrige´e et remise
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dans le cercle unite´ en utilisant un parame`tre de relaxation ω . En effet, apre`s avoir multi-
plie´ l’e´quation (e´q. 4.24) par le coefficient ω , on arrange les deux membres de (e´q. 4.24)
de telle manie`re qu’on obtienne (e´q. 4.25) :(
A 0
−ω R B
)(
X
X⋆
)
=
(
(1−ω)A −ω D
0 (1−ω)B
)(
X
X⋆
)
+
(
ω F
ω G
)
(e´q. 4.25)
La proce´dure de re´solution du proble`me couple´ ainsi obtenue consiste a` re´soudre
ite´rativement et d’une manie`re alterne´e les e´quations du syste`me (e´q. 4.26) qui en
de´coulent jusqu’a` la convergence vers la solution du proble`me.
 AX = ω
(
−DX⋆(i) +F
)
BX⋆ = ω
(
RX
(i+1)
+G
) (e´q. 4.26)
A` chaque ite´ration, on relaxe la solution trouve´e selon le syste`me (e´q. 4.27) :{
X
(i+1)
= X+(1−ω)X (i)
X⋆
(i+1)
= X⋆+(1−ω)X⋆(i) (e´q. 4.27)
En effet, en partant d’une solution initiale
(
X
(0)
, X⋆
(0)
)
on re´sout (e´q. 4.28) d’inconnue
X .
AX = ω
(
−DX⋆(0) +F
)
(e´q. 4.28)
La solution trouve´e sera par la suite relaxe´ (i.e. : X
(1)
= X + (1−ω)X (0)) avant d’eˆtre
injecte´e dans le deuxie`me membre de l’e´quation (e´q. 4.29) d’inconnue X⋆ :
BX⋆ = ω
(
RX
(1)
+G
)
(e´q. 4.29)
La solution ainsi trouve´e sera par la suite relaxe´e (i.e. : X⋆
(1)
= X⋆+(1−ω)X⋆(0)). On
e´value, par la suite, l’erreur de´finie par (e´q. 4.30) :
e=
‖ X (1)−X (0) ‖2 + ‖ X⋆(1)−X⋆(0) ‖2
‖ X (0) ‖2 + ‖ X⋆(0) ‖2 (e´q. 4.30)
Si l’erreur ainsi e´value´e est supe´rieure a` ε alors on re´ite`re jusqu’a` la baisser a` une valeur
en dessous de ε . D’abord, on re´sout l’e´quation a` inconnue le champ cine´matique X apre`s
avoir mis a` jour le second membre, en remplac¸ant X⋆
(i−1)
par X⋆
(i)
le champ cine´matique
relaxe´ de la solution de la deuxie`me e´quation a` l’ite´ration i. Ensuite, on re´sout l’e´quation a`
inconnue le champ cine´matique X⋆ apre`s avoir mis a` jour le second membre en remplac¸ant
X
(i)
par la solution re´laxe´e de la premie`re e´quation X
(i+1)
. Enfin, si la condition d’arreˆt
(e´q. 4.31) est ve´rifie´e, on retient les deux champs calcule´s a` l’ite´ration i+1.
e=
‖ X (i+1)−X (i) ‖2 + ‖ X⋆(i+1)−X⋆(i) ‖2
‖ X (i) ‖2 + ‖ X⋆(i) ‖2 < ε (e´q. 4.31)
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1. Initialisation :U0 = 0, U˙0 = 0 et U¨0 est donne´e par :
U¨0 =M
−1
{
ω
[(
1
ξ
Kˆ−K
)(
U⋆
(i)
0 +αU
⋆(i)
1
)
+ Fˆ0
]}
2. pour k allant de 1 jusqu’a` m calculer :
(a) le champ du de´placement a` l’instant t = k∆t :
• si k = 1 alors :
Uk =
[
(1−α )K+ 1−θ
∆t2 β
M
]−1{
M
(
1−θ
∆t2 β
Uk−1+ 1−θ∆t β U˙k−1
+1−θ−2β
2β U¨k−1
)
+ω
(
1
ξ
Kˆ−K
){
αU⋆
(i)
k−1+
[
(1−α)2+α2
]
U⋆
(i)
k
+(1−α)αU⋆(i)k+1
}
+ωFˆk−α
}
• si k ∈ {2, . . . ,m−1} alors :
Uk =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1
+ 1−θ−2β
2β U¨k−1
)
+ω
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆
(i)
k
+ (1−α)α
(
U⋆
(i)
k−1+U
⋆(i)
k+1
)}
+ωFˆk−α
}
• si k = m alors :
Uk =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1
+ 1−θ−2β
2β U¨k−1
)
+ω
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆
(i)
k
+ (1−α)αU⋆(i)k−1
}
+ωFˆk−α
}
(b) l’acce´le´ration du champ direct a` l’instant t = k∆t :
U¨k =
1
∆t2β
[
Uk−Uk−1−∆t U˙k−1−∆t2
(
1
2
−β
)
U¨k−1
]
(c) la vitesse du champ direct a` l’instant t = k∆t :
U˙k = U˙k−1+∆t (1− γ)U¨k−1+∆t γ U¨k
TABLE 4.4: E´tapes de re´solution du proble`me direct en temps par la me´thode de relaxa-
tion.
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Sur l’e´chelle locale en temps, la re´solution du proble`me global dans ce cas est e´quivalente
a` la re´solution du proble`me local en temps d’une manie`re ite´rative. Les algorithmes sont
de´taille´s par les tableaux (4.4) et (4.5).
Les e´tapes permettant la re´solution du proble`me direct en temps par la me´thode de relaxa-
tion sont illustre´es par l’algorithme dont la description est de´taille´e dans le tableau 4.4.
Celles permettant la re´solution du proble`me re´trograde en temps par la meˆme me´thode
sont illustre´es par l’algorithme dont la description est de´taille´e dans le tableau 4.5. Une
1. Initialisation :
U⋆m =
[
(1−α)K+ 1−θ
∆t2β
M
]−1
ωξ
(
ˆˆKU
(i+1)
m − ˆˆFm
)
U˙⋆m = 0
U¨⋆m =
1−θ
∆t2β
U⋆m
2. Pour k allant de m−1 jusqu’a` 0 calculer :
(a) le champ re´trograde a` l’instant t = k∆t :
• si k ∈ {1, . . . ,m−1} alors :
U⋆k =
[
(1−α)K+ 1−θ
∆t2β
M
]−1{
−
(
αK+ θ
∆t2β
M
)
U⋆k+1+
1
2+γ
β MU¨
⋆
k+1+
1
∆tβ MU˙
⋆
k+1+ωξ
(
ˆˆKU
(i+1)
k − ˆˆFk
)}
• si k = 0 alors :
U⋆k =−θU⋆k+1+∆t (1− γ)U˙⋆k+1+∆t2
(
1
2
−β
)
U¨⋆k+1
(b) l’acce´le´ration du champ direct a` l’instant t = k∆t :
∆t2βU¨⋆k =U
⋆
k+θ −∆t2
(
1
2
−β + γ
)
U¨⋆k+1−∆tU˙⋆k+1
(c) la vitesse du champ direct a` l’instant t = k∆t :
U˙⋆k = U˙
⋆
k+1+∆tU¨
⋆
k+1
TABLE 4.5: E´tapes de re´solution du proble`me re´trograde en temps.
fois les champs cine´matiques U , U˙ et U¨ (respectivement U⋆, U˙⋆ et U¨⋆) associe´s au
proble`me direct (respectivement au proble`me re´trograde) sont e´value´s a` tous les instants,
ils seront relaxe´s par les champs cine´matiquesU
(i)
, U˙
(i)
et U¨
(i)
(respectivementU⋆
(i)
, U˙⋆
(i)
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et U¨⋆
(i)
) obtenus a` l’ite´ration pre´ce´dente i. On obtient finalement les champs cine´matiques
U
(i+1)
, U˙ (i+1) et U¨ (i+1) (respectivement U⋆
(i+1)
, U˙⋆
(i+1)
et U¨⋆
(i+1)
) solution du proble`me
couple´ discre´tise´ en temps a` l’ite´ration i+1. Cette re´gularisation est donne´e par (e´q. 4.32
(a)) (respectivement (e´q. 4.32 (b))).

U
(i+1)
=U+(1−ω)U (i)
U˙
(i+1)
= U˙+(1−ω)U˙ (i)
U¨
(i+1)
= U¨+(1−ω)U¨ (i)
(e´q. 4.32 (a))


U⋆
(i+1)
=U⋆+(1−ω)U⋆(i)
U˙⋆
(i+1)
= U˙⋆+(1−ω)U˙⋆(i)
U¨⋆
(i+1)
= U¨⋆+(1−ω)U¨⋆(i)
(e´q. 4.32 (b))
(e´q. 4.32)
Ces deux sche´mas ont e´te´ de´ja` e´labore´s dans le cas ge´ne´ral et ont e´te´ teste´s dans
le cadre e´lastodynamique pour l’identification des parame`tres mate´riau d’une structure
tridimensionnelle [Bonnet et Aquino, 2015].
5 Parame`tres a` identifier et fonction couˆt optimale
La technique de l’identification, comme elle a e´te´ discute´e pre´ce´demment, consiste,
pour chaque jeu de parame`tres fixe´ C, a` chercher les champs optimaux directs uopt, u˙opt
et u¨opt et les champs optimaux re´trogrades u
⋆
opt, u˙
⋆
opt et u¨
⋆
opt minimisant la fonction couˆt
(e´q. 4.3). Pour les valeurs de ces champs, le tenseur de contrainte donne´ par (e´q. 4.17) et
(e´q. 4.18) est aussi optimal. Ce qui permet d’obtenir l’e´quation simplifie´e de l’erreur en
relation de comportement modifie´e minimale associe´e a` ce jeu de parame`tres :
J
(
uopt,u
⋆
opt, u˜d
)
= 1
2
∫
Ω ε
(
u⋆opt0 +α u
⋆
opt1
)
:C : ε
(
u⋆opt0 +α u
⋆
opt1
)
dΩ
+1
2
m−1
∑
k=1
∫
Ω ε
(
u⋆optk+α
)
:C : ε
(
u⋆optk+α
)
dΩ
+ (1−α)
2
2
∫
Ω ε
(
u⋆optm
)
:C : ε
(
u⋆optm
)
dΩ
+ 1
2ξ η
∫
∂ f˜ Ω
(
u⋆opt0 +α u
⋆
opt1
)2
d∂ f˜Ω
+ 1
2ξ η
m−1
∑
k=1
∫
∂ f˜ Ω
u⋆optk+α
2 d∂ f˜Ω+
(1−α)2
2ξ η
∫
∂ f˜ Ω
u⋆optm
2 d∂ f˜Ω
+ξ ζ
2
m
∑
k=1
∫
∂u˜Ω
(
uoptk− u˜dk
)2
d∂u˜Ω
(e´q. 4.33)
Soit, en projetant dans un espace e´le´ments finis, cette fonction couˆt s’e´crit comme suit :
J
(
Uopt,U
⋆
opt,U˜d
)
= 1
2
t(
U⋆opt0 +αU
⋆
opt1
)
K
(
U⋆opt0 +αU
⋆
opt1
)
+ 1
2
m−1
∑
k=1
t
U⋆optk+α K U
⋆
optk+α
+ (1−α)
2
2
t
U⋆optm K U
⋆
optm
+ 1
2ξ η
t(
U⋆opt0 +αU
⋆
opt1
)(
U⋆opt0 +αU
⋆
opt1
)
+ 1
2ξ η
m−1
∑
k=1
t
U⋆optk+αU
⋆
optk+α
+ (1−α)
2
2ξ η
t
U⋆optmU
⋆
optm
+ξ ζ
2
m
∑
k=1
t(
Uoptk−U˜dk
)(
Uoptk−U˜dk
)
(e´q. 4.34)
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6 Re´sultats nume´riques pour le cas 2D
On reconside`re le proble`me d’identification des parame`tres de la structure 2D intro-
duite pre´ce´demment.
6.1 Influence du coefficient de ponde´ration des mesures
Il s’agit de re´soudre le proble`me couple´ issu de la minimisation de la version
discre´tise´e en temps de sa fonction couˆt (e´q. 4.3) sous les contraintes de la table 4.1.
La proce´dure de re´solution se de´roule par l’application des deux sche´mas algorithmiques
(4.4) et (4.5). La convergence vers la solution souhaite´e du proble`me couple´ est obtenue
pour un intervalle de valeur de ω de ]0, 2[ comme l’illustre les courbes de la figure 4.3.
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FIGURE 4.3: E´volution du nombre d’ite´rations jusqu’a` convergence en fonction du coef-
ficient de relaxation pour des mesures bruite´es jusqu’a` 40%.
The´oriquement, la de´termination de la condition sur le coefficient de relaxation, pour
laquelle la convergence est assure´e, se de´termine en e´tudiant l’e´volution du rayon spectral
de la matrice A−1DB−1R du proble`me global en temps (i.e. : ‖ ρ(A−1DB−1R) ‖< 1). En
pratique, il n’y a pas de preuve de convergence ge´ne´ralise´e a` cause de la taille des matrices
mises en place. De´sormais, la convergence sera de´duite d’une se´rie de tests nume´riques
(cf. figure 4.3).
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(a) Champ direct identifie´ u (en mm) pour
ξ = 10.
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(b) Champ direct identifie´ u (en mm) pour ξ = 5.
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(c) Champ direct identifie´ u (en mm) pour ξ = 1.
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(d) Champ direct identifie´ u (en mm) pour ξ = 1
4
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(e) Champ direct identifie´ u (en mm) pour
ξ = 1
10
.
FIGURE 4.4: Influence du choix du coefficient de ponde´ration ξ sur la qualite´ de la
solution identifie´e pour des mesures bruite´es (RSB=10
4
).
Les re´sultats illustre´s par la figure 4.3 montrent e´galement l’influence du choix du coeffi-
cient de ponde´ration ξ sur la convergence de l’algorithme. En effet, si on bruite le signal
utile des mesures jusqu’a` un niveau de 40% alors l’effet du bruit peut eˆtre maıˆtrise´ par
l’interme´diaire de ce parame`tre. Les re´alisations illustre´es par la figure 4.4 montrent que
l’effet du bruit sur la qualite´ de la solution (le champ direct identifie´) est re´duit quand la
valeur de ξ diminue. Ce re´sultat s’explique par le fait qu’on donne plus de confiance aux
informations issues du terme de l’erreur en relation de comportement que celles contenues
dans les termes de mesures.
6.2 Comparaison entre l’approche discre´tise´e et l’approche continue
Pour une valeur de ξ = 1, on lit sur la figure 4.3 une valeur de coefficient de relaxation
optimal ωopt = 0.6. Pour cette valeur une solution au proble`me est obtenue pour moins de
dix ite´rations. Ce qui revient a` dire que seulement 40% de la solution obtenue a` l’ite´ration
pre´ce´dente est retenue lors du processus de la relaxation.
Par contre, l’analyse de la figure 3.22 permet de lire une valeur de coefficient de relaxation
optimal ωopt = 3,5.10
−4. Pour cette valeur une solution au proble`me est obtenue pour
une vingtaine d’approximations successives. On constate que quasiment la totalite´ de la
solution obtenue a` l’ite´ration pre´ce´dente est retenue. Cette nette diffe´rence entre les deux
re´sultats prouve bien l’avantage de la discre´tisation temporelle de l’erreur en relation de
comportement modifie´e avant sa minimisation.
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Afin de comprendre l’origine de cet avantage, on se propose de comparer les matrices
de´crivant les sche´mas globaux en temps des deux approches (e´q. 3.16) et (e´q. 4.24). On
rappelle que :
– l’e´quation (e´q. 3.16) illustre la condition d’optimalite´ du Lagrangien issu de la ver-
sion continue en temps de l’erreur en relation de comportement modifie´e ;
– l’e´quation (e´q. 4.24) illustre la condition d’optimalite´ du Lagrangien issu de la ver-
sion discre´tise´e en temps de l’erreur en relation de comportement modifie´e.
La re´solution du proble`me a e´te´ effectue´e graˆce a` un sche´ma d’inte´gration temporelle
de type Newmark (i.e. : α = θ = 0) inconditionnellement stable (i.e. : (γ,β ) =
(
1
2
, 1
4
)
).
En tenant compte de cette information, le tableau suivant illustre les matrices pour les-
quelles on enregistre des diffe´rences significatives entre les deux approches (cf. annexe
section 4.1 et section 5)
Sche´ma direct Sche´ma re´trograde
Approche D1 D2 R1 R2
continue

 K 0 M0 M −∆t
2
M
M 0 −∆t2
4
M



 0 0 00 M ∆t
2
M
M ∆tM ∆t
2
4
M



 K 0 M0 M ∆t
2
M
M 0 −∆t2
4
M



 0 0 00 M −∆t
2
M
M −∆tM ∆t2
4
M


discre´tise´e

 K 0 M0 M −∆t
2
M
M 0 −∆t2
4
M



 0 0 00 M ∆t
2
M
M ∆t M ∆t
2
4
M



 K 0 M0 M 0
M −∆t
2
M −∆t2
4
M



 0 0 M0 M ∆t M
0 ∆t
2
M ∆t
2
4
M


TABLE 4.6: Comparaison des matrices des deux approches discre´tise´e et continue en
temps de l’erreur en relation de comportement.
La diffe´rence entre les re´sultats des deux approches peut eˆtre justifie´e par la particularite´
des matrices issues de l’approche discre´tise´e. En effet, les matrices du sche´ma re´trograde
sont les transpose´es des matrices du sche´ma direct. Par contre aucune relation alge´brique
particulie`re n’existe entre les matrices issues des sche´mas direct et re´trograde de l’ap-
proche non discre´tise´e en temps.
Ce point semble prometteur dans la mesure ou` il permet de revoir les me´thodes de tirs et de
Riccati aborde´es dans le chapitre 2 avec les matrices obtenues a` l’issue de la discre´tisation
en temps de l’erreur en relation de comportement modifie´e.
6.3 Robustesse de la me´thode pour l’identification du module
d’e´lasticite´
Une premie`re e´tape permettant de tester l’approche consiste a` identifier le module
d’Young en pre´sence du bruit de mesure. La se´ve´rite´ de ce dernier peut atteindre 40% de
la valeur maximale du signal utile afin d’illustrer la robustesse de cette technique.
On constate que les formes des courbes sont identiques. Plus le niveau des perturbations
est e´leve´ plus la courbe est de´cale´e vers le haut traduisant ainsi un couˆt supple´mentaire
au niveau du processus d’identification (cf. figures 4.5(a) et 4.5(c) repre´sentant, res-
pectivement, les contributions des erreurs en relation de comportement et en mesure
du de´placement). Les minima des fonctions couˆts se trouvent toujours au parame`tre de
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(a) Erreur en relation de comportement.
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(b) Erreur en mesure d’effort.
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(c) Erreur en mesure du de´placement.
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(d) Erreur en relation de comportement modifie´e.
FIGURE 4.5: Influence du bruit sur l’identification du module d’e´lasticite´ (cas 2D). Ro-
bustesse de la me´thode de relaxation applique´e sur la version discre´tise´e du proble`me.
re´fe´rence. Cette observation est moins respecte´e surtout au niveau des courbes de la fi-
gure 4.5(b) pour une valeur de RSB infe´rieure a` 10
3
.
Au final, on arrive a` identifier correctement le parame`tre mate´riau. Ainsi, la me´thode
de´montre une grande robustesse face aux basses valeurs du RSB (4.5(d)).
6.4 Carte de contribution a` l’erreur
La discre´tisation spatiale (par le biais de la me´thode des e´le´ments finis) et la
discre´tisation temporelle (par le biais de α-me´thode ge´ne´ralise´e) permettent de de´crire lo-
calement, pour un couple (position, instant) donne´, les champs cine´matiques et dynamique
solutions du proble`me de base. Ces discre´tisations induisent des erreurs nume´riques puis-
qu’elles conduisent a` une solution approche´e du mode`le mathe´matique. Dans cette partie,
on cherche a` comprendre, dans le cas des mesures exactes, la contribution a` l’erreur des
e´le´ments spatio-temporels a` l’issue de la non compatibilite´ entre les conditions aux li-
mites et la relation de comportement.
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Dans ce cas, une valeur non nulle de la fonction couˆt (e´q. 4.33) explique qu’il ne s’agit pas
des bons parame`tres mate´riau identifie´s ou que la structure pre´sente une zone de de´faut Γ
quelque part dans Ω. Il est donc plus ade´quat d’e´tudier la structure en relevant la carte de
contribution a` l’erreur. Le couˆt d’identification vient essentiellement de l’erreur en rela-
tion de comportement car les mesures sont conside´re´es comme exactes. Pour un e´le´ment
spatial e de la structure, on distingue deux sortes de contributions a` l’erreur :
• instantane´e : son expression est donne´e par la relation (e´q. 4.35) :
Ee,k =


1
Ωe
∫
Ωe
ε
(
u⋆k+α u
⋆
k+1
)
:C : ε
(
u⋆k+α u
⋆
k+1
)
dΩe si k = 0
1
Ωe
∫
Ωe
ε
(
u⋆k+α
)
:C : ε
(
u⋆k+α
)
dΩe si k ∈ {1, . . . ,m−1}
(1−α)2
Ωe
∫
Ωe
ε
(
u⋆k
)
:C : ε
(
u⋆k
)
dΩe si k = m
(e´q. 4.35)
Sur la figure 4.6 est repre´sente´e, dans le plan (espace× temps), la carte de contribu-
tion instantane´e a` l’erreur des e´le´ments situe´s sur la me´diane suivant la direction x
de la structure bidirectionnelle (Ee,k). On constate que les e´le´ments du bord contri-
buent moins a` l’erreur. En effet, si on suit la propagation d’une onde dans la direc-
tion des x croissant, on remarque que l’amplitude de l’onde devient de plus en plus
e´leve´e quand on s’approche des e´le´ments situe´s sur les bords. Cette discontinuite´
peut eˆtre explique´e par l’incompatibilite´ entre la relation de comportement et les
conditions aux limites. Il en re´sulte que la relation de comportement est relaˆche´e le
long des trajets des ondes.
• somme´e sur le temps : son expression est donne´e par la relation (e´q. 4.36) :
Ee =
1
Ωe
{∫
Ωe
ε
(
u⋆0+α u
⋆
1
)
:C : ε
(
u⋆0+α u
⋆
1
)
dΩe
+
m−1
∑
k=1
∫
Ωe
ε
(
u⋆k+α
)
:C : ε
(
u⋆k+α
)
dΩe
+ (1−α)2 ∫Ωe ε (u⋆m) :C : ε (u⋆m) dΩe
} (e´q. 4.36)
Le re´sultat qu’on vient d’analyser pour le cas d’une direction peut eˆtre ge´ne´ralise´
sur la totalite´ de la structure. La carte de contribution a` l’erreur, somme´e sur l’inter-
valle de temps d’observation [0, T ], montre clairement le relaˆchement de la relation
de comportement. Cela est duˆ a` son incompatibilite´ avec les conditions aux limites.
En effet, les ondes qui arrivent sur les extre´mite´s x = 0 et x = L de la structure ont
des amplitudes beaucoup moins e´leve´es que celles au niveau des e´le´ments adja-
cents.
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FIGURE 4.6: Carte de contribution a` l’erreur des e´le´ments spatiaux situe´s sur la me´diane
suivant la direction x dans le plan espace × temps pour un module d’Young E = 2Eref.
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FIGURE 4.7: Carte de contribution a` l’erreur, somme´e sur la dure´e d’observation [0, T ],
des e´le´ments spatiaux de la structure pour des mesures exactes et un module d’Young
E = 2Eref.
6.5 Localisation d’un de´faut en 2D
6.5.1 Localisation du de´faut par la carte de contribution a` l’erreur
On cherche par le bais de cette technique a` identifier une zone de de´faut localise´e
au centre de la structure. Cette zone est de forme rectangulaire de longueur Ld = 17cm
suivant la direction x et de largeur ℓd = 2cm suivant la direction y. On suppose que le
module d’Young au niveau de cette zone est affaibli et qu’on connait parfaitement le mo-
dule d’Young en dehors de cette zone. On exploite les mesures re´cupe´re´es aux bords de la
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structure (i.e. : x= 0 et x= L) afin de les confronter au mode`le dont on cherche a` identi-
fier les parame`tres. La figure 4.8 est une illustration de la carte de contribution a` l’erreur,
somme´e sur l’intervalle de temps d’observation, de chaque e´le´ment de la structure. Elle
permet de localiser l’endroit pour lequel l’erreur est dense.
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FIGURE 4.8: Carte de contribution a` l’erreur, somme´e sur la dure´e d’observation [0, T ],
des e´le´ments spatiaux de la structure.
6.5.2 Minimisation de l’erreur en relation de comportement modifie´e associe´e au
proble`me discre´tise´
L’expression de l’erreur en relation de comportement modifie´e optimale pour un jeu
de parame`tres mate´riau fixe´ pfixe´ est donne´e par (e´q. 4.33). Il reste a` minimiser J par
rapport aux parame`tres mate´riau p afin que les champs optimaux associe´s (i.e. :σ , u, u˙, u¨,
ud , fd , u
⋆, u˙⋆, u¨⋆, λ et µ) constituent la solution la plus proche ve´rifiant les mesures.
Dans le but de re´soudre le proble`me de minimisation, le gradient de l’erreur en relation
de comportement modifie´e J par rapport aux parame`tres du mode`le p permet d’avoir une
ide´e a` propos de la direction de descente de cette fonction couˆt. Pour l’e´valuer, on peut
partir de l’e´quation (e´q. 4.37) traduisant l’e´galite´ entre le Lagrangien et la fonction couˆt
pour les champs optimaux.
L (σ ,u, u˙, u¨,ud, fd,u
⋆, u˙⋆, u¨⋆,λ ,µ, p) = J (σ ,u,ud, fd, p) (e´q. 4.37)
Au moment ou` (e´q. 4.37) est vraie alors le gradient par rapport au parame`tre p est donne´
par (e´q. 4.38) avec x ∈ {σ , u, u˙, u¨, ud, fd, u⋆, u˙⋆, u¨⋆, λ , µ} et δx est de´fini pareillement
que δL (cf : (e´q. 4.6)).
dJ
dp
=
dL
dp
= δL (p, pˆ)+ ∑
x∈S
δL (x, xˆ)δx(p, pˆ) (e´q. 4.38)
Or x e´tant solution du proble`me de minimisation associe´ au parame`tre p, on a donc
δL (x, xˆ) = 0. Finalement, le gradient de l’erreur en relation de comportement modifie´e
peut eˆtre directement calcule´ graˆce a` l’expression (e´q. 4.39).
dJ
dp
= δL (p, pˆ) (e´q. 4.39)
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En utilisant l’e´quation (e´q. 4.4), l’expression (e´q. 4.39) peut eˆtre reformule´e en utilisant
la de´rive´e partielle du Lagrangien L par rapport au parame`tre C. Sa valeur est donne´e
par (e´q. 4.40) :
δL
(
C,Cˆ
)
= limh→0 12h
m
∑
k=0
∫
Ω
{−(σk−C : ε (uk)) :C−1 : (σk−C : ε (uk))
+
(
σk−
(
C+hCˆ
)
: ε (uk)
)
:
(
C+hCˆ
)−1
:
(
σk−
(
C+hCˆ
)
: ε (uk)
)}
dΩ
(e´q. 4.40)
ou encore :
δL
(
C,Cˆ
)
= limh→0 12h
m
∑
k=0
∫
Ω
{−σk :C−1 : σk−2σk : ε (uk)+ ε (uk) :C : ε (uk)
+σk :
(
C+hCˆ
)−1
: σk−2σk : ε (uk)+ ε (uk) :
(
C+hCˆ
)
: ε (uk)
}
dΩ
(e´q. 4.41)
Le de´veloppement limite´ en 0 a` l’ordre 1 de la fonction h 7→ (C+hCˆ)−1 est donne´ par
(e´q. 4.41). (
C+hCˆ
)−1
=C−1−hC−1 CˆC−1+o(h) (e´q. 4.42)
Ce qui permet de simplifier (e´q. 4.41) en l’e´crivant sous la forme simple (e´q. 4.43)
δL
(
C,Cˆ
)
=
1
2
m
∑
k=0
∫
Ω
{(
ε (uk)−C−1 : σk
)
: Cˆ :
(
ε (uk)+C
−1 : σk
)}
dΩ (e´q. 4.43)
En utilisant l’e´quation (e´q. 4.17), l’expression (e´q. 4.43) peut eˆtre reformule´e de la fac¸on
suivante (e´q. 4.44) :
δL
(
C,Cˆ
)
= −1
2
∫
Ω ε
(
u⋆0+α u
⋆
1
)
: Cˆ : ε
(
2u0+u
⋆
0+α u
⋆
1
)
dΩ
−1
2
m−1
∑
k=1
∫
Ω ε
(
u⋆k+α
)
: Cˆ : ε
(
2uk+u
⋆
k+α
)
dΩ
− (1−α)
2
∫
Ω ε (u
⋆
m) : Cˆ : ε (2um+(1−α)u⋆m)dΩ
(e´q. 4.44)
Dans le cas de l’identification d’un seul parame`tre structurel, l’analyse des diffe´rentes
courbes de la figure 4.5 permet de justifier que l’erreur en relation de comportement mo-
difie´e est presque convexe sur un intervalle contenant la valeur de re´fe´rence du module
d’Young (i.e. : d
2J
dE2
> 0). Comme on n’a pas la forme explicite de la de´rive´e seconde
de l’erreur modifie´e par rapport au module d’Young alors l’utilisation de la me´thode de
Newton ne peut pas eˆtre privile´gie´e. Par contre pour minimiser la fonction couˆt, on peut
approximer cette de´rive´e seconde selon l’e´quation (e´q. 4.45) :
d2J
dE2
(Ek) =
dJ
dE
(Ek)− dJdE (Ek−1)
Ek−Ek−1
(e´q. 4.45)
En utilisant ainsi cette approximation, on obtient l’algorithme dont les e´tapes sont
de´taille´es dans le tableau 4.7. Cette me´thode est e´galement appele´e me´thode de la se´cante
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1. Initialiser E0, E1, ε et k = 1 ;
2. Calculer dJ
dE
(Ek−1) et dJdE (Ek) ;
3. E´valuer Ek+1 graˆce a` (e´q. 4.46) :
Ek+1 =
Ek−1 dJdE (Ek)−Ek dJdE (Ek−1)
dJ
dE
(Ek)− dJdE (Ek−1)
(e´q. 4.46)
4. E´valuer l’erreur ek graˆce a` (e´q. 4.47) :
ek =
|Ek+1−Ek|
Ek
(e´q. 4.47)
5. Tant que ek > ε faire :
(a) k ← k+1 ;
(b) calculer dJ
dE
(Ek) ;
(c) e´valuer Ek+1 en utilisant (e´q. 4.46) ;
(d) e´valuer l’erreur ek en utilisant (e´q. 4.47).
6. Retourner E⋆ = Ek+1, le module d’Young recherche´.
TABLE 4.7: Algorithme de minimisation ge´ne´rique de la fonction couˆt base´ sur la
me´thode se´cante.
car elle utilise la (k+ 1)e`me abscisse (Ek+1) re´sultant de l’intersection de la droite pas-
sante par les deux points de la courbe repre´sentative de la de´rive´e premie`re par rap-
port au module d’Young et d’abscisses respectives Ek et Ek−1 avec l’axe des abscisses
[Conte et de Boor, 1972]. La figure 4.9 illustre les re´sultats de l’application de l’algo-
rithme pour la minimisation de la fonction couˆt. Afin de tester la robustesse algorithmique
on a initialise´ la proce´dure par deux donne´es diffe´rentes du module d’Young de telle
manie`re que le rapport E0
E1
soit de l’ordre de 3. La re´solution a e´te´ teste´e sur les conditions
d’optimalite´, issues de la formulation discre´tise´e en temps de l’erreur en relation de com-
portement modifie´e, en pre´sence et en absence du bruit de mesures. L’analyse de cette
figure montre qu’on arrive a` trouver un module d’Young final qui colle parfaitement au
module d’Young de re´fe´rence pour lequel ont e´te´ ge´ne´re´es les mesures.
En ce qui concerne une structure he´te´roge`ne, on peut imaginer un algorithme qui
prend comme parame`tre d’entre´e une initialisation (un vecteur de module d’Young E
0
)
qui peut eˆtre de´duite a` partir de certaines informations a priori sur la solution ou qui peut
eˆtre ale´atoirement se´lectionne´e. On choisit ensuite une direction de descente, telle que la
direction inverse du gradient de la fonction couˆt au point E0, et un pas initial de taille ι
0
de telle sorte que J(E
0
)≤ J(E0− ι
0
∇J(E
0
)).
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FIGURE 4.9: Identification du module d’Young en utilisant la me´thode de la se´cante.
D’abord, on ve´rifie si l’initialisation des parame`tres a` identifier est un point proche ou loin
du minimum de la fonction couˆt. Dans le cas ou` le point initial est loin du minimum, on
applique la me´thode de descente du gradient a` pas optimal jusqu’a` obtenir un ite´re´ pour
lequel la norme du gradient est infe´rieure a` un seuil pre´alablement fixe´. Ensuite, et afin de
reme´dier a` la petitesse de cette valeur qui risque de converger vers un faux optimum on
utilise un algorithme de type quasi-Newton base´ sur la me´thode BFGS [Bryson, 1975].
Enfin les parame`tres recherche´s sont ceux pour lesquels l’erreur de´finie par la diffe´rence
relative entre ces derniers et ceux obtenus a` l’ite´ration pre´ce´dente est infe´rieure a` un seuil
pre´alablement fixe´. Pour les deux me´thodes, la recherche du pas optimise´ est base´e sur
le crite`re d’Armijo [Armijo, 1966]. Elle permet de trouver le minimum par le biais d’une
descente optimise´e du gradient. Pour chaque ite´ration de l’algorithme de gradient opti-
mise´, il s’agit de trouver le coefficient ι
j
a` l’ite´ration j tel que E
( j+1)
minimise J
(
E
( j+1)
)
:
E
( j+1)
= E
( j)− ι j∇J
(
E
( j)
)
(e´q. 4.48)
On a teste´ la me´thode pour une structure 2D he´te´roge`ne en supposant qu’elle est compose´e
de deux parties de module d’e´lasticite´ diffe´rents E1 et E2 suivant la direction x.
La figure 4.10 montre que la forme de la fonction couˆt obtenue n’est pas fortement
convexe, bien que le re´sultat a e´te´ teste´ pour des mesures non bruite´es. Par contre un
zoom au voisinage du point minimum de la courbe montre bien qu’on arrive a` faire
converger l’algorithme vers le bon minimum. On peut conclure que la de´termination
des parame`tres d’une structure he´te´roge`ne doit eˆtre re´alise´e sur un intervalle re´duit pour
chaque parame`tre. Autrement dit une mauvaise initialisation des parame`tres mate´riau
risque de rendre le processus d’identification one´reux en terme de nombre d’ite´rations
jusqu’a` convergence.
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
Conclusion 133
(a) Fonction couˆt. (b) Zoom de la fonction couˆt au voisinage de
l’optimum.
FIGURE 4.10: Fonction couˆt associe´e a` l’identification de deux modules d’Young.
7 Conclusion
Toujours dans le cadre des me´thodes ite´ratives, une deuxie`me approche base´e sur
la discre´tisation en temps de la fonctionnelle e´nerge´tique a e´te´ utilise´e pour formu-
ler le proble`me d’identification. Les conditions d’optimalite´ du Lagrangien issues de
cette fonctionnelle ont permis d’offrir un syste`me d’e´quations diffe´rentielles dont les ca-
racte´ristiques alge´briques sont meilleures que celui obtenu au troisie`me chapitre. Cette
particularite´ justifie le re´sultat ame´liore´ concernant l’intervalle des coefficients de relaxa-
tion pour lesquels la convergence a eu lieu. La borne supe´rieure d’un tel intervalle est
maıˆtrise´e graˆce au coefficient de ponde´ration des termes de mesures dans la fonction er-
reur en relation de comportement modifie´e. Des re´sultats ont e´te´ obtenus en appliquant
cette approche sur un exemple 2D. On note principalement le point prometteur de la
me´thode qui re´side au niveau du nombre d’ite´rations re´duit pour re´soudre le proble`me
aux deux bouts ainsi que la pertinence de l’identification des parame`tres mate´riau.
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Application de la me´thode de relaxation a` l’approche discre´tise´e de l’erreur en relation de
comportement modifie´e
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Conclusion
La re´solution de proble`mes d’identification des parame`tres mate´riau d’une structure
est encore aujourd’hui une taˆche de´licate du fait du caracte`re intrusif des me´thodes
nume´riques employe´es a` cet effet. Le recours a` divers moyens non-intrusifs est
ge´ne´ralement indispensable pour parvenir a` une re´solution moins couˆteuse du proble`me
inverse e´tudie´.
Dans le cadre de cette the`se, on s’inte´ressait particulie`rement a` l’identification des pa-
rame`tres mate´riau d’une structure sollicite´e en dynamique a` partir des mesures corrom-
pues. Connaissant un mode`le physique de´pendant de tels parame`tres, on cherche a` trouver
les meilleures valeurs pour lesquelles sa re´ponse correspond a` la re´ponse expe´rimentale.
La strate´gie d’identification employe´e se base sur le concept de l’erreur en relation
de comportement modifie´e [Deraemaeker et al., 2002]. Formule´e ainsi par l’approche de
l’e´tat adjoint, on aboutit a` un syste`me d’e´quations aux de´rive´es partielles en espace et en
temps. La projection de ces e´quations dans un espace e´le´ments finis aboutit a` un proble`me
couple´ aux deux bouts en temps. Ce qui ne permet pas d’une part l’utilisation d’une
me´thode de re´solution incre´mentale en temps. D’autre part, il a e´te´ constate´ suite a` une
e´tude re´alise´e sur des syste`mes 0D et 1D, la pre´sence d’un comportement exponentiel
intrinse`que au proble`me de base. Quand on accroıˆt la dure´e d’observation, ce compor-
tement devient l’origine du caracte`re mal conditionne´ de la matrice de transition. Cette
limitation a pu eˆtre corrige´e graˆce a` une proce´dure d’orthonormalisation. La re´solution
par le biais de la me´thode de tirs renforce´e par cette proce´dure est devenue plus efficace
meˆme pour un temps d’e´tude assez long. La me´thode base´e sur la re´solution de l’e´quation
alge´brique de Riccati inspire´e des techniques de controˆle optimal a donne´ e´galement des
bons re´sultats. Mais, il reste le caracte`re intrusif de ces deux me´thodes qui ne permet pas
de les imple´menter dans des codes de calcul industrialisables.
L’avantage attendu derrie`re l’introduction de la me´thode d’approximations succes-
sives, en plus de sa robustesse, est l’assurance d’un couˆt de calcul minime. En partant
d’une solution initiale, la re´solution s’effectue d’une manie`re alternative. Un sche´ma in-
crimental en temps est alors utilise´ pour re´soudre l’e´quation diffe´rentielle a` inconnue
le champ direct en temps. Tandis qu’un sche´ma de´cre´mental en temps est utilise´ pour
re´soudre l’e´quation diffe´rentielle a` inconnue le champ re´trograde en temps. Mais un tel
sche´ma ite´ratif n’a aucune chance de converger si les mesures sont bruite´es. C’est la raison
pour laquelle l’ide´e de la relaxation a e´te´ vise´e dans le but de promouvoir la convergence.
La me´thode SOR a e´te´ applique´e sur deux sche´mas globaux en temps. Le premier est
le re´sultat de la concate´nation en temps des conditions d’optimalite´ issues de la minimisa-
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tion de la version continue en temps de l’erreur en relation de comportement modifie´e. Le
deuxie`me est le re´sultat de la concate´nation en temps des conditions d’optimalite´ issues
de la discre´tisation en temps puis la minimisation de la meˆme fonctionnelle.
Pour le premier cas, une re´solution nume´rique a e´te´ mene´e sur une barre e´lastique sol-
licite´e en dynamique par un effort de forme demi-sinus. Les re´sultats obtenus ont permis
notamment de justifier l’avantage en terme de complexite´ calculatoire de la technique de
la relaxation par rapport aux me´thodes de Riccati et de tirs. Entre autres, des tests ont e´te´
re´alise´s afin de de´terminer les parame`tres du proble`me influant sur le choix du coefficient
de relaxation optimal. L’inconve´nient majeur est que la valeur de ce dernier reste tre`s pe-
tite de telle manie`re qu’on constate qu’on relaxe trop d’une ite´ration a` une autre.
Par contre le deuxie`me cas a permis d’ame´liorer le choix du coefficient de relaxation
optimal. Une e´tude comparative entre les structures des sche´mas globaux en temps des
deux approches ont permis de justifier que cette nette diffe´rence est duˆe a` la particula-
rite´ alge´brique des matrices mises en jeu. Des re´sultats nume´riques comparatifs entre ces
deux approches sur une structure bidimensionnelle les justifient.
Il paraıˆt e´galement que c¸a sera inte´ressant d’exploiter les conditions d’optimalite´ is-
sues de la discre´tisation en temps de la fonctionnelle erreur en relation de comportement
modifie´e par la me´thode de Riccati ou de tirs et de les comparer avec les re´sultats men-
tionne´s dans cette the`se pour la version continue en temps. Il reste encore des ambitions
ouvertes visant a` ame´liorer les performances de la me´thode des approximations succes-
sives dans le but de traiter des proble`mes non line´aires et des situation pre´sentant des
phe´nome`nes d’endommagement.
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Annexe
1 Approche analytique d’un syste`me 0D
1.1 Calcul de la solution particulie`re2.1.2.2
La solution particulie`re, note´e Xp, peut eˆtre de´termine´e de fac¸on ge´ne´rale par la
me´thode de la variation de la constante. Cette me´thode a l’avantage de donner l’expres-
sion formelle de la solution particulie`re a` partir du second membre qui est de forme quel-
conque. On cherche la solution particulie`re sous la forme (e´q. 5.1) :
Xp =
(
xp(t)
λp(t)
)
=
(
p(t)
q(t)
)
est (e´q. 5.1)
et qui ve´rifie l’e´quation (e´q. 5.2) :
X¨p+KaXp = Sa (e´q. 5.2)
ou` p et q sont deux fonctions a` de´terminer. En injectant cette forme de´sire´e (e´q. 5.1) dans
l’e´quation diffe´rentielle (e´q. 5.2), il vient :(
x¨p(t)
λ¨p(t)
)
+Ka
(
xp(t)
λp(t)
)
= Sa (e´q. 5.3)
soit apre`s de´veloppement et simplification :(
p¨(t)
q¨(t)
)
est +2s
(
p˙(t)
q˙(t)
)
est + s2
(
p(t)
q(t)
)
est +Ka
(
p(t)
q(t)
)
est︸ ︷︷ ︸
=0
= Sa (e´q. 5.4)
on obtient finalement l’e´quation suivante :(
p¨(t)
q¨(t)
)
+2s
(
p˙(t)
q˙(t)
)
= Sae
−st =−
(
a
B
Y˜ (t)e−st(
X˜(t)+ 1
B
Y˜ (t)
)
e−st
)
(e´q. 5.5)
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En inte´grant, on obtient un syste`me d’e´quations diffe´rentielles d’ordre 1 en p et q
(e´q. 5.6) :
(
p˙(t)
q˙(t)
)
+2s
(
p(t)
q(t)
)
=


−
t∫
0
a
B
Y˜ (τ)e−sτdτ
T∫
t
(
X˜(τ)+ 1
B
Y˜ (τ)
)
e−sτdτ

 (e´q. 5.6)
La solution de l’e´quation diffe´rentielle (e´q. 5.6) est la somme d’une solution homoge`ne
qui est semblable a` la solution au cours d’un re´gime libre, et d’une solution particulie`re
de´pendante du second membre de (e´q. 5.6). Il y a plusieurs solutions homoge`nes. En effet,
on cherche une solution de type exponentielle de la forme (e´q. 5.7) :(
p(t)
q(t)
)
=
(
γ
µ
)
e−2st (e´q. 5.7)
Ensuite, la solution particulie`re peut eˆtre de´duite par la me´thode de la variation de la
constante. Elle est donne´e par l’e´quation (e´q. 5.8) :
(
γ˙(t)
µ˙(t)
)
e−2st−2s
(
γ(t)
µ(t)
)
e−2st +2s
(
γ(t)
µ(t)
)
e−2st︸ ︷︷ ︸
=0
=


−
t∫
0
a
B
Y˜ (τ)e−sτdτ
T∫
t
(
X˜(τ)+ 1
B
Y˜ (τ)
)
e−sτdτ


(e´q. 5.8)
soit apre`s de´veloppement et simplification :
(
γ˙(t)
µ˙(t)
)
=


−
t∫
0
a
B
Y˜ (τ)es(−τ+2t)dτ
T∫
t
(
X˜(τ)+ 1
B
Y˜ (τ)
)
es(−τ+2t)dτ

 (e´q. 5.9)
En inte´grant, les expressions de γ et µ sont finalement donne´es par des fonctions de´finies
par double inte´grales (e´q. 5.10) :
(
γ(t)
µ(t)
)
=−


t∫
0
τ∫
0
a
B
Y˜ (δ )es(−δ+2τ)dδ dτ
T∫
t
T∫
τ
(
X˜(δ )+ 1
B
Y˜ (δ )
)
es(−δ+2τ)dδ dτ

 (e´q. 5.10)
d’ou` les expressions de p et q sont donne´es par (e´q. 5.11) :
(
p(t)
q(t)
)
=
(
γ
µ
)
e−2st−


t∫
0
τ∫
0
a
B
Y˜ (δ )es(−δ+2τ−2t)dδ dτ
T∫
t
T∫
τ
(
X˜(δ )+ 1
B
Y˜ (δ )
)
es(−δ+2τ−2t)dδ dτ

 (e´q. 5.11)
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On prenant γ = µ = 0, la solution particulie`re devient (e´q. 5.12) :{
xp (t) =−
∫ t
0
∫ τ
0
a
B
Y˜ (δ )e(−ξ (δ+t−2τ)) cos(Ω(δ + t−2τ))dδdτ
λp (t) =−
∫ T
t
∫ T
τ
(
X˜ (δ )+ Y˜ (δ )
B
)
e(−ξ (δ+t−2τ)) cos(Ω(δ + t−2τ))dδdτ (e´q. 5.12)
Dans le cas ou` les mesures sont suppose´es non bruite´es, les variables X˜ et Y˜ de´finies par
le syste`me (e´q. 2.14) s’e´crivent comme suit :

X˜(δ ) = ζkx˜= ζ k
[
x0 cos
(√
k
m
δ
)
+ v0
√
m
k
sin
(√
k
m
δ
)]
Y˜ (δ ) = η
k
y˜= η
[
x0 cos
(√
k
m
δ
)
+ v0
√
m
k
sin
(√
k
m
δ
)] (e´q. 5.13)
En les substituant dans (e´q. 5.12) on trouve (e´q. 5.14) :

xp (t) =−
∫ t
0
∫ τ
0
aη
B
[
x0 cos
(√
k
m
δ
)
+ v0
√
m
k
sin
(√
k
m
δ
)]
e−ξ (δ+t−2τ) cos [Ω(δ + t−2τ)]dδdτ
λp (t) =−
∫ T
t
∫ T
τ
(
ζ k+ η
B
)[
x0 cos
(√
k
m
δ
)
+ v0
√
m
k
sin
(√
k
m
δ
)]
e−ξ (δ+t−2τ) cos [Ω(δ + t−2τ)]dδdτ
(e´q. 5.14)
L’application des formules de transformation du produit en somme ou diffe´rence de fonc-
tions trigonome´triques permet d’e´crire (e´q. 5.15) :

cos
(√
k
m
δ
)
cos(Ω(δ + t−2τ)) =
cos
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
+cos
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2
sin
(√
k
m
δ
)
cos(Ω(δ + t−2τ)) =
sin
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
−sin
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2
(e´q. 5.15)
Le syste`me (e´q. 5.15) peut eˆtre transforme´e en (e´q. 5.16) :

xp (t) =−
∫ t
0
∫ τ
0
aη
B

x0
cos
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
+cos
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2
+v0
√
m
k
sin
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
−sin
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2

e−ξ (δ+t−2τ)dδdτ
λp (t) =−
∫ T
t
∫ T
τ
(
ζ k+ η
B
)x0
cos
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
+cos
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2
+v0
√
m
k
sin
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
−sin
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]
2

e−ξ (δ+t−2τ)dδdτ
(e´q. 5.16)
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ou encore sous la forme (e´q. 5.17) :


xp (t) =−
∫ t
0
∫ τ
0
aη
2B
[
x0ℜ
{
e
i
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
+ e
i
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]}
+v0
√
m
k
ℑ
{
e
i
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
− ei
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]}]
e−ξ (δ+t−2τ)dδdτ
λp (t) =−
∫ T
t
∫ T
τ
ζ k+ηB
2
[
x0ℜ
{
e
i
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
+ e
i
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]}
+ v0
√
m
k
ℑ
{
e
i
[(
Ω+
√
k
m
)
δ+Ω(t−2τ)
]
− ei
[(
Ω−
√
k
m
)
δ+Ω(t−2τ)
]}]
e−ξ (δ+t−2τ)dδdτ
(e´q. 5.17)
En permutant l’inte´grale et les parties imaginaire et re´elle la relation devient (e´q. 5.18)


xp (t) =−aη2B
[
x0ℜ
{∫ t
0
∫ τ
0
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
δ
+ e
[
−ξ+i
(
Ω−
√
k
m
)]
δ
)
dδ e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}
+v0
√
m
k
ℑ
{∫ t
0
∫ τ
0
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
δ − e
[
−ξ+i
(
Ω−
√
k
m
)]
δ
)
dδ e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}]
λp (t) =− ζ k+
η
B
2
[
x0ℜ
{∫ T
t
∫ T
τ
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
δ
+ e
[
−ξ+i
(
Ω−
√
k
m
)]
δ
)
dδ e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}
+v0
√
m
k
ℑ
{∫ T
t
∫ T
τ
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
δ − e
[
−ξ+i
(
Ω−
√
k
m
)]
δ
)
dδ e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}]
(e´q. 5.18)
qu’on peut l’ordonner comme suit (e´q. 5.19)


xp (t) =−aη2B
[
x0ℜ
{∫ t
0
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
τ−1
−ξ+i
(
Ω+
√
k
m
) + e
[
−ξ+i
(
Ω−
√
k
m
)]
τ−1
−ξ+i
(
Ω−
√
k
m
)
)
e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}
+v0
√
m
k
ℑ
{∫ t
0
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
τ−1
−ξ+i
(
Ω+
√
k
m
) − e
[
−ξ+i
(
Ω−
√
k
m
)]
τ−1
−ξ+i
(
Ω−
√
k
m
)
)
e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}]
λp (t) =− ζ k+
η
B
2
[
x0ℜ
{∫ T
t
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
T−e
[
−ξ+i
(
Ω+
√
k
m
)]
τ
−ξ+i
(
Ω+
√
k
m
) + e
[
−ξ+i
(
Ω−
√
k
m
)]
T−e
[
−ξ+i
(
Ω−
√
k
m
)]
τ
−ξ+i
(
Ω−
√
k
m
)
)
e2(ξ−iΩ)τdτ e(−ξ+iΩ)t
}
+ v0
√
m
k
ℑ
{∫ T
t
(
e
[
−ξ+i
(
Ω+
√
k
m
)]
T−e
[
−ξ+i
(
Ω+
√
k
m
)]
τ
−ξ+i
(
Ω+
√
k
m
)
− e
[
−ξ+i
(
Ω−
√
k
m
)]
T−e
[
−ξ+i
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(e´q. 5.19)
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ou d’une manie`re plus de´veloppe´e (e´q. 5.20)


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√
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√
k
m
)]
τ−e2(ξ−iΩ)τ
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√
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√
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√
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√
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λp (t) =− ζ k+
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√
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√
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√
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√
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(e´q. 5.20)
L’e´valuation des diffe´rentes inte´grales permet d’e´crire (e´q. 5.21)


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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
k
m
)]
T
(e2(ξ−iΩ)t−e2(ξ−iΩ)T)
2(ξ−iΩ)
[
−ξ+i
(
Ω−
√
k
m
)]

e(−ξ+iΩ)t

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√
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√
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√
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√
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√
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√
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√
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
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Soit en de´veloppant on obtient (e´q. 5.22) :


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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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√
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



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En faisant apparaıˆtre les termes en sinus hyperbolique dans l’e´quation (e´q. 5.22), il vient :


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√
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√
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√
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
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√
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

(e´q. 5.23)
De meˆme, en faisant apparaıˆtre les termes en cosinus et sinus dans l’e´quation (e´q. 5.23),
les expressions de xp et λp seront respectivement donne´es par (e´q. 5.24) et (e´q. 5.25) :
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
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
(e´q. 5.24)
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(e´q. 5.25)
Dans le but d’e´valuer les parties re´elles et imaginaires figurant dans les expressions de xp
et λp, il vient :
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
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


(e´q. 5.26)
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





(e´q. 5.27)
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or, on exploitant les e´galite´s suivantes :
• Ω2−ξ 2 = a
B
, 2ξ Ω =
aω
B
,
k
m
= (1+η)
a
B
, Ω2−ξ 2− k
m
=−η a
B
;
•
(
Ω2−ξ 2− k
m
)2
+(2ξ Ω)2 =
a2
B2
(
η2+ω2
)
,
√
k
m
(Ω+ iξ ) =
a
B
√
1+η
(
D+ i
ω
2D
)
;
• (Ω2−ξ 2)2− (Ω2−ξ 2) k
m
− (2ξ Ω)2 =− a
2
B2
(
η +ω2
)
;
• 4ξ Ω(Ω2−ξ 2)−2ξ Ω k
m
=
a2
B2
ω (1−η) .
les e´quations (e´q. 5.99) et (e´q. 5.100) donnant les expressions de xp et λp deviennent :
xp (t) =−aη2B

x0


−2η aB cos
(√
k
m t
)
a2
B2
(η2+ω2)
−
(
−2η aB cos(Ω t)
a2
B2
(η2+ω2)
+
2 aωB sin(Ω t)
a2
B2
(η2+ω2)
)
e−ξ t
−ℜ
{
2 aB (1+iω)
a2
B2
[−(η+ω2)+iω(1−η)]
sinh [(ξ − iΩ) t]
}}
+v0
√
m
k
{
−2η aB
a2
B2
(η2+ω2)
sin
(√
k
m
t
)
+ℑ
{
2 aB
√
1+η(D+i ω2D)sinh [(ξ−iΩ)t]
a2
B2
[−(η+ω2)+iω(1−η)]
}}]
(e´q. 5.28)
λp (t) =−ζ k+
η
B
2
[
x0
{
−2η aB
a2
B2
(η2+ω2)
cos
(√
k
m
t
)
−
[
−2η aB cos [Ω(t−T )]
a2
B2
(η2+ω2)
+
2 aωB sin [Ω(t−T )]
a2
B2
(η2+ω2)
]
cos
(√
k
m
T
)
e−ξ (t−T )
−ℜ


2 aB (1+iω)cos
(√
k
mT
)
−2i aB
√
1+η(D+i ω2D)sin
(√
k
mT
)
a2
B2
[−(η+ω2)+iω(1−η)]
sinh [(ξ − iΩ)(t−T )]




+v0
√
m
k
{
−2η aB
a2
B2
(η2+ω2)
sin
(√
k
m
t
)
−
(
−2η aB cos [Ω(t−T )]
a2
B2
(η2+ω2)
+
2 aωB sin [Ω(t−T )]
a2
B2
(η2+ω2)
)
sin
(√
k
m
T
)
e−ξ (t−T )
−ℑ


2i aB (1+iω)sin
(√
k
mT
)
−2 aB
√
1+η(D+i ω2D)cos
(√
k
mT
)
a2
B2
[−(η+ω2)+iω(1−η)]
sinh [(ξ − iΩ)(t−T )]






(e´q. 5.29)
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En simplifiant, les nouvelles expressions des deux solutions particulie`res sont donne´es par
(e´q. 5.30) et (e´q. 5.31)
xp (t) = x0
[
η2
η2+ω2
cos
(√
k
m
t
)
− η2
η2+ω2
cos(Ω t)e−ξ t + ηω
η2+ω2
sin(Ω t)e−ξ t
+ℜ
{
η(1+iω)
−(η+ω2)+iω(1−η) sinh [(ξ − iΩ) t]
}]
+ v0
√
m
k
[
η2
η2+ω2
sin
(√
k
m
t
)
−ℑ
{
η
√
1+η(D+i ω2D)
−(η+ω2)+iω(1−η) sinh [(ξ − iΩ) t]
}]
(e´q. 5.30)
λp (t) =
ζ kB+η
aη
[
x0
{
η2
η2+ω2
cos
(√
k
m
t
)
−
(
η2
η2+ω2
cos [Ω(t−T )]− ηω
η2+ω2
sin [Ω(t−T )]
)
cos
(√
k
m
T
)
e−ξ (t−T )+ℜ


η(1+iω)cos
(√
k
mT
)
−iη√1+η(D+i ω2D)sin
(√
k
mT
)
−(η+ω2)+iω(1−η)
sinh [(ξ − iΩ)(t−T )]
1
1
1
1
}}
+ v0
√
m
k
{
η2
η2+ω2
sin
(√
k
m
t
)
−
(
η2
η2+ω2
cos [Ω(t−T )]− ηω
η2+ω2
sin [Ω(t−T )]
)
sin
(√
k
m
T
)
e−ξ (t−T )
+ℑ


iη(1+iω)sin
(√
k
mT
)
−η√1+η(D+i ω2D)cos
(√
k
mT
)
−(η+ω2)+iω(1−η) sinh [(ξ − iΩ)(t−T )]






(e´q. 5.31)
En de´veloppant les termes des parties re´elles et imaginaires, il vient :
xp (t) = x0
[
η2
η2+ω2
cos
(√
k
m
t
)
− η2
η2+ω2
cos(Ω t)e−ξ t + ηω
η2+ω2
sin(Ω t)e−ξ t
− η(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
]ℜ{(η + iω)[cos(Ω t)(eξ t− e−ξ t)− isin(Ω t)(eξ t + e−ξ t)]}
]
+v0
√
m
k

η2 sin
(√
k
m t
)
η2+ω2
+ η
√
1+η
2
[
(η+ω2)
2
+ω2(1−η)2
] ℑ{[D(η +ω2)− ω2
2D
(1−η)
+iω
(
D(1−η)+ η+ω2
2D
)][
cos(Ω t)
(
eξ t− e−ξ t
)
− isin(Ω t)
(
eξ t + e−ξ t
)]}]
(e´q. 5.32)
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λp (t) =
ζ kB+η
aη

x0


η2 cos
(√
k
m t
)
η2+ω2
−
(
η2 cos [Ω(t−T )]
η2+ω2
− ηω sin [Ω(t−T )]
η2+ω2
)
cos
(√
k
m
T
)
e−ξ (t−T )
− η
2
[
(η+ω2)
2
+ω2(1−η)2
]ℜ{[cos(Ω(t−T ))(eξ (t−T )− e−ξ (t−T ))− isin(Ω(t−T ))(
eξ (t−T )+ e−ξ (t−T )
)][(
η +ω2
)
+ iω (1−η)][cos(√ k
m
T
)
+
√
1+η ω
2D
sin
(√
k
m
T
)
+i
(
ω cos
(√
k
m
T
)
−√1+ηDsin
(√
k
m
T
))]}
+ v0
√
m
k


η2 sin
(√
k
m t
)
η2+ω2
−
(
η2 cos [Ω(t−T )]
η2+ω2
− ηω sin [Ω(t−T )]
η2+ω2
)
sin
(√
k
m
T
)
e−ξ (t−T )− η
2
[
(η+ω2)
2
+ω2(1−η)2
]
ℜ
{[
cos(Ω(t−T ))
(
eξ (t−T )− e−ξ (t−T )
)
− isin(Ω(t−T ))
(
eξ (t−T )+ e−ξ (t−T )
)]
[(
η +ω2
)
+ iω (1−η)][sin(√ k
m
T
)
−√1+η ω
2D
cos
(√
k
m
T
)
+ i
(
ω sin
(√
k
m
T
)
+
√
1+ηDcos
(√
k
m
T
))]}}]
(e´q. 5.33)
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En faisant apparaıˆtre les fonctions de base (e´q. 5.34) dans les expressions des ces deux
solutions (e´q. 5.32) et (e´q. 5.33), les nouvelles expressions de xp et λp s’e´crivent alors :


xp (t) = x0
[
η2
η2+ω2
cos
(√
k
m
t
)
− η2
η2+ω2
cos(Ω t)e−ξ t
+ ηω
η2+ω2
sin(Ω t)e−ξ t− η(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
][
η cos(Ω t)
(
eξ t− e−ξ t
)
+ω sin(Ω t)
(
eξ t + e−ξ t
)]]
+v0
√
m
k

η2 sin
(√
k
m t
)
η2+ω2
+ η
√
1+η
2
[
(η+ω2)
2
+ω2(1−η)2
]
[
ω
(
D(1−η)+ η+ω2
2D
)
cos(Ω t)
(
eξ t− e−ξ t
)
−
[
D
(
η +ω2
)− ω2
2D
(1−η)
]
sin(Ω t)
(
eξ t + e−ξ t
)]]
λp (t) =
ζ kB+η
aη

x0


η2 cos
(√
k
m t
)
η2+ω2
−
(
η2 cos [Ω(t−T )]
η2+ω2
− ηω sin [Ω(t−T )]
η2+ω2
)
cos
(√
k
m
T
)
e−ξ (t−T )− η
2
[
(η+ω2)
2
+ω2(1−η)2
][(
η
(
1+ω2
)
cos
(√
k
m
T
)
+ω
√
1+η
(
η+ω2
2D
+D(1−η)
)
sin
(√
k
m
T
))
( f2 (T ) f1 (t)− f1 (T ) f2 (t)+ f4 (T ) f3 (t)
− f3 (T ) f4 (t))+
(
ω
(
1+ω2
)
cos
(√
k
m
T
)
+
√
1+η(
ω2(1−η)
2D
−D(η +ω2))sin(√ k
m
T
))
(− f4 (T ) f1 (t)− f3 (T ) f2 (t)+ f2 (T ) f3 (t)+ f1 (T ) f4 (t))]
+v0
√
m
k


η2 sin
(√
k
m t
)
η2+ω2
−
(
η2 cos [Ω(t−T )]
η2+ω2
− ηω sin [Ω(t−T )]
η2+ω2
)
sin
(√
k
m
T
)
e−ξ (t−T )− η
2
[
(η+ω2)
2
+ω2(1−η)2
] [(η (1+ω2)
sin
(√
k
m
T
)
−ω√1+η
(
η+ω2
2D
+D(1−η)
)
cos
(√
k
m
T
))
( f2 (T ) f1 (t)− f1 (T ) f2 (t)+ f4 (T ) f3 (t)− f3 (T ) f4 (t))
+
(
ω
(
1+ω2
)
sin
(√
k
m
T
)
+
√
1+η
(
−ω2(1−η)
2D
+D
(
η +ω2
))
cos
(√
k
m
T
))
(− f4 (T ) f1 (t)− f3 (T ) f2 (t)
+ f2 (T ) f3 (t)+ f1 (T ) f4 (t))]}]
(e´q. 5.34)
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Soit finalement :


xp (t) =
η2
η2+ω2
[
x0 cos
(√
k
m
t
)
+ v0
√
m
k
sin
(√
k
m
t
)]
+

 −x0η2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f1 (t)
−

 x0η2
η2+ω2
− x0η
2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f2 (t)
−
[
x0ηω(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f3 (t)
+
[
x0ηω
η2+ω2
− x0ηω(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
] − v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f4 (t)
λp (t) =
ζ kB+η
aη
{
η2
η2+ω2
[
x0 cos
(√
k
m
t
)
+ v0
√
m
k
sin
(√
k
m
t
)]
+

 −x0η2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f1 (t)
−

 x0η2
η2+ω2
− x0η
2(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k ηω
√
1+η
(
D(1−η)+η+ω22D
)
2
[
(η+ω2)
2
+ω2(1−η)2
]

 f2 (t)
−
[
x0ηω(1+ω2)
2
[
(η+ω2)
2
+ω2(1−η)2
] + v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f3 (t)
+
[
ηω
η2+ω2
− x0ηω(1+ω
2)
2
[
(η+ω2)
2
+ω2(1−η)2
] − v0
√
m
k η
√
1+η
(
D(η+ω2)−ω22D (1−η)
)
2
[
(η+ω2)
2
+ω2(1−η)2
]
]
f4 (t)
}
(e´q. 5.35)
1.2 Les fonctions de la base orthonormale2.1.2.4
Le but de cette section est de donner une me´thode de construction effective d’une
base orthonorme´e (g1, g2, g3, g4) a` partir de la base de fonctions ( f1, f2, f3, f4) de´finie
par (e´q. 2.27), graˆce au proce´de´ d’orthogonalisation de Gram-Schmidt. L’espace d’e´tude
est un espace euclidien de dimension quatre. On muni l’espace par un produit scalaire
qu’on note < ., . >. La norme associe´e a` ce produit scalaire est la norme L2.
Pour de´marrer le processus, on commence par de´terminer la premie`re fonction g1 de
cette base orthonorme´e en normalisant par exemple la fonction f1. Ce vecteur est donne´e
par (e´q. 5.36) :
g1 =
f1
‖ f1 ‖2
(e´q. 5.36)
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ou` l’expression de la norme de f1 est donne´e par (e´q. 5.37) :
‖ f1 ‖2=
√
< f1, f1 >=
√
1
T
∫ T
0 [ f1 (t)]
2
dt
= 1
2
√
2ξ 2[cos2(ΩT )e2ξ T−1]+Ω2(e2ξ T−1)+Ωξ sin(2ΩT )e2ξ T
(ξ 2+Ω2)ξ T
(e´q. 5.37)
Afin de de´terminer le deuxie`me vecteur g2 a` partir de celui f2 on doit soustraire de ce
dernier la direction porte´e par g1. Si on note p21 la norme de cette composante alors sa
valeur est donne´e par (e´q. 5.38) :
p21 =< f2,g1 >=
1
T
∫ T
0 f2 (t)g1 (t)dt =
2ΩT+sin(2ΩT )
4ΩT ‖ f1‖2 (e´q. 5.38)
Par conse´quence, la valeur de la fonction g2 est donne´e par (e´q. 5.39) :
g2 =
f2− p21 g1
‖ f2− p21 g1 ‖2
=
f2− p21 g1√
‖ f2 ‖22 −p221
(e´q. 5.39)
ou` l’expression de la norme de f2 est donne´e par (e´q. 5.40) :
‖ f2 ‖2=
√
< f2, f2 >=
√
1
T
∫ T
0 [ f2 (t)]
2
dt
= 1
2
√
2ξ 2[1−cos2(ΩT )e−2ξ T ]+Ω2(1−e−2ξ T)+Ωξ sin(2ΩT )e−2ξ T
(ξ 2+Ω2)ξ T
(e´q. 5.40)
Pareillement, pour de´terminer le troisie`me vecteur g3 a` partir de celui f3 on doit sous-
traire de ce dernier les directions porte´es par g1 et g2. Notons par p31 et p32 respectivement
leurs normes, alors leurs valeurs sont donne´es par (e´q. 5.41) :
p31 =< f3,g1 >=
1
T
∫ T
0 f3 (t)g1 (t)dt =
sin(2ΩT )+2ΩT
4ΩT ‖ f1‖2
p32 =< f3,g2 >=
1
T
∫ T
0 f3 (t)g2 (t)dt =
< f3, f2>−p31p21√
‖ f2‖22−p221
(e´q. 5.41)
ou` le produit scalaire des deux fonctions f2 et f3 a pour valeur :
< f3, f2 >=
sin2 (ΩT )
2ΩT
(e´q. 5.42)
Par conse´quence, la valeur de la fonction g3 est donne´e par (e´q. 5.43) :
g3 =
f3− p32 g2− p31 g1
‖ f3− p32 g2− p31 g1 ‖2
=
f3− p32 g2− p31 g1√
‖ f3 ‖22 −p232− p231
(e´q. 5.43)
ou` l’expression de la norme de f3 est donne´e par (e´q. 5.44) :
‖ f3 ‖2=
√
< f3, f3 >=
√
1
T
∫ T
0 [ f3 (t)]
2
dt
= 1
2
√
2ξ 2 sin2(ΩT )e2ξ T+Ω2(e2ξ T−1)−Ωξ sin(2ΩT )e2ξ T
(ξ 2+Ω2)ξ T
(e´q. 5.44)
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Finalement, en e´value de la meˆme fac¸on le dernier vecteur g4 de la base orthonorme´e a`
partir de f4. En effet, on soustrait de ce dernier les directions porte´es par g1, g2 et g3. Dont
les normes, note´es respectivement par p41, p42 et p43, ont pour expressions (e´q. 5.45) :
p41 =< f4,g1 >=
1
T
∫ T
0 f4 (t)g1 (t)dt =
sin(ΩT )
2ΩT ‖ f1‖2
p42 =< f4,g2 >=
1
T
∫ T
0 f4 (t)g2 (t)dt =
< f4, f2>−p41p21√
‖ f2‖22−p221
p43 =< f4,g3 >=
1
T
∫ T
0 f4 (t)g3 (t)dt =
< f4, f3>− p32< f4, f2>√‖ f2‖22−p221
+p41
(
−p31+ p32p21√‖ f2‖22−p221
)
√
‖ f3‖22−p232−p231
(e´q. 5.45)
ou` les expressions des deux produits scalaires de f2 et f4 et de f3 et f4 valent respective-
ment :
< f4, f2 >=
Ω−[ξ sin(2ΩT )+Ω cos(2ΩT )]e−2ξ T
4T(ξ 2+Ω2)
< f4, f3 >=
2ΩT−sin(2ΩT )
4ΩT
(e´q. 5.46)
Suite a` ces re´sultats, l’expression de la fonction g4 est donne´e par (e´q. 5.47) :
g4 =
f4− p43 g3− p42 g2− p41 g1
‖ f4− p43 g3− p42 g2− p41 g1 ‖2
=
f4− p43 g3− p42 g2− p41 g1√
‖ f4 ‖22 −p243− p242−−p241
(e´q. 5.47)
ou` l’expression de la norme de f4 est donne´e par (e´q. 5.48) :
‖ f4 ‖2=
√
< f4, f4 >=
√
1
T
∫ T
0 [ f4 (t)]
2
dt
= 1
2
√
−2ξ 2 sin2(ΩT )e−2ξ T+Ω2(1−e−2ξ T)−Ωξ sin(2ΩT )e−2ξ T
(ξ 2+Ω2)ξ T
(e´q. 5.48)
En re´capitulant, les fonctions de la nouvelle base orthonormale s’e´crivent en fonction
de celles de la base de de´part de la manie`re suivante :
g1 =
1
‖ f1 ‖2
f1 (e´q. 5.49a)
g2 =− p21‖ f1 ‖2‖ f˜2 ‖2
f1+
1
‖ f˜2 ‖2
f2 (e´q. 5.49b)
g3 =
(
−p31+ p32p21‖ f˜2‖2
)
‖ f1 ‖2‖ f˜3 ‖2
f1− p32‖ f˜2 ‖2‖ f˜3 ‖2
f2+
1
‖ f˜3 ‖2
f2 (e´q. 5.49c)
g4 =
[
−p41+ p42p21‖ f˜2‖2 −
p43
‖ f˜3‖2
(
−p31+ p32p21‖ f˜2‖2
)]
‖ f1‖2‖ f˜4‖2
f1+
(
−p42+ p43p32‖ f˜3‖2
)
‖ f˜2‖2‖ f˜4‖2
f2
+ −p43‖ f˜3‖2‖ f˜4‖2
f3+
1
‖ f˜4‖2
f4
(e´q. 5.49d)
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ou` les fonctions f˜2, f˜3 et f˜4 ainsi que leurs normes sont donne´es par les expressions
suivantes :
f˜2 = f2− p21 g1 (e´q. 5.50a)
‖ f˜2 ‖2=
√
‖ f2 ‖22 −p221 (e´q. 5.50b)
f˜3 = f3− p32 g2− p31 g1 (e´q. 5.50c)
‖ f˜3 ‖2=
√
‖ f3 ‖22 −p232− p231 (e´q. 5.50d)
f˜4 = f4− p43 g3− p42 g2− p41 g1 (e´q. 5.50e)
‖ f˜4 ‖2=
√
‖ f4 ‖22 −p243− p242−−p241 (e´q. 5.50f)
2 Syste`me 1 D
2.1 Explicitation de la quantite´
[
δv(x, t)ES
∂ (u+u∗)
∂x
(x, t)
]L
0
2.2.2
La continuite´ des champs cine´matique et dynamique tout au long de la barre permet
d’e´crire en conside´rant l’e´galite´ (e´q. 2.54a) :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
= δv(L, t)N (L, t)−δv(0, t)N (0, t) (e´q. 5.51)
Or, selon (e´q. 2.54g), on a ∀ t ∈ [0,T ] N (0, t) = N0d (t) et N (L, t) = NLd (t), il vient :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
= δv(L, t)NLd (t)−δv(0, t)N0d (t) (e´q. 5.52)
On remplac¸ant N0d et N
L
d par leurs valeurs (e´q. 2.54h), la quantite´ qu’on cherche a` e´valuer
devient :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
= δv(L, t)
[
F˜L (t)− 1
η
µL (t)
]
−δv(0, t)
[
F˜0 (t)− 1
η
µ0 (t)
]
(e´q. 5.53)
Soit en substituant µ0 et µL par leurs valeurs donne´es par (e´q. 2.54f), il vient :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
= δv(L, t)
[
F˜L (t)− 1
η
u∗ (L, t)
]
−δv(0, t)
[
F˜0 (t)+
1
η
u∗ (0, t)
]
(e´q. 5.54)
En e´crivant ce dernier re´sultat sous forme d’un produit de deux vecteurs, on obtient :[
δv(x, t)ES
∂ (u+u⋆)
∂x
(x, t)
]L
0
=
[
δv(0, t) , δv(L, t)
][( − 1η u∗ (0, t)
− 1η u∗ (L, t)
)
+
( −F˜0 (t)
F˜L (t)
)]
(e´q. 5.55)
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L’approximation par l’outil e´le´ments finis de ces champs aux bords de la barre permet
d’avoir le re´sultat suivant :
[
δv(x, t)ES∂ (u+u
∗)
∂x (x, t)
]L
0
= t(δV (t))




1 0
0 1
0 0
...
...
0 0


(
φ1(0)
φ2(0)
)
,


0 0
...
...
0 0
1 0
0 1


(
φ1(L)
φ2(L)
)



− 1η


[
φ1(0), φ2(0)
]( 1 0 0 . . . 0
0 1 0 . . . 0
)
U∗(t)[
φ1(L), φ2(L)
]( 0 . . . 0 1 0
0 . . . 0 0 1
)
U∗(t)

+
( −F˜0(t)
F˜L(t)
)
(e´q. 5.56)
En e´valuant les fonctions de formes aux bords de la structure, il vient :
[
δv(x, t)ES∂ (u+u
∗)
∂x (x, t)
]L
0
= t(δV (t))




1 0
0 1
0 0
...
...
0 0


(
1
0
)
,


0 0
...
...
0 0
1 0
0 1


(
0
1
)



− 1η


(
1, 0
)( 1 0 0 . . . 0
0 1 0 . . . 0
)
U∗(t)(
0, 1
)( 0 . . . 0 1 0
0 . . . 0 0 1
)
U∗(t)

+
( −F˜0(t)
F˜L(t)
)
(e´q. 5.57)
En de´veloppant (e´q. 5.57), on trouve le re´sultat suivant :
[
δv(x, t)ES∂ (u+u
∗)
∂x (x, t)
]L
0
= t(δV (t))


1 0
0 0
...
...
0 0
0 1


[( −1
η 0 . . . 0 0
0 0 . . . 0 −1η
)
U∗(t)
+
( −F˜0(t)
F˜L(t)
)]
(e´q. 5.58)
Soit finalement la quantite´ qu’on cherche a` e´valuer est donne´e par l’expression suivante :
[
δv(x, t)ES
∂ (u+u∗)
∂x
(x, t)
]L
0
= t(δV (t))




−1
η 0 . . . 0 0
0 0 . . . 0 0
...
... . . .
...
...
0 0 . . . 0 0
0 0 . . . 0 −1η

U
∗(t)+


−F˜0(t)
0
...
0
F˜L(t)




(e´q. 5.59)
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2.2 Explicitation de la quantite´
[
δv(x, t)ES∂u
∗
∂x
(x, t)
]L
0
2.2.2
La continuite´ des champs cine´matique et dynamique tout au long de la barre permet
d’e´crire en conside´rant l’e´galite´ (e´q. 2.54a) :[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
=
[
δv(x, t)
(
N (x, t)−ES∂u
∂x
(x, t)
)]L
0
(e´q. 5.60)
Ce qui permet d’avoir :[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
= δv(L, t)
[
N (L, t)−ES∂u
∂x
(L, t)
]
−δv(0, t)
[
N (0, t)−ES∂u
∂x
(0, t)
]
(e´q. 5.61)
En tenant compte des e´galite´s figurantes dans l’e´quation (e´q. 2.54i), il vient :[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
=−δv(L, t)λL (t)−δv(0, t)λ0 (t) (e´q. 5.62)
Soit en substituant λ0 et λL par leurs valeurs donne´es par (e´q. 2.54k), il vient :[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
= δv(L, t)ζ
[
uLd (t)− u˜L (t)
]
+δv(0, t)ζ
[
u0d (t)− u˜0 (t)
]
(e´q. 5.63)
On remplic¸ant u0d et u
L
d par leurs valeurs (e´q. 2.54j), la quantite´ qu’on cherche a` e´valuer
devient :[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
= δv(L, t)ζ [u(L, t)− u˜L (t)]+δv(0, t)ζ [u(0, t)− u˜0 (t)]
(e´q. 5.64)
En e´crivant ce dernier re´sultat sous forme d’un produit de deux vecteurs, on obtient :[
δv(x, t)ES∂u
∗
∂x (x, t)
]L
0
= ζ
{[
δv(0, t) , δv(L, t)
][ u(0, t)
u(L, t)
]
−[ δv(0, t) , δv(L, t) ][ u˜0 (t)
u˜L (t)
]} (e´q. 5.65)
L’approximation par l’outil e´le´ments finis de ces champs aux bords de la barre permet
d’avoir le re´sultat suivant :
[
δv(x, t)ES∂u
∗
∂x (x, t)
]L
0
= ζ t(δV (t))




1 0
0 1
0 0
...
...
0 0


[
φ1(0)
φ2(0)
]
,


0 0
...
...
0 0
1 0
0 1


[
φ1(L)
φ2(L)
]






[
φ1(0), φ2(0)
]( 1 0 0 . . . 0
0 1 0 . . . 0
)
U(t)[
φ1(L), φ2(L)
]( 0 . . . 0 1 0
0 . . . 0 0 1
)
U(t)

−
(
u˜0(t)
u˜L(t)
)
(e´q. 5.66)
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En e´valuant les fonctions de formes aux bords de la structure, il vient :
[
δv(x, t)ES∂u
∗
∂x (x, t)
]L
0
= ζ t(δV (t))




1 0
0 1
0 0
...
...
0 0


(
1
0
)
,


0 0
...
...
0 0
1 0
0 1


(
0
1
)






(
1, 0
)( 1 0 0 . . . 0
0 1 0 . . . 0
)
U(t)(
0, 1
)( 0 . . . 0 1 0
0 . . . 0 0 1
)
U(t)

−
(
u˜0(t)
u˜L(t)
)
(e´q. 5.67)
En de´veloppant (e´q. 5.67), on trouve le re´sultat suivant :
[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
= t(δV (t))ζ


1 0
0 0
...
...
0 0
0 1


[(
1 0 . . . 0 0
0 0 . . . 0 1
)
U(t)−
(
u˜0(t)
u˜L(t)
)]
(e´q. 5.68)
Soit finalement la quantite´ qu’on cherche a` e´valuer est donne´e par l’expression suivante :
[
δv(x, t)ES
∂u∗
∂x
(x, t)
]L
0
= t(δV (t))




ζ 0 . . . 0 0
0 0 . . . 0 0
...
... . . .
...
...
0 0 . . . 0 0
0 0 . . . 0 ζ

U(t)−


ζ u˜0(t)
0
...
0
ζ u˜L(t)




(e´q. 5.69)
2.3 Passage de la formulation des e´le´ments finis du proble`me de base
a` la formulation e´le´ments finis de premier ordre2.3.2
En conside´rant la contrainte a` laquelle est obe´ie la fonction couˆt (e´q. 2.72), il vient :
MU¨+KV = F (e´q. 5.70a)
→ MU¨+K(U−U+V ) = tΠ fΠ fF (e´q. 5.70b)
→ MU¨+KU+K(V −U) = tΠ f (Π fF− F˜d+ F˜d) (e´q. 5.70c)
→ U¨ =−M−1KU−M−1K(V −U)+M−1 tΠ f (Π fF− F˜d)+M−1 tΠ f F˜d) (e´q. 5.70d)
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Soit sous une forme matricielle (e´q. 5.71) :
(
U˙
U¨
)
=
(
0 I
−M−1K 0
)(
U
U˙
)
+
(
0 0
−M−1K M−1 tΠ f
)(
V −U
Π fF− F˜d
)
+
(
0
M−1 tΠ f
)(
F˜d
)
(e´q. 5.71)
Et si l’on pose :


q=
t[
U, U˙
]
e=
[
V −U
Π fF− F˜d
]
u=
[
F˜d
]
A=
[
0 I
−M−1K 0
]
B=
[
0
−M−1 tΠ f
]
C =
[
Πu 0
]
G=
[
0 0
−M−1K −M−1 tΠ f
]
R=
[
K 0
0 ζ I
]
Q=
[
η I
] (e´q. 5.72)
Il vient : {
q˙= Aq+Ge+Bu
y=Cq
(e´q. 5.73)
qui minimise (e´q. 5.74) :
J =
1
2
∫ T
0
{teRe+ tεQε}dt (e´q. 5.74)
2.4 Terme de distance aux mesures2.3.2.2
La forme faible du syste´me donne´e par e´q. 5.75 :
J (N,u,ud, fd) =
∫ T
0
{
1
2
∫ L
0
(
N(x, t)−ES∂u∂x (x, t)
)
(ES)−1
(
N(x, t)−ES∂u∂x (x, t)
)
dx
+ζ
2
[(
u(0, t)− u˜0d(t)
)2
+
(
u(L, t)− u˜Ld(t)
)2]
+η
2
[(
N(0, t)− N˜0d (t)
)2
+
(
N(L, t)− N˜Ld (t)
)2]}
dt
(e´q. 5.75)
L’expression du proble`me sous forme e´le´ments finis consiste a` projeter la forme faible
de l’e´quation d’e´quilibre sur un espace e´le´ments finis ou` les champs de de´placement sont
donne´s sous la forme : {
u(x, t) = tφ(x)U(t)
v(x, t) = tφ(x)V (t)
(e´q. 5.76)
Ou` φ est la matrice des fonctions de forme etU et V les vecteurs des inconnues nodales,
associe´s aux champs u et v ou` v est tel que N(x, t) = ES∂v∂x(x, t). On introduit e´galement
Identification parame´trique en dynamique transitoire : traitement d’un proble`me couple´ aux deux bouts
Syste`me 1 D 157
la matrice α tel que ∂u∂x (x, t) =
tdφ
dx
(x)U(t). Donc (e´q. 5.75) est e´quivalent a` (e´q. 5.77) :
J (N,u,ud, fd) =
∫ T
0
{
1
2
∫ L
0
(
ES∂v∂x(x, t)−ES∂u∂x (x, t)
)
(ES)−1
(
ES∂v∂x(x, t)
−ES∂u∂x (x, t)
)
dx+ ζ
2
[(
u(0, t)− u˜0d(t)
)2
+
(
u(L, t)− u˜Ld(t)
)2]
+η
2
[(
ES∂v∂x(0, t)− N˜0d (t)
)2
+
(
ES∂v∂x(L, t)− N˜Ld (t)
)2]}
dt
(e´q. 5.77)
Ou encore :
J (N,u,ud, fd) =
∫ T
0
{
1
2
∫ L
0
t(V (t)−U(t))dφ
dx
(x)ES
t[
dφ
dx
(x)
]
(V (t)−U(t))dx
+ζ
2
[(
(φ1(0), φ2(0))L1U(t)− u˜0d(t)
)2
+
(
(φ1(L), φ2(L))LmU(t)− u˜Ld(t)
)2]
+η
2
[
ES
(
(φ1(0), φ2(0))L1V (t)− F˜0d (t)
)2
+
(
ES (φ1(L), φ2(L))LmV (t)− F˜Ld (t)
)2]}
dt
(e´q. 5.78)
Ou`
{
φ1(x) = 1− xL
φ2(x) =
x
L
donc
{
dφ1
dx
(x) =− 1
L
dφ2
dx
(x) = 1
L
et Li =
(
0 . . . 0 1 0 0 . . . 0
0 . . . 0 0 1 0 . . . 0
)
Ce qui donne :
J (N,u,ud, fd) =
∫ T
0
1
2
t(V (t)−U(t))∫ L0 dφdx (x)ES t[dφdx (x)]dx(V (t)−U(t)) dt
+
∫ T
0
ζ
2
[((
1, 0
)( 1 0 0 . . . 0
0 1 0 . . . 0
)
U(t)− u˜0d(t)
)2
+
((
0, 1
)( 0 . . . 0 1 0
0 . . . 0 0 1
)
U(t)− u˜Ld(t)
)2]
dt
+
∫ T
0
η
2
[(
ES
( −1
L
, 1
L
)( 1 0 0 . . . 0
0 1 0 . . . 0
)
V (t)− F˜0d (t)
)2
+
(
ES
( −1
L
, 1
L
)( 0 . . . 0 1 0
0 . . . 0 0 1
)
V (t)− F˜Ld (t)
)2]
dt
(e´q. 5.79)
Soit :
J (N,u,ud, fd) =
∫ T
0
1
2
t(V (t)−U(t))K (V (t)−U(t))dt
+
∫ T
0
ζ
2
[((
1 0 . . . 0
)
U(t)− u˜0d(t)
)2
+
((
0 . . . 0 1
)
U(t)− u˜Ld(t)
)2]
dt
+
∫ T
0
η
2
[(
ES
L
( −1 1 0 . . . 0 )V (t)− F˜0d (t))2
+
(
ES
L
(
0 . . . 0 −1 1 )V (t)− F˜Ld (t))2]dt
(e´q. 5.80)
Si on pose :
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• X = t( 1 0 . . . 0 )
• W = t( 0 . . . 0 1 )
• I = t( −1 1 0 . . . 0 )
• O= t( 0 . . . 0 −1 1 )
alors (e´q. 5.80) devient :
J (N,u,ud, fd) =
∫ T
0
{
1
2
t[V (t)−U(t)]K [V (t)−U(t)]
+ζ
2
[[
t
XU(t)− u˜0d(t)
]2
+
[
t
WU(t)− u˜Ld(t)
]2]
+η
2
[(
ES
L
t
IV (t)− F˜0d (t)
)2
+
[
ES
L
t
OV (t)− F˜Ld (t)
]2]}
dt
(e´q. 5.81)
Ou encore :
J (N,u,ud, fd) =
∫ T
0
1
2
t[V (t)−U(t)]K [V (t)−U(t)]dt
+
∫ T
0
ζ
2
[
t
U(t)X− u˜0d(t), tU(t)W − u˜Ld(t)
][ tXU(t)− u˜0d(t)
t
WU(t)− u˜Ld(t)
]
dt
+
∫ T
0
η
2
[
ES
L
t
V (t) I− F˜0d (t), ESL tV (t)O− F˜Ld (t)
][ ES
L
t
IV (t)− F˜0d (t)
ES
L
t
OV (t)− F˜Ld (t)
)
]dt
(e´q. 5.82)
Soit :
J (N,u,ud, fd) =
∫ T
0
1
2
t(V (t)−U(t))K (V (t)−U(t))dt
+
∫ T
0
ζ
2
[
t
U(t)
(
X W
)− tU˜d(t)]
[( t
X
t
W
)
U(t)−U˜d(t)
]
dt
+
∫ T
0
η
2
(
ES
L
)2 [t
V (t)
(
I O
)− L
ES
t
F˜d(t)
][( tI
t
O
)
V (t)− L
ES
F˜d(t)
]
dt
(e´q. 5.83)
Finalement :
∫ T
0
{
1
2
t(U−V )K(U−V )+ ζ
2
(ΠuU−U˜d)2+ η
2
(
ES
L
)2(
Π fV − L
ES
F˜d
)2}
dt
(e´q. 5.84)
ou` :
• Πu =
( t
X
t
W
)
=
(
1 0 . . . 0
0 . . . 0 1
)
;
• Π f =
( t
I
t
O
)
=
( −1 1 0 . . . 0
0 . . . 0 −1 1
)
.
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Le de´veloppement de la contrainte permet d’avoir :
MU¨+KV = F (e´q. 5.85a)
→MU¨+KU+K(V −U) = ES
L
t
Π f Π f V (e´q. 5.85b)
→MU¨+KU+K(V −U) = tΠ f (
ES
L
Π f V − F˜d+ F˜d) (e´q. 5.85c)
→ U¨ =−M−1KU−M−1K(V −U)+M−1 tΠ f (
ES
L
Π f V − F˜d)+M−1 tΠ f F˜d)
(e´q. 5.85d)
Soit en e´crivant ce re´sultat sous forme matricielle, on obtient :
(
U˙
U¨
)
=
(
0 I
−M−1K 0
)(
U
U˙
)
+
(
0 0
−M−1K ES
L
M−1 tΠ f
)
(
V −U
Π f V − LES F˜d
)
+
(
0
M−1 tΠ f
)(
F˜d
)
3 Me´thode globale en temps
3.1 Forme matricielle du sche´ma direct de la me´thode globale en
temps2.4
De la premie`re e´quation du syste`me (e´q. 2.115), on tire la valeur du champ de
de´placement a` l’instant tk+1 = (k+1)∆t (e´q. 5.86) :
uk+1 =
(
Id+∆t2βM−1K
)−1 [
uk+∆t u˙k+∆t
2
(
1
2
−β
)
u¨k+∆t
2βM−1
((
Kˆ−K)u⋆k+1+ Fˆk+1)
]
(e´q. 5.86)
En subsituant uk+1 par sa valeur (e´q. 5.86) dans les deux dernie`res e´quations du syste`me
(e´q. 2.115) il en re´sulte (e´q. 5.87) :


uk+1 =
(
Id+∆t2βM−1K
)−1 [
uk+∆t u˙k+∆t
2
(
1
2
−β) u¨k+∆t2βM−1 ((Kˆ−K)u⋆k+1+ Fˆk+1)]
u˙k+1 = u˙k+∆t (1− γ) u¨k+∆tγM−1
((
Kˆ−K)u⋆k+1+ Fˆk+1)−∆tγM−1K (Id+∆t2βM−1K)−1[
uk+∆t u˙k+∆t
2
(
1
2
−β) u¨k+∆t2βM−1 ((Kˆ−K)u⋆k+1+ Fˆk+1)]
u¨k+1 =M
−1 ((Kˆ−K)u⋆k+1+ Fˆk+1)−M−1K (Id+∆t2βM−1K)−1 [uk+∆t u˙k+∆t2 ( 12 −β) u¨k
+∆t2βM−1
((
Kˆ−K)u⋆k+1+ Fˆk+1)]
(e´q. 5.87)
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qu’on peut re´e´crire comme suit (e´q. 5.88) :


uk+1 =
(
Id+∆t2βM−1K
)−1 [
uk+∆t u˙k+∆t
2
(
1
2
−β) u¨k+∆t2βM−1 ((Kˆ−K)u⋆k+1+ Fˆk+1)]
u˙k+1 =−∆tγM−1K
(
Id+∆t2βM−1K
)−1
uk+
[
Id−∆t2γM−1K (Id+∆t2βM−1K)−1] u˙k
+
[
∆t (1− γ) Id−∆t3γ ( 1
2
−β)M−1K (Id+∆t2βM−1K)−1] u¨k
+∆tγM−1
[
Id−∆t2βK (Id+∆t2βM−1K)−1M−1]((Kˆ−K)u⋆k+1+ Fˆk+1)
u¨k+1 =−M−1K
(
Id+∆t2βM−1K
)−1 [
uk+∆t u˙k+∆t
2
(
1
2
−β) u¨k]
+M−1
[
Id−∆t2βK (Id+∆t2βM−1K)−1M−1]((Kˆ−K)u⋆k+1+ Fˆk+1)
(e´q. 5.88)
Le syste`me (e´q. 5.88) peut finalement se mettre sous la forme matricielle (e´q. 5.89) :

 uk+1u˙k+1
u¨k+1


︸ ︷︷ ︸
=Xk+1
=

 G1 ∆t G1 ∆t
2
(
1
2
−β) G1
G2 Id+∆t G2 ∆t (1− γ) Id+∆t2 (1
2
−β) G2
G3 ∆t G3 ∆t2
(
1
2
−β) G3


︸ ︷︷ ︸
= G

 uku˙k
u¨k


︸ ︷︷ ︸
=Xk
+

 ∆t
2β G1 M−1
∆tγM−1+∆t2β G2 M−1
M−1+∆t2β G3 M−1


︸ ︷︷ ︸
=E
Fk+1
(e´q. 5.89)
avec :
① G1=
(
Id+∆t2βM−1K
)−1
② G2= ∆tγG3 ;
③ G3=−M−1KG1 ;
④ Fk+1 =
(
Kˆ−K)u⋆k+1+ Fˆk+1
3.2 Forme matricielle du sche´ma re´trograde de la me´thode globale
en temps2.4
De la premie`re e´quation du syste`me (e´q. 2.127), on tire la valeur du champ de
de´placement re´trograde a` l’instant tk+1 = (k+1)∆t (e´q. 5.90) :
u⋆k−1=
(
Id+∆t2βM−1K
)−1[
u⋆k−∆t u˙⋆k+∆t2
(
1
2
−β
)
u¨⋆k+∆t
2βM−1
(
ˆˆKuk−1− ˆˆFk−1
)]
(e´q. 5.90)
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En subsituant u⋆k−1 par sa valeur (e´q. 5.90) dans les deux dernie`res e´quations du syste`me
(e´q. 2.127) il en re´sulte (e´q. 5.91) :


u⋆k−1 =
(
Id+∆t2βM−1K
)−1 [
u⋆k−∆t u˙⋆k+∆t2
(
1
2
−β) u¨⋆k+∆t2βM−1( ˆˆKuk−1− ˆˆFk−1)]
u˙⋆k−1 = u˙
⋆
k−∆t (1− γ) u¨⋆k−∆tγM−1
(
ˆˆKuk−1− ˆˆFk−1
)
+∆tγM−1K
(
Id+∆t2βM−1K
)−1
[
u⋆k−∆t u˙⋆k+∆t2
(
1
2
−β) u¨⋆k+∆t2βM−1( ˆˆKuk−1− ˆˆFk−1)]
u¨⋆k−1 =M
−1
(
ˆˆKuk−1− ˆˆFk−1
)
−M−1K (Id+∆t2βM−1K)−1 [u⋆k−∆t u˙⋆k+∆t2 (12 −β) u¨⋆k
+∆t2βM−1
(
ˆˆKuk−1− ˆˆFk−1
)]
(e´q. 5.91)
qu’on peut re´e´crire comme suit (e´q. 5.92) :


u⋆k−1 =
(
Id+∆t2βM−1K
)−1 [
u⋆k−∆t u˙⋆k+∆t2
(
1
2
−β) u¨⋆k+∆t2βM−1( ˆˆKuk−1− ˆˆFk−1)]
u˙⋆k−1 = ∆tγM
−1K
(
Id+∆t2βM−1K
)−1
u⋆k+
[
Id−∆t2γM−1K (Id+∆t2βM−1K)−1] u˙⋆k
+
[
−∆t (1− γ) Id+∆t3γ (1
2
−β)M−1K (Id+∆t2βM−1K)−1] u¨⋆k
+∆tγM−1
[
−Id+∆t2βK (Id+∆t2βM−1K)−1M−1]( ˆˆKuk−1− ˆˆFk−1)
u¨⋆k−1 =−M−1K
(
Id+∆t2βM−1K
)−1
u⋆k+∆t M
−1K
(
Id+∆t2βM−1K
)−1
u˙⋆k
−∆t2 (1
2
−β)M−1K (Id+∆t2βM−1K)−1 u¨⋆k
+M−1
(
Id−∆t2βK (Id+∆t2βM−1K)−1M−1)( ˆˆKuk−1− ˆˆFk−1)
(e´q. 5.92)
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Le syste`me (e´q. 5.92) peut finalement se mettre sous la forme matricielle (e´q. 5.93) :

 u⋆k−1u˙⋆k−1
u¨⋆k−1


︸ ︷︷ ︸
=Yk−1
=

 S1 −∆t S1 ∆t
2
(
1
2
−β) S1
S2 Id−∆t S2 −∆t (1− γ) Id+∆t2 ( 1
2
−β) S2
− S3 ∆t S3 −∆t2 (1
2
−β) S3


︸ ︷︷ ︸
=S

 u⋆ku˙⋆k
u¨⋆k


︸ ︷︷ ︸
=Yk
+

 ∆t
2β S1 M−1
−∆tγM−1+∆t2β S2 M−1
M−1−∆t2β S3 M−1


︸ ︷︷ ︸
=N
Hk−1
(e´q. 5.93)
avec :
① S1=
(
Id+∆t2βM−1K
)−1
;
② S2= ∆tγS3 ;
③ S3=M−1KS1 ;
④ Hk−1 = ˆˆKuk−1− ˆˆFk−1.
4 De´veloppement des e´quations relatives a` la me´thode
ite´rative
4.1 E´criture matricielle associe´e aux e´quations diffe´rentielles
couple´es et leurs sche´mas de Newmark6.2
L’e´criture de´taille´e de la forme matricielle associe´e aux e´quations locales en temps
(e´q. 2.113) et (e´q. 2.121) est de´crite par les e´quation (e´q. 5.94) et (e´q. 5.95) :

 K 0 M0 M −∆tγM
M 0 −∆t2βM


︸ ︷︷ ︸
=D1

 Uk+1U˙k+1
U¨k+1


︸ ︷︷ ︸
=Xk+1
=

 0 0 00 M ∆t (1− γ)M
M ∆tM ∆t2
(
1
2
−β)M


︸ ︷︷ ︸
=D2

 UkU˙k
U¨k


︸ ︷︷ ︸
=Xk
+

 Kˆ−K 0 00 0 0
0 0 0


︸ ︷︷ ︸
=D3

 U⋆k+1U˙⋆k+1
U¨⋆k+1


︸ ︷︷ ︸
=X⋆k+1
+

 Fˆk+10
0


︸ ︷︷ ︸
=Fk+1
(e´q. 5.94)
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
 K 0 M0 M ∆tγM
M 0 −∆t2βM


︸ ︷︷ ︸
=R1

 U⋆k−1U˙⋆k−1
U¨⋆k−1


︸ ︷︷ ︸
=X⋆k−1
=

 0 0 00 M −∆t (1− γ)M
M −∆tM ∆t2 (1
2
−β)M


︸ ︷︷ ︸
=R2

 U⋆kU˙⋆k
U¨⋆k


︸ ︷︷ ︸
=X⋆k
+

 ˆˆK 0 00 0 0
0 0 0


︸ ︷︷ ︸
=R3

 Uk−1U˙k−1
U¨k−1


︸ ︷︷ ︸
=Xk−1
+

 ˆˆFk−10
0


︸ ︷︷ ︸
=Gk−1
(e´q. 5.95)
avec les conditions initiales et finales en temps sont donne´es par la relation (e´q. 5.96) :

 0 0 M0 0 0
0 0 0


︸ ︷︷ ︸
=Dˆ1

 U0U˙0
U¨0


︸ ︷︷ ︸
=X0
=

 Kˆ−K 0 00 0 0
0 0 0


︸ ︷︷ ︸
=D3

 U⋆0U˙⋆0
U¨⋆0


︸ ︷︷ ︸
=X⋆0
+

 Fˆ00
0


︸ ︷︷ ︸
=F0
(e´q. 5.96a)

 0 0 M0 0 0
0 0 0


︸ ︷︷ ︸
=Dˆ1

 U⋆mU˙⋆m
U¨⋆m


︸ ︷︷ ︸
=X⋆m
=

 ˆˆK 0 00 0 0
0 0 0


︸ ︷︷ ︸
=R3

 UmU˙m
U¨m


︸ ︷︷ ︸
=Xm
−

 ˆˆFm0
0


︸ ︷︷ ︸
=Gm
(e´q. 5.96b)
5 Discre´tisation sur un espace e´le´ments finis des formes
faibles 6.2
On ne conservant que les termes u et u⋆ dans la formulation variationnelle du lagran-
gien tout en tenant compte de sa stationnarite´ on trouve les formes faibles (e´q. 5.97) as-
socie´es au proble`me de minimisation de l’erreur en relation de comportement discre´tise´e :
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∫
Ω
ε
(
u⋆k+α
)
:C : ε (uˆk) dΩ+
∫
Ω
ρ u¨⋆k uˆk dΩ−
∫
Ω
ρ u¨⋆k+1uˆk dΩ−
∫
∂u˜Ω
ξ ζ
(
uk− u˜dk
)
uˆk d∂u˜Ω = 0 (e´q. 5.97a)
(1−α)
∫
Ω
ε (u⋆m) :C : ε (uˆm) dΩ+
∫
Ω
ρ u¨⋆muˆm dΩ−
∫
∂u˜Ω
ξ ζ (um− u˜dm) uˆm d∂u˜Ω = 0 (e´q. 5.97b)
∆t
∫
Ω
ρ u¨⋆k+1 ˙ˆuk dΩ−
∫
Ω
ρ u˙⋆k ˙ˆuk dΩ+
∫
Ω
ρ u˙⋆k+1 ˙ˆuk dΩ = 0 (e´q. 5.97c)∫
Ω
ρ u˙⋆m ˙ˆuk dΩ = 0 (e´q. 5.97d)∫
Ω
ρu⋆0 ¨ˆu0 dΩ+θ
∫
Ω
ρu⋆1 ¨ˆu0 dΩ−∆t (1− γ)
∫
Ω
ρ u˙⋆1 ¨ˆu0 dΩ−∆t2
(
1
2
−β
)∫
Ω
ρ u¨⋆1 ¨ˆu0 dΩ = 0 (e´q. 5.97e)∫
Ω ρu
⋆
k+θ
¨ˆuk dΩ−∆t2
(
1
2
−β)∫Ω ρ u¨⋆k+1 ¨ˆuk dΩ−∆t2β ∫Ω ρ u¨⋆k ¨ˆuk dΩ−∆t (1− γ)∫Ω ρ u˙⋆k+1 ¨ˆuk dΩ
−∆tγ ∫Ω ρ u˙⋆k ¨ˆuk dΩ = 0
(e´q. 5.97f)
(1−θ)
∫
Ω
ρu⋆m ¨ˆum dΩ−∆tγ
∫
Ω
ρ u˙⋆m ¨ˆum dΩ−∆t2β
∫
Ω
ρ u¨⋆m ¨ˆum dΩ = 0 (e´q. 5.97g)∫
Ω ε (u
⋆
0) :C : ε (uˆ
⋆
0) dΩ+α
∫
Ω ε (u
⋆
1) :C : ε (uˆ
⋆
0) dΩ+
∫
Ω ρ u¨0uˆ
⋆
0 dΩ+
1
ξ η
∫
∂ f˜ Ω
u⋆0uˆ
⋆
0 d∂ f˜ Ω
+ α
ξ η
∫
∂ f˜ Ω
u⋆1uˆ
⋆
0 d∂ f˜ Ω−
∫
∂ f˜ Ω
f˜d0 : uˆ
⋆
0 d∂ f˜ Ω = 0
(e´q. 5.97h)
(1−α)∫
Ω
ε (u1) :C : ε (uˆ
⋆
1) dΩ+α
∫
Ω ε (u
⋆
0) :C : ε (uˆ
⋆
1) dΩ+
[
(1−α)2+α2
]∫
Ω ε (u
⋆
1) :C : ε (uˆ
⋆
1) dΩ
+(1−α)α ∫Ω ε (u⋆2) :C : ε (uˆ⋆1) dΩ+ ∫Ω ρ u¨1−θ uˆ⋆1 dΩ+ αξ η ∫∂ f˜ Ω u⋆0uˆ⋆1 d∂ f˜ Ω+ [(1−α)
2+α2]
ξ η
∫
∂ f˜ Ω
u⋆1uˆ
⋆
1 d∂ f˜ Ω
+ (1−α)α
ξ η
∫
∂ f˜ Ω
u⋆2uˆ
⋆
1 d∂ f˜ Ω−
∫
∂ f˜ Ω
f˜d1−α : uˆ
⋆
1 d∂ f˜ Ω = 0
(e´q. 5.97i)∫
Ω
ε (uk−α) :C : ε
(
uˆ⋆k
)
dΩ+α (1−α)∫Ω ε (u⋆k+1) :C : ε (uˆ⋆k) dΩ+(1−α)α ∫Ω ε (u⋆k−1) :C : ε (uˆ⋆k) dΩ
+
[
(1−α)2+α2
]∫
Ω ε
(
u⋆k
)
:C : ε
(
uˆ⋆k
)
dΩ+
∫
Ω ρ u¨k−θ uˆ
⋆
k dΩ+
(1−α)α
ξ η
∫
∂∂ f˜ Ω
u⋆k+1uˆ
⋆
k d∂∂ f˜ Ω
+ (1−α)
2+α2
ξ η
∫
∂ f˜ Ω
u⋆k uˆ
⋆
k d∂ f˜ Ω+
(1−α)α
ξ η
∫
∂ f˜ Ω
u⋆k−1uˆ
⋆
k d∂ f˜ Ω−
∫
∂ f˜ Ω
f˜dk−α : uˆ
⋆
k d∂ f˜ Ω = 0
(e´q. 5.97j)∫
Ω
ε (um−α) :C : ε (uˆ⋆m) dΩ+
[
(1−α)2+α2
]∫
Ω ε (u
⋆
m) :C : ε (uˆ
⋆
m) dΩ
+(1−α)α ∫Ω ε (u⋆m−1) :C : ε (uˆ⋆m) dΩ+ ∫Ω ρ u¨m−θ uˆ⋆m dΩ+ (1−α)2+α2ξ η ∫∂ f˜ Ω u⋆muˆ⋆m d∂ f˜ Ω
+ (1−α)α
ξ η
∫
∂ f˜ Ω
u⋆m−1uˆ
⋆
m d∂ f˜ Ω−
∫
∂ f˜ Ω
f˜dm−α : uˆ
⋆
m d∂ f˜ Ω = 0
(e´q. 5.97k)
∫
Ω
ρ u˙k ˙ˆu
⋆
kdΩ−
∫
Ω
ρ u˙k−1 ˙ˆu⋆kdΩ−∆t (1− γ)
∫
Ω
ρ u¨k−1 ˙ˆu⋆kdΩ−∆tγ
∫
Ω
ρ u¨k ˙ˆu
⋆
kdΩ = 0 (e´q. 5.97l)∫
Ω ρuk
¨ˆu⋆kdΩ−
∫
Ω ρuk−1 ¨ˆu
⋆
kdΩ−∆t
∫
Ω ρ u˙k−1 ¨ˆu
⋆
kdΩ−∆t2
(
1
2
−β)∫Ω ρ u¨k−1 ¨ˆu⋆kdΩ−∆t2β ∫Ω ρ u¨k ¨ˆu⋆kdΩ = 0
(e´q. 5.97m)
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La projection de ces e´quations dans un espace e´le´ments finis permet d’aboutir au re´sultat
suivant :
KU⋆k+α +MU¨
⋆
k −MU¨⋆k+1−ξ
(
ˆˆKUk− ˆˆFk
)
= 0 (e´q. 5.98a)
(1−α)KU⋆m+MU¨⋆m−ξ
(
ˆˆKUm− ˆˆFm
)
= 0 (e´q. 5.98b)
∆t MU¨⋆k+1−MU˙⋆k +MU˙⋆k+1 = 0 (e´q. 5.98c)
MU˙⋆m = 0 (e´q. 5.98d)
MU⋆0 +θ MU
⋆
1 −∆t (1− γ)MU˙⋆1 −∆t2
(
1
2
−β
)
MU¨⋆1 = 0 (e´q. 5.98e)
MU⋆k+θ −∆t2
(
1
2
−β
)
MU¨⋆k+1−∆t2β MU¨⋆k −∆t (1− γ)MU˙⋆k+1−∆t γ MU˙⋆k = 0
(e´q. 5.98f)
(1−θ)MU⋆m−∆t γ MU˙⋆m−∆t2β MU¨⋆m = 0 (e´q. 5.98g)
KU⋆0 +α KU
⋆
1 +MU¨0−
1
ξ
KˆU⋆0 −
α
ξ
KˆU⋆1 − Fˆ0 = 0 (e´q. 5.98h)
(1−α)KU1+α KU⋆0 +
[
(1−α)2+α2
]
KU⋆1 +(1−α)α KU⋆2 +MU¨1−θ
−α
ξ
KˆU⋆0 − (1−α)
2+α2
ξ
KˆU⋆1 − (1−α)αξ KˆU⋆2 − Fˆ1−α = 0
(e´q. 5.98i)
KUk−α +α (1−α)KU⋆k+1+
[
(1−α)2+α2
]
KU⋆k +(1−α)α KU⋆k−1
+MU¨k−θ − (1−α)αξ KˆU⋆k+1−
(1−α)2+α2
ξ
KˆU⋆k − (1−α)αξ KˆU⋆k−1− Fˆk−α = 0
(e´q. 5.98j)
KUm−α +
[
(1−α)2+α2
]
KU⋆m+(1−α)αKU⋆m−1+MU¨m−θ
− (1−α)2+α2
ξ
KˆU⋆m− (1−α)αξ KˆU⋆m−1− Fˆm−α = 0
(e´q. 5.98k)
U˙k−U˙k−1−∆t (1− γ)U¨k−1−∆t γ U¨k = 0 (e´q. 5.98l)
Uk−Uk−1−∆t U˙k−1−∆t2
(
1
2
−β
)
U¨k−1−∆t2β U¨k = 0 (e´q. 5.98m)
De l’e´quation (e´q. 5.98d) on de´duit que la vitesse du champs re´trograde a` l’instant T =
m∆t est nulle (e´q. 5.99) :
U˙⋆m = 0 (e´q. 5.99)
Ce qui permet de re´duire l’expression de l’acce´le´ration du champs re´trograde a` l’instant
T = m∆t (e´q. 5.98g). Sa nouvelle valeur est alors donne´e par (e´q. 5.100) :
U¨⋆m =
1−θ
∆t2β
U⋆m (e´q. 5.100)
En remplac¸ant les termes correspondant a` la vitesse et l’acce´le´ration du champs re´trograde
par leurs valeurs (e´q. 5.99) et (e´q. 5.100) dans (e´q. 5.98b), on tire l’expression du champs
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re´trograde a` l’instant T = m∆t donne´e par (e´q. 5.101).
U⋆m =
[
(1−α)K+ 1−θ
∆t2β
M
]−1
ξ
(
ˆˆKUm− ˆˆFm
)
(e´q. 5.101)
En outre, si on injecte (e´q. 5.98c) dans (e´q. 5.98f) on trouve (e´q. 5.102) l’expression de
l’acce´le´ration du champs re´trograde a` l’instant tk = k∆t ou` k ∈ {1, . . . ,m−1}.
∆t2β U¨⋆k =U
⋆
k+θ −∆t2
(
1
2
−β + γ
)
U¨⋆k+1−∆t U˙⋆k+1 (e´q. 5.102)
En e´crivant (e´q. 5.102) dans (e´q. 5.98a) on obtient l’expression du champs re´trograde
(e´q. 5.103) a` l’instant tk = k∆t ou` k ∈ {1, . . . ,m−1}.[
(1−α)K+ 1−θ
∆t2 β
M
]
U⋆k =−
(
αK+ θ
∆t2 β
M
)
U⋆k+1+
1
2+γ
β MU¨
⋆
k+1
+ 1
∆t β MU˙
⋆
k+1+ξ
(
ˆˆKUk− ˆˆFk
) (e´q. 5.103)
En ce qui concerne les e´quations relatives aux champs du sche´ma direct, les expressions
du champs acce´le´ration donne´es par les e´quations (e´q. 5.98h) et (e´q. 5.98m) peuvent eˆtre
re´e´crite sous la forme (e´q. 5.104) suivante :
U¨k =
{
M−1
[(
1
ξ
Kˆ−K
)(
U⋆k +αU
⋆
1
)
+ Fˆk
]
si k = 0
1
∆t2β
[
Uk−Uk−1−∆tU˙k−1−∆t2
(
1
2
−β)U¨k−1] si k ∈ {1, . . . ,m} (e´q. 5.104)
On remplace apre`s les termes en acce´le´rations a` l’instant tk = k∆t ou` k ∈ {1, . . . ,m− 1}
par leurs valeurs (e´q. 5.31) dans (e´q. 5.98i), (e´q. 5.98j) et (e´q. 5.98k) on trouve :
– si k = 1 alors l’expression du champs du de´placement est donne´e par (e´q. 5.105) :
Uk =
[
(1−α)K+ 1−θ
∆t2β
M
]−1{
M
(
1−θ
∆t2β
Uk−1+ 1−θ∆t β U˙k−1+
1−θ−2β
2β U¨k−1
)
(
1
ξ
Kˆ−K
){
αU⋆k−1+
[
(1−α)2+α2
]
U⋆k +(1−α)αU⋆k+1
}
+ Fˆk−α
}
(e´q. 5.105)
– si k ∈ {2, . . . ,m−1} alors l’expression du champs du de´placement est donne´e par
(e´q. 5.106) :
Uk =
[
(1−α) K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1+
1−θ−2β
2β U¨k−1
)
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆k +(1−α)α
(
U⋆k−1+U
⋆
k+1
)}
+ Fˆk−α
}
(e´q. 5.106)
– si k = m alors l’expression du champs du de´placement est donne´e par (e´q. 5.107) :
Uk =
[
(1−α)K+ 1−θ
∆t2 β
M
]−1{(
1−θ
∆t2 β
M−α K
)
Uk−1+M
(
1−θ
∆t β U˙k−1+
1−θ−2β
2β U¨k−1
)
(
1
ξ
Kˆ−K
){[
(1−α)2+α2
]
U⋆k +(1−α)αU⋆k−1
}
+ Fˆk−α
}
(e´q. 5.107)
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6 Mise en e´quation du proble`me global en temps associe´
au proble`me couple´ discre´tise´ en temps4
Les e´quations (e´q. 5.98h)-(e´q. 5.98m) permettent d’e´crire les e´quations locales du
proble`me direct en temps a` chaque instant dont la forme matricielle (e´q. 5.108) est donne´e
par :
Dˆ1X0 = D3 (X
⋆
0 +α X
⋆
1 )+F0 (e´q. 5.108a)
D1X1 = D2X0+D3
{
αX⋆0 +
[
(1−α)2+α2
]
X⋆1 +α (1−α)X⋆2
}
+F1−α (e´q. 5.108b)
D1Xk = D2Xk−1+D3
{
α (1−α)X⋆k−1+
[
(1−α)2+α2
]
X⋆k +α (1−α)X⋆k+1
}
+Fk−α
(e´q. 5.108c)
D1Xm = D2Xm−1+D3
{
α (1−α)X⋆m−1+
[
(1−α)2+α2
]
X⋆m
}
+Fm−α (e´q. 5.108d)
avec
– k ∈ {2, . . . ,m−1}
– Xi =
t(
Ui U˙i U¨i
)
ou` i ∈ {0, . . . ,m}
– Dˆ1 =

 0 0 M0 0 0
0 0 0


– D1 =

 (1−α)K 0 (1−θ)M0 M −∆t γ M
M 0 −∆t2β M


– D2 =

 −α K 0 −θ M0 M ∆t (1− γ)M
M ∆t M ∆t2
(
1
2
−β)M


– D3 =

 1ξ Kˆ−K 0 00 0 0
0 0 0


– Fk =

 Fˆk0
0


Les e´quations (e´q. 5.98a)-(e´q. 5.98g) permettent d’e´crire les e´quations locales du
proble`me direct en temps a` chaque instant dont la forme matricielle (e´q. 5.109) est donne´e
par :
R1X
⋆
m = R3Xm+Gm (e´q. 5.109a)
R1X
⋆
k = R2X
⋆
k+1+R3Xk+Gk (e´q. 5.109b)
Rˆ1X
⋆
0 = Rˆ2X
⋆
1 (e´q. 5.109c)
avec
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– k ∈ {2, . . . ,m−1}
– X⋆i =

 U⋆iU˙⋆i
U¨⋆i

 ou` i ∈ {0, . . . ,m}
– Rˆ1 =

 M 0 00 M 0
(1−θ)M 0 −∆t2β M


– Rˆ2 =

 −θ M ∆t (1− γ)M ∆t2
(
1
2
−β)M
0 M ∆t M
−θ M ∆t M ∆t2 (1
2
−β + γ)M


– R1 =
t
D1
– R2 =
t
D2
– R3 =

 ξ ˆˆK 0 00 0 0
0 0 0


– Gk =

 −ξ ˆˆFk0
0


En concate´nant les e´quations directs et re´trograde en temps pour tout les pas de temps
dans une seule e´quation on trouve la version matricielle globale en temps (e´q. 5.110) :(
A D
−R B
)(
X
X⋆
)
=
(
F
G
)
(e´q. 5.110)
ou`
– A=


Dˆ1 0 0 . . . 0
−D2 D1 0 . . . ...
0 −D2 D1 . . . ...
...
. . .
. . .
. . . 0
0 . . . 0 −D2 D1

, B=


Rˆ1 −Rˆ2 0 . . . 0
0 R1 −R2 . . . ...
0 0 R1
. . . 0
...
. . .
. . .
. . . −R2
0 . . . 0 0 R1

,
D=


−D3 −α D3 0 . . . 0
−α D3 −
[
(1−α)2+α2
]
D3 −(1−α)α D3 . . . 0
0 −(1−α)α D3 −
[
(1−α)2+α2
]
D3
. . .
...
...
. . .
. . .
. . . −(1−α)α D3
0 . . . 0 −(1−α)α D3 −
[
(1−α)2+α2
]
D3


et R =


0 0 . . . 0
0 R3
. . .
...
...
. . .
. . . 0
0 . . . 0 R3

 sont des matrices blocs permettant d’e´crire pour
tous les pas de temps et d’une manie`re globale le proble`me couple´ local en temps
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(e´q. 5.108) et (e´q. 5.109) ;
– X =
t( t
X0 . . .
t
Xm
)
et X⋆ =
t( t
X⋆0 . . .
t
X⋆m
)
sont respectivement les
vecteurs globaux en temps des champs cine´matiques directs et re´trogrades en
temps ;
– F =
t( t
F0
t
Fα . . .
t
Fm−α
)
et G =
t(
0
t
G1 . . .
t
Gm
)
sont les vecteurs des
actions me´caniques issues respectivement de la contribution pour tous les pas de
temps des forces et de´placements mesure´s.
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Identification parame´trique en dynamique transitoire : traitement d’un
proble`me couple´ aux deux bouts
Mots cle´s : Proble`me inverse, identification parame´trique de mode`le, erreur en relation de comporte-
ment modifie´e, proble`me aux deux bouts, sur-relaxation successive, me´thode non-intrusive.
Re´sume´ : Les travaux de the`se portent sur
l’identification parame´trique en dynamique tran-
sitoire a` partir des mesures fortement bruite´es, l’un
des objectifs a` long terme e´tant de proposer une
me´thode d’identification peu intrusive afin de pou-
voir eˆtre imple´mente´e dans des codes de calcul
e´le´ments finis industriels.
Dans ce travail, le concept de l’erreur en rela-
tion de comportement modifie´e a e´te´ retenu pour
traiter le proble`me d’identification des parame`tres
mate´riau. La minimisation de la fonctionnelle couˆt
sous contraintes de´bouche, dans le cas de la dyna-
mique transitoire, sur un proble`me dit “aux deux
bouts” dans lequel il s’agit de re´soudre un proble`me
diffe´rentiel spatio-temporel avec des conditions a`
la fois initiales et finales en temps. Il en re´sulte un
proble`me couple´ entre les champs direct et adjoint
dont le traitement est de´licat.
Dans un premier temps, des me´thodes
pre´ce´demment de´veloppe´es telles que la me´thode
de Riccati et la me´thode de tirs ont e´te´ e´tudie´es.
Il est montre´ que l’identification par ces me´thodes
est robuste meˆme pour des mesures fortement cor-
rompues, mais qu’elles sont limite´es par la com-
plexite´ d’imple´mentation dans un code industriel,
des proble`mes de conditionnement ou de couˆt de
calcul.
Dans un second temps, une approche ite´rative base´e
sur une me´thode de sur-relaxation a e´te´ de´veloppe´e
et compare´e a` celles pre´ce´demment mentionne´es
sur des exemples acade´miques, validant l’inte´reˆt de
cette nouvelle approche. Enfin, des comparaisons
ont e´te´ mene´es entre cette technique et une variante
discre´tise´e de la formulation introduite par Bonnet
et Aquino [Inverse Problems, vol. 31, 2015].
Parametric identification in transient dynamics: treatment of a two points
boundary value problem
Keywords: Inverse problem, model parameter identification, modified error in the constitutive rela-
tion, two points boundary value problem, successive over-relaxation, non-intrusive method.
Abstract: This thesis deals with parameters
identification in transient dynamics in case of highly
noisy experimental data. One long-term goal is the
derivation of a non-intrusive method dedicated to
the implementation in a commercial finite element
code.
In this work, the modified error in the constitutive
relation framework is used to treat the identifica-
tion of material parameters. The minimization of the
cost function under constraints leads, in the case of
transient dynamics, to a two points boundary value
problem in which the differential space-time pro-
blem involves both initial and final time conditions.
This results in a problem coupling the direct and ad-
joint fields, whose treatment is difficult.
In the first part, methods such as those based on
the Riccati equation and the shooting methods have
been studied. It is shown that the identification is ro-
bust even in the case of highly corrupted measures,
but these methods are limited either by the imple-
mentation intrusiveness, conditioning problems or
the numerical cost.
In the second part, an iterative over-relaxation ap-
proach is developed and compared to the aforemen-
tioned approaches on academic problems in order to
validate the interest of the method. Finally, compa-
risons are carried out between this approach and a
discretized variation of the formulation introduced
by Bonnet and Aquino [Inverse Problems, vol. 31,
2015].
