Current systems of fine-grained entity typing use distant supervision in conjunction with existing knowledge bases to assign categories (type labels) to entity mentions. However, the type labels so obtained from knowledge bases are often noisy (i.e., incorrect for the entity mention's local context). We define a new task, Label Noise Reduction in Entity Typing (LNR), to be the automatic identification of correct type labels (type-paths) for training examples, given the set of candidate type labels obtained by distant supervision with a given type hierarchy. The unknown type labels for individual entity mentions and the semantic similarity between entity types pose unique challenges for solving the LNR task. We propose a general framework, called PLE, to jointly embed entity mentions, text features and entity types into the same low-dimensional space where, in that space, objects whose types are semantically close have similar representations. Then we estimate the type-path for each training example in a top-down manner using the learned embeddings. We formulate a global objective for learning the embeddings from text corpora and knowledge bases, which adopts a novel margin-based loss that is robust to noisy labels and faithfully models type correlation derived from knowledge bases. Our experiments on three public typing datasets demonstrate the effectiveness and robustness of PLE, with an average of 25% improvement in accuracy compared to next best method.
INTRODUCTION
Entity typing is an important task in text analysis. Assigning types (e.g., person, location, organization) to mentions of entities in documents enables effective structured analysis of unstructured text corpora. The extracted type information can be used in a wide range of ways (e.g., serving as primitives for information extraction [23] and knowledge base (KB) completion [4] , and assisting question answering [6] ). Traditional entity typing systems [22, 18] focus on a small set of coarse types (typically fewer than 10). Recent studies [34, 14, 35] work on a much larger set of fine-grained * Equal contribution.
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types which form a tree-structured hierarchy (e.g., actor as a subtype of artist, and artist is a subtype of person, as in blue region of Fig. 1 ). While types are usually defined to be mutually exclusive within a coarse type set (e.g., by assuming a mention cannot be both person and location), finegrained typing allows one mention to have multiple types, which together constitute one type-path (not necessarily ending in a leaf node) in the given type hierarchy, depending on the local context (e.g., sentence). Consider the example in Fig. 1 , "Trump" could be labeled as {person, artist, actor} in S3 (TV show). But he could also be labeled as {person, politician} in S1 or {person, businessman} in S2. A major challenge in fine-grained typing is the absence of human-annotated data. The process of manually labeling a training set with large numbers of fine-grained types (usually over 100) is too expensive and error-prone (hard for annotators to distinguish over 100 types consistently). Current systems annotate training corpora automatically using knowledge bases (i.e., distant supervision) [22, 34, 14, 35] . A typical workflow of distant supervision is as follows (see Fig. 1 ): (1) identify entity mentions in the documents; (2) link mentions to entities in KB; and (3) assign, to the candidate type set of each mention, all KB types of its KB-linked entity. However, this approach introduces label noise to the mentions since it fails to take the semantics of the mentions' local contexts into account when assigning type labels. For example, in Fig. 1 , the types assigned to entity Trump include person, artist, actor, politician, businessman, while only {person, politician} are correct types for Trump in S1.
Many previous studies ignore the label noise in automatically labeled training corpora-all candidate types obtained Table 1 : A study of type label noise. (1): %mentions with multiple sibling types (e.g., actor, singer); (2a)-(2c): %mentions deleted by the three pruning heuristics [7] (see Sec. 4.1), for three experiment datasets and New York Times annotation corpus [5] .
by distant supervision are treated as "true" types in training multi-label (hierarchical) classifiers [34, 14, 35] . This has become an impediment to improving the performance of current fine-grained typing systems as a majority of mentions in training sets have noisy types (see Table. 1, row (1)). A few systems try to denoise automatically labeled training corpora by simple pruning heuristics such as deleting mentions with conflicting types [7] . However, such strategies significantly reduce the size of training set ( Table 1 , rows (2a-c)) and lead to performance degradation (later shown in our experiments). The larger the target type set, the more severe the loss. So far there is no effective way to automatically create high-quality training data for fine-grained typing. This motivated us to define a new task: Label Noise Reduction in Entity Typing (LNR), that is, identifying the correct type labels for each training example from its noisy candidate type set (generated by distant supervision with a given type hierarchy). While the typical entity typing systems assume that type labels in training data are all valid and focus on designing models to predict types for unlabeled mentions, LNR focuses on identifying the correct types for automatically labeled mentions, which is related to partial label learning [20, 2] . LNR is a fundamental task in building entity typing systems with distant supervision because it reduces the level of type label noise in the training data that, in turn, yields a better entity type classifier.
The presence of incorrect type labels in a mention's candidate type set poses a unique challenge to estimating the relatedness between entity mentions and types using fully/semisupervised learning methods [34, 3, 33 ]-co-occurrence patterns alone between mentions and their candidate types in the corpus may be unreliable, as shown in our example above. We approach the LNR task as follows: (1) Model the true type labels in a candidate type set as latent variables and require only the "best" type (measured under the proposed metric) to be relevant to the mention-this requirement is less limiting compared with other multi-label learning methods that assume every candidate type is relevant to the mention. (2) Extract a variety of text features from entity mentions and their local contexts, and leverage corpuslevel co-occurrences between mentions and features to model mentions' types. (3) Model type correlation (semantic similarity) jointly with mention-candidate type associations and mention-feature co-occurrences, to assist type-path inference, by exploiting two signals: (i) the given type hierarchy, and (ii) the shared entities between two types in KB.
To integrate these elements of our approach, a principled framework, Heterogeneous Partial-Label Embedding (PLE), is proposed. First, PLE constructs a heterogeneous graph to represent three kinds of objects: entity mentions, text features and entity types, and their relationships in a unified form (see Fig. 2 ). Associations between mentions and their true types are kept as latent structures in the graph to be estimated (Sec. 3.1). We formulate a global objective to jointly embed the graph into a low-dimensional space where, in that space, objects whose types are semantically close also have similar representations (see Sec. 3.2). Specifically, we design a novel margin-based rank loss to model mention-type as-sociations, which enforces only the best candidate type to be embedded close to the mention (thus is robust to the false candidate types). We further integrate the marginbased rank loss with the skip-gram model [17] to jointly capture the corpus-level mention-feature co-occurrences and the KB-based type correlation in the embedding process. With the learned embeddings, we can efficiently estimate the correct type-path for each entity mention in the training set in a top-down manner. An efficient alternative minimization algorithm is developed to solve the optimization problem based on block-wise coordinate descent [30] (see Sec. 3.3). The major contributions of this paper are as follows:
1. This is the first systematic study of noisy type labels in distant supervision. It defines a new task, Label Noise Reduction in Entity Typing, to identify the correct typepath for each mention from its noisy candidate type set. 2. An embedding-based framework, PLE, is proposed. It models and measures semantic similarity between entity mentions and type labels, and is robust to label noise. 3. A joint optimization problem is formulated that integrates mention-type association, corpus-level mention-feature co-occurrence, and KB-based type correlation. 4. Experiments with three public fine-grained typing datasets demonstrate that PLE reduces their label noise substantially and, when PLE-denoised corpora are used as training sets, they also improve the performance of state-ofthe-art fine-grained typing systems significantly.
BACKGROUND AND PROBLEM
The input to LNR is a knowledge base Ψ with type schema Y Ψ , a target type hierarchy Y which covers a subset of types in Ψ, i.e., Y ⊆ Y Ψ , and an automatically labeled training corpus D (obtained by distant supervision with Y). Knowledge Base and Target Type Hierarchy. A KB with a set of entities E Ψ contains human-curated facts on both entity-entity facts of various relationship types and entitytype facts. We denote entity-type facts in a KB Ψ (with type schema Y Ψ ) as T Ψ = (e, y) ⊂ E Ψ ×Y Ψ . A target type hierarchy is a tree where nodes represent types of interests from Y Ψ (or types which can be uniquely mapped to those in Y Ψ ). In existing entity typing studies, several fine-grained type hierarchies are manually/semi-automatically constructed using WordNet [35] or Freebase [7, 14] . Automatically Labeled Training Corpora. Formally, a labeled corpus for entity typing consists of a set of extracted entity mentions M = {m i } N i=1 (i.e., token spans representing entities in text), the context (e.g., sentence, paragraph) of each mention {c i } N i=1 , and the candidate type
automatically generated for each mention. We represent the training corpus using a set of mention-based triples D =
. There exist publicly available automaticallylabeled corpora such as the Wikilinks dataset [26] where entity mentions have already been extracted and mapped to KB entities using anchor links in the corpus. In specific domains (e.g., customer reviews, tweets) where such public datasets are unavailable, one can utilize distant supervision [22, 3, 14] to automatically label the corpus, where an entity linking system [25] will detect mentions m i (in set M) and map them to one or more entity e i in E Ψ . Types of e i in KB Ψ are then associated with m i to form its candidate type set Y i , i.e., Y i = y | (e i , y) ∈ T Ψ , y ∈ Y . Problem Description. Since Y i is annotated for entity e i , it includes all possible types of e i and thus may contain types that are irrelevant to m i 's specific context c i . Ideally, the type labels for m i ∈ M should form a type-path (not required to end at a leaf) in Y i [34, 7, 35] , which serves as a contextdependent type annotation for m i . However, as discussed in [7] and shown in Fig. 1 , Y i may contain type-paths that are irrelevant to m i in c i . Even though in some cases Y i is already a type-path, it may be overly specific for c i and so insufficient to infer the whole type-path using c i . We denote the true type-path for mention m i as Y * i . This work focuses on estimating Y * i from Y i based on mention m i as well as its context c i , where the candidate type set Y i may contain (1) types that are irrelevant to c i , and (2) types that are overly specific to c i . Formally, we define the LNR task as follows.
Definition 1 (Problem Definition). Given a KB Ψ with type schema Y Ψ and entity-type facts T Ψ = (e, y) , a target type hierarchy Y ⊆ Y Ψ , and an automatically labeled
, the LNR task aims to estimate a single type-path Y * i ⊆ Y i for each entity mention m i ∈ M, based on m i itself as well as its context c i .
Non-goals. Label noise may also come from incorrect mention boundaries and wrong mapping of mentions to KB entities. This work relies on existing entity linking tools [25] to provide decent entity mention detection and resolution results (e.g., leftmost column of Fig. 2 ), but we do not address their limits here. We also assume human-curated target type hierarchies are given for the task (It is out of the scope of this study to generate the type hierarchy Y).
LABEL NOISE REDUCTION
This section lays out the framework. As the candidate type sets in the training corpus contain "false" types, supervised learning techniques (e.g., multi-label learning [14] , hierarchical classification [35] ) may generate predictions biased to the incorrect type labels [7] . Our solution casts the problem as a weakly-supervised learning task, which aims to derive the relatedness between mentions and their candidate types using both corpus-level statistics and KB facts.
Specifically, each entity type is treated as an individual object to be modeled. As type assignment on each mention is noisy, we adopt ideas from partial label learning [2] to carefully model mention-type associations, and extract a set of text features for each mention to assist in modeling its true types. In order to capture the semantic similarity between types, we further derive type correlation from two different sources, i.e., KB and the given type hierarchy. Framework Overview. We propose a graph-based partiallabel embedding framework (see also Fig. 2) as follows: 1. Generate text features for each entity mention m i ∈ M, and construct a heterogeneous graph using three kinds of objects in the corpus, namely entity mentions M, target types Y and text features (denoted as F ), to encode aforementioned signals in a unified form (Sec. 3.1). 2. Perform joint embedding of the constructed graph G into the same low-dimensional space where, in that space, close objects (i.e., whose embedding vectors have high similarity score) tend to also share the same types (Sec. 3.2). 3. For each mention m i (in set M), search its candidate type sub-tree Y i in a top-down manner and estimate the true type-path Y * i from learned embeddings (Sec. 3.3).
Construction of Graphs
To capture the shallow syntax and distributional semantics of a mention m i ∈ M, we extract various features from both m i itself (e.g., head token) and its context c i (e.g., bigram). Table 2 lists the set of text features used in this work, which is similar to those used in [34, 14] . We denote the set of M unique features of M extracted from D as F = {f j } M j=1 . Details of feature generation are introduced in Sec. 4.1.
With entity mentions M, text features F and target types Y, we build a heterogeneous graph G to unify three kinds of links: mention-type link represents each mention's candidate type assignment; mention-feature link captures corpuslevel co-occurrences between mentions and text features; and type-type link encodes the type correlation derived from KB or target type hierarchy. This leads to three subgraphs G M Y , G M F , and G Y Y , respectively. Mention-Type Association Subgraph. In the automatically labeled training corpus D = (m i , c i , Y i ) , each mention m i is assigned a set of candidate types Y i from the target type set Y. This naturally forms a bipartite graph between entity mentions M and target types Y, where each mention m i ∈ M is linked to its candidate types Y i with binary weight, i.e.,
Existing embedding methods rely on either the local consistency assumption [9] (i.e., objects strongly connected tend to be similar), or the distributional assumption [17] (i.e., objects sharing similar neighbors tend to be similar) to model graph structures. However, some links are "false" links in the constructed mention-type subgraph-adopting the above assumptions may incorrectly yield mentions of different types having similar embeddings. For example, in Fig. 2 , "Hillary Clinton" in S1 and "Trump" in S3 have several candidate types in common (thus high distributional similarity), but their true types are different (i.e., politician versus businessman). Instead of defining a binary variable to indicate whether a mention-type link is true or not, we specify the
Feature Description
Example Head Syntactic head token of the mention "HEAD Turing" Token Tokens in the mention "Turing", "Machine" POS Part-of-Speech tag of tokens in the mention "NN" Character All character trigrams in the head of the mention ":tu", "tur", ..., "ng:" Word Shape Word shape of the tokens in the mention "Aa" for "Turing" Length Number of tokens in the mention "2" Context Unigrams/bigrams before and after the mention "CXT B:Maserati ,", "CXT A:and the" Brown Cluster Brown cluster ID for the head token (learned using D) "4 1100", "8 1101111", "12 111011111111" Dependency Stanford syntactic dependency [16] associated with the head token "GOV:nn", "GOV:turing" Table 2 : Text features used in this paper. "Turing Machine" is used as an example mention from "The band's former drummer Jerry Fuchs-who was also a member of Maserati, Turing Machine and The Juan MacLean-died after falling down an elevator shaft.".
likelihood of a mention-type link being true as the relevance between the corresponding mention and type, and progressively estimate the relevance by incorporating other side signals (e.g., text features, type correlation). We propose to model mention-type links based on the following hypothesis.
Hypothesis 1 (Partial Label Association).
A mention should be embedded closer to its most relevant candidate type than to any other non-candidate type, yielding higher similarity between the corresponding embedding vectors.
During model learning, relevance between an entity mention and its candidate type is measured by the similarity between their current estimated embeddings. Text features, as complements to mention-candidate type links, also participate in modeling the mention embeddings, and help identify a mention's most relevant type. In sentence S1 of Fig. 2 , context words democratic and presidential infer that type politician is more relevant than type actor for mention "Hillary Clinton". This hypothesis assumes that the embeddings of two mentions will be close if and only if their most relevant candidate types are similar. Mention-Feature Co-occurrence Subgraph. Intuitively, entity mentions sharing many text features (i.e., with similar distributions over F ) tend to have close type semantics; and text features which co-occur with many entity mentions in the corpus (i.e., with similar distributions over M) likely represent similar entity types. The following hypothesis guides our modeling of mention-text feature co-occurrences.
Hypothesis 2 (Mention-Feature Co-occurrences).
If two entity mentions share similar features, they should be close to each other in the embedding space (i.e., high similarity score). If two features co-occur with a similar set of mentions, their embedding vectors tend to be similar.
In Fig. 2 , for example, mentions "Donald Trump" in S2 and "Trump" in S4 share multiple features (e.g., Trump, presidential and campaign), and thus are likely of the same type politician. Conversely, features campaign and presidential likely represent the same type politician since they co-occur with similar sets of mentions in the corpus.
Formally, we form binary links between mentions and their text features to construct a mention-feature co-occurrence
Type Correlation Subgraphs. In target type hierarchy Y, types closer to each other (i.e., shorter path) tend to be more related (e.g., actor is more related to artist than to person in the left column of Fig. 3 ). In KB Ψ, types assigned to similar sets of entities should be more related to each other than those assigned to quite different entities [12] (e.g., actor is more related to director than to author in the right column of Fig. 3) . We propose to model type correlation based on the following hypothesis. We build a homogeneous graph G Y Y to represent the correlation between types. A simple way to measure correlation between two types is to use their distance in the target type hierarchy (tree). Specifically, a link (y k , y k ) is formed if there exists a path between types y k and y k in Y (paths passing root node are excluded). We define the weight of link
Hypothesis 3 (Type Correlation

Entity-type facts
denotes the length of the shortest path between types y k and y k in Y. Although using shortest path to compute type correlation is efficient, its accuracy is limited-It is not always true that a type (e.g., athlete) is more related to its parent type (i.e., person) than to its sibling types (e.g., coach), or that all sibling types are equally related to each other (e.g., actor is more related to director than to author).
An alternative approach to avoid this accuracy issue is to exploit entity-type facts T Ψ in KB to measure type correlation. Given two target types y k , y k ∈ Y, the correlation between them is proportional to the number of entities they share in the KB. Let E k denote the set of entities assigned with type y k in KB, i.e., E k = e | (e, y k ) ∈ T Ψ . The weight
where |E k | denotes the size of set E k . We compare these two methods for measuring type correlation in our experiments. Entity-entity facts of various relationships in the KB can also be utilized to model type correlation, as discussed in KB embedding [10, 1] . We leave this as future work.
Heterogeneous Partial-Label Embedding
This section follows notations in Table 3 to formulate a joint optimization problem for embedding the constructed heterogeneous graph G into a d-dimensional vector space.
A straightforward solution is to model the whole graph with the local consistency objective [9] . Such a solution encounters several problems: False candidate types negatively impact the ability of the model to determine mention's true types, and the mention-feature links are too sparse to model mention's types. As such, the learned embeddings may not accurately capture relatedness between mentions and types.
In our solution, we formulate a novel optimization objective, by extending a margin-based rank loss to model noisy D Automatically generated training corpus
Target entity types (size K) Yi
Candidate types of mi
Embeddings of type y k on two views (dim. d) mention-type links (i.e., G M Y ) and leveraging the distributional assumption [17] to model subgraphs
Modeling Mention-Type Association. To effectively model the noisy mention-type links in subgraph G M Y , we extend the margin-based loss in [20] (used to learn linear classifiers) to enforce Hypothesis 1. The intuition of the loss is simple: for mention m i , the maximum score associated with its candidate types Y i is greater than the maximum score associated with any other non-candidate types Y i = Y \ Y i , where the scores are measured using current embedding vectors. Specifically, we use vectors ui, v k ∈ R d to represent mention m i ∈ M and type y k ∈ Y in the d-dimensional embedding space, respectively. The score of (m i , y k ) is defined as the dot product of their embeddings, i.e., s(m i , y k ) = v T k u i . We define the partial-label loss i for m i ∈ M as follows.
Minimizing i encourages a large margin between the maximum scores max y∈Y i s(m i , y) and max y ∈Y i s(m i , y ). This forces m i to be embedded closer to the most "relevant" type in the noisy candidate type set, i.e., y * = argmax y∈Y i s(m i , y), than to any other non-candidate types (i.e., Hypothesis 1). This constrasts sharply with multi-label learning [35] , where a large margin is enforced between all candidate types and non-candidate types without considering noisy types. Modeling Mention-Feature Co-occurrences. Hypothesis 2 models mention-feature links based on the idea that nodes with similar distributions over neighbors are similar to each other. This idea is similar to those in the second-order proximity model [29] and skip-gram models [17] -it models text corpora following the distributional hypothesis [8] which says that you should know a word by the company it keeps.
Formally, we introduce vector c j ∈ R d to represent feature f j ∈ F in the embedding space. Following second-order proximity [29] , we define the probability of feature f j generated by mention m i for each link (m i , f j ) ∈ G M F as follows.
High conditional probability p(f j |m i ) indicates that embeddings of m i and f j are similar. Following Hypothesis 2, we enforce the conditional distribution specified by embeddings, i.e., p(·|m i ) to be close to the empirical distribution (i.e., link distribution of m i to F in subgraph G M F ), which can be achieved by minimizing the following objective [29] .
Optimizing O M F with p(f j |m i ) defined by Eq. (3) is computationally expensive since it involves summation over all the features. We adopt the negative sampling method [17] to sample multiple negative features for each link (mi, fj), according to some noise distribution. The method replaces log p(f j |m i ) in Eq. (4) with the following function. 
where σ(x) = 1/ 1 + exp(−x) is the sigmoid function. The first term in Eq. (5) models the observed links in G M F , and the second term models the Z negative features sampled from the noise distribution Pn(f ) ∝ D 3/4 f over all features F [17] . Here D f denotes the degree of feature f in G M F . Modeling Type Correlation. Type correlation links can be modeled with a method similar to that used in modeling the mention-feature subgraph-two types are similar to each other if they are correlated to the same set of types (i.e., Hypothesis 3). As link (m i , f j ) in bipartite graph G M F is directed, we treat each undirected link (y k , y k ) in the homogeneous graph G Y Y as two directed links [28] . Hypothesis 3 can be modeled by minimizing the following objective.
This enforces the conditional distributions specified by embeddings to be close to its empirical distributions in terms of both directions of the link (y k , y k ). We use two vectors v k , v k ∈ R d to represent each type y k ∈ Y in the embedding space, where v k serves as the "context" view of y k [29] . Following a similar negative sampling procedure as that in Eq. (5), we define log p(y k |y k ) as follows.
Similar to the derivation of log p(y k |y k ) in Eq. (6), we can define the log probability log p(y k |y k ).
The Joint Optimization Problem. Our goal is to embed the heterogeneous graph G into a d-dimensional vector space, following the three proposed hypotheses in Sec. 3.1. Intuitively, one can collectively minimize the objectives of the three subgraphs G M Y , G M F and G Y Y , as mentions M and types Y are shared across them. To achieve the goal, we formulate a joint optimization problem as follows.
where objective O M Y of the subgraph G M Y is specified by aggregating the partial-label loss defined in Eq.
(2) across all the mentions M, along with 2-regularizations on {ui} N i=1 and {v k } K k=1 to control the scale of the embeddings [20] .
Tuning parameter λ > 0 is used to control the amount of regularization on the embeddings. In Eq. (7) , one can also minimize the weighted combination of the three subgraph objectives to model the importance of different signals, where weights could be manually determined or automatically learned from data. We leave this as future work. By solving the optimization problem in Eq. (7), we are able to represent every node in G with a d-dimensional vector. 
Algorithm 1: Model Learning of PLE
Input: G = {G M Y , G M F , G Y Y },
Model Learning and Inference
We propose an alternative minimization algorithm based on the block-wise coordinate descent method [30] to jointly optimize the objective O in Eq. (7) . In each iteration, the algorithm goes through links in G to sample negative links, and update each embedding based on the derivatives.
We first take the derivative of O with respect to {u i } while fixing other variables. A similar procedure to that in [20] is followed to calculate the derivative for partial-label loss.
where 1(·) denotes the indicator function, and
i v l to denote the embeddings of the most relevant types in m i 's candidate type set Y i and non-candidate set Y i , respectively.
The first two terms in Eq. (9) adjust u i to ensure sufficient difference (margin) exists between its similarity to the most relevant candidate type and that to any non-candidate type. The last part requires u i to be close to (different from) its linked (unlinked) features in G M F , respectively. Second, we fix {u i } and {v k } to compute the derivative of O with respect to {c j }.
The first part in Eq. (10) models the observed links between feature f j and other mentions in graph G M F . The second part models negative samples drawn from links in G M F (i.e., with size Z|G M F |) which involve feature f j . We use E l=j f l ∼Pn(f ) [·] to denote the negative sampling process. Finally, we compute the derivatives for {v k , v k } by fixing other variables. We use N k = {y | (y, y k ) ∈ G Y Y } to denote the set of types linked to type y k in graph G Y Y . where for each k the vector u k i is defined as follow.
The derivative with respect to {v k } can be computed in a way similar to Eq. (10), which models both the observed links in G Y Y and the negative samples of the observed links.
Algorithm 1 summarizes our algorithm. Eq. (7) can also be solved by a mini-batch extension of the Pegasos algorithm [24] , which is a stochastic sub-gradient descent method and thus can efficiently handle massive text corpora. Due to lack of space, we do not include derivation details here. Type Inference. With the learned mention embeddings {u i } and type embeddings {v k }, we perform top-down search in the candidate type sub-tree Y i to estimate the correct typepath Y * i . Starting from the tree's root (denoted as r), we recursively find the best type among the children types (denoted as C i (r)) by measuring the dot product of the corresponding mention and type embeddings, i.e., s(u i , v k ). The search process stops when we reach to leaf type, or the similarity score is below a pre-defined threshold η > 0. Algorithm 2 summarizes the proposed type inference process. Computational Complexity Analysis. In graph construction, the cost of building subgraph G Y Y is O(K 2 I), where I is the average number of entities associated with a type in the KB.
Let E be the total number of links in G. By alias table method [29] , 
EXPERIMENTS 4.1 Data Preparation and Experiment Setting
Our experiments use three public datasets 1 Table 5 .
Automatically Labeled Training Corpora. We followed the process introduced in [14] to generate training data for Wiki dataset. For BBN and OntoNotes datasets, we utilized DBpedia Spotlight 2 , a state-of-the-art entity linking tool, to identify entity mentions from text and map them to Freebase entries. We then applied the types induced from Freebase to each entity mention and map them to the target types.
For experiment purpose, we discarded types which cannot be mapped to Freebase types in BBN dataset (46 out of 93).
Feature Generation. Table 2 lists the set of features used in our experiments, which are similar to those used in [34, 14] except for topics and ReVerb patterns. We used a 6-word window to extract context unigrams and bigrams for each mention (3 words on the left and the right). We applied the Stanford CoreNLP tool [16] to get POS tags and dependency structures. The word clusters were derived for each corpus using the Brown clustering algorithm 3 . We discarded features which occur only once in the corpus. : uses a linear model to encourage large average scores for candidate types. We adopted the suggested setting (SVM with square hinge loss). For PLE, besides the proposed model, PLE, which adopts KB-based type correlation subgraph, we compare (1) PLE-NoCo: This variant does not consider type correlation subgraph G Y Y in the objective in Eq. (7) ; and (2) PLE-CoH: It adopts the type hierarchy-based correlation subgraph. Parameter Settings. In our testing of PLE and its variants, we set α = 0.25, η = 0.1 and λ = 10 −4 (see Fig. 4(b) ) by default, based on the analysis on validation sets. For convergence criterion, we stopped the loop in Algorithm 1 if the relative change of O in Eq. (7) is smaller than 10 −4 . For fair comparison, the dimensionality of embeddings d was set to 50 and the number of negative samples (Z in PLE) was set to 5 for PLE, PTE and LINE, as used in [29] . For Deep-Walk, we set window size as 10, walk length as 40, walks per vertex as 40, as used in [21] . Learning rates of LINE and PTE were set to ρt = ρ 0 (1 − t/T ) with ρ 0 = 0.025 where T is total number of edge samples (set to 10 times of the number of edges), as used in [28] and [29] . After tuning on validation sets, we set learning rate as 0.001 for WSABIE, and set the regularization parameters in PL-SVM and CLPL as 0.1. Evaluation Metrics. We use F1 score computed from Precision and Recall scores in 3 different granualities [14, 34] . Let P denote evaluation set. For mention m ∈ P, we denote its ground-truth types as tm and the predicted types as tm. 
Label Noise Reduction
We first conduct intrinsic evaluation on how accurately PLE and the other methods can estimate the true types of mentions (i.e., {Y * i }) from its noisy candidate type set (i.e., {Y i }). Let P L denote the test mentions which can be linked to KB. We evaluate the quality of the candidate type set (i.e., Raw), and three pruning methods on P L . For PLE and other embedding methods, we learn models on D ∪ P L using the candidate types, and evaluate the estimation results on the ground-truth types of P L . To test pruning methods, we further apply them on D ∪ P L (the pruned corpus is denoted as D P ), and learn the compared embedding models on D P . 3. Example output on news articles. Table 8 shows the types estimated by PLE, PTE and WSABIE on three news sentences from OntoNotes dataset: PLE predicts fine-grained types with better accuracy (e.g., person_title) and avoids from overly-specific predictions (e.g., news_company). 4. Testing the effect of training set size. Experimenting with the same settings for graph construction and model learning, Fig. 4(a) shows the performance trend on Wiki dataset when varying the sampling ratio (subset of mentions randomly sampled from the training set D). Performance of all methods improves as the ratio increases, and becomes insensitive as the ratio > 70%. PLE always outperforms its variant and the best baseline PTE. In particular, PLE model trained at 10% sampling rate outperforms the best PTE model (obtained at 70% sampling rate). 5. Testing sensitivity of the tuning parameter. Fig. 4(b) analyzes the performance sensitivity of PLE with respect to λ-the only tuning parameter in the proposed modelon BBN dataset. Performance of PLE becomes insensitive as λ becomes small enough (i.e., 0.01). We set λ = 10 −4 throughout our experiments for PLE and its variants. 
Fine-Grained Entity Typing
We further conduct extrinsic evaluation on fine-grained typing to study the performance gain from denoising the automatically generated training corpus D. Two state-of-theart fine-grained type classifiers, HYENA [35] and FIGER [14] , are trained using the same set of features on the denoised corpus (denoted as D d ), which is generated using PLE or the other compared methods. Trained classifiers are then tested on the evaluation set P. Similar to the process in Sec. 4.2, embedding models trained on pruned corpora are compared as well (only the best performing ones). We also compare with partial-label learning methods PL-SVM [20] and CLPL [2] , which are trained on D and evaluated on P. 1. Comparing with the other noise reduction methods. Table 9 reports the comparison results of the two best performing pruning methods and embedding methods on the three datasets. Both typing systems achieve superior performance on all metrics when using PLE and its variant to denoise the training corpus. In particular, PLE improves FIGER's Accuracy (i.e., Raw) by 33.53% and HYENA's Accuracy by It gains performance from capturing type correlation, by jointly modeling the type-type links in the embedding process. In particular, we observe that pruning methods do not always improve the performance (e.g., "All" pruning results in a 11.15% drop in Macro-F1 score on FIGER on the Wiki dataset), since they aggressively filter out subtypes and/or rare types in the corpus, which may lead to low Recall.
2. Comparing with partial-label learning methods. Comparing with PL-SVM and CLPL, both typing systems obtain superior performance when PLE is applied to denoise the training corpora. PL-SVM adopts a modified margin-based objective to fit linear models on features using the noisy candidate types, but it assume that only one candidate type is correct and does not consider semantic similarity between the types. CLPL simply averages the model output for all candidate types, and thus may generate results biased to frequent false types. Superior performance of PLE mainly comes from jointly modeling of type correlation derived from KB and feature-mention co-occurrences in the corpus.
3. Testing on unseen mentions. Fig. 5 compares PLE with the other methods for predicting types of unseen mentions in the three datasets. We used the learned feature embeddings and type embeddings to estimate the type-path for each mention in P. PLE outperforms both FIGER and HYENA systems (e.g., over 21% improvement in Micro-F1 on the OntoNotes dataset)-demonstrating the predictive power of the learned embeddings, and the effectiveness of modeling noisy candidate types. Although FIGER trained on PLE-denoised corpus obtains superior F1 scores, PLE can achieve competitive performance without training an additional classifier (i.e., more efficiently). 
Case Analyses
1. Testing at different type levels. Fig. 6(a) Fig. 6(b) shows that the performance gain becomes marginal after 3 iterations of re-training. This may be because the learned embeddings in the first round of training already capture all the signals encoded in the heterogeneous graph-the updated mention-type subgraph from the denoised corpus does not cause significant changes to the embeddings. 
RELATED WORK
Fine-Grained Entity Typing. There have been extensive studies on entity recognition and typing. In terms of the dependence on context information, existing work can be categorized into context-dependent [18, 14] and context-independent approaches [19, 13] . Work along both lines can be further categorized in terms of the type granularity that is considered. Traditional named entity recognition systems [16] focus on coarse types (e.g., person, location) and cast the problem as multi-class classification following the type mutual exclusion assumption (i.e., one type per mention) [18] . Recent work has focused on a much larger set of fine-grained types [35, 14] . As type mutual exclusion assumption no longer holds, they cast the problem as multi-label multi-class (hierarchical) classification problems [7, 35, 14] , or make use of various supervised embedding techniques [34, 3] to jointly derive feature representations in classification tasks. Most existing fine-grained typing systems use distant supervision to generate training examples and assume that all candidate types so generated are correct. By contrast, our framework instead seeks to remove false positives, denoising the data and leaving only the correct ones for each mention based on its local context. Output of our task, i.e., denoised training data, helps train more effective classifiers for entity typing. Gillick et al. [7] discuss the label noise issue in finegrained typing and propose three type pruning heuristics. However, these pruning methods aggressively filter training examples and may suffer from low recall (see Table. 9).
In the context of distant supervision, the label noise issue has been studied for other information extraction tasks such as relation extraction [27] and slot filling [11] . However, the form of supervision is different from that in entity typing.
Partial Label Learning. Partial label learning (PLL) [36, 20, 2] deals with the problem where each training example is associated with a set of candidate labels, where only one is correct. Unlike this PLL formulation, our problem can be seen as hierarchical classification with partial labels. Existing PLL methods model a single true label for each training example and do not consider label correlation information. We compare with simple extensions of PL-SVM [20] and CLPL [2] by applying the learned partial-label classifiers to predicted type-paths in a top-down manner (see Table. 9).
Text and Network Embedding. The proposed PLE framework incorporate embedding techniques used in modeling text data [34, 3, 17] , and networks/graphs [28, 21, 9] . However, existing methods assume links are all correct (unsupervised) or labels are all true (supervised)-our approach seeks to delete noisy links and lables in the embedding process. We compare with several embedding methods like PTE [29] to validate Hypothesis 1 on noisy labels (see Sec. 4.2).
CONCLUSION AND FUTURE WORK
We study a new task on reducing label noise in distant supervision for fine-grained entity typing, and propose a heterogeneous partial-label embedding framework (PLE) to denoise candidate types in automatically labeled training corpora. Experiment results demonstrate that the proposed method can recover true type labels effectively and robustly, and the denoised training data can significantly enhance performance of state-of-the-art typing systems. Interesting future work includes extending PLE's similarity function to model hierarchical type dependency [10] , deploying multisense embedding to model topics of contexts [34] , and exploiting relation facts in KB jointly [1] . Embeddings learned by PLE can be directly used to predict types for unseen mentions, which saves time otherwise needed to build additional classifiers. PLE is general and can be used to denoise training data in other domains (e.g., image annotation [33] ).
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