Abstract-In this paper, the control problem of camera-in-hand robotic systems is considered. In this approach, a camera is mounted on the robot, usually at the hand, which provides an image of objects located in the robot environment. The aim of this approach is to move the robot arm in such a way that the image of the objects attains the desired locations. We propose a simple image-based direct visual servo controller which requires knowledge of the objects' depths, but it does not need to use the inverse kinematics and the inverse Jacobian matrix. By invoking the Lyapunov direct method, we show that the overall closed-loop system is stable and, under mild conditions on the Jacobian, local asymptotic stability is guaranteed. Experiments with a two degrees-of-freedom direct-drive manipulator are presented to illustrate the controller's performance.
I. INTRODUCTION
T HE USE of visual information in the feedback loop is an attractive solution for the position and motion control of autonomous robot manipulators evolving in unstructured environments [1] . This robot control strategy, so-called visual servoing, can be classified in two approaches: fixed camera and camera in hand. In fixed-camera robotic systems, multiple cameras fixed in the world-coordinate frame capture images of both the robot and its environment. The objective of this approach is to make the robot move in such a way that its end effector reaches a desired object [2] - [8] . In the camera-in-hand configuration, a camera is mounted on the robot, which supplies visual information of the environment, as depicted in Fig. 1 . The objective of this approach is to move the manipulator in such a way that the projection of either a moving or a static object be always at a desired location in the image captured by the camera [9] - [18] . This paper deals with the camera-in-hand approach to vision robot control. This control problem has attracted the attention of researchers in recent years (see [1] for an interesting historical review). A common characteristic of most of previous works is Manuscript received February 25, 1997 ; revised May 15, 1998 . Recommended by Technical Editor T. Fukuda. This work was supported in part by CONACyT (Mexico) and CONICET (Argentina), by the project Perception Systems for Robots-CYTED, and by CONACyT-NSF Grant 228050-5-C084A and Grant IRI-9613737.
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F. Reyes is with the Universidad A. de Puebla, Puebla, Pue., 72001 Mexico. Publisher Item Identifier S 1083-4435(00)02471-6. that the robot manipulator is assumed to be a positioning device whose dynamics do not interact with the visual feedback loop. Although this assumption is valid for slow robot motion, it does not hold for high-speed tasks where the robot dynamics are not neglectable, which is particularly true for direct-drive robots. One exception where the robot dynamics has been taken into account is the controller proposed by Hashimoto and Kimura [16] ; a model-based direct visual robot controller considering static objects was designed following the input-output linearization technique, which leads to a control law dependent on the full nonlinear robot dynamic model. In this paper, we are interested in position control (set-point regulation) in an environment with static objects. Focusing on this formulation, we attempt to design a simple controller supported by a rigorous stability analysis incorporating the full Lagrangian robot dynamics.
Our main theoretical contribution is the extension of the transpose Jacobian control philosophy [19] to image-based direct visual servo control for camera-in-hand robot manipulators. In this approach, the control aim is defined in terms of an image feature error and the robot joint torques are directly computed as the control actions. Thanks to this extension, a very simple image-based direct visual servo controller for camera-in-hand robotic systems is designed where the control algorithm does not need the solution of either the inverse image problem or the robot kinematics, and its structure is independent of the robot inertia and Coriolis matrices. Furthermore, closed-loop stability including the full nonlinear robot dynamics is rigorously proven by invoking the Lyapunov's direct method. In order to show local asymptotic stability, a weak assumption is imposed on the Jacobian. This paper continues the work originally presented in [20] and followed by [21] .
The proposed direct visual servo controller has been experimentally tested on a two-degree-of-freedom direct-drive vertical arm. We describe the experimental results obtained considering one and two object feature points.
Throughout this paper, we use the notations and to indicate the smallest and largest eigenvalues, respectively, of a symmetric positive-definite bounded matrix , for any . The norm of vector is defined as . The paper is organized as follows. In Section II, we present the robotic system model and the control problem formulation. The proposed visual controller is introduced and analyzed in Section III. In Section IV, we present experimental results and, finally, in Section V, we offer some concluding remarks.
II. ROBOTIC SYSTEM MODEL AND CONTROL PROBLEM FORMULATION
The robotic system considered in this paper is composed of a robot manipulator featuring a camera in its hand, as depicted in Fig. 1 . The basic mathematical description of this system consists of the robot dynamics and differential kinematics and the camera model.
A. Robot Dynamics
In the absence of friction or other disturbances, the dynamics of a serial -link rigid robot manipulator can be written as [22] (1) where vector of joint displacements; vector of applied joint torques; symmetric positive definite manipulator inertia matrix; vector of centripetal and Coriolis torques; vector of gravitational torques. One important property of the robot dynamics is the following.
Property 1-see, e.g., [22] and [23] : The time derivative of the inertia matrix, and the centripetal and Coriolis matrix satisfy (2)
B. Robot Differential Kinematics
The differential kinematics of a manipulator gives the relationship between the joint velocities and the corresponding end-effector translational and angular velocity . They are related via the geometric Jacobian [24] 
If the end-effector pose (position and orientation) is expressed with reference to a minimal representation in the operational space, it is possible to compute the Jacobian matrix via differentiation of the direct kinematics with respect to the joint positions. The resulting Jacobian, termed analytical Jacobian , is related to the geometric Jacobian by [24] (4) where is a transformation matrix that depends on the parameterization of the end-effector orientation.
C. Model of the Camera
Let us consider a TV camera mounted at the robot end effector. The origin of the camera coordinate frame (end-effector frame) with respect to the robot coordinate frame is represented by with . The orientation of the camera frame with respect to the robot frame is denoted by . The image acquired by the camera supplies a two-dimensional (2-D) array of brightness values from a three-dimensional (3-D) scene. This image may undergo various types of computer processing to enhance image properties and extract image features. In this paper, we assume that the image features are the projection into the 2-D image plane of 3-D points in the scene space.
We also assume a perspective projection with a focal length , as depicted in Fig. 2 . An object (feature) point with coordinates in the camera frame projects onto a point on the image plane, with image coordinates . The position of an object feature point in the image will be referred to as an image feature point [11] . In this paper, we assume that the object can be characterized by a set of feature points. For the sake of completeness, in the following subsections we recall some concepts concerning single and multiple feature points.
1) Single Feature Point:
Following the notation of [16] , let be the position of an object feature point expressed in the robot coordinate frame. Therefore, the relative position of this object feature located in the robot workspace with respect to the camera coordinate frame is . According with the perspective projection [1] , the image feature point depends uniquely on the object feature position and the camera position and orientation, and it is given by (5) where is the scaling factor in pixels per meter due to the camera sampling and . This model is also called the imaging model [16] . The time derivative yields (6) On the other hand, the position of the object feature point with respect to the camera frame is given by (7) By invoking the general formula for velocity of a moving point in a moving frame with respect to a fixed frame [29] , the time derivative of (7) can be expressed in terms of the camera translational and angular velocities as [10] ( 8) where and stand for the camera translational and angular velocities with respect to the robot frame, respectively.
The motion of the image feature point as a function of the camera velocity is obtained by substituting (8) into (6) (9) Instead of using the coordinates and of the object feature described in the camera coordinate frame, which are a priori unknown, it is usual to replace them for the coordinates and of the projection of such a feature point onto the image frame. Therefore, by using (5) we get (10) where is the so-called image Jacobian defined by [10] (11)
Finally, by using (3) and (4) we can express in terms of the robot joint velocity as (12) 2) Multiple Feature Points: In applications to objects located in a 3-D space, three or more feature points are required for the visual servo control to be solvable [14] , [25] . The above imaging model can be extended to a static object located in the robot workspace having object features points. In this case, is a constant vector which contains the object feature points, and the feature image vector is redefined as . . .
. . .
The extended image Jacobian is given by . . .
where . Using (12) and (13) , the time derivative of the image feature vector can be expressed as (14) where (15) will be called the Jacobian matrix hereafter in this paper.
D. Control Problem Formulation
The robot task is specified in the image plane in terms of the image feature values corresponding to the relative robot and object positions. Let us denote with the desired image feature vector which is assumed to be constant. For some tasks, the desired feature vector can be obtained directly in the image feature space. Another way to get is by using a "teach-by-showing" strategy [9] . In this approach, an image is transduced at the desired reference position and the corresponding extracted features represent the desired feature vector . The control problem is to design a controller which computes the applied torques to move the robot in such a way that the actual image features reach the prescribed desired ones. The image feature error defined as may be calculated at every measurement time and used to drive the robot in a direction which decreases the error. Therefore, the control aim is to ensure that provided that the initial feature error and joint velocity are sufficiently small.
We make the following assumptions: A0 The object is static, i.e., .
A1
There exists a robot joint configuration for which the feature error vanishes, i.e., . It should be pointed out that does not need to be known nor measured.
A2
The unknown desired joint position is an isolated solution of .
A3
The Jacobian is continuously differentiable with respect to each entry of and
A4
The distance from the camera to the object (depth) is known. Assumption A1 ensures that the control problem is solvable. Assumption A2 is a necessary condition to establish stability in an asymptotic sense. This is equivalent to assuming that the robot does not have kinematic redundancy with respect to the visual task. Assumption A3 is required for technical reasons in the stability analysis. A necessary condition to fulfill assumption A3 is to select the number of object points such that and, hereafter, we suppose that this is the case. Concerning assumption A4, a practical way to obtain the depth is by using external sensors as ultrasound or additional cameras in the so-called binocular stereo approach [6] , [7] . Other schemes use images obtained from different (more than two) points in the called active monocular stereo approach, and least-square techniques [10] .
III. SIMPLE VISUAL SERVO CONTROLLER
In the control problem formulation considered in this paper, the position of the feature points of the object can only be measured through the camera, thus, a direct knowledge of the desired joint position is not available. Notwithstanding, the desired joint position can be obtained by solving the inverse image and kinematics problems. However, in this paper, we consider a simpler approach, which consists of directly using the image feature error supplied in the image coordinate frame.
The approach followed in this paper was motivated by the transpose Jacobian control philosophy introduced in [19] (further analysis and discussions about this control scheme are in [26] - [34] ).
The control law of the proposed controller is given by (16) where and are the symmetric positive-definite proportional and derivative matrices which are chosen by the designer. Fig. 3 depicts a closed-loop block diagram.
It is worth noticing that the controller uses directly the feature error vector which is the difference between the desired feature vector and the actual one expressed in the image coordinate frame. The controller also requires the measurement of the joint position and velocity , the knowledge of the Jacobian matrix , and the gravitational torque vector . However, the solution of the inverse image and kinematics are obviated.
The closed-loop system is obtained by substituting the control action from the control law (16) into the robot dynamics (1)
The system behavior can be written in terms of the state vector as (18) Notice that the closed-loop system is described by an autonomous nonlinear differential equation and from assumption A1 we have that is an equilibrium point, regardless of whether or not the Jacobian is a square matrix.
Before presenting the stability analysis, we digress momentarily to establish the following. (20) is a positive-definite matrix and, hence, also nonsingular, then by the continuity established in assumption A3, we can assure that (21) is also a square nonsingular matrix for all and in a neighborhood of . This allows us to conclude that is the unique solution for (19) in a sufficiently small neighborhood of .
As a consequence of Lemma 1, it may be concluded that is an isolated equilibrium of the closed loop system (18) .
In order to carry out the stability analysis, we use the Lyapunov's direct method (see, e.g., [36] ). Thus, the following Lyapunov function candidate may be considered: (22) which, according to assumption A2, is a locally positive-definite function. The time derivative of the Lyapunov function candidate is given by By using the closed-loop equation (14) and (18), it follows that After some simplifications and using (2), it is finally obtained (23) Since is by design a positive-definite matrix, hence, is a globally negative-semidefinite function. Therefore, by invoking the Lyapunov's direct method [36] , it can be concluded that is a stable equilibrium. In order to prove asymptotic stability, we take advantage of the autonomous nature of the closed-loop equation (18) which lets us apply the Krasovskii-LaSalle's theorem [36] . In the region the invariant set is obtained from (17) as and : . Furthermore, according to Lemma 1, the latter equation is satisfied for . Therefore, invoking the Krasovskii-LaSalle's theorem, we can assure that the equilibrium is locally asymptotically stable. This means that the control aim is achieved, i.e., for a sufficiently small initial feature error and joint velocity .
IV. EXPERIMENTAL CASE STUDY
A direct-drive arm with two vertical rigid links has been designed and built at the Centro de Investigación Científica y de Educación Superior de Ensenada (CICESE) Research Center, Ensenada, Mexico (see Fig. 4 ). High-torque brushless directdrive servos are used to drive the joints without gear reduction. The motors used in the experimental arm are the Compumotor Models DM1200-A and DM1015-B operating in torque mode for the shoulder and elbow joints, respectively. A Panasonic GP-MF502 camera with a lens having a focal length m was attached at the arm tip.
A motion control board based on a TMS320C31 32-bit floating-point microprocessor from Texas Instruments is used to execute the control algorithm. This board is mounted in a PC 486 66-MHz host computer which provides the environment for program generation, compilation, loading data for plotting purposes, and downloading programs for real-time execution [37] . The control program is written in C programming language for the TMS320 compiler and executed in the control board at a 2.5-ms sampling rate. The video signal is acquired by a frame processor Fidelity 200 DT3851-4 from Data Translation mounted in a second PC 486 computer which processes the image and extracts the image features. Data are sent back to the main host computer during robot operation through a serial communication link.
The experiments have shown that Coulomb and viscous friction at the motor joint are present and they depend in a complex manner on joint position and velocity. Instead of modeling these friction phenomena for compensation purposes, they were considered as unmodeled dynamics.
The complete robot dynamics (arm plus camera) has the structure (1). With reference to the symbols listed in Table I , we present below the entries of robot dynamics. The entries of the gravitational torque vector are given by Among the entries of the robot dynamics, only the gravitational torque vector is needed for implementing the visual servo controller (16) .
The image provided by the frame processor has a 640 480 pixels resolution. From the technical specifications given by the camera manufacturer, we found two slightly different scale factors. However, for the sake of simplicity, we have used an average value as the scale factor . Table II lists the numerical values of the camera model (5) .
The geometric description of the robotic system is sketched in Fig. 5 . The robot frame is described by its main axes , , and where stands for the vertical axis. The camera frame denoted by the axes , , and is located at the robot tip (endeffector frame). The axes and are assumed to be parallel and the plane -is assumed to be laying on the -plane. For , the camera frame has rad rotation around the axis with respect to the robot frame. By denoting with , , and , the ZYZ Euler angles [24] for parameterization of camera orientation, we obtain the direct kinematics equation where we have used the fact that and , because the arm moves in the plane -.
The analytical Jacobian is computed by differentiating the direct kinematics (24) Considering the Euler angles ZYZ, the transformation matrix which relates the camera angular velocity to the time derivative of the Euler angles is [24] (25)
Finally, the rotation matrix of the camera frame with respect to the robot frame is given by (26) It is worth mentioning that several physical phenomena have been neglected in the description of the experimental setup, such as friction at the joints, lens radial distortion, and possible camera misalignment.
In the following section, we describe the results obtained from experimental tests using one and two feature points. In both cases, a whiteboard was located at a distance m in front of the camera and parallel to the plane where the robot moves. For the former, a fixed black disc was placed on the board, while, in the latter, two discs were considered. The centroid of each disc was selected as the object feature point.
The two experimental tests were carried out with the following initial configuration for the robot: , , and .
A. One Feature Point
In the first experimental test, we have considered only one object feature point. According to (15) , by using the image Jacobian (11) together with (24)- (26) and after some manipulation, the following Jacobian is obtained:
The proposed controller given by (16) At the initial configuration of the robot, the image feature point was pixels. The desired image feature point was set to pixels. With these data, the initial image feature error was pixels. The visual servo controller was implemented with two sampling rates. Velocity and gravity compensation feedbacks were updated every 2.5 ms, while the visual feedback loop every 50 ms.
The experimental results are shown in Figs. 6 and 7. Fig. 6 depicts the time evolution of the elements of the feature error vector . After the transient, both components tend asymptotically to a small neighborhood of zero (3 pixels). They remain stuck close to zero due to the presence of static friction at the joints. This real-world phenomenon is not predicted by the friction-free theoretical analysis which states that the feature error vector must vanish as time increases. Unless a precise friction model (including stiction) is incorporated in the analysis, the computation of the convergence time and the steady-state pixels errors cannot be accurately obtained for direct visual servo controllers. Fig. 6 also depicts the evolution of the norm of the image feature error; the initial value at the beginning was pixels and at s the value was pixels. It is also interesting to describe the shape of the image feature point viewed in the image frame. The trajectory of the feature in the image plane is presented in Fig. 7 , which shows the convergence to a small neighborhood of the desired feature point pixels. The oscillatory behavior may be due mainly to the friction at the joints, and possible lens radial distortions.
Finally, Fig. 7 also illustrates the trajectory of the origin of the camera frame on the -plane. The distance between initial and destination positions was 0.41 m.
B. Two Feature Points
In the second experimental test, two black discs were placed on the board ( ). The disc centroids were considered as the object feature points, while the image feature vector represents their projections in the image plane.
The Jacobian matrix is obtained from its definition (15) , the extended image Jacobian (13) , and (24)- (26) . This leads to
The parameters of controller (16) were selected as N m/pixels N ms/deg
At the initial configuration of the robot, the image feature point was pixels. The de-sired image feature point was set to [pixels] . With these data, the initial image feature error was pixels. As in the previous experiment, the visual servo controller was implemented with two sampling rates. The velocity and gravity compensation feedback signals were updated every 2.5 ms, while the visual feedback loop every 55 ms.
Figs. 8 and 9 depict the experimental results. The components of the image feature error are shown in Fig. 8 . The four components present a decreasing tendency and, actually, they remain within the neighborhood of 5 pixels around zero after 2 s. Also, Fig. 8 depicts the evolution of the norm of the image feature error which starts at 292 pixels and ends at about 7 pixels.
The path of the image feature vector in the image plane is shown in Fig. 9 . The two curves correspond to the path of each centroid starting at the initial configuration and ending in a neighborhood of the desired image feature .
The path of the camera center (end effector) in planeis shown in Fig. 9 . In the robot workspace, the distance from the initial camera position to the destination was approximately 0.24 m.
V. CONCLUSIONS
In this paper, we have presented an image-based direct visual servo controller for camera-in-hand robot manipulators. The controller is of a simple structure based on a transpose Jacobian term plus gravity compensation which feeds back directly the image feature errors and the joint velocities. This controller is capable of placing the camera mounted on the robot in a desired relative position with respect to a static object. By using the Lyapunov's direct method, we have shown the stability of the closed-loop system. It should be emphasized that the full nonlinear robot dynamics has been included in the analysis. Local asymptotic stability can be achieved under weak assumptions on the Jacobian by invoking the Krasovskii-LaSalle's theorem. Experimental results with a two-degree-of-freedom arm, using one and two feature points, were presented to illustrate the control system stability and performance.
