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Main Result
Since the polynomial interpolation operators are important approximation tool in the continuous functions space, there are a number of papers studying the convergence for interpolation polynomial, especially the interpolation polynomial based on roots of orthogonal polynomials. Xu Guiqiao [2] studied the average errors of univariate Lagrange interpolation based on the Chebyshev nodes on the Wiener space. Motivated by [2] , we consider the average errors of multivariate Lagrange interpolation. We first study the bivariate Lagrange interpolation, then the general multivariate Lagrange interpolation. Our main results are the following: 
Let us recall some fundamental notions about the information-based complexity in the average case setting. Let F be a set with a probability measure  , and let G be a normed linear space with norm || ||  .
Let S be a measurable mapping from F to G which is called a solution operator. Let N be a measurable mapping from F into 
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Proof of Theorem 1
Proof of Theorem 1. By a simple computation, we have
On using (1) and (2), we obtain 2 2 2 0 , 2 
On combining (4)-(7), we obtain 
Proof of Theorem 2

