In k-means clustering we are given a set of n data points in ddimensional space d and an integer k, and the problem is to determine a set of k points in d , called centers, to minimize the mean squared distance from each data point to its nearest center. No exact polynomial-time algorithms are known for this problem. Although asymptotically efficient approximation algorithms exist, these algorithms are not practical due to the extremely high constant factors involved. There are many heuristics that are used in practice, but we know of no bounds on their performance.
INTRODUCTION
Clustering problems arise in many different applications, including data mining and knowledge discovery [13] , data compression and vector quantization [16] , and pattern recognition and pattern classification [10] . There are many criteria for defining clusters, for example, splitting and merging methods such as ISODATA [5, 18] , randomized approaches such as CLARA [22] and CLARANS [29] , and methods based on neural nets [24] . For further information on clustering and clustering algorithms and applications see also [7, 17, 18, 19, 20, 22] .
One of the most popular and widely studied clustering methods for points in Euclidean space is called k-means clustering. Given a set P of n data points in real d-dimensional space, d , and an integer k, the problem is to determine a set of k points in d , called centers, so as to minimize the mean squared Euclidean distance from each data point to its nearest center. This measure is often called the squared-error distortion [16, 18] .
Clustering based on k-means is closely related to a number of other clustering and location problems. These include the Euclidean k-medians and the Weber problem [3, 25] , in which the objective is to minimize the sum of distances to the nearest center, and the Euclidean k-center problem [1] , in which the objective is to minimize the maximum distance. There are no efficient exact solutions known to any of these problems, and some formulations are NPhard [15] .
Given > 0, an -approximation algorithm returns a distortion ∆ that is within a relative error of of the optimal distortion ∆o, that is, ∆ ≤ (1 + )∆o. Matoušek [28] achieved an important breakthrough in this area by presenting an asymptotically efficient O(n log k n) time -approximation algorithm for k-means clustering, under the assumptions that k and d are fixed. First, Matoušek showed how to compute a set of O(n −d ) candidate centers, called an -approximate centroid set, from which an approximately optimal solution may be drawn. He then showed that a near-optimal solution may be assumed to be well-spread, generalizing the concept of well-separated pairs to k-tuples (see [28] for definitions). He proved that there are O(n −k 2 d ) such well-spread sets. The algorithm generates all these sets and returns the set with the minimum distortion.
Unfortunately, the constant factors are well beyond the practical range unless d and k are very small. For example, by considering points uniformly distributed in a two-dimensional √ k × √ k square it is not hard to show that to produce a relative error of , the points of an -approximate centroid set must be spaced at intervals of roughly √ /2. It follows that the number of well-spread k-tuples that the algorithm generates at least −k . In typical applications k ranges from 10 to 500, so this is well beyond practical limits. The dynamic program approximation algorithm presented by Kolliopoulos and Rao for the k-median problem [25] is also a candidate for modification, but also suffers from similarly large constant factors. Many practical heuristics for k-means clustering are known and widely used in practice, based on methods such as simulated annealing and genetic algorithms [6, 11, 33] but we know of no proven approximation bounds for any of these heuristics.
One of the most popular heuristics for solving the k-means problem is based on a simple iterative scheme for finding a locally optimal solution. This algorithm is often called the k-means algorithm [14, 27] . There are a number of variants to this algorithm, so to clarify which version we are using, we will refer to it as Lloyd's algorithm. Lloyd's algorithm is based on an easily proven criterion for local minimality. Define the neighborhood of a center point to be the set of data points for which this center is the closest. In any locally minimal solution, each center lies at the centroid of its neighborhood. Such a solution is said to be centroidal [9, 12] . Lloyd's algorithm works by starting with any feasible solution and then repeatedly computes the neighborhood of each center and moves this center to the centroid of its neighborhood. This is repeated until some convergence criterion is satisfied. Computing nearest neighbors is the most expensive step in Lloyd's algorithm. A number of practical algorithms have been discovered recently [2, 21, 30, 31, 32] .
Unfortunately, it is easy to construct situations in which Lloyd's algorithm converges to a local minimum which is arbitrarily bad compared to the optimal solution. Consider, for example, Fig. 1 for k = 3 and where x < y < z. The optimal solution has a distortion of x 2 /4. It is easy to verify that the heuristic solution shown below is at a stable point for Lloyd's algorithm and has a distortion of y 2 /4. By increasing the ratio y/x the approximation ratio for Lloyd's algorithm can be made arbitrarily high. This raises the question of whether there exists a simple and practical heuristic for k-means clustering, which is both easy to implement and provides guarantees on the quality of the final results. Such simple heuristics exist for the facility location and the metric k-median problems [4, 8, 26] . These algorithms are based on local search, that is, by incrementally changing the solution by swapping a small number of points in and out of the solution. In this paper we present such a heuristic based on a simple swapping process. In Sections 3 and 4 we derive an approximation ratio of 9 + for the heuristic. Our approach is based on the heuristic for k-medians presented by Arya et al. [4] . However, due to the different nature of the k-means problem, the analysis is quite different and relies on geometric properties that are particular to the k-means problem. In Section 5 we show that this bound is essentially tight by presenting a multi-dimensional example in which the algorithm achieves an approximation ratio of 9 − . In Section 6 we present empirical evidence that this algorithm, in conjunction with Lloyd's algorithm, can provide quite good results even for large data sets, performing as well or better than the popular Lloyd's algorithm with similar running time.
PRELIMINARIES
where u · v denotes the dot product of vectors u and v. Given a finite set S ⊂ d , define its distortion relative to any point v to be
Consider a set P of n data points in d and an integer k. Given any set S of k points, for any q ∈ d define sq to be the closest point in S to q. Our goal is to compute the k-element point set S that minimizes the total distortion of S relative to P , defined as
When P is understood, we will refer to this simply as ∆(S).
The principal difficulty in extending existing approaches for the metric k-medians problem to k-means is that squared distances do not define a metric, and in particular they do not satisfy the triangle inequality, which states that for any points u, v, and w, (v, w) . When considering squared distances we have
The final product term can be bounded by observing that 2ab ≤ a 2 + b 2 , for any a and b. Hence we have the following doubled triangle inequality.
One obvious idea for producing a local improvement heuristic for k-means would be to generalize the methods of Arya et al. [4] for the metric k-median problem using the doubled triangle inequality. Unfortunately, this does not seem to work because their analysis relies crucially on the triangle inequality. In particular, a critical cancellation of terms that arises in their analysis fails to hold when the triangle inequality is doubled.
Our approach is based on two ideas. The first is the introduction of an alternative to the triangle inequality, which, unlike the doubled triangle inequality is sensitive to the ratio of the optimal and heuristic solution (see Lemma 3 below). The second is based on the fact that the optimal solution is centroidal. Let NS(s) denote the neighborhood of s, that is the set of data points that are closer to s than to any point in S. By treating points as vectors, the centroidal property implies that
u.
An important property of centroidal solutions, which we will use in our analysis, is presented in the following lemma. It states that for the purposes of computing distortions, a set of points may be treated almost like a point mass centered about its centroid. PROOF. By expanding the definition of ∆(S, c ) we have
The last step follows from the fact that if c is S's centroid then u∈S (u − c) is the zero vector.
THE SINGLE-SWAP HEURISTIC
To illustrate the method, we first present a simple local search that provides a (25 + )-approximation to the k-means problem. Our approach is similar to approaches used in other local search heuristics for facility location and k-medians by Charikar and Guha [8] and Arya et al. [4] .
In the statement of the k-means problem, the centers may be placed anywhere in space. In order to apply our local improvement search, we need to assume that we are given a discrete set of candidate centers C from which k centers may be chosen. As mentioned above, Matoušek [28] showed that C may be taken to be an -approximate centroid set of size O(n −d log(1/ )), which can be computed in time O(n log n + n −d log(1/ )). Henceforth, when we use the term "optimal," we mean the k-element subset of C having the lowest distortion.
This single-swap heuristic operates by selecting an initial set of k centers S from the candidate centers C, and then it repeatedly attempts to improve the solution by removing one center s ∈ S and replacing it with another center s ∈ C − S. Let S = S − {s} ∪ {s } be the new set of centers. If the modified solution has lower distortion then S replaces S, and otherwise S is unchanged. In practice this process is repeated until some long consecutive run of swaps have been performed with no significant decrease in the distortion. It can be formally proved that by sacrificing a small factor > 0 in the approximation ratio, we can guarantee that this procedure converges after a polynomial number of swaps. We refer the reader to Arya et al. [4] for further details.
For simplicity, we will assume that the algorithm terminates when no single swap results in a decrease in distortion. Such a set of centers is said to be 1-stable. Letting O denote an optimal set of k centers, a set S of k centers is 1-stable then we have
(In fact this is true no matter what O is, but this is the only property of 1-stable sets that will be used in our analysis.) Using this fact along with the fact that the optimal solution is centroidal, we will establish the main result of this section, which is stated below.
THEOREM 1. Let S denote a 1-stable set of k centers, and let O denote the optimal set of k centers. Then ∆(S) ≤ 25∆(O).
Note that the actual approximation bound is larger by some > 0, due to the errors induced by using a discrete set of candidate centers C and the approximate convergence criterion described above.
Our analysis is similar in structure to that given by Arya et al. [4] , but there are two significant differences. The first is that our notion of capturing a center is different from theirs, and is based on the distance to the closest center, rather than on the numbers of data points assigned to a center. The second is that the permutation function π is not needed in our case, and instead we rely on the centroidal properties of the optimal solution.
For each optimal center o ∈ O, let so denote its closest heuristic center in S. We say that o is captured by so. Note that each optimal center is captured by exactly one heuristic center, but each heuristic center may capture any number of optimal centers. We say that a heuristic center is lonely if it captures no optimal center. The analysis is based on constructing a set of swap pairs, considering the total change in distortion that results, and then apply Eq. (1) above to bound the overall change in distortion.
We begin by defining a simultaneous partition of the heuristic centers and optimal centers into two sets of groups S1, S2, . . . , Sr and O1, O2, . . . , Or for some r, such that |Si| = |Oi| for all i. We generate the swap pairs as follows. For every partition that involves one captured center we generate a swap pair consisting of the heuristic center and its captured center. For every partition containing two or more captured centers we generate swap pairs between the lonely heuristic centers and the optimal centers, so that each optimal center is involved in exactly one swap pair and each lonely center is involved in at most two swap pairs. It is easy to verify that: (1) each optimal center is swapped in exactly once, (2) each heuristic center is swapped out at most twice, and (3) if s and o are swapped, then s does not capture any optimal center other than o.
We establish an upper bound on the change in distortion resulting from any such swap pair s, o by prescribing a feasible (but not necessarily optimal) assignment of data points to the centers S − {s} ∪ {o}. The data points in NO(o) are assigned to o, implying a change in distortion of
Each point q ∈ NS(s)\NO(o) has lost s as a center and must be reassigned to a new center. Let oq denote the closest optimal center to q. Since q is not in NO(o) we know that oq = o and hence s does not capture oq. Therefore, so q , the nearest heuristic center to oq, exists after the swap. We assign q to so q . Thus the change in distortion due to this reassignment is at most
By combining over all swap pairs the change in distortion due to optimal assignment and reassignment together with Eq. (1) we have the following.
LEMMA 2. Let S be a 1-stable set of k centers, and let O be an optimal set of k centers, then
where R = q∈P ∆(q, so q ).
PROOF. Consider just the swap pair s, o . By Eqs. (2) and (3) and the fact that S is 1-stable we have
To bound the sum over all swap pairs, we recall that each optimal center is swapped in exactly once, and hence each point q contributes once to the first sum. Note that the quantity in the second sum is always nonnegative (because so q ∈ S and s is the closest center in S to q). Hence by extending the sum to all q ∈ NS(s) we can only increase its value. Recalling that each heuristic center is swapped in at most twice we have
from which the desired conclusion follows.
The term R above is called the total reassignment cost. By applying Lemma 1 to each optimal neighborhood, we have
where the next to last step follows because so is the closest heuristic center to o, and so for each q ∈ NO(o), ∆(o, so) ≤ ∆(o, sq). By applying the triangle inequality to the last term and then squaring and simplifying we obtain
To bound the last term we will apply the following technical lemma.
LEMMA 3. Let oi and si be two sequences of reals, such that
PROOF. By Schwarz's inequality we have
as desired.
To complete the analysis, let the oi sequence consist of dist(q, oq) over all q ∈ P , and let the si sequence consist of dist(q, sq). Let α denote the square root of the approximation ratio, so that
By applying Lemma 3 we have
Now we combine this with Lemma 2, yielding
Through simple rearrangements we can express this in terms of α alone.
This implies that α ≤ 5, and hence the approximation ratio of the simple heuristic is bounded by α 2 ≤ 25. This completes the proof of Theorem 1.
THE MULTIPLE-SWAP HEURISTIC
We generalize the single-swap approach to provide a factor 9 + approximation ratio. Rather than swapping a single pair of points at any time, for some integer p, we consider simultaneous swaps between any subset of S of size p ≤ p with any p -element subset of candidate centers. Otherwise the algorithm is the same. We say that a set of centers is p-stable if no simultaneous swap of p elements decreases the distortion. Our main result is given below. As before, there is an additional term in the final error because of the use of the discrete candidate centers and the approximate convergence conditions. THEOREM 2. Let S denote a p-stable set of k centers, and let O denote the optimal set of k centers. Then ∆(S) ≤ 3 + 
∆(O).
Again our approach is similar to that of Arya et al. [4] , but using our different notion of capturing. We define our swaps as follows. Recall the simultaneous partitions of heuristic and optimal centers used in the simple heuristic. If for some i, |Si| = |Oi| ≤ p, then we create a simultaneous swap involving the sets Si and Oi. Otherwise, if |Si| = |Oi| = m > p, then for each of the m − 1 lonely centers of Si we generate individual 1-for-1 swaps with all m optimal centers of Oi. For the purposes of the analysis, the change in distortion due to each of these 1-for-1 swaps is weighted by a multiplicative factor of 1/(m − 1). (For example, Fig. 3 shows the swaps that would result from Fig. 2 for p = 3 . The swaps appearing in shaded boxes are performed simultaneously. The 1-for-1 swaps performed between S1 and O1 are each weighted by 1/4.)
It is easy to verify that: (1) each optimal center is swapped in with total weight 1, (2) each heuristic center is swapped out with weight at most 1 + 1/p, and (3) if sets S and O are swapped, then S captures no optimal centers outside of O .
The analysis proceeds in the same manner as the simple case. Because of the replacement of the factor 2 with (1 + 1/p), the inequalities in the proof of Lemma 2 now become
The analysis and the definition of α proceed as before, and Eq. (4) becomes
Again, by rearranging and expressing in terms of α we have
This implies that α ≤ 3 + 2/p, and hence the approximation ratio of the general heuristic is α 2 , which approaches 9 as p increases.
A TIGHT EXAMPLE
It is natural to ask whether the factor 9 is the correct approximation factor for swap-based heuristics, or whether it arises from some slackness in our analysis. In this section we provide evidence that this is probably close to the correct factor, or if not, then significantly different considerations would be required in the analysis.
We show that for any p, there is a configuration of points in a sufficiently high dimensional space such that the p-swap heuristic achieves a distortion that is (9 − ) times optimal. This example has the nice property that it is centroidal. This implies that it is also a local minimum for Lloyd's algorithm. Hence neither the swap heuristic nor Lloyd's algorithm would be able to make further progress. We make the assumption that centers may only be placed at a given discrete set of candidate locations. This candidate set is reasonable in that it contains an -approximately optimal solution. Overcoming this assumption would imply that the entire analysis method would somehow need to be generalized to handle swaps with points other than the optimal centers.
Arya et al. [4] presented a tight example for their heuristic in a metric space. However, their example cannot be embedded in Euclidean space of any dimension and does not even allow centers to be placed at data points. Our approach is quite different. (ii) S is p-stable. where O is the optimal k-means solution.
In the rest of this section we provide a proof of this theorem. Let d (dimension) and N be integer parameters to be specified later. Our framework consists of a large d-dimensional integer grid, G = [ It is easy to see that, except for some of the points of G − G , the neighborhood of each point of S consists of 2d points at distance 1 − x and the neighborhood of each point in O consists of 2d points at distance x. Since x < 1/2, it is easy to see that the best that any solution can achieve would be to place one center at the centroid of each copy of T (x), that is, at each of the even grid points in G. However, k is not large enough to permit this, but for all sufficiently large N , ∆(O ) can be made arbitrarily close to the optimum. Henceforth, we ignore these boundary affects, since they play an insignificant role in the distortions.
Each optimal center has a neighborhood of 2d points at distance x, and each heuristic center has a neighborhood of 2d points at distance (1 − x). Thus we have
We argue below that by choosing x = 1/(4 − p/d), no p-swap involving points of S and C can improve the distortion. By making d sufficiently large relative to p, this implies that the approximation ratio is arbitrarily close to (3/4) 2 /(1/4) 2 = 9, as desired. To show that no p-way swap improves the distortion, consider any simultaneous swap between two p-element subsets S and O of heuristic and optimal centers, respectively. Because the optimal neighborhoods are disjoint and each contains 2d points, the change in distortion due to assigning these points to their new optimal center is
No other points are assigned to a closer center. Now consider the 2dp neighbors of heuristic centers that have now been removed. These data points must be reassigned to the nearest existing center. After performing the swap, there are at most p 2 pairs s, o , where s ∈ S and o ∈ O, such that s and o are adjacent to each other in the grid. For these points no additional reassignment is needed because the point has been moved to its optimal center. For the remaining 2dp − p 2 neighbors of the heuristic centers, we need to reassign them to a new center. The closest such center is at distance √ x 2 + 1. Hence the change in distortion due to reassignment is
Combining these two, the total change in distortion is
This is nonnegative if we set x = 1/(4 − p/d), and hence the p-swap heuristic cannot make progress on this example. This establishes Theorem 3.
EXPERIMENTAL RESULTS
Given the relatively high approximation factors involved and the tight example, an important question is whether the swap-based heuristics perform well enough to be of any practical value. In this section we argue that indeed these heuristics can be of significant value, not so much as a stand-alone method, but rather in conjunction with a local improvement algorithm such as Lloyd's algorithm.
It is quite easy to see why such a merger is profitable. As mentioned earlier, Lloyd's can get stuck in local minima. One common approach for dealing with this is by running the algorithm repeatedly with different random starting sets. In contrast, the swap heuristic is capable of moving out of a local minimum, but it may take very long to move into one. By alternating between the two methods we have a simple heuristic that takes advantage of both method's strengths. This is similar in spirit to methods based on simulated annealing [23] , but without the complexities of defining temperature schedules and with provable performance guarantees.
Our implementation of the swap heuristic differs slightly from the description in this paper in a couple of respects. First, we sampled pairs randomly, rather than applying some systematic enumeration. Second, for simplicity we use the data points as candidates rather than an -approximate centroid set [28] . Also, rather than performing p swaps simultaneously, our algorithm performs swaps one by one. As soon as the distortion improves, this swapping process stops, and a new process is started. In this way prior gains in distortion are never lost.
We also implemented an iterative version of Lloyd's algorithm. In this algorithm, centers are chosen randomly, and some number of stages of Lloyd's algorithm are performed. Recall that each stage consists of computing the neighborhood of each center point, and then moving each center point to the centroid of its neighborhood. Stages are repeated until the relative decrease in distortion over three consecutive stages is less than, say 10%. Then a new random set of centers is generated and the process is repeated until the total number of stages exceeds a prespecified bound. The centers producing the best distortion are saved.
Finally, we implemented a combination of the swap heuristic with Lloyd's algorithm. This algorithm augments the swap step by first applying one step of the swap algorithm and then follows this with one run of Lloyd's algorithm.
The programs were written in C++ and run on a Sun Ultra 5 workstation with 256 MB of memory. We considered two synthetic distributions and three real data sets taken from applications in vector quantization and pattern classification.
ClusGauss:
The data consist of 10,000 points in 3 , which were generated from a distribution consisting of 100 clusters of roughly equal sizes, with centers uniformly distributed in a cube of side length 2. The points of each cluster are drawn from a multivariate Gaussian distribution centered at the cluster center, where each coordinate has a standard deviation of 0.05. We ran experiments with k ∈ {75, 100, 200}.
MultiClus:
The data consist of n = 10, 000 points in 3 which were generated from a distribution consisting of a number of multivariate Gaussian clusters of various sizes and standard deviations. Again cluster centers were sampled uniformly from a cube of side length 2. The cluster sizes are powers of 2. The probability of generating a cluster of size 2 i is 1/2 i , and hence there are many small clusters. The standard deviation of a cluster of size m is 0.05/ √ m, and hence each cluster is expected to have roughly equal distortion of 0.025.
Lena22 and Lena44:
These were taken from an application in image compression through vector quantization. The data were generated by partitioning a 512 × 512 gray-scale Lena image into 65,536 2 × 2 tiles. Each tile is treated as a point in a 4-dimensional space. Lena44 was generated using 4 × 4 tiles, thus generating 16,384 points in 16-dimensional space.
Kiss: This is from a color quantization application. 10,000 RGB pixel values were sampled at random from a color image of a painting "The Kiss" by Gustav Kimt. This resulted in 10,000 points in 3-space.
Forest: This data set came from the UCI Knowledge Discovery in Databases Archive. The data set relates forest cover type for 30 × 30 meter cells, obtained from the US Forest Service. The first 10 dimensions contain integer quantities, and the remaining 44 are binary values (mostly 0's). We sampled 20,000 points at random from the entire data set of 581,012 points in dimension 54.
For all algorithms the initial centers were taken to be a random sample of the point set. All the algorithms were started with these same initial centers. Each time the set of centers is changed, the distortion is recomputed. The combination of modifying the set of centers and recomputing distortions is called a stage. We measured convergence rates by tracking the lowest distortion encountered as a function of the number of stages executed. We also computed the average CPU time per stage. We use the filtering algorithm from [21] for computing distortions for all the algorithms. The results in each case were averaged over five trials having different random data points (for the synthetic examples) and different random initial centers. We ran the swap and hybrid algorithms for p ∈ {1, 2} swaps. All algorithms were run for 500 stages. A rather typical plot of the best average distortion found versus the number of stages is shown in Fig. 5 for the Multi-Cluster distribution and 500 centers. After a small number of stages both Lloyd's algorithm and hybrid algorithms rapidly converge. However, after this initial start it rarely makes significant gains in distortion. The swap heuristics tend to converge very slowly, and even after 500 stages they do not surpass the progress that Lloyd's algorithm makes in its first 10-50 stages. In contrast the hybrid methods perform at least as well as Lloyd's algorithm. In most instances the hybrid method and Lloyd's method produce essentially the same distortion. However, for some data sets, the hybrid methods can perform significantly better.
Our results are given in Table 1 . It shows the best distortions at stages 50, 100, and 500, and CPU times. To facilitate comparison, single-swap and single-swap hybrid are given as percentages relative to Lloyd's. The 2-swap heuristics performed very similarly to single-swap, and are not shown here. 
