In this paper, a hybrid classifier using fuzzy clustering and several neural networks has been proposed. With using the fuzzy C-means algorithm, training samples will be clustered and the inappropriate data will be detected and moved to another dataset (Removed-Dataset) and used differently in the classification phase. Also, in the proposed method using the membership degree of samples to the clusters, the class of samples will be changed to the fuzzy class. Thus, for example in KDD cup99 dataset, any sample will have 5 membership degrees to classes DoS, Probe, Normal, U2R, and R2L. Afterwards, the neural networks will be trained by new labels then using a combination of regression and classification methods, the hybrid classifier will be created. Also to classify the outlier data, a fuzzy ARTMAP neural network is employed which is a part of the hybrid classifier.
I. INTRODUCTION
Ever-increasing growth of computer networks and the emergence of electronic commerce in recent years have led to the point that computer security has become a high priority. In general, it can be said that internet traffic monitoring is a very important tool for network management. It helps operators to premier predict future traffic matrices and demands, security personnel to detect abnormal behavior, and researchers to develop more pragmatic traffic models [1] .
Firewalls are a key part of intrusion prevention but a firewall protection is not enough for computer network security. Intrusion detection is another way to protect computer networks. Undoubtedly, research about methods to design an intrusion detection system that can detect intrusions in the network with the appropriate rate is essential. Intrusion detection systems can be roughly categorized into two major groups: (1) misuse detection and (2) anomaly detection. Misuse-based detection systems identify intrusions that are matched with known attack patterns. However, anomaly detection is an attempt to find for malicious behavior that deviates from established normal patterns. [2] Some IDSs combine qualities from two categories that are known as hybrid IDSs [3] . In this paper our interest is in misuse detection.
Up to now, several researches and various methods have been developed for the intrusion detection problem. However, there is a growing interest in intrusion detection community toward the application of machine learning techniques in this case [4] [5] [6] [7] [8] . Large volume of the data in the problem of intrusion detection makes the classical classification methods not to achieve the targets on the issue easily. As regards, various techniques of dimension reduction reduce the size of data and the complexity of the problem greatly so that the dimension reduction will be used in preprocessing of data. KDD CUP99 dataset is a common benchmark for the evaluation of intrusion detection techniques. In many researches which have used the data mining methods such as [2] [3] [4] [5] [6] [7] [8] ; KDD Cup 99 dataset, it has been used for the implementation and evaluation of IDSs. Using all samples and all available features may have a negative effect in the training phase. Therefore, the preprocessing methods such as sampling and feature selection are the most important ways for improving the performance of intrusion detection.
Different methods based on fuzzy logic have led to increase in performance of the intrusion detection problems [8] [9] [10] [11] [12] [13] . In this research, a novel classification method using hybridization of fuzzy clustering and neural network will be proposed for intrusion detection. Fuzzy clustering will be used in the fuzzy splitting stage then a hybrid classifier will be created. Also, fuzzy ARTMAP neural network is employed to classify outlier data that is a part of proposed hybrid classifier. In this paper, fuzzy logic has been used to intelligent splitting data and the novel classification method for intrusion detection.
In general, the paper has four important innovations: (1) Outlier detection using membership degree and similarity between the clusters and classes that we call it the fuzzy splitting (2) Using outliers in2 the training phase differently (3) Fuzzified of the class of samples and (4) hybridization of neural networks for regression then an algorithm that will be created a novel hybrid classifier. These proposed methods are related to each other sequentially.
The rest of this paper is organized as follows: related work on IDS will be discussed in Section 2. Section 3 will be included a preliminary for the paper. In Section 4 the proposed method will be explained which is included the preprocessing, the fuzzy splitting and converting the ordinal class to the fuzzy class for any sample. In that section with proposed method, the fuzzy splitting will be done in two phases: (1) using membership degree for outlier detection and (2) similarity between the clusters and classes. In the next step, with using the previous step, the class of any sample will be fuzzified although the final classification is not a fuzzy classification. In section5 the proposed method is going to be compared with some other methods and its performance is evaluated and finally, section 6 draws on conclusions.
II. RELATED WORK
The most well-known method to detect intrusions is using verification data generated by operating systems and network capture tools. Since almost all activities are logged on a system, it is possible that a manual checkup of these logs would allow intrusions to be detected [12] . In the early stage, rule-based expert systems and statistical approaches are two common ways to intrusion detection. A rule-based IDS can detect many well-known intrusions with high detection rate, but it is difficult to detect new intrusions, and its signature database needs to be updated manually and frequently Statistical-based IDS, employs various statistical methods including principal component analysis, cluster and multivariate analysis, Bayesian analysis, and frequency and simple significance tests. But this type of IDS needs to collect enough data to build a complex mathematical model, which is impossible in the case of complicated network traffic. To solve the limitations of the mentioned methods, a number of data mining techniques have been introduced [2] . Even, using data mining techniques such as methods based on probabilistic approach [10] , feature selection [11] , artificial neural networks [12] , genetic algorithm [13] , association rules [1] and [3] , and e.t has been caused of improvements of the classification and the process of detection. Neural networks have been extensively used to detect both misuse and anomalous patterns [12] and [14] . Also, clustering and fuzzy clustering are methods that used to preprocessing or classification phase in the many recent works [2] and [8] .
In [2] , authors proposed a new approach, called FC-ANN. The general procedure of FC-ANN was as follows: firstly fuzzy clustering algorithm was used to generate different training subsets. Thereafter, based on different training subsets, different artificial neural network models were trained to formulate different base models. Eventually, a meta-learner, fuzzy aggregation module, was used to aggregate these results. Data mining-based IDSs have the two drawbacks, lower detection precision for lowfrequent attacks and weaker detection stability that was considered in [2] . The research has been much succeeded to detection of U2R and Normal classes but not successful in detection probe attacks.
However, using a method with hybridization of fuzzy clustering and neural networks which to be able to separates inappropriate samples than appropriate samples that uses both the samples separately and finally, it has led to better classifying was not provided in the previous researches.
III. PRELEMINARY CONCEPTS

A. Classic and fuzzy clustering
According to a given similarity or distance measure, clustering techniques work by grouping the observed data into clusters. In classic clustering, any input sample belongs to one and only one cluster and they can't be members of two or more clusters, but when the similarity of a sample with two or more clusters are equal, the classic clustering for determining that the sample to which clusters belongs will have a trouble. Here, the main difference between the classic clustering and the fuzzy clustering is here that in the fuzzy clustering, an instance may be belonged to more than one cluster. The membership degrees between zero and one are used in the fuzzy clustering instead of the crisp assignments of the samples to the clusters. The clustering techniques can be divided into hard clustering techniques and soft clustering techniques [2] . The results of fuzzy clustering will be used in the next phases. Therefore, one of the popular soft clustering techniques, fuzzy c-means clustering has been used for fuzzy clustering module.
FCM is a method of the clustering which allows one sample of the data to be belonged to more than one cluster. The method is based on fuzzy approach and minimization of the following objective function [15] [16] :
where m is any real number greater than 1, uij is the degree of membership of xi in the cluster j, xi is the ith of d-dimensional measured data, cj is the d-dimension center of the cluster, and ||*|| is any norm expressing the similarity between any measured data and the center . [15] [16] As already indicated, the data are limited to any cluster by means of a Membership Function, which exhibits the fuzzy behavior of this algorithm. For this purpose, an appropriate matrix was built that named U whose factors are numbers between 0 and 1, and show the degree of membership between data and centers of clusters. The values of the matrix U can be any value between 0 and 1 but the total of the degrees of membership to all clusters must be equal to 1.
B. MLP Neural Network
A multilayer perceptron (MLP) is a feed-forward artificial neural network model that maps input data onto a set of proper outputs. An MLP consists of multiple layers of nodes that each layer fully connected to the next one in a directed graph. Besides for the input nodes, each node is a neuron as processing element with a nonlinear activation function. MLP utilizes a supervised learning technique called back-propagation for training the network [17] [18] . MLP is a modification of the standard linear perceptron and can distinguish data that are not linearly separable [19] . Generally, the multilayer perceptron has an input and an output layer with one or more hidden layers as each node in one layer connects with a certain weight to every node in the following layer.
In this paper a typical perceptron network with one hidden layer will be used. The first layer contains the inputs, which in this problem are the features will be described in Section 4-1-3. The final layer contains the outputs, and in this problem these relate to the 5 classes (KDD CUP99 dataset experiments) and the 8 classes (Cambridge dataset experiments) of membership to which a flow may belong. Intervening layers are described as hidden. There may be any number of hidden layers, comprising any number of nodes. More information about MLP is in references [17] [18] [19] .
C. Fuzzy-ARTMAP Neural Network
The fuzzy ARTMAP neural network (FAMNN) has been introduced by [20] [21] . The FAMNN has been successfully applied in many tasks such as data mining, remote sensing, and pattern recognition [22] . This network achieves a synthesis of fuzzy logic and adaptive resonance theory (ART) neural networks by exploiting a close formal similarity between the computations of fuzzy method and ART category choice, resonance and learning [20] . It is composed of two fuzzy ART modules, ART a and ART b , interconnected by an inter-ART using an associative memory module as illustrated in Fig. 1 . The inter-ART module has a selfregulator mechanism, match tracking, whose objective is to maximize the generalization and minimize the network error. The F 2 a layer is connected to the inter-ART module by the weights w jk ab . 3. Algorithm structure: After the resonance is confirmed in each network, J is the active category for the ART a network and K is the active category for the ART b network. If the active category on ART a communicates to the desirable output vector presented to ART b , the next step is match tracking to verify. The vigilance criterion is given by [21] :
Learning:
After the input has completed the resonance state by vigilance criterion, the weight adaptation is implemented. The adaptation of the ART a and ART b module weights is given by [21] :
Structure of the fuzzy ARTMAP [3] IV. PROPOSED FRAMEWORK In this section, the proposed approach will be described for a new type of classification for intrusion detection.
A. Preprocessing
Traffic data generally consists of very high training samples and usually feature values in intrusion detection and traffic datasets are any type of discrete, continuous and symbolic. Range of values for some of these features is very large and diverse. Note that in these problems, training data has many different features; obviously, as a regular procedure the intrusion detection problem is a problem with high dimensions. Thus, the crude dataset is not very suitable for training an efficient system and training data must be preprocessed as well.
Primary Sampling
The sampling is the main method utilized for data selection. The sampling methods are classified as either probability or nonprobability. In probability samples, any member of the population has a known non-zero probability of being selected. Probability methods include the random sampling, stratified sampling, and systematic sampling. In nonprobability sampling, the data are selected from the dataset in some nonrandom manner [23] . Here, primary sampling is done with a probability method that is similar to the reference [2] . So, in the sampling phase 10% of KDD Cup99 in first experiment also 7 datasets for training and 3 datasets for test phase from Cambridge datasets in second experiment are selected. Table I shows number of the selected samples in KDD CUP99 and Table II shows sampled data from Cambridge datasets. In this paper, an intelligent sampling method will be proposed which is called the final sampling.
Normalization & Conversion
As regards, the features in KDD CUP99 and Cambridge datasets have various types: continuous, discrete, and symbolic with significantly varying resolutions and ranges. In most of the classification methods, the processing of data in the types is not possible. So, a preprocessing which can be applied in necessary conversions is required [24] .
In conversion phase; symbolic-valued features are mapped to integer values ranging from 0 to S-1, where S is the number of symbols and range of the values is very different although continuous features having smaller integer value ranges. So, each of the mapped features are linearly scaled to the range by min-max normalization [0, 1]. [20] 
Feature selection
Massive dataset which contains irrelevant and redundant features has a long time training or testing process, higher resource use as well as unsuitable detection rate [9] and [24] . So the performance of a pattern recognition system depends strongly on the employing of a feature-selection method [20] . Since the computational cost of system increases with rising number of features, feature selection seem to be necessary for reducing of complexities.
In most previous work, feature selection has been used to increase performance and reduce dimension of data in the classification problem [20] and [25] [26] . KDD Cup99 data includes 41 different features and one label as a class. Also, each object in Cambridge datasets has 247 features that feature selection will be inevitable. In this study, as for necessity of feature selection, features with higher rank are selected by a method based on feature ranking. This is done by "Chi-Squared Feature Evaluation" that is one of feature ranking methods in Weka and 11 features is selected for KDD CUP99 and 7 features for Cambridge datasets. This method used in [9] and its performance has been appropriate. As respects in this stage, by using fuzzy approaches, training data will be split into outlier data (Removeddataset) and appropriate data therefore we call it the fuzzy splitting. The fuzzy c-means algorithm will be used for fuzzy clustering. Here, the number of clusters is considered equal to the number of the classes. So after running the algorithm on the data, 5 clusters are achieved. It should be noted that the clustering in software MATLAB (R2010a) has been done and samples have been clustered with the following command:
[center,U,obj_fcn] = fcm(data, n_clusters)
Clustering of the samples will be done regardless of their class. The variable center contains the coordinates of the two cluster centers, matrix U contains the membership degrees for each of the samples, and obj_fcn contains a history of the objective function across the iterations, data is the data which will be clustered and n_clusters is the number of clusters.
Hereinafter, the proposed system will described with KDD CUP99 dataset for example. The fuzzy splitting is performed in two stages with two different approaches:
Using membership degree for outlier detection
In this approach, with using matrix U, the samples which don't have appropriate membership degrees than any of clusters will be removed from the main dataset. Table III shows matrix U for 5 samples. In this table, S 1 to S 4 are 4 samples and C 1 to C 5 are membership degrees of the samples to the clusters. Note that the problem of intrusion detection is a classification problem; the samples mu st be sampled to improving of the classification. Because in this problem the clustering has been done with 5 clusters so can be said: each cluster is similar to a class. Therefore, if a sample has highest membership degree to a cluster compared to other clusters, it can be concluded that label of the sample must be equal to the same class of the cluster. However a topic is discussed what if the maximum of membership degree of a sample in clusters (C i ) has short difference with other membership degrees ({C k : 1<k<5, k⧧i}), class of the sample is not very similar to the cluster C i . Obviously the samples which have this property are not good representatives for none of the classes. So these samples will have a negative impact in the pattern recognition process in final classifier. In table II, sample S 4 has this property. Maximum membership degrees in this table are marked with gray color. Maximum membership degree for S 4 is in C 4 that is equal to 0.3808. In the proposed approach, given that this number is smaller than 0.5, the S 4 will be removed from the original data and will move to other dataset that is called Removed-Dataset. Samples S 1 , S 2 and S 3 with appropriate membership degree in C 4 , C 5 and C 3 , they will remain at this stage. Data in the Removed-Dataset will be unsuitable for the training process but it should be noted that such examples may exist in the test data and with removing of the samples from the training data, any pattern of these outlier samples will not be made for the final classifier. Thus Removed-Data will be collected and used separately.
After the above steps and removing some instances from training set, little change occurs in the training data, Table IV shows remaining samples with the breakdown of classes so that the greatest percent of decreasing of the data is in samples with class U2R. 
Using similarity between the clusters and classes
As also it was mentioned in the previous step, clustering has been done with 5 clusters (for KDD CUP99 dataset). It can be considered that any cluster would be similar to a class. At this stage, clusters are named; thus, the name of any cluster will be as the class of the same cluster. In this approach, if majority of samples in the cluster are the type of class i (Fig. 2 ) a cluster will be similar to class i. After the clusters were named, at this time, inappropriate samples should be removed. Any sample that its actual class is namesake with a cluster which sample is located in it will remain and other samples will be removed. For example, in Fig.  2 (a) samples with label "1" will remain and samples with labels "3" and "2" will be removed. Also in Table V shows the number of final samples in the breakdown of their classes. Note that, in the previous step, the numbers of inappropriate data were excluded; data reduction from training set is lower. At this point, inappropriate data will be moved in to the Removed -Dataset also.
After the sampling was performed with the proposed approaches, in the next step of proposed method, the classes of instances will be converted to the fuzzy classes that these step is totally dependent on previous step. 
C. Fuzzification of Classes
Given that, the membership degree of each sample to the clusters is determined by matrix U also each cluster was labeled with DOS, probe, normal, r2l or u2r, each sample belong to DOS, probe, normal, r2l and u2r after clustering. In order that the samples bring up to fuzzified samples and these samples should belong to the all classes with specified membership degrees; after fuzzy clustering and final sampling, class of the sample will be replaced by membership degrees of the sample to the clusters as new features. For example, membership degree of a sample to cluster1 is membership degree of class DoS.
In this step and in the first training phase, instead of using the class of sample as a label and training of classifier, the membership degree of sample to different classes will be used to training of the neural networks for regression process. Thus according to Table VI , any sample in addition to the previous selected features, it has 5 new features which these features are the same membership degrees of the sample to different classes. 
D. Using regression in the classification module
After creating of new-dataset as Table VI , training of proposed system will be done with a distinct approach. Fig. 3 
shows how training by the samples A and B.
Sample A is a sample that is remained in the fuzzy splitting and it is available in new-dataset. Sample B is a sample that is removed from training set and moved to Removed-Dataset. As mentioned before, the same samples of A and B will be used differently in training phase. So according to Fig. 3 , sample A will be used to training of the 5 MLP neural networks. Inputs of neural networks will be 11 previous selected features and target will be one of the membership degrees to the 5 classes for every sample. For example, the first neural network that is named NN DOS has 11 inputs and target value for this neural network is the membership degree of sample to class DOS. Since, according to fuzzy c-means algorithm, sum of membership degrees of the sample to the clusters is equal with 1, so, it can be concluded:
Therefore the target value for training of each MPL neural network is a number in the range [0, 1]. The regression output should have the value between 0 and 1 in the test phase, also. As Fig. 3 shows, the same samples of sample B will be given to a Fuzzy-ARTMAP neural network for training, separately. Inputs of this neural network are the same 11 features and target value is one of the classes DOS, Probe, R2L, U2R, Normal. So, the classification output will be one of the 5 classes.
After the training phase, the hybrid classifier uses regression for classification. In the regression step, any of training samples is given to 5 neural networks NN DOS , NN Probe , NN R2L , NN U2R and NN Normal for calculating of membership degree of the sample to the 5 classes. Membership degree of every sample to 5 classes is a number in the range [0, 1] but here is not guarantee that the sum of answers of these 5 neural networks is equal to 1. This is Inconsistent with relation (5). To resolve this problem that is specified in Fig. 4 , each output answer will be divided on the sum of the answers. In this case, sum of these membership degrees will be equal with 1. The obtained answers {v 1 , v 2 , …, v 5 } will be sent to next step for classification phase. In the classification module, maximum value of v 1 to v 5 will be computed then it will be checked whether this value is greater than or equal to the or not. As it is clear in Fig.4 :
 If i = {1, 2, 3, 4, 5} and Max (v i ) is greater than or equal to the then the class of sample is determined as follows (here the is obtained 0.6 experimentally):
-If Max (v i ) = v 1 then the class will be DoS.
-If Max (v i ) = v 2 then the class will be Probe. 3 then the class will be R2L. 4 then the class will be U2R.
-If Max (v i ) = v 5 then the class will be Normal.
 If i = {1, 2, 3, 4, 5} and Max (v i ) is smaller than , the Class of sample is equal to the answer of Fuzzy-ARTMAP neural network and as described before, this neural network was trained by outliers data (Removed-Dataset).
Here it should be noted that each of the values v 1 to v 5 can be obtained by parallel processing. This shows that parallel processing will improve the speed of the proposed method because the value of each v i has no effect on calculating of another v i . 
Regression
V. EXPERIMENTS AND RESULTS
The experiments of this study were conducted in the environment of Microsoft Windows7 Ultimate using an IBM compatible computer with Intel(R), Core(TM) 2 Dou CPU 2.4 GHz and 2 GB of RAM. Also, the proposed method was implemented by MATLAB R2010a.
A. Datasets
KDD CUP99
In this paper, KDD CUP'99 dataset is used as the first experiment. The KDD CUP99 dataset, the most widely used dataset in the evaluation of intrusion detection, was selected. It was built based on the data produced from the 1998 DARPA Intrusion Detection Evaluation program ( [10] , [23] and [28] [29] . This dataset is a set of network traffic data collected by the Information Systems Technology Group (IST) of MIT Lincoln Laboratory. In this work corrected KDD set is used because a dataset with different statistical distributions than either ‗‗10% KDD'' or ‗‗Whole KDD'' is provided by the ‗‗Corrected KDD'' and is comprised of 14 additional attacks. Each connection contains 41 features and is labeled as either normal or an attack. Normal connections are created to profile that those expected in a military network and attacks fall into one of the following four categories namely Denial of Service (DoS), Remote to Local (R2L), User to Root (U2R) and Probe.
Cambridge datasets
For evaluation of the proposed classifier, another dataset aside KDD CUP99 is used. The Cambridge datasets are used that described originally in [30] . This data consists of descriptions of Internet traffic that have been manually classified. Hand-classification of two distinct days of data for an active Internet facility provides the input for sets of the training and testing phases [1] and [31] . The data was provided as a set of flows taken from two distinct days; each day consisted of ten sets of classified transport control protocol (TCP) traffic flows, with each object described by its membership class and a set of features. Each of the ten datasets covered the same length of time (approximately 24 min); these non-overlapping samples were spaced randomly throughout the 24-h period. The samples are intended to be representative of multiple times within the 24-h period. More information about of the classes, definitions of the sample of classification, and of the features of samples is explained later. Further details of the original hand-classification are given in [30] [31] [32] , and the datasets themselves are described at length in [30] . In the present dataset, traffic was classified into common groups of network-based applications. Other approaches to classification may have fewer definitions, e.g., malicious versus non-malicious for an intrusion detection system, or may opt for protocol-specific definitions, e.g., the identification of specific applications or specific TCP implementations [1] . Table VII lists the classes of the dataset. In this research, class GAMES is selected because number of samples with the class was very low. 
B. Evaluation Criteria
Standard basic metrics
To rank the different results, there are standard metrics that have been developed for evaluating network intrusion detection. True positives (Detection rate), true negatives, false positives (False alarm), and false negatives are often proposed to evaluate the intrusion detection system. A true positive indicates that the intrusion detection system detects precisely a particular attack having occurred. A true negative shows that the intrusion detection system has not made a mistake in detecting a normal connection. A false positive illustrates that a particular attack has been detected by the intrusion detection system but that such an attack did not occur actually. A false negative illustrates that the system is unable to detect the intrusion after a specific attack has occurred. However as the number of sample for the Probe, U2R, and R2L attacks in the training set and test set is every low, these metrics is not sufficient as a standard performance measure [2] . Hence, if these quantities use as a measure for testing the performance of the systems, it could be biased. So, we give the precision, recall, and F-value which are not dependent on the size of the training and the testing samples. They are defined as (6), (7) and (8) where TP, FP and FN are the number of true positives, false positives, and false negatives, respectively, and corresponds to the relative importance of precision versus recall and is usually set to 1 [12] . curve is a two-dimensional depiction of the accuracy of a signal detector, as it arises on a given set of testing data. Two dimensions are required to show the whole story of how the true positive rate decreases as the false positive rate increases. ROC curve has been commonly used in the field of IDS in order to exhibit tradeoff between detection rate and false alarm rate according to the change of internal thresholds [10] .
C. Results and discussions
Before implementation of the proposed method, the essential preprocessing on the data has been done. Also, Table VIII shows the parameters and properties of the Fuzzy-ARTMAP in this problem. The number of hidden nodes was determined by formula √ + + , ( = 1 10) for MLP neural networks where I is the number of input node, O is the number of output node and is random number [12] .Considering the complexity of intrusion detection that in here is equal to 10. So, the number of hidden layer in KDD CUP99 dataset experiments is √11 + 5 + 10 it is √7 + 8 + 10 in Cambridge dataset experiments. Therefore the number of hidden layer for the both dataset experiments is 14.
In KDD CUP99 dataset experiments; according to Table IX , it is specified that the best value for is 0.6. For specifying of this control parameter, impact of the parameter has been reviewed in Detection rate, Accuracy and false alarm rate. Table IX shows that the proposed system with =0.6 has a very good effect than other values in improving especially to False Alarm Rate. In Table X performance of the proposed method with =0.6 has been reported. Given that in this paper, outlier data has been used in training of Fuzzy-ARTMAP for classifying of unusual samples therefore effect of this data in the training phase must be reviewed. As in Fig.4 is specified, a counter has been considered for calculating of the number of samples which are correctly and incorrectly classified by Fuzzy-ARTMAP neural network. In Table X, these counters have been reported. As is illustrated by this table, the ratio of correctly classified than incorrectly classified samples was much appropriate in Probe and U2R. However, the results have been compared with BPNN, and other well-known methods such as decision tree, naï ve Bayes. These three techniques were run with the help of the Weka Data Mining tool (Witten, I. H., & Frank, E., 2005) and also, FC-ANN that proposed in [12] . Table XI shows that the proposed method in measures Precision, Recall and Fvalue is far more efficient than other methods. As is illustrated by Table XI , the proposed method gets the highest precision, recall and F-value than other methods especially in Probe and R2L although this isn't very good in U2R verses FC-ANN.
After evaluating of the system by precision, recall, and f-value, the proposed system has been evaluated by Detection Rate, Accuracy, and False Alarm Rate. In Table XII , the proposed method has been compared with the three previous methods that these criteria are available in the papers. Accordingly, Table XII shows that the proposed method has been more successful than other methods although the method of reference [3] is better than the proposed method in DR in Normal only.
In Cambridge datasets experiments; the results in Table  XIII indicate that the proposed hybrid classifier has been better than TCSA [30] , Bayesian Analysis Technique [31] and Bayesian neural network [1] in measures Detection Rate and Accuracy. In these methods, False Alarm Rate not reported but it reported for the proposed method. Although Bayesian neural network [1] has been partially better than the proposed method in classify of ATTACK and P2P however, in general, reported results illustrate that the hybrid classifier has been the most successful in the classification.
Evaluating of the hybrid classifier using Cambridge datasets shows that the proposed method can be efficiently for massive datasets and traffic classification. Also, Cambridge dataset was chosen because of the similarity of an intrusion detection dataset therefore due to the similarity, It can be concluded the proposed hybrid classifier will be useful for other (in) famous datasets. Finally, the proposed hybrid classifier compared with 2 famous classifiers on equal terms. So, the ROC curves are illustrated in Fig. 5 . Fig. 5 shows that the proposed hybrid classifier has a better detection capability than MLP and J48 decision tree. It is clear in part (a) and (b); the proposed method has been succeeded in KDD CUP99 and Cambridge dataset. 
VI. CONCLUSION
In this paper, the new approach was proposed to intrusion detection and traffic classification. The proposed classifier uses the hybridization of fuzzy clustering and neural networks. This method has high performance in terms of precision, recall, f-value, Detection Rate, False Alarm Rate, accuracy, and ROC curve analysis than the other works. According to, after preprocessing and the fuzzy splitting, the training dataset converted to two datasets: (1) the dataset which is contained of the suitable samples for training (2) the dataset which was contained outliers that were named Removed-Dataset. Outlier data weren't deleted and they were used differently in training phase with new approach. Also, 5 MLPs have been used as the 5 regression models in the proposed method which, finally, they were used in classification module. In classification module also, a Fuzzy-ARTMAP neural network was used and it trained by Removed-Dataset. In this paper as obtained results can clearly be seen that using of the outlier data was successfully able to generate a model with the desired characteristics for the unusual samples that their existence is inevitable in the test data. So, with generating of this model, the system performance has been increased. Also, parallel processing can be used to improving of speed of the proposed method.
Experimental results showed which the proposed method performed better in terms of DR, False alarm, precision, recall and f-value in most comparisons than other previous works. In future research, how to select the more appropriate classifiers instead of MPL for different classes remains an open problem. 
