This paper solves the consumption-investment problem with Epstein-Zin utility on a random horizon. In an incomplete market, we take the random horizon to be a stopping time adapted to the market filtration, generated by all observable, but not necessarily tradable, state processes. Contrary to prior studies, we do not impose any fixed upper bound for the random horizon, allowing for truly unbounded ones. Focusing on the empirically relevant case where the risk aversion and the elasticity of intertemporal substitution are both larger than one, we characterize optimal consumption and investment strategies through backward stochastic differential equations (BSDEs). Compared with classical results on a fixed horizon, our characterization involves an additional stochastic process to account for the uncertainty of the horizon. As demonstrated in a Markovian setting, this added uncertainty drastically alters optimal strategies from the fixed-horizon case. The main results are obtained through developing new techniques for BSDEs with superlinear growth on an unbounded random horizon.
Introduction
Classical time-separable utilities unintentionally impose an artificial relation between agents' risk aversion (denoted by γ) and their elasticity of intertemporal substitution (EIS, denoted by ψ): the latter has to be the reciprocal of the former. Such a relation is widely rejected empirically. Bansal and Yaron [2] , Bansal [1] , Bhamra [5] , and Benzoni [4] all point to the fact ψ > 1 from empirical data, while estimations in Vissing-Jørgensen and Attanasio [42] , Bansal and Yaron [2] , and Hansen et al. [22] indicate γ > 1. To disentangle EIS from risk aversion, Epstein and Zin [19] specifies a recursive utility in discrete time, whose continuous-time counterpart is formulated in Duffie and Epstein [16] . These Epstein-Zin type utilities have proved instrumental to resolve observed market anomalies; see [2] , [1] , [5] , and [4] , among others.
From its inception in [19] and [16] , the consumption-investment problem with an Epstein-Zin utility has been extensively studied, yet predominantly on a fixed time horizon T > 0; see e.g. [17] , [39] , [29] , [40] , [28] , and [43] . In practice, an agent rarely has a fixed planning horizon in mind, upon entering the market. Her time of exit is usually random, depending on various factors within and/or beyond the market.
In this paper, we investigate optimal consumption and investment strategies that maximize an Epstein-Zin utility on a random horizon. Specifically, we focus on the empirically relevant specification γ, ψ > 1, and consider an incomplete market in which an agent observes all state processes, but cannot trade all of them. The random horizon τ is taken to be a stopping time adapted to the market's filtration, generated by all observable (but not necessarily tradable) state processes. That is, whether the time τ has arrived depends on market situations, but the involved uncertainty can only be partially hedged against by trading in the market.
Note that the class of random horizons considered has not yet been explored in the literature. Prior studies on a random horizon τ , all with time-separable utilities, include [44] , [34] , [21] (where τ is independent of the market), [25] (where τ depends completely on the market), [6] , [24] (where τ depends on both the market and other external factors), among others. While random at various different levels, τ is required a priori to be bounded (i.e. τ ≤ T a.s. for a known T > 0) in all these works. Namely, a fixed, known horizon T > 0 is still in place, only less explicitly. By contrast, our framework dismisses the presence of any fixed horizon, allowing for truly unbounded random horizons. Also, with the exception of [24] , all the above require market completeness, which we relax for practical applications.
Our major finding is that a random horizon τ drastically alters optimal consumption and investment strategies. Compared with the fixed-horizon optimal strategies in Xing [43] , our optimal strategies, given in (3.9) below, involve an additional processẐ, indispensable to fully account for the randomness of τ . In a Markovian setting, our optimal strategies reduce to functions of market states, specified via the solution to a Dirichlet problem, with a boundary prescribed by τ . Such a result is comparable to Kraft, Seifried, and Steffensen [28, Theorem 5 .1] on a fixed horizon T > 0. The key distinction is that the optimal strategies in [28] are specified via the solution to a Cauchy problem, where the boundary condition is imposed only at the fixed terminal time T .
In the Heston model of stochastic volatility, we demonstrate explicitly, under a practical parameter specification, that the fixed-horizon optimal investment strategy dictates a constant proportion of wealth in the risky asset, regardless of market evolution. However, on a random horizon that reflects an agent's tolerance to extreme market situations, the optimal investment strategy becomes a function of market states, specified via the solution to the aforementioned Dirichlet problem. See Section 4.2 for detailed derivations and numerical illustrations.
Our analysis is based on techniques of backward stochastic differential equations (BSDEs). On a fixed horizon, the BSDE approach is shown in [43] to be fairly versatile for Epstain-Zin utility maximization. A random horizon, nonetheless, poses a series of nontrivial challenges.
The first step of our investigation is to establish existence of the Epstein-Zin utility value process, for a given consumption stream (c t ) t≥0 . This translates into solving a BSDE with nonuniform superlinear growth: its generator grows super-linearly in one variable, and such a growth is not uniform in other variables (as is observed in [43] on a fixed horizon). The primary challenge is how to deal with this type of growth under our random-horizon framework. The BSDE literature on random horizons τ frequently impose "τ ≤ T a.s. for a fixed T > 0", the condition we aim to relax. For the few results that tackle unbounded τ (see e.g. [14] , [37] , [27] , and [8] ), the non-unifrom superlinear growth of our generator prohibits the use of them. In response to this, we introduce a truncated BSDE on the interval [0, n], for all n ∈ N. By the fixed-horizon construction in [43] , a unique solution to each truncated BSDE exists. Motivated by Pardoux [37] and Briand and Carmona [8] , we prove that this sequence of solutions is Cauchy in a complete space of stochastic processes. The limit, as n → ∞, exists and desirably solves the original random-horizon BSDE. See Proposition 2.1 and Theorem 2.1 for details.
Next, we look for consumption and investment strategies that maximize the Epstein-Zin utility process constructed above. By dynamic programming, we derive a BSDE, i.e. (3.6) below, from which candidate optimal strategies can be deduced. This BSDE is highly non-standard: its generator has quadratic and exponential growth in several different variables, and the random horizon further complicates the situation. To find a solution to the BSDE, we aim to contain the exponential growth of the generator, so that results for random-horizon quadratic BSDEs can be applied. This starts with a new, delicate truncation technique, forcing the generator to be of linear growth, while strictly increasing at the same time. Note that the more straightforward truncation in [43] does not work here, as it requires a bounded horizon; see Remark B.1. Then, a careful use of the existence result in Briand and Confortola [9, Theorem 3.3] , followed by the comparison principle in Kobylanski [27, Theorem 2.3] , yields a solution to the BSDE; see Proposition 3.1. Now, with the candidate optimal strategy (π * , c * ) constructed, it remains to show its optimality among an appropriate set of strategies, i.e. the set of permissible strategies defined in (3.11) below. On a fixed horizon, BMO arguments have proved very useful in establishing the permissibility of strategies, as shown in [43] . The same technique, however, breaks down in our case: the BMO norms can easily blow up on an unbounded random horizon, even when the solution to the aforementioned BSDE admits desirable boundedness. To proceed, we impose appropriate exponential moment conditions on the random horizon τ (i.e. Assumption 2 below), from which the permissibility of (π * , c * ) can be extracted; see Lemma 3.1. The optimality of (π * , c * ) then follows from standard arguments; see Theorem 3.1, the main result of this paper.
Note that the exponential moment conditions imposed on τ are not very restrictive in view of the literature. They cover all prior studies on random-horizon consumption-investment problems (where "τ ≤ T a.s. for a fixed T > 0" is imposed), and allow for many unbounded τ 's. Moreover, these type of conditions are common for random-horizon BSDEs; see Remark 3.4 for details.
Finally, we recast our general results in a Markovian setting. Particularly, the BSDE used to find optimal strategies reduces to a Hamilton-Jacobi-Bellman equation, which in turn simplifies to an elliptic boundary value problem. Under appropriate conditions, this boundary value problem admits a unique classical solution; see Theorem 4.1, the Markovian counterpart of Proposition 3.1. This analysis enhances the comparison between our paper and prior studies on Epstein-Zin utilities, many of which use a Markovian setting. It also facilitates numerical computation, from which we directly observe the significant impact of a random horizon on optimal strategies, as discussed above.
The rest of the paper is organized as follows. Section 2 establishes the existence and uniqueness of the Epstein-Zin utility process, for a given consumption stream. Section 3 introduces the consumption-investment problem, derives candidate optimal strategies by dynamic programming, and proves that they are indeed optimal. Section 4 connects our BSDE framework to a Markovian setting. It shows theoretically that a random horizon can drastically change optimal strategies, and demonstrates it through a numerical example. Appendices collect all the proofs.
Epstein-Zin Preferences on Random Horizons
Let (Ω, F, P) be a probability space that supports a d-dimensional Brownian motion (B t ) t≥0 . Let F = (F t ) t≥0 be the P-augmentation of the natural filtration generated by B, and T be the set of all F-stopping times. We consider a random horizon τ ∈ T .
An agent obtains utility from a consumption stream c = (c t ) 0≤t≤τ , a nonnegative progressively measurable process, defined on the random horizon [0, τ ]. Here, c t represents the consumption rate at time t for all 0 ≤ t < τ , while c τ stands for a lump-sum consumption at time τ . Let δ > 0 be the discount rate, γ > 0 = 1 be the relative risk aversion, and ψ > 0 be the elasticity of intertemporal substitution (EIS). Assume that the bequest utility function of the agent is U (c) = c 1−γ 1−γ . Then, given a consumption stream c, the Epstein-Zin utility on the random time horizon τ is a process V c = (V c t ) t≥0 that satisfies
In this paper, we focus on the specification γ, ψ > 1, which is the empirically relevant case, as discussed in the introduction. Note that this implies θ < 0, which will be used frequently. The goal of this section is to establish existence and uniqueness of the Epstein-Zin utility V c in (2.1). This has been done only for the fixed-horizon case (i.e. τ ≡ T for a fixed T > 0) or the θ > 0 case; see e.g. [39] , [28] , and [43] . We will construct V c in (2.1) via the BSDE
As observed in [43] , with γ, ψ > 1, f (c, v) has superlinear growth in v and is thus non-Lipschitz. Following the transformation in [43, Section 2.1], we consider (Y t , Z t ) := e −δθt (1 − γ)(V c t , Z c t ), with the corresponding BSDE
where
It is expected that (2.4) is more manageable as it satisfies the monotonicity condition: F (t, c, y) is decreasing in y, thanks to θ < 0. The set of admissible consumption streams is taken as
where R + is the set of all nonnegative progressively measurable processes.
Remark 2.1. Our admissible set C is larger when compared to those used in prior studies on Epstein-Zin utilities (where "τ ≡ T for a fixed T > 0" is normally assumed). The commonly-used admissible set (see e.g. [39] ) requires the more stringent integrability condition
Recently, [43] proposed a much weaker condition
The integrability imposed in C is stronger than this. As will be seen below, the additional integrability helps extend results in [43] from a fixed horizon to a random one.
To state the main result of this section, let us introduce some notation.
• For any q > 1, let S q denote the set of R-valued progressively measurable processes Y such that Y
• Let S ∞ denote the set of R-valued progressively measurable processes Y such that
• For any q > 1, let M q denote the set of R d -valued progressively measurable processes Z such that Z
• For any q > 1, 
The Consumption-Investment Problem
In this section, we introduce, under the framework of Section 2, the consumption-investment problem in an incomplete market. By dynamic programming, we derive a BSDE on a random horizon τ , from which candidate optimal strategies can be deduced. Under appropriate conditions on market coefficients (i.e. Assumption 1), a solution to the BSDE exists; see Proposition 3.1. On strength of certain exponential moment conditions on τ (i.e. Assumption 2), the candidate strategies, given in (3.9) below, are indeed optimal among an appropriate class of strategies; see Theorem 3.1.
The Setup
We take up the framework in Section 2, with B = (W,Ŵ ) being a two-dimensional Brownian motion, i.e. d = 2. Let E be an open domain in R, and consider an E-valued state process
where a, b : R + × E → R are given Borel measurable functions. The market consists of a riskfree asset S 0 and a risky asset S t , satisfying the dynamics
with r, λ, σ, ρ,ρ : R + × E → R given Borel measurable functions. In particular, ρ andρ, called the correlation functions, satisfy ρ 2 (t, y) +ρ 2 (t, y) = 1 for all (t, y) ∈ R + × E. An agent, with initial wealth x > 0, must decide a proportion π t ∈ R of wealth to invest in the risky asset and a consumption rate c t ≥ 0, at every moment t ≥ 0 before the random terminal time τ . The corresponding wealth process X π,c is given by
3)
, respectively, and
is again a Brownian motion. We enforce the following conditions on the market coefficients.
Assumption 1. The coefficients σ, r, λ, ρ,ρ, a, and b are locally Lipschitz in E; the process Y does not reach the boundary of E in finite time a.s.; {r t∧τ } t≥0 and { λt∧τ σt∧τ } t≥0 are bounded processes (i.e. belong to S ∞ ); inf K σ(t, y) > 0 and inf K b(t, y) > 0 for any compact subset K of R + × E.
A strategy (π, c) is called admissible if it belongs to
The agent intends to maximize her Epstein-Zin utility V c 0 by choosing a pair (π * , c * ) from some appropriate collection P ⊆ A. That is, the goal is to find the optimal value
where V c is the solution to (2.1) with c τ = X π,c τ , and the corresponding optimal (π * , c * ) ∈ P. The collection P ⊆ A is up to the agent's choice. In this paper, we will take P to be the set of permissible strategies, defined precisely in (3.11) below.
The Ansatz
Motivated by the classical decomposition of time-separable power utilities (see e.g. [38, Section 3] ) and the decomposition of the Epstein-Zin utility in [43, (2.9) ] on a fixed horizon, we suspect that the optimal utility process V * can be decomposed into
where D is a process satisfying the BSDE
for some generator H to be determined. Note that (3.5) and (2.1) suggest that the process
should be a supermartingale for any (π, c) ∈ P, and a martingale for an optimal strategy (π * , c * ). Detailed calculations, similar to those in [43, p. 234] , yield the drift term of the above process:
wherec t := c t /X t is the proportion of wealth consumed per unit of time. This indicates that
Solving the involved minimization problems yields the candidate optimal strategies (π * ,c * ):
where X * := X π * ,c * is the candidate optimal wealth process. Plugging these into (3.8), we have
Rearranging and simplifying terms gives
Remark 3.1. A significant departure from the standard fixed-horizon case is the involvement ofẐ in (3.10) and (3.9). Indeed, the formulas in [43, p.235] can be obtained by takingẐ ≡ 0 in (3.10) and (3.9), leading to a simpler generator and a more straightforward investment strategy. This simplification does not work in our case: the randomness of τ , in general, can be fully captured only with the additional processẐ. This will be explained in detail in Section 4, where we compare our results with those on a fixed horizon in a Markovian setting; see Remark 4.2 for details.
To make sense of the heuristic derivations above, the first task is to show the existence of a solution to the BSDE (3.6), with the generator H given in (3.10). This can be rather tricky: H has quadratic growth in both Z andẐ, and exponential growth in D (as θ < 0).
BSDEs with quadratic growth were investigated in [27] , which has been expanded upon by [10] , [11] , and [9] . The results in [10] and [11] seem promising to serve our purpose, yet the exponential growth in D prohibits us from effectively doing so. While there is a truncation technique in [43] to tame the exponential growth in D, it requires bounded time horizons. Ultimately, we carefully devise a new truncation technique, to curb the exponential growth in D on the possibly unbounded random horizon; see Remark B.1 for details. With exponential growth contained, a delicate use of [9] and [27] in sequence (see Remark B.2 for details) yields the following. The proof of Proposition 3.1 is relegated to Appendix B.1.
Remark 3.2. Besides (3.5), another useful decomposition is V t = X 1−γ t 1−γ P k t , for some process P and k ∈ R; see [45] and [38] . This ansatz can potentially generate a simpler BSDE, without quadratic or exponential growth as seen in (3.10). This simplification, however, only works whenẐ ≡ 0 and the correlation function is constant, i.e. ρ(t, y) ≡ ρ. We therefore do not proceed with this ansatz.
Remark 3.3. On a fixed horizon, [43, Proposition 2.9], analogous to Proposition 3.1, is established without boundedness of the market price of risk λ/σ. Ideally, we would also like to work under such generality. However, recall that the random horizon τ can be unbounded (i.e. P(τ > T ) > 0 for all T > 0). When τ and λ/σ are both unbounded, a solution to (3.6) may still exist, but we can no longer guarantee D ∈ S ∞ . This gives considerable difficulty for the verification argument in Section 3.3 below. Therefore, we still impose boundedness of λ/σ in Assumption 1. Note that this is not an uncommon assumption, even for the fixed-horizon case; see e.g. [28] , [39] .
Verification
With (π * , c * ) in (3.9) well-defined, thanks to Proposition 3.1, it remains to show its optimality among an appropriate set of strategies. A strategy (π, c) is called permissible if it belongs to
This collection of strategies was used in [12] for time-separable power utilities with γ > 1. It is also in line with the set of permissible strategies in [43] : there, it is required that (X π,c · ) 1−γ e D· is of class D (see the paragraph under [43, Proposition 2.9]), which is equivalent to (3.11) as D is a bounded process in our setting (by Proposition 3.1). The aim of this subsection is to establish the optimality within P of the candidate (π * , c * ).
To show that (π * , c * ) is permissible, the random horizon poses nontrivial challenges. As opposed to the standard case with a fixed horizon, the boundedness of D in Proposition 3.1 does not directly imply that To proceed, we need to impose appropriate integrability conditions on the random horizon τ , from which the permissibility of (π * , c * ) can be extracted. To this end, hereon we set These constants are finite because of Assumption 1. Also, consider
Assumption 2. Let (D, Z,Ẑ) ∈ S ∞ × M 2 be the solution to (3.6) in Proposition 3.1, and set Z t := ρ t Z t +ρ tẐt . We assume that there exists q > 1 such that
where C := ess sup sup t≥0 D t < ∞.
Remark 3.4. Assumption 2, seemingly complicated, is not restrictive in view of the literature. First, prior studies on the consumption-investment problem under a random horizon τ (with timeseparable utilities) all require that τ ≤ T a.s. for a fixed T > 0; see e.g. [6] , [7] , [18] , [26] , and [24] . Assumption 2 covers this case trivially, and allows for much more general unbounded τ . In addition, this type of exponential moment condition is common for random-horizon BSDEs, such as [8, (A4)], [37, (c) , Section 4] , and [14, (25) ].
Remark 3.5. Assumption 2 can be relaxed to some extent, depending on the specific market model employed. For instance, in the practical model investigated in Section 4.2 below, Z is actually a bounded process, which largely simplifies the exponential moment conditions.
With the aid of Assumption 2, we are able to derive the permissibility of (π * , c * ) in (3.9).
Lemma 3.1. Suppose γ, ψ > 1 and Assumptions 1 and 2 hold. Then, (π * , c * ) defined in (3.9) belongs to P.
The proof of Lemma 3.1 is relegated to Section B.2.
With (π * , c * ) ∈ P, it remains to show that (π * , c * ) is optimal within P; namely, it solves (3.4). Recall from the arguments in Section 3.2 that this boils down to showing that the process in (3.7) is a supermartingale for each (π, c) ∈ P, and a martingale for (π * , c * ). This can be done by modifying the arguments in [43, Theorem 2.14].
Theorem 3.1. Suppose γ, ψ > 1 and Assumptions 1 and 2 hold. Then, (π * , c * ) defined in (3.9), with (D, Z,Ẑ) ∈ S ∞ × M 2 a solution to (3.6), is a maximizer of (3.4). Moreover, for any initial wealth x > 0, the optimal Epstein-Zin utility is given by V * 0 =
The proof of Theorem 3.1 is relegated to Section B.3.
The Markovian Framework
In this section, we take the random horizon τ to be the first hitting time (or exit time) of some appropriate state processes. This additional Markovian structure allows us to connect the general BSDE (3.6) to a specific elliptic PDE with a Dirichlet boundary value condition.
The purpose is twofold. First, this facilitates a detailed comparison between our random-horizon results and classical ones on a fixed horizon, as many prior studies rely on the PDE approach. This comparison particularly reveals how the involvement ofẐ in (3.10) and (3.9) is indispensable on a random horizon, while it is superfluous for the fixed-horizon case; recall Remark 3.1. Second, the Markovian framework facilitates numerical computation. In Section 4.2, we will demonstrate our theoretic results numerically in the Heston model of stochastic volatility. As we will see, optimal strategies on a random horizon differ drastically from those on a fixed horizon.
Let us first recall the notation from [20] for elliptic equations. Consider an open subset D of R n , k ∈ N, and ν ∈ (0, 1). The Hölder space C k,ν (D) (resp. C k,ν (D)) are defined as the subspace of C k (D) consisting of functions whose kth-order partial derivatives are uniformly (resp. locally) Hölder continuous with exponent ν in D.
Connection to an Elliptic Boundary Value Problem
Recall the setup in Section 3.1. In addition to Y in (3.1), we introduce an additional state process W given by
for some given Borel measurable α, β, Γ : R × E → R. As in [14] , [27] , and [9] , we take the random horizon as the exit time of (W, Y ) from some open set D ⊂ R × E, i.e.
To ensure the existence of a strong solution to (4.1) and sufficient regularity for subsequent analysis, we impose on the states (W, Y ) the following conditions, inspired by those in [27, Section 6] .
is an open bounded set with ∂D ∈ C 2,ν for some ν ∈ (0, 1).
There exists an open set U ⊂ R × E containing D such that
(ii) σ, r, λ, ρ,ρ, a, and b depend only on y, inf U b(y) > 0, and b 2 ∈ C 1 (U ).
The ellipticity conditions in Assumptions 1 and 3 guarantee the non-degeneracy of (W, Y ) in D, implying τ w,y < ∞ a.s. In view of (3.1) and (4.1), the infinitesimal generator of (W, Y ) is
and the corresponding elliptic boundary value problem is
where The proof of Theorem 4.1 is relegated to Appendix C.1. Now, let (D, Z,Ẑ) be the solution to the BSDE (3.6) on the random horizon τ w,y , obtained in Proposition 3.1. The connection between (3.6) and (4.2) can be stated precisely through the following P-a.s. representation: for all t ≥ 0,
where u ∈ C 2,ν (D) is the solution to (4.2) . This is shown by applying Itô's formula to u. An important message of (4.4) is thatẐ can be dropped completely on a fixed horizon, but is indispensable in general when a random horizon is considered. [43] , [38] , [33] , [29] , and [28] . In particular,Ẑ ≡ 0 gives much simpler (π * , c * ) and H in (3.9) and (3.10), which recover [28, Theorem 5.1] and [43, (2.12), (2.13)].
When the randomness of τ w,y comes jointly from W andŴ (and thus Γ(w, y) ≡ 0), (4.4) indicates thatẐ is not identically zero, and thus cannot be omitted in general.
Example: Optimal Strategies in the Heston Model
Consider a specific example of the general financial model in Section 3.1 as follows. Let the correlation between W andŴ be constant, i.e. ρ(t, y) ≡ ρ ∈ [−1, 1]. Take (3.1) and (3.2) to be
where α, r, k, m, λ and ε are given nonnegative constants, with 2αm 2 > k 2 satisfied such that Y t > 0 ∀t ≥ 0 a.s. For ε = 0, this is the standard Heston model of stochastic volatility, which has been investigated in [29] , [28] , and [43] . For ε > 0, this is an ε-modification of the Heston model. Using an ε-modification is often of practical necessity. For instance, it is used in [46] for the Scott and Stein-Stein models of stochastic volatility, to obtain bounds of the market price of risk. Similarly, [38] uses an ε-modification to ensure uniform ellipticity in the Hull-White model.
We will focus on a random horizon that is related to the first exit time of the zero-mean return of S (defined precisely below). For the Heston model (i.e. ε = 0), such an exit time has been studied in detail in [31, 32] , under the assumption ρ = 0. In the following, we will follow [31, 32] to take ρ = 0, so that W ρ =Ŵ . This is supported by empirical analysis in [41] and [15] , although there exist other estimates of ρ in the literature (such as [36] and [13] ).
The zero-mean return process of S, denoted by W, is defined as the return of S (i.e. dS t /S t ) minus its drift, i.e.
For any w ∈ R and y > 0, consider the random horizon
where L > 0 and 0 < y 1 < y 2 are chosen by an agent a priori. These constants reflect the agent's tolerance of extreme market situations: she carries out consumption-investment optimization until the zero-mean return W deviates too far away from 0 or the volatility Y reaches extreme values.
It is straightforward to check that Assumption 1 is satisfied under the current setting. Showing that τ w,y fulfills Assumption 2 demands more involved analysis. Instead of dealing with τ w,y directly, we will study in detail the density of
Since τ w,y ≤ τ , whenever τ satisfies Assumption 2, so does τ w,y .
Lemma 4.1. For any L > 0, the density of τ in (4.5) admits the explicit formula
The proof of Lemma 4.1 is relegated to Appendix C.2.
Numerical Results and Implications
Following the model parameters in [28] and [43] , we take γ = 2, ψ = 1.5, δ = 0.08, r = 0.05, α = 5, k 2 = 0.25, m 2 = 0.0225, λ = 0.47
Also, we pick y 1 = 0.001 and y 2 = 1, leaving L > 0 the only free variable.
To check the two exponential moment conditions for τ in Assumption 2, we need: (i) the density of τ , (ii) an upper bound of Z 2 =Ẑ 2 (recall ρ = 0), and (iii) an estimate of C. For (i), we use the explicit formula in (4.6). For (ii), recall from (4.4) thatẐ 2 t = (Y t + ε)u 2 w (W t , Y t ), for which an upper bound can be found by numerically solving (4.2). 1 For (iii), recall from (4.4) that D t = u(W t , Y t ), so that C can be estimated again by numerically solving (4.2), which shows C = 0. Note that this can also be proved theoretically by employing the maximum principle in [3] .
Numerical computation shows that, with ε = 0, Assumption 2 is satisfied by τ , and thus by τ w,y (as τ w,y ≤ τ ), for all 0 < L ≤ 0.02. 2 An ε-modification enables us to enlarge the range of allowable L. For instance, with ε = 0.05, Assumption 2 is satisfied by τ , and thus by τ w,y , for all 0 < L ≤ 0.08.
In view of (3.9) and (4.4), the optimal portfolio allocation and consumption-wealth ratio are state-dependent:
1 We numerically solve (4.2) via finite element methods, using a triangular mesh with maximal edge length taken to be 0.005. Also, a suitable mollification of
× (y1, y2) is employed to ensure the boundary regularity in Assumption 3.
2 For L > 0.02, Assumption 2 could still be satisfied by τw,y, because our computation involves the use of several upper bounds that may not be the sharpest.
where u is the unique solution to (4.2). With ε = 0, we computec * and π * , for L = 0.02 in τ w,y ; see Figure 1 . With ε = 0.05, we computec * and π * , for L = 0.02 and L = 0.08 in τ w,y ; see Figure  2 . This exhibits a significant contrast to optimal strategies on a fixed horizon. [43, (2.14) ], the optimal portfolio allocation in the current setting is
This can also be derived from (3.9), by notingẐ ≡ 0 on a fixed horizon; recall Remark 4.2. This result indicates that on a fixed horizon, it is optimal to keep a constant proportion of wealth in the risky asset, regardless of market evolution. By contrast, on the random horizon τ w,y , the optimal portfolio allocation π * (w, y), given in (4.9), changes continuously as the market evolves. Specifically, from Figure 1 , one should hold the risky asset S when the zero-mean return W t = w is positive (i.e. S performs well relative to its mean return) and the volatility Y t = y is low, and short the risky asset when W t = w is negative (i.e. S performs poorly relative to its mean return) and Y t = y is low. This makes economic sense, as it is reasonable to expect that, in the former (resp. latter) case, S will continue to perform well (resp. poorly) for some period after time t. Similarly, by [28, Theorem 5 .1] and [43, (2.14) ], the optimal consumption-wealth ratio, on a fixed horizon T > 0, is given byc * f (t, y) = δ ψ e Clearly,c * f differs fromc * in (4.9), as u and v are solutions to different differential equations.
A Proofs for Section 2
Let us first present a useful estimation and a fundamental result. Recall the spaces of processes introduced above Proposition 2. 
where the third inequality follows from ab ≤ 2 for all a, b ∈ R, and the finiteness is due to 
A.1 Proof of Proposition 2.1
Motivated by [8] and [37] , we will construct a sequence of solutions that is Cauchy in B 2 , and show that its limit solves (2.4). In the rest of the proof, we set Step 1: Construct a sequence of solutions (Y n , Z n ) n∈N in B 2 . For each n ∈ N, we aim to construct a solution (Y n t , Z n t ) t≥0 ∈ B 2 to the BSDE 
On the other hand, thanks to c ∈ C, (2.
ξ is square integrable. Thus, by the martingale representation theorem, there exists η ∈ M 2 such that
Now, define (Y n t , Z n t ) t≥0 as follows: (Y n t , Z n t ) := (Y t , Z t ) for 0 ≤ t ≤ n, and Y n t := E[ξ|F t ] and Z n t := η t for all t > n. By (A.4) and (A.5), it can be checked directly that (Y n t , Z n t ) t≥0 ∈ B 2 is a solution to (A.3); a similar construction can be found in [37, Theorem 4.1].
Step 2: Show that the sequence (Y n , Z n ) n∈N is Cauchy in B 2 . For any m, n ∈ N with m > n, consider ∆Y t := Y m t − Y n t , ∆Z t := Z m t − Z n t , and ∆F (t, c t , Y t ) := F (t, c t , Y m t ) − F (t, c t , Y n t ). We intend to show that (∆Y t , ∆Z t ) B 2 → 0 as m, n → ∞.
For 0 ≤ t ≤ n, observe from (A.3) that
Recall p > 1 in (A.2). Applying Itô's formula to |∆Y t | 2 , with ∆Y t as in (A.6), yields
3 In general, the solution derived in [43, Proposition 2.2] need not lie in B2([0, n]). This is because [43] assumes only integrability on the terminal condition ξ, instead of the standard square-integrability. In our case, as c Since ∆Y s = Y m s − Y n s , the sign of ∆Y s must be the same as that of (Y m s ) p − (Y n s ) p . This, together with θ < 0, gives 2δθ∆Y s e −δs c
This, together with Lemma A.1, gives
Moreover, by using (A.8) and (A.1), with q = 2,
for some K > 0, independent of m and n. By the previous two inequalities, there exists K 1 > 0, independent of m and n, such that
Next, for n < t ≤ m, observe from (A.3) that
where the second equality follows from τ m∧τ ∆Z s dB s = 0, as Z m s = Z n s = η s for all s > m ∧ τ by the construction in Step 1. Applying Itô's formula to |∆Y t | 2 , with ∆Y t as above, gives
where the inequality follows from
where the first inequality follows from applying the Cauchy-Schwarz inequality to the integral inside the expectation, and the second inequality follows from applying the Cauchy-Schwarz inequality to the expectation and then using Jensen's inequality. By (A.2) and the fact that c ∈ C,
Thus, the martingale representation theorem entails
We then obtain from (A.11) that
(A.13)
In view of (A.10) and Lemma A.1, this directly implies
Moreover, by using (A.10) and (A.1), with q = 2,
for some K > 0, independent of m and n. By combining the previous two inequalities and using (A.13), there exists K 2 > 0, independent of m and n, such that
(A.14)
By (A.9), (A.14), and recalling that Y m s = Y n s and Z m s = Z n s for all s > m ∧ τ , we have
Finally, thanks to (2.5), the second term in (A.15) vanishes as m, n → ∞. Therefore, we conclude from (A.15) that (∆Y, ∆Z)
Step 3: The limit (Y, Z) solves (2.4), and Y is of class D. For any n ∈ N, since (Y n t , Z n t ) t≥0 ∈ B 2 solves (A.3),
We intend to prove that each term in (A.17) converges to a corresponding term in (2.4) ∀t ≥ 0 P-a.s., as n → ∞. This then implies that (Y, Z) satisfies (2.4) ∀t ≥ 0 P-a.s., as desired.
(possibly up to a subsequence), it suffices to prove that
p ∀s ≥ 0 and n ∈ N ∪ {0},
Hence, if we can show that e −δ· c
convergence theorem will give the desired convergence
where the first inequality follows from applying the Cauchy-Schwartz inequality twice and then the Jensen inequality (similarly to (A.11)). Note that E τ 0 e −2δs c 2(1−1/ψ) s ds < ∞, as c ∈ C; see (2.5). By the arguments similar to (A.12) and the discussion below it, we get E
We then conclude from (A.18) the µ-integrability of e −δ· c
This implies τ t∧τ Z n s dB s → τ t∧τ Z s dB s in probability, for each t ≥ 0. Because every other term in (A.17) (either on the left or right hand side) converges ∀t ≥ 0 P-a.s., τ t∧τ Z n s dB s must also converge ∀t ≥ 0 P-a.s. Hence, we have τ t∧τ Z n s dB s → τ t∧τ Z s dB s ∀t ≥ 0 P-a.s. Finally, since it holds P-a.s. that 0 ≤ Y n t ≤ E [ξ|F t ] ∀t ≥ 0 and n ∈ N, and that
Step 4 where the last equality follows from Z c ∈ M 2 . Fix t ≥ 0. By the above martingale property,
As m → ∞, similarly to [43, (A.5 )], we may apply the monotone convergence theorem to get B Proofs for Section 3 B.1 Derivation of Proposition 3.1
As discussed above Proposition 3.1, the challenge of constructing a solution to (3.6) stems from the generator H in (3.10): it has quadratic growth in Z andẐ, and exponential growth in D. We will tackle this below in two steps. First, we will construct a sequence of approximating generators {H n } n∈N , each of which has only linear growth in D, such that a solution (D n , Z n ,Ẑ n ) exists by standard results of quadratic BSDEs. Second, we will show that the sequence {D n } n∈N is uniformly bounded from above, such that lim n→∞ (D n , Z n ,Ẑ n ) is well-defined and actually solves (3.6).
Proof of Proposition 3.1. For simplicity, throughout the proof we will write Z t = (Z t ,Ẑ t ),
Step 1: Construct an approximating sequence of solutions {(D n , Z n )} n∈N in S ∞ ×M 2 . For each n ∈ N, consider the BSDE
where the generator H n is defined by
recall the constants r, r, and C λ/σ defined in (3.12). Now, define
and consider the BSDE
This, together with (B.5), gives where C := ess sup sup t≥0 D t < ∞. Now, for any n > C, since D n t ≤ C for all t ≥ 0 a.s., we observe from (B.4) that J(D n t ) = e − ψ θ D n t for all t ≥ 0 a.s. In view of (B.3) and (3.10), we have
Remark B.1. In Step 1 of the proof above, one cannot control e −(ψ/θ)d in (3.10) by the truncation e −(ψ/θ)d ∧n, as opposed to [43] . For [9, Theorem 3.3 ] to be applied, the generator needs to be strictly 
B.2 Derivation of Lemma 3.1
We will write X * = X π * ,c * for the candidate optimal wealth process, with (π * , c * ) defined in (3.9). To begin, we investigate the integrability of X * . Recall C λ/σ , r, and r, defined in (3.12).
Lemma B.1. Suppose γ, ψ > 1 and Assumption 1 holds. Let (D, Z,Ẑ) ∈ S ∞ × M 2 be a solution to (3.6), and (π * , c * ) be as in (3.9) . Given x > 0, X * t > 0 for all t ≥ 0 a.s. Moreover, for p ≥ 0,
, ∀t ≥ 0;
Proof. In view of (3.3) and (3.9), X * satisfies Dt cannot be dropped, and 1, r, and (B.12) replace 1 {t≤τ } , r, and (B.11), respectively, we get the desired result. Now, we are ready to show the permissibility of (π * , c * ) in (3.9).
Proof of Lemma 3.1. Thanks to Lemma B.1 and Assumption 2, E[(X * π ) p − ] < ∞ for all π ∈ T . With p − = 2(2 − It remains to show that c * ∈ C, which, in view of (3.13), is equivalent to, where the finiteness is guaranteed by Assumption 2. This, together with (B.15) and (B.16), establishes the first part of (B.14). On the other hand, a straightforward calculation, using the definitions of c * and p − and Lemma B.1, shows that the second part of (B.14) holds under Assumption 2. under which A n (s) = µB n (s) + ε n , implying A n (s) = µ s 0 B n (t)dt + ε n s. The solution to (C.7), derived in [31] , is given as in (4.8) . If follows that one can calculate A n (s) as in (4.7). Therefore, the survival probability has the representation P (w, v, s) = with A n and B n specified as above. Since the density of τ is given by P(τ ∈ ds | W 0 = w, V 0 = v) = − ∂P (w, v, s) ∂s , a direct calculation leads to (4.6).
