Abstract. New thoughts about the first and second integral bounds of Hans F. Weinberger for Green's functions of uniformly elliptic equations are presented by extending the bounds to two optimal monotone principles, but also further explored via: (i) discovering two new sharp Greenfunction-involved isoperimetric inequalities; (ii) verifying the lower dimensional Pólya conjecture for the lowest eigenvalue of the Laplacian; (iii) sharpening an eccentricity-based lower bound for the Mahler volumes of the origin-symmetric convex bodies.
1. Introduction.
Weinberger's 1st & 2nd integral bounds for Green's functions.
From now on, let (a ij ) be an n × n symmetric matrix on R n , n ≥ 2, but also let L := . Given a bounded domain D ⊂ R n with boundary ∂D and two functions f in D and h on ∂D respectively, the solution (whenever it exists) to the following boundary value problem:
can be written as
Here and henceforth, G(o, σ n is the volume of the unit n-ball and R o is called the conformal respectively harmonic radius of D with respect to o for n = 2 respectively n > 2; see also [2, p.58-59] and [4] . When D is a Euclidean ball B r (o) with center o and radius r, G(o, x) can be calculated below: To improve G. Stampachhia's results in [18] , in his 1962 paper [21] (see also MathSciNet: MR0145191(26#2726) and its citations), Hans F. Weinberger obtained two pointwise estimates on the solution (1.2) under the condition h = 0. The first is:
where p is any number greater than n 2 > 1, V (D) is the volume of D, and
is the best possible constant with B(·, ·) being the classical Beta function. The second is that if f = n i=1 ∂gi ∂xi = divg, i.e., the divergence of vector-valued function g = (g 1 , ..., g n ), then Weinberger's proofs for both (1.6) and (1.7) use the Hölder inequality, the representation of the solution
which also equals D g, ∇G(o, ·) dV (·) whenever f = divg, limit arguments, and most importantly, two optimal iso-volume estimates for G L,D (o, ·) (when L and D are sufficiently smooth) as follows:
The first integral bound of Green's function is: Under 0 ≤ q < n n−2 with n ≥ 3,
with equality if L = ∆ and D = B r (o). This has been extended by C. Bandle (cf.
[2, p.61, (2.21)] and [3] ) to n = 2 via replacing the coefficient before V (D) with Γ(1 + q)(4λπ) −q where Γ(·) is the classical Gamma function. The second integral bound of Green's function is: Under 0 ≤ q < n n−1 ,
with equality if L = ∆ and D = B r (o).
1.2.
A monotonicity look at the 1st & 2nd integral bounds and beyond. By normalization, we define
. Then (1.8) and (1.9) can be rewritten as
and
Such a new observation suggests an investigation of the monotonicity properties of I(o, D, q, λ) and II(o, D, q, λ) with respect to q. In the forthcoming two sections, we will prove respectively that I(o, D, q, λ) and II(o, D, q, λ) are strictly decreasing with q being strictly increasing in two appropriate intervals except L = ∆ and D = B r (o), and thereby evaluating lim inf
in terms of two analogues R o,I,λ and R o,II,λ of the (conformal or harmonic) radius R o . Here, it is perhaps appropriate to point out that our arguments for the monotonicity properties of I(o, D, q, λ) and II(o, D, q, λ) cannot be obtained from Weinberger's ones for (1.8)-(1.9) which depends on the well-known Pólya-Szegö symmetrization. The key for us is to use the layer cake formula to reduce the desired monotonicity properties to one-dimensional calculus inequalities with sharp constants. Section 4 describes some applications of the ideas developed in Sections 2-3 through:
• discovering two new sharp isoperimetric inequalities via G L,D (o, ·);
• establishing a new Faber-Krahn type inequality for L (with strongly uniform ellipticity condition) that particularly confirms Pólya's conjecture for the lowest Laplacian eigenvalue in dimensions 2, 3, 4; • using the optimal Faber-Krahn inequality for Laplacian to sharpen an eccentricity-based lower bound for the Mahler volumes of the originsymmetric convex bodies.
2. The first monotonicity principle.
2.1. The fundamental setting. To reach the monotonicity of I(o, D, q, λ) with respect to q, we need a one-dimensional result which seems to be useful for other sharp inequality problems such as in [14] and [16] .
when n > 2 with Φ and c being respectively a differentiable self-map of [0, ∞) and a positive constant such that
with equality if and only if
Proof. (i) We will verify this part according to two cases n = 2 and n > 2.
Case 1: n = 2. With no loss of generality we may assume Ψ q2 (0) < ∞. If q 2 = 0 then Φ q2 (t) = Φ 0 (t) = Φ(t) follows from d(e ct Φ(t))/dt ≤ 0 which ensures Φ(∞) := lim t→∞ Φ(t) = 0. Consequently,
If q 2 > 0, then both d(e ct Φ(t))/dt ≤ 0 and integration-by-part imply that for any t ∈ [0, ∞),
As a result, we read off
Integrating this inequality from 0 to t, we obtain
With the help of the last estimate we have that if
thereby getting the desired assertion.
Regarding the equality case, we consider two aspects. On the one hand, if
and accordingly the desired equality holds. On the other hand, assume Ψ q1 (0) = Ψ q2 (0) is valid. If the statement "Φ(t) = e −ct Φ(0) ∀ t > 0" were false, then there would be two positive numbers r 0 and t 0 such that r 0 > t 0 and Φ(r 0 ) < e −c(r0−t0) Φ(t 0 ) hold, and hence the continuity of Φ(·) produces such a constant δ > 0 that Φ(r 0 ) < e −c(r0−t) Φ(t) when t ∈ (t 0 − δ, t 0 ]. Therefore d e ct Φ(t) /dt ≤ 0 is applied to derive that Φ(r) < e −c(r−t) Φ(t) as t ∈ (t 0 − δ, t 0 ] and r ≥ r 0 . Consequently, we obtain
whence finding
This, along with (2.1), yields
contradicting the previous equality assumption.
If q 2 = 0, then using integration-by-parts, (2.2) and a simple substitution we get
If q 2 > 0, then the situation is more complex than q 2 = 0. Given r ∈ [0, ∞) and q ∈ (q 2 , n n−2 ), an integration-by-parts, the inequality (2.2) and a change of variable
, and consequently,
Observe that
Now, (2.3) and (2.4) are used to deduce the following differential inequality
The estimate Φ q (t) ≤ Φ q (0) and the differential inequality (2.5) derive
Integrating this last inequality over [0, s], we obtain
.
Using the above inequality, setting b = c aΦ q2 (0) n−2 n−q(n−2) , and integrating-by-parts, we further get
, whose last inequality becomes equality when Φ q2 (0) = 0. Simplifying the justobtained estimates and using the definition of Ψ q we immediately find Ψ q1 (0) ≤ Ψ q2 (0). Next, let us consider the equality. The 'if' part can be seen from a direct computation. As a matter of fact, if
then a simple calculation yields
whence giving Ψ q1 (0) = Ψ q2 (0). On the other hand, if (2.6) is not valid, by (2.2) there is a t 0 ∈ (0, ∞) and ǫ > 0 such that
Applying (2.7) to the beginning estimates in the treatment of either q 2 = 0 or q 2 > 0, we find that (2.3) becomes a strict inequality for r ∈ (t 0 , t 0 + ǫ), and so that (2.5) is actually a strict inequality when t ∈ (t 0 , t 0 + ǫ). With the help of this strictness, from the concluding group of estimates in the treatment of either q 2 = 0 or q 2 > 0 we see either
Needless to say, we end up with the strict inequality Ψ q1 (0) < Ψ q2 (0), whence completing the argument for the 'only if' part.
(ii) We demonstrate this part in accordance with two cases n = 2 and n > 2.
Case 1: n = 2. From the argument for (i) we may assume that Ψ q (0) < ∞ is valid for all q ≥ q 0 with some q 0 ∈ (0, ∞) and so that via integration-by-parts and
Therefore, the desired limit formula follows from showing
Notice that the condition d e ct Φ(t) /dt ≤ 0 deduces that for any ǫ > 0 there exists a
J. XIAO
Meanwhile, integrating by parts plus dΦ(t)/dt ≤ 0 derives
The estimates on J 1 (q, c) and
holds for sufficiently large q. Thus, lim q→∞ J(q, c) = 0, as required. Case 2: n > 2. From (2.3) it turns out that for a given r ∈ [0, ∞),
Using the Adams inequality [1, (17)]:
as well as the asymptotic behavior of B(·, ·), we get
For the reversed one of (2.8), noting that Φ(t) 2−n n −ct n 2−n decreases with t increasing, and so using (2.2), we obtain
Clearly, it follows from (2.8) that φ is nonnegative. But, if φ = 0 then (2.8) gives lim q→ n n−2 Ψ q (0) = 0 and hence the limit formula in (ii) (under n > 2) is true. So, it remains to deal with the case φ > 0. Using this condition, we get
Naturally, this last estimate yields (2.9) lim
A combination of (2.8) and (2.9) gives the desired limit formula.
A monotone integration for Green's functions.
Using the preceding lemma, we get the following monotonicity for Green's functions.
where inequality in (2.10) becomes equality when L = ∆ and
defines the type I radius of D with respect to o ∈ D which can be evaluated by
where κ n := 4πλ when n = 2 n(n − 2)σ 2 n n λ when n > 2.
where equalities in (2.11) occur and so R o,I,λ = R o whenever L = ∆ and D = B r (o). Moreover
Proof. (i) For t ≥ 0 consider the level set D t and put
According to the well-known co-area formula (cf. 
Note that
and from the definition of Green's function we read (2.12)
thereby finding via (2.12), (1.3) and (1.1)
Now that the isoperimetric inequality is valid for D t and its boundary ∂D t , i.e., (2.14)
So, using the Cauchy-Schwarz inequality and (2.12)-(2.13)-(2.14) we get
Upon letting Φ(t) = V (D t ) and using the layer-cake-formula we find
From (2.15) we know that the above-defined Φ obeys the differential inequality required in Lemma 2.1 with c = κ n , and consequently use Lemma 2.1 (i) to achieve (2.10). The equality of (2.10) follows from a direct computation with the precise formula (1.5) of Green's function of B r (o) associated to ∆.
(ii) This follows from Lemma 2.1 (ii), the just-checked (i), and (1.4) which determines the radius R o under L = ∆:
3. The second monotonicity principle.
A monotone integration for the gradients of Green's functions.
Despite being still reduced to a one-dimensional sharp estimate, the monotonicity of II(o, D, q, λ) will be derived without introducing any additional assertion similar to Lemma 2.1. 
where inequality in ( 
where equalities in (3.2) occur and so R o,II,λ = R o whenever L = ∆ and D = B r (o). Moreover
is valid for L = ∆.
Proof. (i) In the sequel, let 0 ≤ q < n n−1 , t ∈ [0, ∞) and
By the co-area formula, we get
By (2.14), Cauchy-Schwarz's inequality and (2.13) we obtain
Meanwhile, we employ Hölder's inequality and (2.13) again to obtain
J. XIAO
To continue, we apply (3.4) and (3.3) to get
Both (3.5) and (3.3) produce
n−q(n−1) .
In the above and below,
An application of (2.13) and Hölder's inequality derives that if 0 ≤ q 2 < q 1 <
and hence
Using (3.7) with q 2 = q < 1 = q 1 , (2.14) and (3.5) we find
As a consequence of (3.7) and (3.8), we further obtain that if 0
(n−1)(2−q 2 ) n−q 2 (n−1)
n−q 2 (n−1) .
A simplification of the above estimates gives the desired inequality. In addition to this, the equality case can be checked through a direct computation with the explicit formula (1.5) of Green's function of B r (o) attached to ∆.
(ii) Clearly, R o,II,λ makes sense, enjoys (3.2), and equals R o whenever L = ∆ and
Next, suppose L = ∆. Then λ = 1. Two cases are considered in what follows. Case 1: n = 2. Under this condition, we employ (1.4) to obtain
This verifies the desired limit formula for n = 2. Case 2: n > 2. Under this assumption, we read from (1.4) that
and so that
When G(o, x) = t, we also have
Obviously, this last estimate yields the desired limit formula for n > 2. 
(ii)
Proof. (i) This follows immediately from (3.7) and
(ii) Keeping the notation Λ q (·), we integrate (3.8) with respect to dt to get the following inequality for t > r ≥ 0:
So, if dµ q := |∇G(o, ·)| q dV (·) then by substitution and integration-by-parts we have
Case 1: n = 2. Regarding this, we get from and the above upper bound estimate (3.9) for Λ q (t) and integration-by-parts,
Case 2: n > 2. Concerning this, let τ q,n := (n−2)δq,n n−q(n−1) . Similarly, we get from (3.9) and an integration-by-parts,
A combination of the above two cases with r = 0 gives the desired inequality. Moreover, if L = ∆ and D = B r0 (o) (for some r 0 > 0) then the inequalities (under r = 0) stated in the above argument become equalities, and hence the equality in 
dt with equality when L = ∆ and D = B r (o).
(
with equality when L = ∆ and D = B r (o).
Proof. (i) An immediate application of (4.4) yields
. An integration with respect to t ∈ [0, ∞) derives the desired inequality whose equality case is obvious.
(ii) This follows from the special case t = 0 of (3.6).
As the endpoint q = 0 of (i) and (ii), the following sharp isoperimetric inequalities are very natural (cf. [6, p.53]):
which can be also established via (2.14) and (4.3) (with t = 0). 
holds, then under some suitable regularity conditions (say, C ∞ ) on this elliptic operator L and the bounded domain D, the solution pair (u, λ) to (4.6) −Lu = λu in D subject to u = 0 on ∂D is decided by the extreme function of the following minimizing problem
where
is the Sobolev space defined as the closure of all C ∞ smooth functions with compact support in D that are square integrable with square integrable derivatives.
Proposition 4.2. With (4.5), (4.6) and (4.7), one has
In particular, the following Pólya's conjecture (cf. [10, p.305] and [9] )
is true for the lower dimensions n = 2, 3, 4.
u in D and u| ∂D = 0. Via a limit argument, we may assume that L and D are so smooth that
exists. Then, an application of (1.2) and Theorem 2.2 (i) derives
and so This, along with (4.9) and the most right inequality of (4.10), deduces .
As a result of the equality situation of (4.9), we see that D • = rB for some r > 0, and so is D.
Here, it should be pointed out that the Santaló inequality M (D) ≤ M (B) is always valid for any origin-symmetric convex body D (cf. [15] ). And, it would be very interesting to find out a pass from λ 1 (∆, D
• ) or λ 1 (∆, D) to the Mahler conjecture:
where Q ⊂ R n stands for the unit cube centered at the origin. Though the Mahler conjecture is still open in general, several important steps: [12] ; [13] ; [8] ; [5] ; [11] , have approached toward this conjecture.
