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1. Introduction
Westudy theeigenvaluesofmatrixproblems involving Jacobi andcyclic Jacobimatrices as functions
of certain entries. In [6] Kong et al. discovered a class of Sturm–Liouville problems whose spectrum is
a ﬁnite set of eigenvalues. In [5] Kong et al. found equivalentmatrix representations of these problems.
Due to the studies by numerous researchers including those of the authors, many of which are of
surprisingly recentorigingiven the longhistoryof theseproblems (see [7,8] and the references therein),
the dependence of eigenvalues of self-adjoint regular Sturm–Liouville problem (SLPs) on the problem
is now well understood. In this paper we apply some of these results on SLPs to matrix problems. As
far as we know, the results in this paper are new. More interestingly, the approach used to obtain the
results are different from those for matrix theory in the literature: we derive results for matrices using
methods and results from Sturm–Liouville theory.
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For n 1, let Mn be the set of n × n matrices over the reals. For any C ∈ Mn, we denote by σ(C)
the set of eigenvalues of C. Furthermore, when n 3, we let C[1] be the submatrix of C obtained by
removing the ﬁrst row and column, C[n] the submatrix obtained by removing the last row and column,
and C[1,n] the submatrix obtained by removing both the ﬁrst and last rows and columns.
For any C, D ∈ Mn, we say that λis an eigenvalue of thematrix-pair (C, D) if there exists a nontrivial
vector u ∈ Rn such that (C − λD)u = 0.We denote by σ(C, D) the set of eigenvalues of (C, D). Clearly,
λ ∈ σ(C) if and only if λ ∈ σ(C, In), where In is the identity matrix inMn.
Throughout this paper, for any C, D ∈ Mn we use the following notation:
σ(C, D) = {λ1, λ2, . . . , λn},
σ(C[1], D[1]) = {λ[1]1 , λ[1]2 , . . . , λ[1]n−1},
σ(C[n], D[n]) = {λ[n]1 , λ[n]2 , . . . , λ[n]n−1},
σ(C[1,n], D[1,n]) = {λ[1,n]1 , λ[1,n]2 , . . . , λ[1,n]n−2}.
(1.1)
When C and D are symmetric and D is positive deﬁnite, the eigenvalues in (1.1) are real. In this case,
each of the above sets of eigenvalues is arranged in nondecreasing order.
For n 2, we study the spectrum σ(P + Q,W) for (P + Q,W) for the following two classes of
symmetric matrices:
(I) P, Q ,W ∈ Mn+1 such that P is a Jacobi matrix with the structure
P =
⎡
⎢⎢⎢⎢⎢⎣
p1 − p1
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
− pn pn
⎤
⎥⎥⎥⎥⎥⎦
and
Q = diag(q0, q1, . . . , qn−1, qn), W = diag(w0, w1, . . . , wn−1, wn),
where pi, wi > 0 and qi ∈ R for i = 0, 1, . . . , n;
(II) P, Q ,W ∈ Mn+1 such that P is a Cyclic Jacobi matrix with the structure
P =
⎡
⎢⎢⎢⎢⎢⎣
p1 − p1 pn+1
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
pn+1 −pn pn
⎤
⎥⎥⎥⎥⎥⎦
and
Q = diag(q0, q1, . . . , qn−1, qn), W = diag(w0, w1, . . . , wn−1, wn),
where pi > 0 for i = 1, . . . , n, pn+1 /= 0, wi > 0 and qi ∈ R for i = 0, 1, . . . , n.
It is well known, see [2], that all eigenvalues in σ(P + Q,W) are simplewhen (P + Q,W) is in class
(I), and simple or double when (P + Q,W) is in class (II).
2. Main results
In this section, using the notation (1.1) with C = P + Q , and D = W for (P + Q,W), we state our
results for class (I) and class (II). Proofs are given in Section 3.
We ﬁrst consider class (I).
Theorem 2.1. Let (P + Q,W) be in class (I). For ﬁxed pi > 0, i = 1, . . . , n; qi ∈ R, i = 1, . . . , n − 1;
and wi > 0, i = 0, . . . , n; consider λi = λi(q0, qn) as a function of q0 and qn. Then for i = 1, . . . , n + 1,
λi(q0, qn) is strictly increasing in both q0 and qn. Furthermore, we have the following:
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(a) For each qn ∈ R,
lim
q0→−∞ λ1(q0, qn) = −∞, limq0→−∞ λi(q0, qn) = λ
[1]
i−1(qn) for i = 2, . . . , n + 1;
lim
q0→∞ λi(q0, qn) = λ
[1]
i (qn) for i = 1, . . . , n, limq0→∞ λn+1(q0, qn) = ∞.
(b) For each q0 ∈ R,
lim
qn→−∞ λ1(q0, qn) = −∞, limqn→−∞ λi(q0, qn) = λ
[n+1]
i−1 (q0) for i = 2, . . . , n + 1;
lim
qn→∞ λi(q0, qn) = λ
[n+1]
i (q0) for i = 1, . . . , n, limq0→∞ λn+1(q0, qn) = ∞.
(c) In general,
lim
q0→−∞,qn→−∞ λi(q0, qn) → −∞ for i = 1, 2,
lim
q0→−∞,qn→−∞ λi(q0, qn) → λ
[1,n+1]
i−2 for i = 3, . . . , n + 1;
lim
q0→∞,qn→−∞ λ1(q0, qn) → −∞,
lim
q0→∞,qn→−∞ λi(q0, qn) → λ
[1,n+1]
i−1 for i = 2, . . . , n,
lim
q0→∞,qn→−∞ λn+1 = ∞;
lim
q0→−∞,qn→∞ λ1(q0, qn) → −∞,
lim
q0→−∞,qn→∞ λi(q0, qn) → λ
[1,n+1]
i−1 for i = 2, . . . , n,
lim
q0→−∞,qn→∞ λn+1 = ∞;
lim
q0→∞,qn→∞ λi(q0, qn) → λ
[1,n+1]
i−1 for i = 1, . . . , n − 1,
lim
q0→∞,qn→∞ λi(q0, qn) → ∞ for i = n, n + 1.
Theorem 2.2. For ﬁxed pi > 0, i = 1, . . . , n; qi ∈ R, i = 1, . . . , n − 1; and wi > 0, i = 1, . . . , n; con-
sider λ
[1]
i = λ[1]i (qn) as a function of qn. Then for i = 1, . . . , n, λ[1]i (qn) is strictly increasing in qn.
Furthermore,
lim
qn→−∞ λ
[1]
1 (qn) = −∞, lim
qn→−∞ λ
[1]
i (qn) = λ[1,n+1]i−1 for i = 2, . . . , n;
lim
qn→∞ λ
[1]
i (qn) = λ[1,n+1]i for i = 1, . . . , n − 1, limqn→∞ λ
[1]
n (qn) = ∞.
Theorem 2.3. For ﬁxed pi > 0, i = 1, . . . , n; qi ∈ R, i = 1, . . . , n − 1; and wi > 0, i = 0, . . . , n − 1;
consider λ
[n+1]
i = λ[n+1]i (q0) as a function of q0. Then for i = 1, . . . , n, λ[n+1]i (q0) is strictly increasing
in q0. Furthermore, we have the following:
lim
q0→−∞ λ
[n+1]
1 (q0) = −∞, lim
q0→−∞ λ
[n+1]
i (q0) = λ[1,n+1]i−1 for i = 2, . . . , n;
lim
q0→∞ λ
[n+1]
i (q0) = λ[1,n+1]i for i = 1, . . . , n − 1, limq0→∞ λ
[n+1]
n (q0) = ∞.
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The following corollaries are immediate consequences of Theorems 2.1–2.3 and the continuous
dependence of the eigenvalues on the matrix entries.
Corollary 2.1. In addition to the notation in Theorem 2.1, we let R(λi(q0, qn)) be the range of λi as a
function of q0 and qn, i = 1, . . . , n + 1. Then
(a) for each qn ∈ R,
R(λ1(q0, qn)) = (−∞, λ[1]1 (qn)),
R(λi(q0, qn)) = (λ[1]i−1(qn), λ[1]i (qn)) for i = 2, . . . , n,
R(λn+1(q0, qn)) = (λ[1]n (qn),∞);
(b) for each q0 ∈ R,
R(λ1(q0, qn)) = (−∞, λ[n+1]1 (qn)),
R(λi(q0, qn)) = (λ[n+1]i−1 (qn), λ[n+1]i (qn)) for i = 2, . . . , n,
R(λn+1(q0, qn)) = (λ[n+1]n (qn),∞);
(c) in general,
R(λi(q0, qn)) = (−∞, λ[1,n+1]i ) for i = 1, 2,
R(λi(q0, qn)) = (λ[1,n+1]i−2 , λ[1,n+1]i ) for i = 3, . . . , n − 1,
R(λi(q0, qn)) = (λ[1,n+1]i−2 ,∞) for i = n, n + 1.
Corollary 2.2. In addition to the notation in Theorem 2.2, let R(λ[1]i (qn)) be the range ofλ
[1]
i as a function
of qn, i = 1, . . . , n. Then
R(λ[1]1 (qn)) = (−∞, λ[1,n+1]1 ),
R(λ[1]i (qn)) = (λ[1,n+1]i−1 , λ[1,n+1]i ) for i = 2, . . . , n − 1,
R(λ[1]n (qn)) = (λ[1,n+1]n−1 ,∞).
Corollary 2.3. In addition to the notation in Theorem 2.3, let R(λ[n+1]i (q0)) be the range of λ
[n+1]
i as a
function of q0, i = 1, . . . , n. Then
R(λ[n+1]1 (q0)) = (−∞, λ[1,n+1]1 ),
R(λ[n+1]i (q0)) = (λ[1,n+1]i−1 , λ[1,n+1]i ) for i = 2, . . . , n − 1,
R(λ[n+1]n (q0)) = (λ[1,n+1]n−1 ,∞).
We now consider class (II). The theorem below is a minor extension of Theorem 4.3.8 in [3] with
W = I. However, our proof is entirely different from the algebraic approach used there.
Theorem 2.4. Let (P + Q,W) be in class (II). Then the following inequalities hold:
λ1  λ
[1]
1  λ2  λ
[1]
2  · · · λn  λ[1]n  λn+1.
Moreover, there are no adjacent equalities in the above inequalities.
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The following corollaries are immediate consequences of Theorem 2.4 and Corollary 2.2.
Corollary 2.4. For ﬁxed pi > 0, i = 1, . . . , n, and pn+1 /= 0; qi ∈ R, i = 0, 1, . . . , n − 1; and wi > 0,
i = 0, 1, . . . , n − 1; consider λi = λi(qn) as a function of qn. Then
lim
qn→−∞ λ1(qn) = −∞ and limqn→∞ λn(qn) = ∞.
Corollary 2.5. In addition to the notation in Theorem 2.4, let R(λi(qn)) be the range of λi as a function
of qn, i = 1, . . . , n + 1. Then
R(λi(qn)) ⊂ (−∞, λ[1,n+1]i ) for i = 1, 2,
R(λi(qn)) ⊂ (λ[1,n+1]i−2 , λ[1,n+1]i ) for i = 3, . . . , n,
R(λn+1(qn)) ⊂ (λ[1,n+1]n−1 ,∞).
Remark 2.1. In the above theorems and corollaries all entries of P, Q , and W remain ﬁxed except q0
and qn, and the eigenvalues are studied as functions of q0 and qn. We do not expect analogous results
with the other variable entries of P, Q , and W . This is because q0 and qn play special roles in the
corresponding SLPs in the sense that they represent the boundary conditions, as shown in the proofs
below.
3. Proofs
We consider the SLP consisting of the Sturm–Liouville equation
− (py′)′ + qy = λwy on (a, b), (3.1)
where −∞ < a < b < ∞and r := 1/p, q, w ∈ L(a, b), the set of real integrable functions on (a, b),
and the regular self-adjoint boundary condition (BC)
AY(a) + BY(b) = 0, Y = [y, py′]T ,
where A, B are 2 × 2 real matrices satisfying
rank(A, B) = 2, AEA∗ = BEB∗ with E =
[
0 −1
1 0
]
.
It is well known [8, p. 71] that such BCs fall into two disjoint classes: separated and coupled. The
separated ones have the canonical representation
cosα y(a) − sinα (py′)(a) = 0, 0α < π ,
cosβ y(b) − sinβ (py′)(b) = 0, 0 < β π; (3.2)
and the real coupled conditions have the canonical representation
Y(b) = K Y(a)with K = (kij) ∈ SL2(R), (3.3)
i.e., kij ∈ R, 1 i, j 2 and det(K) = 1. (We do not consider coupled self-adjoint complex boundary
conditions in this paper.)
Remark 3.1. We comment on the condition r = 1/p ∈ L(a, b). It is well known, see [8], that the solu-
tions of (3.1) depend continuously on q, w and on r = 1/p rather than p. Thus, as observed by Atkinson
[1], rmay be identically zero on subintervals of (a, b). This observation is key to the construction of
SLPs with ﬁnite spectrum and their matrix equivalents studied in [6,5].
The Sturm–Liouville equation (3.1) is said to be of Atkinson type if for some positive integer n > 1,
there exists a partition of the interval (a, b)
a = a0 < b0 < a1 < b1 < · · · < an < bn = b
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such that
r = 0 on [ai, bi], i = 0, . . . , n,
∫ ai
bi−1
r > 0, i = 1, 2, . . . , n; (3.4)
q = 0 on [bi−1, ai], i = 1, . . . , n; and (3.5)
w = 0 on [bi−1, ai], i = 1, . . . , n,
∫ bi
ai
w > 0, i = 0, 1, . . . , n. (3.6)
The SLP (3.1), (3.2) is said to be of Atkinson type if Eq. (3.1) is of Atkinson type and BC (3.2) is
self-adjoint.
It was established in [5] that any SLP of Atkinson type with either separated or real coupled BC
has an equivalent matrix representation in the sense that the two problems have exactly the same
eigenvalues. More speciﬁcally, in the sequel we assume that (3.4)–(3.6) hold and let
pi =
(∫ ai
bi−1
r
)−1
, i = 1, . . . , n;
qi =
∫ bi
ai
q, i = 1, . . . , n − 1;
wi =
∫ bi
ai
w, i = 0, . . . n.
For simplicity we also assume that
∫ b0
a0
q = ∫ bnan q = 0. (Note that these integrals are not deﬁned to be
q0 and qn). Then we have the two lemmas below. The ﬁrst characterizes the relationship between the
separated SLP (3.1), (3.2) and a corresponding matrix eigenvalue problem of class (I), and the second
characterizes the relationship between certain coupled SLP (3.1), (3.3) and a corresponding matrix
eigenvalue problem of class (II).
Lemma 3.1. Consider the separated BC (3.2) with (α,β) ∈ [0,π) × (0,π ], and denote by σ(α,β) the
spectrum of SLP (3.1), (3.2). Then
(i) σ (α,β) consists of n + 1 eigenvalues when (α,β) ∈ (0,π) × (0,π), n eigenvalues when α = 0
and β ∈ (0,π) or α ∈ (0,π) and β = π , n − 1 eigenvalues when α = 0 and β = π.
(ii) For (α,β) ∈ (0,π) × (0,π), we deﬁne an (n + 1) × (n + 1) Jacobi matrix
Pαβ =
⎡
⎢⎢⎢⎢⎣
p1 + cot α − p1−p1 p1 + p2 −p2· · · · · · · · ·
−pn−1 pn−1 + pn −pn− pn pn − cot β
⎤
⎥⎥⎥⎥⎦
and diagonal matrices
Qαβ = diag(0, q1, . . . , qn−1, 0), Wαβ = diag(w0, w1, . . . , wn−1, wn).
Then we have the following:
(a) σ (α,β) = σ(Pαβ + Qαβ , Wαβ) for (α,β) ∈ (0,π) × (0,π),
(b) σ (0,β) = σ(P[1]αβ + Q [1]αβ , W [1]αβ ) for β ∈ (0,π),
(c) σ (α,π) = σ(P[n+1]αβ + Q [n+1]αβ , W [n+1]αβ ) for α ∈ (0,π),
(d) σ (0,π) = σ(P[1,n+1]αβ + Q [1,n+1]αβ , W [1,n+1]αβ ).
Proof. This follows from Corollaries 2.1–2.4 in [6]. 
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Lemma 3.2. Consider the real coupled BC (3.3) with k12 /= 0, and denote by σ(K) the spectrum of SLP
(3.1), (3.3). Deﬁne an (n + 1) × (n + 1) cyclic Jacobi matrix
PK =
⎡
⎢⎢⎢⎢⎢⎢⎣
p1 − k11/k12 − p1 1/k12
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
1/k12 −pn pn − k22/k12
⎤
⎥⎥⎥⎥⎥⎥⎦
and diagonal matrices
QK = diag(0, q1, . . . , qn−1, 0), WK = diag(w0, w1, . . . , wn−1, wn).
Then σ(K) = σ(PK + QK ,WK).
Moreover, let γ ∈ (0,π) be such that cot γ = k22/k12, and let σ(0, γ ) be the spectrum of the SLP
(3.1), (3.2) with (α,β) = (0, γ ). Then σ(0, γ ) = σ(P[1]K + Q [1]K , W [1]K ).
Proof. The ﬁrst part follows from Theorem 2.3 in [6]. Note that when cot γ = k22/k12, we have
σ(P
[1]
K + Q [1]K , W [1]K ) = σ(P[1]α,γ + Q [1]α,γ , W [1]α,γ ).
Then the second part follows from Lemma 3.1, (b). 
To prove Theorems 2.1–2.3, we also use the following lemma.
Lemma 3.3. Let λi(α,β) be the ith eigenvalue of SLP (3.1), (3.2). Then for 0 i < n − 1, λi(α,β) is
continuous on [0,π) × (0,π ], λn(α,β) is continuous on [0,π) × (0,π ] \ {(0,π)}, and λn+1(α,β) is
continuous on (0,π) × (0,π). Moreover,
(i) for each α ∈ [0,π), λi(α,β) is strictly increasing in β , i = 1, . . . , n + 1, and
limβ→0+ λ0(α,β) = −∞, limβ→0+ λi(α,β) = λi−1(α,π) for i = 1, . . . , n + 1, and
limβ→π− λn+1(α,β) = ∞;
(ii) for each β ∈ (0,π ], λi(α,β) is strictly decreasing in α, i = 1, . . . , n + 1, and
limα→π− λ0(α,β) = −∞, limα→π− λi(α,β) = λi−1(0,β) for i = 1, . . . , n + 1, and
limα→0+ λn+1(α,β) = ∞;
(iii) in general,
lim(α,β)→(π− ,0+) λi(α,β) = −∞ for i = 0, 1,
lim(α,β)→(π− ,0+) λi(α,β) = λi−2(0,π) for i = 2, . . . , n + 1, and
lim(α,β)→(0+ ,π−) λi(α,β) = ∞ for i = n, n + 1.
Proof. The monotonicity of λi(α,β) and the limit results as β → 0+ and as α → π− were proven
in Lemma 3.32 of [7] under stronger hypotheses but the same proofs work for SLPs of Atkinson type.
The other limit results are consequences of the changes in the number of eigenvalues given by Lemma
3.1, (i), and the monotonicity of the eigenvalues. See also Theorem 2.2 in [4] for the same results in a
more general setting of SLPs on time scales. 
Proof of Theorem 2.1. We observe that when q0 = cot α and qn = − cot β , we have (P + Q,W) =
(Pαβ + Qαβ , Wαβ), where Pαβ , Qαβ , andWαβ are deﬁned in Lemma 3.1. Clearly,
q0 → −∞ ⇔ α → π−, q0 → ∞ ⇔ α → 0+;
and
qn → −∞ ⇔ β → 0+, qn → ∞ ⇔ β → π − .
Then the conclusions follow from Lemmas 3.1 and 3.3. 
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The proofs of Theorems 2.2 and 2.3 are similar to that of Theorem 2.1 and hence are omitted.
To prove Theorem 2.4, we also use the following lemma.
Lemma 3.4. Consider the real coupled BC (3.3) with k12 /= 0, and denote by λi(K) the ith eigenvalue of
SLP (3.1), (3.3), i = 1, . . . , n + 1. Let γ ∈ (0,π) be such that cot γ = k22/k12, and denote by λi(0, γ )
the ith eigenvalue of SLP (3.1), (3.2) with (α,β) = (0, γ ), i = 1, . . . , n. Then
λ1(K) λ1(0, γ ) λ2(K) λ2(0, γ ) · · · λn(K) λn(0, γ ) λn+1(K).
Moreover, no adjacent equalities are allowed in the above inequalities.
Proof. This follows from Theorems 3.3 and 3.4 in [6]. 
Proof of Theorem 2.4. This follows from Lemmas 3.2 and 3.4. 
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