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It is well known that the extended binary Golay [24,12,8] code
yields 5-designs. In particular, the supports of all the weight
8 codewords in the code form a Steiner system S(5,8,24). In
this paper, we give a construction of mutually disjoint Steiner
systems S(5,8,24) by constructing isomorphic Golay codes. As
a consequence, we show that there exists at least 22 mutually
disjoint Steiner systems S(5,8,24). Finally, we prove that there
exists at least 46 mutually disjoint 5-(48,12,8) designs from the
extended binary quadratic residue [48,24,12] code.
© 2009 Published by Elsevier Inc.
1. Introduction
Let V be a set of v elements and let t,k be integers with 0 < t < k < v . For a collection B of k
element subsets (called, blocks) of V , (V , B) is called a t-(v,k, λ) design if |{B ∈ B: T ⊂ B}| = λ for
all t element subsets T of V . In particular, a t-(v,k,1) design is called a Steiner system S(t,k, v). If
a t-(v,k, λ) design has no repeated blocks, then the design is said to be simple. All designs studied
in this paper are simple. Two t-(v,k, λ) designs (V , B(i)) and (V , B( j)) are said to be disjoint if they
have no blocks in common. The t-(v,k, λ) designs (V , B(1)), . . . , (V , B(m)) are mutually disjoint if any
two distinct designs are disjoint (cf. [1,4]).
In [4], Kramer and Magliveras gave a computational construction of 9 mutually disjoint Steiner
systems S(5,8,24) by ﬁnding 9 permutations on 24 points such that all images of a Steiner system
S(5,8,24) under these permutations are mutually disjoint. Araya also constructed 15 mutually dis-
joint Steiner systems S(5,8,24) by computer search in [1]. The authors of these papers, however, did
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results by computers.
Let C be a binary [n,k,d] code and let C⊥ be the dual code of C . If C = C⊥ , then C is said to
be self-dual. When C is a self-dual code, a parity-check matrix of C is also a generator matrix of C .
There are many self-dual codes such that the supports of certain weight codewords in each code form
t-designs (cf. [2,3]). In particular, both of the extended binary Golay [24,12,8] code and the extended
binary quadratic residue [48,24,12] code are self-dual, and the supports of all the minimum weight
codewords in each code form a Steiner system S(5,8,24) and a 5-(48,12,8) design, respectively.
In this paper, we present a theoretical construction of mutually disjoint Steiner systems S(5,8,24)
and 5-(48,12,8) designs by focusing on a symmetric structure of parity-check matrices for the corre-
sponding codes. We prove the following results throughout this paper.
Theorem 1.1. There exist at least 22 mutually disjoint Steiner systems S(5,8,24).
Theorem 1.2. There exist at least 46 mutually disjoint simple 5-(48,12,8) designs.
Throughout this paper, permutations on a set N = {1,2, . . . ,n} are considered as coordinate per-
mutations on a vector space Fn2. For any permutation g which acts on N (resp. F
n
2), we denote the
image of a subset D of N (resp. Fn2) under g by g(D). Similarly, permutations on N can be considered
as column permutations for an r × n matrix A over F2. For a submatrix B of A with column labels
NB ⊆ N , if g is a permutation such that g(NB) = NB and g(i) = i for all i ∈ N \ NB , then we denote
the image of B under g by g(B).
Let g be a permutation which acts on a binary linear code C ⊆ Fn2 with parity-check matrix H . Let
P g be the permutation matrix corresponding to the permutation g . Then we have that
g(C) = {g(x): HxT = 0, x ∈ Fn2}
= {xP g : HxT = 0, x ∈ Fn2}
= {y ∈ Fn2: H(yP Tg )T = 0}
= {y ∈ Fn2: HPg yT = 0}
= {y ∈ Fn2: g(H)yT = 0}.
Thus a coordinate permutation on codewords in the binary linear code C corresponds to a column
permutation on a parity-check matrix H of C .
2. Proof of Theorem 1.1
Let G24 be the binary extended Golay [24,12,8] code with parity-check matrix
H = H(G24) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 1 1 0 1 1
0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1 0 0 0 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎝
1
I12 A
.
.
.
1
⎞
⎟⎟⎠ ,1 · · · 1 0
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vectors of A is 6.
Let σ = (13,14, . . . ,23) and τ = (1,13)(2,14) · · · (11,23) be the coordinate permutations which act
on the vector space F242 .
We denote the zero vector and the all-one vector by 0 and 1, respectively. For any positive inte-
ger m, let Jm be the all-one m ×m matrix. The following lemma is well known and is essential (see,
for instance, Ch. 16 in [5]).
Lemma 2.1. Let X be a circulant matrix of ﬁrst row (c0, c1, . . . , cn−1) over a ﬁnite ﬁeld. X is invertible if and
only if a0(x) = c0 + c1x+ · · · + cn−1xn−1 is relatively prime to xn − 1.
We now consider the following three cases individually.
Proposition 2.2. For any i, j ∈ {0,1, . . . ,10}, i = j, the intersection between two codes σ i(G24) and σ j(G24)
is {0,1, x, x+ 1}, where x is the weight 12 vector (0, . . . ,0,1, . . . ,1,0).
Proof. Since the code G24 with parity-check matrix H is a self-dual code, σ i(G24) is also a self-dual
code with parity-check matrix σ i(H). So we show that
σ i(G24) ∩ σ j(G24) =
(
σ i(G24)
)⊥ ∩ (σ j(G24))⊥ = {0,1, x, x+ 1}.
We easily see that σ i(1) = σ j(1) = 1 and σ i(x) = σ j(x) = x, and so 0,1, x, x+ 1 ∈ Gσ i24 ∩ Gσ
j
24 . Thus
we shall prove that the rank of the matrix
(
σ i(H)
σ j(H)
)
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
I11
.
.
. σ i(A)
.
.
.
0 1
0 · · · 0 1 1 · · · 1 0
0 1
I11
.
.
. σ j(A)
.
.
.
0 1
0 · · · 0 1 1 · · · 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
is 22.
We ﬁrst consider the following matrix which is obtained from the matrix (1) by the cyclic-shifts
in rows and columns:⎛
⎜⎜⎜⎜⎜⎝
I11 σ i(A) 0 1
.
.
.
.
.
.
I11 σ j(A) 0 1
0 · · · 0 1 · · · 1 1 0
0 · · · 0 1 · · · 1 1 0
⎞
⎟⎟⎟⎟⎟⎠
.
We begin by adding the 23rd row to the 24th row. Next, we add the ﬁrst, second, . . . , 11th columns
to the 24th column and add the 12th, 13th, . . . , 22nd columns to the 23rd column:
⎛
⎜⎜⎜⎜⎜⎝
I11 σ i(A) 0 0
.
.
.
.
.
.
I11 σ j(A) 0 0
0 · · · 0 1 · · · 1 0 0
0 · · · 0 0 · · · 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
.
For each l (1 l 11), we add the lth row and the 23rd row to the (l + 11)th row:
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⎜⎜⎜⎜⎜⎝
I11 σ i(A) 0 0
.
.
.
.
.
.
O σ i(A) + σ j(A) + J11 0 0
0 · · · 0 1 · · · 1 0 0
0 · · · 0 0 · · · 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
. (2)
Thus if the determinant of σ i(A) + σ j(A) + J11 is non-zero, then the rank of the matrix (1) is equal
to the rank of the matrix:
(
I11 σ i(A)
O σ i(A) + σ j(A) + J11
)
,
and so, is 22.
Since A is an incidence matrix of a symmetric 2-(11,6,3) design and the block intersection num-
ber between any two distinct blocks in the design is 3, σ i(A) + σ j(A) + J11 is a circulant matrix
and the Hamming weight of any row vector of the matrix is 5. The polynomial x11 − 1 over GF (2)
has the irreducible factors x − 1 and x10 + x9 + · · · + x + 1. And so the corresponding polynomial
to the ﬁrst row of σ i(A) + σ j(A) + J11 is relatively prime to x11 − 1. Therefore the determinant of
σ i(A) + σ j(A) + J11 is non-zero from Lemma 2.1. 
Proposition 2.3. For any i, j ∈ {0,1, . . . ,10}, i = j, the intersection between two codes σ iτ (G24) and
σ jτ (G24) is {0,1, y, y + 1}, where y is the weight 12 vector (1, . . . ,1,0, . . . ,0).
Proof. We ﬁrst make some row exchanges to σ lτ (H) to be of the form
⎛
⎜⎜⎜⎝
0 1
σ−l(A)
.
.
. I11
.
.
.
0 1
1 · · · 1 1 0 · · · 0 0
⎞
⎟⎟⎟⎠ . (3)
Since the code with parity-check matrix (3) is σ lτ (G24), so we consider the following matrix:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
σ−i(A)
.
.
. I11
.
.
.
0 1
1 · · · 1 1 0 · · · 0 0
0 1
σ− j(A)
.
.
. I11
.
.
.
0 1
1 · · · 1 1 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4)
By the similar argument to the proof of Proposition 2.2, it follows that the rank of the matrix (4)
is 22. 
Proposition 2.4. For any i and j, the intersection between two codes σ i(G24) and σ jτ (G24) is {0,1}.
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(
σ i(H)
σ jτ (H)
)
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
I11
.
.
. σ i(A)
.
.
.
0 1
0 · · · 0 1 1 · · · 1 0
0 1
A
.
.
. σ j(I11)
.
.
.
0 1
1 · · · 1 1 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(5)
is 23. By adding the ﬁrst, . . . , 23rd rows to the 24th row and adding the ﬁrst, . . . , 23rd columns to
the 24th column in the matrix (5), we have
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0
I11
.
.
. σ i(A)
.
.
.
0 0
0 · · · 0 1 1 · · · 1 0
0 0
A
.
.
. σ j(I11)
.
.
.
0 0
0 · · · 0 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
After acting the permutation σ−i on the above matrix and the row and column cyclic-shifts, it follows
that ⎛
⎜⎜⎜⎜⎜⎝
I11 A 0 0
.
.
.
.
.
.
A σ−i+ j(I11) 0 0
0 · · · 0 1 · · · 1 1 0
0 · · · 0 0 · · · 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
. (6)
The determinant of the submatrix
( I11 A
A σ−i+ j(I11)
)
is |I11||σ−i+ j(I11) − A2| and so is non-zero because
A2 = AT and so the Hamming weight of any row vector in σ−i+ j(I11) − A2 is 5 or 7. The proposition
follows. 
By summarizing the previous results, we have the following:
Theorem 2.5. Let σ = (13,14, . . . ,23) and τ = (1,13)(2,14) · · · (11,23) be the permutations on 24 points
and let G be the set of all permutations of the form σ iτ l in the symmetric group S24 . And let B be the set of
supports of all the Hamming weight 8 codewords in G24 . Then {g(B): g ∈ G} forms the set of 22 mutually
disjoint Steiner systems S(5,8,24).
In Theorem 2.5, for any subset K of G , the collection
⋃
g∈K g(B) can be viewed as a set of blocks
in a simple 5-(24,8, |K |) design. Then we have the following result as a corollary of Theorem 2.5 by
taking m mutually disjoint Steiner systems S(5,8,24), for m = 1,2, . . . ,22.
Corollary 2.6. There exist simple 5-(24,8,m) designs, for m = 1,2, . . . ,22.
It is also known that the supports of the codewords of Hamming weight 12 in G24 form a
5-(24,12,48) design. From Proposition 2.4, there is no codewords of Hamming weight 12 in the
intersection between σ i(G24) and σ jτ (G24).
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(24,12,48m) designs, for m = 1,2.
3. Proof of Theorem 1.2
In what follows, we shall consider the extended binary quadratic residue [48,24,12] code Q48
with parity-check matrix:
H = H(Q48) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎝
1
I24 A
.
.
.
1
1 · · · 1 0
⎞
⎟⎟⎠ .
The matrix A is a 23 × 23 circulant matrix. The incidence structure DA whose incidence matrix
is A is a symmetric 1-(23,14,14) design such that the block intersection number between any two
distinct blocks is 7 or 9. Thus we have the following result by the similar argument to G24.
Theorem 3.1. Let σ = (25,26, . . . ,47) and τ = (1,25)(2,26) · · · (23,47) be the permutations on 48 points
and let G be the set of all permutations of the form σ iτ l in the symmetric group S48 . And let B be the set
of supports of all the weight 12 codewords in Q48 . Then {g(B): g ∈ G} forms the set of 46 mutually disjoint
5-(48,12,8) designs.
Proof. After the similar operations on the matrices
( σ i(H)
σ j(H)
)
,
( σ iτ (H)
σ jτ (H)
)
and
( σ i(H)
σ jτ (H)
)
to the proofs of
Propositions 2.2–2.4 individually, we have the matrices with the same forms as (2) and (6), respec-
tively. So it is suﬃcient to consider the rank of the obtained matrices. Thus we shall prove both of the
determinants of submatrices σ i(A) + σ j(A) + J23 and σ−i+ j(I23) − A2 are non-zero by Lemma 2.1.
In the ﬁrst case, since the Hamming weights of all the ﬁrst rows of these matrices are odd and
the polynomial e(x) = x22 + x21 + · · · + 1 is a factor of x23 − 1, it is suﬃcient to prove that, for all i, j,
i = j, the polynomials corresponding to the ﬁrst rows of σ i(A) + σ j(A) are relatively prime to the
irreducible factors g(x) = x11 + x9 + x7 + x6 + x5 + x + 1 and h(x) = x11 + x10 + x6 + x5 + x4 + x2 + 1
of e(x) over GF (2). We denote the polynomial corresponding to the ﬁrst row of A by a0(x). The
polynomial a0(x) has the irreducible factors x + 1, x10 + x9 + x7 + x5 + x4 + x2 + 1, and x10 + x9 +
x8 + x7 + x6 + x5 + x4 + x3 + 1. For any i, j, i < j, the polynomial corresponding to the ﬁrst row of
σ i(A) + σ j(A) is xi(x j−i + 1)a0(x) (mod x23 − 1). Thus we shall check that the polynomials xl + 1,
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The factorizations of the reducible polynomials xl + b0(x).
Polynomials Factorizations
1+ b0(x) x(x19 + x18 + x17 + x16 + x12 + x11 + x9 + x8 + x7 + x6 + x3 + x+ 1)
x2 + b0(x) (x4 + x3 + · · · + 1)(x6 + x4 + x2 + x+ 1)(x10 + x8 + x6 + x4 + x2 + x+ 1)
x3 + b0(x) (x9 + x8 + x7 + x5 + x4 + x3 + 1)(x11 + x8 + x5 + x4 + x2 + x+ 1)
x4 + b0(x) (x7 + x4 + 1)(x13 + x12 + x11 + x9 + x8 + x6 + x5 + x4 + x2 + x+ 1)
x5 + b0(x) (x5 + x4 + x3 + x+ 1)(x15 + x12 + x5 + x2 + 1)
x6 + b0(x) (x4 + x+ 1)(x16 + x15 + x14 + x10 + x9 + · · · + x2 + 1)
x7 + b0(x) (x4 + x3 + · · · + 1)(x7 + x3 + 1)(x9 + x4 + 1)
x8 + b0(x) (x5 + x2 + 1)(x15 + x14 + x13 + x11 + x9 + x8 + x7 + x4 + x3 + x+ 1)
x12 + b0(x) (x4 + x3 + 1)(x4 + x3 + x2 + x+ 1)(x12 + · · · + x7 + 1)
x13 + b0(x) (x8 + x5 + x3 + x+ 1)(x12 + x11 + x10 + x8 + x6 + x5 + x4 + x2 + 1)
x14 + b0(x) (x5 + x3 + x2 + x+ 1)(x5 + x4 + x3 + x2 + 1)(x10 + x8 + x7 + x2 + 1)
x15 + b0(x) (x7 + x6 + 1)(x13 + x11 + x8 + x7 + x6 + x4 + x2 + x+ 1)
x16 + b0(x) (x10 + x5 + x4 + x2 + 1)(x10 + · · · + x5 + x3 + x+ 1)
x17 + b0(x) (x4 + x3 + x2 + x+ 1)(x16 + x13 + x11 + x9 + x8 + x7 + x4 + x3 + 1)
x20 + b0(x) (x7 + x6 + x3 + x+ 1)(x12 + x10 + x9 + x6 + x4 + x2 + 1)
x21 + b0(x) (x4 + x+ 1)(x17 + x16 + x15 + x13 + x11 + x10 + x5 + x4 + x3 + x2 + 1)
x22 + b0(x) (x4 + x3 + x2 + x+ 1)(x18 + x17 + x16 + x13 + x11 + x9 + x8 + x7 + x4 + x3 + 1)
l = 11,12, . . . ,22 are not divisible by g(x) or h(x). Among all these polynomials, the polynomials
which have irreducible factors of degree at least 11 are x13 + 1 = (x + 1)(x12 + x11 + · · · + 1) and
x19 + 1 = (x+ 1)(x18 + x17 + · · · + 1).
The incidence structure whose incidence matrix is A2 is isomorphic to DA and so the Hamming
weight of the ﬁrst row vector of σ−i+ j(I23) − A2 is odd. Thus we shall check that the polynomials
xl +b0(x), l = 0,1, . . . ,22, are not divisible by g(x) or h(x), where b0(x) = x20 + x19 + x18 + x17 + x13 +
x12 + x10 + x9 + x8 + x7 + x4 + x2 + x+1 is the polynomial corresponding to the ﬁrst row of A2. Table 1
indicates the irreducible factorizations of the polynomials which are reducible (cf. [6]).
So the determinants of all the above matrices are non-zero from Lemma 2.1. Therefore the ranks of
the matrices
( σ i(H)
σ j(H)
)
,
( σ iτ (H)
σ jτ (H)
)
and
( σ i(H)
σ jτ (H)
)
are 46, 46 and 47, respectively. The theorem follows. 
Corollary 3.2. There exist simple 5-(48,12,8m) designs, for m = 1,2, . . . ,46.
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