however, refrain from associating too closely the two concepts of synchronization and oscillation. Whereas synchronization is a relatively well-defined concept, by contrast oscillation of a population of neurones in the CNS looks loosely defined, in the sense that both its frequency sharpness and the duration of the oscillatory episodes vary widely from case to case. Also, the functions of oscillations in the brain are multiple and are not confined to synchronization. The paradigmatic instantiation of oscillation in physics is given by the harmonic oscillator, a device particularly suited to tell the time, as in clocks.
We will thus examine first the case of oscillations or cycling discharges of neurones, which provide a clock or impose a "tempo" for various kinds of information processing. Neuronal (Eckhom et al, 1988;  Gray & Singer, 1989) . Several reviews of arguments for this functional interpretation of oscillations have been recently published (see Singer, 1993; Singer & Gray, 1995 (Roelfsema et al., 1997) on the visual system of cats and monkeys performed by his group. Note that synchronous oscillations are not limited to the visual system nor to non-human animals. Such oscillations have long been found also, for instance, in the auditory system (Makela & Hari, 1987; Joliot et al., 1994) . Others MacLeod & Laurent, 1996; Stopfer et al., 1997) . (Menon et al., 1996) . In local populations of neurones, whereas synchronization, measured by the relative height of the central peak of cross correlograms, is strengthened by the appearance of gamma-oscillations, it is already present from the beginning of the response and usually precedes oscillation by several tens of .milliseconds (Herculano-Houzel, 1999) .
We shall not discuss in more detail the relation between synchronization and oscillation because this subject has been extensively covered elsewhere (Delage, 1919; Eckhom et al, 1988; Lestienne, 1999 Figure 2 emphasizes some crucial aspects of the problem of detecting the azimuthal direction of a prey by the barn owl. To be able to locate the direction of the former to within 2 degrees of angle, as it does, the owl should discriminate interaural delays of the order of 5 ts only (Moiseff & Konishi, 1981 (A) Camera lucida reconstruction of a cell characterized as a chattering cell, having a spiny pyramidal morphology, and its soma located in layer III of the visual cortex of a cat. The axon branches and sends out collaterals in layers II, III, and V. Local axon collaterals are indicated by the letter 'a'. The axon also projects into the white matter (not shown).
(B) Responses of the cell to two different levels of intracellular depolarizing pulses. In both traces, the cell exhibits high-frequency bursts of action potentials that are characteristics of chattering cells. The pattern of burst firing is rhythmic when the cell is depolarized strongly. At lower levels of depolarization, the cell continues to burst, but in a temporally disorganized manner. There is no apparent evidence of an underlying subthreshold membrane oscillation in the lower trace. (From Gray and McCormick, 1996.) Reprinted with permission. (C) Let us examine the functioning of a PLL (Fig. 4 , panels A and B). As we just stated, the PD does not give a binary response, but rather a graded response according to the time difference between the external input (rli) and the input from the ratecontrolled oscillator (RCO) (0). For an oscillatory input, the output of the PD is thus a decreasing function of the phase lead of the input (rli-rl0). As a consequence of the negative feedback, for a given frequency of the input f, the frequency of the RCO is an increasing function of the phase lead. There will be an equilibrium point, at which both the input frequency and the RCO frequency equalize, with a fixed phase lag of the RCO. Simulations . That Verifying to what extent time constraints in the spreading of inputs on a single neurone apply also in other neurones in the CNS is important, for instance in the visual system, in which a looser time tuning might be of less consequence than in a system devoted to interaural delay detection. Figure 5 displays the camera lucida reconstruction of a magnocellular thalamocortical neurone of a monkey, as Freund and colleagues published 10 years ago (Freund et al., 1989 ). In The center size was 0.5 in diameter at a position of azimuth 7.5 , elevation.-3.0. The axon was driven by the ipsilateral eye and responded well to low-contrast, broad-band stimuli. The terminal arbor is restricted to the upper part of layer 4C; only a few collaterals terminate in layer 6. A top view (from the pia) shows that the boutons form three distinct, unevenly populated, clumps (not shown). Scale: 100 tm. (From Freund et al., 1989 In one other example (Fig. 6B) (Fig. 7) .
In the synfire chain model, each neurone is richly connected in a diverging-converging mode, and the neurones fire when a sufficient number of inputs are received synchronously. Modeling this type of chain has proved that excitation can propagate successfully through the various steps. The synchronization of neuronal inputs and outputs at each step is very rapidly achieved (after a few initial steps) and is maimained throughout the chain (Abeles, 1989 Lestienne and Strehler, 1987.) of the probability that such recurring patterns may arise by chance
The Strehler-Lestienne model is of a different nature. Initially, it was imagined that, thanks to the geometry of the axo-dendritic arborizations and the variable conduction delays that this geometry introduces, interspike intervals could be used to achieve a very precise synchronization of inputs in a single target cell. By a Hebbian mechanism of plasticity, repeated bombardment with an appropriate pattern of spikes would increase the efficiency of the concerned synapses, making the line in a way specialized for the identification of this or a limited set of patterns carried along an axon and distributed over the previously sensitized cluster of synapses would and allowing a faithful downstream transmission of them for a short while. Thus, a single pulse generate a (time-inverted) image of the original sequence of pulses, which is responsible for the discharge of the target cell in the first place (Lestienne & Strehler, 1987) . This model is obviously unrealistic if applied to single target neurones because, as we stated, the spread of time of arrivals at the different synapses on a single target cell is only about 250 ts, a value much shorter than that of the refractory period; in other words, two successive spikes, by necessity separated by a few ms or more, cannot contribute to the synchronization of EPSPs in a single target cell. The model might apply to a chain of neurones, however, and it has two appealing characteristics:
1. the suggestion of a submillisecond precision in spike timing, and 2. the possibility of rapid switching over lines in a chain of neurones, thanks to a postulated phenomenon of fast synaptic plasticity (Markram et al., 1997 ). The first characteristic is supported by anatomical observations and modeling as well. In various single cell spike trains (Strehler & Lestienne, 1986; Lestienne & Tuckwell, 1998) in LGN and visual cortical discharges of awake monkeys (Oram et al., 1999) , spike pattems (in particular, doublets and triplets of spikes) have been shown to repeat themselves with a ms or sub-ms precision in rather narrow windows oftime. Another situation in which an abundant production of precisely replicating triplets has been found is the analysis of mitral cell discharges of anaesthetized rats (Fig. 8, panel A) . In this study, rats were submitted to an odor excitation, and the number of replicating triplets in mitral cell responses was compared with the result of simulations using a non-homogeneous process (NHPP) (Saitoh & Suga, 1995 
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"'" "'. (Shadlen & Newsome, 1998) . On the contrary, it seems to me that we have now several clear indications that an organism uses in different parts of its sensory systems, both time-to-place and place-to-time encoders and decoders. For instance, in the protocerebrum of insects and in the auditory system of owls, time-to-place conversions of odors or sounds take place, whereas in the somatosensory system of the rats and guinea-pigs, rather a placeto-rate conversion takes place.
If, therefore, timing and synchronization play an important role in the CNS, then a better understanding of the mechanisms involved is very important. Oscillation is one of the most commonly evoked mechanisms, although the definition of oscillation in a neuronal system lacks the precision that it has gained in physics and does not seem to meet all the precision timing requirements that seem to be generally fulfilled by the brain. Indeed, on several occasions, we have found indications suggesting a millisecond or even a submillisecond temporal organization of spike discharges. Sometimes such situations are claimed to belong only to rare, highly specialized systems, in situations of "hyperacuity", but the modeling of a simple transcallosal fiber shows that stringent timing conditions seems to be a rather common situation in the brain.
In the recent past, there has been a tendency to fuse (or to confuse) the two concepts of oscillation and synchronization into one, speaking of "coherent oscillation" or "synchronous oscillations", especially in reference to the binding problem, as if the congruence of the two notions were granted. Let us take once again the example of the olfactory discharges in the antennal lobe of a locust. We now know that the important point is to achieve synchronization of the inputs at level of the calyx of the mushroom body. These neurones, called the Kenyon neurones, have been shown to act essentially as coincidence detectors, in the sense that they nonlinearly integrate the inputs impinging on them (Laurent G., personal communication (Buzsaki & Chrobak, 1995; Traub et al., 1996) . Exploration of the precise, although not necessarily deterministic, (Richmond, this issue) mechanisms sculpturing the discharges is still widely open until we fully understand their function.
