Abstract Multi-Terminal Binary Decision Diagrams (MTBDDs) are a well accepted technique for the state graph (SG) based quantitative analysis of large and complex systems specified by means of high-level model description techniques. However, this type of Decision Diagram (DD) is not always the best choice, since finite functions with small satisfaction sets, and where the fulfilling assignments possess many 0-assigned positions, may yield relatively large MTBDD based representations. Therefore, this article introduces zero-suppressed MTBDDs and proves that they are canonical representations of multi-valued functions on finite (input) sets. For manipulating DDs of this new type, possibly defined over different sets of function variables, the concept of partially-shared zero-suppressed MTBDDs and respective algorithms are developed. The efficiency of this new approach is demonstrated by comparing it to the well-known standard type of MTBDDs, where both types of DDs have been implemented by us within the C++-based DD-package Jinc. The benchmarking takes place in the context of Markovian analysis and probabilistic model checking of systems. In total, the presented work extends existing approaches, since it not only allows one to directly employ (multi-terminal) zero-suppressed DDs in the field of quantitative verification, but also clearly demonstrates their efficiency.
Introduction

Motivation
Decision diagrams (DDs) are directed acyclic graphs for representing finite functions. Multi-terminal Binary Decision Diagrams (MTBDDs) are among the most efficient techniques for the state graph (SG) based quantitative analysis of large and complex systems, commonly described by Markovian extensions of well known description techniques, e.g. Stochastic Process Algebra [7] or Generalized Stochastic Petri Nets [3] , among many others. The success of modelling and evaluation tools such as the probabilistic symbolic model checker Prism [19] , the stochastic process algebra tool Caspa [10] (both based on MTBDDs) or the modelling and analysis tool Smart [24] (based on multi-valued DDs) is largely due to the efficiency of the employed symbolic data structures. In the context of such high-level model descriptions, a model's state commonly consists of many state counters, each referring to the state of a local process, to the current value of a specific process parameter, to the number of tokens in a specific place of a Petri net, etc.. When making use of MTBDDs in such a setting, each state counter is encoded in binary form by n bits, leading to a large number of bit positions filled with zeroes and to a possible small number of encodings of reachable states with respect to all possible 2 n state labellings. In such a setting, MTBDDs are not the best choice, since finite functions with small satisfaction sets, and where the fulfilling assignments possess many 0-assigned positions, may yield relatively large MTBDD based representations. The 0-suppressing (0-sup.) reduction rule as introduced in [14] has the potential to improve such situations, since contrary to MTBDDs one does not allocate nodes for 0-assigned bit-positions. Thus, this reduction rule helps to reduce memory space and thus computation time when generating and manipulating symbolic representations of SGs underlying high-level model specifications, thereby ultimately enabling the analysis of larger systems. However, there is a significant problem attached to the usage of Minato's 0-suppressing reduction rule.
When considering 0-sup. BDDs defined on different sets of variables, the sharing and manipulation of their graphs turns out to be more complex than in case of standard BDDs or 0-sup. BDDs with a global set of function variables. The Shanon expansion [22] requires that for deducing the function represented by a node of a 0-sup. BDD, the set of function variables must be known since skipped function variables are assumed to be 0-sup., whereas non-function variables are assumed to have a don't-care semantics. Consequently, in the presence of multi-rooted DDs [21] , as provided by standard implementations such as Cudd [25] or the recently developed package Jinc [8, 18] , the nodes of the 0-sup. DDs lose their uniqueness as soon as the represented functions are defined on different sets of variables. This is why in a wide range of applications standard implementations of 0-sup. DDs can not be employed directly. As an example, one may think of state graph based symbolic quantitative verification of systems, which is an important part of our research. Since the 0-sup. DD representing the (stochastic labelled) transition relation and the 0-sup. DD representing the set of states have not all variables in common, -a function for the transition relation over s and t variables and a function for the source and target states (or, for example, a vector of rewards associated with the states), each defined either over the variables of s or t,-standard implementations of 0-sup. DDs and their algorithms fail to even execute a symbolic reachability analysis, if not somehow adapted. To solve this problem, this work de-velops the concept of partially shared 0-sup. DDs and presents generic algorithms for efficiently manipulating DDs of that kind.
Contributions
For the quantitative analysis of systems, this paper extends zero-suppressed Binary Decision Diagrams (ZBDDs) [14] to the multi-terminal case, thereby obtaining zerosuppressed Multi-terminal Binary Decision Diagrams (ZMTBDDs). It is shown that this new type of decision diagram (DD) is a canonical representation for multi-valued functions on finite (input) sets. But when applying Minato's 0-suppressing (0-sup.) reduction rule, the sharing of the graphs of the DDs is not trivial anymore. For deducing the function represented by a ZMTBDD's graph correctly, the set of Boolean input -or function variables must be known. Thus within (fully) shared DD-environments, e.g. as provided by Cudd, and in case of different sets of function variables, ZMTBDDnodes lose their uniqueness, if they are meant to be defined on differing sets of function variables. To solve this problem in an efficient way, this paper develops the concept of partially shared ZMTBDDs (pZMTBDDs), and also introduces new algorithms for manipulating them. Most importantly, a new variant of Bryant's well known Applyalgorithm [4] will be discussed. The newly obtained pZApply-algorithm not only allows one to implement pZMTBDDs within standard shared DD-environments, such as Cudd or Jinc, but also supports the application of non-zero-preserving operators, i.e. of operators op where 0 op 0 = 0 holds (such as nand and nor).
For evaluating the efficiency of the presented approach, the paper compares pZMTBDDs to the well-known MTBDDs, where as a matter of fairness we have implemented both types of DDs within the same DD packages, namely within the C++-based DDpackage Jinc. As demonstrated by various case studies, ZMTBDDs turn out to be superior to MTBDDs in terms of memory -and thus run-time efficiency, when it comes to the stochastic performance evaluation and/or probabilistic model checking of large and complex systems.
Related work
Throughout the last decade, many derivatives of decision diagrams (DDs) have been developed. For representing stochastic transition relations, the most prominent types are multi-terminal Binary Decision Diagrams (MTBDDs) [1, 6, 23] and (multi-terminal) Multi-valued Decision Diagrams (MDDs) [9, 5] . All these data types are extensions of Binary Decision Diagrams [13, 2] for which Bryant [4] designed algorithms for efficiently manipulating them and keeping them reduced. Variants of these symbolic algorithms have found their way into contemporary DD-packages providing multi-rooted DDs defined on a global set of function variables. To the best of our knowledge, previous works [14, 15, 26] only considered 0-sup. BDD for representing (pure) Boolean functions, where all 0-sup. BDDs had to be defined on the same set of function variables (!) to make their manipulating algorithms work properly.
The concept of partially shared DD as developed in this work is not the only solution to the problem of differing sets of function variables, orthogonal procedures exist.
Since the meaning of nodes in a shared 0-sup. DD relies on a fixed variable set, one could either work with different shared 0-sup. DDs for each relevant variable set and transformation algorithms, or work with a single shared pseudo-reduced 0-sup. DD (where don't care nodes are allocated at the levels of non-function variables and reducedness is understood in a level-wise fashion). We did not implement these approaches, since it must be expected that both alternatives would lead to rather inefficient solutions. For the first alternative, we expect that the transformation algorithms are very timeconsuming. For the second alternative, we would lose all advantages of suppressing zeroes, since pseudo-reduced ZDDs agree with pseudo-reduced BDDs. Since the idea of partially shared DDs also applies to Minato's standard 0-sup. BDDs, this article clearly extends previous works and thus ultimately allows one to replace standard types of reduced ordered DDs by zero-suppressed ones in a wide range of applications.
Organization
Sec. 2 presents the background material and repeats some usefull concepts with respect to Boolean functions and their representation. Sec. 3 introduces our new type of DD and discusses its canonicity aspects. Sec. 4 introduces the concept of partially shared 0-sup. DD and presents generic algorithms for efficiently manipulating them. Sec. 5 describes our implementation of pZMTBDDs within Jinc, as well as the benchmarking experiments carried out. Sec. 6 concludes the paper.
Background material
Let
= {0, 1} be the set of Booleans, N = {0, 1, 2, . . .} the set of naturals, and Ê the set of reals and let be a finite set of function values (here ⊂ Ê). Let V be some global (finite) set of boolean variables on which a strict total ordering π is defined. The set of variables F := {v 1 , . . . , vn} ⊆ V employed in a Boolean function f is denoted as the set of function or input variables of f . Variable v i is essential for a Boolean function if and only if at least for one assignment to the variables of f it holds that f (v 1 , . . . , For example, consider the two functions f 1 := x 1 x 2 + x 1 (1 − x 2 ) and f 2 := x 1 . Obviously these functions are equivalent. However, since the functions possess different sets of variables, their CDNFs differ.
Co-factors and expansion: Let f :
n → be a Boolean function and let F be the set of its variables. Function f can be expanded with respect to its variables. If one expands only one variable, e.g. v i , one ends up with the two co-factors of f with respect to v i , namely (a) the one-co-factor f | vi:
. If the variable to be expanded is clear from the context, we will use the simplified notation f 1 and f 0 for referring to the respective co-factors. For all v i ∈ F it holds:
This so-called Shannon-expansion, introduced in 1938 by Shannon in the context of switching functions [22] , can be recursively applied until all n variables are made constant. The expansion can be applied for an arbitrary subset F ′ ⊆ F, where the notation 
Variable v k is therefore a non-essential variable for function g. Thus one does not need to consider variables of such kind when expanding function g, a subfunction of f . As a result it is also clear that within a BDD no nodes for such variables need to be allocated within the graph representing g (c.f. discussion below). At this point it is important to note that nevertheless v k may still be essential for function f . 
In contrast to the dnc-case, it is obvious that variable v k cannot be ignored.
Binary Decision Diagrams and derivatives: A Binary Decision Diagram (BDD) is a directed acyclic graph for representing boolean functions [13, 2, 4] . It consists of a set of inner nodes and a set of terminal nodes, where the inner nodes are labelled by boolean variables and terminal nodes carry values from {0, 1}. Each inner node possesses two children, a 0-and a 1-child, connected to the respective parent node by an incoming 0-or 1-edge. If the variables labelling the inner nodes appear in the same order on every path one speaks of an ordered BDD. An ordered BDD is reduced (in the standard, dnc-sense), if no isomorphic subgraphs exist and no dnc-nodes exist (where a non-terminal node of a BDD is a dnc-node if its 1-and 0-edge point to the same child).
Since the associated variable of such a node is a dnc-variables and thus not essential for the respective function f , dnc-nodes can safely be omitted (dnc reduction) [2, 4] . Reduced ordered BDDs (ROBDDs) are known to be a strongly canonical representation of Boolean functions. Within a single BDD-environment, each allocated BDD-node represents therefore a unique Boolean function [21] .
A node referring to a 0-sup.-variable is denoted 0-sup. node, its outgoing 1-edge points to the terminal 0-node. Reducing ordered (isomorphism-free) BDDs by eliminating 0-sup.-nodes rather than dnc-nodes leads to ZBDDs [14] . A ZBDD is a weakly canonical representation of a Boolean function [21] .
Data Structure
We consider n-ary pseudo-Boolean functions, i.e. functions of the type f : n → . When shifting the co-domain of standard reduced ordered BDDs from to one obtains MTBDDs. Analogously, by extending reduced ordinary ZBDDs we obtain ZMTBDDs. where
is a pseudo-variable, labelling the terminal nodes and solely used for technical reasons. π is a strict total ordering on the elements of F ∪ {t} such that ∀x i ∈ F :
A ZMTBDD is called reduced if the following conditions apply:
(1) (Ismorphism rule) There are no isomorphic nodes; i.e. ∀n, m ∈ K N T :
(2) (0-suppressing rule) There is no inner node whose then-successor is the terminal 0-node; i.e. ∃n ∈ K N T : then(n) ∈ K T ∧ value(then(n)) = 0.
Let k, l ∈ K N T ∪K T and let F ⊆ V. We now introduce a notation for the set of Boolean variables which are from F but have a smaller or greater order than var(k) :
With the help of this notation, the semantics of a ZMTBDD node with respect to a set of Boolean variables can be defined as follows:
The pseudo-Boolean function f (n, F) represented by ZMTBDD-node n ∈ K N T ∪ K T and variable set F ⊆ V is recursively defined as follows:
he last defining equation of Def. 2 is a combination of the Shannon expansion for Boolean functions [22] and the application of the zero-suppressing rule. According to Def. 2, the Boolean function represented by the combination of a ZMTBDD node and a set of Boolean variables is uniquely determined and finally gives that ZMTBDDs are canonical representations of pseudo Boolean functions, which is shown now.
Weak canonicity of ZMTBDDs is based on the following two theorems and their proofs.
. . , xn} ⊆ V be a set of boolean variables. For each pseudo-Boolean function f defined on F and given strict total ordering π on V there exists a ZMTBDD-based representation.
Theorem 2 (Canonicity) Let F = {x 1 , x 2 , . . . , xn} ⊆ V be a set of boolean variables with total strict ordering π on V. Let B and C be reduced ZMTBDDs defined on their variable sets B = C = F, representing the functions f B and f C , respectively. If f B = f C , then ZMTBDDs B and C are isomorphic.
Proof of Th. 1 (existence): For simplicity, the proof is for the Boolean case only. Its extension to the pseudo-Boolean case is straight-forward. The proof is by induction on the number of variables n = |F|. Without loss of generality we assume the ordering x 1 <π x 2 <π . . . <π xn <π t.
Base case: For the case n = 0 (i.e. F = ∅), assume that f is represented by a nonterminal. This leads to a contradiction, since the function var for that non-terminal would be undefined. Thus, since f is a constant, it can only be represented by the terminal carrying the value of f . Induction step: Assume that the conjecture holds for all (n − 1)-ary Boolean functions defined on {x 2 , . . . , xn}. We show that then the conjecture also holds for the n-ary Boolean function f defined on {x 1 , x 2 , . . . , xn}. We expand f as
where f 1 (x 2 , . . . , xn) = f (1, x 2 , . . . , xn) and f 0 (x 2 , . . . , xn) = f (0, x 2 , . . . , xn). According to the induction hypothesis, both f 1 and f 0 have ZBDD representations.
Case 1: If f 1 = f 0 = 0 then f 1 and f 0 are both represented by (k, {x 2 , . . . , xn}), where k ∈ K N T ∪ {e}, e ∈ K T and value(e) = 1 (i.e. k can be the terminal one-node). In this case f can be represented by (m, {x 1 , . . . , xn}) as shown in Fig. 1 (a). 
Proof of Th. 2 (canonicity):
Consider the following two Boolean functions:
and f 2 (x 1 ) = x 1 , which are equivalent. We observe that the corresponding ZBDDs are not the same, as shown in Fig. 2 (a), since their variable sets are not identical. Therefore ZBDDs are a weakly canonical representation of Boolean functions. The proof is once again by induction on the number of variables n = |F|. Without loss of generality we assume the ordering x 1 <π x 2 <π . . . <π xm <π t with m ≥ n. Base case: For the case n = 0 (i.e. F = ∅) f B = f C is constant. Let c be the value of f B = f C . Then, the root of B as well as C is a terminal node labelled with c.
Induction step: We will now assume that the root nodes of B and C are non-terminal nodes, each labelled with variable x k , where x k is the first not zero assigned variable in f B = f C according to the fixed ordering π. Let v be the root of B and w be the root of C. Let v 0 = else(v), v 1 = then(v), w 0 = else(w) and w 1 = then(w) (see Fig. 2 (b) ). For ξ ∈ {0, 1}, as B and C are reduced, we get fv ξ = fw ξ (with variable set {x k+1 , . . . , xn}). By induction step the sub-ZBDD with root nodes v ξ , w ξ and variable set {x k+1 , . . . , xn} are isomorphic. Hence, B and C are isomorphic.
In a nutshell, function variables skipped on a path within the ZDD leading to a terminal non-zero node are interpreted as being 0-assigned. Contrary to this, non-function variables are interpreted as don't care variables as commonly eliminated within standard reduced ordered BDDs [2, 4] . In the following, only reduced ordered types of DDs are considered. Since we have defined ⊂ Ê, we can combine the values of terminal nodes by arithmetic operators, but it should be emphasized that the concepts described in this paper carry over to more general domains. A ZBDD is a special case of a ZMTBDD, namely = , consequently the concept of partially-shared DDs and the algorithms introduced next also applies to them. For making the discussion as generic as possible we will therefore from now on speak of 0-sup. DDs (ZDDs), addressing the multi-terminal as well as the Boolean type. A concrete case distinction is only made where necessary.
Partially shared ZDDs: Concept and Algorithms
Contemporary DD-packages provide strong canonical representations of (pseudo-) Boolean functions. Since nodes can then even be shared among different symbolically represented functions, these packages provide fully shared DD-environments, also known as multi-rooted DDs [21] . This concept is a major source of the efficiency when it comes to the manipulation of DDs, since memory requirements are reduced and the likelihood of finding a pre-computed result in the respective operator-cache is also increased. However, due to weak canonicity, in the presence of multi-rooted DDs, ZDD-nodes lose their uniqueness as soon as the represented functions are defined on different sets of variables. Up to now, this has truly limited the application of 0-sup. DDs. As an example, one may think of state graph based symbolic quantitative verification of systems where, as pointed out in the beginning, standard ZDD implementations and their manipulating algorithms fail to even execute a symbolic reachability analysis, if not somehow adapted. To solve this problem, this work introduces now the concept of partially shared ZDDs (pZDDs) and presents generic algorithms for efficiently manipulating DDs of that kind. This allows to implement and manipulate 0-sup. DDs within (standard) fully shared DD-environments, even though the functions to be represented may not have the same set of input variables.
Concept of partially shared ZDDs (pZDDs)
When working with pZDDs, i.e. with ZDDs having different sets of input variables, each node must be associated with a set of variables such that one can correctly deduce the represented function from the graph rooted in that node. Thus, two ZDD-nodes represent the same function, if not only their subgraphs are isomorphic but also their sets of variables are identical. Therefore, the notion of equality of pZDD nodes must be refined. ¿From now on, two nodes are considered as representing the same function if and only if their sub-graphs are identical, as well as their sets of function variables! This gives the following rules concerning node equality (where N , M ⊆ V are the variable sets associated with nodes n and m):
Each time an algorithm tests for node equality, e.g. for deciding whether the recursion can be terminated or when looking up pre-computed results in the operator's cache, the above rules are applicable. Instead of actually storing a set of variables for each node (or at least a reference to such sets), we do this only for each pZDD object. As a consequence, within a shared BDD-environment a pZDD object is now uniquely defined by its root node plus its set of (function) variables. When applying now operators on pZDDs, one not only recurses on the operand DDs, but also iterates over their sets of variables. At any time a node is accessed, it can be therefore associated with a unique set of variables. This strategy has the main advantage that it leads to memory and computation time savings, since a single graph represents now different functions and the sharing of graphs can be significantly increased.
For exemplification we refer to Fig. 3 . Let the set of all variables defined in the shared DD-environment be denoted
If the graphs of Fig. 3 (a) and (b) are both interpreted as standard shared ZDDs, i.e. V Z1 = V G , they represent different functions, namely the Boolean function f Z1 := (1 − v 1 ) + v 1 v 3 in case of Fig. 3 (a) and Fig. 3 (b) . However, if the variables v 1 and v 3 are the only function variables for the function represented by node k 1 , the graphs of Fig. 3 (a) and (b) are interpreted as the same function. In contrast, the ZDDs of Fig. 3 (b) and (c) have isomorphic graphs but are intended to represent different functions. By defining sets of variables for each node, where V n1 = V G , and V k1 = {v 1 , v 3 }, and interpreting each (sub-)graph over the respective set, the correct interpretation is achieved. This allows one to store ZDDs with different sets of function variables as multi-rooted graphs, as it is common within shared BDD-environments. This situation is illustrated in Fig. 3 (d) where Z 1 and Z 2 are represented by different roots in the same graph. In contrast to node n 1 and k 1 , the nodes n 2 and k 2 , as well as n 3 and k 3 can still be merged, since they have isomorphic sub-graphs and identical sets of function variables. As shown by this example, if one equips each node with a set of function variables, only a sharing of sub-graphs representing the same function is achieved. However, if one equips only pZDDs objects with sets of function variables, the sharing is significantly increased, as illustrated in Fig. 3 (e) , but as a result nodes Figure 3 Allocating multi-rooted pZDDs within standard DD-environments lose their uniqueness. Therefore, when operating on pZDDs, one must always pass the set of function variables of the operand DDs as additional argument to the manipulating algorithms. While iterating jointly on the graphs and sets of function variables of the operand pZDDs, each node can be associated with a set of function variables.
Applying binary operators to pZDDs
A symbolic representation of a function f := g op h can be computed by executing the generic pZApply-algorithm. This algorithm takes a binary operator op, the respective operand DDs (i.e. their root nodes n and m) and their sets of function variables N and M as input. For keeping this algorithm as generic as possible, we also make use of so-called operator functions (op-functions), which steer the recursive behavior of the pZApply-algorithm, such that it does not have to contain the operator-specific case distinctions itself. Contrary to existing work, the op-functions must here apply the new rule for node equality as introduced in Def. 3.
Operator function (op-function)
When working with reduced DDs, one may reach the terminal node of one operand DD earlier, while the partner DD still needs to be traversed further. In some such cases, it is possible to terminate the recursion of the traversing algorithms. The called op-function returns either a node, representing the result of n op m, where n and m are the nodes passed as arguments, or it returns the empty node ǫ. In the latter case the ZDD manipulating algorithm must proceed with the recursion, since the conditions for termination are not satisfied. Since the concept of partially shared ZDDs also applies to partially shared ZBDDs, we first introduce operator functions for Boolean operators, which also turn out to be more complex than their arithmetic counterparts.
op-functions implementing binary operators
(1) op = ∧: In case of node-equality, the ∧-function may only terminate the recursion if the current sets of function-variables are identical. In case of reaching a terminal and non-terminal node, the situation is as follows: Due to the different semantics of skipped variables -a dnc-semantics for the remaining variables in case of reaching the terminal 0-node and a 0-sup.-semantics in case of the terminal 1-node -one may only terminate the recursion, if either one of the nodes is the terminal 0-node, or one of the input nodes is the terminal 1-node with its associated set of variables being empty. In case both input nodes are the terminal 1-node, the recursion can also be terminated, where the terminal 1-node can be returned as result. Otherwise the recursion must proceed further. (2) op = ∨: In case of node-equality the ∨-function behaves like the ∧-function. But when reaching terminal nodes the situation differs. When reaching terminal 1-nodes, the recursion can only be terminated if also the set of variables matches. In case of reaching a terminal 0-node the ∨-function can also terminate, but contrary to the ∧-function not the terminal 0-node but the other input node is delivered as result.
The \ operator-function steers the pZApply-algorithm in such a way, that the difference of two binary encoded sets is computed. I.e. the \ operator function allows us to compute f := g ∧ ¬h with a single (recursive) call to the pZApply-algorithm, rather than first negating function h and than computing the conjunction of g and ¬h as it is necessary in case of BDDs. For computing the complement of a function, one solely needs than to evaluate the expression 1-node \h by calling pZApply(\, 1-node, H, h, H, . . .). Concerning the terminal case distinctions one may note that analogously to the above op-functions the \ operator-function only terminates the recursion of the pZApply-algorithm in case of node equality, if also the set of function variables matches. Contrary to this terminal 0-nodes terminate the recursion anyway, where either f or the terminal 0-node are returned as result, depending on the fact whether g or f represented the constant 0-function.
-We have found that function ZSetMinus is of great value during the symbolic computation of the set of reachable states of a high-level model.
op-functions implementing arithmetic operators
The op-functions for op ∈ { * , ÷, +, −} can be implemented analogously to the Boolean ones. In case both input nodes are terminal nodes the respective op-function simply needs to return a terminal node labelled with (value(n)opvalue(m)), -as long as the operation is a valid arithmetic operation, otherwise op-function specific conditions apply. In case of the terminal 0-node and 1-node one must not necessarily descend to the terminal nodes within both graphs, a termination of the recursion by returning the partner node as result is often possible. E.g. in case of the op-functions implementing + and − one simply returns the partner node as result, as the terminal 0-node is the neutral element for + and −. When computing ÷ and * for two pZDDs and encountering a terminal 1-node in one of the graphs, the recursion can also be terminated. Since 1 is the neutral element here, the partner node represents the result, where in case of the division the non-commutativity must be respected, as well as the error case that the divisor equals 0.
The generic pZApply-algorithm
The basic idea of the algorithm is that for a given pair of nodes (n, m) and their sets of variables (N , M), a recursion for each variable v ∈ (N ∪ M) is executed. I.e., while descending the operand pZDDs rooted in node n and m, the algorithm has to stop for each such variable v, in order to trigger the required recursion. The behavior depends hereby on the fact, whether v is 0-sup., not essential or an ordinary variable within the current path. The pseudo-code of the generic pZApply-algorithm is given as Algo. 4.1. As input parameters, the algorithm takes the binary operator to be executed, the root nodes (n, m) of the pZDDs to be combined, and their sets of (function) variables (N , M). In lines 1 and 2, the terminal condition is tested with the help of the respective operator function. If this is not successful, one checks the op-function specific computed table (op-cache), if the result is already known from a previous recursion (line [3] [4] . Note that the sets N and M must also be considered, since the sets of variables are not stored within the ZDD-nodes themselves. In case the lookup is not successful, the recursion must be entered:
The pseudo-code of lines 5 and 6 prepares the new sets of variables as required in the next recursion. The pseudo-code of lines 7-9 handles the ordinary branching in case no-skipping of variables appeared within the traversed graphs. The code of lines 10-21 covers the case that the current variable vc is a skipped variable exclusively in one of the graphs. In such a case one executes at first line 11 or 17, for entering the else-branch of the recursion. Concerning the then-branch, the behavior is more complex. It depends on the circumstances, whether variable vc is a function-variable of the respective pZDD or it is not. I.e. one either interprets vc as 0-sup.. -or as not essential variable within the respective graph. In case vc is considered as being 0-sup., line 13 or alternatively line 19 is executed. In case vc is considered as being not essential, one assumes a dnc-semantics and executes line 15 or alternatively line 21. Lines 22-29 cover the case that the variable vc is skipped within both graphs. For the else-branch, the current pair of nodes (n and m) is the pair of children nodes, since the 0-children of the fictitious nodes being skipped are the current node n and m themselves (line 23). Concerning the then-branch the following cases must be covered: (a) the variable is a variable for both graphs: here the standard 0-sup.-branching rules apply, which means that in both cases the 0-node is the then-child to be recursed on (line 25); (b) the variable is a non-function variable for one of the graphs and 0-sup. for the other. Here the branching rules follows a dnc-rule in one case and a 0-sup.-rule in the other case, which means that in the dnc-case one does not traverse any further, i.e. one passes the current node into the then recursion. Contrary to this, the case of a 0-sup.-semantics yields a passing of the 0-node into the then recursion (line 27 and 29). Finally when returning from the recursion, one either newly allocates a new ZDD-node representing f n op f m (line 30), or, in case it already exists, simply re-use the respective node as to be found within the list of allocated nodes with label vc. This result is then inserted into the op-cache, where also the respective sets of variables must be provided. Now the algorithm can terminate by passing the obtained node as its result to the calling function.
It is not difficult to see that such an extensive treatment of all variables as done within the pZApply-algorithm is sometimes unnecessary. In the following, we therefore identify special cases for which we describe improved variants of the pZApply-algorithm.
Variants of the pZApply-algorithm
Fully shared ZDDs and zero-preserving op-functions: In case of pZDDs having identical sets of variables and zero-preserving op-functions (0 op 0 = 0), the pZApply-algorithm can be simplified. This simplification yields an algorithm whose recursive behavior corresponds to the one of Minato's recursive ZBDD-algorithms [14, 15] . The obtained variant will be denoted as fsZApply-algorithm in the following -as we recently noticed this variant is also described in [26] . Like Bryant's original Apply-algorithm and Minato's original ZBDD-algorithms, this variant only recurses on variables for which a node is actually allocated. In case a variable is skipped in one operand, the fsZApply algorithm follows a 0-sup.-rule, which means when recursing into the else-branch the current node is the next node to be traversed, whereas the then-branch recursion takes the 0-node as argument. The fsZApplyalgorithm can be derived from the pZApply-algorithm by omitting line 5-6, 12, 14-15, 18, 20-21 and 22-29, by adapting the Boolean tests of line 7,10 and 16 accordingly, and modifying the function calls of line 1,3 and 30,31, such that the sets of variables are not needed any more. Since the fsZApply algorithm solely recurses on variables where nodes are actually allocated within the current path, it can only be applied for operators which are zero-preserving. This stems from the fact that in case of paths leading to the terminal 0-node skipped variables refer to dnc-nodes, which must be considered when replacing the function value 0 with a value = 0. This is also the reason why the computation of the complement of pZDDs is much more complex than in case of non-0-sup. DDs.
Non-shared ZDDs:
In case two pZDDs have no variable in common, they can be manipulated by a specialized pZApply-algorithm which we denote as nsZApply-algorithm. The simplification is mainly based on the fact that certain case distinctions of the generic pZApply-algorithm can be omitted. In contrast to the fsZApply-algorithm, the nsZApply-algorithm still requires to stop for each variable from N ∪ M, no matter if it encounters a node for this variable on the current path or not. This variant is obtained by simply omitting line 7-9, 12-14, and 18-20 of the pZApply-algorithm.
The pZAnd-algorithm: Again, we consider the computation of f := n op m, where n and m are the root nodes of the operand DDs and N , M are the respective sets of variables. The pZApply and nsZApply-algorithms execute two recursive calls for each variable v ∈ F := N ∪ M. This is less efficient than the original Apply-style algorithms [4, 14, 15, 26] , since the latter algorithms only need to recurse on those variables for which nodes are actually allocated. In order to achieve the same efficiency, we now present another variant of the pZApply-algorithm for the special case op ∈ {∧, * }, which we denote as pZAnd-algorithm. When skipping a variable, one assumes a 0-sup.-or a dnc semantics, depending on whether the associated variable is a variable or not for the respective pZDD. In case of non-and partially shared ZDDs this led to many case distinctions. If one assumes now that a variable v is skipped in both pZDDs, the following scenarios appear:
(1) The omission results from different semantics, i.e. in case of the pZDD rooted in node n the current variable v is assumed to be dnc and in case of the pZDD rooted in node m it is assumed to be 0-sup. -or the other way round. According to the Shannon-expansion it follows that n = n 1 = n 0 and m 1 (!) = 0. This can now be employed for computing f := n * m as follows:
Thus the representation of function f solely depends on the expansion of (1 − v) n m 0 , where the pZDD rooted in node m 0 is the current node m itself, according to the 0-sup.-reduction rule. (2) The omission results from the same semantics: (2.a) Under the dnc-semantics v / ∈ N ∪ M and therefore nothing needs to be done. (2.b) When the 0-sup.-semantics is applicable, also nothing needs to be done, since one has:
which is the semantics of a node to be 0-sup.. Consequently, one solely needs to traverse the 0-children of the two "fictitious 0-sup.-nodes" being skipped, which are the current nodes m and n themselves.
The above conclusions allow one to significantly simplify the pZApply-algorithm for op ∈ {∧, * }, where the resulting pZAnd-algorithm only stops for variables where actually nodes are allocated, rather than executing two recursive calls for each variable v ∈ N ∪ M. This allows one furthermore to omit the sets of variables, as it was required in case of the generic pZApply and nsZApply-algorithm. Since the pZAnd-algorithm implements the same behavior as the fsZApply algorithm, i.e. the algorithm must solely recurse on variables for which actually nodes are allocated, it can be derived from the fsZApply algorithm as discussed above.
The pZAbstract-operator
The abstraction from a variable v is implemented by the pZAbstract-algorithm, called with a respective op-function. The pZAbstract-algorithm constructs a representation of the function h := f | v=0 op f | v=1 , so that variable v is not essential for function h any more. When eliminating nodes labeled with the variable v or in case v is a 0-sup. variable on the current path, it may occur that previously distinct (sub-) paths collapse. In such cases the respective pZApply-algorithm with the binary Boolean operator op has to be called for computing f | v=0 op f | v=1 , where in case v is 0-sup. f | v=1 = 0 holds. Depending on the operator op passed as an argument, the pZAbstract implements different operations:
(1) In case op ∈ {∨, +} it implements the existential quantification, where the algorithm can also be simplified; One only needs to take care of nodes labeled with variables to be abstracted from. I.e. contrary to a generic variant, the handling of 0-sup. variables to be abstracted is then not necessary. (2) In case op ∈ {∧, * } the pZAbstract-algorithm implements the universal quantification. Contrary to the above setting, a 0-sup. variable to be abstracted from must be considered on the current path, since f | v=0 * 0 = 0. I.e. one can immediately terminate the current recursion and return the terminal 0-node as result.
It is straight forward to extend the pZAbstract-algorithm to the case of abstracting from sets of variables instead of a singe variable.
The pseudo-code of the generic pZAbstract-algorithm is given as Algo. 4.2. It takes the following arguments as input parameters:
(1) the binary operator op for steering the merging of collapsing paths, As one may note, in line 15 the pZApply and not the ZApply-algorithm is called for merging the collapsing paths, even though the pZDD-graphs to be merged are defined on the same set of variables. This is correct, since in case of non-zero-preserving operators it might be necessary to allocate nodes for variables which were previously omitted. However, in case of zero-preserving operators, one may call here the ZApply-algorithm for merging collapsing paths, rather than calling the more generic pZApply-algorithm (line 2 and 15).
Applications
Implementation
Jinc [8, 18] is an object-oriented BDD library written in C++. Its key features can be summarized as follows:
(1) Clean API to reduce errors while implementing symbolic algorithms and to make source code more readable. (2) All data-structures needed for an efficient BDD library (such as unique tables, hash tables, variables, memory pool, ...) are implemented as templates and can be used for regular and weighted variants. This allows an easy handling, when implementing new types of DDs. (3) Advanced techniques for memory management, where Jinc uses a memory pool in order to prevent memory fragmentation. (4) For increasing the hits in the table of pre-computed results, the package uses a delayed garbage collection. Like in other BDD packages the reference count is used to identify nodes to be deleted, but contrary to other packages we solely mark the root nodes and delay the recursive marking of their subgraphs. This comes at the cost that the number of dead nodes cannot be used to start the garbage collection. Instead, the number of deleted functions (or root nodes) is used to decide if the garbage collection should be executed. The advantage of doing so is that deleting and reusing the DD can be performed in constant time. As a result, the computed tables are deleted less frequently which leads to an increased number of hits in the computed table. When implementing pZDDs within Jinc, we decided to store the set of variables for each pZDD object as a cube set, represented by its own BDD. As a consequence, the algorithms operating on pZDDs not only traverse the respective graphs, but also have to traverse the BDDs representing the sets of function variables. This approach is efficient because it supports the existence test in linear time, i.e. it can be checked in linear time if a variable is inside a cube set. But in our implementation the variable set for functions computed on the basis of the pZApply-algorithm may not be minimal.
The reason for this is the fact that we assign the union of the set of function variables of the operand pZDD-objects as set of function variables to the newly generated pZDD object. It might occur, that some of the function variables are not essential for the resulting function and could therefore be eliminated from the set of function variables. Thus implementing pZDDs and their algorithms was achieved in a direct way, since the union of two cube sets can be computed very efficiently by standard BDD operation, where the resulting BDD is not only passed to the pZDD manipulating algorithm as input parameter, but also serves as representation of the set of function variables of the resulting pZDD. -In case of co-factor and exists calculation, the set of variables of the ZDD to be generated can be obtained by applying a set-minus on the resp. sets of variables.-In addition to this, also the set of function variables of the operand pZDDs must be passed to the pZDD-manipulating algorithm, so that the appropriate case distinction for the next recursions can be made, i.e. mainly to decide if the recursive behavior is as usual, or if a 0-sup.-or dnc-semantics for the current variable is applicable.
One may note that we previously implemented pZDDs within Cudd. However, integrating this implementation into the Prism tool [19] , which makes use of Cudd, seems to be cumbersome, as Prism does not export variable sets for the symbolic structures to be generated during state graph generation. Therefore we decided to start from scratch, which solely required the implementation of pZDDs within Jinc and a replacement of Cudd in our symbolic analyzer for Markov models. Furthermore, this procedure allowed us also to directly benchmark pZDDs with the tool Promoc [20] , as this (fully) symbolic probabilistic model checker is based on the Jinc package and the Prism input language and its symbolic semantics.
pZMTBDDs in the context of Markov reward models
In the past decade, DDs have been successfully employed for efficiently representing stochastic state graphs (SG). Many different approaches have been proposed for efficiently generating such symbolic representations from high-level model descriptions, such as Generalized Stochastic Petri Net [3] , Stochastic Process Algebra [7] , among others. Roughly speaking, the proposed schemes can be divided into the classes of monolithic -and compositional approaches. -Applying a compositional scheme means that the SG of the overall model is constructed from smaller components, commonly from symbolic representations of the SGs of submodels or partitions (submodel-or partition-local SGs).-Compositionality turned out to be crucial, since (a) it reduces the runtime, as not all sequences of independent activities have to be extracted explicitly and (b) it induces regularity on the symbolic structures and thus reduces the peak memory consumption.
[11] introduced the activity-local SG generation for efficiently generating state graphs (SGs) or activity-labeled continuous time Markov chains (CTMCs) as underlying highlevel model descriptions. For representing such low-level models, [11] employed pZMTBDDs, where as high-level descriptions Markovian extensions of well-known model description techniques as mentioned above were considered. For numerically computing the measures of interest specified on high-level models, the latter must be transformed For doing this in a memory and run-time efficient manner, the activity-local SG generation scheme exploits local information of high-level model constructs only. I.e. for keeping explicit SG generation and encoding of transitions as partial as possible, the scheme exploits a dependency relation on the activities and partitions the set of transitions into subsets, each containing the transition asscociated with a specific activitiy. The symbolic representations of the obtained activity-local transition systems depend hereby solely on the binary variables encoding those state counters which are connected to the respective activity (= dependent state variables (SVs)). A symbolic representation of the overall CTMC is constructed by applying a symbolic composition scheme on the previously generated activity-local structures, yielding the potential CTMC. For extracting the reachable states, one must execute symbolic reachability analysis. Since symbolic composition and symbolic reachability analysis are the most time consuming part (70 − 99% of the CPU time) of the activitylocal scheme, this gives an adequate framework for benchmarking pZMTBDDs. We implemented the activity-local scheme within the Möbius modelling framework [17] , These characteristic figures depend on the model scaling parameter N , which is also given. In the right part of Tab. 1 (A) and in the left part of Tab. 1 (B) the time required for generating the symbolic structures (tg), as well as the number of nodes within the symbolic structures are given, where Z R represents the set of reachable states, Z T the CTMC and sz pk denotes the peak number of nodes allocated during the construction process. Note that the nodes of the cube set are also counted to the size of the pZMTBDDs. The right part of Tab. 1 (B) finally gives the respective ratios for comparing MTBDD and pZMTBDDs, where we normed everything to the figures of our new data structure. As illustrated by these figures, employing pZMTBDDs clearly reduces the run-time and space requirement.
Once the CTMC is generated, the next step in the analysis is the computation of transient or steady-state probabilities. In [12] we adapted the hybrid solution method [16] to ZMTBDDs for solving CTMCs in a run-time and memory efficient way. When applying a numerical solution method such as Jacobi, pseudo Gauss-Seidel or uniformization, the sparsity of ZMTBDDs pays off another time, leading to a clear reduction of CPU-time consumptions by a factor between 2 and 3. As a consequence, when employing ZMTBDDs instead of MTBDDs, performance measures for the FMS model and a scaling parameter N = 12 can be computed in ≈ 4h instead of ≈ 12h (for further details please refer to [12] ).
pZDDs in the context of probabilistic model checking
The model that is used for this benchmark study is a simplification of the UMTS system. It represents the mechanism to request validation keys for different domains (like telephone or internet access). The model also identifies if a synchronization failure occurs, i.e. if a used key is older than the stored key in the UMTS card. The system size depends on the number of slots n on the UMTS card, as well as on the number of keys k that are requested at a time. (Note, that the model size collapses if k is a divider of n.) We specified this model by employing the symbolic probabilistic model checker Promoc [20] , which is based on the Prism input language and the Jinc package. For probabilistic model checking, a symbolic representation of a transition matrix is directly derived from the (Prism) model specification. Each matrix entry m i,j hereby defines the transition probability that the system moves from state i to state j. For investigating the stationary probability of states with a given property one needs to solve a system of linear equations and to calculate the expected number of requests (E[π]) to reach a synchronization failure. The benchmark results in Table 2 show that pZMTBDDs clearly outperform the regular MTBDDs in both size and run-time.
Conclusion
In this paper we extended ZBDDs [14] to the multi-terminal case, in order to employ the 0-sup.-reduction rule in the context of symbolic, quantitative analysis of systems. For efficiently working with ZDDs defined on differing sets of function variables we introduced the concept of partially shared ZDDs and described the resp. algorithms for manipulating them. This not only allowed us to implement pZDDs within standard shared DD-environments, such as Cudd [25] or Jinc [8] , but also supports the application of non-zero-preserving operators to them. The efficiency of the introduced approach was then demonstrated by analyzing various case studies, where pZDDs turned out to require less memory space and less CPU time if compared to the standard type of MTBDDs. The superior performance of pZDDs can be explained by the following reasons: (a) It is typical that matrices derived from high-level model descriptions are sparsely populated. (b) Many positions of the bit strings encoding system states (and thus referring to the indices of reachable states) carry the value 0, and ZDDs are very efficient at representing sets of such bit strings. (c) The concept of partially shared ZDDs avoids the insertion of dnc-nodes. It therefore keeps the symbolic structures compact and even allows to represent different functions by the same graph. The size reduction of the symbolic structures leads to run-time advantages, where it was found that the overhead imposed by the handling of sets of (function) variables is of minor concern.
