Sentiment expression in microblog posts can be affected by user's personal character, opinion bias, political stance and so on. Most of existing personalized microblog sentiment classification methods suffer from the insufficiency of discriminative tweets for personalization learning. We observed that microblog users have consistent individuality and opinion bias in different languages. Based on this observation, in this paper we propose a novel user-attention-based Convolutional Neural Network (CNN) model with adversarial cross-lingual learning framework. The user attention mechanism is leveraged in CNN model to capture user's languagespecific individuality from the posts. Then the attention-based CNN model is incorporated into a novel adversarial cross-lingual learning framework, in which with the help of user properties as bridge between languages, we can extract the language-specific features and language-independent features to enrich the user post representation so as to alleviate the data insufficiency problem. Results on English and Chinese microblog datasets confirm that our method outperforms state-of-the-art baseline algorithms with large margins.
Introduction
The past decade has witnessed an exploding interest in microblog sentiment classification from both academic and commercial communities due to its inherent challenges and wide applications (Liu, 2012; Jawa and Hasija, 2015) . However, most of the existing algorithms largely ignore latent personal distinctions among microblog users (Wu et al., 2015; Sun et al., 2015; Yu et al., 2015) . In fact, the sentiment expression in posts can be affected by user's language habit, personal character, opinion bias and so on, and even the same sentence can deliver quite different sentiment polarities depending on user's underlying context. Table 1 illustrates a simple case where two users are talking about house price. In the first two example posts, we can see that the Seller, as a real estate agent, is excited about the growth of the price, while as a consumer, the Buyer feels sad for the situation. Without knowing the users' background, it would be difficult for the traditional methods to detect the sentiment polarities of posts 1 and 2.
In recent years, personalized sentiment classification considering user's individuality has emerged as one of the prevailing research topics in the field. Song et al. (2015b Song et al. ( , 2016 utilized a latent factor model to capture personal sentiment variations of microblog users. Zhao et al. (2017) exploited the social relation information to facilitate user representation learning. In rating prediction research, Tang et al. (2015) embedded user and product level information into a neural network model. Chen et al. (2016a) further improved the model by incorporating global user and product information as attentions into a hierarchical LSTM model. These studies have achieved promising results on personalized sentiment classification. However, most of them suffer from the insufficiency of discriminative posts for personalization learning.
We observed that the microblog users have consistent individuality and opinion bias in different languages on different platforms. Posts 3 and 4 in tract more precise personalized view and opinion bias. Furthermore, the microblog posts on Twitter and Weibo share many similarities in social and textual styles regardless of different languages used. By cross-lingual learning from the same (or similar) users' posts, we can extract the common language-independent features to enhance the representations for both monolingual and crosslingual sentiment classification. We hypothesize that general cross-lingual sentiment words such as adjectives have similar effect on the sentiment of sentences in different languages, which can be considered generally independent of language. It is thus meaningful to leverage the individuality features to bridge the language gap and exploit the global language-independent sentiment knowledge learned to help alleviate data insufficiency for personalized sentiment classification.
Convolutional neural networks (CNN) are effective in short text analysis thanks to the n-grams of text that contain rich and accurate information for capturing user's attention. Besides, adversarial multi-task learning provides us with a feasible method to bridge the semantics of posts of different languages by utilizing the correlation between the two related language-specific tasks. In this paper, we propose a user-attention-based CNN model with adversarial multi-task learning (dubbed as ACNN-AMT). Firstly, we incorporate user attention into CNN model to capture user's language-specific individuality from the posts. Secondly, we propose an adversarial multi-task learning framework to co-train crosslingual sentiment features with the help of user's consistent individuality. The main contributions of our paper are three-fold:
• We propose a novel user attention mechanism over n-gram semantics of short posts to capture the language-specific individuality and opinion bias of users for personalized sentiment classification.
• We incorporate the user-attention-based CNN model into a novel adversarial crosslingual multi-task learning framework. With the help of consistency of user individuality as bridge across two languages, we learn language-specific features and languageindependent features to enrich the user post representation, and alleviate the problem of insufficiency of personal data.
• We conduct comprehensive experiments on real-world Sina Weibo datasets and Twitter datasets to confirm the effectiveness of our proposed model. The experimental results demonstrate that our model consistently outperforms strong baseline methods by a large margin. Our datasets have been made publicly available 2 .
Related Work
Recently, personalized sentiment classification has attracted lots of attention in research community. Song et al. (2015b) proposed a personalized sentiment classification method based on latent factor model to capture personal sentiment variations. Tang et al. (2015) was first to incorporate user and product information into a neural network model for personalized rating prediction of products. Wu and Huang (2016) proposed a personalized microbolg sentiment classification framework via multi-task learning to capture the personal properties and take advantage of common sentiment knowledge shared among all users. Chen et al. (2016a) adopted a hierarchical neural network to incorporate global user and product information into the sentiment model via attention mechanism. Zhao et al. (2017) exploited both the semantics of posts and the social relations among users for microblog sentiment classification with recurrent random-walk network model. Although these methods have achieved reasonable results, they are limited by insufficient personalized data that the learning of personal sentiment features and user representations has to rely on. Generative adversarial network (Goodfellow et al., 2014) has been successfully applied to Natural Language Processing, especially domain and language adaptation, including measuring and matching different feature space distribution between source and target. Ganin and Lempitsky (2015) presented an adversarial approach to domain adaptation for transferring knowledge from source domain to target domains. Chen et al. (2016b) proposed an adversarial deep averaging network to transfer sentiment knowledge from labeled source language to low-resource target language where only unlabeled data exists. Liu et al. (2017) tried an adversarial multi-task learning framework for text classification, intending to refrain the shared and private latent feature spaces from interfering each other. These methods only took multi-domain or multi-language setting into account, aiming to address the problem caused by low-resource languages or specific domains, but they ignored the important factors of users across different domains or languages, which is a very important factor in sentiment analysis.
Unlike the previous studies, we incorporate cross-lingual sentiment consistency and personalized user sentiment model from the viewpoint of multi-task learning for alleviating the insufficiency of personal data and improving the performance of personalization in sentiment analysis.
Attention-based Personalization Model
In CNN, we can use attention mechanism to predict the importance probability of each component with respect to attention query (Bahdanau et al., 2014) . Given a post, the user usually focuses on its specific portions depending on one's individuality or interest. The user attention can be incorporated into CNN model to learn appropriate user-specific features and capture crucial components that the user cares about.
Given a data example (x, u, y) in a monolingual dataset, the post content x is denoted as: where n is number of words contained in x, ⊕ is the concatenation operator, each word w i is mapped to its d-dimensional embedding representation w i ∈ R d , the user of the post is represented by a continuous vector of o dimensions u ∈ R o which is initialized as zero-valued vector, and y is the sentiment label of x. Given all training examples, our goal is to learn appropriate text and user representations for classifying sentiment class of different users' new posts.
CNN-based Text Representation
We use CNN (Kim, 2014; Kalchbrenner et al., 2014) for learning the semantic representation s of input post x, which is shown in Figure 1 . The semantic representations of n-grams with sliding window are mapped to fixed and lower dimension via the convolutional filters. Let l be the width of convolutional filter, W and b be the parameters and bias of linear mapping, which is shared among all layers in a filter. Each sliding window with fixed-length window size of l starting from the k-th word is denoted as
The convolutional layer output f k ∈ R m of the window Ω k is calculated by applying the linear mapping below, following a convolution operation:
where W ∈ R m×d , b ∈ R m , and m is the output length of each linear mapping. With the convolution operation, n − l + 1 features in total, i.e., one for each window, are obtained and denoted as Figure 2: Our user-attention-based CNN model (ACNN) for post representation. The convolution windows (in convolution layer) in green, purple and blue color correspond to three sizes of n-grams used, i.e., l 1 , l 2 , and l 3 , respectively. s = [s 1 , s 2 , . . . , s m ] with fixed length of m is generated. Note that s can be generated fromh with the similar linear mapping as Eq. 2, but for simplicity we treat it the same ash in our experiment.
Incorporating User Attention
The model incorporating user attention mechanism is shown in Figure 2 .
The users information are distinguished by user id, and each user u is embedded as vector u ∈ R o for capturing their opinion bias and individuality. All the users embedding will be regarded as attention query parts in user attention mechanism, and the model gives all input windows different attention weights according to the individuality of post users for semantic representation. We treat user embeddings as model parameters, which can be updated with the optimization algorithm in training process (see Section 4).
Formally, the final post representation s =h is a weighted sum of all sliding windows of convolution layer:
where α k measures the importance of the k-th ngram (i.e., window) for current user. The attention weight α k of each window's hidden state can be defined as:
where σ is a scoring function which scores the importance of each n-gram by taking into account both post and user representations. For each input window, the attention score is calculated for getting the attentive degree of input to current user attention query by combining them together linearly. The scoring function σ is defined as:
where W f ∈ R m×m is a weight matrix for hidden states of input windows of a post, W u ∈ R m×o is weight matrix for the user of the current post, and v ∈ R m is the weight vector, which is randomly initialized, for getting a score number for the function. v is needed since a matrix R m×1 is obtained by tanh(·), and for getting a scalar, we need a matrix R 1×m for matrix multiplication.
To make our model more accurate, we apply three kinds of convolutional filters to capture the semantics of n-grams corresponding to three levels of granularities, i.e., we let l ∈ {l 1 , l 2 , l 3 } corresponding to unigram, bi-gram and tri-gram, respectively, and we concatenate the representations h of these n-grams of these three granularities as the representation of each post. Similar as (Tang et al., 2015) , for modeling user-sentiment consistencies, we also concatenate the representation of users and that of posts as the final semantic representation. Note that for the current post, the user embedding is the same among three different granularities, but the model parameters W f and W u among the three granularities are different because the convolutional representation of post f k is dependent on specific granularity of n-grams used.
Adversarial Learning for Personalized Sentiment Classification
Multi-task learning can utilize the correlation among different tasks to learn related knowledge for better performance (Evgeniou and Pontil, 2004) . The posts of each user are often insufficient for personalized sentiment analysis with a monolingual dataset. By exploiting posts of both Chinese and English in multi-task learning, we can enrich the original monolingual posts of each user to alleviate the data insufficiency problem. Inspired by the adversarial network that can build the mapping between generative distribution and target distribution (Goodfellow et al., 2014) , we conjecture that the sentiment knowledge between two different languages can be mapped to the same feature space to further improve the effect of multi-task learning with a feature generator and a language category discriminator. Formally, given a data sample (x t , u t , y t ) from the posts of the t-th language (i.e., task), we aim to predict the sentiment class of the posts with our adversarial cross-lingual multi-task learning method.
Adversarial Multi-task Learning
Intuitively, a user may post on different microblogging platforms in different languages, but the individuality and opinion bias embedded in the posts of different languages are supposed to be consistent. By regarding user's individuality as bridge between languages, we adopt multi-task learning to utilize the correlation of user's individuality across Chinese and English platforms for learning better user representation. As shown in Figure 3 , we illustrate our user attention based CNN model with adversarial multitask learning (ACNN-AMT). All tasks share a same collection of users embedding u via the attention mechanism as a cross-lingual bridge. Each task is a sentiment classification model, which is decomposed into two components, i.e., a global ACNN model trained with posts from all languages for extracting common sentiment features (the orange-color CNN model), a languagespecific ACNN model which is trained with posts from a specific language (the yellow-or green-color CNN model) for generating languagespecific features, and a softmax classifier for predicting sentiment classification. Therefore, this multi-task model is both a sentiment classifier and meanwhile a generator for producing post representations at global and language-specific levels. Both tasks share the same global ACNN model.
For any input post x t of the t-th task 3 , we can compute its global representation s t g and taskspecific representation s t p with the ACNN model. The final features s t of post x t are concatenation of the features from the specific and global space and user embedding. Formally, we define s t g , s t p and s t as follows:
where θ G contain parameters of the global taskindependent model (which acts as the generator in the adversarial network), and θ t contain the model parameters of the t-th task, and u t is the user embedding of the t-th task which is constant across different tasks. Because Chinese and English have different lexical and linguistic structures, the global sentiment classifier could learn little knowledge from English for Chinese sentiment classification, and vice versa. Nevertheless, if we could learn sentiment features independent of language category, the global sentiment classifier will be well trained by posts of both languages. To get such languageindependent features, we introduce adversarial training into the global model. We formulate the global model as a generator and the language classification model as a discriminator using Generative Adversarial Network (GAN) (Goodfellow et al., 2014) . During training, the generator is trying to generate language-independent sentiment features that would confuse the discriminator as to these features' language category, so that the discriminator is forced to struggle to become a strong classifier for correctly predicting the language category of the generated representation, until both the generator and discriminator cannot improve any more. The language discriminative model D parameterized by θ D and θ G is defined as follows:
whereŷ(·) is the predicted language category, θ D contain parameters W D ∈ R T ×3m which are the weights (T is number of language categories) and b D ∈ R T ×3m which are the bias terms, and s g (θ G ) ∈ R 3m is the language-independent sentiment features extracted by global ACNN model parameterized by θ G . Finally, we get the adversarial loss by crossentropy error between gold language distribution and our predicted language distribution:
where y t i denotes the ground-truth language label indicating that the i-th post comes from the t-th task (or language),ŷ t i is the predicted language of the post, and N t is the number of posts in the t-th task. We use the gradient reversal layer (GRL) (Ganin and Lempitsky, 2015) to perform the adversarial learning. The objective of GRL is to optimize θ G and θ D via the min-max steps as min
After the adversarial training, we can obtain stronger language category discriminator and language-independent sentiment features.
Sentiment Classification
For the t-th task, the predicted post sentiment distribution is defined as follows:
where W t ∈ R C×(6m+o) are the weights and b t ∈ R (6m+o) are the biases. For each sentiment category, cross-entropy error between gold sentiment distribution and our predicted sentiment distribution is defined as sentiment loss:
where z t c,i denotes the ground-truth label indicating sentiment of the i-th post of the t-th task,ẑ t c,i is the predicted sentiment label of the post, C is the number of sentiment classes, and N t c is the number of posts of class c in the t-th task.
Similar to (Liu et al., 2017) , we add a squared Frobenius norm term to the loss function:
where · 2 F is the squared Frobenius norm, G t and P t are matrics whose rows are s t g and s t p of each input sentence, respectively.
The final loss function of our model can be written as:
where L 1 and L 2 are the loss functions of sentiment classification models of the two languages, and the hyper parameters β, λ, γ and δ are the weights of their corresponding losses.
To minimize the overall loss function L, we use Adadelta (Zeiler, 2012) to update the model parameters. In particular, we employ Adadelta to update θ D to maximize the adversarial loss term L Adv , and update other parameters to minimize the overall loss function L.
Experiment

Experimental Setting
Our experiments are conducted on two real-world microblog sentiment datasets. The first dataset was crawled using our built-in-house crawler from Sina Weibo, which contain only Chinese posts. Weibo users have their personal profile, and their homepage links to Twitter may also appear in it. We extracted the Twitter homepage links for crawling our Twitter dataset via Twitter API, and the dataset contain only English posts. We labeled the posts with sentiment polarity based on frequently used emoticons as emoticons which are given by users were commonly regarded as appropriate personal sentiment labels (Song et al., 2015a,b; Wu and Huang, 2016) .
The statistics of the two datasets are summarized in Table 2 and 3, where 96 bilingual users were found appearing in both datasets. In the experiment, we used all users, i.e., 755 from Twitter, and 379 from Weibo, assuming that similar users can be embedded into similar user representation space. The bilingual users will especially bring strong effects on personalization learning because the posts of bilingual users can be better represented with consistent individuality than those of monolingual users.
For each user's posts in different languages, we split them into training, development and testing sets by user volumes under the ratio of 7:2:1 randomly, and used Stanford CoreNLP recall and F-score to measure the classification results with 10-fold cross validation, and take average over ten folds for obtaining the values of the three evaluation metrics. For Chinese posts, we trained our Word2Vec model (Mikolov et al., 2013) on our crawled 30M Weibo corpus. For English posts, we used the 200d GloVe vectors (Pennington et al., 2014) as word embeddings. We set the dimensionality of user embedding to 100.
The other model parameters were initialized by randomly sampling from uniform distribution in [−0.1, 0.1]. We set the mini-batch size to 32. Besides, we employed dropout technique (Srivastava et al., 2014) and the dropout rate was set to 0.5. We tuned the hyper-parameters on the development sets, and empirically set β to 0.8, λ to 1, γ to 0.1, and δ to 0.01. The width of three convolutional filter was fixed to 1, 2, and 3, corresponding to unigram, bi-gram and tri-gram, respectively.
Baselines
We compared our model with several strong baseline methods for microblog sentiment classification: SVM + Wordvec: It averages the embeddings of all words in a post, which are regarded as features of a SVM classifer using LibSVM library (Chang and Lin, 2011) .
LSTM: It uses traditional LSTM model for sentiment classification.
CNN: It uses CNN model (Kim, 2014) for sentiment classification.
NSC + UPA: It uses user and product attention mechanism over word-level and sentence-level semantics based on LSTM (Chen et al., 2016a) . The original method focused on modeling product review texts. Because microblog posts contain users but no particular products information, we implemented the method with word-level modeling and user attention for fair comparison.
UPNN: It uses vector space model for modeling user preferences and product qualities, which is integrated with word-level representation and postlevel representation (Tang et al., 2015) . Original UPNN models user preference and product characteristic. We modified it to only model user preferences as a baseline method for comparison.
ASP-MTL: It uses LSTM model with adversarial multi-task learning to extract the domaininvariant features for cross-domain text classification (Liu et al., 2017) . We regard domain category as language category for cross-lingual sentiment classification. Table 4 shows the comparison of results among different models. We separate results into two groups which are monolingual results and crosslingual results respectively.
Result Comparisons
In the first group, the SVM with averaging word embedding performs poorly because SVM cannot capture semantic information as well as deep neural networks. The CNN model performs better than LSTM, because LSTM model is easier to overfit. The NSC with UPA yields better results than LSTM, and UPNN yields better results than CNN, because they exploit the impact of user information. Our ACNN model archives the best performance by exploiting user information on top of the semantics of n-grams.
In the second group, the ASP-MTL performs better than LSTM, because language-independent features improves accuracy of sentiment classification. Our ACNN-AMT model significantly outperforms all the other baseline methods, confirming the importance of both user information and global language-independent sentiment features. 
Effect of Attention Mechanism and
Multi-task Learning In Figure 4 and Figure 5 , we visualize the attention weights over n-grams to justify the effectiveness of our ACNN model. In Figure 4 , we choose a tweet posted by user1 with content "John Wall. Speed and strength". The user1 is a fan of "John Wall", and the user2 has never talked about him. For the word "John Wall" 4 , user1 has the largest attention weight, but user2 almost pays no attention, demonstrating that our ACNN model can capture crucial components for each user.
In Figure 5 , we visualize the weights of a Chinese post posted by user1 with content "奇才 后 卫 约翰沃尔 在 美国 国家队 表演赛 一显身 手" ("The Wizards's guard John Wall displayed his skills in the exhibition match of US national team"). As shown in this post, user1's pursuit of John Wall is unchanged in Chinese, indicating that analyzing texts jointly could help extract more precise individuality of a user. For unigram, user1 does not have the largest attention weight for word "约翰沃尔" ("John Wall"). Nonetheless, for bi-grams and tri-grams, user1 has the largest attention weights on "后 卫 约 翰 沃 尔" ("guard John Wall") and "奇才 后卫 约翰沃尔" ("Wizards guard John Wall"), respectively, and the reason is that n-grams contain more abundant and accurate semantic information that is crucial for each user to compose appropriate post representation. Table 6 shows the effect of adversarial mechanism. Chen et al. (2016b) has proved the important role of bilingual word embeddings in cross-lingual classification with adversarial learning. We train our bilingual word embeddings with MUSE (Conneau et al., 2017) so that semantically similar words in different languages are drawn closely in the embedding space. When the model is trying to classify Twitter posts, we transform Chinese word embeddings into English word embeddings for alignment, and vice versa. By com- paring models with adversarial mechanism (i.e., CNN-AMTL, ACNN-AMTL) and models without adversarial mechanism (i.e., CNN-MTL, ACNN-MTL), the former yield better results, suggesting that the adversarial learning could help generate language-independent sentiment features, and improve the effect of sentiment classification.
Effect of Adversarial Mechanism
Conclusion
In this paper, we proposed an ACNN model for capturing user's individuality on microblogs, and an ACNN-AMT model for alleviating the data insufficiency problem in personalized sentiment classification. By exploiting the user information, our ACNN model could put emphasis on the key portions of posts that reflect users' individuality. By utilizing the consistent individuality and opinion bias of microblog users across different languages, our ACNN-AMT model could extract the language-specific features and languageindependent features to enrich the user-specific post representation. Experimental results on English and Chinese microblog datasets confirm the clear advantage of our method over state-of-the-art baseline algorithms.
