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Abstract
We introduce the local composite quantile regression (LCQR) to causal inference in
regression discontinuity (RD) designs. Kai et al. (2010) study the efficiency property
of LCQR, while we show that its nice boundary performance translates to accurate
estimation of treatment effects in RD under a variety of data generating processes.
Moreover, we propose a bias-corrected and standard error-adjusted t-test for inference,
which leads to confidence intervals with good coverage probabilities. A bandwidth
selector is also discussed. For illustration, we conduct a simulation study and revisit a
classic example from Lee (2008). A companion R package rdcqr is developed.
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1 Introduction
Over the past few decades, regression discontinuity (RD) has become a popular quasi-
experimental method to identify the local average treatment effect. In its simplest form,
the sharp RD design, the probability for a unit i to receive treatment is a discontinuous
function of an underlying covariate Xi, i.e., unit i receives treatment if and only if the co-
variate exceeds a pre-specified cutoff. Under some smoothness assumptions, units in a small
neighborhood of the cutoff share similar characteristics so that the difference between the
outcomes above and below the cutoff can be interpreted as the local average treatment effect.
This is a simple yet powerful method to identify causal effects locally.
Empirical studies in RD are predated by Thistlethwaite and Campbell (1960), who in-
vestigated the impact on academic performance of a merit award based on whether the test
score attains a cutoff. The seminal work in Hahn et al. (2001) showed that, if conditional
expectations are continuous in the covariate around the cutoff, the treatment effect can be
identified by taking the difference between average outcomes above and below the cutoff.
This finding significantly weakened previous identification conditions and paved the way for
the rapid development of the RD literature. Examples of empirical work include the anal-
ysis of electoral advantage to incumbency in U.S. house elections in Lee (2008), analysis of
changes in children’s mortality rates due to the implementation of the Head Start program
in Ludwig and Miller (2007), etc. Recent theoretical development includes the optimal con-
vergence rate in RD estimation in Porter (2003), the optimal bandwidth choice in Imbens
and Kalyanaraman (2012), the quantile treatment estimation in Frandsen et al. (2012), the
robust confidence intervals in Calonico et al. (2014), the null-restricted t-test in Feir et al.
(2016), the honest confidence intervals in Armstrong and Kolesa´r (2018, 2020), etc. See also
the literature reviews in Imbens and Lemieux (2008) and Lee and Lemieux (2010).
Central to a large portion of the empirical and theoretical work on RD is the use of local
linear regression (LLR), whose theoretical properties are discussed in Fan and Gijbels (1992),
Fan (1993), and Ruppert and Wand (1994) as well as Fan and Gijbels (1996). Automatic
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boundary carpentry and high minimax efficiency (Cheng et al. (1997)) have made LLR an
ideal tool for estimation in RD. Since LLR has the smallest asymptotic mean squared error
(MSE) in the class of linear estimators and is simple to use, the RD research community has
widely adopted it as a default tool.
The goal of this paper is to introduce another nonparametric smoother to the estimation
and inference in RD. Although LLR is the best linear smoother, it is possible to use an
alternative estimator in RD if we consider the larger class of nonlinear smoothers. One
example is the local composite quantile regression (LCQR) method in Kai et al. (2010), who
show that LCQR has some efficiency gain against LLR when data are non-normal. The
literature related to LCQR is growing. Several recent examples include the partial linear
model in Kai et al. (2011), weighted LCQR smoothing in Zhao and Xiao (2014), LCQR
smoothing in Harris recurrent Markov processes in Li and Li (2016), LCQR with mixed
data in Huang and Lin (2020), just to name a few. To use LCQR, the researcher chooses a
finite number of quantiles, say 5, and use a local polynomial to estimate the quantile (the
intercept) at each of the 5 quantile positions. Averaging the 5 quantile estimates gives an
estimate for the conditional mean.
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(b) Box plots of the estimates on the boundaries
Figure 1: Estimates of LLR and LCQR with a sample size of 400 and 400 replications. Both
methods use the same direct plug-in bandwidth in Ruppert et al. (1995). m(X) = sin(5piX).
3
To motivate the use of LCQR, consider the nonlinear model in Ruppert et al. (1995), Y =
sin(5piX) + 0.5, where  follows a mixture normal distribution, 0.95N(0, 1) + 0.05N(0, 102),
and X follows a uniform distribution on [0, 1]. It is clear from Figure 1 that LCQR exhibits
less “flapping” for both interior and boundary points. The relative stable behavior of LCQR
on the boundary when data move away from normality is of particular importance to the
estimation and inference in RD as we show later on.
Our paper makes the following contributions to the large and growing literature on RD.
First, we introduce the LCQR method to sharp and fuzzy RD designs. Numerical evidence
for the efficiency gain of using LCQR instead of LLR in RD is also provided. Second,
similar to the robust t-test in Calonico et al. (2014) for conducting inference on causal
effects, we propose a t-test that adjusts both the bias and the standard error (s.e.) of
the LCQR estimator, and the resulting confidence intervals are shown to have good coverage
probabilities. Third, we further discuss a new bandwidth selector that is based on an adjusted
MSE. As a byproduct of our research, we also develop an R package rdcqr that implements
the method in this paper.1
The rest of the paper unfolds as follows. Section 2 sets up the notation for RD designs
and introduces the LCQR method. Section 3 discusses the bias correction and standard
error adjustment for inference on the boundary. Section 4 presents a simulation experiment.
An empirical illustration of LCQR in RD is provided in Section 5 using the data from Lee
(2008). Section 6 concludes. The Appendix contains all the proofs and additional figures
and tables.
2 Regression discontinuity and local composite quan-
tile regression
We introduce the notation for RD and the concept of LCQR in this section.
1The rdcqr package can be downloaded from https://github.com/xhuang20/rdcqr.
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2.1 Regression discontinuity: setup and notation
Consider the triplet (Yi, Xi, Ti), i = 1, · · · , n in a standard RD design, where Yi is the
observed outcome for individual i, Xi is the covariate that determines the assignment of
treatment, and Ti equals 1 if individual i receives treatment and 0 otherwise. For individual
i to receive treatment, a threshold value for Xi is set. Without loss of generality, we assume
the threshold is 0, and the treatment assignment rule becomes that individual i is assigned
to the treatment group if Xi ≥ 0. Throughout the paper, the signs + and − will be used to
denote data or quantities associated with Xi ≥ 0 and Xi < 0, respectively.
We use a general nonparametric model to describe the relationship between Yi and Xi:
Y+,i = mY+(X+,i) + σY+ (X+,i)Y+,i, (1)
Y−,i = mY−(X−,i) + σY− (X−,i)Y−,i, (2)
where mY+ ,mY− , σY+ , σY− , Y+ and Y− are the conditional mean functions, conditional stan-
dard deviation functions, and error terms with unit variance, respectively.
In a sharp RD design, whether individual i receives treatment is determined by whether
Xi ≥ 0. One is interested in measuring the average treatment effect at the threshold 0:
τsharp = mY+(0)−mY−(0), (3)
where
mY+(0) = lim
x+↓0
mY+(x+) and mY−(0) = lim
x−↑0
mY−(x−). (4)
A t-test for testing a hypothesized treatment effect τ0 reads:
tsharp =
τˆsharp − τ0√
Var(τˆsharp)
, (5)
where, under the i.i.d. assumption, we have
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τˆsharp = mˆY+(0)− mˆY−(0), Var(τˆsharp) = Var(mˆY+(0)) + Var(mˆY−(0)). (6)
In a fuzzy RD design, the treatment assignment rule remains the same but Ti is not
necessarily equal to 1 when Xi ≥ 0 or 0 when Xi < 0. It is customary to use a nonparametric
function to describe the probability of receiving a treatment:
T+,i = mT+(X+,i) + σT+ (X+,i)T+,i, (7)
T−,i = mT−(X−,i) + σT− (X−,i)T−,i. (8)
The treatment effect measurement becomes
τfuzzy =
mY+(0)−mY−(0)
mT+(0)−mT−(0)
, (9)
where
mT+(0) = lim
x+↓0
mT+(x+) and mT−(0) = lim
x−↑0
mT−(x−). (10)
Let s.o. denote a small order term. The corresponding t-test is given by
tfuzzy =
τˆfuzzy − τ0√
Var(τˆfuzzy)
, (11)
where
τˆfuzzy =
mˆY+(0)− mˆY−(0)
mˆT+(0)− mˆT−(0)
, Var(τˆfuzzy) =
Var(mˆY+(0)) + Var(mˆY−(0))(
mT+(0)−mT−(0)
)2
+
(
mY+(0)−mY−(0)
)2(
mT+(0)−mT−(0)
)4 [Var(mˆT+(0)) + Var(mˆT−(0))]
− 2 mY+(0)−mY−(0)(
mT+(0)−mT−(0)
)3 [Cov(mˆY+(0), mˆT+(0)) + Cov(mˆY−(0), mˆT−(0))]+ s.o. (12)
To conduct the t-test, we thus need nonparametric estimates for all quantities in eqs. (6)
and (12) at the boundary point 0.
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2.2 Local composite quantile regression
LLR is the leading method to estimate quantities in eqs. (6) and (12). LCQR is introduced
in Kai et al. (2010) as an alternative to the LLR method due to its efficiency gain with non-
normal errors. Robustness (to non-normality) is the key reason we propose to use LCQR in
RD as the normality assumption can be easily violated in practice.
The same LCQR method can be applied to eqs. (1), (2), (7) and (8). Because of this
similarity, we describe the LCQR method based on eq. (1). For k = 1, · · · , q, let τk = k/(q+1)
be the q quantile positions and ρτk(r) = τkr − rI(r < 0) be the q check loss functions in
quantile regression. The loss function for LCQR at the point of interest x is defined as
q∑
k=1
n+∑
i=1
ρτk (Y+,i − ak − b(X+,i − x))K
(
X+,i − x
hY+
)
, (13)
where ak is the kth quantile estimator, b is a slope restricted to be the same across quantiles,
hY+ is the bandwidth, and K is a kernel function. The point of interest in eq. (1) is x = 0.
Minimizing eq. (13) w.r.t. ak and b yields (aˆ1, · · · , aˆq, bˆ). The LCQR estimator for
mY+(x) is defined as
mˆY+(x) =
1
q
q∑
k=1
aˆk (14)
and bˆ is the estimator for m
(1)
Y+
(x), the first derivative of mY+(x). mˆY−(x), mˆT+(x), and
mˆT−(x) can be similarly obtained at x = 0.
Kai et al. (2010) discuss the asymptotic bias and variance of the LCQR estimator at an
interior point x. The asymptotic properties at a boundary point x are discussed in Kai et al.
(2009). Given the results in Kai et al. (2009), one can immediately implement the t-test
for the sharp RD in eq. (5) with bias correction if needed. To implement the t-test for the
fuzzy RD in eq. (11), the two covariance expressions in eq. (12) need to be estimated and
we provide the results later on. Asymptotic results for the bias and variance of mˆY+(x),
mˆY−(x), mˆT+(x), and mˆT−(x) follow those in Kai et al. (2009) and are given as lemmas in
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the Appendix.
We make the following assumptions. Let c be a positive constant of supp(K).
Assumption 1. mY+(·), mT+(·), mY−(·), and mT−(·) are three times differentiable at x.
Assumption 2. σY+ (·), σT+ (·), σY− (·), and σT− (·) are right or left continuous and differ-
entiable at x.
Assumption 3. The kernel function K is bounded and symmetric such that, for j =
0, 1, 2, · · · ,
µ+,j(c) =
∫ ∞
−c
ujK(u)du, ν+,j =
∫ ∞
−c
ujK2(u)du,
µ−,j(c) =
∫ c
−∞
ujK(u)du, ν−,j =
∫ c
−∞
ujK2(u)du.
Assumption 4. The marginal density fX+(·) is right continuous, differentiable and positive
at x = 0, and fX−(·) is left continuous, differentiable and positive at x = 0.
Assumption 5. All error distributions for Y+ , T+ , Y− , and T− are symmetric and have
positive density. All errors are i.i.d.
Assumption 6. hY+ → 0 and n+h5Y+ →∞ as n+ →∞. The same condition also holds for
(n+, hT+), (n−, hY−), and (n−, hT−).
Assumptions 1 and 2 are used for Taylor series expansions in the proof. The bias ex-
pressions require only second-order differentiability of the conditional mean function. Higher
order differentiability permits the study of smaller order terms in the expansion. The sup-
port of the kernel is assumed to be (−∞,∞) in Assumption 3. If the kernel has a bounded
support such as [−1, 1], we have µ+,j(c) =
∫ 1
−c u
jK(u)du. Similar changes can be made to
the ν variables. The differentiability in Assumption 4 is also used for Taylor expansions
in the proof and we require the positivity of the density at the boundary as it appears in
the denominator of the bias expression. The symmetric error distribution assumption in
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Assumption 5 is not as restrictive as it looks. This symmetry assumption helps to remove
an extra term in the bias. When the error distribution is non-symmetric, this extra term
can be removed via a procedure similar to bias correction. One only needs n+h+ →∞ when
estimating the conditional mean. The stronger assumption in Assumption 6 is needed when
we estimate the variance of the second derivative of mY+ , denoted by m
(2)
Y+
, to adjust the
s.e. of mˆY+ . This assumption is required in order to obtain a consistent estimator of m
(2)
Y+
.
Assumption 6 translates to h→ 0 and nh5 →∞ as n→∞ if we use a single bandwidth h
for the data above and below the cutoff, and n is the total number of observations.
Next we provide two theorems on the LCQR estimator for sharp and fuzzy treatment
effects defined in eq. (6) and eq. (12), respectively. Let X be the σ-field generated by all Xi.
Theorem 1. Under Assumptions 1 to 6, as both n+ and n− →∞, we have
Bias(τˆsharp|X) = 1
2
aY+(c)m
(2)
Y+(0)h
2
Y+
− 1
2
aY−(c)m
(2)
Y−(0)h
2
Y− + op(h
2
Y+
+ h2Y−), (15)
Var(τˆsharp|X) =
bY+(c)σ
2
Y+
(0)
n+hY+fX+(0)
+
bY−(c)σ
2
Y−
(0)
n−hY−fX−(0)
+ op(
1
n+hY+
+
1
n−hY−
), (16)
where
aY+(c) = aY−(c) =
µ2+,2(c)− µ+,1(c)µ+,3(c)
µ+,0(c)µ+,2(c)− µ2+,1(c)
, (17)
bY+(c) = e
T
q (S
−1
Y+
(c)ΣY+(c)S
−1
Y+
(c))11eq/q
2, (18)
bY−(c) = e
T
q (S
−1
Y−(c)ΣY−(c)S
−1
Y−(c))11eq/q
2, (19)
and the matrices SY+(c), SY−(c), ΣY+(c) and ΣY−(c) are defined in the Appendix, eq is the
q-dimensional vector of ones.
Proof of Theorem 1 is a straightforward application of Theorem 2.1 in Kai et al. (2009)
and is omitted. As long as a symmetric kernel is used, the value of aY+(c) remains the same
if kernel moments on the other side of the cutoff are used. Generally, we have bY+(c) 6= bY−(c)
unless error distributions on both sides of the cutoff are assumed to be the same.
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When the bandwidths above and below the cutoff are assumed to be the same, Theorem 1
reduces to the following corollary.
Corollary 1. Under Assumptions 1 to 6, if we further assume hY+ = hY− = h, then we have
Bias(τˆsharp|X) = 1
2
[
aY+(c)m
(2)
Y+(0)− aY−(c)m(2)Y−(0)
]
h2 + op(h
2), (20)
Var(τˆsharp|X) =
bY+(c)σ
2
Y+
(0)
n+hfX+(0)
+
bY−(c)σ
2
Y−
(0)
n−hfX−(0)
+ op(
1
n+h
+
1
n−h
) (21)
The asymptotic results for the fuzzy RD are similarly provided in the theorem below.
Theorem 2. Under Assumptions 1 to 6, as both n+ and n− →∞, we have
Bias(τˆfuzzy|X) = 1
mT+(0)−mT−(0)
[
1
2
aY+(c)m
(2)
Y+(0)h
2
Y+
− 1
2
aY−(c)m
(2)
Y−(0)h
2
Y−
]
− mY+(0)−mY−(0)[
mT+(0)−mT−(0)
]2 [12aT+(c)m(2)T+(0)h2T+ − 12aT−(c)m(2)T−(0)h2T−
]
+ op(h
2
Y+
+ h2Y− + h
2
T+
+ h2T−). (22)
The variance expression is given in eq. (12).
The variance expression in eq. (12) is complicated but is available by substituting the
results in Lemmas 2 and 3 in Appendix A into eq. (12). See Appendix A for the proof.
From Theorems 1 and 2 and using a single bandwidth h, we see a lot of similarities
between LCQR and LLR: both biases have order O(h2) and both variances have order
O((nh)−1). In fact, the asymptotic bias expression is identical for the two methods. The
variance from LCQR, however, is smaller than that from LLR under many non-normal error
distributions, for which we provide numerical results in the next subsection.
In addition, in the special case of q = 1, we can show that
bY+(c) =
µ2+,2ν+,0 − 2µ+,1µ+,2ν+,1 + µ2+,1ν+,2
(µ+,0µ+,2 − µ2+,1)2
1
q2
q∑
k=1
q∑
k′=1
τkk′
fY+ (ck)fY+ (c
′
k)
, (23)
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where τkk′ = τk∧τk′−τkτk′ , k, k′ = 1, 2, ..., q, ck = F−1Y+ (τk), and FY+ and fY+ are the cdf and
pdf of the error distribution, respectively. The result similarly holds for bY−(c). However,
eq. (23) does not hold for q ≥ 2 in general.
2.3 Efficiency gain on the boundary
We provide some numerical evidence in support of using LCQR in RD. To facilitate the
presentation of the results, we consider Corollary 1 with a single bandwidth and replace
the conditional density fX+(0) with the unconditional density fX(0) so that the product
n+fX+(0) becomes nfX(0). Similarly, n−fX−(0) is also replaced by nfX(0).
Under standard assumptions, the MSE for the LLR estimator of τsharp is given by (see,
e.g., Imbens and Kalyanaraman (2012))
MSELLR =
1
4
[
aY+(c)m
(2)
Y+(0)− aY−(c)m(2)Y−(0)
]2
h4
+
1
nh
[
b(c)σ2Y+
(0)
fX(0)
+
b(c)σ2Y−
(0)
fX(0)
]
+ op(h
4 +
1
nh
),
(24)
where
b(c) =
µ2+,2ν+,0 − 2µ+,1µ+,2ν+,1 + µ2+,1ν+,2
(µ+,0µ+,2 − µ2+,1)2
. (25)
Let a(c) = aY+(c) = aY−(c). By assuming errors on both sides of the cutoff have the same
distribution and let bY (c) = bY+(c) = bY−(c), we can further simplify the variance expression
in Corollary 1 to have
MSELCQR =
1
4
[
a(c)m
(2)
Y+(0)− a(c)m(2)Y−(0)
]2
h4
+
1
nh
[
bY (c)σ
2
Y+
(0)
fX(0)
+
bY (c)σ
2
Y−
(0)
fX(0)
]
+ op(h
4 +
1
nh
)
=
1
4
[
a(c)m
(2)
Y+(0)− a(c)m(2)Y−(0)
]2
h4
+
1
nh
[
b(c)σ2Y+
(0)
fX(0)
+
b(c)σ2Y−
(0)
fX(0)
]
bY (c)
b(c)
+ op(h
4 +
1
nh
), (26)
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where the two MSEs differ by a factor bY (c)
b(c)
for the variance term. Minimizing these two
MSEs gives optimal bandwidths. Substitute the bandwidths into the MSEs to obtain the
optimal values, MSEoptLLR and MSE
opt
LCQR. Similar to Kai et al. (2010), we define the asymptotic
relative efficiency (ARE) of LCQR with respect to LLR on the boundary as
ARE =
MSEoptLLR
MSEoptLCQR
→
[
bY (c)
b(c)
]−4/5
. (27)
When q = 1, the ratio in eq. (27) simplifies to
[
1
q2
∑q
k=1
∑q
k′=1
τkk′
fY+
(ck)fY+
(c′k)
]−4/5
. When
q ≥ 2, this simplification does not hold. Yet we can evaluate the ratio in eq. (27) for many
common distributions. Using the triangular kernel as an example, we calculate the ratio for
the five error distributions listed in Table 1. Using the Epanechnikov kernel gives similar
results.
Table 1: Asymptotic relative efficiency (ARE) of LCQR in sharp RD
Error distribution q = 1 q = 5 q = 9 q = 19 q = 99
N(0, 1) 0.6968 0.9290 0.9569 0.9728 0.9819
Laplace 1.7411 1.3315 1.2920 1.2616 1.2303
t-distribution with 3 degrees of freedom 1.4718 1.6401 1.6144 1.5703 1.4854
0.95N(0, 1) + 0.05N(0, 32) 0.8639 1.1271 1.1511 1.1579 1.1327
0.95N(0, 1) + 0.05N(0, 102) 2.6960 3.4578 3.4986 3.4590 2.2632
The ARE for boundary points in Table 1 largely follows the same pattern for interior
points as shown in Table 1 in Kai et al. (2010). When errors are normally distributed,
increasing q will quickly bring ARE close to one, reflecting a very small efficiency loss of
LCQR with respect to LLR. For non-normal errors, there can be large efficiency gains. The
first column in Table 1 is identical for both interior and boundary points, a result of using
a symmetric kernel function. When q ≥ 2, the numbers differ from those in Table 1 in Kai
et al. (2010). Overall, Table 1 provides the numerical evidence in support of using LCQR in
RD when data are non-normal, i.e., the ARE mostly exceeds 1.
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3 Inference on the boundary
The goal of inference is related to but different from that of estimation. While one still needs
a precise τˆsharp or τˆfuzzy, much of the effort is spent on making t-statistics in eqs. (5) and (11)
behave like a standard normal random variable. Common approaches include reducing the
impact of bias by under-smoothing, directly adjusting the bias, combining bias correction
and s.e. adjustment (Calonico et al. (2014)), adjusting the critical values (Armstrong and
Kolesa´r (2020)), etc. This section studies the bias-corrected and s.e.-adjusted t-statistics
based on LCQR for conducting inference in sharp and fuzzy RD designs.
3.1 The sharp case
From Theorem 1, the bias-corrected estimator is given by
τˆbcsharp = τˆsharp − B̂ias(τˆsharp), (28)
where B̂ias(τˆsharp) = B̂ias(mˆY+)− B̂ias(mˆY−).
Simply replacing τˆsharp in eq. (5) with τˆ
bc
sharp may still lead to undercoverage of the resulting
confidence intervals. Calonico et al. (2014) observed that the key to fix this problem is to
take into consideration the additional variability introduced by bias correction. Similar idea
is applied to inference based on LCQR, i.e., instead of using Var(τˆsharp) in the denominator
of eq. (5), we use Var(τˆsharp− B̂ias(τˆsharp)). The additional variability due to bias correction
increases the adjusted variance and the s.e./variance adjustment naturally improves the
coverage of the resulting confidence intervals. By the i.i.d. assumption, we have
Var(τˆsharp − B̂ias(τˆsharp)) = Var(τˆsharp) + Var(B̂ias(τˆsharp))− 2Cov(τˆsharp, B̂ias(τˆsharp))
= Var(mˆY+) + Var(mˆY−) + Var(B̂ias(mˆY+)) + Var(B̂ias(mˆY−))
− 2Cov(mˆY+ , B̂ias(mˆY+))− 2Cov(mˆY− , B̂ias(mˆY−)), (29)
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where the expressions for Var(mˆY+) and Var(mˆY−) are available in Kai et al. (2009, 2010).
We contribute to the literature by deriving the explicit forms of the variance of bias and the
covariance in eq. (29).
Theorem 3. Under Assumptions 1 to 6, as both n+ and n− → ∞, the adjusted t-statistic
for the sharp RD follows an asymptotic normal distribution
tadj.sharp =
τˆsharp − B̂ias(τˆsharp)√
Var(τˆsharp − B̂ias(τˆsharp))
d→ N(0, 1). (30)
The exact form of the adjusted variance is given in the Appendix.
Following Theorem 3, the confidence interval for the nominal 95% coverage becomes
τˆsharp − B̂ias(τˆsharp) ± 1.96
√
Var(τˆsharp − B̂ias(τˆsharp)), which incorporates the variability in-
troduced by bias correction and it will thus improve the coverage probability.
Remark 4. Theorem 3 assumes that the researcher uses the same bandwidths (hY+ and
hY−) for estimation, bias correction, and s.e. adjustment. This simplifies the presentation
of the result and the proof. It is also empirically relevant and appealing since using a single
bandwidth throughout estimation and inference greatly reduces the complexity of imple-
mentation, though ideally we need a different bandwidth for every required nonparametric
estimation. Despite the suboptimal nature of this procedure, our simulation and empirical
exercise show that the results are satisfactory.
Remark 5. We assume two different bandwidths, hY+ and hY− , in Theorem 3. If they are
further assumed to be the same, hY+ = hY− = h, then by replacing the conditional density of
the covariate, fX+(0) and fX−(0), with the unconditional one, fX(0), it can be shown that
Var(τˆsharp − B̂ias(τˆsharp)) = 1
nh
C1 + op(
1
nh
),
where the constant C1 can be straightforwardly inferred from the proof of Theorem 3 in
Appendix A.
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3.2 The fuzzy case
Following Feir et al. (2016), we use a modified t-statistic to help eliminate the size distortion
due to possibly weak identification in the fuzzy RD. Use eq. (9) to rewrite the the null
H0 : τfuzzy = τ0 as
H0 : [mY+(0)− τ0mT+(0)]− [mY−(0)− τ0mT−(0)] = 0.
Define τ˜fuzzy = (mˆY+ − τ0mˆT+)− (mˆY− − τ0mˆT−). The bias-corrected τ˜fuzzy is given by
τ˜bcfuzzy = τ˜fuzzy − B̂ias(τ˜fuzzy),
where
B̂ias(τ˜fuzzy) = [B̂ias(mˆY+)− τ0B̂ias(mˆT+)]− [B̂ias(mˆY−)− τ0B̂ias(mˆT−)]. (31)
All the bias terms can be estimated using the result in Lemma 2 of Appendix A. To see the
components in the adjusted variance, it is helpful to consider first the data above the cutoff:
Var((mˆY+ − τ0mˆT+)− (B̂ias(mˆY+)− τ0B̂ias(mˆT+)))
= Var(mˆY+) + τ
2
0Var(mˆT+)− 2τ0Cov(mˆY+ , mˆT+)
+ Var(B̂ias(mˆY+)) + τ
2
0Var(B̂ias(mˆT+))− 2τ0Cov(B̂ias(mˆY+), B̂ias(mˆT+))
− 2Cov(mˆY+ , B̂ias(mˆY+)) + 2τ0Cov(mˆY+ , B̂ias(mˆT+))
+ 2τ0Cov(mˆT+ , B̂ias(mˆY+))− 2τ 20Cov(mˆT+ , B̂ias(mˆT+)). (32)
To operationalize the variance adjustment process, we derive all the needed covariance
terms in the Appendix. Expressions for the data below the cutoff are similar to those
presented above for the data above the cutoff.
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Theorem 6. Under Assumptions 1 to 6, as both n+ and n− → ∞, the adjusted t-statistic
for the fuzzy RD follows an asymptotic normal distribution
tadj.fuzzy =
τ˜fuzzy − B̂ias(τ˜fuzzy)√
Var(τ˜fuzzy − B̂ias(τ˜fuzzy))
d→ N(0, 1). (33)
The exact expression for Var(τ˜fuzzy − B̂ias(τ˜fuzzy)) is provided in the Appendix.
3.3 A revised MSE-optimal bandwidth
In this subsection, we propose a method to revise the MSE-optimal bandwidth by taking
into consideration both bias correction and s.e. adjustment. It is well-known in the nonpara-
metric literature that the MSE-optimal bandwidth, when used in inference, often induces
undercoverage of conventional confidence intervals. The root cause is that the MSE-optimal
bandwidth, hMSE, is O(n
−1/5) such that nh5MSE → a constant while we need nh5 → 0 in
order to remove the effect of estimation bias. Hence using hMSE in eq. (5) could lead to poor
coverage of confidence intervals. Using a bias-corrected t-statistic
τˆsharp − B̂ias(τˆsharp)√
Var(τˆsharp)
does not solve this problem; see the discussion in Section 2 of Calonico et al. (2014).
It is helpful to revisit the bandwidth selection process in an MSE-optimal setting in order
to find a solution. We use a single bandwidth h for illustration. Consider the usual MSE
when estimating a conditional mean function m(·) by mˆ(·):
MSE = Bias2(mˆ) + Var(mˆ) + op(h
4 +
1
nh
).
It is clear that the MSE-optimal bandwidth aims to balance the two terms, Bias2 and
Variance. After correcting the bias for the numerator of the t-statistic, an optimal band-
width should balance Bias2(mˆ − Bias(mˆ)), not Bias2(mˆ), with the variance term. Given
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Bias(mˆ) = O(h2), we need to expand the bias expression up to O(h3) in order to com-
pute Bias(mˆ − Bias(mˆ)). In addition, after incorporating variance adjustment due to bias
correction, the adjusted MSE takes the following form
adj. MSE = Bias2(mˆ− Bias(mˆ)) + adj. Var(mˆ) + op(h6 + 1
nh
), (34)
where adj. Var(mˆ) can take the form in eq. (29) in the sharp RD design. The following
theorem presents the bandwidth result associated with the adjusted MSE in the sharp RD
design, assuming we work with data above the cutoff.
Theorem 7. Under Assumptions 1 to 6, as n+ → ∞, the bandwidth that minimizes the
adjusted MSE is given by
hY+ =
(
C3
6C22
)1/7
n
−1/7
+ , (35)
where C2 and C3 are constants defined in the Appendix.
See the Appendix for the proof. The result for the fuzzy design case can be obtained
similarly.
Remark 8. Theorem 7 assumes that two separate bandwidths are used for the data above
and below the cutoff. Similar result holds for hY− . On each side of the cutoff, a single
bandwidth is used in both estimation and bias correction. Theorem 7 provides the expression
of this bandwidth. The idea of using the adjusted MSE in eq. (34) can also be applied to
bandwidth selection in LLR.
Remark 9. The bandwidth derived in Theorem 7 is supposed to balance the bias of the
bias-corrected estimator and its adjusted variance. It is not designed to optimize the coverage
probability of confidence intervals. However, simulation evidence shows that it provides good
coverage probabilities along with an accurate estimator of the treatment effect.
Remark 10. The optimal bandwidth is compatible with the required assumption of n+h
5
Y+
→
∞ as n+ →∞.
17
Remark 11. If equal bandwidth on both sides of the cutoff is preferred, it can be derived in
a manner similar to the optimal bandwidth choice in Imbens and Kalyanaraman (2012). To
see that, we further assume hY+ = hY− = h and let C+,2, C+,3, C−,2, C−,3 be the corresponding
constants in Theorem 7 for the data above and below the cutoff. The adjusted MSE becomes
adj. MSE = (C+,2 − C−,2)2h6 + 1nh(C+,3 + C−,3) + op(h6 + 1nh), and the optimal bandwidth
is given by
h =
(
C+,3 + C−,3
6(C+,2 − C−,2)2
)1/7
n−1/7. (36)
This bandwidth is shown to have good finite sample performance in our simulation study.
One caveat is that the performance of this bandwidth relies on a good estimate of the
second derivative of the conditional mean function. If it is difficult to obtain an estimate
of the second derivative, one can use a simple, global quadratic polynomial to estimate the
derivative. This is implemented in bandwidth = "rot" as well as the option ls.derivative
= TRUE in the rdcqr package.
Remark 12. The bandwidth considered in this section has order O(n
−1/7
+ ) or O(n
−1/7). To
check the robustness (to bandwidth selection) of the adjusted t-statistic, we also directly
use the rule-of-thumb bandwidth in Section 4.2 of Fan and Gijbels (1996) in our simulation.
This bandwidth is close to the Mean Integrated Squared Error optimal (MISE-optimal)
bandwidth and has order O(n
−1/5
+ ) and O(n
−1/5
− ) for the data above and below the cutoff.
The results are reported in Appendix B, and they are found very similar to those obtained
from using an O(n−1/7) bandwidth.
4 Monte Carlo simulation
In this section, we conduct a Monte Carlo study to investigate the finite sample properties
of the LCQR estimator in RD. We focus on the sharp design and separate the Monte Carlo
study into two parts, one for estimation and the other for inference.
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The sharp designs calibrated to Lee (2008) and Ludwig and Miller (2007) are used in the
data generating process (DGP):
Yi = m(Xi) + σ(Xi)i, i = 1, · · · , n,
Xi ∼ 2× Beta(2, 4)− 1,
where the conditional means are given by
mLee(Xi) =

0.48 + 1.27Xi + 7.18X
2
i + 20.21X
3
i + 21.54X
4
i + 7.33X
5
i if Xi < 0,
0.52 + 0.84Xi − 3.00X2i + 7.99X3i − 9.01X4i + 3.56X5i if Xi ≥ 0,
(37)
and
mLM(Xi) =

3.71 + 2.30Xi + 3.28X
2
i + 1.45X
3
i + 0.23X
4
i + 0.03X
5
i if Xi < 0,
0.26 + 18.49Xi − 54.81X2i + 74.30X3i − 45.02X4i + 9.83X5i if Xi ≥ 0.
(38)
Hence the treatment effects are 0.04 and −3.45 in (37) and (38), respectively. We use the
same five error distributions in Kai et al. (2010) to simulate i:
DGP 1: i ∼ N(0, 1),
DGP 2: i ∼ Laplace with µ = 0 and σ = 1,
DGP 3: i ∼ t distribution with 3 degrees of freedom,
DGP 4: i ∼ mixture normal 0.95N(0, 1) + 0.05N(0, 9),
DGP 5: i ∼ mixture normal 0.95N(0, 1) + 0.05N(0, 100).
In addition, the homoskedastic and heterskedastic specifications in Kai et al. (2010) are used
for simulating the standard deviation
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σ(Xi) =

0.5 for homoskedastic errors,
2 + cos(2piXi)/10 for heteroskedastic errors.
We set n = 500 with 5000 replications. The data are i.i.d. draws in all replications. The
triangular kernel is used in all estimations.
Since we also study the coverage probability of confidence intervals, we compare the
LCQR results with two other inference methods recently proposed in the RD literature: the
robust confidence interval in Calonico et al. (2014), and the honest confidence interval in
Armstrong and Kolesa´r (2020). For ease of exposition, we first summarize the types of the
estimators reported later on.
Table 2: Summary of estimators in the simulation study
Estimator Description
τˆ cqr1bw LCQR with equal bandwidth
τˆ cqr,bc1bw LCQR with equal bandwidth, bias-corrected and s.e.-adjusted
τˆ cqr2bw LCQR with unequal bandwidth
τˆ cqr,bc2bw LCQR with unequal bandwidth, bias-corrected and s.e.-adjusted
τˆ llr1bw LLR estimator
τˆ robust,bc1bw the robust estimator in Calonico et al. (2014) with equal bandwidth
τˆhonest1bw the honest method in Armstrong and Kolesa´r (2020) with equal bandwidth
We set q = 7 for all LCQR estimators. τˆ robust,bc1bw is obtained from the rdrobust command
in the R package rdrobust. We use the option bwselect = mserd in estimation and the
option bwselect = cerrd in inference so that τˆ robust,bc1bw is MSE-optimal and coverage-optimal
in Section 4.1 and Section 4.2, respectively. τˆhonest1bw is obtained from the RDHonest command
in the R package RDHonest. The option opt.criterion = FLCI is used to produce the
optimal confidence intervals. Taylor smoothness class is selected in estimation. To implement
the method in Armstrong and Kolesa´r (2020), one needs to get an estimate of the second
derivative of the conditional mean function. We use the function RDSmoothnessBound in the
RDHonest package to estimate this bound for the Lee model in eq. (37). Alternatively, since
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we know the data generating process in eq. (38) and the maximum of the second derivative
at 0 is 54.81×2, a bound of 120 is directly used for the LM model. The local linear estimator,
τˆ llr1bw, is obtained by applying the main bandwidth used in τˆ
robust,bc
1bw .
To calculate the bandwidth in eq. (35) and eq. (36) for LCQR, we use the rule-of-thumb
bandwidth selector described in Section 4.2 of Fan and Gijbels (1996) to compute quantities
such as C2 and C3 in eq. (35). The bandwidth in eq. (35) or eq. (36) is then used to perform
the LCQR estimation, bias correction, and s.e. adjustment. Unlike the LLR estimator,
the LCQR estimator has no closed-form solution and is obtained from the iterative MM
algorithm. Hence the s.e. and adjusted s.e. reported for LCQR are based on the asymptotic
results in Theorems 1 and 3.
4.1 Estimation of the treatment effect
In this subsection, we compare LCQR with LLR for the treatment effect estimation.
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Figure 2: Absolute value of average bias of the bias-corrected estimators, τˆ cqr,bc1bw and τˆ
robust,bc
1bw
for the Lee model with homoskedasticity. τˆ robust,bc1bw is the bias-corrected LLR estimator. The
result is based on 5000 replications and the true treatment effect is 0.04.
21
Figure 2 presents the bias of the bias-corrected LCQR and LLR estimators for estimating
the treatment effect in eq. (37) with homoskedasticity. It shows that LCQR produces highly
accurate estimates, which appear to outperform the LLR counterparts, i.e., in all five error
distributions under consideration, the bias of the bias-corrected LCQR estimator is smaller
than that of the bias-corrected LLR estimator. The improvement in accuracy can be large,
depending on the error distribution. Take the normal error case in DGP 1 for example. The
average bias after bias correction for LLR in Figure 2 is 0.022, equivalent to 55% of the true
treatment effect, which is 0.04 in DGP. The bias is reduced to 0.0178 or 44.5% of the true
treatment effect when LCQR is adopted. Similar results for other models can be found in
Figures 4 to 6 in Appendix B.
Tables 3 to 6 further present the mean and standard errors of the studied estimators
to facilitate comparison. These tables indicate that the s.e. of τˆ cqr1bw is consistently smaller
than that of τˆ llr1bw, indicating the efficiency gain of LCQR against LLR. Although DGP 1
has normal errors, Y is non-normal; hence the s.e. of τˆ cqr1bw is also smaller than that of τˆ
llr
1bw.
As the DGP moves away from normal errors, the LCQR estimator achieves various levels of
efficiency gains compared to the LLR estimator. For example, the s.e. of τˆ cqr1bw in DGP 5 of
Table 4 is 0.137, compared to 0.255 for τˆ llr1bw, so the LCQR/LLR standard error ratio is close
to 50% in this example.
While reading Tables 3 to 6, it is important to bear in mind that the s.e.s of estimators
with a superscript “bc” are not suitable to assess the efficiency of the estimators. They
are computed by incorporating the additional variability due to bias correction. However,
they shed light on the length of confidence intervals. Tables 3 to 6 show that the adjusted
s.e. of τˆ cqr,bc1bw could be smaller or larger than that of τˆ
robust,bc
1bw , so the simulation results for
comparing LCQR with LLR appear to be mixed after bias correction.
In addition, using two bandwidths above and below the cutoff also gives mixed results in
terms of bias correction for the LCQR estimator, though it is clear that the two-bandwidth
approach leads to a small decrease in s.e. for LCQR.
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Table 3: Lee model with homoskedastic errors and treatment effect τsharp = 0.04
Estimator
DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
coef. s.e. coef. s.e. coef. s.e. coef. s.e. coef. s.e.
τˆ cqr1bw 0.071 0.188 0.061 0.228 0.062 0.250 0.061 0.204 0.058 0.250
τˆ cqr,bc1bw 0.058 0.347 0.046 0.411 0.046 0.454 0.050 0.375 0.049 0.453
τˆ cqr2bw 0.073 0.186 0.062 0.227 0.062 0.248 0.064 0.202 0.060 0.247
τˆ cqr,bc2bw 0.059 0.344 0.046 0.408 0.048 0.450 0.053 0.371 0.054 0.448
τˆ llr1bw 0.068 0.203 0.060 0.284 0.060 0.332 0.060 0.237 0.062 0.443
τˆ robust,bc1bw 0.062 0.241 0.053 0.336 0.055 0.393 0.053 0.281 0.055 0.525
Notes : The estimates for the treatment effect and standard error are averages over 5000
replications with a sample size n = 500. The s.e. and adjusted s.e. for LCQR are
obtained using the asymptotic expressions from Theorem 1 and Theorem 3. Estimators
with a superscript bc are both bias-corrected and s.e.-adjusted. The subscripts 1bw and
2bw refer to the use of equal and unequal bandwidths below and above the cutoff.
Table 4: Lee model with heteroskedatic errors and treatment effect τsharp = 0.04
Estimator
DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
coef. s.e. coef. s.e. coef. s.e. coef. s.e. coef. s.e.
τˆ cqr1bw 0.071 0.100 0.064 0.123 0.064 0.134 0.065 0.109 0.060 0.137
τˆ cqr,bc1bw 0.056 0.184 0.049 0.220 0.048 0.243 0.050 0.201 0.049 0.247
τˆ cqr2bw 0.072 0.099 0.064 0.122 0.063 0.133 0.066 0.108 0.062 0.133
τˆ cqr,bc2bw 0.057 0.183 0.048 0.219 0.049 0.242 0.051 0.199 0.050 0.241
τˆ llr1bw 0.067 0.116 0.062 0.163 0.061 0.190 0.062 0.136 0.063 0.255
τˆ robust,bc1bw 0.061 0.138 0.055 0.193 0.056 0.226 0.056 0.161 0.057 0.303
Notes : The estimates for the treatment effect and standard error are averages over 5000
replications with a sample size n = 500. The s.e. and adjusted s.e. for LCQR are
obtained using the asymptotic expressions from Theorem 1 and Theorem 3. Estimators
with a superscript bc are both bias-corrected and s.e.-adjusted. The subscripts 1bw and
2bw refer to the use of equal and unequal bandwidths below and above the cutoff.
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Table 5: LM model with homoskedasticity errors and treatment effect τsharp = −3.45
Estimator
DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
coef. s.e. coef. s.e. coef. s.e. coef. s.e. coef. s.e.
τˆ cqr1bw -3.244 0.191 -3.265 0.231 -3.269 0.252 -3.257 0.206 -3.296 0.251
τˆ cqr,bc1bw -3.439 0.353 -3.453 0.415 -3.450 0.458 -3.445 0.380 -3.443 0.455
τˆ cqr2bw -3.259 0.189 -3.280 0.228 -3.285 0.249 -3.270 0.204 -3.308 0.247
τˆ cqr,bc2bw -3.440 0.348 -3.452 0.411 -3.450 0.452 -3.443 0.375 -3.440 0.447
τˆ llr1bw -3.340 0.223 -3.342 0.301 -3.333 0.346 -3.345 0.256 -3.328 0.452
τˆ robust,bc1bw -3.423 0.256 -3.434 0.349 -3.426 0.403 -3.432 0.295 -3.426 0.530
Notes : The estimates for the treatment effect and standard error are averages over 5000
replications with a sample size n = 500. The s.e. and adjusted s.e. for LCQR are obtained
using the asymptotic expressions from Theorem 1 and Theorem 3. Estimators with a super-
script bc are both bias-corrected and s.e.-adjusted. The subscripts 1bw and 2bw refer to the
use of equal and unequal bandwidths below and above the cutoff.
Table 6: LM model with heteroskedatic errors and treatment effect τsharp = −3.45
Estimator
DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
coef. s.e. coef. s.e. coef. s.e. coef. s.e. coef. s.e.
τˆ cqr1bw -3.234 0.106 -3.245 0.127 -3.252 0.138 -3.242 0.114 -3.281 0.137
τˆ cqr,bc1bw -3.443 0.195 -3.448 0.228 -3.444 0.250 -3.442 0.209 -3.443 0.248
τˆ cqr2bw -3.239 0.104 -3.256 0.125 -3.259 0.136 -3.247 0.112 -3.288 0.134
τˆ cqr,bc2bw -3.443 0.192 -3.447 0.225 -3.446 0.246 -3.444 0.206 -3.445 0.243
τˆ llr1bw -3.364 0.146 -3.359 0.190 -3.349 0.215 -3.364 0.165 -3.339 0.273
τˆ robust,bc1bw -3.431 0.163 -3.438 0.216 -3.432 0.245 -3.437 0.185 -3.431 0.315
Notes : The estimates for the treatment effect and standard error are averages over 5000
replications with a sample size n = 500. The s.e. and adjusted s.e. for LCQR are obtained
using the asymptotic expressions from Theorem 1 and Theorem 3. Estimators with a super-
script bc are both bias-corrected and s.e.-adjusted. The subscripts 1bw and 2bw refer to the
use of equal and unequal bandwidths below and above the cutoff.
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4.2 Inference on the treatment effect
This subsection studies the coverage probability of the confidence intervals based on the
LCQR estimator, using the adjusted s.e. in Theorem 3 and the adj.MSE-based bandwidth
selector. The results are summarized in Tables 7 to 10. The nominal coverage probability is
set to 95%.
Without bias correction or s.e. adjustment, confidence intervals based on the LCQR esti-
mators, τˆ cqr1bw and τˆ
cqr
2bw, are found to have poor coverage probabilities in Tables 7 to 10, which
highlights an important difference between estimation and inference: despite the excellent
finite sample properties of LCQR in Tables 3 to 6, one has to perform both bias correction
and s.e. adjustment in order to produce the desired coverage of confidence intervals. Fur-
thermore, the coverage probability of LCQR-based confidence intervals is lower than that of
LLR-based confidence intervals. For example, it is 92.2% in DGP 1 in Table 7, compared to
93.4% of the LLR-based confidence interval. Although τˆ cqr1bw tends to have a smaller bias and
a smaller s.e. than τˆ llr1bw, it appears that the bias in τˆ
cqr
1bw is still not small enough to center
the estimator close to the true value. A smaller s.e. will further contribute to the decrease
in coverage probabilities. This explains the poor coverage for confidence intervals based on
τˆ cqr1bw and τˆ
cqr
2bw.
With bias correction and s.e. adjustment, the proposed bandwidth selectors in eq. (35)
and eq. (36) lead to good coverage across the five DGPs in Tables 7 to 10. It is important
to recall that the LCQR estimator presented in all tables use the bandwidth in eq. (35) and
eq. (36), which is not designed to optimize the coverage probability of confidence intervals,
while the confidence intervals for τˆ robust,bc1bw and τˆ
honest
1bw in Tables 7 to 10 are optimized to
maximize the coverage probability. In this respect, it is reasonable to conclude that LCQR
with bandwidths in eq. (35) and eq. (36) offers very competitive results.2
2The performance of the honest confidence intervals is excellent for some DGPs in Table 7. Its coverage
probability is higher in Tables 9 and 10, most likely due to the use of the upper bound 120 in estimation.
Clearly, a better number can be used to further tune the results.
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Table 7: Coverage probability in the Lee model with homoskedsticity
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr1bw 0.922 0.925 0.918 0.921 0.910
τˆ cqr,bc1bw 0.973 0.961 0.964 0.970 0.955
τˆ cqr2bw 0.919 0.916 0.912 0.916 0.904
τˆ cqr,bc2bw 0.971 0.957 0.963 0.969 0.956
τˆ llr1bw 0.934 0.935 0.939 0.932 0.959
τˆ robust,bc1bw 0.936 0.939 0.941 0.934 0.959
τˆhonest1bw 0.948 0.950 0.963 0.951 0.962
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with superscript bc are both bias-
corrected and s.e.-adjusted. The results of both τˆ robust,bc1bw
and τˆhonest1bw are coverage-optimal.
Table 8: Coverage probability in the Lee model with heteroskedasticity
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr1bw 0.893 0.898 0.895 0.894 0.895
τˆ cqr,bc1bw 0.959 0.952 0.954 0.956 0.948
τˆ cqr2bw 0.883 0.892 0.882 0.890 0.893
τˆ cqr,bc2bw 0.958 0.947 0.950 0.956 0.947
τˆ llr1bw 0.927 0.932 0.936 0.929 0.956
τˆ robust,bc1bw 0.932 0.935 0.937 0.932 0.957
τˆhonest1bw 0.923 0.931 0.946 0.933 0.954
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with superscript bc are both bias-
corrected and s.e.-adjusted. The results of both τˆ robust,bc1bw
and τˆhonest1bw are coverage-optimal.
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Table 9: Coverage probability in the LM model with homoskedasticity
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr1bw 0.743 0.800 0.817 0.771 0.822
τˆ cqr,bc1bw 0.969 0.960 0.963 0.967 0.951
τˆ cqr2bw 0.766 0.813 0.833 0.797 0.836
τˆ cqr,bc2bw 0.969 0.960 0.960 0.968 0.953
τˆ llr1bw 0.910 0.915 0.925 0.913 0.943
τˆ robust,bc1bw 0.931 0.932 0.935 0.929 0.954
τˆhonest1bw 0.962 0.970 0.975 0.970 0.990
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with superscript bc are both bias-
corrected and s.e.-adjusted. The results of both τˆ robust,bc1bw
and τˆhonest1bw are coverage-optimal.
Table 10: Coverage probability in the LM model with heteroskedasticity
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr1bw 0.526 0.604 0.642 0.564 0.670
τˆ cqr,bc1bw 0.955 0.951 0.952 0.953 0.946
τˆ cqr2bw 0.505 0.609 0.649 0.555 0.679
τˆ cqr,bc2bw 0.954 0.945 0.945 0.950 0.939
τˆ llr1bw 0.900 0.906 0.911 0.905 0.930
τˆ robust,bc1bw 0.928 0.929 0.937 0.931 0.951
τˆhonest1bw 0.961 0.965 0.973 0.966 0.988
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with superscript bc are both bias-
corrected and s.e.-adjusted. The results of both τˆ robust,bc1bw
and τˆhonest1bw are coverage-optimal.
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5 Application to Lee (2008)
In this section, we use the data from Lee (2008) to illustrate the practical usage of LCQR.
To facilitate comparison, the findings based on LLR are also presented.
We revisit a classic example from Lee (2008) with 6, 558 observations depicted in Fig-
ure 3(a); see also Imbens and Kalyanaraman (2012). The horizontal running variable is
the democratic vote share (margin of victory) in a previous election, while the vertical out-
come variable is the democratic vote share in the election afterwards. Consistent with Lee
(2008) and several follow-up studies, Figure 3(a) indicates that there is a positive impact of
incumbency on re-election, i.e., a visible jump occurs at the threshold zero.
Figure 3(b) and (c) present the estimated impact of incumbency on re-election by LCQR
and LLR methods, respectively. We consider a sequence of bandwidth values ranging from
0.05 to 1 with the step size 0.025: 0.05, 0.075, 0.1, ..., 1. This bandwidth sequence thus nests
many common choices such as the MSE-optimal bandwidth of Imbens and Kalyanaraman
(2012), which is about 0.3 for the studied data.
The comparison of Figure 3(b) and (c) shows that LCQR and LLR yield similar point
estimates over a wide range of bandwidths for the studied Lee (2008) application. As the
bandwidth increases, Figure 3(a) indicates that there are data points staying further away
from the fitted regression line. These data points affect LCQR and LLR estimators in a
different manner, leading to slightly disparate point estimates. Nevertheless, all the point
estimates depicted in Figure 3(b) and (c) are significantly positive, since the (vertical) zero
value is excluded from the shaded regions generated by ± 2 standard errors.
Most importantly, Figure 3(d) highlights that the standard error of the LCQR estimator
is substantially smaller than that of LLR. The standard error ratio is mostly around 70%
∼ 80%, which can also be viewed by comparing the shaded regions in Figure 3(b) and (c).
Moreover, this standard error ratio does not change much as the bandwidth varies. Thus,
Figure 3(d) indicates that a confidence interval for the impact of incumbency on re-election
based on the LCQR estimator could be considerably tighter than that by LLR.
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Figure 3: Comparison of LCQR and LLR using Lee (2008)
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(c) LLR Estimate ± 2 S.E.
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(d) Ratio of S.E., LCQR/LLR
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Notes: (a) x-axis, the democratic vote share (margin of victory) in Election t; y-axis, the democratic vote
share in Election t + 1. The dots show the sample mean of the vertical variable in each bin of the horizontal
variable (50 bins on each side of the cutoff). The solid line represents the fitted fourth-order polynomial.
As the bandwidth increases, (b) presents the LCQR estimate ± 2 × standard error; (c) presents the LLR
estimate ± 2 × standard error; and (d) presents the ratio of the standard errors by LCQR and LLR. The
MSE-optimal bandwidth of Imbens and Kalyanaraman (2012) for the studied data set is about 0.3. The
triangular kernel is used for both LCQR and LLR estimators.
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Consider, for example, 0.3 as the adopted bandwidth. The LCQR estimate ± 1.96
standard error leads to the 95% confidence interval (0.068, 0.090), while the conventional
95% confidence interval by LLR is (0.065, 0.096). If bias correction is further accounted
for at the adopted bandwidth 0.3, then the bias-corrected 95% confidence interval based on
LCQR is (0.048, 0.090). This interval is comparable to the bias-corrected 95% confidence
interval using the Calonico et al. (2014) approach, which is (0.046, 0.089). These empirical
findings therefore lend credibility to our proposed LCQR approach.
6 Conclusions
In this paper, we study the application of LCQR in Kai et al. (2010) to the estimation and
inference in RD. We present numerical evidence for the efficiency gain of using LCQR in
RD estimation and also propose a bias-corrected and s.e.-adjusted t-statistic to improve the
coverage of confidence intervals. Simulation results show good performance of the proposed
method under several non-normal error distributions.
The current work can be extended in several directions. By minimizing higher order
terms in the Edgeworth expansion of the t-statistic, we could derive a coverage-optimal
bandwidth for LCQR that will possibly further improve its performance in inference, similar
to the work in Calonico et al. (2018). It will also be interesting to revisit some of the existing
applications in RD with the proposed method as data may deviate from normality. Finally,
on the computation side, instead of using the same bandwidth for estimation, bias correction
and s.e. adjustment, one can refine the bandwidth selection process, which may also improve
the estimation and coverage probability of LCQR. We leave these topics for future research.
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Appendix A
Lemmas and proofs of theorems are provided in this section. In a fuzzy RD, LCQR is applied
separately to eqs. (1), (2), (7) and (8). Instead of introducing four similar sets of variables
and notation for the proof, we will focus on eq. (1). Exactly the same proof holds for results
based on eqs. (2), (7) and (8).
Let fY+ = (fY+ (c1), · · · , fY+ (cq))T be a q × 1 vector, SY+,11(c) be a q × q diagonal
matrix with diagonal elements fY+ (ck)µ+,0, SY+,12(c) be a q × p matrix with (k, j) element
fY+ (ck)µ+,j, SY+,21(c) be the transpose of SY+,12(c), and SY+,22(c) be a p × p matrix with
(j, j′) element equal to
∑q
k=1 fY+ (ck)µ+,j+j′(c). Let ΣY+,11(c) be a q × q matrix with (k, k′)
element ν+,0(c)τkk′ , ΣY+,12(c) be a q × p matrix with (k, j) element
∑q
k′=1 τkk′ν+,j, ΣY+,21(c)
be the transpose of ΣY+,12(c), ΣY+,22(c) be a p × p matrix with (j, j′) element equal to∑q
k=1
∑q
k′=1 τkk′ν+,j+j′(c). Define
SY+(c) =
SY+,11(c) SY+,12(c)
SY+,21(c) SY+,22(c)
 , ΣY+(c) =
ΣY+,11(c) ΣY+,12(c)
ΣY+,21(c) ΣY+,22(c)

and the partitioned inverse of S−1Y+
S−1Y+ =
(S−1Y+ (c))11 (S−1Y+ (c))12
(S−1Y+ (c))21 (S
−1
Y+
(c))22
 .
Let F+(ck, ck′) be the joint cumulative distribution function of Y+ and T+ at (ck, ck′). Define
φkk′ = F+(ck, ck′)−τkτk′ . Also let ΣY T+,11(c) be a q×q matrix with (k, k′) element ν+,0(c)φkk′ ,
ΣY T+,12(c) be a q×p matrix with (k, j) element
∑q
k′=1 φkk′ν+,j(c), ΣY T+,21(c) be the transpose
of ΣY T+,12(c), ΣY T+,22(c) be a p × p matrix with (j, j′) element
∑q
k=1
∑q
k′=1 φkk′ν+,j+j′(c).
Define
ΣY T+(c) =
ΣY T+,11(c) ΣY T+,12(c)
ΣY T+,21(c) ΣY T+,22(c)
 .
A similar set of definitions can be provided to other variables on the boundary, including
ST+(c), S
−1
T+
(c),ΣT+(c), SY−(c), S
−1
Y−(c),ΣY−(c), ST−(c), S
−1
T−(c),ΣT−(c), F−(ck, ck′),ΣY T−(c), and
φkk′ can also be redefined with F−(ck, ck′).
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Consider eq. (1). Let x+,i = (X+,i − x)/hY+ and Ki = K(x+,i) with x = 0. Define, for
k = 1, · · · , q and j = 0, · · · , p,
uk =
√
n+hY+(aY+ −mY+(x)− σY+ck),
vj = h
j
Y+
√
n+hY+(j!bj −m(j)Y+(x))/j!,
∆i,k =
uk√
n+hY+
+
p∑
j=1
vjx
j
+,i√
n+hY+
,
ri,p = mY+(X+,i)−
p∑
j=0
m
(j)
Y+
(x)(X+,i − x)j/j!,
di,k = ck[σY+ (X+,i)− σY+ (x)] + ri,p.
Let W ∗Y+,n+ = (w
∗
Y+,11
, · · · , w∗Y+,1q, w∗Y+,21, · · · , w∗Y+,2p)T = (w∗Y+,1n, w∗Y+,2n)T , where
w∗Y+,1k =
1√
n+hY+
n+∑
i=1
K(x+,i)η
∗
Y+,i,k
,
w∗Y+,2j =
1√
n+hY+
q∑
k=1
n+∑
i=1
K(x+,i)x
j
+,iη
∗
Y+,i,k
, ∀j = 1, · · · , p,
η∗Y+,i,k = I(Y+,i ≤ ck −
di,k
σY+,i
)− τk.
Also let WY+,n+ = (wY+,11, · · · , wY+,1q, wY+,21, · · · , wY+,2p)T = (wY+,1n, wY+,2n)T , where
wY+,1k =
1√
n+hY+
n+∑
i=1
K(x+,i)ηY+,i,k,
wY+,2j =
1√
n+hY+
q∑
k=1
n+∑
i=1
K(x+,i)x
j
+,iηY+,i,k, ∀j = 1, · · · , p,
ηY+,i,k = I(Y+,i ≤ ck)− τk.
Similarly, we define W ∗T+,n+ , w
∗
T+,1k
, w∗T+,2j, η
∗
T+,i,k
,WT+,n+ , wT+,1k, wT+,2j and ηT+,i,k.
Consider the case p = 1 and define θ = (u1, · · · , uq, v1)T . It can be shown that minimizing
eq. (13) is equivalent to minimizing
Ln+(θ) =
n+∑
i=1
(
K(x+,i)
q∑
k=1
ρτk(σY+,i(Y+,i − ck) + di,k −∆i,k)− ρτk(σY+,i(Y+,i − ck) + di,k))
)
.
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Let θˆn+ = (uˆ1, · · · , uˆq, vˆ1)T be the minimizer.
Lemma 1. Under Assumptions 1 to 6, as n+ →∞, we have
θˆn+ +
σY+ (0)
fX+(0)
S−1Y+ (c)E(W
∗
n+
|X) L→MVN
(
0,
σ2Y+
(0)
fX+(0)
S−1Y+ (c)ΣY+(c)S
−1
Y+
(c)
)
.
Proof of Lemma 1. See the proof of Theorem 2.1 in Kai et al. (2009).
Lemma 2. Under Assumptions 1 to 6, as n+ → ∞, the asymptotic bias and variance for
the LCQR estimator in eq. (1) are given by
Bias(mˆY+(0)|X) =
1
2
aY+(c)m
(2)
Y+
(0)h2Y+ + op(h
2
Y+
),
Var(mˆY+(0)|X) =
1
n+hY+
bY+(c)σ
2
Y+
(0)
fX+(0)
+ op(
1
n+hY+
),
aY+(c) =
µ2+,2(c)− µ+,1(c)µ+,3(c)
µ+,0(c)µ+,2(c)− µ2+,1(c)
, (39)
bY+(c) = e
T
q (S
−1
Y+
(c)ΣY+(c)S
−1
Y+
(c))11eq/q
2. (40)
Proof of Lemma 2. The bias result follows that in Theorem 2.1 in Kai et al. (2009). The
variance result also largely follows that in Kai et al. (2009). Given
Var(mˆY+(0)|X) =
1
n+hY+
σ2Y+
q2fX+(0)
eTq (S
−1
Y+
(c)ΣY+(c)S
−1
Y+
(c))11eq + op(
1
n+hY+
), (41)
It is easy to verify that when q = 1, eq. (41) can be written as
Var(mˆY+(0)|X) =
1
n+hY+
σ2Y+
fX+(0)
µ2+,2(c)ν+,0(c)− 2µ+,1(c)µ+,2(c)ν+,1(c) + µ2+,1(c)ν+,2(c)
(µ+,0(c)µ+,2(c)− µ2+,1(c))2
R1(q)
+ op(
1
n+hY+
), (42)
where R1(q) =
1
q2
∑q
k=1
∑q
k′=1
τkk′
fY+(ck)
fY+(ck′ )
. However, for q ≥ 2, result in eq. (42) no longer
holds and we use eq. (41) instead.
Next we derive the covariance result Cov(mˆY+(x), mˆT+(x)|X) at the boundary point 0.
The result for Cov(mˆY−(x), mˆT−(x)|X) at 0 is similar.
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Lemma 3. Under Assumptions 1 to 6, as n+ → ∞, the covariance between mˆY+(x) and
mˆT+(x) at the boundary point 0 is given by
Cov(mˆY+(0), mˆT+(0)|X)
=
1
n+
√
hY+hT+
σY+ (0)σT+ (0)
fX+(0)
bY T+ + op(
1
n+hY+
+
1
n+hT+
), (43)
where
bY T+ =
1
q2
eTq
(
S−1Y+ (c)ΣY T+S
−1
T+
(c)
)
11
eq. (44)
Proof of Lemma 3. Assume p = 1. From Lemma 1, we write
mˆY+(0)− E(mˆY+(0)|X)
= − 1
q
√
n+hY+
σY+ (0)
fx+(0)
eTq
(
(S−1Y+ (c))11 (S
−1
Y+
(c))12
)w∗Y+,1n − E(w∗Y+,1n|X)
w∗Y+,21 − E(w∗Y+,21|X)
+ op(1)
= − 1
q
√
n+hY+
σY+ (0)
fx+(0)
eTq
(
(S−1Y+ (c))11 (S
−1
Y+
(c))12
)wY+,1n − E(wY+,1n|X)
wY+,21 − E(wY+,21|X)
+ op(1),
where the last equality follows by the result that Var(w∗Y+,1n − wY+,1n|X) = op(1) and
Var(w∗Y+,21 − wY+,21|X) = op(1). See Kai et al. (2010) for a proof. Similarly, we have
mˆT+(0)− E(mˆT+(0)|X)
= − 1
q
√
n+hT+
σT+ (0)
fx+(0)
eTq
(
(S−1T+ (c))11 (S
−1
T+
(c))12
)wT+,1n − E(wT+,1n|X)
wT+,21 − E(wT+,21|X)
+ op(1).
Hence the covariance is given by
Cov(mˆY+(0), mˆT+(0)|X)
= E
(
(mˆY+(0)− E(mˆY+(0)|X))(mˆT+(0)− E(mˆT+(0)|X))
)
=
1
q2n+
√
hY+hT+
σY+ (0)σT+ (0)
f 2X+(0)
eTq
(
(S−1Y+ (c))11 (S
−1
Y+
(c))12
)
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× E

wY+,1n − E(wY+,1n|X)
wY+,21 − E(wY+,21|X)

wT+,1n − E(wT+,1n|X)
wT+,21 − E(wT+,21|X)

T×
(S−1T+ (c))11
(S−1T+ (c))12
 eq
=
1
q2n+
√
hY+hT+
σY+ (0)σT+ (0)
fX+(0)
eTq
(
S−1Y+ (c)ΣY T+S
−1
T+
(c)
)
11
eq + op(
1
n+hY+
+
1
n+hT+
),
where Cov(ηY+,i,k, ηT+,j,k′) = φkk′ if i = j and Cov(ηY+,i,k, ηT+,j,k′) = 0 if i 6= j.
Proof of Theorem 2. The proof of Theorem 2 follows directly from Lemmas 2 and 3, eq. (12),
and the approximation
τˆfuzzy − τfuzzy = 1
mT+(0)−mT−(0)
[
mˆY+(0)−mY+(0)− (mˆY−(0)−mY−(0))
]
− mY+(0)−mY−(0)[
mT+(0)−mT−(0)
]2 [mˆT+(0)−mT+(0)− (mˆT−(0)−mT−(0))]
+ op(h
2
Y+
+ h2Y− + h
2
T+
+ h2T−).
For convenience we write mˆY+(0) and mˆY−(0) as mˆY+ and mˆY− , respectively. Equa-
tion (29) suggests that we need the expressions for Var(Bias(mˆY+)) and Cov(mˆY+ ,Bias(mˆY+))
to compute the adjusted variance. The next lemma provides results for Var(Bias(mˆY+)). In
deriving the results, for completeness purposes, we also present the bias of Bias(mˆY+). Let
er be a p× 1 unit vector with rth element equal to one. Let p = 3 in the following proof.
Lemma 4. Under Assumptions 1 to 6, if hY+ → 0 and n+h5Y+ → ∞ as n+ → ∞, the
asymptotic bias and variance of mˆ
(2)
Y+
are given by
Bias(mˆ
(2)
Y+
|X) = 1
12
a∗Y+(c)m
(4)
Y+
h2Y+ + op(h
2
Y+
), (45)
Var (mˆ
(2)
Y+
|X) = 4
n+h5Y+
σ2Y+
(0)b∗Y+(c)
fX+(0)
+ op(
1
n+h5Y+
), (46)
where
a∗Y+(c) = µ+,4e
T
2 (S
−1
Y+
(c))21fY+ +
q∑
k=1
fY+ (ck)e
T
2 (S
−1
Y+
(c))22(µ+,5, µ+,6, µ+,7)
T (47)
b∗Y+(c) = e
T
2 (S
−1
Y+
(c)ΣY+(c)S
−1
Y+
)22e2. (48)
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Proof of Lemma 4. From the definition of vj, we have
mˆ
(2)
Y+
= m
(2)
Y+
+
2vˆ2
h2Y+
√
n+hY+
. (49)
Hence the bias becomes
E(mˆ
(2)
Y+
)−m(2)Y+ = −
2σY+ (0)
h2Y+
√
n+hY+fX+(0)
eT2 ((S
−1
Y+
(c))21, (S
−1
Y+
(c))22)E(W
∗
Y+,n
)
= −
2σY+ (0)
h2Y+
√
n+hY+fX+(0)
eT2 (S
−1
Y+
(c))21E(W
∗
Y+,1n
)−
2σY+ (0)
h2Y+
√
n+hY+fX+(0)
eT2 (S
−1
Y+
(c))22E(W
∗
Y+,2n
)
= I + II.
Consider the terms I and II.
I = −
2σY+ (0)
h2Y+
√
n+hY+fX+(0)
eT2 (S
−1
Y+
(c))21
×
[
−
fY+√
n+hY+
n+∑
i=1
Kick
σY+,i − σY+ (0)
σY+,i
−
fY+√
n+hY+
n+∑
i=1
Ki
ri,3
σY+,i
]
=
1
12
m
(4)
Y+
µ+,4(c)e
T
2 (S
−1
Y+
(c))21fY+h
2
Y+
+ op(h
2
Y+
),
II = −
2σY+ (0)
h2Y+
√
n+hY+fX+(0)
eT2 (S
−1
Y+
(c))22
×
−
∑q
k=1 fY+ (ck)√
n+hY+
n+∑
i=1
Kick
σY+,i − σY+ (0)
σY+,i

x+,i
x2+,i
x3+,i
−
∑q
k=1 fY+ (ck)√
n+hY+
n+∑
i=1
Ki
ri,3
σY+,i

x+,i
x2+,i
x3+,i


=
1
12
m
(4)
Y+
q∑
k=1
fY+ (ck)e
T
2 (S
−1
Y+
(c))22

µ+,5
µ+,6
µ+,7
h2Y+ + op(h2Y+).
The bias result is proved by combing the two terms I and II. One would expect a number
of 4! = 24 instead of 12 on the denominator. This is due to the extra number 2 in eq. (49).
Because of the way vˆ2 is defined, the “effective” constant on the denominator is still 24,
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in line with the standard results for nonparametric derivatives. Similarly, the number 4
appearing on the numerator of the variance is also a result of the number 2 in eq. (49). The
variance results from eq. (49) and Lemma 1.
Proof of Theorem 3. Following Theorem 1, we have
Var(mˆY+) =
1
n+hY+
bY+(c)σ
2
Y+
(0)
fX+(0)
+ op(
1
n+hY+
),
Var(mˆY−) =
1
n−hY−
bY−(c)σ
2
Y−
(0)
fX−(0)
+ op(
1
n−hY−
).
Use the bias expression in Theorem 1 and the variance result in Lemma 4, we have
Var(Bias(mˆY+)) =
σ2Y+
(0)
n+hY+fX+(0)
a2(c)b∗Y+(c) + op(
1
n+hY+
),
Var(Bias(mˆY−)) =
σ2Y−
(0)
n−hY−fX−(0)
a2(c)b∗Y−(c) + op(
1
n−hY−
).
For the covariances, we have
Cov(mˆY+ ,Bias(mˆY+)) = Cov(mY+ +
1
q
√
n+hY+
q∑
k=1
uˆk,
1
2
aY+(c)h
2
Y+
(m
(2)
Y+
+
2vˆ2
h2Y+
√
n+hY+
)
=
aY+(c)
n+hY+q
q∑
k=1
Cov(uˆk, vˆ2)
=
aY+(c)σ
2
Y+
(0)
n+hY+qfX+(0)
eTq (S
−1
Y+
ΣY+S
−1
Y+
)12,2 + op(
1
n+hY+
),
where (S−1Y+ΣY+S
−1
Y+
)12,2 is the second column of the matrix (S
−1
Y+
ΣY+S
−1
Y+
)12 and the last line
follows from Lemma 1. Similarly, for data below the cutoff, we have
Cov(mˆY− ,Bias(mˆY−)) =
aY−(c)σ
2
Y−
(0)
n−hY−qfX−(0)
eTq (S
−1
Y−ΣY−S
−1
Y−)12,2 + op(
1
n−hY−
).
To establish the asymptotic normality of the adjusted t-statistic, we note that
τˆbcsharp = mˆY+ − B̂ias(mˆY+)− (mˆY− − B̂ias(mˆY−)),
where, by applying Lemma 1 to both mˆY+− B̂ias(mˆY+) and mˆY−− B̂ias(mˆY−), τˆbcsharp becomes
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the difference between two normal random variables, which is also a normal random variable.
Finally, the expression for Var(τˆsharp − Bias(τˆsharp)) is obtained by substituting the six
variance and covariance results into eq. (29),
Var(τˆsharp − Bias(τˆsharp)) = 1
n+hY+
Vsharp,+ +
1
n−hY−
Vsharp,−,
where
Vsharp,+ =
bY+(c)σ
2
Y+
(0)
fX+(0)
+
σ2Y+
(0)
fX+(0)
a2(c)b∗Y+(c)− 2
aY+(c)σ
2
Y+
(0)
qfX+(0)
eTq (S
−1
Y+
ΣY+S
−1
Y+
)12,2,
Vsharp,− =
bY−(c)σ
2
Y−
(0)
fX−(0)
+
σ2Y−
(0)
fX−(0)
a2(c)b∗Y−(c)− 2
aY−(c)σ
2
Y−
(0)
qfX−(0)
eTq (S
−1
Y−ΣY−S
−1
Y−)12,2.
Proof of Theorem 6. We first note that all bias terms in eq. (31) can be obtained using
Lemma 2. For terms in the adjusted variance in eq. (32), Var(mˆY+), Var(mˆT+), Var(B̂ias(mˆY+)),
Var(B̂ias(mˆT+)), Cov(mˆY+ , B̂ias(mˆY+)), and Cov(mˆT+ , B̂ias(mˆT+)) can be obtained using re-
sults in the proof of Theorem 3; Cov(mˆY+ , mˆT+) is obtained using Lemma 3. And we list
these seven terms in the following.
Var(mˆY+) =
1
n+hY+
bY+(c)σ
2
Y+
(0)
fX+(0)
+ op(
1
n+hY+
),
Var(mˆT+) =
1
n+hT+
bT+(c)σ
2
T+
(0)
fX+(0)
+ op(
1
n+hT+
),
Var(Bias(mˆY+)) =
σ2Y+
(0)
n+hY+fX+(0)
a2Y+(c)b
∗
Y+
(c) + op(
1
n+hY+
),
Var(Bias(mˆT+)) =
σ2T+
(0)
n+hT+fX+(0)
a2T+(c)b
∗
T+
(c) + op(
1
n+hT+
),
Cov(mˆY+ , mˆT+) =
1
n+
√
hY+hT+
σY+ (0)σT+ (0)
fX+(0)
bY T+ + op(
1
n+hY+
+
1
n+hT+
),
Cov(mˆY+ , B̂ias(mˆY+)) =
aY+(c)σ
2
Y+
(0)
n+hY+qfX+(0)
eTq (S
−1
Y+
ΣY+S
−1
Y+
)12,2 + op(
1
n+hY+
),
Cov(mˆT+ , B̂ias(mˆT+)) =
aT+(c)σ
2
T+
(0)
n+hT+qfX+(0)
eTq (S
−1
T+
ΣT+S
−1
T+
)12,2 + op(
1
n+hT+
).
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Next, we compute the remaining covariances.
Cov(B̂ias(mˆY+), B̂ias(mˆT+)) = Cov(
1
2
aY+(c)mˆ
(2)
Y+
h2Y+ ,
1
2
aT+(c)mˆ
(2)
T+
h2T+)
=
aY+(c)aT+(c)√
n+hY+
√
n+hT+
Cov(vˆ2,Y+ , vˆ2,T+)
=
aY+(c)aT+(c)σY+ (0)σT+ (0)
n+
√
hY+
√
hT+fX+(0)
eT2 (S
−1
Y+
ΣY T+S
−1
T+
)22e2
+ op(
1
n+hY+
+
1
n+hT+
).
Cov(mˆY+ , B̂ias(mˆT+)) = Cov(mY+ +
1
q
√
n+hY+
q∑
k=1
uˆk,Y ,
1
2
aT+(c)h
2
T+
(m
(2)
T+
+
2vˆ2,T
h2T+
√
n+hT+
))
=
aT+(c)σY+ (0)σT+ (0)
qn+
√
hY+
√
hT+fX+(0)
eTq (S
−1
Y+
ΣY T+S
−1
T+
)12,2 + op(
1
n+hY+
+
1
n+hT+
).
Cov(mˆT+ , B̂ias(mˆY+)) = Cov(mT+ +
1
q
√
n+hT+
q∑
k=1
uˆk,T ,
1
2
aY+(c)h
2
Y+
(m
(2)
Y+
+
2vˆ2,Y
h2Y+
√
n+hY+
))
=
aY+(c)σY+ (0)σT+ (0)
qn+
√
hY+
√
hT+fX+(0)
eTq (S
−1
T+
ΣTY+S
−1
Y+
)12,2 + op(
1
n+hY+
+
1
n+hT+
).
Substituting the above results into eq. (32) gives the expression for Var((mˆY+ − τ0mˆT+) −
(B̂ias(mˆY+)−τ0B̂ias(mˆT+))). The result for Var((mˆY−−τ0mˆT−)−(B̂ias(mˆY−)−τ0B̂ias(mˆT−)))
can be obtained in a similar way. Adding up the two variance results gives the adjusted
variance in the fuzzy case.
To establish the asymptotic normality, note that we can use eq. (31) to write τ˜bcfuzzy as
τ˜bcsharp = (mˆY+−B̂ias(mˆY+))−τ0(mˆT+−B̂ias(mˆT+))−(mˆY−−B̂ias(mˆY−))+τ0(mˆT−−B̂ias(mˆT−)),
where each of the four terms follows an asymptotic normal distribution by applying Lemma 1.
Hence, along with the adjusted variance derived earlier, we prove the asymptotic distribution
of tadj.fuzzy.
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Proof of Theorem 7. We first expand Bias(mˆY+) up to O(h
3
Y+
) on the boundary. Recall
mˆY+ =
∑q
k=1 aˆk/q and we have
Bias(mˆY+) =
σY+ (0)
q
q∑
k=1
ck −
σY+ (0)
q
√
n+hY+fx+(0)
eTq
[
(S−1Y+ (c))11E(w
∗
Y+,1n
) + (S−1Y+ (c))12E(w
∗
Y+,2n
)
]
= −
σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))11E(w
∗
Y+,1n
)−
σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))12E(w
∗
Y+,2n
)
= I + II.
Consider term I.
I =
−σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))11

1√
n+hY+
∑n+
i=1KiE(η
∗
Y+,i,1
)
...
1√
n+hY+
∑n+
i=1KiE(η
∗
Y+,i,q
)

=
σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))11

fY+
(c1)√
n+hY+
∑n+
i=1Ki
di,1
σY+,i
...
fY+
(cq)√
n+hY+
∑n+
i=1Ki
di,q
σY+,i
+ op(1)
=
σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))11

fY+
(c1)√
n+hY+
∑n+
i=1Kiri,1
...
fY+
(cq)√
n+hY+
∑n+
i=1Kiri,1
+ op(1)
=
1
2q
eTq (S
−1
Y+
(c))11fY+m
(2)
Y+
µ+,2h
2
Y+
+
1
6q
eTq (S
−1
Y+
(c))11fY+m
(3)
Y+
µ+,3h
3
Y+
+
f
(1)
x+ (0)
2qfx+(0)
eTq (S
−1
Y+
(c))11fY+m
(2)
Y+
µ+,3h
3
Y+
+ op(h
3
Y+
),
where the second equality follows by expanding the cumulative distribution of Y+,i around
ck and the third equality follows by noticing that all terms containing ck, after multiplied by
the coefficient
σY+
(0)
q
√
n+hY+fx+ (0)
eTq (S
−1
Y+
(c))11, become zero after a summation. The last equality
is obtained by a Taylor series expansion of mY+ at 0 up to order 3 in ri,1, similar to the
expansion in the definition of ri,3.
Consider term II. Note that p = 1 in the following proof when we estimate the conditional
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mean using degree one local polynomial.
II =
−σY+ (0)
q
√
n+hY+fx+(0)
eTq (S
−1
Y+
(c))12

1√
n+hY+
∑q
k=1
∑n+
i=1KiX+,iE(η
∗
Y+,i,1
)
...
1√
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∑n+
i=1KiX
p
+,iE(η
∗
Y+,i,q
)

=
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q
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n+hY+fx+(0)
eTq (S
−1
Y+
(c))12
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k=1 fY+ (c1)
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σY+,i
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k=1 fY+ (cq)
∑n+
i=1KiX
p
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di,q
σY+,i
+ op(1)
=
∑q
k=1 fY+ (ck)
2q
eTq (S
−1
Y+
(c))12

µ+,3
...
µ+,p+2
m(2)Y+h2Y+
+
∑q
k=1 fY+ (ck)
6q
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Y+
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
µ+,4
...
µ+,p+3
m(3)Y+h3Y+
+
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(1)
x+ (0)
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k=1 fY+ (ck)
2qfx+(0)
eTq (S
−1
Y+
(c))12
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µ+,4
...
µ+,p+3
m(2)Y+h3Y+ + op(h3Y+).
Combining I and II yields
Bias(mˆY+) =
1
2
aY+(c)m
(2)
Y+
h2Y+ +
1
6
aˇY+(c)m
(3)
Y+
h3Y+ +
1
2
a˜Y+(c)f
(1)
x+ (0)
fx+(0)
m
(2)
Y+
h3Y+ + op(h
3
Y+
),
where aY+(c) is defined in Lemma 2, aˇY+(c) =
µ+,2(c)µ+,3(c)−µ+,1(c)µ+,4(c)
µ+,0(c)µ+,2(c)−µ2+,1(c) , and a˜Y+(c) =
µ2+,2(c)−µ+,1(c)µ+,4(c)
µ+,0(c)µ+,2(c)−µ2+,1(c) .
Hence the leading term in Bias(mˆY+ − Bias(mˆY+)) is 16 aˇY+(c)m(3)Y+h3Y+ + 12
a˜Y+ (c)f
(1)
x+
(0)
fx+ (0)
m
(2)
Y+
h3Y+ .
Since we work with data above the cutoff in this proof, the adjusted variance is given by
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1
n+hY+
V adj.sharp in the proof of Theorem 3. Thus, the adjusted MSE can be written as
adj. MSE =
[
1
6
aˇY+(c)m
(3)
Y+
h3Y+ +
1
2
a˜Y+(c)f
(1)
x+ (0)
fx+(0)
m
(2)
Y+
h3Y+
]2
+
1
n+hY+
V adj.sharp + op(h
6
Y+
+
1
n+hY+
)
= C22h
6
Y+
+
1
n+hY+
C3 + op(h
6
Y+
+
1
n+hY+
),
where C2 =
1
6
aˇY+(c)m
(3)
Y+
+ 1
2
a˜Y+ (c)f
(1)
x+
(0)
fx+ (0)
m
(2)
Y+
and C3 = V
adj.
sharp. The bandwidth that minimizes
the adjusted MSE is given by h =
(
C3
6C22
)1/7
n
−1/7
+ .
Appendix B
This section contains additional Figures 4 to 6 that compare the finite sample performance
of LCQR and LLR in estimating the treatment effect. The following four tables of coverage
probability are identical to Tables 7 to 10 except that τˆ cqr2bw and τˆ
cqr,bc
2bw use the rule-of-thumb
bandwidth described by equation (4.3) in Fan and Gijbels (1996).
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Figure 4: Absolute value of average bias of the bias-corrected estimators, τˆ cqr,bc1bw and τˆ
robust,bc
1bw
for the Lee model with heteroskedasticity. τˆ robust,bc1bw is the bias-corrected LLR. The result is
based on 5000 replications and the true treatment effect is 0.04.
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Figure 5: Absolute value of average bias of the bias-corrected estimators, τˆ cqr,bc1bw and τˆ
robust,bc
1bw
for the LM model with homoskedasticity. τˆ robust,bc1bw is the bias-corrected LLR. The result is
based on 5000 replications and the true treatment effect is −3.45.
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Figure 6: Absolute value of average bias of the bias-corrected estimators, τˆ cqr,bc1bw and τˆ
robust,bc
1bw
for the LM model with heteroskedasticity. τˆ robust,bc1bw is the bias-corrected LLR. The result is
based on 5000 replications and the true treatment effect is −3.45.
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Table 11: Coverage probability in the Lee model with ho-
moskedsticity using the rule-of-thumb bandwidth in LCQR
estimation
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr2bw 0.915 0.917 0.909 0.916 0.917
τˆ cqr,bc2bw 0.976 0.963 0.968 0.976 0.965
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with a superscript bc are both bias-
corrected and s.e.-adjusted.
Table 12: Coverage probability in the Lee model with het-
eroskedasticity using the rule-of-thumb bandwidth in LCQR
estimation
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr2bw 0.901 0.896 0.887 0.897 0.895
τˆ cqr,bc2bw 0.969 0.956 0.958 0.965 0.951
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with a superscript bc are both bias-
corrected and s.e.-adjusted.
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Table 13: Coverage probability in the LM model with ho-
moskedasticity using the rule-of-thumb bandwidth in LCQR
estimation
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr2bw 0.888 0.891 0.880 0.892 0.859
τˆ cqr,bc2bw 0.967 0.956 0.962 0.968 0.960
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with a superscript bc are both bias-
corrected and s.e.-adjusted.
Table 14: Coverage probability in the LM model with het-
eroskedasticity using the rule-of-thumb bandwidth in LCQR
estimation
Estimator DGP 1 DGP 2 DGP 3 DGP 4 DGP 5
τˆ cqr2bw 0.876 0.876 0.870 0.878 0.845
τˆ cqr,bc2bw 0.958 0.946 0.952 0.952 0.943
Notes : The numbers are the averages of the coverage prob-
ability associated with different estimators. The results are
based on 5000 replications with a sample size n = 500. The
s.e. and adjusted s.e. for the LCQR estimator are obtained
based on the asymptotic expressions from Theorem 1 and
Theorem 3. Estimators with a superscript bc are both bias-
corrected and s.e.-adjusted.
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