Whenever we make any kind of ecological study it is obvious that a sample is analysed since we are not able to measure the whole statistic population. Numerical classification in general is a useful tool to explore the structure of different kinds of ecological data, but it reflects the structure of the studied dataset (the sample). However, we are interested in the structure of the statistical population from which the sample is derived. It is possible that among the clusters gained by the classification there are some, which are representative only for the sample and not for the whole statistical population, thus these clusters can be called "artificial". This paper describes a method that helps us to avoid the interpretation of these "artificial" clusters, which are characteristic only for the sample, not for entire population. The method is called validation, because its steps are similar to validation used in other fields of numerical analysis. In case of cluster analysis the definitive characteristics of the particular clusters are unknown. This means that it is not possible to make testable hypothesis based on the results of the cluster analysis. Therefore, the method proposed here does not compare the clusters themselves, but the "meaning" of the clusters; i.e. their characteristics that are used for the interpretation of the results. Frequency of species was chosen as "meaning" of clusters here, but using other characteristics, e.g. mean or median for continuous variables is also possible. The new methods are applied to an artificial dataset to illustrate the procedure and to show its merits.
INTRODUCTION
Numerical classification is a useful tool to explore the structure of different kinds of ecological data (Legendre and Legendre 1998) . Unfortunately, this method creates clusters even if the data are totally random (Podani 2000) , and it provides no information on whether objects within clusters are more similar to each other than one would expect from random distribution of species across sites (Hunter and McCoy 2004) . To overcome these problems, randomisation tests were proposed by Strauss (1982) , Jaksic and Medel (1990) and recently Hunter and McCoy (2004) , for example.
Although such a randomisation test can help to avoid the interpretation of non-significant clusters, it cannot solve the following problem: the analysis shows the structure of the studied dataset (the sample), however we are interested in the structure of the statistical population from which the sample comes from. It is often experienced that the properties of the sample slightly differ from the properties of the population (e.g. the sample mean is not equal to the expected value of the population). In the case of cluster analysis it means that some clusters may be artefacts (Levine and Domany 2001) , characteristic only for the sample and not for the statistical population. As McIntyre and Blashfield (1980) stated: "If a cluster solution is repeatedly discovered across different samples from the same general population, it is plausible to conclude that this solution has some generality. Certainly, a cluster solution which is not stable is unlikely to have general utility".
The objective of this paper is to present a method that helps us to avoid the interpretation of artificial clusters, which are characteristic only of the sample rather than the population. The method is called validation by dataset splitting, because its steps are similar to validation by dataset splitting used in other fields of numerical analysis (see e.g. Hallgren et al. 1999) . Splitting the dataset in general is used when there are no well-specified hypotheses before analysis starts. Data are randomly divided into two (usually equal) parts, the first part (the so-called training dataset) is used for exploration to generate well-specified hypotheses, and then the second part (the so-called testing dataset) is used for testing these hypotheses. The essence of the new method is the same: two parallel datasets are used, both of them are analysed by the same method, and only those clusters that appear in both analyses are considered to be characteristic of the population and only those are interpreted. Figure 1 shows an example of parallel analysis of two samples from the same population. K-means clustering with two clusters gave different results in the two samples (Fig. 1a, b) . It suggests that these clusters are artefacts. On the other hand, the same method with four clusters gave similar results in both samples; therefore these clusters seem to be reliable. In this case the difference between artefact and reliable clusters obvious, but in real situations an objective distinguishing criterion is needed.
In case of cluster analysis the definitive characteristics of the particular clusters are unknown. This means that it is not possible to make testable hy-pothesis based on the results of the cluster analysis. In the literature of multivariate methods, different methods were proposed to solve this problem. Some methods (e.g. Levine and Domany 2001) use two overlapping datasets and measure the similarity of the clustering results obtained for the intersection of both datasets. Lange et al. (2004) pointed out that this approach could be biased, because the two datasets are not independent.
Another approach is that two classifications of the testing dataset are run. In the first classification the method is the same as in the classification of the training dataset. In the second case, clusters of the training dataset are used as a priori groups, and objects of the testing dataset are classified into these a priori groups. The so-called classification rules are used for deciding which a priori group an object belongs to. Finally, the two classifications (without and with a priori groups) of the testing dataset are compared (Breckenridge 2000 , Lange et al. 2004 .
There are two drawbacks of this approach. The first one is that it needs choosing appropriate classification rule. There are many possible classification rules (e.g. nearest-centroid (McIntyre and Blashfield 1980), nearest-neighbour (Breckenridge 1989) ) for general purposes, and Tichý (2005) showed rules especially for species-by-sites data. It is a hard task to choose the most appropriate classification rule, while Lange et al. (2004) showed that selecting inappropriate classification rule could artificially increase the difference between two classifications. Another drawback is that this approach validates the whole classification, but it does not say anything on the stability of the individual clusters. Therefore, it can be used for comparing clustering algorithms, establishing optimal number of clusters, but it is unsuitable for distinguishing clusters appeared in both dataset and clusters appeared only in one of the datasets. Clusters belong to the first group are probably characteristic to the population and they will be called reliable clusters here. Clusters appeared only in one of the datasets are probably sampling artefacts and they will be called vague clusters. The above-mentioned drawbacks have been the main motivation for developing a new method, where no classification rule has to be chosen, and which is suitable for distinguishing reliable and vague clusters.
THE NEW METHOD
Let us consider first the validation of a non-hierarchical classification (partition). Instead of comparing classifications, this method compares the meaning (characteristics) of clusters. Meaning of the clusters is their characteristic that used for the interpretation of the results. In the simple example showed in Figure 1 , the meaning of clusters was their position in the topologi-cal space of variables. In the case of continuous variables with approximately multivariate normal distribution the positions of cluster centroids can be compared by MANOVA.
In vegetation science, often binary variables are used; therefore I will concentrate here on the binary variables. In this case the centroid of the clusters is a vector of the relative frequency of variables (species), which is generally used for interpretation of clusters.
To compare two relative frequencies (proportion), Zar (1999) suggested the Z statistic that approximately follows the standard normal distribution: 
where p i is the Type I error calculated for the ith species. If the relative frequencies in the two clusters differ only by chance, χ 2 approximately follows the Chi-square distribution whose degrees of freedom is twice of the number of species. Thus critical value of the Chi-square distribution could be used as threshold value for distinguishing between similar and non-similar clusters. Instead of this, I suggest another threshold that does not use such approximation: χ 2 is calculated for the whole datasets, and cluster pairs with χ 2 values lower than the global value are considered to be similar. It means that similar clusters less differ that the two datasets.
A cluster will be regarded to be valid, if there is one and only one cluster in the other dataset with similar characteristics. If there is no such cluster in the other dataset, the cluster is characteristic only for the sample. If there is more than one such cluster in the other dataset, it indicates arbitrary divisions so the cluster is not validated again.
Hierarchical classifications can be considered as a series of partitions with increasing number of clusters. The validation procedure described above can be applied for each level of a dendrogram, starting on the highest level (two clusters) and continue on lower levels (i.e. three clusters, then four clusters, etc.), until the number of valid clusters start to decrease due to their arbitrary divisions. The dendrogram should be interpreted on that level, where the number of valid clusters is maximised.
AN EXAMPLE OF APPLICATION
An artificial dataset with known structure was used to show the properties of this new method. The dataset consists of presence/absence data of 200 species in 300 objects. There are three well-separated groups of objects that equally differ from each other. The size of the groups was equal. The species occurrences within groups were random. (The dataset is available in the author's home page: www.botanika.hu/bdz/validaton_sampledata.) The dataset was randomly divided into two parts: training and testing dataset. Hierarchical classification of both parts was performed by average linkage with Sørensen dissimilarity measure (Fig. 2) . At the level of three groups, for each group of the training dataset there was one and only one similar group in the testing dataset. Thus, as expected, at this level all groups were accepted by the validation procedure. At lower and higher levels we do not expect such total matching. At the level of two groups, both groups were accepted, because in both of dendrograms groups 1 and 2 were merged accidentally. Although this merging repeated in both datasets, it is not a property of the population, where the data come from (see in Discussion). However, we would not able to notice this only knowing the sample. At the level of four groups, group 1 is divided into two parts in both datasets (Fig. 2) . Group 1a of the training dataset is similar to group 1d&e and 1f of the testing dataset, and group 1b&c is similar to these groups, too. Such a pattern, i.e. that one group being similar to more than one group in the other dataset, indicates artificial division(s). Thus at the level of four groups only two clusters were accepted by validation. This shows that the decreasing number of valid clusters indicates that further divisions are not meaningful.
DISCUSSION
Validation accepts clusters which are repeated in the training and the test datasets, while rejects singularly occurring ones and artificial subdivisions on the lower hierarchical levels of the dendrogam. As we have seen in the example above, validation reveals the real structure of the statistical population, and rejects many but not all artefacts. For example, in the analysis of artificial data it is an artefact that by chance in both datasets group 1 and group 2 was merged at the level of two clusters. Unfortunately, if we do not know the real structure of data (as always when real data are classified), we cannot recognise these artefacts. It is a common disadvantage of all validation procedures (including the new procedure proposed here), because they evaluate the stability but not the accuracy of the results (McIntyre and Blashfield 1980) . Stability measures answer the question how well the pattern is repeated in the parallel analyses, while accuracy measures would answer the question how well the real data structure is revealed. Accuracy can be measured only if the real structure of the statistical population is known, but in this case cluster analysis is not needed. Therefore, accuracy is measured only in methodical studies, for example when clustering algorithms were compared by analysing artificial data with known structure (see e.g. in Podani's (2000) book). Fortunately, stability and accuracy are related, i.e. stability is necessary for accuracy, but it is not true vice versa. It is possible to have a highly stable but an inaccurate cluster. Consequently it would be a logical flaw to assume that classification is accurate because it is stable (McIntyre and Blashfield 1980) . Rather, a group can be considered to be inaccurate, because it is unstable. The aim of validation is not to verify clusters, but to reject unstable and consequently inaccurate groups (cf. Popper's requirement of falsification).
In theory all accurate groups are stable. But it is possible that the members of a rare group do not occur in both (i.e. training and testing) datasets, just because their frequency is low in the statistical population, and thus they are proved to be unstable. Probability of this error decreases with increasing sample size, but it would become zero, only if the sample size was infinite.
CONCLUSION
The aim of previous validations of classifications was to compare clustering algorithms or detecting optimal number of clusters, but they could not distinguish reliable and vague clusters. In my opinion, this is a possible reason why they were disregarded in vegetation science. The new method proposed here is suitable for this purpose. Other advantage of this new method is that classification rule is not need to be chosen.
In the example with artificial data validation satisfactorily revealed the real structure of the data. Experiences obtained on this method till now are promising: it has been applied for real datasets as well, and it helped to distinguish reliable and vague clusters (Illyés et al.) . 
