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1. INTRODUCTION 
Consider the action of PGL, on m-tuples of II x n matrices by 
simultaneous conjugation, i.e., the action given by 
PGL, x M,(k)” + M,(k)” 
g(X1, ..., Xm) -+ (g-Q-1 g, ..*> g-1Kng). 
Here k is an algebraically closed base field of characteristic 0, m and n are 
integers, m, y1> 2. Let C be the ring of invariants for the dual action of 
PGL, on the polynomial algebra k[xt)], where X,= (xi)) for I- 1, . . . . m. 
This ring C is called the ring of invariants of m n x n matrices. We shall 
assume that m and n are fixed and simply refer to C as the ring of matrix 
invariants. 
We want to study the algebra structure of C or, equivalently, the 
geometry of the algebraic quotient space Q = Spec C. By a theorem of 
439 
481/136/2-12 
0021~8693191 $3.00 
Copyright 0 1991 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
440 ZINOVY REICHSTEIN 
Hilbert the ring of matrix invariants is a finitely generated k-algebra; see 
[4, Theorem 1.11. Procesi [S] proved that it is generated by elements of 
the form Trace(M), where M is a monomial in the matrices X,. However, 
the relations among these generators are rather complicated and are not 
well understood in general. The algebra structure of C is known only in a 
very limited number of cases with m and n small; see [2, Sect. 51. 
In this paper we take an alternative approach. Instead of trying to 
describe the algebra structure of C in terms of generators and relations we 
shall study the functor represented by Q = Spec C. All functors in this 
paper will be from the category of commutative k-algebras to the category 
of sets. 
Let Z be a scheme. We define the functor Fz by 
F=(R) = Mor(Spec R, Z) 
for any commutative k-algebra R. We say that the functor F, is repre- 
sented by Z. If S is a commutative k-algebra and Z = Spec S then 
Fz(R) = Hom(S, R). 
The following fundamental theorem of Artin [l, Sect. 121 describes the 
R-points of Q (i.e., FQ(K)) when K is an algebraically closed field extension 
of k. 
1.1. THEOREM (Artin). Any K-point of Q lifts to an m-tuple of matrices 
which generate a semi-simple subalgebra of M,,(K). This lifting is unique up 
to the action of PGL,. 
This description of Q is not functorial as it does not extend to a descrip- 
tion of R-points of Q for other commutative k-algebras R. 
Let Q’ and W be the Zariski-open subsets of Q given by 
Qs = z( {(Xi, . . . . 1,) EM,” : X,, . . . . X, generate M,(k)}) 
W=Yc({(X~, . ..) X,) EM,“: the algebra generated by (1) 
x 1, . . . . X, contains a matrix with distinct eigenvalues)), 
, 
where z is the quotient map rc: M,” --$ Q induced by the inclusion of rings 
Ccj k[x!!)]. 
Sesha&i [S, Part 5, Proposition 51 gave the following functorial inter- 
pretation of (2”. Let n = k{u,, . . . . u,> be the free non-commutative 
k-algebra with m generators. 
1.2. THEOREM (Seshadri). Let A be the jiinctor defined as follows. For 
any commutative k-algebra R, A(R) is the set of all isomorphism classes of 
pairs (M, f ), where 
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(a) A4 is an R-algebra and f is an R-algebra homomorphism 
RQA-+M, 
(b) M is locally free of rank n2 as an R-module, 
(c) for any closed point R -+ k of Spec R the k-algebra k 0 M is 
simple and the map k@ f is surjective. Then A is represented by Q,. 
The main result of this paper is a functorial interpretation of Q 
(Theorem 3.3) which may be viewed as an extension of Theorem 1.2 to the 
‘“boundary” of Q; see Remark 8.5. The layout of the paper is as follows. 
Section 2 contains some preliminary information about trace functions, the 
trace ring, and representations. In Section 3 we give a functorial descrip- 
tion of Q (Theorem 3.3). This description relies on the characterization of 
universal Cayley-Hamilton algebras (Theorem 3.2) which is proved in 
Section 4. In Sections 5, 6, and 8 we show that universal Cayley-Hamilton 
algebras often have a unique trace function (Theorems 5.1, 6.4, and 8.1). 
We use these results to classify universal Cayley-Hamilton algebras over an 
algebraically closed field (Theorem 7.1), to give an alternative functorial 
description of W (Part 2, Theorem 8.1 ), and to relate our functorial 
description of Q to Theorem 1.2 (Remark 8.5). In Section 9 we present an 
example which shows that the results of Sections 5, 6, and 8 cannot be 
extended to all universal Cayley-Hamilton algebras. 
2. TRACE FUNCTIONS 
Let N be an R-algebra and let a: N -+ R be an R-linear function. We 
think of a as a trace function on N. With this in .mind, given an element 
x of N we can define the coefficients of the characteristic polynomial 
p,(t)= i (-l)‘qt”- 
j=O 
inductively by using Newton’s identities 
2.1. DEFINITION. We say that a is a trace function on N if for any 
elements x and y of N 
(1) a(l)=n, 
(21 a(v) = a(.wJ, and 
(3 1 P,(X) = 0. 
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Remarks. (1) This definition depends on n; we assume that n is fixed 
throughout and do not refer to it explicitly. 
(2) Our definition is slightly more restrictive than [6, Defini- 
tion 2.61, since we require a to take values in R and not just in the center 
of N. 
The usual trace function on N = M,(R) satisfies the conditions of 
Definition 2.1. The following fundamental theorem of Procesi [6] says that 
any trace function can be obtained from some matrix algebra by pullback. 
2.2. THEOREM (Procesi). Let N be an R-algebra with trace. Then there 
exists a trace-preserving embedding N 4 M,(A) for some commutative 
R-algebra A. 
Let A=k{u,, . . . . u,>. An important example of an algebra with trace is 
the trace ring T obtained from the free C-algebra CO A by imposing the 
Cayley-Hamilton identities of degree y1 in the following way. Consider the 
linear map 
tr: C@n -+ C (3) 
sending f~ ,4 to the trace of f(X,, . . . . X,). Here X, = (xi’) are generic 
matrices as in Section 1. Let p=(t) be as in (2) with a = tr. 
2.3. DEFINITION. The trace ring T is given by 
T= (COA)/I, 
where C is the ring of matrix invariants and Z is the 2-sided ideal generated 
by the elements p,(z) as z ranges over CO/i. 
We denote the projection map C@ n -+ T by Y. The function tr of (3) 
descends to a trace function on T. We shall also denote this function by tr. 
If a is an R-point of Q then we denote RQ, T by T,. 
By the Cayley-Hamilton Theorem there exists a C-algebra homo- 
morphism 
qk T -+ M n (k[x!!‘]) u . (4) 
sending 1 to the identity matrix and u, to X, for I= 1, . . . . m. 
The most important properties of T are 
2.4. THEOREM (Shirshov [7, Sect. 4.21). T is a finite C-module. 
2.5. THEOREM (Procesi [S, Theorem 4.61). The map q5 is injective. 
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2.6. THEOREM (Artin [l, Sect. 121). Over Q’, T is localyfree of rank n*. 
If K is an algebraically closed extension of k and a is a K-point of Qs then 
T, is isomorphic to M,(K). 
Given a trace function a: N -+ R and a k-algebra homomorphism 
y: R -+ S, the composition map yea: N + S induces an S-linear map 
ay : S 0, N -+ S. Thus we have a commutative diagram 
N _e,R 
I iv SO, Nay s. 
(5) 
2.7. LEMMA. The function ay defined above is a trace function on S@, N. 
ProojI Conditions (1) and (2) of Definition 2.1 arc immediate from 
diagram (5). Thus we only need to prove that q,(z) = 0 for any z E S @ N, 
where qz is the characteristic polynomial of z with respect o a,,. Write z as 
xi_ r si 0 yi, where si are elements of S and yi are elements of N. Since ay 
is S-linear, we can write 
q=(z)= c s’:s:+@yi,iz...G, 
where yil jz, ii is an element of N. 
It is sufficient to show that every yi, iz...i, is equal to 0 in N. Let w = 
Ci=, tiyj, where tl, . . . . tj are elements of the base field k. Let p,+, be the 
characteristic polynomial of w with respect to a. Since a is R-linear, and 
hence, k-linear, we have 
O=pJw)= c t’:t$-.tJyi,i*...i,. 
Since (6) holds for any t, , . . . . tie k, every Y,,~~...~ must be equal to 0, as 
desired. QED. 
Our definition of ay can be easily seen to be functorial in the sense that 
(a,)B = ap D y for k-algebra homomorphisms R -+y S -+B P. 
Let R be a commutative k-algebra and let d be an R-algebra. By a 
representation (resp. irreducible representation) of A in h4 we mean an 
R-algebra homomorphism (resp. a surjective R-algebra homomorphism) 
p: d -+ M. A morphism f: p1 + p2 is an R-algebra homomorphism 
f: MI + M, such that the diagram 
Ml f ) M2 
K ?r 
pi\ A /&?* (7) 
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commutes. We say that pi and p2 are equivalent, if there is an isomorphism 
f as in (7). If M1 and M, are algebras with trace then we define the notions 
of trace morphism (resp. trace equivalence) from pi to p2 by requiring the 
map f in (7) to be a trace-preserving homomorphism (resp. a trace- 
preserving isomorphism). 
If CI: R --f S is a homomorphism of commutative k-algebras (base change) 
then S@, p is a representation of SQ d. We shall denote this representa- 
tion by pa. Clearly if p is irreducible then so is pa. We shall be concerned 
primarily with representations of A = R@A, where /i is the free algebra 
k{u,, .:., u,}. A representation (resp. an irreducible representation) of this 
algebra in A4 can be viewed as a choice of m elements (resp. generators) 
of M. 
2.8. LEMMA. Let N be an R-algebra with a trace function a and let p be 
a representation R@ A -+ N. Then 
(1) there is an R-point M: C + R of Q such that for any z E A 
a(p(z)) = a(tr(z)). (8) 
We denote this R-point by t(p). 
(2) There is a trace-preserving morphism of representations f: Yu -+ p. 
(3) If p1 and p2 are trace-equivalent then t(pl) = t(p2). 
(4) For CI: CdR we have t(YJ=a. 
Proof of Lemma 2.8. Part (1) is a consequence of Theorem 2.2. We 
may assume without loss of generality that N is a subalgebra of M,(A) for 
some commutative k-algebra A. Consider the homomorphism k[x$)] -+ A 
of commutative k-algebras given by sending x$) to the (i, &entry of p(q). 
Restricting this homomorphism to Cc k[x$‘] we obtain the desired 
homomorphism CI: C + R. 
Part (2) follows from the universal property of tensor products. (3) and 
(4) follow from (8) because C is generated by elements of the form tr(z), 
where z ranges over A. Q.E.D. 
3. A FUNCTIONAL DESCRIPTION OF Q 
Let R be a commutative k-algebra. 
3.1. DEFINITION. An R-algebra M with trace is called a universal 
Cayley-Hamilton algebra if it is generated by m elements and is maximal 
with this property in the following sense. Let N be another R-algebra with 
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trace generated by m elements. Then every trace-preserving surjective 
morphism N -+ h4 is an isomorphism. 
Remarks. (1) This definition depends on n and m. We assume they 
are fixed throughout. 
(2) We assume that M is generated by m elements, but we do not fix 
a specific set of m generators of M. Thus the property of being a universal 
Cayley-Hamilton algebra only depends on the structure of M as an 
R-algebra with trace. 
The following theorem gives a characterization of universal Cayley- 
Hamilton algebras. In particular, it asserts that universal Cayley-Hamilton 
algebras exist which is not a priori clear from Definition 3.1. 
3.2. THEOREM. Let R be a commutative k-algebra. Then 
(1) Any irreducible representation tf R@ A in a universal 
Cayley-Hamilton algebra is trace-equivalent to Yr, where 01= t(p). 
(2) Let CI, p: C-+ R be R-points of Q. Then the representations ul, and 
YD are trace-equivalent if and only if a = p. 
(3) For any a: C --) R, Y, is a universal Cayley-Hamilton algebra. 
Parts (1) and (2) of Theorem 3.2 are easy consequences of Definition 3.1 
and Lemma 2.8. We shall prove them now and defer the more difficult 
proof of part (3) to the next section. 
Proof. Let M be a universal Cayley-Hamilton algebra, and let 
p: R 0 A + M be an irreducible representation. Then by part (2) of 
Lemma 2.8 there is a surjective trace-preserving morphism f: YE -+ p. Since 
f is a surjective morphism of algebras T, -+ M, and T, is generated by ~1 
elements (because YZ is irreducible), f is an isomorphism. 
Part (2) is a direct consequence of parts (3) and (4) of Lemma 2.8. 
Q.E.D. 
We shall now use Theorem 3.2 to give a functorial description of Q. 
3.3. THEOREM. Let G be the fun&or (from the category of commutative 
k-algebras to the category of sets) defined as follows. If R is a commutative 
k-algebra, G(R) is the set of all irreducible representations of R@ A in 
universal Cayley-Hamilton algebras up to trace-equivalence. Then G is 
represented by Q. 
Proof of Theorem 3.3. By part (3) of Theorem 3.2 we have a morphism 
of functors A: Fo --+ G 
A(R): FQ(R) -+ G(R) 
(a: C -+ R)-+ Ya. 
(91 
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On the other hand, parts (1) and (3) of Lemma 2.8 provide a morphism 
B: G+I;,: 
B(R): G(R) -+ F,(R) 
(p:R@A+M)-+(t(p):C+R). 
(10) 
By part (4) of Lemma 2.8 B 0 A = id : FQ -+ FQ. It now suffices to show that 
A 0 B = id : G -+ G. By part (1) of Theorem 3.2 we only need to check that 
A(R) o B(R)( p) is trace-equivalent o p for p = !Ra with some CI: C -+ R. 
This, again follows from part (4) of Lemma 2.8. Q.E.D. 
4. UNIVERSAL CAYLEY-HAMILTON ALGEBRAS 
In this section we prove part (3) of Theorem 3.2. 
Let N be an R-algebra with trace generated by m elements and let 
g: N-t T, be a trace-preserving surjective morphism. 
For I= 1, . . . . m choose y, E N so that g( yl) = !PJu,). Let p: R 0 A --f N be 
given by p(u!) = yI. Since g is trace-preserving, t(p) = t( !P,J = a by 
Lemma 2.8, part (4). Hence, by part (2) of Lemma 2.8, there is a map 
f: T, -+ N which splits g; i.e., g 0 f = id : T, --t T,. Thus N can be written as 
a direct sum ‘of R-modules 
N= (ker g) Of(TJ. (11) 
Since f is an embedding of T, in N, we can simply think of g as the projec- 
tion onto the second component in (11). Denote the projection map to the 
first component by h; that is, h(x) = x -f(g(x)) for any x E N. 
If y: R --t S is a homomorphism of commutative k-algebras then 
ker(S@, g) = SO, (ker g). (12) 
By our assumption N is generated by m elements; denote them by 
x1, . ..) x,. 
4.1. LEMMA. ker g is the 2-sided ideal of N generated by 
6, = h(x,), . ..) s, = /2(x,). 
Proo$ Let w[=f(g(xJ) for I= 1, . . . . m. Any a E ker g can be written as 
Ph 3 *.., x,), where p is a non-commutative polynomial from R 0 A. Then 
a = h(a) = p(wl + bl, . . . . w, + &J - p(w,, em.3 w,). 
The last expression lies in the 2-sided ideal generated by 6,) . . . . 6,. Q.E.D. 
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We shall now prove that g is an isomorphism (or, equivalently, 
ker g = (0)) by “induction” on R in 4 steps. 
Step 1. g is an isomorphism if R = K is an algebraically closed field. 
Proof It is sufficient o show that there exist n,, . . . . n, E ker g such that 
y1 f ni, . . . . ym +- ~1, generate N. Indeed, in this case, we can replace y, by 
y,-t n, in our construction of f so that f becomes surjective and, hence 
ker g = 0, as desired. Thus we only need to prove the following lemma. 
4.2. LEMMA. Let N be a finite-dimensional K-algebra generated by m 
elements., and let g: N -+ A be a surjective homomorphism of K-algebras. 
Then any m-tuple of generators of A lifts to an m-tuple of generators of N. 
Pro05 Let 2 = (zl, . . . . z,) be an m-tuple of generators of A. We shall 
prove that z lifts to an m-tuple of generators of N by the following general 
position argument. 
By our assumption N is generated by m elements as a K-algebra; denote 
these elements by xi, . . . . x,. Let V/c N” be the Zariski-open subset of all 
those m-tuples which generate N as a K-algebra. This subset is non-empty, 
since it contains the m-tuple (x,, . . . . x,). 
Let f: A -+ N be a K-linear map (not neccessarily a homomorphism of 
algebras) which splits g; i.e. f 0 g = id. Let I be the kernel of g and let 
h: N -+ I be given by h(x) = x -f(g(x)). Let y =f”(z). We have to show 
that y -I- IZ is an m-tuple of generators of N for some IZ E I”. 
We claim that a generic m-tuple p of non-commutative polynomials 
pl, . . . . pm E KO A of sufficiently high degree satisfies conditions (a) and (I?) 
below. Here p(z) stands for the m-tuple (pl(z), . . . . p,(z)). 
(a) The map 
n = (n 1, . . . . nm) -+ (h(p,(y f n)h . ..r) ~(P,(Y -I- n))) 
is non-singular at (0, . . . . 0) E I”. 
(b) p(z) lies in g”(V). 
Indeed, both are open conditions; (a) is satisfied by p = (ul, .,., z+) and 
(b) is satisfied when pi(z) = g(xl) (such p1 exist as zl, . . . . z, generate A). 
We fix one such p. Let IV1 c I” be the subset of all m-tuples n = 
(n i, . . . . n,) E I” such that n + p(y) E V. This subset is Zariski-open in 1; by 
condition (b) on p, it is non-empty. On the other hand, since K is 
algebraicly closed, condition (a) on p implies that the image of Fp in I”, 
will contain a Zariski-open neighborhood IV, of (0, . . . . 0). Since any two 
non-empty Zariski-open subsets of I” must have a non-empty intersection, 
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we can find an m-tuple y1= (n,, . . . . n,) such that ~(y+n) lies in V. This 
implies that JJ + y1 is an m-tuple of generators of N, as desired. Q.E.D. 
Step 2. g is an isomorphism when R is a field. 
Proof Assume the contrary: dim,(N) > dim,( r,). Since these dimen- 
sions will not change after tensoring g with the algebraic closure K of R, 
the map K@ g is not an isomorphism contrary to Step 1. This contradic- 
tion proves Step 2. 
Step 3. g is an isomorphism if Z(ker g) = ker g for any ideal Z of R. 
ProojY Assume the contrary: ker g # 0. Consider two cases. 
(a) R has zero-divisors; i.e. ab = 0 for some a, b # 0 in R. Then 
ker g = (aR)(ker g) = (aR)((bR) ker g) = (abR)(ker g) = (O)(ker g) = (0), 
a contradiction. 
(b) R has no zero-divisors. Let y: R CG K be the embedding of R in its 
field of fractions. We claim that 
KO, (ker g) f (0). (13) 
Assume the contrary. Then for I = 1, . . . . m there exist 0 # cI E R such that 
c,S, = 0 in N. By Lemma 4.1 ker g is generated by J1, . . . . 6, as a 2-sided 
ideal of N; hence, 
(Cl . . . c, R)(ker g) = (0), 
contradicting the assumption of Step 3. (Since R is an integral domain, 
c,...c,#O.) 
Now (12) and (13) show that ker(K@, g) # (0), contradicting Step 2. 
This contradiction completes the proof of Step 3. 
Step 4. g is an isomorphism for any R. 
ProoJ: Let Y? be the collection of all ideals Z of R such that 
Z(ker g) # ker g. 
If .X is empty then ker g = (O)(ker g) = (0), as desired. Thus we may assume 
without loss of generality that 2 is non-empty. 
We claim that X has a maximal element. By Zorn’s lemma it is sufficient 
to prove that if Z, c . . . c Zj c . . . is a chain of ideals from ,,I? then Z= U Zj 
is also in Z: Assume the contrary: Z(ker g) = ker g. Then for I = 1, . . . . m 
61= cllnll. . . + C,,l%,l (14) 
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for some cil~ I and Nile ker g. Choose j so that all cil (there are finitely 
many of them) lie in Ii. Then by Lemma 4.1 relations (14) imply 
Zj(ker g) + ker g; i.e., Ij is not in C contrary to our assumption. This 
contradiction proves that C has a maximal element. Denote it by J. 
Let y: R --+ R/J be the natural projection homomorphism. We want to 
show that if we replace g by R/J@, g we will obtain a contradiction with 
Step 3. Indeed, the assumption of Step 3 for R/J@, g follows from the 
maximality of J. On the other hand, since JE C, 
R/JO, (ker g) = ker g/J(ker g) # (01, 
which implies that R/J@, g is not an isomorphism by (12). This contra- 
diction proves Step 4 and, hence, part (3) of Theorem 3.2. 
5. EQUIVALENCE VERSUS TRACE EQUIVALENCE: A WARM UP 
In this section we begin to study the relationship between the notions of 
isomorphism and trace isomorphism for universal Cayley-Hamilton 
algebras. We will show that for “most” CI: C -+ R, tr, is the only trace 
function on the universal Cayley-Hamilton algebra T,. Thus any 
automorphism of such T, is automatically trace-preserving. 
More precisely, consider the functor H (from the category of com- 
mutative k-algebras to the category of sets) defined as follows. For a 
commutative k-algebra R, H(R) is the set of all irreducible representations 
of R @ A in universal Clayley-Hamilton algebras up to equivalence. 
We have a natural morphism of functors G -+ H given by 
G(R) --+ H(R) 
p(modulo trace equivalence) yrt p(modulo equivalence). 
(15) 
In this section we shall study morphism (15) in the “warm-up” case 
n=m=2. 
5.1. THEOREM. Let n=m=2. Then 
(1) Every universal Cayley-Hamilton algebra has a unique trace 
function. 
(2) The morphism (15) is an isomorphism. 
(3) The functor H is represented by Q. 
Proof By part (1) of Theorem 3.2 every universal Cayley-Hamilton 
algebra is isomorphic to T, for some homomorphism v.: C -+ R of com- 
mutative k-algebras. 
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For n = m = 2 the trace ring T is freely generated by 1, ul(u, ), Y(uz), and 
Y((uluz) as a C-module; see [3, Theorem 0.51. Consequently our universal 
Cayley-Hamilton R-algebra T, is freely generated by 
1, Xl = y/,(%)> x2 = Iv,I(~z), and, x1x2. 
Let a and b be trace functions on T,. We want to prove a = b. By (2) 
x: - a(xl) x1 4 +(a(xl)’ - a(~:)) =O, 
x: - b(x,) xl + +(b(x,)‘- b(x;)) = 0. 
Since 1 and x1 are linearly independent in T,, we must have a(xl) = b(x,); 
otherwise subtructing one of these equations from the other we get a non- 
trivial linear relation between x1 and 1. The same argument shows that 
4x2) = W-4 and 
Since T, is generated by 1, x1, x2, and x1x2 as an R-module, this implies 
a = b (and thus a = b = trJ, as desired. 
Part (2) is a consequence of the following simple lemma. 
5.2. LEMMA. Let R be a commutative k-algebra and let N be an 
R-algebra with a unique trace function. Then every R-algebra automorphism 
of N is trace-preserving. 
Proof Let a: N--t R be the unique trace function on N, and let f be an 
automorphism of N. Then a of is a trace function on N. Hence, a = a 0 f; 
i.e., f is trace-preserving. Q.E.D. 
Part (3) of the Theorem follows directly from part (2) and Theorem 3.3. 
Q.E.D. 
The unique trace function in part (1) of the theorem can be described 
explicitly as follows. Let CI be a homomorphism C + R. For any z E T, let 
r(z): T, + T, be given by r(z)(x) = xz. Since T, is a free C-module, the 
trace of r(z) is well defined. 
5.3. COROLLARY. The linear function z -+ 1 trace(r(z)) is the unique trace 
function on T,. 
In particular, for any z E T,, 
tra(z) = i trace(r(2)). (16) 
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Proof. We only need to check (16) for z= 1, x1,x2, and x1x2. For 
z= 1 it is clear. The matrix of I in the basis 1, x1, x2, x1x2 is 
I 
0 -det(x,) 0 0 
0 0 1 
where det(x,) = 1 (trt(xr) - tr,(xT). Thus (16) holds for z = x1, and hence, 
by symmetry it also holds for z = x1. Finally we verify (16) for z = xlxz in 
a similar way using the identity in Lemma 9.2, part (1). 
6. EQUIVALENCE VERSUS TRACE EQUIVALENCE OVER A REDUCED BASE 
6.1. DEFINITION. Let N be an R-algebra. We call an element y of N 
regular if 1, y, . . . . y”-’ are linearly independent over R. 
The following simple property of regular elements was essential in the 
proof of Theorem 5.1; we now state it explicitly. 
6.2. LEMMA. Let y be a regular element of an R-algebra N. Let 
a, b: N -+ R be trace functions on N. Then a(y) = b( y). 
Proof Let p,(t) and qy(t) be the characteristic polynomials of y relative 
to the trace functions a and b, respectively. Then p,(y) - qY(y) is a linear 
combination of 1, y, . . . . y”-’ which is equal to 0. This linear combination 
must be trivial; hence, the coefficient b(y) -a(y) of y”- ’ must be equal 
to 0. Q.E.D. 
The following lemma deals with special properties of regular elements in 
finite-dimensional algebras over a field. 
6.3. LEMMA. Let N be a finite-dimensional algebra over a field K of 
characteristic 0. 
(1) Regular elements form a Zariski-open set in N. 
(2) If N has a regular element then there exists at most one trace 
function N -+ K. 
(3) Let f: N -+ A4 be a morphism of K-algebras. Iff(z) is regular in M 
then z is regular in N. 
Proof: (1) and (3) are direct consequences of Definition 6.1. 
(2) Suppose there are two trace functions a and b on N. By part (1) and 
Lemma 6.2 a and b agree on a non-empty Zariski-open subset of N. Hence, 
a = b everywhere on N. Q.E.D. 
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We are now ready to state the main theorem of this section. Denote the 
restrictions of the functors H and G to the category of reduced k-algebras 
by Hred and Gred, respectively. (A commutative ring is reduced if it has no 
nilpotent elements.) 
6.4. THEOREM. (1) Let R be a reduced k-algebra. Then any universal 
Cayley-Hamilton R-algebra has a unique trace function. 
(2) The morphism (15) induces an isomorphism between Hred and Gred. 
ProoJ Part (2) follows directly from part (1) and Lemma 5.2. Thus we 
only need to prove part (1). 
Let T, be a universal Cayley-Hamilton R-algebra. First we shall reduce 
to the case R = K is an algebraically closed field. We need the following fact 
from commutative algebra. 
6.5. LEMMA. Let R be a reduced ring and let s, t be distinct elements oj 
R. Then there exists a homomorphism y: R -+ K from R to an algebraically 
closed field K such that y(s) # y(t). 
ProoJ: Since s- t is not nilpotent, there exists a prime ideal p of R 
which does not contain s - t. Then a desired homomorphism is obtained by 
composing the quotient map R--f R/p with the embedding of Rjp in the 
algebraic closure of its field of fractions. Q.E.D. 
Assume that a, b: T, -+ R are two distinct trace functions on T,; i.e., 
a(z) # b(z) for some z in A? By Lemma 6.5 there exists a homomorphism 
y: R --t K such that K is an algebraically closed field and r(a(z)) # y(b(z)). 
Diagram (5) with S= K shows that a,(1 0 z) # b,( 10 z). Hence, by 
Lemma 2.7 aY and 6, are distinct trace functions on the universal 
Cayley-Hamilton K-algebra T, o oL. Therefore, we may assume without loss 
of generality that R = K is an algebraically closed field. By Lemma 6.3 it 
will suffke to prove that for any homomorphism a: C-+ K the universal 
Cayley-Hamilton algebra T, has a regular element. From now on we shall 
assume that CI is fixed. 
By Artin’s theorem (Theorem 1.1) there exists a unique (up to equiv- 
alence) semi-simple representation 
em: K@ A -+ M,(K). (17) 
such that t($,) = a. This representation can be written as 
*a=p;l@ .*. @p:‘, (18) 
where pi: KO /i -+ M,(K) are inequivalent irreducible representations for 
i=l r. 2 ..a, 
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For s = 1, . . . . r let ps be a representation of K@ A in M,,jK) given by 
~Ju,) = [‘y) ‘.. Etul), ps(ul) = ,o:(uJ for I== 2, . . . . m; 
the constants y$ are to be specified later. Let p = @ : = 1 p$. Since for any 
WEK@A 
Trace( p(w)) = Trace($,(w)) = a(tr(w)), 
~1 factors through T,; see Lemma 2.8, part (2). By Lemma 6.3(3) it will 
&lice to show that we can choose J$E K so that the image of p contains 
a regular element. Since any matrix with distinct eigenvalues is regular, we 
have the following lemma. 
6.6. LEMMA. Let K be an algebraically closed field extension of k and let 
u: C -+ K be an K-point of Q. If the characteristic polynomial of z E T, has 
distinct roots in K then z is regular in T,. 
However, the conditions of this lemma are not satisfied by any ZE TE 
unless n, = ... = II, = 1. Of course, in this case the choice of J$ is unimpor- 
tant; the argument will work with all JJ$ equal to 0. The rest of the proof 
shows that for an appropriate choice of JJ$ the image of p has a regular 
element even in those cases where Lemma 6.6 does not apply. 
We shall first consider the case r = 1. Let w be an element of K@ .4 and 
let 
C Fi, 
p(w)= 
i 1 
. . . . 
0 c 
Consider the polynomial function 
F: Ke+K 
yii -+ F,. 
If w is a generic element of sufficiently high degree in K@ ,4 then F is non 
singular and the eigenvalues of C are distinct. We fix one such w. 
Since F is non-singular at 0 and F(0) = 0, the image of F contains a 
Zariski-open neighborhood 0 in K”. Thus we can choose yij in K so that for 
some t#O 
/ c tI, O\ 
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We claim that for this choice of yii the matrix p(w) is regular; i.e., its 
minimal polynomial is equal to its characteristic polynomial. Indeed, after 
a change of basis we may assume that C is a diagonal matrix with 
eigenvalues A,, . . . . 1,. Rearranging the basis vectors we see that p(w) is 
equivalent to the matrix 
(19) 
where 
Ei= 
. 
Since I,, . . . . 3Ld are distinct, the matrix (19) is regular, and hence, so is ,u(w). 
We now proceed to the general case. As we showed above for s = 1, . . . . r 
we can choose y; in K and a w, in K@ n such that pu,(ws) is regular n,d, x 
n,d,-matrix. Moreover, after replacing w, by w, + c, for a suitable choice of 
constants c, in K, we may assume that ,ur(wi), . . . . am have no common 
eigenvalues. 
Let I, = Ker ps and .J, = Ker 11, for s = 1, . . . . r. Since each p, is irreducible, 
each 1, is a maxmal ideal of K@A. By [l, Theorem 9.21 I,, . . . . 1, are 
distinct. Since 11 c J, c I,, the Chinese Remainder Theorem can be applied 
to the ideals J1, . . . . J,; see [7, Lemma 1.7.151. Thus there exists an element 
w of K@A such that w = w, (mod J,) for every s = 1, . . . . r. Then by our 
construction ,u(w) is regular in M,(K). This completes the proof of 
Theorem 6.4. Q.E.D. 
7. UNIVERSAL CAYLEY-HAMILTON ALGEBRAS OVER 
AN ALGEBRAICALLY CLOSED FIELD 
Let K be an algebraically closed field extension of k. In this section we 
give a complete classification of universal Cayley-Hamilton K-algebras. 
Let CI: C+ K be a K-point of Q. Let I/~ be the unique (up to equivalence) 
semi-simple representation (17) such that t($,) = c(. If rj, decomposes as a 
sum of irreducible representations as in (18) then the unordered m-tuple of 
pairs ((n,, d,); . . . . (IZ,, dr)) is called the representation type of CI. Since the 
integers yti and di are positive for i= 1, . . . . r and C n,di= n, there are only 
finitely many representation types. 
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7.1. THEOREM. Let c1,/3: C -+ K be K-points of Q. Then T, and T, are 
isomorphic as K-algebras if and only if a and /3’ have the same representation 
type. In particular, up to isomorphism there are only finitely many universal 
Cayley-Hamilton K-algebras. 
Proof. Let SS(a) be the image of $n in M,(K). This algebra has a trace 
function induced from M,(K); denote this trace function by fX. 
7.2. LEMMA. Let CI and /!I be K-points of Q. Then a and p have the same 
representation type if and only if (X3(a), f,) and (SS( p), fa) are isomorphic 
as K-algebras with trace. 
FrooS. The algebra SS(a) can be written in a unique way as a direct 
sum of matrix algebras, 
SS(a)=S, x ... xs,, where Si N Mdi(K) for i= 1, . . . . r. (20) 
Here d, is the dimension of pi as in (18). Thus S’S(M) and SS(/3) are 
isomorphic as K-algebras if and only if their representation types have the 
same r and the same dl, . . . . d,. 
On the other hand, the multiplicities ni can be recovered from (SS,, f,) 
as follows. Let e, be the identity element of Si in (20). Then yti= 
(l/d,)f,(e,). This proves that (SS,,f,) and (SS,,f,) are isomorphic as 
K-algebras with trace if and only if c1 and fi have the same representation 
type. QED. 
Since t($,) = o[, we have a trace-preserving morphism of representations 
g: ul, -+ $, which restricts to a surjective trace-preserving homomorphism 
g: T, -+ SS(a). 
7.3. LEMMA. (1) The kernel of g is the Jacobson radical J, of T,. 
(2) tr, induces a trace function on TX/J,. Denote this trace function 
by E,. 
(3) GVJ,, RI and W‘%4&) are isomorphic as algebras with trace. 
Proof. (1) Since SS(a) is semi-simple, J c ker(f). On the other hand, 
since the trace of any element of ker(f) is zero, the characteristic polyno- 
mial (2) of any x E ker(f) is simply tn, and hence, xn = 0. This implies 
ker(f) c J, and thus ker(f) = J,. Parts (2) and (3) are direct consequences 
of part (1). Q.E.D. 
We now return to the proof of Theorem 7.1. Suppose T, and TB are 
isomorphic as K-algebras. Then by Theorem 4.4 (T,, trJ and (Tp, trfl) are 
isomorphic as algebras with trace. Thus by part (3) of Lemma 7.3 
(SS(a),f@) and (SS(/3), fb) are isomorphic as algebras with trace. By 
481/136/2-13 
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Lemma 7.2 this implies that CI and p have the same representation type, as 
desired. 
Conversely, suppose CI and /? have the same representation type. Then by 
Lemma 7.2 NW,fa) and CWP),fp) are isomorphic as K-algebras with 
trace; denote this algebra with trace by SS. By Lemma 4.2 pP can be lifted 
to a irreducible representation /J: K@n -+ T, so that the diagram 
commutes. Since g is trace-preserving, t(p) = t(+@) = 8. Thus by 
Lemma 2.8, p= Yfi of for some f: T, -+ T,. Since f is surjective, and T, is 
a universal Cayley-Hamilton algebra, f is an isomorphism. Q.E.D. 
8. A FUNCTIONAL DESCRIPTION OF W 
Let W be the Zariski-open subset of Q defined in (1). We define the 
subfunctor E of H as follows. For any k-algebra R let E(R) be the collection 
of all equivalence classes of irreducible representations p: R 0 A --f M such 
that M is a universal Cayley-Hamilton R-algebra and t(p) is an R-point 
of w. 
Recall that a: C-, R is an R-point of W if the induced map 
tl*: Spec R -+ Q factors through W, 
8.1. THEOREM. (1) Let a: C-t R be an R-point of W. Then the 
Cayley-Hamilton algebra T, has a unique trace function. 
(2) The functor E is represented by W. 
ProoJ: (1) Assume the contrary: there exist distinct trace functions 
a, b: T, + R. Let ,4 be the image of T, under a-b. By Shirshov’s theorem 
(Theorem 2.4) T, is finite R-module; hence, A is a finitely generated ideal 
of R. By our assumption A # (0). 
Since A is finitely generated, we can apply Zorn’s lemma to the collection 
of ideals not containing A. Let M be a maximal element in this collection 
and let 
By our choice of M, a, # b, and (0) #h(A) is the intersection of all non- 
zero ideals of R/M. Therefore, replacing R by R/M, a by y 0 CI, a and b by 
aY and b,, respectively, we may assume that (0) #A is the intersection of 
the non-zero ideals of R. We may also assume that A #Ii because 
otherwise R is a field, and by Theorem 6.4( 1) we must have a = b. 
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8.2. LEMMA. Let R be a commutative ring, let A be the intersection of all 
non-zero ideals of R, and let B be the set of zero-dvisors of R. If A # (0) and 
A # R then 
(1) B = Ann(A). In particular, B is an ideal of R. 
(2) AcB. 
(3) A2 = (0). 
(4) B is a maximal ideal of R. 
ProoJ (1) For any element x of R, Ann(x) is an ideal of R. By the 
definition of A, A c Ann(x) if and only if x is a zero-divisor. Hence, 
B = Ann(A) which shows that B is an ideal of R. 
(2) Suppose x E A is not a zero-divisor. Then x2 # 0 which implies 
x2R = A. Thus x2y = x, for some y in R; i.e., x( 1 - xy) = 0. Since x is not 
a zero-divisor, x is a unit which contradicts A #R. This contradiction 
proves part (2). 
(3) is a direct consequence of (1) and (2). 
(4) Since a product of two non-zero divisors is a non-zero divisor, B 
is a prime ideal. Hence, K = R/B is an integral domain. We want to show 
that it is a field. Assume the contrary. Let x # 0 be an element of A. For 
any y E R which is not a zero-divisor we have yA = A; i.e., zx =x for some 
z E yR. Let Z be the class of z in K. By part (l), Z # 0; otherwise we would 
have zx = 0. Since K is an integral domain but not a field, applying part (2) 
to K, we conclude that the intersection of all non-zero ideals of K is trivial. 
Hence, there is a non-zero ideal @ of K which does not contain Z. Let M 
be the preimage of this ideal in R. Since &! # (0), MA = A. Hence, there 
exists a w in M such that wx = x. Thus (w -2) x =0 which implies that 
w - z is in B contradictisng Z 4 i@. This proves that K is a field. Q.E.D, 
Let K = R/B and let /?: C -+ K be the composition of a with the quotient 
map h: R--f K. If z is an element of T, we denote its image in T, by zci. 
Since CI is an R-point of W, /I is a K-point of ?V. This means that there 
exists an element z of T, such that the characteristic polynomial pzp of z& 
has distinct roots in the algebraic closure R of K. Here the characteristik 
polynomial is constructed with respect o the trace function trg which is the 
unique trace function on T, by Theorem 6.4, part (1). 
We define the ideals Z and J of the polynomial algebra K[t] by 
I= (f(t)EK[t] : f(z,)=O) 
J= {g(t)EK[t] : Ag(z,)=O). 
Denote the manic benerators of I and J by p and q, respectively. By 
Lemma 8.2, part (2) Ic J, hence, we have q / p. We will see below that 
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actually I= J. We claim that p = pZO. Indeed, it is enough to show that zP 
is regular in TB. By Lemma 6.6 the image of zP is regular in K@ T,. Hence, 
zB is regular; see Lemma 6.3, part (3). 
8.3. LEMMA. Let w be an element of T,. If Aw = 0 then (wp)“= 0 in T,. 
ProoJ: Since A tr,(w) =O, part (1) of Lemma 8.2 implies tr,(w) E B. 
Since Aw’= 0, the same argument can be applied to wi for any positive 
integer i. Thus tr,(w’) E B for i = 1,2, . . . This implies that the coefficients 
Cl 5 ..*, c, of the characteristic polynomial of z are in B; see (2). Thus w” is 
in BT, ; i.e., w; = 0. Q.E.D. 
Applying this lemma with w = q(zJ we conclude that @(zp) = 0. Thus 
q” E I, and hence, p I q”. Since p has distinct roots and q 1 p, this is only 
possible if p = q. We are now ready to prove the following key lemma 
which is analogous to Lemma 6.2. 
8.4. LEMMA. Let z be an element of T, such that the characteristic poly- 
nomial of zB has distinct roots. Then for any two trace functions a and b on 
T,, a(z) = b(z). 
ProoJ: (1) By the definition of A, a(w) - b(w) E A for any w in T,. Let 
pi(t) and p2(t) be the characteristic polynomials of z with respect o a and 
b, respectively. Then by (2) the coefficients .of g = p1 - p2 are in A. Hence, 
by part (1) of Lemma 8.2, g E J. Since the degree of g is at most n - 1 and 
J is generated by a polynomial of degree iz, we conclude that g = 0. Hence, 
the coeflicient of t”-’ in g must vanish; i.e., a(z) = b(z). Q.E.D. 
Let w be an arbitrary element of T,. We want to show that a(w) = b(w): 
Choose z in T, such that the characteristic polynomial of zp has distinct 
roots in X Let z, = z + tw. Then for all but finitely many t E k the element 
z, = z + tw of T, will also have this property, since the elements of TB 
whose characteristic polynomials have distinct roots form a Zariski-open 
subset. Fix one such t #O. Then by Lemma 8.4 a(z) = b(z) and 
a(z,) = b(z,). Hence, 
a(w) = i (a(z,) -a(z)) = f (b(z,) - b(z)) = b(w). 
This completes the proof of part (1) of Theorem 8.1. 
(2) Let ~1: C-t R be an R-point of W. Then by Lemma 5.2 two 
equivalent irreducible representations of R @ n are automatically trace- 
equivalent. Hence, E is a subfunctor of G and the morphisms (9) and (10) 
restrict to isomorphisms between E and Fw. Q.E.D. 
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8.5. Remark. Since Q’ is contained in W, FQs is a subfunctor of E. This 
subfunctor can be explicitly identified with the functor in Theorem 1.2 in 
the following way. To every R-point ~1: C -+ R of Q” we associate an 
R-algebra M= T, and a representation 
By Theorem 2.6 M is locally free as an R-module and k $3, M = M,(k) for 
any closed point y: R -+ k of Spec R. Moreover, since f is irreducible the 
induced map k @ f is surjective. 
9. AN EXAMPLE 
In this section we shall construct a pair of equivalent but not trace- 
equivalent representations of R 0 A in universal Cayley-Hamilton algebras. 
This example shows that the results of Sections 5, 6, and 8 cannot be 
extended to all universal Cayley-Hamilton algebras; i.e., the morphism of 
functors (15) is not always an isomorphism. Throughout this section n = 2, 
m = 3, and R = k[t]/(t’). 
The ring C is generated as k-algebra by the 10 elements 
tr(u,), tr(u2), Mu,), trf$), tr(4L Mu:), tr(u,u,), 
tr(u,d, tr(u2u3), and tr(ulu24; 
the last element is integral of degree 2 over the free polynomial ring 
generated by the first nine; see [3, Theorem 0.61 or [2, Sect. 51. 
We define homomorphisms CI, 0: C + R by 
MuI), tr(u,), tr(ud, 
tr(4), tr(d), tr(4), a 0; h(u, u2u3) --f--4 t; (229 
MuI u2h tr(u, 4, tr(u2u3) 
and 
Mu, h tr(U2), 
Mu:), tr(u:), W4), 
i 
P - 0; tr(u,), tr(u,u,u,) ’ k t. (23) 
tr(u,u2), Wu,u,), tr(u,Q 
By [3, Theorem 0.61 a and /!I are well defined. By Theorem 3.2, part (2) 
the representations YE and ul, are not trace-equivalent. Nevertheless, we 
have the following proposition. 
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9.1. PROPOSITION. The universal Cayley-Hamilton algebras T, and TB 
are isomorphic as R-algebras. 
ProoJ For I= 1,2, 3 let x; = YJu,) and xf = Yfi(u,). 
9.2. LEMMA. (1) Let a be a trace function (of degree 2) on a k-algebra 
N. Then for any A and B in N 
AB + BA = a(A) B-t a(B) A - a(A) a(B) + a(AB). 
(2) The following identities hold in T,: 
(a) x:x;= -x7x4 for any i, j= 1,2, 3; 
(b) tx; = tx; = tx; = 0. 
(3) The same identities hold in T,: 
(a) xfx,“= -xfxffor any i, j= 1,2,3; 
(b) txf=tx$=txf=O. 
ProoJ: (1) is obtained by expanding pAfB(A+ B)-p,(A)-p,(B); 
see (2). 
(2) Part (a) is a direct consequence of (1). Part (b) is obtained by 
substituting A = x4, B = xTx;x!, a = tr, into (1) and observing that by (2a) 
M(x”) = 0 for any monomial M of degree 24. 
(3) Substituting A = xf, B = xf, a = trp into (1) we obtain 
(x~)2=(x2p)2=x~x;?p+x~x~=o, 
(xy = txp 39 
xfx[ + x,8x! =txf, (24) 
xix! + x,8x: = tx,8. 
Substituting A =x,8, B = x[xixf, a = trg into (1) and using (24), we 
obtain 
txf = x,Bx,px,pxf + (xyx,pxt =0. (25) 
Similarly, txi = 0. Finally, substituting A = x!, B = xfx$?x[, and a = trB 
into (1) and using (24) and (25) we show that tx!=O. This completes the 
proof of part (b). Part (a) now follows from (24). Q.E.D. 
In order to prove Proposition 9.1 it is sufficient o show that there exists 
a morphism of representations 
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Indeed, this morphism would be given by a surjective homomorphism 
Tp -+ T, of R-algebras, and any such homomorphism is an isomorphism 
since T, is universal Cayley-Hamilton. 
For anyf(u) in R@A= R{u,, u2, u,}, let 
qf=f2 - P(tr(f))f+ 2P2(tr(f)) - PWf”))). v7) 
By the Definition 2.3 of T, Tp = (R @ n)/I,, where Zfi is the ideal of R 0 n 
generated by qf las f ranges over R @ A. Therefore, in order to show that 
morphism (26) is well defined, we only we need to prove !PJqf) = 0 in T, 
for any f in ROA. 
An explicit computation shows that qf+c = qf for any c E R. Thus we may 
assume without loss of generality that f has no constant term. Recall that 
by the definition of trp, 
P(W)) = trdul,(fH. 
Thus iff has no constant term then fi(tr(f)) E tR; see (23) and part (3a) of 
Lemma 9.2. Hence, P2(tr(f)) =O. By part (3b) of Lemma 9.2 we also have 
P(tr(f)) YJf) = 0 in T,. Similarly a(tr(f)) E tR; see (22) and Lemma 9.2, 
(2a). Hence, a”(tr(f)) = 0, and by part (2b) of Lemma 9.2 a(tr(f)) Y,(f) 
= 0 in T,. Therefore, using the Cayley-Hamilton identity for YJf) in T, 
we obtain 
Y,(qf) = ul,(f2) - $ P(tr(f2)) 
= @W) K(f) + t W(f”N - i P(Wf”N 
= $ a(tr(f’)) - i P(tr(f”)). 
Thus to show that !Yx(qf) = 0 we only need to prove the following lemma. 
9.3. LEMMA. For any polynomial w E R 0 A with no constant erm and no 
linear term 
4trW) = P&W). 
ProoJ: We may assume without loss of generality that w is monomial 
of degree at least 2. The lemma holds for monamials of degree 2 by (22) 
and (23). If w has a repeated factor of ul for some i = 1,2,3 (in particular, 
if w is a monomial of degree 4 or higher) then by part (2a) of Lemma 9.2 
‘u,(w) = 0 in T, and by part (3a) of Lemma 9.2 ul,(w) = 0 in Ta. Thus 
a(tr(w)) = tr,( Y,(w)) = 0 = trg( Yfl(w)) = /?(tr(w)), 
as desired. 
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Thus we only need to check the assertion of the lemma when w = 
%(l)%(Z)%(3), where cs is a permutation of { 1,2,3}. In this case 
Lemma 9.2 allows us to compute a(tr(w)) and p(tr(w)) explicitly 
4trb4) = P@-(w)) = 
if 0 is even 
if o is odd. 
This completes the proof of Lemma 9.3 and thus of Proposition 9.1. 
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