An inverse problem in spectroscopy is considered. The objective is to restore the discrete spectrum from observed spectrum data, taking into account the spectrometer's line spread function. The problem is reduced to solution of a system of linear-nonlinear equations (SLNE) with respect to intensities and frequencies of the discrete spectral lines. The SLNE is linear with respect to lines' intensities and nonlinear with respect to the lines' frequencies. The integral approximation algorithm is proposed for the solution of this SLNE. The algorithm combines solution of linear integral equations with solution of a system of linear algebraic equations and avoids nonlinear equations. Numerical examples of the application of the technique, both to synthetic and experimental spectra, demonstrate the efficacy of the proposed approach in enabling an effective enhancement of the spectrometer's resolution.
Introduction
Spectral analysis is widely used for the qualitative and quantitative study of substances. [1] [2] [3] [4] [5] [6] The spectrum uðnÞ characterizes dependency of intensity of radiation as a function of frequency n. There are different types of spectra, including continuous, discrete, etc. playing principal roles in scattering theory. There are various spectroscopic tools available for light decomposition into a spectrum. 2 Two possible avenues are available to increase the spectrometer's resolution. The first avenue mainly concerns hardware, whereby engineers design a more sophisticated and expensive spectrometer. This paper follows the second avenue and employs mathematical processing of the measurements.
The purpose of this work is to propose a novel approach capable of restoring the discrete spectrum based on measured, possibly smoothed and noisy, spectral data and taking into account the spectrometer's known line spread function. The problem is reduced to solution of a system of linear and nonlinear equations (some equations are linear in their variables, while some are not) using the integral approximation algorithm. The algorithm is implemented in Matlab. A discrete (or line) spectrum consists of discrete nearly monochromatic lines. The discrete spectrum is widely used to characterize diffuse interstellar nebulae, low temperature gas-discharge plasma, and any substance in a deep vacuum.
Spectrum recovery (or deconvolution) is a well-known inverse problem in spectroscopy and belongs to the illposed category of problems. It is one of the variants of the classic Rayleigh reduction problem. 1, 6 The conventional approach to attack this challenging inverse problem involves the Fourier self-deconvolution (FSD) technique 7 to enhance the resolution of spectral overlapping lines. The main idea of FSD is to employ the Fourier transform spectroscopy when the interferogram spectrum is measured followed by the Fourier transform. In order to enhance the resolution FSD uses apodization (truncation of the interferogram). The objective of FSD is overlapping lines separation, i.e., when the low resolution caused by lines proximity and width, but it is not caused by instrumental function's width as in the present paper. It is to be noted that apodization causes artificial reduction in line width, i.e., true lines profiles are distorted (to improve their resolution). In the present paper (as well as in the references 6, [9] [10] [11] ) the slightly different problem is addressed: effective enhancement of spectrometer's resolution without artificial reduction of lines profiles.
Problem statement
Let uðnÞ be a spectrum measured, for example, by a Fabry-Pérot interferometer. 8 The measured spectrum uðnÞ is usually different from the true spectrum zðnÞ due to measurement errors 6, 10 and the influence of the spectrometer's instrumental function. 1, 5, 6, 9, 10 The following definition of the instrumental function 1, 5, 6, 9, 10 can be formulated.
Instrumental response function (IF, or spectral sensitivity, transmission function, point spread function, frequency response) Kðn, n 0 Þ is the spectrometer's response (in terms of measured intensity) on a discrete line of unit intensity and frequency n 0 when the spectrometer is tuned to the desired frequency n (proportional to a wavenumber). Fixing n and changing n 0 , the dependency Kðn, n 0 Þ can be obtained in the form of a curve as shown in Figure 1 . Similar curves can be obtained for other values of n. The result is a twodimensional function Kðn, n 0 Þ. A wider instrumental function results in a smoother measured spectrum uðnÞ when compared with the actual spectrum zðnÞ.
The discrete spectrum zðnÞ is composed of individual substantially monochromatic lines characterized by their frequencies and intensities (amplitudes). The problem of restoring the true discrete spectrum can be described by the following relation 6, 11, 12 Az
where c n i d, z j is intensity (amplitude) of jth line, n 0 j is its frequency, n is number of lines, n i is digital readout of frequency n based on spectrometer tuning characteristics, m is the number of such readouts, ½c, d is frequency band; source function of Eq. 1,ũðn i Þ ¼ uðn i Þ þ duðn i Þ, where du is a random component of measurement noise; F is a deterministic noise component, and A is linear-nonlinear operator.
The functionsũðn i Þ, Kðn, n 0 Þ, n i , c, d, m are known in system 1 and z j are the desired values. System 1 contains both linear and nonlinear equations, namely the system is linear with respect to z j and F and nonlinear with respect to n 0 j : System 1 can be considered as a system of nonlinear equations (SNE) and the known methods 13, 14 for solution of SNEs such as the Newton-Kantorovich method, gradient, chords, gradient projection, to name a few, can be applied directly with or without imposing restrictions on the desired solution.
However, these methods do not take into account the specifics of the system of linear and nonlinear equation (SLNE) 1. As a result, these methods require high computing time and memory. Moreover, false lines may appear as result of nonlinear system roots. Finally, the number of true spectral lines n remains unknown.
The alternative avenue is to employ the following methods for solution of the SLNE:
1. Prony method. 15 It is suitable for SLNE with Vandermonde matrix only, that is when matrix Kðn, n 0 Þ varies along its lines with geometric progression. That is not the case for the matrix of system 1. 2. Peebles-Berkowitz algorithm. 16 It approximates an IF with a Taylor series resulting in errors in the solutions. 3. Falkovich-Konovalov algorithm, 17 which is a cumbersome algorithm, difficult to implement and tune. 4. Golub-Mullen-Hegland method 18-20 of variable projection. In this algorithm, the Gauss-Newton method must be used to find the desired frequencies.
In Hegland, 20 SLNE 1 is solved as follows. First, some frequencies n 0 j and n i are given, the amplitudes z j are determined by the Moore-Penrose pseudoinverse z ¼ A þũ : Then, the frequencies n 0 j are approximated (refined) via solving the nonlinear least squares problem by the Gauss-Newton or Levenberg-Marquardt methods. Thus, the problem is solved as a linear-nonlinear system.
Integral approximation algorithm
In order to design an efficient algorithm for the solution of system 1 which takes into account its specifics, the integral approximation algorithm 6, 11, 12 is employed in the present paper. The integral approximation algorithm has demonstrated its efficiency in a number of signal processing problems 11, 12 as well as in spectroscopy. 6 The essence of the algorithm is as follows.
The conventional approach for the solution of integral equations is to use the method of quadrature by integral approximation by the finite sum, i.e., the original continuous problem being reduced to a discrete problem. Here the inverse operation is suggested: The discrete problem 1 is replaced with an integral equation (IE) to be solved using the quadrature method on finer mesh sizes. This enables the estimation of frequencies using only linear operations with an accuracy that depends on using a small discretization step.
This algorithm is performed in four steps as follows.
Step 1: instead of system 1, the following linear Fredholm equation of the first kind 6, [9] [10] [11] [12] Az Z b aK ðn, n 0 Þzðn 0 Þdn 0 ¼ũðnÞ, c n d ð2Þ
is considered with respect to function zðn 0 Þ, where A is a linear integral operator. It is assumed that instead of an exact source u and kernel K, an approximateũ,K are given such as jjũ À ujj d, jjK À Kjj x, where d and x are upper bounds of the errors in the source function u and kernel K. The following statement 12 is valid for SLNE 1 and integral Eq. 2.
If zðn 0 Þ in Eq. 2 is a generalized function consisting of sum of the Dirac delta functions 21 zðn 0 Þ ¼ P n j¼1 z j dðn 0 À n j Þ and a ! À1, b ! 1, then Eq. 2 is reduced to system 1 with F 0, i.e., there is a mutual transition between SLNE 1 and Eq. 2.
Step 2: the solution of Eq. 2 is a known ill-posed problem. 6, [21] [22] [23] [24] [25] [26] [27] [28] It is to be noted that direct application of the quadrature method results in a so-called ''saw,'' thus rendering the method very unstable. 6, 24 Therefore, stable methods such as zero-order Tikhonov regularization method 6,21-28 should be applied. Using the Tikhonov method, we replace Eq. 2 with the following regularized equation where a j b, a 4 0 is a regularization parameter,
Kðn, jÞKðn, n 0 Þdn ð4Þ
For solution of integral Eq. 2, quadrature methods 6, [22] [23] [24] 27 can be applied by replacement of the integral with a finite sum leading to the system of linear algebraic equations (SLAE) Az ¼ũ: In that case, quadrature coefficients are assumed to be equal in SLAE Az ¼ũ to make it structurally close to SLNE 1. In order to obtain the stable solution instead of SLAE Az ¼ũ we solve following stabilized SLAE which follows from Eqs. 3-5
where N is the number of discrete samples for n 0 , E is the identity matrix, A is a m Â N matrix based on kernel K; A T is the transposed matrix;ũ is a given vector of length m which is the measured spectrum. The desired solution of
A critical matter is the strategy for the choice of the regularization parameter a. The conventional method for choosing the parameter a is based on the Morozov discrepancy principle. 29 In this principle, the parameter a can be chosen using equality (see Figure 2 
where the discrepancy jjAz a Àũjj can be written as follows
In Eq. 7 d ¼ jjũ À ujj 2 , whereũ is the measured noisy spectrum, and u is the unknown non-noisy spectrum. Here, u is approximated by a smoothing spline through the noisy samplesũ: Such an approach has been successfully employed in the literature. 26 ,30 a d denotes a regularization parameter chosen according to the discrepancy principle.
The discretization step h should be as small as possible in order to make several hundred discrete samples N for n 0 , i.e., N ) n, where n is expected number of lines (see Eq. 1). The number m for n is the same as in Eq. 1 or it can be increased using the spline function. Employing a small discretization step h is important in the application of this algorithm.
It is to be noted that N 7 m, i.e., at any ratio of N and m the Tikhonov regularization method gives the solution (normal pseudo-solution) of the integral Eq. 3 and the corresponding SLAE. If N is assumed to be greater than m then based on a limited number of measurements m (e.g., m % 100), one can obtain a solution z a ðn 0 Þ defined on a greater number of nodes N (e.g., N % 400) and using a smaller step h ¼ Án 0 :
The desired solution z a ðn 0 Þ is thus obtained. Such a solution can help to distinguish the additional lines in the desired spectrum. False line-peaks may arise and must be filtered, and this issue is addressed below.
The following estimate 6,10-12 of the error's norm of the regularized solution z a ðn 0 Þ of Eq. 3 is carried out
relative errors of input data, and parameter p can be chosen using the model spectra processing method. 10 Let us estimate the error s n 0 j of j-th line frequency n 0 j : The solution z a ðn 0 Þ is expanded in a Taylor series in the neighborhood of frequencyñ 0 j as follows
where z 00 a ðñ 0 j Þ ¼ @ 2 z a ðn 0 Þ @n 0 2 j n 0 ¼ñ 0 j , Á j ¼ n 0 Àñ 0 j ¼ s n 0 j : It is to be noted that z 0 a ðñ 0 j Þ ¼ 0 and z 000 a ðñ 0 j Þ % 0: That is the reason why series 10 should provide an accurate approximation of z a ðn 0 Þ in the jth line neighborhood. Hereñ 0 j is the approximate frequency of the jth line corresponding to the some peak in the solution z a ðn 0 Þ, n 0 is some frequency value in the neighborhood ofñ 0 j , in particular, exact frequency n 0 j value. From Eq. 10, as follows:
or using absolute values
However, such an error estimate of the jth line frequency cannot be employed because n 0 , is not known, in particular, the exact value of frequency n 0 j : A more constructive approach for frequency error estimation is to employ the norms. Let us make the notation jjz a ðn 0 Þ À z a ðñ 0 j Þjj ¼ jjÁz a jj ¼ eðaÞ and obtain the following estimate of the jth line frequency n 0 j error using eðaÞ estimate the norm of the regularized solutions
where eðaÞ is calculated using Eq. 9. Error s n 0 j also grows due to the finite discretization step h ¼ Án 0 used for numerical solution of the integral Eq. 2. The error growth is approximately equal to h=2: Finally, taking the square root of two error terms, the following more accurate error estimate can be obtained
z 00 a ðñ 0 j Þ is an estimate of the second derivative of the regularized solution z a ðn 0 Þ for n 0 ¼ñ 0 j , i.e., in the area of jth line. If h ¼ const, then
Equation 14 shows that the determination error of frequencies s n 0 j decreases as the discretization step h ¼ Án 0 decreases and as the second derivative z 00 a ðñ 0 j Þ increases, which increases with decreasing values of the regularization parameter a. That is the reason why IE 3 should be solved using a small step h and a small regularization parameter a:
The following error metrics can be employed for analysis of the model spectrum with known exact intensities z j and frequencies n 0 j ð j ¼ 1, nÞ:
1. Root mean square error (RMSE) of lines' intensities (cf. Yan et al. 28 ):
2. Root mean square error of lines' frequencies:
Root mean square error metrics depend on the system of units making them difficult to compare. The following relative root mean square errors (RRMSE) are used in our experiments:
x rel ¼ P n j¼1 ð e n 0 j À n 0 j Þ 2 P n j¼1 n j 0 2 8 > > > < > > > :
wherez j ,ñ 0 j are approximated intensities and frequencies, and z j , n 0 j are exact values of intensities and frequencies. Total RRMSE can be computed as follows:
In the examples below the RMSEs e rel , x rel , z rel are employed.
Step 3. L most powerful lines (maxima) are selected in the resulting solution z a ðn 0 Þ on the basis of additional information.
Here L is given with a margin such as L ! n, but L ( N, where n is the expected number of lines. The frequencies of the most powerful maximañ 0 j , j ¼ 1, L are recorded.
Step 4. Solution of the following refined SLAE of lower order
This system has more equations than unknownsz j , i.e., system 21 is overdetermined since m 4 L: Usually, m $ 10 2 , L $ 10 1 and the least squares method (LSM) have to be used for such SLAE without regularization with respect to line intensitiesz j andF taking into account n 0 j defined in Steps 2 and 3. In the LSM the SLAE with a ðL þ 1Þ Â ðL þ 1Þ square matrix is obtained.z j andF are supposed to be chosen according to the following threshold
where Z > 0 is the threshold value, and k L is the number ofz j passing the threshold Z. The threshold value can be chosen as follows 11, 12 
where P fa 2 ½0, 1 is given conditional probability of a false alarm. However, false maxima are negative or nearly zero, so there is no need to use Eqs. 22 and 23.
For the sake of clarity, let us summarize the algorithm. Output: frequenciesñ 0 j , j ¼ 1, L: Stage 4. Refined SLAE 21 of lower order m Â ðL þ 1Þ is solved to find lines intensitiesz j and backgroundF using Eq.
22.
Output: lines intensitiesz j , backgroundF and lines number k.
The advantage of the algorithm is that it allows linearization of the nonlinear problem of determination of the frequencies of spectral linesñ 0 j using the linear IE 2.
Numerical Experiment
The proposed algorithm for discrete spectrum reconstruction is implemented as a software package in Matlab. In this section, the package is tested on both model (for testing and verification) spectra and real spectra.
Example 1: Model Spectrum
Following the paper by Sizikov and Krivykh, 10 IF K is assumed to have a variable width depending on frequency n, i.e., in general the IF is not a convolution type kernel and K ¼ Kðn, n 0 Þ: Such IFs are typical in broadband spectroscopy. The function tðnÞ, the half-width of the IF on half-power, is conventionally used. It is proportional to wavelength l and inversely proportional to the frequency, i.e., tðnÞ ¼ q=n, where the coefficient q numerically determines the half-width of the IF and depends on the particular spectrometer design and setup.
The following most typical IFs 1,10,20 have been considered. These IFs are characterized by their half-widths tðnÞ due to diffraction, aberrations, and slot types.
Slotlike (rectangular) IF characterized by wide slot only
2. Triangular IF (also takes into account slit distortions only, it is the convolution of two rectangular IFs) Kðn, n 0 Þ ¼ 
6. Exponential IF (of photosensitive layer) Kðn, n 0 Þ ¼ ln 2 2tðnÞ exp À ln 2 tðnÞ jn À n 0 j ð29Þ 7. Voigt IF (convolution of Gauss and Dispersion IFs). 32 Its explicit formula is omitted for the sake of brevity.
Remark: Obviously IFs can also be written in terms of wavelength l (wavenumber n=c ¼ 1=l), e.g., Eq. 29 can be written 10 as
where tðlÞ ¼ ql is half-width of IF on half-power. It is useful to employ the half-widths tðnÞ when it comes to comparison of IFs with the same tðnÞ: Such a comparison was conducted 10 for continuous spectra. It is demonstrated that the most accurate results can be achieved for dispersion and exponential IFs and the least accurate results were achieved for slot and triangular IFs. This observation arose from processing the discrete spectra with various IFs 24-29 using the integral approximation algorithm.
Application of the integral approximation algorithm to the discrete spectrum described above confirmed this observation.
In order to demonstrate the efficiency of the proposed approach, the following model example 6, 11, 12 with synthetic data is considered in this section.
The true spectrum is given as seven discrete spectral lines with the following amplitudes (in arbitrary units, a.u.) z 1 ¼ 4:4, z 2 ¼ 4:6, z 3 ¼ 1:1, z 4 ¼ 3:2, z 5 ¼ 3:2, z 6 ¼ 2:8, z 7 ¼ 3:6 and frequencies (given in a.u. as well) n 0 1 ¼ 2:28, n 0 2 ¼ 2:36, n 0 3 ¼ 2:95, n 0 4 ¼ 3:02, n 0 5 ¼ 3:56, n 0 6 ¼ 3:64, n 0 7 ¼ 3:69: The spectrometer's IF is given 10 as the following frequency-non-invariant Gaussian function (using Eq. 27), in which width decreases with increasing frequency n Kðn, n 0 Þ ¼ g ffiffiffiffiffi ffi 2 p sðnÞ exp À ðn À n 0 Þ 2 2s 2 ðnÞ ð31Þ
where sðnÞ ¼ s 0 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À 0:16n p , s 0 ¼ 0:05, g ¼ 0:075 is a normalizing factor, all in a.u. For each kind of spectrometer sðnÞ, s 0 and g will be specific. The level of the deterministic noise F was assumed to be equal 0.2 and the random measurement noise has a standard deviation (SD) equal to 0.05 (% 2 % noise).
The limits were selected as follows a ¼ c ¼ [2] [3] [4] [5] , m ¼ 101 is the number of ''experimental'' samples on n (see Eq. 1); N ¼ 401 is the number of samples on n 0 in the SLAE 6 solution, discretization step h ¼ Án 0 ¼ ðb À aÞ=ðN À 1Þ: Figure 3 shows the true discrete (line) spectrum zðnÞ consisting of seven lines, the measured (experimental) noise-free spectrum uðnÞ, the noisy spectrumũðnÞ, and the cubic spline approximationũðnÞ is realized (length m ¼ 101).
In addition, the IF of the spectrometer Kðn, n 0 Þ according to Eq. 12 is given at low and high frequencies n. It can be observed that the true spectrum zðnÞ has closely spaced lines (two lines corresponding with low frequency in Figure 3 -the two lines are in the middle-and three lines corresponding with high frequency) which remains unrecognized in the measured spectrum uðnÞ.
In this experiment the integral approximation algorithm is applied for the true spectrum. First, IE 2 is supposed to be solved using the Tikhonov regularization method following Eqs. 3-5 by means of the SLAE 6 solution. The regularization parameter a is chosen using the discrepancy principle 7-8 with a ¼ a d ¼ 10 À1:4 ¼ 0:04 as shown in Figure 2 . Figure 4 shows the noisy spectrumũðnÞ according to Eq. 1 for m ¼ 101, i.e., for relatively small (insufficient) samples m.
Using the spectrumũðnÞ of length m ¼ 101 the regularized solution z a ðnÞ is obtained, its length N ¼ 401 for a ¼ a d (see Figure 5 ). One may observe here the lack of resolution (the two rightmost high frequency lines are missing), so steps 3 and 4 of the integral approximation algorithm are not carried out.
In order to increase the effective resolution a cubic spline u s ðnÞ of length m ¼ 401 is used to approximate the measured spectrumũðnÞ as shown in Figure 6 . . Measured and exact spectra. ''1'' is the exact spectrum zðn 0 Þ (vertical solid lines); ''2'' is the measured spectrumũðnÞ of length m ¼ 101: Figure 3 . Numerical example of the direct problem. Frequencies n and n 0 are located on the horizontal axis, z,u,ũ, and K are on the vertical axis in a.u. ''1'' is the true discrete spectrum, ''2'' is the measured spectrum uðnÞ, ''3'' is the measured noisy spectrumũðnÞ, (circles) and smoothing spline (dashed), ''4'' is the IF Kð2:1,n 0 Þ on low frequency , ''5'' is Kð3:9,n 0 Þ is the IF on high frequency .
The spline u s ðnÞ of length m ¼ 401 is used to approximate the measured spectrumũðnÞ: Then the regularized solution is calculated using a ¼ a d (see Figure 7) .
It can be observed that in spite of the fact that in Figure  7 the length of the solution is the same as in Figure 5  (N ¼ 401) , the resolution is improved significantly. This is due to the fact that the length of the measured spectrum m is increased by using the spline.
In the regularized solution z a ðnÞ in Figure 7 the first L ¼ 12 most powerful highs are taken and their frequencies n 0 j , j ¼ 1, L are recorded. Then the refining SLAE 21 is solved using LSM (without regularization) with respect to L þ 1 ¼ 13 unknowns: 12 amplitudesz j and F. Figure 7 shows the reconstructed spectrum values z j ðñ 0 j Þ. It is to be noted that all the false spectral lines correspond to negative values or values close to zero. Here the threshold value is Z ¼ 0:2F (20%), which has not been used. The true maximum valuesz j are indeed very close to the true amplitudes z j : The RRSME errors are e rel ¼ 0:0621, x rel ¼ 0:0028 and z rel ¼ 0:0622:
All seven spectral lines have been perfectly recognized as well as their frequenciesñ 0 j and intensitiesz j in the model example. This was achieved despite the noise and the IF which was selected to demonstrate the efficiency of the integral approximation algorithm.
For the sake of comparison, let us now solve this synthetic example using the variable projection Golub-Mullen-Hegland method. [18] [19] [20] The efficient implementation of variable projection method 33 (function varpro.m) was employed. Following notations, 33 it is assumed Ind ¼ dPhi ¼ [ ] which means that the derivatives (Jacobian matrix) were not used for solving both linear and Figure 6 . Measured and exact spectra. Here ''1'' is the exact spectrum zðn 0 Þ (vertical solid lines); ''2'' is a smoothing spline u s ðnÞ of length m ¼ 401: nonlinear problems. This can reduce the accuracy of the solution, but simplifies the solution procedure. The problem was addressed using three versions as follows.
In the first version, the uniform mesh was used on n ¼ [2:0.1:4], number of nodes m ¼ 21: Initial guess n 0 ¼ [2.26, 2.38, 2.93, 3.04, 3.54, 3.63, 3.71], number of lines n ¼ 7: The resulting z and n 0 are listed in Table 1 below. The significant error can be observed especially in linear parameters z (lines intensities). Such error is apparently caused by missing initial guess in the function varpro.m.
In the second version, the non-uniform mesh was used on n ¼ Initial guess for nu 0 was selected same as in the first version as described above. Table 1 demonstrates errors reduction and they are close to errors of the integral approximation algorithm: e rel ¼ 0:0621, x rel ¼ 0:0028, and z rel ¼ 0:0622:
The true number of spectral lines normally remains unknown. That is the reason why in the third version we assumed n ¼ 9 (instead of true n ¼ 7). Initial guess n 0 ¼ Table 1 shows that the intensities z of false lines are correspondingly equal to 0.407 and 0.767, although one would expect near-zero values. It can be concluded that the false lines suppression does not work here.
Hereby, we can make the following preliminary conclusions.
The variable projection method requires a good initial
guess for n 0 , as well as the mesh for n must be fine enough. It is to be noted that for the real experiments it is technically difficult to employ the fine mesh. It is desirable to use derivatives (Jacobi matrix), but this makes the method complicated. Finally, it is not easy to a priori estimate the number n of spectral lines. But the false lines are slightly suppressed. 2. The algorithm of integral approximation does not use an initial guess for n 0 , but it also requires the fine mesh (for n 0 , which is easy to generate). The question of the true number of spectral lines is solved reliably, since the false line are safely filtered (see Figure 7 ).
In general, the two methods complement each other. The main difference is that integral approximation is entirely linear method while variable projection is a linear-nonlinear method.
Example 2: Real Spectrum
It is to be noted that in this example wavelength l is used instead of frequency n: Figure 8 demonstrates the noisy spectrum ofũðlÞ (20% concentration of carbon monoxide CO (IRT themes) heated to a temperature of 700 C). The data set is provided by the Department of Chemical and Biochemical Engineering of DTU, Denmark. In this example, we have the Dispersion type IF 10 (cf. Eq. 28) as follows
where aðlÞ ¼ ql is the width of the instrumental function to half-power points, q ¼ 0.0005 such as að4780nmÞ ¼ 2:4nm:
The following IE (cf. Eq. 2) is solved
the desired function zðl 0 Þ is found using the quadrature method combined with the regularization method (given by Eqs. 3-6) for a ¼ 4750
As solution to SLAE Eq. 6 the regularized spectrum z a ðl 0 Þ is obtained (curve ''2'' in Figure 8 ). Wavelengthsl 0 j which correspond to the highest peaks (for L ¼ 15) are selected from the solution zðl 0 Þ.
The SLAE (cf. Eq. 21)
Kðl i ,l 0 j Þz j þF ¼ũðl i Þ, i ¼ 1, m, c l i d ð34Þ is solved, making it possible to refine amplitudesz j : The result is more accurate, see for example the vertical lines ''3'' in Figure 8 . Based on the experience gained from this approach to the solution of the problem, it can be concluded that the seven largest lines have been safely recovered as well as five further weaker lines which have not been resolved in the measured spectrumũðlÞ (see curve 1 in Figure 8 ). As for the three weakest peaks in the high frequency part of the spectrum z a ðl 0 Þ, two of them have negative values, but in the case of the maximum at l ¼ 4800, it is difficult to judge whether it corresponds to real (weak) lines or to lines generated by the Gibbs phenomena.
Conclusion
We considered the problem of effective enhancement of spectrometer resolution without line width artificial reduction. The experiment with synthetic and real data has Figure 8 . Real discrete spectrum. ''1'' is measured noisy spectrumũðlÞ; ''2'' is the spectrum z a ðl 0 Þ obtained by the regularized quadrature method; ''3'' is the reconstructed discrete spectrum z j ðl 0 j Þ:
demonstrated the high efficacy of the proposed method. A substantial increase in the effective resolution of the spectrometer was observed. The method enables enhancement of the resolution of spectral analysis through secure detection of closely located lines, detection of weak lines in noisy spectra, revealing the fine structure of reconstructed discrete spectra using mathematical and computer methods for spectral data processing. The proposed algorithm enjoys affordable computational complexity; the elapsed time was about 1 s in both examples. It can be implemented as an embedded software system within a spectrometer in order to deliver higher effective resolution. Furthermore, an inexpensive spectrometer with a wide IF can be used combined with customized stand-alone Matlab software in order to enhance the original spectrometer's effective resolution.
As a final remark, it may be noted that the proposed algorithm for solving this inverse spectroscopy problem is a generic approach for analyzing discrete spectra. It can be used to recover smoothed and noisy spectra in various applications including spectroscopy of gases, liquids, plasma and space objects, LiDARs, nuclear magnetic resonance spectroscopy, spectroscopic analysis of molten metal in blast furnaces, etc.
