Piezoelectric-based semi-active vibration reduction techniques typically rely on rapid changes in the electrical boundary conditions or corresponding stiffness state. Approaches such as state switching and synchronized switch damping on a resistor or an inductor require four switching events per vibration cycle, with switch timing associated with displacement extrema. Any deviation from this switch timing affects the performance of these techniques. Typical harmonic forcing analyses focus on the energy dissipation and only evaluate the performance at resonance. This study evaluates displacement reduction for harmonic excitation, both at resonance and for frequencies near resonance. Furthermore, it examines the effect of sub-optimal switch timings. Numerical simulations of a non-dimensional model are performed, and an analytical solution is derived for any switch time. This analysis shows that the optimal switch timing depends on the forcing frequency relative to the natural frequency of the structure. Thus, the classical switch time at peak displacement is only optimal when the excitation is exactly at resonance. Even when the optimal switch timing is known, uncertainties in vibration sensing cannot guarantee that switches will occur at the desired moment. Therefore, this work characterizes the degradation in vibration reduction performance when switching away from the optimal switch time based on global, non-dimensional parameters.
Introduction
Piezoelectric materials exhibit an inherent coupling of mechanical and electrical properties that can be exploited to reduce vibrations by incorporating piezoelectric material into the structure. Reducing structural vibration can minimize displacement for precise positioning, reduce strain for improved structural integrity, minimize audible noise, or any combination thereof. Passive piezoelectric techniques require precise tuning of circuit elements to target a single frequency. Semiactive techniques offer wideband vibration reduction, but require tight timing in the time domain. Typical analyses assume ideal switch timing, but real implementations usually involve sensing and excitation uncertainties that can result in suboptimal switching. Furthermore, the frequency-based characteristics of the optimal switch remain unknown. Thus, this work examines the frequency dependency of the optimal switch timing to enable better off-resonance vibration reduction. In addition, the study evaluates the effects of switch delays to quantify the expected vibration reduction performance of realistic implementations.
Passive piezoelectric-based vibration reduction techniques utilize piezoelectric transducers with associated shunt circuits to dissipate mechanical energy. These techniques connect the transducers to an appropriately tuned electrical circuit containing only passive elements. For example, the resonant shunt utilizes an inductor to create a phase lag between the piezoelectric voltage and the displacement. While passive techniques provide excellent vibration reduction, they require precise tuning for good performance, and the resonant shunt typically requires very large inductors (Hagood and von Flotow, 1991; Hollkamp, 1994) . Multiple researchers have proposed methods which employ multibranch or generalized circuits to target multiple modes, but these techniques require complex circuitry and are also sensitive to the tuning of circuit parameters (Hollkamp, 1994; Moheimani, 2003; Wu, 1998) .
Active techniques have excellent vibration reduction performance and are robust to unknown parameters, but they require a power source to operate (Aridogan and Basdogan, 2015; Vasques and Rodrigues, 2006) . Semi-active techniques form the compromise between the two, offering similar performance as passive shunts while being more robust to unknown parameters. In addition, semi-active techniques typically only require enough power to throw a switch, making them suitable for applications where it is difficult to implement active control. Thus, semi-active control provides a unique solution to vibration control when passive and active techniques may not be possible (D'Assunc xa˜o and De Marqui, 2014; Kauffman and Lesieutre, 2012) .
This work investigates three typical semi-active techniques: state switching, synchronized switch damping on a short-circuit or resistor (SSDS), and synchronized switch damping on an inductor (SSDI). These techniques utilize low power switches to manipulate the piezoelectric voltage strategically to reduce vibration. Each of these techniques requires four switches to occur per vibration cycle, meaning the switch timing and execution may have a significant impact on their performance. Therefore, this study investigates the optimal timing of these switches near resonance, and how switching away from the optimal switch affects the performance.
Background
State switching was the first semi-active technique to exploit the change in stiffness between open-and shortcircuit states for vibration reduction (Clark, 2000) . In state switching, the piezoelectric material is switched to the lower stiffness short-circuit state at every displacement extremum to reduce the mechanical potential energy in the system. Figure 1 displays the resulting voltage and displacement waveforms.
The synchronized switch damping techniques offer better energy dissipation compared to state switching by manipulating the piezoelectric voltage rather than the effective stiffness (Corr and Clark, 2001 ). The synchronized switch techniques also switch to the shunt circuit at peak displacement, but only for a very short period of time relative to the period of vibration. For SSDS, the voltage is simply shorted, and then the switch opens (Richard et al., 1999) . For SSDI, the switch closes on an inductor with a resonant period much faster than the period of vibration. The switch is closed at peak displacement only long enough for the voltage to invert (with some inversion factor g) (Richard et al., 2000) . This switching has the same effect as SSDS, but with a much larger voltage amplitude. In fact, SSDS is simply a case of SSDI where the inversion factor g goes to zero. Figure 1 shows the voltage and displacement waveforms for both SSDS and SSDI to illustrate the switch timing relative to displacement along with the relative voltage magnitudes of the techniques. Review articles by Qureshi et al. (2014) and Wang and Inman (2012) offer more comprehensive discussions of the state switching and the synchronized switch damping techniques.
Research has shown that the voltage magnitude has a significant influence on vibration reduction, indicating that SSDI outperforms SSDS, which outperforms state switching. Corr and Clark (2001) demonstrated this behavior in their analysis of the relative performance of these techniques. For this reason, recent research has focused on SSDI and active improvements to synchronized switching techniques such as synchronized switch damping on a voltage source (SSDV) (Ji et al., 2009; Lefeuvre et al., 2006) and synchronized switch damping on a negative capacitance (SSDNC) (Ji et al., 2011) . Furthermore, the optimal switch timing of SSDI has been a topic of interest. In the classical timing procedure for SSDI, the switch closes on the shunt circuit exactly when the displacement reaches a peak and opens after half the resonant period of the circuit. Niederberger (2005) derived a receding horizon optimal control law that showed the switch should actually occur one quarter of the electrical resonance period before the peak displacement. Thus, the inversion is centered about the peak displacement, with the voltage zero-crossing coinciding with zero velocity. Neubauer and Wallaschek (2008) determined the switch timing to maximize the piezoelectric voltage, and it matched Niederberger's optimal switch time. Other researchers have attempted to derive control laws to optimize the switch for multiple modes (Guyomar et al., 2007; Ji et al., 2010) .
In general, the control laws in the literature are typically derived based on maximizing the energy dissipation or the piezoelectric voltage for either the impulse response or harmonic forcing at resonance. These approaches only minimize displacement when the excitation occurs exactly at resonance. In the more general case, the optimal switch timing may depend on the excitation frequency; this topic has not been examined in previous studies.
Even when the optimal switch is known, execution of the switch at the optimal time is difficult in practice. One of the major benefits of semi-active techniques is their potential for self-powered and autonomous implementation. However, achieving this typically means that the switch time must be detected by an analog processing of the piezoelectric voltage. The goal is to switch just before the peak displacement, but noise and uncertainties in the voltage signal may cause the switch to occur at a different point. For example, Niederberger and Morari (2006) designed a circuit that uses one piezoelectric patch as the actuator, and another as a sensor. The sensor voltage is processed to predict the next switch time, which should occur just before the next peak. Thus, a noisy voltage signal or variation in the excitation frequency affects the switch timing. Lallart et al. (2008) designed a circuit that uses a single piezoelectric patch as the actuator and sensor by comparing the voltage signal to a voltage envelope. This method of peak detection inherently causes the switches to occur slightly after the peak displacement. Lopp and Kauffman (2016) designed a technique to avoid the issue of peak sensing for switch execution, but it is only applicable for swept frequency excitation.
Digital semi-active control implementations can only partially address these limitations. Makihara et al. (2012) designed a system with a microprocessor that is powered by an energy harvesting circuit. Using a digital system allows programming of the control logic, enabling the use of more advanced schemes for single and multiple mode vibration reduction. This system is still autonomous and self-powered due to the energy harvesting from the piezoelectric transducer. However, it is unable to operate at low vibration levels as there is not enough harvested energy to power the microprocessor. While this digital system has the potential to implement more sophisticated control laws that may mitigate the sensing uncertainties, it cannot completely eliminate them and it is still subject to modeling errors.
Altogether, physical implementations of semi-active techniques are subject to imperfect peak sensing and variations in the excitation frequency. Thus, this article seeks to quantify how the optimal switch changes based on the forcing frequency as well as the vibration reduction characteristics for suboptimal switching. The 'Switch timing procedure' section describes the switch timing definition for the ensuing analysis. Then the 'Model development' section incorporates piezoelectric constitutive relations into a non-dimensional dynamics model, which is reduced to a single equation of motion that is useful for numerical simulations. After that, the 'Analytical solution' section applies a modal approach to derive a closed-form solution for displacement based on the switch timing, damping ratio, electromechanical coupling coefficient, and circuit inversion factor. The 'Results and discussion' section provides a qualitative description of the optimal switch time along with the degradation of vibration reduction performance when switching away from the optimal switch.
Switch timing procedure
This work defines a switch timing parameter t d to investigate the optimal switch timing for state switching, SSDS, and SSDI. This parameter represents the switch delay from the classical switch timing as a fraction of the forcing period. Thus, t d = 0 refers to switching exactly at the peak displacement. Switches occurring after the peak displacement correspond to positive delays (t d .0), while switches corresponding to negative delays (t d \0) occur before the peak displacement, as seen in Figure 2 . This method of switch timing adjusts the moment in the vibration cycle at which the switch occurs, but not the frequency of switches. Due to the periodicity of the system, the range À0:25\t d 0:25 covers all possible switch delays.
In this study, switches are assumed to occur instantaneously, at least compared to the motion of the structure. This assumption provides a simpler model for simulations and the development of an analytical solution. However, for real structures, the switch will occur over a finite period of time, and it can actually be detrimental to have a circuit resonance that is too fast since it can excite higher modes (Petit et al., 2004) . In fact, Neubauer and Wallaschek (2008) showed that increasing the electrical resonance period has little effect on the voltage magnitude. In addition, they verified that Niederberger's switching law that centers the voltage Figure 2 . Examples of how the switch timing is represented by t d .
inversion about the peak displacement maximizes the piezoelectric voltage (Neubauer and Wallaschek, 2008; Niederberger, 2005) . Therefore, it is hypothesized that the results found in this study for the optimal switch timing of an instantaneous switch can be extended to finite-time switches by centering the voltage inversion about the optimal switch time found here.
Model development
Piezoelectric materials exhibit an inherent coupling of mechanical and electrical properties, as indicated by the piezoelectric constitutive equations (Institute of Electrical and Electronics Engineers, 1987)
Here, T, S, D, and E represent the stress, strain, electric displacement, and electric field, respectively. The coefficients c E and e S refer to the elastic stiffness for a constant electric field and the dielectric permittivity at a constant strain, respectively. The piezoelectric coefficient e links the mechanical and electrical equations. Figure 3 shows the one-dimensional lumped model that often represents vibration control techniques that utilize piezoelectric transducers. Here, M, C, and F are the lumped mass, damping, and external forcing, respectively. The equivalent mechanical stiffness K E is the combined stiffness of the structure K s and the portion of the piezoelectric stiffness that is independent of the electrical state K p (i.e. the short-circuit stiffness). The piezoelectric current I p and voltage V are related to the characteristic displacement u by the blocked capacitance C o and the piezoelectric force factor a. The electrically dependent force F p from the piezoelectric material on the structure is related to a and V. The coupled equations of motions for this model are (Qureshi et al., 2014 )
These equations provide a good approximation of piezoelectric-based vibration reduction near a single resonance, and are the starting point for analyzing semi-active techniques in this article. Non-dimensionalization of the coupled equations of motion in equations (2) and (3), provides a convenient form for numerical simulations and is the first step in the derivation of an analytical solution. First, time is normalized using the open-circuit natural frequency of the structure
Then the original equations of motion can be rewritten as
where ( ) 0 indicates derivatives with respect to t and z is the modal damping ratio. The electromechanical coupling coefficient k 2 relates the converted electrical energy to the imposed work on the system, and can be determined from the open-and short-circuit natural frequencies of the system
Then, assuming harmonic excitation near the resonance frequency of the system, the force is
where v[ 
, and substituting into the equations of motion yields
The piezoelectric voltage is zero in a short-circuit, which results in the short-circuit equation of motion
This short-circuit equation of motion is necessary for the simulation of state switching. Carrying on to determine the open-circuit equation of motion, note that the 
The integration constant c is zero when the system is permanently left in an open-circuit. When a switching technique is applied, this constant depends on the conditions when the system is set to the open-circuit state. For simulations, the initial voltage and displacement, at the moment the switch is opened, are defined as v o and x o , respectively. Now the voltage is written in terms of these initial conditions and the displacement
With an instantaneous switch, x o is simply the displacement just before the switching event. 
Now the voltage expression is substituted into the mechanical equation of motion to obtain the final form of the open-circuit equation of motion
The non-dimensional equations of motion reveal that the vibration reduction performance of the semi-active techniques considered depends on the switch timing and two parameters: z and k 2 . The performance of SSDI also depends on the inversion factor of the circuit g, but circuit optimization is outside of the scope of this article. The viscous damping of the structure is typically a given part of the vibration control problem, and cannot be changed. Maximizing the electromechanical coupling of the system results in better vibration reduction, as more energy is converted from the mechanical to the electrical domain. Thus, when applying semi-active control to a given structure, the first step is to maximize the electromechanical coupling by optimal placement of the active material. After that, the switch timing is the only remaining factor that can be controlled in a built system.
The derived equations of motion were simulated for each technique using fourth order Runge-Kutta integration for many different switch times. These numerical simulations provide insight into the optimal switch timing and performance degradation away from the ideal switch. Results are presented alongside the experimental and analytical results in the 'Results and discussion' section.
Analytical solution
Next, this work derives an analytical solution for the steady-state response with any switch timing for SSDS and SSDI using the open-circuit equation of motion in equation (15). Since state switching operates in two different states, the analytical approach used here is not applicable. Thus, conclusions about the switch timing for state switching are drawn from simulations and experiments only.
For SSDS and SSDI, the constant force terms k 2 x o À k 2 v o in the piecewise simulation of the system can be represented as a square wave (again, assuming instantaneous switching and inversion). This square wave has a frequency equal to the external forcing frequency v, along with some phase offset u s from the external forcing that depends on the switch timing
The magnitude of this square wave is equal to the sum of the constant force terms. Based on the relation in equation (14) and the fact that the motion is periodic, eliminate v o from the square wave magnitude to produce
Approximate the square wave forcing induced by the switching events as a sum of sinusoids using a Fourier series
Since the higher order harmonics typically have negligible influence on the displacement, using only the first term in the series provides a good approximation. The equation of motion now becomes
The total solution is the summation of the solutions to each of the harmonic forcing terms. Using modal analysis, the contribution to the solution from the external forcing is
The response x 1 is also the open-circuit response of the system. The phase and magnitude of x 1 are calculated from the known parameters
The displacement at the moment of each switch x o is needed to define the magnitude of the second forcing term completely. Using the switch delay t d as described earlier with a possible range from 20.25 to 0.25, and t d = 0 indicating a switch that occurs exactly at peak displacement, x o is related to t d and the magnitude of the total response jX j
To simplify the analysis, define Q c as the portion of the voltage magnitude that is independent of the switch timing, or Q c [
Also define Q, which represents the portion of the voltage magnitude that depends on Q c and the switch timing
The switch timing phase u s is defined based on the system displacement rather than the external forcing, so it is necessary to use the total phase of the system \X
Here, the first term ensures the t d = 0 switch delay results in a switch at peak displacement. The second term results in the desired phase range from 0 to p. The final term ensures that the timing is based on displacement instead of forcing (the phase is shifted by the phase of the displacement with respect to the external forcing). b[ À ( p 2 + 2pt d ) is defined to simplify the analysis. Now the contribution to the displacement of the second forcing term becomes
The analysis is greatly simplified (four roots instead of eight) by removing u from the phase of x 1 and x 2 , and defining these new sinusoids as e x 1 and e x 2 . Then add u back into the phase in the final solution. Thus, the displacement magnitude jX j and phase \X can be related to e x 1 and e x 2 jX j = jx 1 + x 2 j = je x 1 + e x 2 j ð 27Þ
Here, \X is the angle of the summation of e x 1 and e x 2 . Substitute for \X in equation (26) using equation (28), then the magnitude jX j and angle \X are found using a summing formula for sine waves of the same frequency
Solving these two equations for jX j and \X results in four roots, only one of which is physically possible
The phase of the solution is determined from the magnitude
To work towards a closed-form solution for the optimal switch timing t d , write equation (31) as an explicit function of t d and square both sides of the equation
Now minimize jX j 2 with respect to t d to obtain the optimal switch time
Thus, the optimal switch time depends on the coupling coefficient, damping ratio, inversion factor, and excitation frequency.
Experimental procedure
This study conducted the experimental testing of a smart beam, subject to constant harmonic forcing near its first resonance frequency, to validate the model simulations and analytical solutions. Figure 4 depicts the steel cantilever beam test structure, which was excited with harmonic base excitation from a permanent magnet vibration exciter. The beam was 23 cm long, 19.25 mm wide, 0.88 mm thick, and the attached Mide´QP10N piezoelectric transducers had a capacitance of 55 nF. Only one transducer was used in the control techniques, while the other was left in an open- circuit as a sensor to aid in the calculation of the switch delay. For all three techniques, the shunt circuit contained a 33 O resistor to prevent the relay from exceeding its maximum allowable current. For SSDI, the shunt circuit also included a 330 mH inductor; smaller inductors would have been preferred, but they would have created an electrical resonance period that was shorter than the minimum shut time of the relay. Using this inductor provided the closest possible experimental representation of the instantaneous switch assumption. With this shunt circuit, the inversion time was slightly less than one percent of the period of the first vibration mode of the beam. The model parameters z and k 2 of the beam were determined from the open-and short-circuit frequency response functions near the first mode. The half power bandwidth method was used to find z to be approximately 1.5%. The open-circuit and short-circuit natural frequencies (switching only one transducer) were selected by peak picking, and were approximately 15.03 Hz and 14.98 Hz, respectively. Using equation (7), k 2 was found to be 0.66%. For SSDI, the inversion factor g was determined from the experimental voltage measurements to be 0.558.
Each technique was tested with harmonic excitation near the first resonance frequency. Specifically, tests were conducted from 13.5 to 16.5 Hz, in 0.1 Hz increments. Each individual test involved the application of one semi-active technique with one switch timing value to a single forcing frequency until a steady state response was achieved. For each forcing frequency, fifty different switch timing values were tested, encompassing the entire range of possible switches.
Switch timing was implemented in LabVIEW, with an output driving a relay to switch between circuits. The control signal was set to be a square wave with a frequency equal to twice the forcing frequency. The duty cycle was set to 50% for state switching and 1.9% for SSDS and SSDI, which was just long enough for voltage inversion for SSDI. The various switch timings were tested by incorporating a range of switch delays (0% to 50%, in 1% increments) relative to the forcing. Since the switch delay is actually defined relative to the response (e.g. equation (25)), the actual value of t d for a particular test was not known a priori, but could be calculated easily, in this case by measuring the time between zero crossings of the sensor voltage and the control signal. Accelerometers placed at the clamped base and tip of the beam provided measurements of the base and tip displacements. Figure 5 illustrates the experimental displacement reduction for each technique based on the switch timing and forcing frequency. Figure 6 shows the corresponding numerical results using the parameters of the experimental setup. Finally, Figure 7 displays the analytical displacement reduction for the synchronized switching techniques. These figures show very good agreement among experimental, numerical, and analytical solutions. They also verify the relative performance of the three techniques, with SSDI and SSDS outperforming state switching. In addition, they provide a first look at the effect of switch timing on the vibration reduction performance, as it is clear that the optimal switch time is a function of the forcing frequency. Now this study uses the analytical solution to investigate the optimal switch time for SSDI based on the global parameters of the system. For this investigation, g is kept at the experimental value of 0.558 since changes in g can be represented as an effective change in k 2 . First, the damping is held constant at 1% while the coupling is varied, with the resulting optimal switch shown in Figure 8 (a). Then, the coupling is held constant at 1% while the damping is varied, as shown in Figure 8 (b). These figures show that the optimal switch at resonance coincides with the classical switch t d = 0. Slightly before resonance, the optimal switch occurs after peak displacement (positive switch delay), while the optimal switch occurs before peak displacement (negative switch delay) for frequencies higher than resonance. As the forcing frequency goes further away from resonance, the optimal switch approaches 0.125 and -0.125 before and after resonance, respectively. Figure 8 also indicates that the optimal switch moves away from t d = 0 at a faster rate for lower coupling and damping values. Figure 9 (a) provides insight into the frequency dependence of the optimal switch: changing t d results in a shift in the effective natural frequency of the system. Therefore, the resulting displacement is lower for switch times that are further from their effective natural frequency. Figure 9 (b) illustrates the effective natural frequency, selected via peak picking, based on t d . These results indicate that it is possible to manipulate the effective natural frequency of the system by controlling the switch timing.
Results and discussion
Given that the optimal switch only coincides with the classical switch at resonance, the performance degradation when using the classical switch timing instead of the optimal switch is quantified by D 0
Here, the subscript refers to the value for t d , where t d = opt is the optimal switch time. Figure 10 (a) shows this performance degradation metric for several coupling values. It is evident that there is a moderate degradation in the performance for off-resonance excitation when the classical switch is used rather than the optimal switch.
Even when the optimal switch time is known, there is still the possibility that sensor uncertainties or noise cause the switch to occur slightly away from the designed switch time. Thus, the performance degradation when switching slightly away from the optimal switch is characterized by D opt
Thus, D opt is an average of the performance degradation when the switch occurs with an offset d before and after the optimal switch. Figure 10 (b) shows D opt with d = 5% for several coupling values. This figure demonstrates that there is relatively low degradation in performance when switching near the optimal switch time. However, the degradation gets worse as the the excitation gets closer to resonance. Thus, it is most important to execute the switch at the optimal moment when the optimal switch coincides with the classical switch.
Conclusion
This investigation into the effects of switching away from the classical switch in semi-active techniques revealed the dependence of the optimal switch time on the forcing frequency. This work also derived an analytical solution to the harmonic response of synchronized switching techniques for any switch time and validated this solution with numerical and experimental tests. The analytical solution for the optimal switch time depends only on global, non-dimensional parameters. Thus, it is a useful tool for the application of SSDI when a processor is used to execute the switches. However, this switching law may be more difficult to implement in a self-powered analog form. Thus, the expected degradation in the vibration reduction performance should be considered for circuits that implement the classical switch logic to be sure the system will meet the necessary vibration reduction. Self-powered implementations that do attempt to execute the frequency-dependent switching law could see a moderate improvement in off-resonance vibration reduction, along with less performance loss when the switch occurs slightly away from the designed moment. This study also revealed that the effective natural frequency of the system can be controlled by the switch timing. Altogether, this work provides a method to determine the optimal switch for synchronized switching techniques. This optimal switch time is particularly useful for situations where slightly off-resonance harmonic excitation is expected. Furthermore, the solution provides insight into how the system parameters affect the optimal switch and the displacement reduction performance.
