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Abstract
In this work we show that one can solve a finite horizon non-Markovian
impulse control problem with control dependant dynamics. This dynamic
satisfies certain functional Lipschitz conditions and is path dependent in
such a way that the resulting trajectory becomes a flow.
0 Introduction
The finite horizon impulse control problem is a type of optimal stochastic con-
trol problem. Admissible controls consist of an increasing sequence of stopping
times τi and a corresponding sequence of random variables ξi representing the
impulses affecting an underlying state. Apart from such a control, the evolution
of the state over the finite horizon time T , is usually determined by a stochastic
differential equation where the noise stems from a Brownian motion. The un-
derlying state together with the control in turn affects a performance functional
which is to be maximised.
This performance functional has a running part depending continuously on
the underlying state and a negative impulse part rendering a ”cost” depending
on the choice of impulses that we allow to affect the state during its evolution.
More explicitly, given ν = (τi, ξi)i∈N, the underlying state follows the dy-
namic
dXνt = a(t,X
ν
t )dt+ b(t,X
ν
t )dBt τi < t < τi+1
Xντi = Γ(X
ν
τi−, ξi),
(1)
where Bt is a Brownian motion. The problem is to find ν such that
J(ν) = E[
∫ T
0
f(s,Xνs )ds−
∑
i
ℓ(Xντi , ξi, τi)] (2)
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is maximised, given a finite T .
Work on this type of problem was initiated by Bensoussan and Lions [9]. The
principal case in the literature is that of a Markovian state and the approach to
handle the problem is based on variational inequalities, see e.g [10].
Moreover, Djehiche, Hamadene and Hdhiri [1] has done work on a similar
problem in the non-Markovian setting.
Their work is based on the use of probabilistic tools which in some aspects
are more suitable in the non-markovian setting. This method of approaching
the problem originates from the work [3] which in turn is influenced by the
papers [4], [5] and [6].
We will stay in the non-markovian setting but within the formulation of [9]
and [10]. Moreover we will be following, to some degree, the method of obtaining
a solution introduced in [3].
In particular our setup can briefly be characterised as follows. Our state
will have a dynamic similar to (1), but we will allow the coefficients to depend
on the entire path. In contrast to [1], in addition to how the control acts on
the state and how the latter depends on the former, we only assume that our
control set is a compact subset of Rn.
This will force us to overcome a different set of problems, in particular, our
so called verification family will be different and we will have to use the concept
of stochastic flows to obtain Lyaponov-like stability of our state in connection
to our impulses.
We also mention the results of [11] which we extend by considering impulse
controls rather than switching controls and a more general trajectory depen-
dence. The results are also related to the work in [12] where an abstract impulse
control problem is solved.
1 Formulation, Assumptions and Auxiliary re-
sults
Once and for all we fix a given filtered probability space (Ω,F ,P, {Ft}). The
filtration is the natural filtration of a n-dimensional Brownian motion Bt defined
on this space and is in addition completed with the P-null sets.
Furthermore, we let P denote the set of real-valued {Ft}-progressive pro-
cesses. For p > 1 we consider the following subsets of P
Mp = {X ;E[
∫ T
0 |Xt|
p
dt] <∞}
Sp = {X ;E[supt∈[0,T ]|Xt|
p
] <∞ and a.s. cadlag}
Spc = {X ;E[supt∈[0,T ]|Xt|
p
] <∞ and a.s. continous}
Moreover we let D denote the space of all cadlag functions and ‖·‖ denote
the standard Euclidean norm on Rn
The set of {Ft}-stopping times after some stopping time τ will be denoted
Tτ i.e all stopping times τˆ such that τ ≤ τˆ ≤ T,P-a.s. Moreover, Fτ will denote
the sigma algebra at a stopping time τ .
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Throughout the text C will denote a generic constant and we will use Cp for
constants for which we wish to indicate the origin, where p is the relation to some
Lp space, if present, e.g if Burkholder-Davis-Gundy is used. Below constants
Ki will be introduced which will represent bounds related to assumptions on
the dynamic.
The evolution of our controlled system will be determined by the following
dynamics
dXνt = a(t, ω, {X
ν
s }s≤t)dt+ b(t, ω, {X
ν
s }s≤t)dBt τi < t < τi+1
Xντi = Γ(X
ν
τi−, ξi)
(3)
The control ν is a sequence of pairs (τi, ξi)i∈N where τi is an increasing
sequence of stopping times and ξi is a sequence of Fτi-measurable real-valued
random variables that takes values in a compact set U ⊂ Rm according to
the magnitude of the impulse at τi. Any control that satisfy lim τi = T, P-
a.s, is called admissible and we denote the set of all such controls A. The
subset of A such that P(ω; τi(ω) < T for all i ≥ 0) = 0 are called the finite
controls and is denoted Af . Moreover this subset contains the following subsets
Akf = {ν ∈ Af : τk+1 = T }. We introduce the following operation on the
controls,
Definition 1.1. Given ν1 = (τi,1, ξi,1) ∈ A
k
f and ν2 = (τi,2, ξi,2)i∈N ∈ A we set
ν1 ◦ ν2 := (τ1,1, . . . τk,1, τk,1 ∨ τ1,2 . . . τk,1 ∨ τi,2, . . . ; ξ1,1, . . . ξk,1, ξ1,2 . . .) (4)
Our coefficients will be subject to the following constraints
Assumption 1. (i) a, b : [0, T ]× Ω × (Sp)n → (Sp)l×q, a(t, ω, 0) and b(t, ω, 0)
are a.s continuous in t and the components satisfy
| ai(t, ω, {Xs}s≤t)− ai(t, ω, {Ys}s≤t) |≤ K1 sup
s≤t
‖Xs − Ys‖ (5)
∫ r
0
| ai(t, ω, {Xs}s≤t)− ai(t, ω, {Ys}s≤t) | dt ≤ K2
∫ r
0
‖Xt − Yt‖ dt (6)
| bi,j(t, ω, {Xs}s≤t)− bi,j(t, ω, {Ys}s≤t) |≤ K3 sup
s≤t
‖Xs − Ys‖ (7)
∫ r
0
| bi,j(t, ω, {Xs}s≤t)− bi,j(t, ω, {Ys}s≤t) |
2 dt ≤ K4
∫ r
0
‖Xt − Yt‖
2
dt (8)
with K1,K2,K3,K4 being constants.
Remark 1. These assumptions on a and b implies | ai(t, ω, {Xs}s≤t) |p≤
C(sups≤t‖Xs‖
p
+ 1) for any p ≥ 1.
(ii) Γ : Rn × U → Rn satisfy∥∥Γ(x, u)∥∥ ≤ C ∨‖x‖ and (9)
∥∥Γ(x, u)− Γ(y, v)∥∥ ≤∥∥(x, u)− (y, v)∥∥ for all u,v ∈ Uand x, y ∈ Rn (10)
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The average performance of the control is measured by the following func-
tional,
J(ν) = E[
∫ T
0
f(s,Xνs )ds−
∑
i
ℓi(X
ν
τi
, ξi, τi)] (11)
where f and ℓ are subject to the following constraints.
Assumption 2. f : [0, T ] × Rn → R, ℓ : Rn × U × [0, T ] → R, and f(t, 0) is
continuous along with the following additional constraints
| f(t, x)− f(t, y) | ≤ K5‖x− y‖
ℓ(Xνti , ui, ti) > K6 > 0
| ℓ(x1, u1, t1)− ℓ(x2, u2, t2) | ≤ K7
∥∥(x1, u1, t1)− (x2, u2, t2)∥∥
(12)
for constants K5,K6 and K7.
Remark 2. These assumptions on f implies | f(t, x) |p≤ C(1 +‖x‖p) for any
p ≥ 1.
The problem of finding an optimal control can be stated as follows;
Problem 1.1. Given (a, b,Γ, f, ℓ) find ν∗ = (τ∗i , ξ
∗
i )i∈N ∈ A such that
J((τ∗i , ξ
∗
i )i∈N) = sup
ν∈A
J((τi, ξi)i∈N) (13)
We proceed by stating a few results which we will need in order to show that
this problem has a solution, the first of which is the most important.
We first recall the notion of a process being of class [D]
Definition 1.2. We say that a process Xt is of class [D] if {Xτ : τ < ∞} is
uniformly integrable.
Theorem 1.1. [Snell envelope][7]
Let Xt be a process which is R-valued, adapted, cadlag and of class [D].
Then there exists a unique smallest dominating supermartingale ZX with the
same properties. The process ZX is called the Snell envelope of X and it has
the following properties:
(i)For any stopping time θ we have
ZXθ = ess sup
τ∈Tθ
E[Xτ | Fθ] (and then Z
X
T = XT ). (14)
(ii)If θ is a stopping time and τ∗θ = inf{s ≥ θ : Z
X
s = Xs} ∧ T then τ
∗
θ is
optimal after θ i.e
ZXθ = E[Z
X
τ∗
θ
| Fθ] = E[Xτ∗
θ
| Fθ] = ess sup
τ∈Tθ
E[Xτ | Fθ] (15)
(iii)If (Xn)n≥0 and X are cadlag of class [D] such that (X
n)n≥0 converges
increasingly and pointwisely to X then ZX
n
converges increasingly and point-
wisely to ZX . Moreover if X is in Spc then Z
X is in Spc .
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The following definition and theorems belong to the so called general theory
of stochastic processes, proofs can be found in [2]. They will be needed in the
construction of the optimal control.
Definition 1.3. Given A ⊂ Ω × Rn we define the projection of A onto Ω by
πΩ(A) = {ω ∈ Ω : ∃x ∈ Rn, (ω, x) ∈ A}
Theorem 1.2. [Measurable projection]
Let (Ω,F ,P) be complete. For every A ∈ F ⊗ B(Rn) the set πΩ(A) is F-
measurable.
Corollary 1.1. Let (Ω,F ,P) be complete and h(ω, x) be a realvalued, measur-
able function on (Ω× Rn,F ⊗ B(Rn)). Then given any A ∈ F ⊗ B(Rn)
g(ω) := sup
x∈Rn
{h(ω, x) : (ω, x) ∈ A} (16)
is F-measurable.
Proof. Given any real constant K the following holds {g(ω) > K} = πΩ(A ∩
h−1((K,∞])). As h is measurable A ∩ h−1((K,∞]) ∈ F ⊗ B(Rn), applying
Theorem 1.2 finishes the proof.
Theorem 1.3. [Measurable selection]
Let (Ω,F ,P) be complete. For any A ∈ F ⊗ B(Rn) there is a F-measurable
function β taking values in Rn ∪ {∞} such that
{(ω, β(ω)) ∈ Ω× Rn} ⊂ A and {ω ∈ Ω : β(ω)Rn} = πΩ(A) (17)
Corollary 1.2. Let (Ω,F ,P) be complete and let h(ω, x) be a measurable func-
tion on (Ω×Rn,F ⊗B(Rn)), such that for a.e. ω the map x→ h(ω, x) is upper
semi-continuous. Then given U ⊂ Rn compact, there exists a F-measurable
function β such that
h(ω, β(ω)) = sup
x∈Rn
{h(ω, x) : (ω, x) ∈ Ω× U} (18)
a.s.
Proof. As A := Ω × U ∈ F ⊗ B(Rn), g(ω) = supx∈Rn{h(ω, x) : (ω, x) ∈ A} is
F -measurable, h is F⊗B(Rn)-measurable and B := {(ω, x) ∈ Ω×U : h(ω, x) =
g(ω)} ∈ F ⊗ B(Rn).
Hence by Theorem 1.3 there is a F -measurable function β such that {(ω, β(ω)) ∈
Ω × Rn} ⊂ B and {ω : β(ω) ∈ Rn} = πΩ(B). Thus, since U is compact and
b → h(ω, b) is u.s.c. on Ω \ N for a nullset N , we get Bω := {b ∈ U : (ω, b) ∈
B} = {b ∈ U : h(ω, b) = g(ω)} 6= ∅ for all ω ∈ Ω \ N , hence P(πΩ(B)) = 1.
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2 State dynamics and its properties
In this section we will consider the state dynamics in detail. The following
definition, theorem and lemma are found in [8].
Definition 2.1. We say that F : (Sp)n → Sp is functional Lipschitz if for any
X,Y ∈: (Sp)n we have that
(i)for any stopping time T we have, if XT− = Y T− then F (X)T− = F (Y )T−
(ii) there is a finite inceasing process Kt such that | F (X)t − F (Y )t |≤
Ktsups≤t‖X − Y ‖s
Theorem 2.1. Let F1, F2 be matrices with components that are functional Lip-
schitz operators. Then there is a unique function X(t, ω, x) on R+ × Ω × Rn
such that
(i)for each x, Xxt = X(t, ω, x) is a solution of
Xxt = x+
∫ t
0 F1(X
x)sds+
∫ t
0 F2(X
x)sdBs (∗)
(ii)for a.e. ω, the flow x→ X(·, ω, x) from Rn into Dn is continuous in the
topology of uniform convergence on compacts.
Lemma 2.1. Let p ∈ [1,∞) and x ∈ Rn, F be functional Lipschitz and
suptKt ≤ k a.s. Then the solution (∗) satisfy
E | sup
t
‖Xxt ‖ |
p≤ C‖x‖p (19)
We proceed by defining the dynamics for a given ν ∈ A by letting
dX
x,ν,0
t = x+ a(t, ω, {X
x,ν,0
s }s≤t)dt+ b(t, ω, {X
x,ν,0
s }s≤t)dBt 0 ≤ t ≤ T (20)
and recursively define
dX
x,ν,j
t = a(t, ω, {X
x,ν,j
s }s≤t)dt+ b(t, ω, {X
x,ν,j
s }s≤t)dBt τj < t ≤ T
Xx,ν,jτj = Γ(X
x,ν,j−1
τj
, ξj)
X
x,ν,j
t = X
x,ν,j−1
t 0 ≤ t < τj
(21)
To obtain our controlled state we put lim supXx,ν,j = Xx,ν.
In the upcoming theorem we establish some properties of the underlying
state given the above assumptions.
Theorem 2.2. Under the above assumptions on the coefficients our controlled
SFDE admits a unique solution for any ν ∈ A. Moreover, we have that
sup
ν
E[sup
t
∥∥Xx,νt ∥∥q] < C (22)
for any q ≥ 1 and
sup
s∈[tˆ,T ]
∥∥∥Xx,ν1◦(t,u)◦ν2s −Xx,ν1◦(tˆ,uˆ)◦ν2s
∥∥∥→ 0 (23)
a.s. when (t, u)→ (tˆ, uˆ) for any pair of controls ν1 ∈ Af and ν2 ∈ Akf .
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Proof. Xx,ν,j exists uniquely for each j by Theorem 2.1 and thus so does the
lim sup as τj → T .
For the second statement we note that Xx,ν,j = Xx,ν,j−1 on [0, τj) and
X
x,ν,j
t = Γ(X
x,ν,j−1
τj
, ξj)+
∫ t
τj
a(s, ω, {Xx,ν,jr }r≤s)ds+
∫ t
τj
b(s, ω, {Xx,ν,jr }r≤s)dBs,
(24)
on [τj , T ]. Using Assumption 1 (ii) repeatedly as well as picking C in the same
assumption to equal the norm of the starting state we get,
∥∥∥Xx,ν,jt
∥∥∥2 ≤
∥∥∥Xx,ν,jτj
∥∥∥2 + 2
∫ t
τj
Xx,ν,js dX
x,ν,j
s +
∫ t
τj
d[Xx,ν,j, Xx,ν,j]s
≤ C ∨
∥∥∥Xx,ν,j−1τj
∥∥∥2 + 2
∫ t
τj
Xx,ν,js dX
x,ν,j
s +
∫ t
τj
d[Xx,ν,j, Xx,ν,j]s
≤ C +
(
2
∑
i
∫ τi
τi−1
Xx,ν,is dX
x,ν,i
s +
∑
i
∫ τi
τi−1
d[Xx,ν,i, Xx,ν,i]s
)
2
∫ t
τj
Xx,ν,js dX
x,ν,j
s +
∫ t
τj
d[Xx,ν,j, Xx,ν,j]s
(25)
By raising this by a power of q2 for q ≥ 2, taking supremum followed by ex-
pectation and then using Burkholder-Davis-Gundy inequality as well as some
elementary estimates we get
E
[
sup
t∈[0,s]
∥∥∥Xx,ν,jt
∥∥∥q
]
≤ C +
∫ t
0
E
[
sup
r∈[0,s]
∥∥∥Xx,ν,jr
∥∥∥q
]
ds. (26)
The statement now follows from Grnvall’s inequality and then taking the limit
in j. To obtain the bound for q ∈ [1, 2) one simply applies Jensens inequality.
For the last statement, assume that t < tˆ and consider
E sup
tˆ≤s≤r
∥∥∥Xx,ν1◦(t,u)◦ν2s −Xx,ν1◦(tˆ,uˆ)◦ν2s
∥∥∥p
≤ C
[
E
∥∥∥Xx,ν1◦(t,u)◦ν2
tˆ
−X
x,ν1◦(tˆ,uˆ)◦ν2
tˆ
∥∥∥p
+ E
( ∫ r
tˆ
|| a(v, ω, {Xx,ν1◦(t,u)◦ν2z }z≤v)− a(v, ω, {X
x,ν1◦(tˆ,uˆ)◦ν2
z }z≤v) || dv
)p
+ E sup
tˆ≤s≤r
||
∫ s
tˆ
b(v, ω, {Xx,ν1◦(t,u)◦ν2z }z≤v)− b(v, ω, {X
x,ν1◦(tˆ,uˆ)◦ν2
z }z≤v)dBv ||
p
]
(27)
We start by estimating the first term, which could potentially be large due to
v2 containing times less then or equal to tˆ.
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E∥∥∥Xx,ν1◦(t,u)◦ν2
tˆ
−X
x,ν1◦(tˆ,uˆ)◦ν2
tˆ
∥∥∥p
≤ E
∥∥∥Γ(Xx,ν1◦(t,u)◦ν2,N1+N2−1τN2 , ξN2)− Γ(Xx,ν1◦(tˆ,uˆ)◦ν2,N1+N2−1tˆ , ξN2)
∥∥∥p
+ E
∥∥∥Xx,ν1◦(t,u)◦ν2,N1+l
tˆ
−Xx,ν1◦(t,u)◦ν2,N1+N2τN2
∥∥∥p
(28)
Using Lipschitz condition on Γ and repeating this we get,
E
∥∥∥Xx,ν1◦(t,u)◦ν2
tˆ
−X
x,ν1◦(tˆ,uˆ)◦ν2
tˆ
∥∥∥p
≤ E
∥∥∥Γ(Xx,ν1◦(t,u)◦ν2,N1−1t , u)− Γ(Xx,ν1◦(tˆ,uˆ)◦ν2,N1−1tˆ , uˆ)
∥∥∥p
+
N2−1∑
j=0
E
∥∥∥Xx,ν1◦(t,u)◦ν2,N1+jτj+1 −Xx,ν1◦(t,u)◦ν2,N1+jτj
∥∥∥p
(29)
Exploiting the flow property of the state we obtain
E
∥∥∥Xx,ν1◦(t,u)◦ν2
tˆ
−X
x,ν1◦(tˆ,uˆ)◦ν2
tˆ
∥∥∥p
≤ E
∥∥∥(Xx,ν1◦(t,u)◦ν2t −Xx,ν1◦(tˆ,uˆ)◦ν2tˆ , u− uˆ)
∥∥∥p
+
N2−1∑
j=0
E ||
∫ τj+1
τj
a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)dv
+
∫ τj+1
τj
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv ||
p
≤ E || (
∫ tˆ
t
a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)dv
+
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv, u− uˆ) ||
p
+
N2−1∑
j=0
CE
( ∫ tˆ
t
∥∥∥a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)
∥∥∥ dv
)p
+
N2−1∑
j=0
CE
∥∥∥∥∥
∫ τj+1
τj
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv
∥∥∥∥∥
p
(30)
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≤ E || (
∫ tˆ
t
a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)dv
+
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv, u− uˆ) ||
p
+ C
N2−1∑
j=0
E
(
(tˆ− t)p−1
∫ tˆ
t
∥∥∥a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)
∥∥∥p dv
)
+ C
N2−1∑
j=0
E sup
τj≤s≤τj+1
∥∥∥∥∥
∫ s
τj
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv
∥∥∥∥∥
p
(31)
Using Burkholder-Davis-Grundy and the assumptions on the coefficients we get,
≤ E
(
C(
∫ tˆ
t
a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)dv)
2+
C(
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv)
2 + (u− uˆ)2
) p
2
+ C
N2−1∑
j=0
(tˆ− t)pEC(sup
t
∥∥∥Xx,ν1◦(tˆ,uˆ)◦ν2t
∥∥∥p + 1)
+ C
N2−1∑
j=0
ECp
∥∥∥∥∥
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)
2dv
∥∥∥∥∥
p
2
≤ E
(
Cˆ(
∫ tˆ
t
a(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2z }z≤v)dv)
p
+ Cˆ(
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)dBv)
p
+ Cˆ(u− uˆ)p
)
+ C2
N2−1∑
j=0
(tˆ− t)pE(sup
t
∥∥∥Xx,ν1◦(tˆ,uˆ)◦ν2t
∥∥∥p + 1)
+ CCp
N2−1∑
j=0
E(tˆ− t)
p
2
−1
∫ tˆ
t
b(v, ω, {Xx,ν1◦(tˆ,uˆ)◦ν2}z≤v)
pdv
≤ C(CN2 − 1 + Cˆ)(tˆ− t)
p
E(sup
t
∥∥∥Xx,ν1◦(tˆ,uˆ)◦ν2t
∥∥∥p + 1)
+ C(CCpN2 − 1 + Cˆ)(tˆ− t)
p
2 E(sup
t
∥∥∥Xx,ν1◦(tˆ,uˆ)◦ν2t
∥∥∥p + 1) + Cˆ(u − uˆ)p
≤ A(tˆ− t)
p
2 +B(u − uˆ)
p
2 ≤ max {A,B}
∥∥∥(t− tˆ, u− uˆ)
∥∥∥
p
2
.
(32)
Where A and B are finite due to the previous statement. Moving on to the
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remaining terms we have,
+ E
( ∫ r
tˆ
|| a(v, ω, {Xx,ν1◦(t,u)◦ν2z }z≤v)− a(v, ω, {X
x,ν1◦(tˆ,uˆ)◦ν2
z }z≤v) || dv
)p
+ E sup
tˆ≤s≤r
||
∫ s
tˆ
b(v, ω, {Xx,ν1◦(t,u)◦ν2z }z≤v)− b(v, ω, {X
x,ν1◦(tˆ,uˆ)◦ν2
z }z≤v)dBv ||
p
≤ E
(
K2
∫ r
0
∥∥∥Xx,ν1◦(t,u)◦ν2v −Xx,ν1◦(tˆ,uˆ)◦ν2v
∥∥∥ dv
)p
+ CpE
∥∥∥∥
∫ r
tˆ
(b(v, ω, {Xx,ν1◦(t,u)◦ν2z }z≤v)− b(v, ω, {X
x,ν1◦(tˆ,uˆ)◦ν2
z }z≤v))
2dv
∥∥∥∥
p
2
≤ E · rp−1 ·K22
∫ r
0
∥∥∥Xx,ν1◦(t,u)◦ν2v −Xx,ν1◦(tˆ,uˆ)◦ν2v
∥∥∥p dv
+ Cp ·K4E
∫ r
0
∥∥∥Xx,ν1◦(t,u)◦ν2v −Xx,ν1◦(tˆ,uˆ)◦ν2v
∥∥∥p dv
≤ (rp−1 ·K22 + Cp ·K4)
∫ r
0
E sup
tˆ≤s≤v
∥∥∥Xx,ν1◦(t,u)◦ν2v −Xx,ν1◦(tˆ,uˆ)◦ν2v
∥∥∥p dv.
(33)
Which we justify by similar reasoning as above. Letting p = 4 + 2m, the latter
estimate allows us to use Grnwall’s lemma and the former give us the second
inequality
E sup
s≤r
∥∥∥Xx,ν1◦(t,u)◦ν2s −Xx,ν1◦(tˆ,uˆ)◦ν2s
∥∥∥4+2m
≤ E
∥∥∥Xx,ν1◦(t,u)◦ν2
tˆ
−X
x,ν1◦(tˆ,uˆ)◦ν2
tˆ
∥∥∥4+2m · eCT
≤ C
∥∥∥(t− tˆ, u− uˆ)
∥∥∥2+m .
(34)
Regarding X
x,ν1◦(t,u)◦ν2
s as a process indexed by Rm+1 with the Skorokod space
equipped the supremum norm as its state space puts us in position to use
Kolmogorov continuity theorem [8] from which (23) follows.
3 Verification theorem
In this section we present the main result of the paper which is the characterisa-
tion of an optimal control to Problem 1.1. Theorems of this kind are in general
known as verification theorems. Such theorems are usually based on a large set
of assumptions, often including the existence of a solution to a certain equation
and some additional hypotheses regarding existence of an optimal control.
In contrast to the general concept of a verification theorem, our theorem,
merely assumes the existence of solutions to a certain family of equations and
as a direct consequence we also obtain existence of an optimal control. We pay
a price however, this family also needs to be interrelated.
We will follow the approach taken in [3] which is roughly the following.
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By assuming existence of a verification family, which is a family of intercon-
ntected Snell envelopes, we will be able to recreate the performance functional
by using Theorem 1.1 iteratively. Due to Theorem 1.1(ii) this scheme will also
provide us with the optimal control.
To prove that such a family exists, we will, as in [3], define a sequence of
verification families and prove that the limit exhibits the required properties.
The reason for proving the verification theorem ahead of the existence is that
we will use a constrained version of it in order to prove the latter.
We start with the definition of a verification family.
Definition 3.1. We say that a family of continuous supermartingales {Y ν}ν∈Af
is a verification family if it satisfies:
(i)Y νs = ess sup
τ∈Ts
E[
∫ τ
s
f(t,Xνt )dt+ sup
u∈U
{Y ν◦(τ,u)τ − ℓ(X
ν
τ , u, τ)} | Fs]
(ii) sup
u∈U
{Y ν◦(s,u)s − ℓ(X
ν
s , u, s)} is a.s. continuous and adapted in s.
(iii)Y ν◦(τ,u)τ − ℓ(X
ν
τ , u, τ) is upper semi-continous in u for all τ
(35)
The following Lemma, from [3], simplifies the proof of the verification theo-
rem.
Lemma 3.1. The supremum in Problem 1.1 over A and Af coincide.
Proof. In the spirit of [3] we let (τi, ξi)i∈N ∈ A \ Af and consider the set
B = {ω; τi < T for all i}. Since (τi, ξi)i∈N ∈ A \Af , we have P(B) > 0. Hence,
J((τi, ξi)i∈N) ≤ E[
∫ T
0
sup
νˆ
f(s,X νˆs )ds]
− E
[
(
∑
i
ℓ(Xντi , ξi, τi))χB
+ (
∑
i
ℓ(Xντi, ξi, τi))χΩ\B
]
= −∞,
(36)
due to Theorem 2.2, Assumption 2 and ℓ ≥ c > 0.
We are now ready to state and prove our main result.
Theorem 3.1. Suppose there exits a verification family. Then it satisfies
Y0 = sup
u∈A
J(u), (37)
is unique and defines a solution to Problem 1.1 via the control
τ∗j := inf{s ≥ τ
∗
j−1 : Y
τ∗1 ,...,τ
∗
j−1
:ξ∗1 ,...,ξ
∗
j−1
s
= sup
u∈U
{Y
τ∗1 ,...,τ
∗
j−1,s:ξ
∗
1 ,...,ξ
∗
j−1,u
s − ℓ(X
τ∗1 ,...,τ
∗
j−1
:ξ∗1 ,...,ξ
∗
j−1
s , u, s))}} ∧ T
(38)
11
where ξ∗j is a measurable selection of
ξ∗j ∈ argmax
{u∈U}
{Y
τ∗1 ,...,τ
∗
i−1,τ
∗
j :ξ
∗
1 ,...,ξ
∗
j−1,u
τ∗
j
− ℓ(X
τ∗1 ,...,τ
∗
i−1:ξ
∗
1 ,...,ξ
∗
j−1
τ∗
j
, u, τ∗j ))} (39)
Proof. We start by noting that the recursion (i) also hold if we replace s by a
stopping time and that the supremum is attained. This follows from Definition
3.1 (i), Theorem 1.1(ii) and Corrollary 1.2. Hence we have,
Y νθ = E[
∫ τ∗
θ
f(t,Xνt )dt+ Y
ν◦(τ∗,ξ∗)
τ∗ − ℓ(X
ν
τ∗ , ξ
∗, τ∗) | Fθ] (40)
Since ν was arbitrary we have, starting at 0,
Y0 = E[
∫ τ∗1
0
f(t,Xt)dt+ Y
(τ∗1 ,ξ
∗
1)
τ∗
1
− ℓ(Xτ∗
1
, ξ∗1 , τ
∗
1 )] (41)
Moreover, for any j we have
Y
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
j ,ξ
∗
j )
τ∗
j
= E[
∫ τ∗j+1
τ∗
j
f(t,X
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
j ,ξ
∗
j )
t )dt+ Y
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
j+1,ξ
∗
j+1)
τ∗
j+1
− ℓ(X
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
j ,ξ
∗
j )
τ∗
j+1
, ξ∗j+1, τ
∗
j+1) | Fτ∗j ]
(42)
Hence simply by inserting the latter into the former we obtain,
Y0 =E[
∫ τ∗N
0
f(t,X
(τ∗1 ,ξ
∗
1)◦...◦(τ
∗
N−1,ξ
∗
N−1)
t )dt−
N−1∑
i=1
ℓ(X
(τ∗1 ,ξ
∗
1)◦...◦(τ
∗
i ,ξ
∗
i )
τ∗
i
, ξ∗i , τ
∗
i )
+ Y
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
N ,ξ
∗
N )
τ∗
N
− ℓ(X
(τ∗1 ,ξ
∗
1 )◦...◦(τ
∗
N−1,ξ
∗
N−1)
τ∗
N
, ξ∗N , τ
∗
N )]
(43)
for τ∗i and ξ
∗
i defined as above due to {τ
∗
i+1 < T } ⊂ {τ
∗
i < T }. Furthermore this
strategy must be finite, or else, we contradict Y ∈ Sp using the same argument
as in Lemma 3.1. Thus by taking the limit we obtain Y0 = J(ν
∗).
To complete the proof is remains to show that this strategy dominates any
other ν ∈ Af . This is seen by repeating the above argument taking into account
the optimality characterisation in Theorem 1.1(ii).
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4 Existence of verification family
In this section we consider the existence of the verification family from Section
3. Hence, the main task is to prove the following theorem,
Theorem 4.1. There exists a family of continuous supermartingales satisfying
(i)Y νs = ess sup
τ∈Ts
E[
∫ τ
s
f(t,Xνt )dt+ supu∈U{Y
ν◦(τ,u)
τ − ℓ(X
ν
τ , u, τ)}χ{τ<T} | Fs]
(ii) sup
u∈U
{Y ν◦(s,u)s − ℓ(X
ν
s , u, s)} is a.s continuous and adapted in s.
(iii)Y ν◦(τ,u)τ − ℓ(X
ν
τ , u, τ) is upper semi-continous in u for all τ
(44)
To prove this theorem we will use an approximating scheme similar to [3]
where we allow the system to be intervened on k times given some finite history
of interventions ν, thus we consider the following inductively defined families,
{Y ν,0s }ν∈Af = {E[
∫ T
s
f(t,Xνt )dt | Fs]}ν∈Af (45)
{Y ν,ks }ν∈Af = {ess sup
τ∈Ts
E[
∫ τ
s
f(t,Xνt )dt+ sup
u∈U
{Y ν◦(τ,u),k−1τ
− ℓ(Xντ , u, τ)}χ{τ<T} | Fs]}ν∈Af
(46)
In order to show that the limit of these families exists and has the required
properties of a verification family we state and prove a few lemmas.
Lemma 4.1. If f(ω, u, t) : Ω×U ×R→ R is a.s continuous in (u, t) and U is
compact then supuf(ω, u, t) is a.s continuous in t.
Proof. We note that a maximiser u∗t is attained for each t. This is due to
f(ω, u, t) being continuous in u for fixed t and U being compact. It is not
immediately clear, however, that the procedure of taking those u∗t produces a
continuous process in t. For that to be the case we need the following to hold,
lim
t→s
f(ω, u∗t , t) = f(ω, u
∗
s, s), (47)
for all s, P-a.s. In order to establish (47), we suppose for a contradiction
that
lim sup
t→s
f(ω, u∗t , t) = A > f(ω, u
∗
s, s), (48)
this means that there is a monotonic sequence f(ω, u∗ti, ti) converging to A.
Since U is bounded there will be a subsequence u∗tij
that converges to a u˜ ∈ U
and as f(ω, u, t) is jointly continuous we end up with,
lim
j→∞
f(ω, u∗tij , tij ) = f(ω, u˜, s) > f(ω, u
∗
s, s), (49)
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contradicting the maximum attained at s. Similar reasoning applies to the
lim inf.
Next consider the case when lim supt→s f(ω, u
∗
t , t) = A < f(ω, u
∗
s, s). As
above we have a subsequence limj→∞ f(ω, u
∗
tij
, tij ) = f(ω, u˜, s). If u˜ = u
∗
s we
clearly get a contradiction and if u˜ 6= u∗s we get
f(ω, u∗s, s) ≤ f(ω, u˜, s) = lim
j→∞
f(ω, u∗tij , tij ) < f(ω, u
∗
s, s), (50)
since f(ω, u∗s, tij ) ≤ f(ω, u
∗
tij
, tij ), also a contradiction. We handle the lim inf
with an identical argument, hence
lim
t→s
f(ω, u∗t , t) = f(ω, u
∗
s, s) (51)
must hold.
Lemma 4.2. Y
ν◦(t,u),k
t is a.s. continuous as a function of (t, u) for any n.
Proof. We start by proving the following representation
Y
ν◦(t,u),k
t
= E[
∫ τ∗
t
f(s,Xν◦(t,u)s )ds+ (Y
ν◦(t,u)◦(τ∗,ξ∗),n−1
τ∗ − ℓ(X
ν
τ∗ , ξ
∗, τ∗))χ{τ∗<T} | Ft]
= E[
∫ T
t
f(s,X
ν◦(t,u)◦©nj=0(τ
∗
j ,ξ
∗
j )
s )ds
−
n∑
i=0
ℓ(X
ν◦(t,u)◦©nj=0(τ
∗
j ,ξ
∗
j )
τ∗
i
, ξ∗i , τ
∗
i )χ{τ∗<T} | Ft].
(52)
This is essentially the algorithm from the verification theorem, the situation
differs due to the restricted number of interventions allowed in each step.
To obtain the first equality we need what is inside of the Snell envelope to
be continuous in time, adapted and of class [D].
For the second we need the same to be true for all m ≤ k − 1 and to use
(46). We restrict our attention to the term
sup
u∈U
{Y
ν◦(t,u),m
t − ℓ(X
ν
t , u, t)}. (53)
since the Stiltjes integral has all the mention properties.
We start with continuity, which is proved by induction on the whole family
over ν.
Suppose it is true for m and all m
′
≤ m. This means that we have (52) for
m+ 1. Moreover given ν˜ = (τ˜j ∨ t, ξ˜j) ∈ A
m+1
f we set,
Y
ν◦(t,u)◦ν˜
t = E[
∫ T
t
f(s,X
ν◦(t,u)◦©m+1
j=0
(τ˜j∨t,ξ˜j)
s )ds
−
m+1∑
i=0
ℓ(X
ν◦(t,u)◦©m+1
j=0
(τ˜j∨t,ξ˜j)
τ˜i
, ξ˜i, τ˜i ∨ t) | Ft],
(54)
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which implies,
| Y
ν◦(t,u),m+1
t − Y
ν◦(tˆ,uˆ),m+1
tˆ
|≤ supν˜∈Am+1
f
| Y
ν◦(t,u),ν˜
t − Y
ν◦(tˆ,uˆ),ν˜
tˆ
| (55)
Hence,
| Y
ν◦(t,u),m+1
t − Y
ν◦(tˆ,uˆ),m+1
tˆ
|
≤ sup
ν˜∈Am+1
f
| Y
ν◦(t,u),ν˜
t − Y
ν◦(tˆ,uˆ),ν˜
tˆ
|
= sup
ν˜∈Am+1
f
| E[
∫ T
t
f(s,Xν◦(t,u)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(t,u)◦ν˜
τ˜i∨t
, ξ˜i, τ˜i ∨ t) | Ft]
− E[
∫ T
tˆ
f(s,Xν◦(tˆ,uˆ)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(tˆ,uˆ)◦ν˜
τ˜i∨tˆ
, ξ˜i, τ˜i ∨ tˆ) | Ftˆ] |
≤ sup
ν˜∈Am+1
f
| E[
∫ T
t
f(s,Xν◦(t,u)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(t,u)◦ν˜
τ˜i∨t
, ξ˜i, τ˜i ∨ t) | Ft]
− E[
∫ T
t
f(s,Xν◦(t,u)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(t,u)◦ν˜
τ˜i∨t
, ξ˜i, τ˜i ∨ t) | Ftˆ]
+ E[
∫ T
t
f(s,Xν◦(t,u)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(t,u)◦ν˜
τ˜i∨t
, ξ˜i, τ˜i ∨ t) | Ftˆ]
− E[
∫ T
tˆ
f(s,Xν◦(tˆ,uˆ)◦ν˜s )ds−
m+1∑
i=0
ℓ(X
ν◦(tˆ,uˆ)◦ν˜
τ˜i∨tˆ
, ξ˜i, τ˜i ∨ tˆ) | Ftˆ] |
(56)
where the first two terms converge to zero due to Martingale convergence and
the second due to Theorem 2.2 as well as the assumptions on f and ℓ. This in
turn means we have a.s continuity of Y
ν◦(t,u),m+1
t which by Lemma 4.1 gives
continuity of
sup
u∈U
{Y
ν◦(t,u),m+1
t − ℓ(X
ν
t , u, t)}. (57)
Finally, it also holds for m = 0 by (56).
Turning to adaptedness we use Corollary 1.2. We see that we have joint
measureability of Y
ν◦(t,u),m
t (ω) for a given t by looking at (52). This follows
since the conditional is Ft-measurable and we have continuity in u for any
version of the conditional.
Thus there is a u∗t (ω) which is Ft-measurable for which the supremum is
attained. This gives us
sup
u∈U
{Y
ν◦(t,u),m+1
t − ℓ(X
ν
t , u, t)} = Y
ν◦(t,u∗t (ω)),m+1
t − ℓ(X
ν
t , u
∗
t (ω), t), (58)
which is Ft-measurable.
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To establish that what we take the Snell envelope of is of class [D] we proceed
as follows. Observe that Y
ν◦(t,uˆ),0
t ≤ Y
ν◦(t,uˆ),1
t since the latter equals the former
with τ = T .
Suppose now that,
Y
ν◦(t,uˆ),k
t ≤ Y
ν◦(t,uˆ),k+1
t (59)
holds for some k. Since,
Y
ν◦(t,uˆ),k+2
t
= ess sup
τ∈Tt
E[
∫ τ
t
f(s,Xν◦(t,uˆ)s )ds
+ sup
u∈U
{Y ν◦(t,uˆ)◦(τ,u),k+1τ − ℓ(X
ν
τ , u, τ)}χ{τ<T} | Ft]
≥ ess sup
τ∈Tt
E[
∫ τ
t
f(s,Xν◦(t,uˆ)s )ds
+ sup
u∈U
{Y ν◦(t,uˆ)◦(τ,u),kτ − ℓ(X
ν
τ , u, τ)}χ{τ<T} | Ft]
= Y
ν◦(t,uˆ),k+1
t
(60)
we obtain monotonicity in k. Next since ℓ > c > 0 we have,
Y
ν◦(t,uˆ),k−1
t
= ess sup
τ∈Tt
E[
∫ τ
t
f(s,Xν◦(t,uˆ)s )ds+ sup
u∈U
{Y ν◦(t,uˆ)◦(τ,u) − ℓ(Xντ , u, τ)} | Ft]
≤ E[
∫ T
t
sup
νˆ
f(s,X νˆs )ds | Ft].
(61)
We obtain the bound for Spc for all m < k using the growth assumptions on f
and Theorem 2.2. We can therefore conclude that they are of of class [D].
With this at hand we have representation (52) which by (56) implies conti-
nuity of Y
ν◦(t,u),k
t by the same reasoning.
Lemma 4.3. Each member of {Y ν,ks }ν∈Af belong to S
p
c for all k
Proof. We proceed by induction. For k = 0 the first term is a closed martingale,
which in a Brownian filtration has an a.s continuous version. The second term
is a Stiljtjes integral which is also continuous, thus the statement is true for
k = 0.
Now suppose the statement is true for some k and for the whole family i.e
that
Y ν,ks = ess sup
τ∈Ts
E[
∫ τ
s
f(t,Xνt )dt+ sup
u∈U
{Y ν◦(τ,u),k−1τ − ℓ(X
ν
τ , u, τ)} | Fs] (62)
exists and has a continuous version for any ν.
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As Y ν,k+1s is the Snell envelope of the process
(
∫ t
s
f(t,Xνt )dt+ sup
u∈U
{Y
ν◦(t,u),k
t − ℓ(X
ν
t , u, t))}χ{τ<T})t≥0 (63)
we will establish that the latter is of class [D], continuous and adapted in order
to use Theorem 1.1 (iii) to conclude that Y ν,n+1s indeed exist and is sufficiently
regular.
The first term is obviously continuous and adapted. Moving on to the second
term, i.e. supu∈U{Y
ν◦(t,u),k
t − ℓ(X
ν
t , u, t)} we apply Lemma 4.2 and Lemma 4.1
to obtain continuity, to get adaptedness we argue exactly as in the previous
lemma.
That Y ν,kt satisfy the bound for S
p
c and thus also belong to class [D] follows
by the same reasoning as at the end of the proof of Lemma 4.2.
Recalling that
Y
ν,k
t ≤ Y
ν,k+1
t (64)
and notice that
Y
ν,k
t = ess sup
τ∈Tt
E[
∫ τ
t
f(s,Xνs )ds+ sup
u∈U
{Y ν◦(τ,u) − ℓ(Xντ , u, τ)}χ{τ<T} | Ft]
≤ E[
∫ T
t
sup
νˆ
f(s,X νˆs )ds | Ft] <∞
(65)
due to growth conditions on f as well as Theorem 2.2, we define Y˜ νt = limn Y
ν,k
t
for each t. In the next Lemma we establish that this convergence is uniform
when considered on the function Y
ν◦(t,u),k
t − ℓ(X
ν
t , u, t) of (t, u).
Lemma 4.4. Y
ν◦(t,u),k
t − ℓ(X
ν
t , u, t) converges uniformly as a function of (t, u)
for a.e. ω.
Proof. We start by observing that
sup
(t,u)∈[0,T ]×U
| Y
ν◦(t,u),k
t + E[
k∑
i=0
ℓ(Xντ∗
i
, u∗, τ∗i ) | Ft] |
= sup
(t,u)∈[0,T ]×U
E[
∫ T
t
| f(s,X
ν◦(t,u)◦©kj=0(τ
∗
j ,u
∗
j )
s ) | ds | Ft]
≤ C · sup
(t,u)∈[0,T ]×U
E[
∫ T
t
sup
s∈[0,T ]
C+ | X
ν◦(t,u)◦©kj=0(τ
∗
j ,u
∗
j )
s |
2 ds | Ft]
≤ C · sup
(t,u)∈[0,T ]×U
E[T · sup
s∈[0,T ]
| C +X
ν◦(t,u)◦©kj=0(τ
∗
j ,u
∗
j )
s |
2| Ft]
(66)
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Moreover, since
E sup
(t,u)∈[0,T ]×U
| Y
ν◦(t,u),k
t + E[
k∑
i=0
ℓ(Xντ∗
i
, u∗, τ∗i ) | Ft] |
≤ CE sup
t∈[0,T ]
sup
u∈U
sup
r∈[t,T ]
E[T · sup
s∈[0,T ]
| C +X
ν◦(r,u)◦©kj=0(τ
∗
j ,u
∗
j )
s |
2| Ft]
≤ C · T · EE[ sup
s∈[0,T ]
sup
νˆ∈A
| C +X
ν◦νˆ◦©kj=0(τ
∗
j ,u
∗
j )
s |
2| FT ]
= C · E sup
s∈[0,T ]
sup
νˆ∈A
| C +X
ν◦νˆ◦©kj=0(τ
∗
j ,u
∗
j )
s |
2< C,
(67)
by Doobs inequality and a similar reasoning as in Theorem 2.2, we conclude
that
sup
(t,u)∈[0,T ]
| Y
ν◦(t,u),k
t + E[
k∑
i=0
ℓ(Xντ∗
i
, u∗, τ∗i ) · χ{τ∗i <T} | Ft] |< K(ω). (68)
for some P-a.s. finite FT -measurable random variable K(ω). Hence for any
ω ∈ Ω \ N for some nullset N we have
E[
k∑
i=0
ℓ(Xντ∗
i
, u∗, τ∗i ) · χ{τ∗i <T} | Ft] ≤ K(ω)− Y
ν◦(t,u),k
t
⇐⇒
c · k
′
· E[χ{τ
k
′<T} | Ft] ≤ K(ω)− Y
ν◦(t,u),k
t
⇐⇒
| E[χ{τ
k
′<T} | Ft] |≤
K(ω)− Y
ν◦(t,u),0
t
c · k′
≤
2K(ω)
c · k′
(69)
Next for k
′
≤ kˆ we define
Y
ν◦(t,u),kˆ,k
′
t
:= E[
∫ T
t
f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j∧k
′ ,u
∗
j∧k
′ )
s )ds
−
kˆ∑
i=0
ℓ(X
ν◦(t,u)◦©kˆj=0(τ
∗
j ,u
∗
j )
τ∗
i
, u∗i , τ
∗
i ) | Ft]
≤ Y
ν◦(t,u),k
′
t ≤ Y
ν◦(t,u),kˆ
t .
(70)
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Since the truncation only change the control when τk′+1 < T we get
sup
(t,u)∈[0,T ]
| Y
ν◦(t,u),kˆ
t − ℓ(X
ν
t , u, t)− Y
ν◦(t,u),k
′
t + ℓ(X
ν
t , u, t) |
≤ sup
(t,u)∈[0,T ]
| Y
ν◦(t,u),kˆ
t − Y
ν◦(t,u),kˆ,k
′
t |
≤ sup
(t,u)∈[0,T ]
| E[χ{τ
k
′
+1
<T}(
∫ T
t
f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j ,u
∗
j )
s )ds
−
kˆ∑
i=0
ℓ(X
ν◦(t,u)◦©kˆj=0(τ
∗
j ,u
∗
j )
τ∗
i
, u∗i , τ
∗
i )−
∫ T
t
f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j∧k
′ ,u
∗
j∧k
′ )
s )ds
+
kˆ∑
i=0
ℓ(X
ν◦(t,u)◦©kˆj=0(τ
∗
j∧k
′ ,u
∗
j∧k
′ )
, u∗i , τ
∗
i )) | Ft] |
≤ sup
(t,u)∈[0,T ]
| E[χ{τ
k
′
+1
<T}(
∫ T
t
f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j ,u
∗
j )
s )ds
−
∫ T
t
f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j∧k
′ ,u
∗
j∧k
′ )
s )ds | Ft] |
≤ sup
(t,u)∈[0,T ]
E[χ{τ
k
′
+1
<T} | Ft]
1
q ·
E[
∫ T
t
| f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j ,u
∗
j )
s )− f(s,X
ν◦(t,u)◦©kˆj=0(τ
∗
j∧k
′ ,u
∗
j∧k
′ )
s ) |
p ds | Ft]
1
p
≤
C(ω)
(k′)
1
q
(71)
by applying Hlder inequality and (69). Taking the limit in k
′
yields that the
sequence is a.s. uniformly Cauchy which in turn gives the needed convergence.
We are now in position to establish that the family is indeed a verification
family.
Proof of Theorem 4.1. Recall once more that
Y
ν,k
t ≤ Y
ν,k+1
t (72)
In order to apply Theorem 1.1 (iii) to obtain continuity and (i) for its pointwise
limit, we need to establish that what is inside the Snell envelope is of class [D]
and that supu∈U{Y˜
ν◦(s,u)
s − ℓ(X,u, s)} is a.s. continuous and adapted, which is
(ii). Starting with the latter we have, for any s,
lim
k
sup
u∈U
{Y ν◦(s,u),ks − ℓ(X
ν, u, s)} = sup
u∈U
{Y˜ ν◦(s,u)s − ℓ(X
ν, u, s)} (73)
due to Lemma 4.4.
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Adaptedness follows since the above is a limit of processes that are adapted
by Lemma 4.2 and continuity follows by using Lemma 4.4 again as well as
Lemma 4.1.
That Y˜ νt and what we take the Snell envelope of satisfy the bound for S
p
c
follows, again, by the same reasoning as at the end of the proof of Lemma 4.2.
And thus the latter also belong to class [D].
We conclude that (ii) holds and as a consequence we obtain (i) and continuity.
The last property is obtained by the fact that upper semi-continuity is pre-
served under uniform convergence.
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