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Let G be a connected algebraic reductive group over an algebraic closure of a prime field Fp, defined
over Fq thanks to a Frobenius F . Let ℓ be a prime different from p. Let B be an ℓ-block of the group of
rational points GF . Under mild restrictions on ℓ, we show the existence of an algebraic reductive group H
defined over Fq via a Frobenius F , and of a unipotent ℓ-block b of H
F such that :
the respective defect groups of b and B are isomorphic, the associated Brauer categories are isomorphic
and there is a height preserving one-to-one map from the set of irreducible representations of b onto the set
of irreducible representations of B.
TOWARDS A JORDAN DECOMPOSITION OF BLOCKS OF FINITE REDUCTIVE GROUPS
MICHEL E. ENGUEHARD
Foreword. In 2008 was published by Michel Enguehard in Journal of Algebra [0] ”Vers une
de´composition de Jordan des blocs des groupes re´ductifs finis”. So I really have to say some words
on that [0]-paper and the present text, name it [∞]-paper. Several years after the publication
of [0] I received, as the presumed author, several quite judiciouses questions on some results and
proofs contained in it. I discovered in [0] inaccuracies, incomplete proofs, not to say more. To
save my homonymous collegue reputation I decided to rewrite [0] in english, I hoped that bad
english would be saved by better mathematics. In a sense this is a joint work from M. Enguehard
and M. E. Enguehard.
Je continue en franc¸ais, pour eˆtre mieux compris de l’auteur de [0) tout en espe´rant ne pas
eˆtre lu par mes autres lecteurs, s’il y en a. Je l’imagine alternativement de´sinvolte et besogneux
et l’ai maudit a` la fois de sa le´ge´rete´ et de son acharnement. J’ai craint de sombrer dans les
meˆme travers, ou dans la schizophre´nie mathe´matique. Mais, qui sait? il se peut que toutes ces
Propositions soient exactes.
Dedicated to Edmond Lavergne who gave me my middle name
ABSTRACT (that is English summary in [0]). Let G be a reductive algebraic group over
an algebraic closure of a prime field Fp, defined over Fq, with Frobenius endomorphism F .
Let GF be the subgroup of rational points. The center ofG is not assumed to be connected.
Let ℓ be a prime number, different from p. If (G∗, F ) is in duality with (G,F ), then, by
a theorem of M. Broue´ and J. Michel [9], for any ℓ-block — further “block” means
“ℓ-block” — B of GF there exists a unique (G∗)F -conjugacy class (s) of ℓ’-semi-simple
elements such that at least one irreducible representation of B belongs to the rational
Lusztig’s series E(GF , s) associated ([18], [22]) to the GF -conjugacy class (s). If s = 1,
B is said to be unipotent. If G is not connected, with identity component G◦, define the
“unipotent ℓ-blocks of GF ” as the ℓ-blocks that cover some unipotent ℓ-block of (G◦)F .
From (G,F ) and (s), we construct a reductive algebraic group (G(s), F ) defined over Fq
and, assuming ℓ good for G and some other slight restrictions on ℓ, see our Theorem 1.4,
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a one-to-one map from the set of unipotent ℓ-blocks of G(s)F onto the set of ℓ-blocks of
GF with associated class (s) such that
if B corresponds to b, then there is a height preserving one-to-one map from the set
of irreducible representations Irr(b) onto the set Irr(B), the respective defect groups of b
and B are isomorphic, the associated Brauer categories are isomorphic.
Introduction
Let (G,Fq, F,G
∗, ℓ) as in the abstract above, and s be a semi-simple element of G∗F (the notation G∗F
has to be understood as (G∗)F ). When the center of G is connected, more generally when the centralizer
CG∗(s) is connected, there is a so called Jordan decomposition of irreducible representations which is defined
by a one-to-one map between Lusztig series
ΨG,s: E(CG∗(s)
F , 1)→ E(GF , s)
with strong properties [26], see here section 1.3. A Jordan decomposition of blocks would associate to any
block B of GF a unipotent block b of a related “finite reductive group”, with strong similarities between B
and b.
Let s be an ℓ′-semi-simple element in G∗F such that B acts trivially on some element of E(GF , s). By
a theorem of Broue´ and Michel [9] the G∗F -conjugacy class of s is well defined, B will be said in series (s).
Assume that CG∗(s) is a Levi subgroup of G
∗ and let L be a Levi subgroup of G in the dual GF -
conjugacy class of the G∗F -conjugacy class of CG∗(s). Then ΨG,s above may be defined from the Lusztig
functor RGL and there is a “perfect isometry” (see [8], [9],) between a unipotent block of L
F and a block B
of GF with Irr(B) = ΨG,s(Irr(b)) : that is our Jordan decomposition.
A deeper result of Bonnafe´ and Rouquier (see [5] or [16], chapters 10, 11) say that if CG∗(s) is contained
in an F -stable Levi subgroup L∗ of G∗ with dual L in G, then RGL induces a Morita equivalence between the
sum of the blocks of L in series (s) and the sum of the blocks of GF in series (s). If furthermore L∗ = CG∗(s)
there is a Morita equivalence between unipotent blocks of LF and blocks of GF associated to (s). One may
hope a similar result when the connected component C◦G∗(s) of CG∗(s) is a Levi subgroup of G
∗.
In the more general case, C◦G∗(s) being a Levi subgroup of G
∗ or not, one may construct a reductive
group G(s) defined over Fq, in duality with CG∗(s) — thus G(s) is connected only if CG∗(s) is connected.
Then, as said in the abstract above, there is a good one-to-one map between the set of unipotent blocks of
G(s)F and the set of blocks of GF in series (s). Some restrictions on ℓ and on the type of G are required by
our proof (Assumption 2.1.2 in Theorem 1.4). Thanks to the classification of blocks given in [15] by Cabanes
and Enguehard the proof is of combinatorial type. Several of the properties we need for the final proof are
proved inductively, reducing to minimal cases.
In Part 1 we first precise our notations on finite and algebraic groups, and morphisms. In section 1.2
are proved elementary properties of the centralizers in G of finite ℓ-subgroups. In section 1.3 we collect
properties of the Jordan decomposition of irreducible representations of GF , due to Lusztig [26], [27]. Our
main Theorem is Theorem 1.4. In section 1.5 we present Jordan decomposition for 2-blocks of groups of
classical type in odd characteristic, a case excluded in 1.4 and sections 2 to 4.
In Part 2 we mix the main results of Cabanes and Enguehard [13—15], where blocks are classified by so-
called “cuspidal data”, see section 2.1, with Generalized Harish-Chandra theory for unipotent representations
from Broue´-Malle-Michel [10] and Jordan decomposition. We obtain a convenient description of the set Irr(B)
and a form of Generalized Harish-Chandra theory for representations in E(GF , s) when CG∗(s) is connected
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(2.2.1, Propositions 2.2.4, 2.3.6). In section 2.4 we study Clifford theory between blocks in a so-called
regular embedding G→ H defined over Fq, and obtain combinatorial results on blocks in relation with the
non-connexity quotient of CG∗(s), Proposition 2.4.4.
In Part 3, sections 3.1, 3.2, 3.3, the group G(s), in duality with CG∗(s) is defined by a root datum. We
prove the required properties to compute combinatorial parameters in Clifford theory for unipotent blocks
between G(s)F and G(s)◦ F , where G(s)◦ is the connected component of 1 in G(s). These properties are
“Non-multiplicity conditions” (Proposition 3.1.1, (B), Proposition 3.1.2, (C)) and relations between defect
groups and the quotient G(s)F /G(s)◦F (Proposition 3.1.2, (A)-(B)). Using results of section 2.4, we obtain
a one-to-one map sending a unipotent block b of G(s)F to a block B in series (s) of GF , with a height
preserving one-to-one map Irr(b)→ Irr(B), see Propositions 3.4.1, 3.4.2.
The part 4 is devoted to Brauer’s categories of the corresponding blocks b and B. One may identify
a defect group D of B with a defect group of b (Proposition 4.1.2). Then for any subgroup X of D, if
(X, bX) and (X,BX) are Brauer subpairs of respectively (1, b) in G(s)
F and (1, B) in GF , the quotients
NG(s)F (X, bX)/CG(s)F (X) and NGF (X,BX)/CGF (X) are isomorphic (Proposition 4.2.4).
In the Appendix, section 5.1, are collected results on Clifford theory for blocks. Section 5.2 is devoted
to some useful remark on unipotent Generalized Harish-Chandra series, as computed in [10] (Broue´-Malle-
Michel). In section 5.3, assuming Mackey decomposition formula, we deduce for classical types with con-
nected center a commutation formula between Jordan decomposition and Lusztig functor in any series from
the similar one for unipotents. In section 5.4 we show that the description of Irr(GF ) for GF = SL(±q) by
Bonnafe´ [3] and Cabanes [12] imply the existence of Generalized d-Harish-Chandra series.
1. Backgrounds. A theorem
1.1. Notations and terminology
1.1.1. Finite groups
The cardinality of a finite setX , or the order of a groupX , is denoted by |X |. The unit for multiplication
in groups is denoted by 1 and if X is a group such that |X | = 1, we may write X = 1. Group actions on sets
or modules are on the left and conjugacy may be denoted exponentially : xy = xyx−1. The commutator of
elements x, y of a group is [x, y] = xyy−1 and, for subsets X,Y of a group , 〈X〉 is the subgroup generated
by X and [X,Y ] is the subgroup generated by the set of commutators [x, y] for (x, y) ∈ X × Y .
If X is a subset of a group acting on a set E, EX is the subset of fixed points. If y ∈ E or y ⊆ E, and X
is a group acting on E, Xy is the stabilizer of y in X : Xy = {g ∈ X | g.y = y}, with traditional exceptions
if action is induced by conjugacy inside a group X : if Y, Y ′ ⊆ X , CX(Y ) = ∩y∈YXy is the centralizer of
Y in X , CY ′(Y ) = Y
′ ∩ CX(Y ), Z(X) = CX(X) is the center of X , NX(Y ) = {x ∈ X |
xY = Y } is the
normalizer of Y in X . We may mix the two notations and write NX(Y, λ) for NX(Y )λ.
If π is a set of primes, π′ is its complementary in the set of all primes, any integer n is a product
n = nπnπ′ where any prime divisor of nπ (resp. nπ′) belongs to π (resp. π
′). Let X be a finite group, X is
said a π-group if |X | = |X |π, an element g of a group is said a π-element if there is an integer n such that
gn = 1 and n = nπ; any g ∈ X is a product g = gπgπ′ = gπ′gπ where gπ (resp. gπ′) is a π-element (resp.
π′–element). We denote Xπ the set of π-elements of X , hence X is a π-group if and only if X = Xπ.
Let X be a finite group. If O is a commutative ring, OX is the group algebra of X on O. We denote
by Irr(X) the set of irreducible characters of X , i. e. the trace maps defined by simple CX-modules. When
X is abelian the tensor product defines a product in Irr(X), the group so obtained is denoted X∧. Any
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irreducible character of X is a central function on X and Irr(X) is a basis of the space CF(X,C) of all
central functions on X . If one consider a field K of characteristic zero and containing a |X |th root of unity,
one recover a set IrrK(X) which is in bijection with Irr(X) (once a bijection between |X |th-roots of unity is
given) and is a basis of CF(X,K). So we omit the subscript K in that case. This applies to the field K of
any “ℓ-modular splitting system” (see [28], §3.6) (O,K, k) of X . Such a triple allows to introduce ℓ-blocks
inside OX —as well in kX—, called blocks of X , and blocks idempotents, i.e. primitive idempotents in
the center of OX , see [28], §1.8. By extension from O to K one obtains a partition
Irr(X) = ∪BIrr(B)
where B ranges over the set of blocks of X . Define, for ξ ∈ Irr(X), the block BX(ξ) by
ξ ∈ Irr(BX(ξ)) .
On the space CF(X,K) is defined the usual scalar product
〈φ, ψ〉X = |X |
−1
∑
g∈X
φ(g)ψ(g−1)
and, if φ, ψ ∈ Irr(X), then 〈φ, ψ〉X = δφ,ψ. The associated norm is denoted ||?||, i.e. ||φ||2 = 〈φ, φ〉X for
f ∈ CF(X,K).
Given a morphism σ:Y → X (or simply an inclusion of groups Y ⊆ X), the restriction from X to Y ,
applied to representations or to central functions, is denoted Resσ (or Res
X
Y ). Induction from a subgroup
Y to a group X is denoted IndXY . If Y is a normal subgroup of X and η ∈ Irr(Y ) one defines
Irr(X | η) = {χ ∈ Irr(X) | 〈ResXY χ, η〉Y 6= 0} .
Then we say that χ covers η. Similarly a block b of X covers a block c of y if there exist η ∈ Irr(c) and
χ ∈ Irr(b) such that χ covers η [28], 5.1.
The notation “tensor product” of representations or of central functions is used to produce representa-
tions or central functions on a central product, as well with one fixed group : if χ ∈ Irr(X) and ξ ∈ Irr(Y ),
and Z injects in the centers of X and Y , if furthermore χ/χ(1) and ξ/ξ(1) are equal on Z, χ ⊗ ξ may be
considered as an element of Irr(X ×Z Y ). But when X = Y and χ/χ(1) and ξ/ξ(1) are conjugate complexes
on Z, χ⊗ ξ may be considered as an element of Irr(X/Z) by restriction of the preceding one to the diagonal
subgroup. We hope the good interpretation is given by the context.
1.1.2. Algebraic groups
All along G is an algebraic group. The connected component of 1 is denoted G◦, but we prefer
1.1.2.0. Notations. C◦G(g) is CG(g)
◦, Z◦(G) is Z(G)◦, G◦F is (G◦)F , G∗F is (G∗)F .
Let p be a prime number, different from ℓ. We consider first connected reductive groups G on an
algebraic closure F of a prime field Fp, that are defined over a finite field Fq (q a power of p) thanks to an
endomorphism F :G→ G.
If T is a maximal torus in G, then is defined a root datum
D(G, T ) := (X(T ), Y (T ),Φ,Φ∨)
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(group of characters of T , group of one parameter subgroups of T , set of roots in R⊗ZX(T ), set of coroots)
and that root datum defines G up to interior isomorphisms induced by T . To emphasize the choice of T
or/and to recall the algebraic group G, we may write ΦG(T ) instead of Φ. The types of connected Dynkin
diagrams of root system, or types of irreducible algebraic groups are denoted as usually An, Bn,. . . , E8.
Assuming that T is F -stable, F acts on each of the 4 objects of the root datum, hence acts on the set of
connected components of the Dynkin diagram of the root system Φ. To every orbit of F there corresponds
an F -stable component of [G,G], minimal as F -stable component, with a so-called rational type (X, qm),
defined by one of the above types, twisted or not (so 2An,
2Dn,
3D4,
2E6 appear) and an extension Fqm
of Fq. G is said rationally irreducible if [G,G] has only one such component. In reference to “Ennola’s
conjecture” we write (An,−qm) instead of (2An, qm).
A dual root datum of D(G, T ) is isomorphic to (Y (T ), X(T ),Φ∨,Φ). The pair (Y (T ), X(T )) defines
a so-called dual torus T ∗, i.e. X(T ∗) = Y (T ) and Y (T ∗) = X(T ), and the dual root datum defines, up
to some isomorphisms, an algebraic reductive group usually denoted G∗, said to be in duality with G : so
T ∗ is a maximal torus in G∗ and D(G∗, T ∗) ∼= (Y (T ), X(T ),Φ∨,Φ). We may write then that (T ⊆ G) and
(T ∗ ⊆ G∗) are in duality. Any maximal torus of G∗ is in duality with some maximal tori of G, more
generally any Levi-subgroup of G∗ is in duality with some Levi subgroup of G. The action of F on D(G, T )
gives an action on D(G∗, T ∗), hence some endomorphism of G∗, we denote F for simplicity. Then a G∗F -
conjugacy class of F -stable Levi subgroups L∗ of G∗ corresponds to a GF -conjugacy class of F -stable Levi
subgroups L of G so that L and L∗ may be defined by dual root data (the duality is not uniquely defined
but is coherent with duality between G and G∗, see formulas (1.3.2.1), (1.3.2.4), (1.3.2.5)). We say then that
(L, F ) and (L∗, F ) (or L and L∗) are in dual conjugacy classes. The Weyl groupW (G, T ) := NG(T )/T is
a group of automorphisms ofD(G, T ), so is anti-isomorphic toW (G∗, T ∗). Given once for all an isomorphism
F× → (Q/Z)p′ and an imbedding F× →֒ Q¯
×
ℓ , one obtains isomorphisms T
F ∼= (T ∗F )∧, (TF )∧ ∼= T ∗F .
Let π:Gsc → [G,G] be a simply connected covering of the derived group of G. The kernel of π is denoted
F(G). If G is adjoint, F(G) is the fundamental group common to groups of same type.
1.1.3. Proposition. (a) Let G and G∗ be in duality. The finite abelian groups F(G) and Z(G∗)/Z◦(G∗)
are in duality, hence are isomorphic.
(b) Let L be a Levi subgroup of G. Then Z(L)/Z◦(L) is isomorphic to a quotient of Z(G)/Z◦(G) and
F(L) to a subgroup of F(G).
Proof. (a) Let D(G, T ) = (X,Y,Φ,Φ∨) and D(G∗, T ∗) be root data in duality, defining the duality between
G and G∗. Let Ω be the group of weights, dual over Z of 〈Φ〉. Then F(G) = F([G,G]) is is isomorphic to
the dual (as a finite abelian group ...) of the p′-torsion group of Ω/(X(T )∩ [G,G]) hence isomorphic to the
p′-torsion group of Y (T ∩ [G,G])/ZΦ∨ (one has ZΦ∨ ⊆ Y (T ∩ [G,G]) ⊆ Y ). One knows that the finite group
Z(G∗)/Z◦(G∗) is isomorphic to the dual of the p′-torsion of Y/ZΦ∨ ([17] 4.5.8). As Y/Y (T ∩ [G,G]) has no
torsion, the torsion groups of Y/ZΦ∨ and Y (T ∩ [G,G])/ZΦ∨ are isomorphic.
Hence our claim.
(b) We may assume that T ⊆ L and L is defined by a subroot datum of D(G, T ), so that the set ΦL of
roots of L is contained in Φ. As ZΦ/ZΦL has no torsion, the torsion group of X/ZΦL injects in the torsion
group of X/ZΦ, hence Z(L)/Z◦(L) is isomorphic to a quotient of Z(G)/Z◦(G).
1.1.4. On morphisms
(a) A morphism
σ:G→ H
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between algebraic reductive groups is said to be isotypic if its kernel is central in G and [H,H ] = σ([G,G]).
If G,H and σ are defined on Fq by some endomorphisms F , we may write σ: (G,F ) → (H,F ). Between
groups G∗, H∗ in duality with resp. G and H , there exists “dual morphisms”
σ∗:H∗ → G∗ ,
where σ∗ is isotypic and eventually defined over Fq.
Then F(G) (resp. F(H∗)) is isomorphic to a subgroup of F(H) (resp. F(G∗)) and Z(G∗)/Z◦(G∗) (resp.
Z(H)/Z◦(H)) is isomorphic to a quotient of Z(H∗)/Z◦(H∗) (resp. Z(G)/Z◦(G)).
(b) An isotypic morphism σ:G → H with kernel {1} will be called an embedding. Then F(G) is
isomorphic to F(H). If σ∗:H∗ → G∗ is a dual morphism of an embedding σ, then σ∗(H∗) = G∗ and
Z(G∗)/Z◦(G∗) is isomorphic to Z(H∗)/Z◦(H∗).
If furthermore the center of H is connected, σ is called a regular embedding. An isotypic morphism
σ:G→ H is a regular embedding if and only if one (and then every) dual morphism σ∗:H∗ → G∗ satisfies :
σ∗(H∗) = G∗, the kernel of σ∗ is a torus and F(H∗) = {1}.
(c) For any (G,F ) there exists a regular embedding σ: (G,F )→ (H,F ). Given two regular embeddings
σj : (G,F )→ (Hj , F ) (j = 1, 2) there exists a third one (G,F )→ (H,F ) that factorizes through σ1 and σ2.
(d) For any isotypic morphism σ:G → H (resp . (G,F ) → (H,F )) there exist regular embeddings
G→ G0, H → H0 (resp.(G,F )→ (G0, F ), (H,F )→ (H0, F )) and an isotypic morphism σ0:G0 → H0 (resp.
(G0, F )→ (H0, F )) whose kernel is a torus and extending σ (resp. (σ, F )).
On proofs. The existence of σ∗ in (b) follows from the existence of a morphism of dual root data, so σ∗ is
not unique. The construction of regular embeddings is based on products as follows :
Let σ: (G,F )→ (H,F ) be isotypic as in (d). Recall the center of G is contained in any maximal torus.
Let T be an F -stable subtorus of G that contains the kernel K of σ. Let
G1 = G×K T = G× T/{(k, k
−1) | k ∈ K}
The composed map G → G × T → G1 is an embedding (if K = Z(G), Z(G1) is a torus hence that
embedding is regular, a way to prove (c)). Then σ is the restriction of some σ1:G1 → H , where Kerσ1 is the
central torus T1 := K ×K T , isomorphic to T . A regular embedding G1 → G0 defines a regular embedding
H → H0 := G0/T1 such that the following diagram of isotypic morphisms is commutative
K T1
1
−−→ T1y y y
G →֒ G1 →֒ G0yσ yσ1 yσ0
H
1
−−→ H →֒ H0
1.1.5. ℓ, q and d. The decomposition G = GaGb
We have assumed once for all that ℓ is a prime number, ℓ 6= p.
(1.1.5.1) If ℓ is odd, let d = dq,ℓ be the order of q mod ℓ and E = {n ∈ N | nℓ′ = d}
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E is denoted Eq,ℓ in [16] Theorem 21.7.
For any positive integer a, let φa ∈ Z[X ] be the a-th cyclotomic polynomial. If ℓ > 2 and a ∈ N
×, then ℓ
divides φa(q) if and only if a ∈ E. Any algebraic group (G,F ) we consider, if defined on Fq, has a polynomial
order PG,F (X) ∈ Z[X ] such that |G
F | = PG,F (q) [16] Section 13.1. If G is a torus its polynomial order is
a product of cyclotomic polynomials. Let A be a set of positive integers. A φA-subgroup (φa-subgroup
if A = {a}) S of (G,F ) is an F -stable torus in G such that PS,F is a product of φa where a ∈ A. One has
“Sylow’s theorems” for φA-subgroups in G. For any torus T , we denote TφA its maximal φA-subgroup. By
definition of E with respect to ℓ one has TFℓ ⊆ TφE . A Levi subgroup of (G,F ) is said to be A-split (a-split
if A = {a}) if it is the centralizer in G of a φA-subgroup. For more results on these notions see [10] or [16]
Chapter 13.
1.1.5.2. Definition. [16] 22.4, 22.5. Let (G,F ) be defined on Fq as above and assume ℓ > 2. Let Ga be
the product in G of Z◦(G) and all rationally irreducible components of [G,G] of type (An, r) (r = ±qm)
where ℓ divides |r − 1|. Let Gb be the product in G of all rationally irreducible components of [G,G] which
are not included in Ga.
One has G = Ga.Gb (central product), Z(Gb)
F and GF /GFa .G
F
b are commutative ℓ
′-groups.
The choice of components of Gb is made so that F(Gb)Fℓ = 1 = (Z(Gb)/Z
◦(Gb))
F
ℓ . For any central
F -stable subgroup A of G one has (G/A)a = Ga/A ∩ Ga and (G/A)b = Gb/A ∩ Gb. For any F -stable
Levi subgroup L of G, one has L ∩ Ga ⊆ La and Lb ⊆ Gb. Currently Lb 6= L ∩ Gb nevertheless one has
Z(L∩Gb)Fℓ = Z
◦(L∩Gb)Fℓ by Proposition 1.1.3. In inductive proofs the following properties are frequently
used [16] Proposition 22.5, Theorem 22.2:
1.1.5.3. Assume ℓ > 2. If Y is an ℓ-subgroup of GF such that Z(CGF (Y ))ℓ ⊆ Z(G)Ga, then Y ⊆ Ga.
If G = Gb then any proper E-split Levi subgroup of G is contained in a proper d-split Levi subgroup of
G.
The last assertion is an immediate consequence of an easy to verify fact when G = Gb : if L is an
F -stable Levi subgroup of G such that Z◦(L)φd ⊆ Z
◦(G), then Z◦(L)φE ⊆ Z
◦(G).
Let (G∗, F ) be in duality with (G,F ). Then one has isotypic morphisms
(1.1.5.4) (G∗)a → (Ga)
∗, (G∗)b → (Gb)
∗
1.2. Centralizers and connexity
For any subgroup X of G or x ∈ G we denote
(1.2.0) AG(X) = CG(X)/C
◦
G(X), AG(x) = AG(〈x〉)
Proposition 1.1.3 (a) gives a relation between AG(G) and F(G∗). Proposition 1.2.6 below relies AG(X) to
F(G) and F(G∗) when X is a finite ℓ-subgroup of G.
We first note some elementary results for later use.
1.2.1. Lemma. Let ρ:H → K be a surjective morphism between groups, whose kernel Ker ρ is central in
H . Let X be a subgroup of H with finite exponent.
The exponent of ρ−1(CK(ρ(X))/CH(X) divides the exponent of X and the exponent of Ker ρ∩[H,H ]. If
π is a set of primes, X is a finite π-group and Ker ρ∩[H,H ] is a finite π′-group, then ρ(CH(X)) = CK(ρ(X)).
Proof. The last assertion is a direct consequence of the first one.
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One defines a bi-morphism (ρ−1(CK(ρ(X)))/CH(X)) ×X → Ker ρ ∩ [H,H ] by restriction of (h, x) 7→
[h, x] : indeed, when [h, x] ∈ Z(H) — and this happens if ρ(h) ∈ CK(ρ(X)) and x ∈ X — one has, for
h′, y ∈ H , [h, x][h, y] = [h, xy] and [h, x][h′, x] = [hh′, x]. Let k be the exponent of X , then [hk, x] = [h, x]k =
[h, xk] = 1 so that hk ∈ CH(X).
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1.2.2. Proposition. Let X be a subgroup of G.
(a) If X.Z◦(G) = X ′.Z◦(G) one has AG(X) = AG(X
′). One has exact sequences of morphisms
1→ Z◦(G)/(Z◦(G) ∩ C◦[G,G](X))→ CG(X)/C
◦
[G,G](X)→ AG(X)→ 1
1→ C[G,G](X)/C
◦
[G,G](X)→ CG(X)/C
◦
[G,G](X)→ Z
◦(G)/(Z◦(G) ∩ [G,G])→ 1
hence |C[G,G](X)/C
◦
[G,G](X)| = |AG(X)|.|Z
◦(G) ∩ [G,G]/Z◦(G) ∩ C◦[G,G](X)|.
(b) If H is an algebraic subgroup of G and X ⊆ H , there exists an exact sequence of morphisms
1→ C◦G(X) ∩H/C
◦
H(X)→ AH(X)→ AG(X)→ CG(X)/C
◦
G(X).CH(X)→ 1
(c) If X is a subgroup of Y , there exists an exact sequence of morphisms
1→ C◦G(X) ∩CG(Y )/C
◦
G(Y )→ AG(Y )→ AG(X)→ CG(X)/C
◦
G(X).CG(Y )→ 1
Proof. The first assertion in (a) follows from the equality G = Z◦(G).[G,G].
The four exact sequences are given by isomorphisms theorems, knowing that C◦H(X) ⊆ C
◦
G(X) and
CH(X) = H ∩CG(X) in (b) and that C◦G(Y ) ⊆ C
◦
G(X) and C
◦
G(X).CG(Y ) ⊆ CG(X) in (c).
1.2.3. Proposition. Let X be a finite p′-subgroup of G,
(a) Let Z be a central subgroup of G and ρ:G→ G/Z the quotient morphism. Then
ρ(C◦G(X)) = C
◦
G/Z(ρ(X))
so that AG(X) is isomorphic to a subgroup of Aρ(G)(ρ(X)).
(b) Let σ:G→ H be an embedding. Then AH(σ(X)) is isomorphic to a quotient of AG(X).
(c) An isotypic morphism σ:G→ H defines a morphism AG(X)→ AH(σ(X)).
Proof. (a) The property is well known in case X is cyclic or more generally contained in a torus, C◦G(X)
being described by a root datum [16] Proposition 13.13. Assume X is generated by a finite set of semi-simple
elements xj , one has
C◦G(X) ⊆ ∩jC
◦
G(xj) ⊆ CG(X)
and indices are finite. Applying ρ we obtain, knowing that Z ⊆ CG(xj),
ρ(C◦G(X)) ⊆ ρ(∩jC
◦
G(xj)) ⊆ ∩jρ(C
◦
G(xj)) ⊆ ∩jρ(CG(xj)) = ρ(∩jCG(xj)) = ρ(CG(X))
with finite indices, and, on G/Z-side
∩jρ(C
◦
G(xj)) = ∩jC
◦
G/Z(ρ(xj)) ⊆ ∩jCG/Z(ρ(xj)) = CG/Z(ρ(X))
with finite indices. But ρ(C◦G(X)) is connected hence ρ(C
◦
G(X)) = C
◦
G/Z(ρ(X)).
(b) This is a special case of (a) in 1.2.2. Directly : one has H = Z◦(H).σ(G), hence CH(σ(X)) =
Z◦(H).Cσ(G)(σ(X)) and C
◦
H(σ(X)) = Z
◦(H).σ(C◦G(X)). By isomorphism theorems AH(σ(X)) is a quotient
of Aσ(G)(σ(X)) ∼= AG(X).
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(c) Any isotypic morphism may be obtained by composition of an embedding and a quotient morphism.
As we are interested by centralizers of ℓ-subgroups and ℓ is different from the characteristic of the base
field, the key-property is given by one of Steinberg’s theorems in [31], essentially that AG(s) is 1 if s is
semi-simple and G simply connected.
1.2.4. Proposition. (a) Let s be a semi-simple element of G. The group AG(s) is isomorphic to a subgroup
of F(G) and its exponent divides the exponent of s.
(b) If L is a Levi subgroup of G and s ∈ L, AL(s) is isomorphic to a subgroup of AG(s).
(c) Let s and t be commuting semi-simple elements of G with coprime orders. One has
C◦G(s) ∩ C
◦
G(t) = C
◦
G(st)
hence AG(st) is isomorphic to AC◦
G
(s)(t)×AC◦
G
(t)(s).
(d) If CG(s) is connected for any semi-simple ℓ-element s in G, then F(G) has order prime to ℓ.
(e) Assume that F(G)ℓ = {1}. If the order of a semi-simple element s of G is prime to ℓ, |F(C
◦
G(s))| is
prime to ℓ.
Proof. (a) See [31] 9.5 and Proposition 1.2.3.
(b) is a special case of (b) in Proposition 1.2.2, with (〈s〉, L) instead of (X,H) : one has L = CG(Z◦(L))
and L ∩ C◦G(s) = CC◦G(s)(Z
◦(L)).
(c) If F(G) = {1}, then C◦G(st) = CG(st) = CG(s) ∩ CG(t) = C
◦
G(s) ∩ C
◦
G(t), thanks to (a).
When F(G) 6= {1} let ρ:H → G be a covering such that F(H) = {1} (see Proposition 1.1.4.1).
There exist semi-simple elements s′, t′ in H with coprime orders such that ρ(s′) = s, ρ(t′) = t so that
ρ(C◦H(s
′)) = C◦G(s), ρ(C
◦
H(t
′)) = C◦G(t), ρ(C
◦
H(s
′t′) = C◦G(st). One obtains C
◦
G(s) ∩ C
◦
G(t) = C
◦
G(st). But
C◦G(s) ∩ CG(t) = CC◦G(s)(t) and CG(s) ∩ C
◦
G(t) = CC◦G(t)(s). The isomorphism we claim follows.
(d) Let ρ:H → [G,G] be a simply connected covering and G1 = H/F(G)ℓ. Then F(G1) is isomorphic
to F(G)ℓ and ρ factors through ρ1:G1 → G. By (a) if s1 ∈ G1 is semi-simple and of order prime to ℓ,
then CG1(s1) is connected. If s1 ∈ Gℓ, then ρ1(CG1(s1)) ⊆ CG(ρ1(s1)) = C
◦
G(ρ1(s1)) = ρ1(C
◦
G1
(s1)), hence
CG1(s1) is connected. Any semi-simple element t of G1 is a product t = tℓ.tℓ′ and, using (b) one has
CG1(t) = CG1(tℓ) ∩CG1(tℓ′) = C
◦
G1
(tℓ) ∩ C◦G1(tℓ′) = C
◦
G(t). By [31] 9.9 we have F(G1) = {1}.
(e) Let t ∈ C◦G(s)ℓ. By (a) CG(t) is connected. We have CC◦G(s)(t) = C
◦
G(s) ∩ C
◦
G(t) = C
◦
G(st) by (b).
By (c) F(C◦G(s))ℓ = {1}.
When ℓ is good for G (see [16] section 13.2) and s ∈ Gℓ, then C◦G(s) is a Levi subgroup of G. If
furthermore Z(G)Fℓ = Z
◦(G)Fℓ , then s ∈ Z
◦(C◦G(s)) (see Proposition 1.1.3) hence C
◦
G(z) = CG(Z
◦(C◦G(s))φE ).
Thus E-split Levi subgroup of G are good examples of (connected) centralizers of abelian ℓ-subgroups of
GF . In the following Proposition, (b) applies when G = Z◦(G)Gb :
1.2.5. Proposition. [15] Propositions 2.4, 3.2, [16] Proposition 13.19. Assume the prime ℓ is good for G.
(a) If an F -stable Levi subgroup K of G satisfies K = C◦G(Z(K)
F
ℓ ), then it is E-split.
(b) Assume that ℓ does not divides (Z(G)/Z◦(G))F . Let S be a φE -subgroup of G. Let K = CG(S) be
the associated E-split Levi subgroup of G (1.1.5). Then
(b.1) Z◦(K)Fℓ = Z(K)
F
ℓ .
(b.2) K = C◦G(S
F
ℓ ) = C
◦
G(Z(K)
F
ℓ ) and K
F = C◦G(Z(K)
F
ℓ )
F = CGF (Z(K)
F
ℓ ).
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1.2.5.1. On Proposition 1.2.5. There exist examples of E-split Levi subgroup K that does not satisfy
the equality K = C◦G(Z(K)
F
ℓ ) as in assertion (b.2) of Proposition 1.2.5, even with ℓ good, but they are
deduced from one single extremal case, we want to describe here.
Indeed a good prime may divide the order of Z(G)/Z◦(G) only in rational types A, 2A. Assume K is
an E-split Levi subgroup of G such that K 6= C◦G(Z(K)
F
ℓ ). Let M = C
◦
G(Z(K)
F
ℓ ). Then M is an E-split
Levi subgroup of G by assertion (a). Furthermore K is an E-split Levi subgroup of M and Z(K)Fℓ ⊆ Z(M).
So we are reduced to check the E-split Levi subgroups K of G with Z(K)Fℓ ⊆ Z(G).
Let K1 = K∩ [G,G]. Then K1 is an E-split Levi subgroup of [G,G] and Z(K)Fℓ ⊆ Z
◦(G).Z(K1)
F
ℓ , hence
C◦G(Z(K)
F
ℓ ) = Z
◦(G).C◦[G,G](Z(K1)
F
ℓ ) so that Z(K1)
F
ℓ ⊆ Z([G,G]). The same situation occurs in [G,G], we
may assume G semi-simple. In a simply connected covering π: Gˆ → G, Kˆ = π−1(K) is an E-split Levi
subgroup of Gˆ and π(Z(Kˆ)Fℓ ) ⊆ Z(K)
F
ℓ so that G = C
◦
G(Z(K)
F
ℓ ) ⊆ π(C
◦
Gˆ
(Z(Kˆ)Fℓ )), hence Z(Kˆ)
F
ℓ ⊆ Z(Gˆ).
Assume G simply connected. G is a direct product of rationnally irreducible components and the inclusion
occurs in each component. Assume (G,F ) of type An(ǫq), ǫ ∈ {−1, 1}. The E-split Levi subgroups of such
a group are easy to describe. Recall that the E-split Levi subgroups of (G = GLn, F ) where G
F = GLn(ǫq)
are direct products of the form S × AN (ǫq) where the polynomial degree of the torus S may be written∏
j(X
dℓα(j) − 1)) so that |SF | =
∏
j |(ǫq)
dℓα(j) − 1| and n = N + d.
∑
j ℓ
α(j), with the special case N = 0
and |SF | =
∏
j |(ǫq)
dℓα(j) − 1|/(q − ǫ). One sees that, when GF = SLn(ǫq), the condition Z(K)Fℓ ⊆ Z(G)
is satisfied only when ℓ divides (q − ǫ), n divides (q − ǫ)ℓ and K is a so called “Coxeter torus”, that is a
maximal F -stable torus T such that |TF | = |(ǫq)n − 1/ǫq − 1| (Coxeter tori are GF -conjugate).
In the following Proposition on centralizers of ℓ-subgroups, we assume ℓ good and use the decomposition
G = Ga.Gb in an inductive proof. But in view of a similar results for 2-groups in classical types, see
Proposition 1.2.7, we notice that the hypothesis “ℓ good” is used only in parts (B) and (D) of the proof.
1.2.6. Proposition. Assume ℓ is good for G. Let Y be a finite ℓ-subgroup of G.
(a) C◦G(Y ) is an algebraic reductive group.
(b) For any (eventually F -stable if Y ⊆ GF ) maximal torus TY of C◦G(Y ), there exists a maximal
(eventually F -stable) torus T of G such that TY ⊆ T and Y ⊆ NG(T ). Thus W(C◦G(Y ), TY ) is isomorphic
to a subgroup of WG(CG(TY )) ∼= NG(CG(TY ))/CG(TY ).
(c) Assume Y ⊆ GF . Let (T ∗ ⊆ G∗, F ) in duality with (T ⊆ G,F ). There exists a finite ℓ-subgroup Y ′ of
NG∗(T
∗) and a maximal F -stable torus T ∗Y ′ of C
◦
G∗(Y
′) such that T ∗Y ′ ⊆ T
∗ and the Levi subgroups CG(TY )
of G and CG∗(T
∗
Y ′) of G
∗ are in dual conjugacy classes. Moreover (T ∗Y ′ ⊆ C
◦
G∗(Y
′), F ) and (TY ⊆ C◦G(Y ), F )
are in duality. The groups NG(C
◦
G(Y ), TY ) and NG∗(C
◦
G∗(Y
′), T ∗Y ′) act on the root datum D(C
◦
G(Y ), TY ) by
contragredient actions.
(d) The group Z(C◦G(Y ))/Z
◦(C◦G(Y )) is isomorphic to a quotient of Z(G)/Z
◦(G) and F(C◦G(Y )) is
isomorphic to a subgroup of F(G), with F -action when Y ⊆ GF .
(e) AG(Y ) is an ℓ-group. If F(G)ℓ = {1} and (Z(G)/Z◦(G))ℓ = {1} then AG(Y ) = {1}. If Y ⊆ GF ,
F(G)Fℓ = {1} and (Z(G)/Z
◦(G))Fℓ = {1}— and that is the case when G = Z
◦(G)Gb — then AG(Y )
F = {1}.
(f) If L is a Levi subgroup of G and Y ⊆ L, AL(Y ) is isomorphic to a subgroup of AG(Y ). If furthermore
Y ⊆ GF , AL(Y )F is isomorphic to a subgroup of AG(Y )F .
Comments. In case Y is abelian, specially contained in a torus, as ℓ is good C◦G(Y ) is a Levi subgroup of
G and all these properties are well known (see [16] Proposition 13.16 and [13] 2.1). There are similar results
for some automorphisms : if σ is a quasi-simple automorphism and (Tσ) is a maximal torus of (G
σ)◦, then
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CG(Tσ) is a maximal and σ-stable torus of G (see [31] or [21] Theorem 1.8).
When ℓ is not good (c) and (d) may fail.
Proof of Proposition 1.2.6.
Note that any assertion refering to some Frobenius F in the Proposition applies to any finite ℓ-subgroup
Y of G thanks to the fact that there exists a power F1 of F such that Y ⊆ GF1 . Thus to prove (a), (b), (d)
and (f) one may assume that Y ⊆ GF . In (e) it is sufficient to prove that
Y ⊆ GF , F(G)Fℓ = {1} = (Z(G)/Z
◦(G))Fℓ implies AG(Y )
F = {1}.
In (c) it is said that the morphism X(T ) → X(TY ) given by the inclusion TY ⊆ T (see (b)) is direct,
with a section Y(TY
∗) → Y(T ∗) that is a NW(G,T )(W(CG(TY ), T ))-morphism. Note that if Y ⊆ NG(T ),
then Y is a split extension of Y ∩ T by Y/Y ∩ T , so Y is defined by the root datum D(G, T ). The torus TY
is equally defined by D(G, T ) : one has TY = (T
Y )◦ = T ∩C◦G(Y ).
On the connexity of centralizers of finite nilpotent p′-subgroups (resp. ℓ-subgroups) assertion (e) says
that G is a “good guy” (resp. “ℓ-good guy”) if Z(G) is connected and F(G) = 1 (resp. |Z(G)/Z◦(G)| and
|F(G)| are prime to ℓ). As ℓ is good, if [G,G] has no component of type A, G is an ℓ-good guy. It appears
that Proposition 1.2.6 is easily proved using induction in the semi-simple rank for G an ℓ-good guy (see (D)
in the proof below). Independantly we verify all assertions when G is the good guy GLn and acceed to any
G of type A by a standard way. Thus some groups are considered twice, some partial results are proved
twice.
(A) Some general implications :
All the properties in Proposition 1.2.6 go from two groups to their direct product.
(A.i) (a) implies (f).
Indeed L ∩ C◦G(Y ) = CC◦G(Y )(Z
◦(L)) is a Levi subgroup of the algebraic reductive group C◦G(Y ) so is
connected: one has L ∩ C◦G(Y ) ⊆ C
◦
L(Y ). As CL(Y ) = L ∩ CG(Y ) and CG(Y )/C
◦
G(Y ) is finite, one has
L ∩ C◦G(Y ) = C
◦
L(Y ) and obtains an injective map CL(Y )/C
◦
L(Y )→ CG(Y )/C
◦
G(Y ). If Y ⊆ G
F , that map
commute with F -action.
(A.ii) The first assertion in (b) implies the second one.
One has TY = NC◦
G
(Y )(TY ) ∩ CG(TY ), hence by isomorphisms theorems
W (C◦G(Y ), TY ) = NC◦G(Y )(TY )/TY
∼= NC◦
G
(Y )(TY ).CG(TY )/CG(TY ), a subgroup of NG(CG(TY ))/CG(TY ).
(A.iii) The last assertion of (c) is a direct consequence of the preceding one.
By the anti-isomorphism W (G, T )→W (G∗, T ∗), NG(C◦G(Y ), TY )/NC◦G(Y )(TY ) maps onto
NG∗(C
◦
G∗(Y
′), TY ′)/NC◦
G∗
(Y ′)(TY ′).
(A.iv) (d) follows from
(d’) If Z(G) = Z◦(G) and F(G) = {1}, then Z(C◦G(Y )) = Z
◦(C◦G(Y )) and F(C
◦
G(Y )) = {1}.
Given G, there exists a commutative diagram of isotypic morphisms defined over Fq
(H,F ) −−→ (H0, F )yπ
yπ0
(G,F ) −−→ (G0, F )
where horizontal maps are regular embeddings, π and π0 are quotients by central torii and F(H) = F(H0) =
{1} (see Proposition 1.1.4).
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Let X , Y be ℓ-subgroups of GF , HF with π(X) = Y . (d’) applies to H0 : let D0 := C
◦
H0
(X), we have
F(D0) = {1} and Z(D) = Z
◦(D).
Let C0 = C
◦
G0
(Y ). By Proposition 1.2.3, π0(D0) = C0, so that π0(Z(D0)) = Z(C0). As Z(D0) is
connected, so is Z(C0). Let C = C
◦
G(Y ). Clearly C = C0∩G and C0 = Z(G0).C, hence Z(C0) = Z(G0).Z(C),
Z(C) = Z(C0) ∩ G. As Z(C0) and Z(G0) are connected and Z(G0).Z
◦(C) is connected with finite index in
Z(C0), Z(C0) = Z(G0).Z
◦(C). Finally Z(C) = Z(G).Z◦(C). By isomorphisms theorems Z(C)/Z◦(C) is
isomorphic to Z(G)/Z◦(C)∩Z(G). As Z◦(G) ⊆ Z◦(C), Z(G)/Z◦(C)∩Z(G) is a quotient of Z(G)/Z◦(G). All
morphisms commute with F and (Z(C)/Z◦(C))F = Z(C)F /Z◦(C)F is a quotient of Z(G)F /Z◦(G)F .
Let D = C◦H(X). Clearly D0 = Z(H0)D, so that [D,D] = [D0, D0] and F(D0) = {1} (by (d’))
implies F(D) = {1}. As π(X) = Y , one has π(D) = C, π([D,D]) = [C,C] and [C,C] is isomorphic
to [D,D]/kerπ ∩ [D,D]. As [D,D] is simply connected, F(C) = kerπ ∩ [D,D], a subgroup of F(G) =
kerπ ∩ [H,H ].
When (c) is satisfied, one sees that F(C◦G(Y )) is isomorphic to Z(C
◦
G∗(Y
′))/Z◦(C◦G∗(Y
′)) by Proposi-
tion 1.1.3 , hence a section of Z(G∗)/Z◦(G∗), isomorphic to a section of F(G).
(A.v) A short exact sequence :
(K) 1→ (Z◦(G) ∩ [G,G])/(Z◦(G) ∩C◦[G,G](Y )→ C[G,G](Y )/C
◦
[G,G](Y )→ AG(Y )→ 1
If Y is F -stable, the groups in (K) are F -stable and morphisms are F -morphisms.
We have G = Z◦(G).[G,G] hence CG(Y ) = Z
◦(G).C[G,G](Y ) and C
◦
G(Y ) = Z
◦(G).C◦[G,G](Y ). The two
equalities imply that AG(Y ) is a quotient of C[G,G](Y )/C
◦
[G,G](Y ). By isomorphism theorems the kernel is
isomorphic to (Z◦(G) ∩C[G,G](Y ))/(Z
◦(G) ∩ C◦[G,G](Y ) and Z
◦(G) ∩ C[G,G](Y ) = Z
◦(G) ∩ [G,G]. Note that
there exists a finite ℓ-subgroup Y ′ of [G,G] such that Z◦(G).Y = Z◦(G).Y ′.
Then C[G,G](Y )/C
◦
[G,G](Y ) = A[G,G](Y
′) and AG(Y ) = AG(Y
′).
(B) Assume first Y ⊆ GF , F(G)Fℓ = {1} = Z(G)
F
ℓ /Z
◦(G)Fℓ , a property satisfied when G = Z
◦(G).Gb.
The property goes from (G,F ) to (G∗, F ) by (a) in Proposition 1.1.3.
We may assume [G,G] 6= 1 and Y 6⊆ Z◦(G), if not there is nothing to prove.
Let z ∈ Z(Z◦(G)Fℓ .Y )∩ [G,G], z 6= 1. As ℓ is good, C
◦
G(z) is a Levi subgroup of G, hence F(C
◦
G(z))
F
ℓ = 1
and Z(C◦G(z))
F
ℓ = Z
◦(C◦G(z))
F
ℓ ((b) in Proposition 1.1.3). By Proposition 1.2.4 (a) C
◦
G(z)
F = CG(z)
F , hence
Y ⊆ C◦G(z). The semi-simple rank of CG(z) is less that the one of G and induction applies in CG(z). Let
TY be a maximal F -stable torus in C
◦
CG(z)
(Y ). As z ∈ TY , CG(TY ) ⊆ CG(z). But C◦CG(z)(Y ) = C
◦
G(Y ) and
CCG(z)(Y ) = CG(Y ). A maximal torus T in CG(z) is maximal in G. Thus one obtains (a) and (b) for Y in
G by (a) and (b) for Y in CG(z), and AG(Y )
F = {1} by (e) in CG(z). Assertion (d) for Y in G is deduced
from (d) for Y in CG(z) and Proposition 1.1.3.
To apply assertion (c) in CG(z), choice L
∗ := CG(z)
∗ as a Levi subgroup of G∗ : there exists an ℓ-
subgroup Y ′ of (L∗)F and a maximal F -stable torus T ∗ of L∗ such that Y ′ ⊆ NL∗(T ∗) and T ∗Y ′ = T
∗∩CL∗(Y ′)
maximal in C◦L∗(Y
′) with dualities between (T ⊆ CCG(z)(TY )) and (T
∗ ⊆ CL∗(T ∗Y ′)) and between (TY ⊆
CCG(z)(Y )) and (T
∗
Y ′ ⊆ CL∗(Y
′)). As T ∗ is a maximal torus in G∗ one has (c) for Y in G.
There is a “non rational version” of the preceding proof, with same steps, and one obtains:
Assume Y ⊆ Gℓ and F(G)ℓ = {1} = Z(G)ℓ/Z◦(G)ℓ. One has (a), (b), (c), F(C◦G(Y ))ℓ = {1},
Z(C◦G(Y ))ℓ = Z
◦(C◦G(Y ))ℓ and AG(Y ) = {1}.
(C) Type A
(C.1) Assume G = GLn, Y ⊆ GF .
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The representation of Y on the space Fn is semi-simple, Fn = ⊕EVE , where E is a set of irreducible rep-
resentations of Y , VE is isotypic with some multiplicity m(E). With these notations one has an isomorphism
CG(Y ) ∼=
∏
E GLm(E). So CG(Y ) is connected with a connected center, (a), (d) and (e) hold.
A maximal F -stable torus TY of CG(Y ) is defined by a decomposition of F
n as an F -stable direct sum
⊕i∈IVi of irreducible FY -modules (Schur’s lemma). A maximal torus of G such that TY ⊆ T and Y ⊆ NG(T )
is defined by a choice in each F-space Vi of an Y -stable family of generating and linearly independant lines,
and T is F -stable if the family is F -stable. Such a family exists because any representation of a nilpotent
finite group is monomial. As F acts by permutation on the set I an F -stable family exists and defines T .
Hence (b) holds.
One knows that G = GLn is isomorphic to G
∗. Assertion (c) is clear in that case.
(C.2) Assume Z(G) is connected.
There exists a regular covering π:K := Z◦(G).H → G where H is a covering of [G,G] and a direct
product of linear groups, and Z◦(G).H a central product. Furthermore the restriction of π, KF → GF is
onto. There is some ℓ-subgroup X of KF such that π(X) = Y .
By (C.1) our Proposition is satisfied in H . As well it is satisfied in K. For any finite ℓ-subgroup Y of
K, there exists a finite ℓ-subgroup Y1 of H with Y1.Z
◦(G) = Y.Z◦(G). As for (a) (b) and (d) for Y it follows
from the equalities K = Z◦(G).H , Z◦(K) = Z◦(G).Z◦(H) and (a) (b) and (d) for Y1. As for (c), K
∗ is a
central product Z◦(G)∗.H∗ and a couple of dual Levi subgroups in duality in H and H∗ give a couple of
dual Levi subgroups in K, K∗. The sequence (K) in (A.v) gives AK(Y ) = AH(Y1) = 1.
A special case is Z◦(G) = 1, that is G adjoint. By Proposition 1.2.3 π(C◦H(X)) = C
◦
G(Y ). By
Lemma 1.2.1 CG(Y )/π(CH(X)) is an ℓ-group. Thus AG(Y ) is an ℓ-group. The exact sequence (K) im-
plies that C[H,H](X)/C
◦
[H,H](X) is an ℓ-group for any finite ℓ-subgroup X of H . This apply to any morphism
G→ Gad hence
in the sequence (K) the group C[G,G](X)/C
◦
[G,G](X) is an ℓ-group. So is AG(Y ) for any G of type A.
Applying once more Proposition 1.2.3 and Lemma 1.2.1 to π:K → G with π(X) = Y and to KF → GF
if Y ⊆ HF , one obtains (a), (b), (e) (recall that Kerπ ∩ [K,K] is isomorphic to F(G)) and Z(C◦G(Y )) =
Z◦(C◦G(Y )). On dual side one has a regular embedding π
∗:G∗ → K∗. A dual C◦K∗(X
′) of C◦K(X) may be
written Z◦(K∗).C◦π(G∗)(π
∗(Y ′)) for some finite ℓ-subgroup Y ′ ⊆ G∗ and one obtains easily (c) for Y in G
from (c) for X in K : C◦G∗(Y
′) is isomorphic to C◦π∗(G∗)(π
∗(Y ′)) in duality with C◦G(Y ).
(C.3) End of the proof in type A
Let us consider a regular imbedding G ⊆ H defined over Fq with F -actions. One has F(G) = F(H),
Z(H) = Z◦(H). By (C.2), (a) to (e) hold in H . For any ℓ-subgroup Y of G one has C◦H(Y ) = Z
◦(H).C◦G(Y ).
(a) and (b) for Y in H imply (a) and (b) for Y in G, with TY = Z
◦(H).(TY ∩ G), TY maximal in C
◦
H(Y ),
TY ∩G maximal in C◦G(Y ), T = Z
◦(H).(T ∩G)....
As for (d), one knows that Z◦(H).Z(C◦G(Y )) = Z(C
◦
H(Y )) = Z
◦(C◦H(Y )) = Z
◦(H).Z◦(CG(Y )), hence
Z◦(C◦G(Y ))/Z
◦(H)∩Z◦(C◦G(Y )) and Z(C
◦
G(Y ))/Z
◦(H)∩Z(C◦G(Y )) are isomorphic. But Z
◦(H)∩G = Z(G) and
Z◦(G) ⊆ C◦G(Y ), thus (Z
◦(H)∩ Z(C◦G(Y )))/(Z
◦(H)∩ Z◦(C◦G(Y ))) is isomorphic to a section of Z(G)/Z
◦(G).
By a covering dual of the embedding, say π∗:G∗ → H∗, then π∗(T ∗) is a dual of T ∩ G. If a group
Y ′ is given by (c) for Y in H , then the duality between (TY ⊆ C◦H(Y )) and (T
∗
Y ′ ⊆ C
◦
H∗(Y
′)) induces a
duality between (TY ∩ G ⊆ C◦G(Y )) and (π
∗(TY ′) ⊆ C◦G∗(π
∗(Y ′))). If CH(TY ) and CG∗(T
∗
Y ′) are dual Levi
subgroups, so are CG(TY ∩G) and (CG∗(π∗(T ∗Y ′)). That is (c) for Y in G.
To compare AG(Y ) and AH(Y ) use the sequence (K). The two groups are quotient of the same ℓ-group
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with included kernels : with C◦ = C◦[G,G](Y ), Z
◦(G)∩[G,G]/Z◦(G)∩C◦ injects in Z◦(H)∩[G,G]/Z◦(H)∩C◦,
hence AH(Y ) is a quotient of AG(Y ) whose cokernel is F -isomorphic to a section of Z([G,G])/Z
◦(G) ∩ C◦,
hence of Z(G)/Z◦(G). If Z(G)Fℓ = Z
◦(G)Fℓ and F(G)
F
ℓ = 1, then AH(Y )
F and AG(Y )
F are isomorphic and
AH(Y )
F = 1 by (C.2), that is the “rational part” of (e).
(D) End of the proof.
Assuming Y ⊆ GF , we use the decomposition in central product defined in section 1.1.5 : put G′b =
Z◦(G).Gb. Then G = Ga.G
′
b and Z(G)/Z
◦(G) is isomorphic to a direct product Z(Ga)/Z
◦(G)×Z(G′b)/Z
◦(G).
Any y ∈ GFℓ writes in a unique way in (Ga)
F
ℓ × (Gb)
F
ℓ . Let Ya and Yb be the projections of Y on (Ga)
F
ℓ
and (Gb)
F
ℓ . One has CG(Y ) = CGa(Ya).CG′b(Yb), C
◦
G(Y ) = C
◦
Ga
(Ya).C
◦
G′
b
(Yb), so that AG(Y ) is isomorphic
to AGa(Ya) × AG′b(Yb). By definition of Gb, Z(G)
F
ℓ /Z
◦(G)Fℓ is isomorphic to Z(Ga)
F
ℓ /Z
◦(Ga)
F
ℓ and F(G)
F
ℓ
is isomorphic a` F(Ga)Fℓ . The assertions (a), (d) and (e) are true for Ya in Ga and Yb in G
′
b, there are true
for Y in G.
The properties required in (b) and (c) go up from Ga and G
′
b to G by straightforward constructions.
With clear notations TY = (TY ∩Ga).(TY ∩G′b) = TYa .TYb , T = (T ∩Ga).(T ∩G
′
b) = Ta.Tb (central prod-
ucts on Z◦(G)), with TYa = (T
Ya)◦, TYb = (T
Yb)◦, hence (T Y )◦ = TY , W (C
◦
G(Y ), TY )
∼=W (C◦Ga(Ya), TYa)×
W (C◦Gb(Yb), TYb)
Dualities between (T ∗Y ′a ⊆ C
◦
Ga∗
(Y ′a)) and (TYa ,C
◦
Ga
(Ya), between (T
∗
Y ′
b
⊆ C◦(G′
b
)∗(Y
′
b)) and (TYb ,C
◦
G′
b
(Yb))
define, through the morphism ρ:G∗ → Ga
∗ × (G′b)
∗, whose kernel is a central torus, a duality between
(T ∗Y ′ ⊆ C
◦
G∗(Y
′)) and (TY ⊂ C◦G(Y )) where Y
′ = ρ(Y ′a × Y
′
b) and T
∗
Y ′ = ρ(T
∗
Y ′a
× T ∗Y ′
b
).
Similarly dualities between (Ta ⊆ CGa(TYa)) and (T
∗
a ⊆ CGa∗(T
∗
Y ′a
)), between (Tb ⊆ CG′
b
(TYb)) and
(T ∗b ⊆ C(G′b)∗(T
∗
Y ′
b
)) give a duality between (T ⊆ CG(TY )) and (T ∗ ⊆ CG∗(T ∗Y ′)) where T
∗ = ρ(T ∗a × T
∗
b ).
1.2.7. Proposition. Let (G,F ) be of classical type in odd caracteristic, let Y be a 2-subgroup de GF .
(a) C◦G(Y ) is reductive.
(b) For any (eventually F -stable if Y ⊆ GF ) maximal torus TY of C◦G(Y ), there exists a maximal
(eventually F -stable) torus T of G such that TY ⊆ T and Y ⊆ NG(T ). Thus W(C◦G(Y ), TY ) is isomorphic
to a subgroup of WG(CG(TY )) ∼= NG(CG(TY ))/CG(TY ).
(c) If G has no component of type B or C, then assertion (c) with ℓ = 2 of Proposition 1.2.6 is true.
(d) The group Z(C◦G(Y ))/Z
◦(C◦G(Y )) is isomorphic to a quotient of Z(G)/Z
◦(G) and F(C◦G(Y )) is
isomorphic to a subgroup of F(G), with F -action when Y ⊆ GF .
(e) AG(Y ) is an 2-group. If F(G)2 = {1} and (Z(G)/Z◦(G))2 = {1} then AG(Y ) = {1}. If Y ⊆ GF ,
F(G)F2 = {1} and (Z(G)/Z
◦(G))F2 = {1} then AG(Y )
F = {1}.
(f) If L is a Levi subgroup of G and Y ⊆ L, AL(Y ) is isomorphic to a subgroup of AG(Y ). If furthermore
Y ⊆ GF , AL(Y )F is isomorphic to a subgroup of AG(Y )F .
Proof. (a sketch of) We have seen in the proof of Proposition 1.2.6, using central products and regular
isotypic morphisms, how to reduce to rationally irreducible types. Details are left to the reader.
In type A 2 is good, Proposition 1.2.6 applies.
Let f be a non degenerate bilinear form on a space V on F, defined on Fq, assume G = SO(f). Thus
GF is a symplectic or orthogonal group on Fq.
Under Y -action V is a direct and orthogonal sum of isotypic F[Y ]-modules
V = V+ ⊕ V− ⊕ (⊕{E,E′}(VE ⊕ VE′))
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Here we have denoted V+ (resp. V−) the space of fixed points (resp. antifixed points : y.v = −v for all y ∈ Y )
and {E,E′} belongs to a set of isomorphism classes of pairs of contragredient irreducible representations.
Let f+ (resp. f−) be the restrictions of f to V+ (resp. V−). Then CG(Y ) is the intersection with G (inside
GL(V )) of the direct product
O(f+)×O(f−)× (×{E,E′}GLm(E))
Any factor GLm(E) is contained in G, it acts on VE ⊕VE′ where VE and VE′ are totally isotropic spaces with
dual basis. One sees that C◦G(Y ) is reductive, that gives (a) for all G.
Clearly (b) holds in G and AG(Y ) is a 2-group. These properties are preserved by isotypic morphisms.
There exists a group (G0, F ) of same type such that Z
◦(G0) = Z(G0) and F(G0) = 1. One may verify that,
for any 2-subgroup Y0 of G
F
0 , CG0(Y0) and Z(CG0(Y0)) are connected, and F(CG0(Y0)) = 1. One deduce
(d), (e) and (f) as in Proposition 1.2.6.
In types A and D there exists groups isomorphic to a dual, so (c) in Proposition 1.2.6 is true.
1.3. Jordan decomposition in Irr(GF )
The properties we recall in that section are essentially due to G. Lusztig [26], [27]. In Proposition 1.3.2
we state what we need on Jordan decomposition of irreducible characters when the center of G is connected.
As a consequence of “non-multiplicity condition” in an isotypic morphism H → G (Proposition 1.3.3),
Propositions 1.3.6, 1.3.7 describe the link between Jordan decompositions in an isotypic morphism.
1.3.1. Some facts and notations.
Let L be an F -stable Levi complement of the unipotent radical of a parabolic subgroup P of G, then is
defined a virtual O[GF ×LF ]-bimodule, where O may be the ring of an ℓ-modular splitting system (O,K, k)
(see 1.1.2), and, as a consequence, ” Deligne-Lusztig induction ”, which maps any OLF -module to a virtual
OGF -module, see [20] chapter 11. By extension from O to K and linearity is defined a linear map from
CF(K,LF ) to CF(K,GF ), “ twisted induction” in [16] §8.3, where it is denoted RGL⊆P . Denote R
G
L⊆P the
linear map ǫGǫLR
G
L⊆P where ǫG = (−1)
r(G), and r(G) is the semi-simple Fq-rank of G, we name it Lusztig
induction, the dual map with respect to standard scalar products on spaces of central functions is called
Lusztig restriction and denoted ∗RGL⊆P . In a isotypic morphism σ: (G,F ) → (H,F ), as defined in 1.1.4,
one has, by [6] Proposition 1.1 and with evident notations
(1.3.1.1) Resσ:GF→HF ◦ R
H
M⊆Q = R
G
σ−1(M)⊆σ−1(Q) ◦ Resσ:σ1(M)F→MF
The character formula gives ([20] 12.17)
(1.3.1.2) ∀χ ∈ CF(K,LF ) (RGL⊆P χ)(1) =
|GF |p′
|LF |p′
χ(1)
Some properties, as formula (1.3.1.2), may be independant of the choice of P , given L, and the notation
RGL⊆P is frequently simplified in R
G
L . The map R
G
L⊆P itself may be independant of the choice of P ; it is the
case if L is a torus, see also Definition 2.2.1 and Proposition 2.2.4. The subspace of CF(K,GF ) generated
by ∪TRGT (CF(K,T
F )) when T ranges over F -stable maximal tori of (G,F ), is called the space of uniform
functions on GF . The orthogonal projection on the space of uniform functions of a central function χ on
GF will be denoted πGun(χ); one has ([20] 12.12)
(1.3.1.3) πGun(χ) =
∑
{(T,θ)}/GF
|W (G, T )F |−1.〈RGT θ, χ〉GFR
G
T θ
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By Mackey decomposition formula ([20] 11.13) and (1.3.1.3) πun commute with Lusztig induction and re-
striction :
(1.3.1.4) πLun ◦
∗RGL =
∗RGL ◦ π
G
un, π
G
un ◦ R
G
L = R
G
L ◦ π
L
un
Since the regular representation of GF is a uniform function ([20] 12.14) πun preserves the value on 1.
Let (G,F ) and (G∗, F ) be in duality and let s ∈ G∗F be semi-simple, the rational Lusztig series
E(GF , s) is a subset of Irr(GF ). The set E(GF , s) is defined by the following property : for any couple of
F -stable maximal torus (T ⊆ G, T ∗ ⊆ G∗) in dual conjugacy classes, if θ ∈ (TF )∧ corresponds by duality
to s ∈ T ∗F , then RGT θ writes in ZE(G
F , s). One has a partition Irr(GF ) = ∪(s)E(G
F , s) where (s) ranges
over G∗F -conjugacy class of semi-simple elements of G∗F , see [20] 14.41, [16] § 8.4. Thus if, with evident
notations, (T1, θ1) is not G
F -conjugate to (T2, θ2) —and that is equivalent to non G
∗F -conjugacy between
(T ∗1 , s1) and (T
∗
2 , s2) see [20] 13.13— then R
G
T1
θ1 and R
G
T2
θ2 have no common irreducible constituent.
Elements of E(GF , 1) are said to be unipotent. If σ: (G,F ) → (H,F ) is an isotypic morphism, the
restriction through σ restricts to a one-to-one map E(HF , 1)→ E(GF , 1) [20] 13.20.
One has πGun(KE(G
F , s)) ⊆ KE(GF , s) and the orthogonal projection on the space KE(GF , s) commute
with πGun. Let us design by π
G,s
un the product of these projections :
(1.3.1.5) πG,sun :KIrr(G
F )→ πGun(KE(G
F , s)) = πGun(KIrr(G
F )) ∩KE(GF , s)
Lusztig [26] has defined an orthogonal basis {RGf }f of π
G
un(KE(G
F , 1)) with indexation in some set of
representations of W.〈F 〉. There is a partition F of that set in so called families, defining a decomposition of
πGun(KE(G
F , 1)) in an orthogonal sum of subspaces FU(G, 1, f) =
∑
f∈fKR
G
f , such that for any χ ∈ E(G
F , 1)
there exists a unique family f ∈ F such that πGun(χ) ∈ FU(G, 1, f) :
(1.3.1.6) πGun(KE(G
F , 1)) =⊥f∈F FU(G, 1, f), E(G
F , 1) = ∪f∈FE(G
F , 1)f, π
G
un(E(G
F , 1)f) ⊆ FU(G, 1, f)
The decomposition of πGun(χ) on the basis {R
G
f }f∈f of FU(G, 1, f) is known, see [26], Chapter 4, for details.
When s ∈ (G∗)Fℓ′ one defines Eℓ
(
GF , s
)
:= ∪t∈C◦
G∗
(s)F
ℓ
E(GF , st). We denote Bl(GF ; s) the set of blocks
b of GF such that Irr(b) ∩ Eℓ
(
GF , s
)
6= ∅. By [9] (see [16] Theorem 9.12)
(1.3.1.7) b ∈ Bl(GF ; s) if and only if Irr(b) ∩ E(GF , s) 6= ∅ if and only if Irr(b) ∩ Eℓ
(
GF , s
)
6= ∅
An element of Bl(GF ; 1) is said to be unipotent.
When G is not connected we define E(GF , 1) as the set of χ ∈ Irr(GF ) that cover some χ◦ ∈ E(G◦F , 1).
Elements of E(GF , 1) may be defined as the irreducible components of the RGT 1, with suitable definitions of
so called quasi-tori T , and of Lusztig induction [21]. Similarly an ℓ-bloc B of GF is said to be unipotent if
it covers a unipotent block of G◦F , or equivalently if Irr(B) ∩ E(GF , 1) 6= ∅.
In the following Proposition we introduce one of our first important tool, the Jordan decomposition in
Irr(GF ), see [26] 4.23, [20] 13.24. Recall that, when Z(G) is connected and s is semi-simple in G∗, CG∗(s) is
connected (Propositions 1.1.3 and 1.2.4). By general conventions we assume that the duality between L and
L∗, G and G∗ are defined around the same pair of dual maximal tori (T ⊆ L, T ∗ ⊆ L∗) and so on for any
“dual” sets {Lj}j , {L∗j}j of Levi subgroups of G, G
∗ with a common maximal torus T ⊆ ∩jLj , T ∗ ⊂ ∩jL∗j .
Similar restrictions apply to dualities over Fq between F -stable groups. It follows that the choice of duality
between L and L∗, hence the eventual different choices, if s ∈ L∗, of ΨL,s do not affect RGL ◦ΨL,s.
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1.3.2. Proposition. For any connected algebraic reductive group (G,F ) defined on Fq, with connected
center, and dual (G∗, F ∗), there exist one-to-one maps, named Jordan decompositions,
ΨL,s: E(CL∗(s)
F , 1)→ E(LF , s)
defined for any couple of F -stable Levi subgroups (L ⊆ G,L∗ ⊆ G∗) in dual conjugacy classes and any
semi-simple element s in L∗F and that satisfy the following properties :
Extend ΨL,s by linearity
ΨL,s:KE(CL∗(s), 1)→ KE(L
F , s)
(i) On orthogonal projections on the spaces of uniform functions :
For any couple (T ⊆ L, T ∗ ⊆ L∗) of F -stable maximal tori in dual conjugacy classes with s ∈ T ∗F and
any λ ∈ E(CL∗(s)F , 1), one has
(J.1) 〈ΨL,s(λ),R
L
T (ΨT,s(1T∗F )〉LF = 〈λ,R
CL∗ (s)
T∗ (1T∗F )〉CL∗ (s)F
(J.2) RLT (ΨT,s(1T∗F ) = ΨL,s(R
CL∗ (s)
T∗ (1T∗F ))
(ii) Assume s is central in L∗, the duality between (L, F ) and (L∗, F ) defines sˆ := ΨL,s(1LF ) ∈ Irr(L
F )
such that sˆ(1) = 1. For any semi-simple t ∈ L∗F , one has E(LF , st) = sˆ ⊗ E(LF , t) and, for any λ ∈
E(CL∗(t)F , 1),
ΨL,st(λ) = sˆ⊗ΨL,t(λ).
(iii) If CG∗(s) ⊆ L
∗, then for any parabolic subgroup P of G with Levi complement L one has
RGL⊆P ◦ΨL,s = ΨG,s.
(iv) Let (σ, σ∗) be an isomorphism from ((L, F ), (L∗1, F )) to ((L1, F ), (L
∗, F )) and s = σ∗(s1). Then
(σ, σ∗) induces isomorphisms τ :LF → LF1 et τ
∗
s : CL∗1 (s1)
F → CL∗(s)F , and there is a commutative diagram
with one-to-one maps
E(CL∗
1
(s1)
F , 1)
Resτ∗s←−− E(CL∗(s)F , 1)yΨL1,s1
yΨL,s
E(LF1 , s1)
Resτ−−→ E(LF , s)
(v) ΨL,s is “functorial with respect to central products in L”.
(vi) For any λ ∈ E(CL∗(s)F , 1), one has ΨL,s(λ)(1) =
|LF ]p′
|CL∗ (s)F |p′
λ(1).
Comments.
The case s = 1 : ΨG,1: E(G∗F , 1)→ E(GF , 1) is a bijection between unipotent series of groups in duality.
The hypothesis “Z(G) is connected” may be dropped (see Proposition 1.3.6 for a general statement in case
Z(G) is not connected).
In case of tori T , T ∗ in dual conjugacy classes for (L,L∗) —and so for (G,G∗) — ΨT,s(1T∗F ) is the image
of s by an isomorphism T ∗F → (TF )∧, the construction of it assume choices of isomorphisms (Q/Z)p′ ∼= Q¯
×
ℓ
and (Q/Z)p′ ∼= F
×, that are fixed one for all, and depends of the duality between T and T ∗. Thanks to [20]
13.13 RLT (ΨT,s(1T∗F )) is well defined as it is implicitely assumed in (J1), (J2). Recall the notation
(1.3.2.1) RLT∗ (s) := R
L
T (ΨT,s(1T∗F ))
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The relative Weyl groups WG(T )
F
ΨT,s(1T∗F )
and WCG∗ (s)(T
∗)F are isomorphic. By [20] 11.16 we have
〈RGT∗ s,R
G
T∗ s〉GF = 〈R
CG∗ (s)
T∗ 1,R
CG∗ (s)
T∗ 1〉CG∗ (s)F . By [20] 13.12, 12.12 and (J1) and (J2) above ΨG,s send
an orthogonal basis of π
CG∗ (s)
un (KE(CG∗(s)F , 1) to an orthogonal basis of πGun(KE(G
F , s)), ”Jordan decom-
position commute with πun” and restricts to an isomorphism of metric spaces
(1.3.2.2) πGun ◦ΨG,s = ΨG,s ◦ π
CG∗ (s),1
un , ΨG,s:π
CG∗ (s)
un (KE(CG∗(s)
F , 1))
∼
−→πGun(KE(G
F , s))
(here we have used notation (1.3.1.5)). More precisely by ΨG,s and the decomposition (1.3.1.5) we may
define families in E(GF , s) : E(GF , s)f := ΨG,s(E(CG∗(s)F , 1)f), FU(G, s, f) := KE(GF , s)f
(1.3.2.3) ΨG,s(FU(CG∗(s), 1, f) = FU(G, s, f) π
G
un(KE(G
F , s)) =⊥f∈F FU(G, s, f)
In (1.3.2.3) the set F is defined from (W (CG∗(s)), F ).
Let M and M∗ be Levi subgroups in duality of L and L∗ respectively, such that s ∈M∗, then CM∗(s)
is a Levi subgroup of CL∗(s). Let α ∈ E(CL∗(s)F , 1), λ = ΨL,s(α). Let be any couple of F -stable maximal
tori (T ⊆ M,T ∗ ⊆ M∗) in dual conjugacy classes with s ∈ T ∗, put θ = ΨT,s(1T∗F ). We have R
M
T θ =
ΨM,s(R
CM∗ (s)
T∗ 1T∗F ). By transitivity of Lusztig induction and (J.1) we have
〈∗RLMλ,R
M
T θ〉MF = 〈
∗RLTλ, θ〉TF = 〈
∗R
CL∗ (s)
T∗ α, 1T∗F 〉T∗F = 〈
∗R
CL∗ (s)
CM∗ (s)
α,R
CM∗ (s)
T∗ 1T∗F 〉CM∗ (s)F
Thus we enforce (1.3.2.2) in another commutation formula with Lusztig induction, we may combine with
(1.3.1.4). The preceding equalities give
(1.3.2.4) (πM,sun ◦
∗RLM ◦ΨL,s)(α) = (ΨM,s ◦ π
CM∗ (s),1
un ◦
∗R
CL∗ (s)
CM∗ (s)
)(α), α ∈ E(CL∗(s)
F , 1)
and by adjunction
(1.3.2.5) (ΨL,s ◦ R
CL∗ (s)
CM∗ (s)
◦ πCM∗ (s)un )(α) = (π
L
un ◦ R
L
M ◦ΨM,s)(α), α ∈ E(CM∗(s)
F , 1)
The functoriality of the Jordan decomposition (assertion (iv)) apply in the following situation :
Let (Lj)j and (L
∗
j )j be two pairs (j = 1, 2) of F -stable Levi subgroups of G and G
∗ respectively, Lj
and L∗j in dual classes. Assume that for some g ∈ G
F and s ∈ (L∗1 ∩L
∗
2)
F , (L1, E(LF , s))g = (L2, E(GF , s)).
The duality between Lj and L
∗
j is defined around F -stable couples (Torusj ⊂ Borelj) with root data in
duality. As g is defined modulo NGF (L, E(L
F , s)) we may assume that g sends such a couple (T1 ⊆ B1) onto
(T2 ⊆ B2), assuming by choice s ∈ T ∗j
F . Then there exists g∗ ∈ G∗F that sends (T ∗2 ⊆ B
∗
2 ) onto (T
∗
1 ⊆ B
∗
1 )
so that g∗s = sg∗. Then g∗ and g induce by interior automorphisms dual morphisms L1 → L2 and L∗2 → L
∗
1
(g∗ is defined modulo T ∗1 ) and (iv) applies : one has ΨL1,s(α)
g = ΨL2,s(
g∗α) for any α ∈ E(CL∗1F (s), 1).
As for (v) functoriality is as follows : assume G = G1.G2 a central product over a torus of F -stable
groups Gj . Let π:G1×G2 → G so defined and let π∗:G∗ → G∗1×G
∗
2 a dual morphism. Put π
∗(s) = (s1, s2),
with sj ∈ (G∗j )
F , so that π∗(CG∗(s)) = CG∗
1
(s1)×CG∗
2
(s2). Similarly L = π(L1×L2) and π∗(L∗) = L∗1×L
∗
2.
By what we saw in case of unipotent series one has a one-to-one map σ: E(CL∗
1
(s1)
F , 1)× E(CL∗
2
(s2)
F , 1)→
E(CL∗(s)F , 1). As (s1, s2) = π∗(s), elements of E(LF1 , s1) and E(L
F
2 , s2) have equal restriction on the kernel
of π that is the restriction of sˆj in the notation of assertion (ii). Then, using the symbol ⊗ in two different
senses, one may write ΨL,s(σ(α1 ⊗ α2)) = ΨL1,s1(α1)⊗ΨL2,s2(α2).
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1.3.3. Remarks. A generalization of (J.2) in the form
(J.3) RGL⊆P ◦ΨL,s = ΨG,s ◦ R
CG∗ (s)
CL∗ (s)
with parabolic subgroups suitably defined or, better!, dropped, would be quite useful, as well as Mackey
decomposition formula for Lusztig induction [20] chapter 11.
(a) In type A with connected center all central functions are uniform. In that case (J.2) implies (J.3).
Asai and Shoji have shown that (J.3) is true in classical type with connected center for any L, see [29] and
[24] Appendix, and unicity of Jordan’s decomposition follows in that case. In our Appendix, Proposition 5.3,
we give an elementary proof of (J3) in classical types, assuming Mackey decomposition formula for ∗RGL ◦R
G
L
and knowing Asai’s formulas that give R
CG∗ (s)
CL∗ (s)
α for any α ∈ E(CL∗(s), 1).
(b) If s = 1, (J.3) is true because E(GF , 1) has a generic parametrization and Lusztig induction is
“generic on unipotent functions” (see [10] 1.33). If s is central, by assertion (ii) in Proposition 1.3.2, (J.3)
goes from 1 to s.
More generally, if CG∗(s) ⊆ L
∗, a Levi subgroup of G∗ in the dual class of L, RGL restricts to a one-to-one
map E(LF , s) → E(GF , s) independantly of choices of parabolics. It follows that (J.3) is satisfied if CG∗(s)
is a Levi subgroup of G∗ :
Indeed let G(s) be a Levi subgroup of G in duality with CG∗(s), let sˆ = ΨL,s(1LF ), and let L(s) be
a Levi subgroup of G(s) in duality with CL∗(s). Let α ∈ E(CG∗(s)F , 1) and let β ∈ E(CL∗(s)F , 1). By
assertion (ii) we have
ΨG,s(α) = R
G
G(s) (sˆ⊗ΨG(s),1(α)), ΨL,s(β) = R
L
L(s) ((Res
G(s)F
L(s)F
sˆ)⊗ΨL(s),1(β))
hence
RGL
(
ΨL,s(β)
)
= RGL(s)
(
(Res
G(s)F
L(s)F sˆ)⊗ΨL(s),1(β)
)
= RGG(s)
(
sˆ⊗ R
G(s)
L(s) (ΨL(s),1(β))
)
= RGG(s)
(
sˆ⊗ΨG(s),1(R
CG∗ (s)
CL∗ (s)
β)
)
= ΨG,s(R
CG∗ (s)
CL∗ (s)
β) .
There are deeper and stronger results in that hypothesis, existence of a perfect isometry [8] and, better,
of a Morita equivalence (see [5], or [16] Chapters 10–12 for details).
Now let two semi-simple elements s, t in (G∗)F , with coprime order, such that st = ts. Assume CG∗(t)
is a Levi subgroup of G∗, let G(t) be a dual Levi subgroup in G. For any α ∈ E(CG∗(st)F , 1) one has
ΨG,st(α) = R
G
G(t) (tˆ⊗ΨG(t),s(α)).
(c) If L is split, RGL is Harish-Chandra induction and (J.3) is satisfied. Indeed Jordan decomposition
is defined such that Harish-Chandra series correspond. If L0 is an F -stable Levi complement of an F -
parabolic subgroup of G (split Levi subgroup), and λ ∈ E(LF0 , s) is cuspidal, that is (L0, λ) is a cuspidal
datum in (G,F ), to (L0, λ) there corresponds a cuspidal datum (L
∗
0(s), α) in (CG∗(s), F ) where L
∗
0(s) =
CL∗(s) for some Levi subgroup L
∗ of G∗ in duality with L, ΨL,s(α) = λ and the Hecke algebras one
obtain as endomorphism algebras of Harish-Chandra modules are built on isomorphic relative rational Weyl
groups W := WGF (L0, λ) ∼= WCG∗ (s)F (L
∗
0(s), α) (see [26], especially theorems 8.6 and 4.23). Then for all
β ∈ E(CG∗(s)F , 1), one has
〈R
CG∗ (s)
L∗0(s)
α, β〉CG∗ (s)F = 〈R
G
L0 λ,ΨG,s(β)〉GF
because that integer is the degree of the same element of Irr(W ) that is associated to α and to ΨL,s(α) by the
maps Irr(W ) → E(CG∗(s)F , 1) and Irr(W ) → E(GF , s). Furthermore if one extends linearly the preceding
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maps to ηG:ZIrr(W )→ ZE(GF , s), ηG∗,s:ZIrr(W )→ ZE(CG∗(s)F , 1) and if L is a split Levi-subgroup of G
with L0 ⊆ L, one has RGL ◦ηL = ηG◦Ind
W
W
LF
(L0,ζ), and similarly R
CG∗ (s)
CL∗ (s)
◦ηL∗,s = ηG∗,s◦Ind
W
W
CL∗ (s)
F (L∗0(s),α)
.
But ΨG,s ◦ ηG∗,s = ηG and ΨL,s ◦ ηCL∗ (s),s = ηL, (J.3) is satisfied.
From the construction of ΨG,s with the Weyl group of CG∗(s), it follows that, if [CL∗(s),CL∗(s)] =
[CG∗(s),CG∗(s)], (J.3) is true. Under that assumption one has, when α ∈ E(CG∗(s)
F , 1),
RGL (ΨL,s(Res
CG∗ (s)
F
CL∗ (s)F
α)) = ΨG,s(α)
(here to simplify the formula we have identify via restriction E(CG∗(s), 1) with E([CG∗(s),CG∗(s)]F , 1)).
1.3.4. Proposition. Let σ: (G,F ) → (H,F ) be an isotypic morphism between connected reductive alge-
braic groups defined on Fq. Restriction from G
F to HF has no multiplicity :
∀(χ, ξ) ∈ Irr(GF )× Irr(HF ) 〈ResH
F
GF ξ, χ〉GF ∈ {0, 1} .
Proof. Let η: (K,F )→ (H,F ) be a regular covering defined on Fq, [K,K] is simply connected. The adjoint
groups of H∗, G∗, K∗ are isomorphic and are in duality with [K,K]. Thus [K,K]→ [H,H ] factor through
[G,G]. One has commutative diagrams
[K,K] −−→ Ky
yη
G
σ
−−→ H
[K,K]F −−→ KFy
yη
GF
σ
−−→ HF
where KF → HF is onto, as the kernel of η is a torus, and σ(GF ) is a normal subgroup of HF . By a theorem
of Lusztig, (see [16] Theorem 15.11, chapter 16), the restriction from KF to [K,K]F has no multiplicity.
Thus the composed restriction from HF to [K,K]F has no multiplicity, hence there is no mutiplicity between
HF and GF .
1.3.5. Embeddings and Jordan decomposition.
Let G ⊆ H be a regular embedding. What happens to Jordan decomposition in Irr(H), as described by
Proposition 1.3.2, by restriction from HF to GF ? An answer is given by Lusztig in [27].
In type A Bonnafe´ [3] for non twisted type and Cabanes [12] for twisted type have define an explicit one-
to-one map from E(CG∗(s)F , 1) onto E(GF , s), where E(CG∗(s)F , 1) has to be understood in the extended
definition for non connected reductive groups (see 1.3.1). See our section 5.4 for more details.
Let σ∗:H∗ → G∗ be a dual morphism of the inclusion of G inH , it is a regular covering and by restriction
of σ∗ the map H∗F → G∗F is onto. Let t ∈ H∗F and σ∗(t) = s ∈ G∗F . We have seen in Proposition 1.2.4
that AG∗(s) is isomorphic to a subgroup of F(G∗) = Kerσ∗ ∩ [H∗, H∗]. By duality (Kerσ∗)F is isomorphic
to Irr(HF /GF ) [16] (15.2). Therefore there is an injective map
(1.3.5.1) σH,s: AG∗(s)
F−−→ Irr(HF /GF )
If M is an F -stable Levi subgroup of H and L = M ∩ G such that s belongs to a dual Levi subgroup L∗
of G∗, then, through the injective morphism of AL∗(s)
F in AG∗(s)
F and isomorphism HF/GF ∼= MF /LF ,
σM,s is the restriction of σH,s.
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The existence of σH,s allows us to define a subgroup τH,s(A
′) of HF for any subgroup A′ of AG∗(s)
F
by the formula
(1.3.5.2) σH,s(A
′) = Irr(HF /τH,s(A
′))
One has GF ⊆ τH,s(A′) and A1 ⊆ A2 implies τH,s(A2) ⊆ τH,s(A1).
By duality between an abelian group and its group of characters σH,s gives an isomorphism
(1.3.5.3) σ∨H,s:H
F /τH,s(AG∗(s)
F )−−→ (AG∗(s)
F )∧
The group (HF /GF )∧ acts by tensor product on Irr(HF ). It has been proved that σH,s(AG∗(s)
F ) is
the stabilizer of the subset E(HF , t) of Irr(HF ). So AG∗(s)F acts on E(HF , t). The same group AG∗(s)F , as
quotient CG∗(s)
F /C◦GF (s)
F , acts on E(C◦G∗(s)
F , 1). The set E(C◦G∗(s)
F , 1) identifies with E(C◦H∗(t)
F , 1) by
restriction through σ∗. A fundamental result [27] is that ΨH,t is a morphism for these two dual operations
of AG∗(s)
F :
(1.3.5.4) ΨH,t(
aα)⊗ σH,s(a) = ΨH,t(α), (a ∈ AG∗(s)
F , α ∈ E(CH∗(t)
F , 1))
For any χ ∈ E(HF , t), ResH
F
GF χ belongs to ZE(G
F , s) [16] Proposition 15.6. Thus (AG∗(s)
F )∧ acts on
E(G, s) through (σ∨H,s)
−1 (1.3.5.3). That action is independant of the choice of H in the regular embedding
G ⊆ H and of t such that σ∗(t) = s. Using the non-multiplicity property in restriction from HF to GF
(Proposition 1.3.4), one obtains [27] Proposition 8.1, [16] Corollary 15.14 :
1.3.6. Proposition. Let σ: (G,F ) → (H,F ) be a regular embedding, let σ∗: (H∗, F )→ (G∗, F ) be a dual
morphism, t semi-simple in H∗F , s = σ∗(t). Denote A = AG∗(s)
F . There is a bijective map between sets of
orbits
(1.3.6.1) E(GF , s)/A∧ ←→ E(C◦G∗(s)
F , 1)/A .
Let α ∈ E(C◦G∗(s)
F , 1). To the orbit of α under A in E(C◦G∗(s)
F , 1) there corresponds the set of irreducible
components of ResH
F
GF (ΨH,t(α)), it is a regular orbit under A
∧/(Aα)
⊥ ∼= (Aα)∧.
With notations introduced in Appendix, 5.1
(1.3.6.2) if ΨH,t(α) ∈ Irr(H
F | χ), then τH,s(AG∗(s)
F
α ) = I
HF
GF (ΨH,t(α)) = H
F
χ .
1.3.7. Proposition. Let σ: (G,F ) → (H,F ) be an isotypic morphism between connected reductive alge-
braic groups defined on Fq. Let σ
∗:H∗ → G∗ be a dual morphism, K∗ = Kerσ∗, and let t be a semi-simple
element of H∗F , s = σ∗(t) ∈ G∗, ζ ∈ E(HF , t).
(a) σ∗ defines by restriction from H∗F to G∗F a bijection E(C◦H∗(t)
F , 1) → E(C◦G∗(s)
F , 1) and an
injective morphism τ : AH∗(t)→ AG∗(s) that transforms the action of AH∗(t)F on E(C◦H∗(t)
F , 1) in the action
on E(C◦G∗(s)
F , 1) of its image in AG∗(s)
F . The quotient AG∗(s)/τ(AH∗ (t)) is isomorphic to a subgroup of
K∗ ∩ [H∗, H∗].
(b) Let α ∈ E(C◦H∗(t)
F , 1) be in the orbit under AH∗(t)
F that is associated to the orbit of ζ ∈ E(HF , t)
under (AH∗ (t)
F )∧ by (1.3.6.1).
(b.1) If Z(H) is connected, then ΨH,s(α) = ζ.
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(b.2) ResGF→HF ζ is a sum of |AG∗(s)
F
α/τ(AH∗ (t)
F
α )| distinct elements of E(G
F , s) and there are
|AG∗(s
∗)F |.|AH∗(t)
F
α |/|AG∗(s
∗)Fα |.|AH∗(t)
F | elements of E(HF , t) with equal restriction ResGF→HF ζ.
Proof. We know by Proposition 1.2.3 that σ∗(C◦H∗(t)).Z
◦(G∗) = C◦G∗(s) hence σ
∗ defines a map τ : AH∗(t)→
AG∗(s) that commute with F . By Lemma 1.2.1 the quotient AG∗(s)/τ(AH∗ (t)) ∼= CG∗(s)/σ∗(CH∗(t)) is
isomorphic to a subgroup of Kerσ ∩ [H∗, H∗]. The induced morphism C◦H∗(t) → C
◦
G∗(s) is isotypic and
identify the unipotent series of C◦H∗(t)
F and C◦G∗(s)
F .
Consider regular embeddings defined over Fq as in the proof of 1.1.4 (d) , and dual morphisms :
(1.3.7.1)
G →֒ G0yσ
yσ0
H →֒ H0
G∗ ←−− G∗0xσ∗
xσ∗0
H∗ ←−− H∗0
Horizontal maps in the right diagram are coverings with central tori as kernels.
(b.1) follows directly from Propositions 1.2.3 and 1.3.6.
(b.2) follows from Proposition 1.3.6 and Clifford theory applied in the commutative diagram
(1.3.7.2)
GF →֒ GF0yσ
yσ0
HF →֒ HF0
where all maps have invariant images and abelian cokernels.
Let t0 be a semi-simple element in H
∗F
0 of image t ∈ H
∗ and put s0 = σ
∗
0(t0) ∈ G
∗
0, so that s0
maps on s. By restriction in (1.3.7.1) we obtain one-to-one maps between E(C◦H∗(t)
F , 1), E(C◦H∗0
(tF0 ), 1),
E(C◦G∗(s)
F , 1), E(C◦G∗0
(s0)
F , 1) and we identify theses sets. The groups AH∗(t)
F , AH∗0 (t0)
F , AG∗(s)
F , and
AG∗0 (s0)
F act respectively on these unipotent series. As Z(G0) and Z(H0) are connected, AG∗0 (s0) = 1 =
AH∗
0
(t0). Furthermore τ commute with F and actions on unipotent series.
Let ζ0 ∈ Irr(HF0 | ζ) ∩ E(H
F
0 , t0). Assume ζ0 = ΨH0,t0(α) for a Jordan decomposition ΨH0,t0 as in
Proposition 1.3.5, where α ∈ E(CH∗
0
(t0)
F , 1). We have by (1.3.6.2)
(1.3.7.3) Res
HF0
HF (ζ0) =
∑
h∈HF0 /τH0,t0 (AH∗ (t)
F
α )
hζ
hence ζ0(1) = ζ(1).|AH∗ (t)Fα |. There are |AH∗(t)
F /AH∗(t)
F
α | elements in E(H
F
0 , t0) with equal restriction to
HF . We call “multiplicative factor of Res
HF0
HF
above α” the quotient of cardinals of the subsets of E(HF , t)
and E(H0
F , t0) that correspond to α, here it is |AH∗(t)Fα |
2/|AH∗(t)F |.
As the kernel of σ0 is a torus, σ0 restricts on a surjective morphism G
F
0 → H
F
0 , so that Resσ0:GF0 →HF0
sends E(HF0 , t0) in E(G
F
0 , s0). We may assume
(1.3.7.4) χ0 := Resσ0:GF0 →HF0
(ζ0) = ΨG0,s0(α)
for suitable Jordan decomposition ΨG0,s0 and identification. Then we have, if χ0 ∈ Irr(G
F
0 | χ) :
(1.3.7.5) Res
GF0
GF
(χ0) =
∑
g∈GF0 /τG0,s0 (AG∗ (s
∗)Fα )
gχ
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By what we have seen in 1.3.5
τG0,s0(AG∗(s
∗)Fα )) ⊆ τG0,s0(τ(AH∗ (t
∗))Fα ) = σ
−1
0 (τH0,t0(AH∗(t
∗)Fα ))
with χ0(1) = χ(1).|AG∗(s
∗)Fα | and the multiplicative factor of Res
GF0
GF above α is |AG∗(s)
F
α |
2/|AG∗(s)
F |.
In view of (1.3.7.2), (1.3.7.3), (1.3.7.4) and (1.3.7.5) we conclude by transitivity of restriction and that
χ(1).|AG∗(s)
F
α | = ζ(1).|AH∗ (t)
F
α |.
The multiplicative factor of ResH
F
GF above α is |AG∗(s
∗)Fα |
2.|AH∗(t)F |/|AG∗(s∗)F |.|AH∗(t)Fα |
2.
1.4. Theorem. Let (G,F ) be a reductive algebraic group over an algebraic closure of a prime field Fp,
defined over Fq, with Frobenius endomorphism F , in duality over Fq with (G
∗, F ). Let GF be the subgroup
of rational points. Assume that Mackey decomposition formula holds for Lusztig induction inside closed
F -stable subgroups of G and of G∗.
Let ℓ be an odd prime number, different from p. Assume that ℓ ≥ 7 if G has a component of type E8,
ℓ ≥ 5 if G has a component of non classical type. Let (G,F )→ (H,F ) be a regular emdedding with a dual
morphism H∗ → G∗. Let s ∈ G∗Fℓ′ , image of t ∈ H
∗F
ℓ′ .
There exist a reductive group defined over Fq, we denote (G(s), F ), such that
(A) (G(s)◦, F ) and (C◦G∗(s), F ) are in duality, G(s)/C
◦
G∗(s) is isomorphic to AG∗(s) (see (1.2.0)), and
so acts on G(s) coherently with the action of AG∗(s) on the root datum of C
◦
G∗(s).
(B) There exist a one-to-one map
BG,s: Bl(G(s)
F ; 1)→ Bl(GF ; s)
from the set of unipotent ℓ-blocks of G(s)F onto the set of ℓ-blocks of GF in series (s) such that
(B.1) If G = H , then Jordan decomposition defines a one-to-one map from Irr(b) onto Irr(BH,t(b))
(where b ∈ Bl(H(t)F ; 1)) : if h ∈ CH∗(t)
F
ℓ , so that CH∗(th) = CH(t)∗(h), then
(ΨH,th ◦ΨH(t),h
−1)(Irr(b) ∩ E(H(t)F , h)) = Irr(BH,t(b)) ∩ E(H
F , th)
(B.2) BG,s and BH,t respect Clifford theory in the following sense.
The regular embedding G → H defines an embedding G(s)◦ → H(t). Let c in Bl(H(t)F ; 1), b in
Bl(G(s)F ; 1), b0 ∈ Bl(G(s)◦F ; 1) such that c restricts to b0. Then the block BH,t(c) covers BG,s(b) if and
only if b covers b0.
(B.3) There is a one-to-one height preserving map Ψb from Irr(b) onto Irr(BG,s(b)) such that
Ψb(ζ)(1)|G(s)
F |p′ = ζ(1)|G
F |p′
for all ζ ∈ Irr(b)
(B.4) The defect groups of b ∈ Bl(G(s)F ; 1) and of BG,s(b) are isomorphic. The Brauer categories of b
and of BG,s(b) are equivalent.
Proof. The all proof is contained in sections 2 to 5, we use here Propositions 2.1.4, 2.1.7, 2.1.10, 2.3.5, 2.3.6,
3.1.1, 3.4.1, 3.4.2, 4.1.2, 4.2.4.
(A) The group G(s) such that (A) holds is constructed in sections 3.1, 3.2, 3.3, see Proposition 3.1.1.
(B.1) By Proposition 2.1.7 a unipotent ℓ-block b of H(t)F is defined by a H(t)F -conjugacy class of
unipotent cuspidal data (L(t), α(t)) in (H(t), F ). See definitions 2.1.1 : L(t) is a d-split Levi subgroup of H ,
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α(t) is d-cuspidal in E(L(t)F , 1)), that gives the block b = bH(t)F (L(t), α(t)). Equivalently b is defined by a
CH∗(t)
F -conjugacy class of unipotent cuspidal data (L(t)∗, α) in (CH∗(t), F ) where α(t) = ΨL(t),1(α).
By Proposition 2.1.7 again, an ℓ-block B of HF in series (t) is defined by a HF -conjugacy class of
cuspidal data (L, λ) in series (t) in (H,F ).
Thanks to Jordan decomposition inside d-split Levi subgroups of H , there is a one-to-one map between
the two sets of classes of cuspidal data, (L(t)∗, α)/CH∗(t)
F 7→ (L,ΨL,t(α))/HF , where L is in duality
with CG∗(Z
◦(L∗)φd), see Propositions 2.1.4 and 2.1.10. So is defined B := BH,t in Proposition 3.4.1, by
B = BH,t(bH(t)F (L(t),ΨL(t),1(α))) = bHF (L,ΨL,t(α)).
One knows (1.3.1.7) that Irr(B) ⊆ ∪h∈CH∗ (t)Fℓ E(H
F , th). Given h ∈ CH∗(t)Fℓ , replace (G, s, s0) by
(H, t, h) in Propositions 2.3.5, 2.3.6, where Irr(B) ∩ E(HF , th) is computed as a generalized d-HC se-
ries. Let H(h) be an E-split Levi subgroup of H in duality with CH∗(h) (notation in coherence with
G(s), but h = hℓ)). Using (2.3.5.3), (2.3.6.2), (2.3.6.3) we obtain a one-to-one map, restriction of ΨH,th,
from E(CCH∗ (h)(t)
F , (H∗th, αh)) onto Irr(B)∩E(H
F , th), where (H∗th, αh) is a unipotent d-cuspidal datum in
(CCH∗ (h)(t)
F , F ), (H∗th, αh) being defined from (L(t)
∗, α) as (CL∗
0
(s), α0) from (L
∗
s, α) in Proposition 2.3.6 :
ΨH,th
(
E(CCH∗ (h)(t)
F , (H∗th, αh))
)
= Irr(B) ∩ E(HF , th)
One has CCH∗ (h)(t) = CCH∗ (t)(h) and (H
∗
th, αh) defines by Proposition 2.1.7 a H(t)
F -conjugacy class
of d-cuspidal data in series (h) in (H(t), F ), say (Lh(t), λh(t)), where λh(t) = ΨLh(t),h(αh). Propositions
2.3.5, 2.3.6 apply again in that special case, replace (G, s, s0) by (H(t), 1, h) or by (H(t), t, h) (t is central in
H(t)∗), B by B(t) := bH(t)F (L(t), α(t)). We have Irr(B(t)) ∩ E(H(t)
F , h) = E(H(t)F , (Lh(t), αh(t)) hence
ΨH(t),h
(
E(CCH∗ (t)(h)
F , (H∗th, αh))
)
= Irr(b) ∩ E(H(t)F , h)
That is (B.1). If G = H , Ψb is the restriction of various ΨH,th ◦ΨH(t),h
−1, for h ∈ CH∗(t)Fℓ .
The equality on degrees in (B.3) when G = H is an immediate consequence of the definition of Ψb and
degree formula (vi) in Proposition 1.3.2, applied in H and in H(t) (we have yet used CH(t)∗(h) = CH∗(th)).
There is a kind of duality between the two Clifford situations for G(s)◦F ⊆ G(s)F and GF ⊆ HF , when
restricted to the sets Irr(b) or Irr(BG,s(b)) respectively, under the action of A := AG∗(s)F ∼= G(s)F /G(s)◦F
on Bl(G(s)◦ F ; 1) and of A∧ on Bl(HF ; t). See Proposition 3.4.1, where is proved (B.2).
(B.3) The existence of Ψb is proved in Proposition 3.4.2. The degree formula in (B.3) for G is deduced
from the degree formula for H .
As G(s)F /G(s)◦F is prime to ℓ, if a block b of G(s)F covers a block b0 of G(s)
◦F , then a defect group
of b0 is a defect group of b. The defect groups of b and BG,s(b) are computed in Proposition 4.1.2, they are
isomorphic.
Then the degree formule in (B.3) imply that Ψb preserves height.
The Brauer category of a block B of a finite group X is a small category whose objects are ℓ-subpairs
that contain ({1}, B) and morphisms are produced by restriction of interior automorphisms of X . By fusion
theorems (see [32], §47 and (48.3)), once the defect groups D of a block is given, the Brauer category is
entirely defined by the groups of automorphisms
NX(Y, bY )/Y.CX(Y ), Y ⊆ D, ({1}, B) ⊂ (Y, bY ) ⊂ (D, bD)
Thus (B.4) follows from Proposition 4.2.4.
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1.5. ℓ = 2 for classical types in odd characteristic
In this section we obtain Jordan decomposition of blocks for ℓ = 2 in classical types. We assume
Mackey’s decomposition formula.
Two facts help us : there is only one unipotent 2-block and if s is a semi-simple element of odd order
in G∗F , then C◦G∗(s) is a Levi subgroup of G
∗. Short of type A, where 2 is good, CG∗(s) is connected.
1.5.1. Hypotheses and notations. G is a reductive group defined over Fq, q odd. All components of G
have classical type.
Let s ∈ G∗F be semi-simple of odd order. Let G(s)◦ be a Levi subgroup of G in the dual GF -conjugacy
class of the G∗F -class of C◦G∗(s), duality around dual maximal torii T , T
∗. Let G(s) ⊆ NG(G(s)◦) such
that G(s)◦ ⊆ G(s), and G(s)/G(s)◦ ∼= NG(s)(T )/NG(s)◦(T ) has image AG∗(s) by the antimorphism between
Weyl groups NG(T )/T and NG∗(T
∗)/T ∗.
1.5.2. Proposition. Assume 1.5.1.
(a) GF has only one unipotent 2-block, the principal block.
(b) If AG(s)
F = {1}, and that is the case in types B, C and D, GF has only one 2-block b(s) in series
(s), such that Irr(b(s)) = E2(G
F , s).
(c) A 2-Sylow subgroup of G(s)F is a defect group of any 2-block in series (s). Such a block has central
defect group if and only if C◦G∗(s) = T
∗ and TF2 ⊆ Z(G).
The condition TF2 ⊆ Z(G) is satisfied when G
F = SL2m(q), m is odd, q ≡ 3 (mod 4) and T is a Coxeter
torus in G. There is a similar example in other classical types, G simply connected.
Proof. The notation Eℓ(GF , s) has been introduced in 1.3.1, see (1.3.1.7).
All properties reduce easily to the rationally irreducible case.
Assertion (a) is [16], Theorem 21.14.
(b) Assuming G(s) = G(s)◦, the virtual bimodule defining RGG(s) allows to construct a perfect isometry
[8] and Morita equivalence [5] between the principal block b1 of G(s)
F , unique in series (1) in G(s)F by (a),
and b(s), therefore unique in series (s) in GF . The application (λ 7→ RGG(s) (ΨG(s),s(1)⊗ λ)) is a one-to-one
map from Irr(b1) = E2(G(s)F , 1) onto Irr(b(s)) = E2(GF , s). Furthermore a 2-Sylow subgroup of G(s)F is a
common defect group of the two blocks and the map (λ 7→ RGG(s) (ΨG(s),s(1)⊗λ)) preserve height by degrees
formulas (1.3.1.2) and (vi) in Proposition 1.3.2.
Clearly (c) is true if AG∗(s)
F = {1}.
That happens if G has only types B, C, D, because F(G) is then a 2-group (Proposition 1.2.6 (e)).
(c) We have to consider rational types A, 2A.
Let G → H be a regular embedding, let t semi-simple in H∗F2′ of image s by a dual map σ:H
∗ → G∗.
There exists a Levi subgroup H(t) of H such that G(s)◦ = H(t) ∩ G and H(t) is in duality with CH∗(t).
Assertion (b) applies to (H, t). Let B(t) be the unique 2-block in series (t) of HF .
Any element of E(HF , t) (resp. E2(HF , t)) restricts on GF on a sum of elements of E(GF , s) (resp.
E2(G
F , s)) and all E(GF , s) (resp. E2(G
F , s)) appear this way. Thus B(t) covers all 2-blocks in series (s) of
GF and these blocks are HF -conjugate.
We have seen that a 2-Sylow subgroup E of H(t)F is a defect group of B(t). One has GF .H(t)F = HF ,
GF .E/GF is a 2-Sylow subgroup of HF /GF and E ∩GF is a 2-Sylow subgroup of G(s)F . By [28] Chapter
5, 5.16, E ∩GF is a defect group of any block of GF covered by B(t).
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We can now describe Brauer subpairs by standard arguments of local theory of blocks.
1.5.3. Proposition. Assume 1.5.1. Let Y be a 2-subgroup of G(s)F , TY be a maximal F -stable torus
of C◦G(Y ), T be a maximal F -stable torus of G such that Y ⊆ NG(T ) and TY ⊆ T . Let T
∗ be a maximal
torus in C◦G∗(s) in the G
∗F -conjugacy class of the GF -class of T . Let T ∗ → T ∗Y be a dual morphism of the
inclusion of TY in T , it defines a Lusztig series E(C◦G(Y )
F , sY ).
If b is a 2-block of CG(Y )
F that covers a block in series (sY ) of C
◦
G(Y )
F and ({1}, B) ⊂ (Y, b) is an
inclusion of subpairs in GF , then B is in series (s).
Proof. We know that C◦G(Y ) is reductiveand the existence of T has been proved in Proposition 1.2.7.
Given a group (C◦G(Y )
∗, F ) in duality with C◦G(Y ) around torii TY , T
∗
Y , sY ∈ T
∗F
Y may be defined by
ΨTY ,sY (1) = Res
TF
TF
Y
(ΨT,s(1)), so that E(C◦G(Y )
F , sY ) is defined. In types A or D (c) of Proposition 1.2.7
applies hence we may see C◦G(Y )
∗ as an algebraic subgroup C∗ of G∗ such that s ∈ C∗. Then we may assume
sY = s.
(a) If s = 1, our claim is Brauer’s First Main Theorem, the inclusion between subpairs formed with
principal blocks B1 and b : thanks to (a) in Proposition 1.5.2, CG(Y )
F /C◦G(Y )
F is a 2-group, the principal
block of CG(Y )
F is the unique block that covers the principal block b1 of C
◦
G(Y )
F .
If s is central in G, one has blocks B = ΨG,s(1)⊗B1, b0 = ΨC◦
G
(Y ),sY (1)⊗ b1, ΨC◦G(Y ),sY (1) extends to
CG(Y )
F , so is defined b. The inclusion of subpairs follows.
(b) Assume first Z(G) connected and Y cyclic, Y = 〈y〉.
By Proposition 1.5.2 is given a 2-block B(s) of GF . We have TY = T . Let Ly := C
◦
G(s)(y) = C
◦
C◦
G
(y)(s),
Ly is a Levi subgroup of C
◦
G(y). Let sˆ := ΨG(s),s(1), sˆy = ΨLy,sy (1), hence sˆy = Res
G(s)F
LFy
sˆ. Let ξ in
E2(G(s)F , 1), then χ = RGL (sˆ ⊗ ξ) ∈ Irr(B(s)). If b(s) is the 2-block of G(s)
F in series (s) (Z(G(s)) is
connected) , b(s).(sˆ ⊗ ξ) ∈ Irr(b(s)). Let ξy ∈ E2(LFy , 1), then χy := R
C◦G(y)
Ly
(sˆy ⊗ ξy) ∈ Irr(by) for some
2-block by of C
◦
G(y)
F in series (sy).
Using the second Brauer Main Theorem, to prove an inclusion of subpairs (1, B(s)) ⊂ (〈y〉, b) in GF ,
where b covers by, we may consider only connected subpairs [16] 21.1, so it is sufficient to prove by.d
y(χ) 6= 0.
As by.χy = χy, consider 〈by.dy(χ), χy〉C◦
G
(y)F = 〈d
y(χ), χy〉C◦
G
(y)F . By commutation formula [16], Theorem
21.4, adjunction and part (a) of the proof applied in in G(s), we have
〈dy(χ), χy〉C◦
G
(y)F = 〈d
y(RGG(s) (sˆ⊗ ξ)),R
C◦G(y)
Ly
(sˆy ⊗ ξy〉C◦
G
(y)F
= 〈dy(∗RGG(s)(R
G
G(s) (sˆ⊗ ξ))), sˆy ⊗ ξy〉LFy
= 〈dy
(
b(s).∗RGG(s)(R
G
G(s) (sˆ⊗ ξ))
)
, sˆy ⊗ ξy〉LFy
To compute ∗RGG(s)(R
G
G(s) (sˆ⊗ ξ)) we use Mackey formula. As G(s) is in duality with CG∗(s), if g ∈ G
F and
T g ⊆ G(s), then (T g, (Res
G(s)F
TF sˆ)
g) is conjugate to (T,ΨT,s(1)) only if g ∈ G(s). So
b(s).∗RGG(s)(R
G
G(s) (sˆ⊗ ξ)) = sˆ⊗ ξ
As sˆy is restriction of sˆ we obtain
〈dy(χ), χy〉C◦
G
(y)F = 〈d
y(ξ), ξy〉LFy
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Given by, the existence of ξy ∈ Irr(by) and ξ ∈ E2(G(s)F , 1) such that 〈dy(ξ), ξy〉LFy 6= 0 is just our claim for
unipotent blocks inside G(s), we proved it in (a).
(c1) To easy induction, thanks to Proposition 1.2.7 —we use freely— assume now Z(G) connected and
[G,G] simply connected, with no restriction on the 2-subgroup Y of GF .
By (b) and induction we may assume that our claim is true for smaller groups Y1 (|Y1| < |Y |) and for
groups G1 with strictly smaller semi-simple rank.
We may assume Z(G)F2 .Z(CG(Y ))
F
2 ⊆ Y , with no change on CG(Y ). Let LY = CG(s)(Y ) = CCG(Y )(s),
LY is a Levi subgroup of CG(Y ).
If Z(Y ) 6= Z(G)F2 , let y ∈ Z(Y ) \ Z(G). One has Y ⊆ CG(y). If sY , sy are given from s as above, we
have, by part (a) of the proof, three 2-blocks, b(sy), b(sY ), b(s) of respectively CG(y)
F , CG(Y )
F , GF .
By induction on the semi-simple rank of G we have an inclusion of Brauer subpairs in CG(y)
F :
(1, b(sy)) ⊂ (Y, b(sY )). That inclusion may be seen in GF : (〈y〉, b(sy)) ⊂ (Y, b(sY )). By (b) we have
an inclusion in GF : (1, b(s)) ⊂ (〈y〉, b(sy)). That imply by transitivity (1, b(s)) ⊂ (Y, b(sY )) in GF .
It may happens that Z(Y ) = Z(G)F2 . If Z(Y ) is not a 2-Sylow subgroup of CG(s)(Y )
F , let x ∈ (TY )F2 \
Z(Y ) (x exists thanks to a good choice of TY ). Consider Y1 = 〈Y, x〉. We may take TY1 = TY , then
sY1 = sY and apply the preceding result on Y1 to obtain an inclusion (1, b(s)) ⊂ (Y1, b(sY1)) of subpairs in
GF . Inductively we have an inclusion in CG(Y )
F : (1, b(sY )) ⊂ (〈x〉, b(sY1) which may be read in G
F as
(Y, b(sY )) ⊂ (Y1, b(sY1)). By unicity in Brauer’s correspondance we have (1, b(s)) ⊂ (Y, b(sY )).
It may happens that Z(Y ) = Z(G)F2 is a 2-Sylow subgroup of CG(s)(Y )
F ! Let Y1 be a subgroup of Y with
index 2. If CG(Y ) = CG(Y1) we have our claim by inductive hypothesis. One sees that if CG(Y1) 6= CG(Y ),
then CG(Y1) is not rationnally irreducible and that imply Z(CG(Y1))
F
2 6= Z(G)
F
2 . Take y ∈ Y \Y1. We argue
as above : we have an inclusion (1, b(s)) ⊂ (Y1, b(sY1)) in G
F , as well as (1, b(sY1)) ⊂ (〈y〉, b(sY ) in CG(Y1)
F .
(c2) Assuming only Z(G) connected, there exists an isotypic epimorphism H → G, with central kernel,
such that Z(H) is connected and [H,H ] simply connected (see Proposition 1.1.4 (d)). Then GF is a quotient
of HF with central kernel. We consider Irr(GF ) as a subset of Irr(HF ). If s has image t ∈ H∗F by a dual
morphism, t defines a 2-block b(t) of HF , and we have Irr(b(s)) ⊆ Irr(b(t)). Similarly, if X is a 2-subgroup of
HF of image Y in GF , C◦G(Y ) is image of CH(X), TY is image of some maximal torus TX in CH(X). There
is an element of odd order tX in T
∗F
X ⊆ CH(X)
∗, defining a 2-block b(tX) of CH(X)
F . We may assume that
tX is image of sY . Then by construction Irr(b(sY )) ⊆ Irr(b(tX)) where b(sY ) is a 2-block of C
◦
G(Y )
F . The
inclusion of subpairs (1, b(t)) ⊂ (X, b(tX)) in HF given by (c1) implies an inclusion of “connected subpairs”
(1, b(s)) ⊂ (Y, b(sY )) in GF , so an inclusion (1, b(s)) ⊂ (Y, bY ) in GF where bY is the 2-block of CG(Y )F
that covers b(sY ).
(c3) To reach the more general case we have to consider a regular embedding G ⊆ H .
Let H∗ → G∗ be a dual map, t semi-simple in H∗F2′ of image s, H(t) a Levi subgroup of H in duality
with CH∗(t) such that G(s)
◦ = H(t) ∩ G. Let B(t) be the unique 2-block idempotent of HF in series (t),
B(s) be the sum of 2-blocks idempotents of GF in series (s). As HF stabilizes E(GF , s) and E2(HF , t)
restricts in ZE2(GF , s), B(t) covers the 2-blocks in series (s) of GF and these are HF -conjugate, components
of B(s). Let X = GF .HF2′ ⊆ H
F , HF /X is an abelian 2-group. Thus B(t) covers a unique 2-block B′(t) of
X and B′(t) covers the 2-blocks in series (s) of GF . The embedding C◦G(Y ) ⊆ C
◦
H(Y ) is regular and we may
define tY , sY semi-simple of odd order in CH(Y )
F , C◦G(Y )
F respectively, such that (1, B(t)) ⊂ (Y,B(tY )),
where B(tY ) covers the 2-blocks in series (sY ) of C
◦
G(Y )
F . As CG(Y )
F /C◦G(Y )
F is a 2-group, we may speak
of “2-blocks in series (sY ) of CG(Y )
F ”. If b is such a block, it is covered by B(tY ) in CH(Y )
F , and by a
well-defined 2-block B′(tY ) in CX(Y ).
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Proposition 5.1.4, (a) (i) applies with (1, Y,GF , X) instead of (U, V, Y,X). Assume (1, B) ⊂ (Y, b) in
GF . As B′(tY ) covers b and (1, B
′(t)) ⊂ (Y,B′(tY )) in X , B
′(t) covers B, hence B is in series (s).
1.5.4. Proposition. Assume 1.5.1. Let D be a 2-Sylow subgroup of G(s)◦F , sD ∈ C◦G(D)
∗ as in Proposi-
tion 1.5.3. The set of 2-blocs in series (s) of GF is a regular orbit under the action of (AC◦
G
(D)∗(sD)
F )∧.
Proof. In types B, C, D, as s has odd order, we have AG∗s) = 1, as well as AC◦
G
(D)∗(sD) = 1 (see
Propositions 1.2.4, 1.1.3 and 1.2.7 (d)). There is only one 2-block in series (s) by Proposition 1.5.2. So we
may assume that G has type A.
Then, as said at the beginning of the proof of Proposition 1.5.3, for any 2-subgroup Y of G(s)◦F , we
may see C◦G(Y )
∗ as an F -stable reductive subgroup C∗ of G∗ with s ∈ C∗ (Proposition 1.2.7 (c)). As C◦G∗(s)
is a Levi subgroup of G∗ and C◦C∗(s) is a Levi subgroup of C
∗, for some torus S, C◦G∗(s) = CG∗(S), hence
C◦C∗(s) = CC∗(S) = C
∗ ∩ C◦G∗(s). By Proposition 1.2.2 (b), with (G
∗, C∗, 〈s〉) instead of (G,H,X), AC∗(s)
is a subgroup of AG∗(s). If Z(G) is connected AG∗(s) = 1 and our claim is clear.
So we consider as usual a regular embedding G ⊆ H , with dual map H∗ → G∗, t ∈ H∗ semi-simple
of odd order and of image s∗, H(t) ⊆ H , a Levi subgroup in duality with C◦H∗(t) ⊆ H
∗ and such that
G(s)◦ = H(t) ∩G. We have H = Z◦(H).G, H(t) = Z◦(H).G(s)◦, C◦H(D) = Z
◦(H).C◦G(D), hence
HF = GF .H(t)F = GF .CHF (D), C
◦
H(D)
F = Z◦(H)F .C◦G(D)
F and CHF (D) = C
◦
H(D)
F .CGF (D).
The unique 2-block B(t) in series (t) of HF covers any 2-block b in series (s) of GF . If (D, bD) is a
maximal pair of b, bD is covered by a block BD of CHF (D), such that (1, B(t)) ⊂ (D,BD) in H
F . Any
2-block with central defect bD of CGF (D) covers one block with central defect b
◦
D of C
◦
GF (D). By conjugacy
of maximal subpairs we see that (HF )b = G
F .NHF (D)b◦D .
The embedding C◦G(D) ⊂ C
◦
H(D) is regular and b
◦
D has central defect. By Proposition 1.5.2 (c),
C◦G(s)◦(D) is a torus, say SD. As well TD := Z
◦(H).SD = C
◦
H(t)(D) is a torus. There exists tD ∈ TD
∗F , with
image sD, related to t ∈ (Z(H).S)∗F as sD ∈ SD
∗ is related to s ∈ S∗. Then b◦D is covered by the unique block
BD in series (tD) of CH(D)
F . The canonical character of BD is tˆD := Res
CH(t)
F
TF
D
(ΨCH(t),t(1)). By Propo-
sition 1.3.6, Res
CH (D)
F
C◦
G
(D)F
tˆD is a sum of elements of E(C◦G(D)
F , sD), a regular orbit under (AC◦
G
(D)∗(sD)
F )∧.
Each one is the canonical character of one of the blocks of C◦G(D)
F covered by BD. In other words, with
notations of (1.3.5.2) Hb = τH,s(AC◦
G
(D)∗(sD)
F ) where AC◦
G
(D)∗(sD) is viewed as a subgroup of de AG∗(s).
1.5.5. Proposition. Assume 1.5.1. There is a one-to-one map BG,s from the set of unipotent 2-blocks of
G(s)F to the set of 2-blocks in series (s) of GF such that, if b ∈ Bl(G(s)F ; 1),
(1) b and BG,s(b) have a common defect group.
(2) There is a one-to-one map Ψb from Irr(b) onto Irr(BG,s(b)) that preserves height.
(3) The Brauer’s category of b and BG,s(b) are isomorphic.
On the proof.
When AG∗(s)
F = 1, as we have seen in the proof of Proposition 1.5.2, b is the principal and unique
unipotent 2-block of G(s)F , Irr(b) = E2(G(s)F , 1), BG,s(b) is the unique 2-block in series (s) of GF , the
map Ψb: Irr(b) → Irr(BG,s(b)) is given using Lusztig induction (λ 7→ RGG(s) (ΨG(s),s(1) ⊗ λ)). The map Ψb
preserves height thanks to degree’s formulas given in section 1.3.
Assuming AG∗(s)
F 6= 1, G has type A. Consider now a regular embedding (G,F ) ⊆ (H,F ) and t
semi-simple of odd order in H∗F with image s by a dual morphism. Using Clifford theory of irreducible
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representations and of blocks and knowing that there is no multiplicity in restrictions of irreducible represen-
tations from HF to GF and from G(s)F to G(s)◦F , the crucial step is to verify the following combinatorial
facts (see the proofs of Propositions 3.4.1 and 3.4.2 for more detailed arguments):
(a) If the unique 2-block in series (t) of HF covers exactly m blocks of GF (therefore in series (s)),
then the unique unipotent 2-block of G(s)◦F is covered by exactly m blocks of G(s)F . Here m is given in
Proposition 1.5.4.
(b) Let χ ∈ E2(HF , t), hence χ = RHH(t) (ΨH(t),t(1) ⊗ λ), where λ ∈ E2(H(t)
F , 1). Here we have
λ ∈ E(H(t)F , t1), where t1 ∈ CH∗(t)
F
2 . Let s1 be the image of t1 in C
◦
G∗(s)
F
2 . There is a Levi subgroup
H(tt1) ⊆ H(t) in the dual class of CT∗(tt1) and G(ss1)◦F := H(tt1) ∩G is a Levi subgroup of G(s)◦ in the
dual class of C◦G∗(ss1) (recall that G has type A). Let α ∈ E(H(tt1)
F , 1) such that λ = ΨH(t),t1(α). The
inclusion G(ss1)
◦ ⊆ H(tt1) is a regular embedding. We may identify E(H(tt1)F , 1) and E(G(ss1)◦F , 1), so
that λ defines µ := ΨG(s)◦,s1(α) ∈ E(G(s)
◦F , s1) ⊆ Irr(b(s)).
We have to show that if χ covers exactly n elements of E2(GF , s), then µ is covered by n elements of
Irr(G(s)F ).
The set of irreducible components of ResH
F
GF χ is a regular orbit under (AG(ss1)
F
α )
∧ and AG(ss1) is
isomorphic to AG(s)◦(s1). Thus n = |AG(ss1)
F
α | = |AG(s)◦(s1)
F
α | is the number of elements of Irr(G(s)
F )
that cover µ.
The proof of (3) is left to the reader. It is similar and simpler that the proof of property (B.4) in
Theorem 1.4, see section 4 below.
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2. Cuspidal data, Generalized d-Harish-Chandra theory and blocks
In all this section are given (G,F ), (G∗, F ), ℓ > 2, d as in 1.1.2 and 1.1.5, see also Assumption 2.1.2.
2.1. Facts on cuspidal data and blocks
2.1.1. Definitions. An element χ of Irr(GF ) is said to be d-cuspidal when for any proper d-split Levi
subgroup L of G and any parabolic subgroup P of G admitting L as a Levi complement, one has ∗RGL⊆Pχ = 0.
A d-cuspidal datum in (G,F ) is a couple (L, λ), where L is a d-split Levi subgroup of G and λ
is a d-cuspidal element of Irr(LF ). It is said in series (s), if RGL ζ writes in Lusztig series E(G
F , s), s a
semi-simple element of G∗F .
Let us denote in this hypothesis E(GF , (L, λ)) the set of χ ∈ Irr(GF ) such that 〈RGL⊆P λ, χ〉GF 6= 0 for
some P .
Unipotent d-cuspidal data are described in [10]. Once d-split Levi subgroups are known, classification of
d-cuspidal data in series (s) reduces to the existence of d-cuspidal elements in E(GF , s). Then one may rely
d-cuspidality with Jordan decomposition. A first result is the following, to compare with Propositions 2.2.3,
2.1.4.
2.1.1.1. Assume CG∗(s) is connected and that commutation formula R
G
L⊆P ◦ΨL,s = ΨG,s ◦ R
CG∗ (s)
CL∗ (s)
holds
for any d-split Levi subgroup in (G,F ). Then χ ∈ E(GF , s) is d-cuspidal if and only if
Z◦(CG∗(s))φd = Z
◦(G∗)φd and χ = ΨG,s(α), where α is d-cuspidal in E(CG∗(s)
F , 1).
Proof. By Propositions 1.3.2, 1.3.6, ΨG,s is well defined. The commutation formula is (J3), introduced in
1.3.3. Let α ∈ E(CG∗(s)F , 1). Let L be any proper d-split Levi subgroup in (G,F ), and L∗ in the dual
G∗F -conjugacy class such that s ∈ L∗. As L∗ 6= G∗, Z◦(L∗)φd 6= Z
◦(G∗)φd .
If Z◦(CG∗(s))φd = Z
◦(G∗)φd and α is d-cuspidal, then CL∗(s) is a proper d-split Levi subgroup of CG∗(s)
so that ∗R
CL∗ (s)
CG∗ (s)
α = 0. By commutation formula (J3) ∗RLGΨG,s(α) = 0 : ΨG,s(α) is d-cuspidal.
If ΨG,s(α) is d-cuspidal, by (J3)
∗R
CL∗ (s)
CG∗ (s)
α = 0. That imply CL∗(s) 6= CG∗(s) for any proper d-split
Levi subgroup of G∗, hence CG∗(Z
◦(CG∗(s))φd) = G
∗, equivalently Z◦(CG∗(s))φd = Z
◦(G∗)φd . Then if L
∗
s is
any proper d-split Levi subgroup of CG∗(s), L
∗ := CG∗(Z
◦(L∗s)φd) is a proper Levi subgroup of G
∗ and one
has ∗R
L∗s
CG∗ (s)
α = 0 by (J3): α is d-cuspidal.
To use [15], we have to make some assumption on ℓ.
2.1.2. Assumption on (G,F, ℓ, d). G is defined on Fq by F , ℓ is odd, d is the order of q modulo ℓ, “block”
means “ℓ-block”. If some component of G has exceptional type, or if some rational component of G has type
3D4, then ℓ ≥ 5. If some component of G has type E8, then ℓ ≥ 7.
Assumption 2.1.2 on (G,F, ℓ, d) implies 2.1.2 on (H,F, ℓ, d) for any F -stable connected algebraic sub-
group H of G. Among consequences of Assumption 2.1.2, recall that ℓ is good for G and that any d-cuspidal
unipotent irreducible representation of GF is the canonical irreducible representation of a block of GF with
central defect [16] Proposition 22.16.
From properties of Lusztig induction with respect to isotypic morphisms and of Jordan decomposition
(see Proposition 1.3.2), transitivity of Lusztig restriction (∗RLT ◦
∗RGL⊆P =
∗RGT ) and the uniform criterion on
d-cuspidal unipotent data [10] 3.13 one deduces the following equivalence.
2.1.3. Proposition. [15] Proposition 1.10, (i). Let (G,F ) and (G∗, F ) be in duality and s ∈ (G∗)Fℓ′
semi-simple, χ ∈ E(GF , s). Assume 2.1.2 on (G,F, ℓ, d). The following assertions (i) and (ii) are equivalent
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(i) For every F -stable maximal torus T of G such that Tφd 6⊆ Z(G), one has
∗RGT χ = 0.
(ii) Z◦(C◦G∗(s))φd ⊆ Z(G
∗) and χ corresponds by Proposition 1.3.6 to a CG∗(s)
F -orbit of d-cuspidal
unipotent irreducible characters of C◦G∗(s)
F by Lusztig’s parametrization.
2.1.4. Proposition. [15] Theorem 4.2. Assume 2.1.2 on (G,F, ℓ, q). Let s be a semi-simple ℓ′-element of
G∗F . Any d-cuspidal datum in series (s) of (G,F ) may be defined as follows
Let (L∗s, α) be a unipotent d-cuspidal datum of (C
◦
G∗(s), F ), let L
∗ := CG∗(Z
◦(L∗s)φd), a d-split Levi
subgroup of G∗, let L be a Levi subgroup of G in the dual GF -conjugacy class of the (G∗)F -class of L∗. To
the orbit of α under AL∗(s)
F there corresponds, by (1.3.6.1), an orbit Λ under (AL∗(s)
F )∧ in E(LF , s). For
any λ ∈ Λ, (L, λ) is a d-cuspidal datum of (G,F ).
If AG∗(s)
F = {1}, the map (L∗s, λ) 7→ (L, ζ) so defined induces a bijection from the set of CG∗(s)
F -
conjugacy classes of unipotent d-cuspidal data in (CG∗(s), F ) to the set of G
F -conjugacy classes of d-cuspidal
data in series (s) of (G,F ).
Comments. We comment here the last assertion of Proposition 2.1.4.
When AG∗(s)
F = 1 in the definition above one may write λ = ΨL,s(α). In this case (L, λ) is defined
up to GF -conjugacy : s is defined up to G∗F -conjugacy, (L∗s, α) is defined up to CG∗(s)
F -conjugacy, hence
(L∗, s) is defined up to G∗F -conjugacy, finally (L, E(LF , s)) is defined up to GF -conjugacy, so is (L, λ) thanks
to (iv) of Proposition 1.3.2.
Assume now that two unipotent d-cuspidal data (L∗s,j , αj) (j = 1, 2) define G
F -conjugate (L2, λ2),
(L1, λ1). Thus (Lj , E(LF , s)) (j = 1, 2) are GF -conjugate and, by our comments on (iv) of Proposition 1.3.2,
there exists some g∗ ∈ CG∗(s)F inducing a dual morphism L∗1 =
g∗L∗2, so that λ2 = ΨL2,s(α2) = λ1
g =
ΨL2,s(
g∗α1), hence α2 =
g∗α1.
2.1.5. Proposition. Assume 2.1.2 on (G,F, ℓ, d).
(a) Let σ: (G,F )→ (H,F ) be an isotypic morphism.
Let M be a d-split Levi subgroup of H , µ ∈ E(MF , t), t ∈ (M∗)Fℓ′ ⊆ H
∗, L = σ−1(M) and λ be an
irreducible component of ResLF→MF µ. Then (M,µ) is a d-cuspidal datum in (H,F ) if and only if (L, λ) is
a d-cuspidal datum in (G,F ).
(b) Let (G,F ) = (G1, F ).(G2, F ) be a central product of connected reductive algebraic groups defined
on Fq. Let L = L1.L2 be an F -stable Levi subgroup of G where Lj = L∩Gj , λ ∈ Irr(LF ), λj ∈ Irr(LFj ) such
that λ ∈ Irr(LF | λ1 ⊗ λ2). Then (L, λ) is a d-cuspidal datum in (G,F ) if and only if, for j = 1, 2, (Lj, λj)
is a d-cuspidal datum in (Gj , F ).
(c) Assume G = Ga (see § 1.5.1). There is only one GF -conjugacy class of d-cuspidal unipotent data in
(G,F ), such as (T, 1TF ) where T is a diagonal torus.
On proofs. In an isotypic morphism σ:G→ H , the sets of Levi subgroups L of G and M of H correspond
bijectively by L 7→ M = σ(L).Z◦(H) and M 7→ L = σ−1(M). Then L is d-split if and only if M is d-split.
To verify (a) we may assume L = H and M = G. If µ is unipotent, then ResH
F
GF µ ∈ E(G
F , 1). By (1.3.1.1)
d-cuspidality of µ is equivalent to d-cuspidality of ResH
F
GF µ. If µ ∈ E(H
F , t) and σ∗(t) = s, λ ∈ E(GF , s) and
there is some α ∈ E(C◦H∗ (t)
F , 1) that corresponds to λ and µ (once E(C◦H∗(t)
F , 1) and E(C◦G∗(s)
F , 1) are
identified, see Proposition 1.3.7). By Proposition 2.1.4, µ is d-cuspidal if and only if α is d-cuspidal, if and
only if λ is d-cuspidal.
(b) is clear if the product is direct. The central quotient morphism is isotypic.
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(c) If G = Ga, the d-split Levi subgroups of G are the diagonal Levi subgroups. For any diagonal Levi
subgroups M ⊆ L and χ ∈ E(LF , 1), ∗RLMχ 6= 0. If (L, α) is a unipotent d-cuspidal datum, L is a diagonal
torus, therefore α = 1LF .
Our classification of blocks of GF is given by the two following propositions (see also [16] 21.7, Chapter 4,
Exercise 4).
2.1.6. Proposition. [15] Theorem 2.5. Assume 2.1.2 on (G,F, ℓ, d). Let K be an E-split Levi subgroup of
G. Let bK be a block of K
F in series (s), where s ∈ (K∗)Fℓ′ ⊆ G
∗. There exists an block B of GF in series (s),
we denote RGK bK , such that, for all ξ ∈ Irr(bK) ∩ E(K
F , s), any irreducible component of RGK⊆P ξ belongs
to Irr(B), whatever be the parabolic P with Levi complement K. Furthermore if KF = CGF (Z(K)
F
ℓ ), then
({1},RGK bK) ⊆ (Z(K)
F
ℓ , bK), an inclusion of Brauer subpairs in G
F .
2.1.7. Proposition. [15] Theorem 4.1. Assume 2.1.2 on (G,F, ℓ, d). Let s be a semi-simple element of
(G∗)Fℓ′ and let (L, λ) be a d-cuspidal datum in series (s) in (G,F ). Then is defined an block bGF (L, λ) of G
F
with the following properties :
(a) λ ∈ Irr(bLF (L, λ)).
(b) If M is a d-split Levi subgroup of G and (L, λ) is a d-cuspidal datum in (M,F ), then, with notations
of Proposition 2.1.6, RGM (bMF (L, λ)) = bGF (L, λ).
The map (L, λ) 7→ bGF (L, λ) is one-to-one from the set of G
F -conjugacy classes of d-cuspidal data in
ℓ′-series in (G,F ) onto the set of blocks of GF .
Some comments on Proposition 2.1.7.
(a) For bad primes, see [23] who suggests that blocks correspond to d-cuspidal data (L, λ) where λ has
central defect group, that is not always the case for all d-cuspidal data if ℓ is bad for G.
(b) The group (GF /[G,G]F )∧ acts on the set of blocks of GF “by tensor product” that is by the equality
(see Appendix, 5.1)
θ ⊗ bGF (L, λ) = bGF (L, (Res
GF
LF θ)⊗ λ), θ ∈ (G
F /[G,G]F )∧
thanks to the equality RGL ((Res
GF
LF θ)⊗ λ) = R
G
L θ ⊗ λ [20] 12.6. In section 2.4 we compute the stabilizer of
bGF (L, λ) in terms of the unipotent d-cuspidal datum corresponding to (L, λ) by Proposition 2.1.4.
(c) More generally in a central product G = G1.G2, by Proposition 2.1.5 a d-cuspidal datum (L, λ) in
(G,F ) covers a product of d-cuspidal data (L1 × L2, λ1 ⊗ λ2) in (G1 ×G2, F ). Furthermore GF /GF1 .G
F
2 is
isomorphic to LF /LF1 .L
F
2 by Lemma 1.2.1. By (1.3.1.1) applied to σ:G1 ×G2 → G, (G
F /GF1 .G
F
2 )
∧ acts on
the set of blocks of GF defined by d-cuspidal data with support L1.L2 as (L
F /LF1 .L
F
2 )
∧ acts on d-cuspidal
elements in Irr(LF ).
2.1.8. Corollary. Let (G,F, ℓ, d, s, L, λ) as in Proposition 2.1.7 and µ ∈ Irr(LF ). Then RGL⊆P λ and R
G
L⊆P µ
have a common irreducible component if and only if λ and µ are conjugate under NG(L)
F .
Proof. If λ and µ are NL(G)
F -conjugate, then RGL⊆P λ = R
G
L⊆P µ.
Assume that RGL⊆P µ and R
G
L⊆P λ have a common component χ ∈ E(G
F , s). There exist some d-
cuspidal datum (L0, λ0) in (L, F ) such that µ ∈ Irr(bLF (L0, λ0)). Then χ ∈ Irr(bGF (L0, λ0))∩ Irr(bGF (L, λ))
by Proposition 2.1.6. Hence bGF (L, λ) = bGF (L0, λ0), (L, λ) and (L0, λ0) are G
F -conjugate and µ = λ0.
In the following Proposition we precise the induction on blocks (Proposition 2.1.6) with respect to the
parametrization by conjugacy classes of d-cuspidal data (Proposition 2.1.7).
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2.1.9. Proposition Assume 2.1.2 on (G,F, ℓ, d). Let K be an E-split Levi subgroup of G and (LK , λK)
be a d-cuspidal datum in (K,F ) in an ℓ′-series, defining the block bKF (LK , λK) (Proposition 2.1.7). Let
L := CG(Z
◦(LK)φd). Then R
L
LK
λK is d-cuspidal and one has, with notations of Proposition 2.1.6,
RGK (bKF (LK , λK)) = bGF (L,R
L
LK λK)
Proof. The important fact is that RLLK λK is d-cuspidal and we first prove it. By definition L is the smallest
d-split Levi subgroup of G such that LK ⊆ L.
If G is a central product over F , G = G1.G2, then Ki := K ∩ Gi is E-split in Gi and K = K1.K2. Let
LK,i = LK ∩ Gi, hence LK = LK,1.LK,2, LK,i is d-split in Ki. By (b) in Proposition 2.1.5, Res
LFK
LF
K,1
.LF
K,2
λK
writes λK,1 ⊗ λK,2 where each λK,i is d-cuspidal. We have Li := L ∩Gi = CGi(Z
◦(LK,i)φd). If R
Li
LK,i
(λK,i)
is d cuspidal for i = 1, 2, as ResL
F
LK1 .L
F
2
(RLLK λK) = R
L1
LK,1
(λK,1) ⊗ R
L2
LK,2
(λK,2), by Proposition 2.1.5 again,
RLLK λK is d-cuspidal.
So we may assume G rationally irreducible.
(a) In a first step we assume that K is a maximal proper E-split Levi subgroup of G.
If K is d-split, LK is d-split and L = LK , we are done. If G = Z
◦(G).Gb, then K is d-split by 1.1.5.3.
Assume now that G 6= Z◦(G).Gb and K is not d-split. Let An((ǫq)da) be the rational type of G. Then
K has type An′((ǫq)
da)×Am((ǫq)daℓ), where (n+ 1) = (m+ 1)ℓ+ n′ + 1 and the type of LK has the form(
×j An′
j
((ǫq)da)
)
×
(
×iAmi((ǫq)
daℓ))
)
.
Then the rational type of L is
(
×j An′
j
((ǫq)da)
)
×
(
×i Aℓmi((ǫq)
da))
)
and L∗ differs from (LK)
∗ only
on the right side of that product.
We see that L and LK have a common Coxeter torus. With a coherent choice of dualities L
∗ and (LK)
∗
have a common Coxeter torus.
If µK ∈ E(L
F
K , s), as µK is d-cuspidal, C
◦
(LK)∗
(s) is a Coxeter torus T ∗ of (LK)
∗. By definition of
L∗, L∗ = CG∗(Z
◦((LK)
∗)φd) and we have CL∗(s) ∩ (LK)
∗ = C(LK)∗(s) = T
∗. For each value of the index
i in the decomposition above, the components of rational types Ami((ǫq)
daℓ) and Aℓmi((ǫq)
da) of L∗ and
(LK)
∗ respectively are represented on the same vector space Vi of dimension daℓ(mi + 1). As C(LK)∗(s)
is a Coxeter torus, product of Coxeter torii of each component, the semisimple element s has daℓ(mi + 1)
distinct eigenvalues with multiplicity one on Vi. Hence the i-component of CL∗(s) is a maximal torus of the
i-component of L∗, that is CL∗(s) = T
∗, a Coxeter torus of L∗. If T is a Coxeter torus of L, it is in the dual
class of T ∗. In case Z(G) is connected, we have λK = R
LK
T (ΨT,s(1)), hence R
L
LK
λK = R
L
T (ΨT,s(1)); it is
a cuspidal element in E(LF , t). In general case λK corresponds to 1T∗F as well as RLLK λK by Propositions
2.1.4 and 1.3.6, and we have our claim.
(b) We use induction on the semi-simple rank of G.
If K is not proper maximal as E-split Levi subgroup of G, let K1 be a maximal proper E-split Levi
subgroup of G such that K ⊂ K1. Denote L1 := CK1(Z
◦(LK)φd), L1 is an E-split Levi subgroup of G. We
have Z◦(L1)φd = Z
◦(L)φd = Z
◦(LK)φd hence L = CG(Z
◦(L1)φd). By induction hypothesis we know that
RL1K λK is d-cuspidal. By transitivity of Lusztig induction and (a) R
L
L1
(RL1K λK) = R
L
K λK is d-cuspidal.
(c) On blocks :
By Proposition 2.1.7 any irreducible component ξ of RKLK λK belongs to Irr(bKF (LK , λK)). Then by
Proposition 2.1.6 any irreducible component of RGK ξ belongs to Irr(R
G
K (bKF (LK , λK))). We see that any
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irreducible component of RGLK λK belongs to Irr(R
G
K (bKF (LK , λK))). But R
G
LK
λK = R
G
L (R
L
LK
λK) writes
in ZIrr(bGF (L,R
L
LK
λk)) hence R
G
K (bKF (LK , λK)) = bGF (L,R
L
LK
λK).
Propositions 2.1.4, 2.1.6, 2.1.7 suggest to compare blocks in series (s) of GF and unipotent blocks of
CG∗(s)
F using d-cuspidal data. By Jordan decomposition, the relation is quite simple if the center of G is
connected :
2.1.10. Proposition. Assume 2.1.2 on (G,F, ℓ, q), Z(G) connected and s semi-simple in (G∗)Fℓ′ . By
Proposition 2.1.4 there is a one-to-one map from the set of GF -conjugacy classes of d-cuspidal data in series
(s) in (G,F ) and the set of CG∗(s)
F -conjugacy classes of unipotent d-cuspidal data in (CG∗(s), F ).
As a consequence, by Proposition 2.1.7, there is a one-to-one map from the set of blocks B of GF such
that Irr(B) ⊆ Eℓ
(
GF , s
)
onto the set of unipotent blocks of CG∗(s)
F .
Proof. In Proposition 2.1.4 the group L is defined up to GF -conjugacy. The GF -conjugacy class of
(L, E(LF , s)) depends on the CG∗(s)F -conjugacy class of L∗s.
Assume now that two couples (L1, E(LF1 , s)) et (L2, E(L
F
2 , s)) are conjugate by some g ∈ G
F . Then there
exists h ∈ G∗F such that (L∗1, s) = (L
∗
2, s)
h. Indeed dualities are defined around couple of torii in duality
(Tj ⊂ Lj, T ∗j ⊂ L
∗
j ) (j = 1, 2)). Up to L
F
1 -conjugacy, one may assume
gT1 = T2. Then there is h ∈ (G∗)F
such that hT ∗1 = T
∗
2 . By (g, h)-conjugacy the root datum of (L1, L
∗
1) with respect to (T1, T
∗
1 ) is sent on the
root datum of (L2, L
∗
2) with respect to (T2, T
∗
2 ). As g sends E(L
F
1 , s) on E(L
F
2 , s), up to (L
∗
2)
F -conjugacy we
may assume that h ∈ CG∗(s)F . Therefore the d-split Levi subgroups L∗1,s := CL∗1 (s) and L
∗
2,s := CL∗2 (s) are
CG∗(s)
F -conjugate.
Denote S(L, s) the set of d-cuspidal λ ∈ E(LF , s).
Once s and the groups L, L∗ are given, we are reduced to consider the set of orbits under NG(L)
F on
S(L, s). On the other side is the set of orbits under NC◦
G∗
(s)(L
∗
s)
F ) on S(L∗s, 1). One knows that NG(L)
F
acts on Lusztig series in LF as WG(L)
F = WG∗(L
∗)F acts on classes of semi-simple elements of (L∗)F . We
obtain a one-to-one map
(
∪n∈NG(L)F
nS(L, s)
)
/NG(L)
F ∼=−−→S(L, s)/NG(L, E(L
F , s))F
As Z(L) and Z(G) are connected ΨG,s et ΨL,s satisfy to Proposition 1.3.2, specially assertion (iv).
The group NGF (L, E(L
F , s))/LF is isomorphic to the relative Weyl group WCG∗ (s)(L
∗
s)
F , isomorphic to
NWG(s)F (WL(s))/WL(s)
F (see 2.2.5 below). It acts on the root datum of L with respect to T and on
the root datum of L∗s := CL∗(s) with respect to T
∗. Via these isomorphisms and Jordan decomposition,
the actions on E(LF , s) and on E(L∗s
F , 1) are exchanged. Let λ ∈ S(L, s), λ = ΨL,s(α), α ∈ S(L∗s, 1)
(Proposition 2.1.4). We have one-to-one maps on quotients
NGF (L, E(L
F , s))/NGF (L)λ ∼= WCG∗ (s)(L
∗
s)
F /WCG∗ (s)(L
∗
s)
F
α
∼= NCG∗ (s)(L
∗
s)
F /NCG∗ (s)(L
∗
s)
F
α .
Let U = S(L∗s , 1) be the set of d-cuspidal in E((L
∗
s)
F , 1). The one-to-one map S(L, s)←→ U induces a
one-to-one map S(L, s)/NGF (L, E(L
F , s))←→ U/NCG∗ (s)(L
∗
s)
F .
2.1.11. Proposition. On central defect. Assume 2.1.2 on (G,F, ℓ, d).
(a) Let σ: (G,F ) → (H,F ) be an isotypic morphism defined on Fq. Let χ ∈ Irr(HF ) with central
ℓ-defect. Any irreducible component of ResH
F
GF χ has central ℓ-defect.
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(b) Let G = Ga.Gb the decomposition defined in 1.1.5.2. Let χ ∈ Irr(GF | χa ⊗ χb), where χa ∈ Irr(GFa )
and χb ∈ Irr(G
F
b ). Then χ has central ℓ-defect if and only if χa and χb have central ℓ-defect.
(c) Let (L, λ) be a d-cuspidal datum in series (s).
(i) Assume G = Gb. The block bGF (L, λ) has central defect group if and only if Z(C
◦
G∗(s))
F
ℓ = Z(G
∗)Fℓ
and L = G. Then λ is the canonical character of bGF (L, λ).
(ii) Assume G = Ga. The block bGF (L, λ) has central defect group if and only if C
◦
G∗(s) is a torus with
a dual T in G such that TFℓ = Z(G
F )ℓ. Let θ = ΨT,s(1T∗F ) ∈ (T
F )∧. Then T is a Coxeter torus of (G,F )
and L = T . The canonical character of bGF (T, λ) is a component of R
G
T (θ).
Proof. (a) is a consequence of non-multiplicity in Resσ (Proposition 1.3.4). Let ξ ∈ Irr(σ(G
F )) ⊆ Irr(GF )
such that χ ∈ Irr(HF | ξ) and let X be the stabilizer of ξ in HF . One has χ(1) = |HF /X |.ξ(1) and
the assumption on χ writes χ(1)ℓ = |HF /Z(HF )|ℓ. As σ(GF ).Z(HF ) ⊆ X and by isomorphism theorem
σ(GF ).Z(HF )/Z(HF ) ∼= σ(GF )/σ(GF ) ∩ Z(HF ), we have
(2.1.11.1) ξ(1)ℓ = |X/σ(G
F ).Z(HF )|ℓ.|σ(G
F )/σ(GF ) ∩ Z(HF )|ℓ
But Z(HF ) = Z(H)F , hence σ(GF ) ∩ Z(HF ) ⊆ Z(σ(G)). Moreover σ(Z(G)) = Z(σ(G)) and, since the
kernel K of σ is contained in Z(G), σ(Z(G)) ∩ σ(GF ) = σ(Z(G) ∩ GF .K) = σ(Z(G)F ) = σ(Z(GF )) so that
σ(GF ) ∩ Z(HF ) = σ(Z(G)F ) and by report in (2.1.11.1)
(2.1.11.2) ξ(1)ℓ = |X/σ(G
F ).Z(HF )|ℓ.|σ(G
F )/σ(Z(G)F )|ℓ
As the restriction of σ to GF has kernel KF ⊆ Z(GF ), we have an isomorphism
GF /Z(GF ) ∼= σ(GF )/σ(Z(GF ))
As ξ(1) divides |GF /Z(GF )|, (2.1.11.2) shows that ξ has central defect and the order of the group
X/σ(HF ).Z(HF ) is prime to ℓ. Indeed the order of s is prime to ℓ.
(b) The morphism Ga ×Gb → G is isotypic, hence (a) gives half of the equivalence.
As Ga ×Gb → G is onto, |GF | = |GFa |.|G
F
b ]. By definition of Gb, Z(Gb)
F has order prime to ℓ, hence
the kernel and cokernel of GFa ×G
F
b → G
F are ℓ′-groups, by 1.1.5.2, Proposition 1.1.5.3 and Lemma 1.2.1.
It follows that Z(G)Fℓ is isomorphic to Z(Ga)
F
ℓ , and, by Clifford theory, that χ(1)ℓ = χa(1)ℓ.χb(1)ℓ. Thus
χ(1)ℓ.|Z(GF )|ℓ = |GF |ℓ is equivalent to “ χa(1)ℓ.|Z(Ga
F )|ℓ = |Ga
F |ℓ and χb(1)ℓ.|Z(Gb
F )|ℓ = |Gb
F |ℓ ”.
(c) By [16], Proposition 22.16, if α ∈ E(GF , 1) is d-cuspidal, bGF (α) has central defect. Reciprocally if
(L, α) is a d-cuspidal unipotent datum, we have L = C◦G(Z(L)
F
ℓ ) and Z(L)
F
ℓ is contained in a defect group of
bGF (L, α) (Proposition 2.1.6). Hence bGF (L, α) has central defect group if and only if L = G. When G = Ga
and G is not a torus there is no unipotent block with central defect group (Proposition 2.1.5).
When s = sℓ′ , Z(G)
F
ℓ is contained in the kernel of any χ ∈ E(G
F , s) because the caracteristic function of
Z(G)Fℓ is uniform [DM], 12.21. If χ is in a block of G
F with central defect group, χ is the canonical character
of its block. So let α ∈ E(C◦G∗(s)
F , 1) in the orbit under AG∗(s)
F associated to χ by Proposition 1.3.6. We
know that AG∗(s)
F is an ℓ′-group, so that by (vi) in Proposition 1.3.2, Propositions 1.3.4, 1.3.6,
χ(1)ℓ = α(1)ℓ|(G
∗)F /C◦G∗(s)
F |ℓ
But |(G∗)F | = |GF | hence bGF (χ) has central defect group if and only if
|Z(G)F |ℓ.α(1)ℓ = |C
◦
G∗(s)
F |ℓ
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(i) Assume Ga is a torus. We have Z(G)
F
ℓ = Z
◦(G)Fℓ , as well for G
∗, hence |Z(G)F |ℓ = |Z(G∗)F |ℓ.
Clearly Z(G∗) ⊆ Z(C◦G∗(s)). We see that bGF (χ) has central defect only if bC◦G∗ (s)F (α) has central defect
and Z(G∗)Fℓ = Z(C
◦
G∗(s))
F
ℓ . By [13], Proposition 2.2, as L
∗ is d-split in G = Gb, one has L
∗ = C◦G∗(Z(L
∗)Fℓ )
(In fact (ii) in [13], 2.2, is true under the hypothesis “ℓ ∈ γ(G∗, F )”, that is satisfied if G = Gb). But
Z(L∗)Fℓ ⊆ Z(C
◦
G∗(s))
F
ℓ = Z(G
∗)Fℓ . It follows that L
∗ = G∗, L = G, α is d-cuspidal.
ii) Assume G = Ga, non abelian. Let T be a maximal F -stable torus in L in duality with a diagonal
torus T ∗s of (C
◦
G∗(s), F ). A defect group of bGF (L, λ) is extension of T
F
ℓ by an ℓ-Sylow subgroup of WG(s)
F .
It is central in GF if and only if TFℓ ⊆ Z(G) and WG(s)
F
ℓ = {1}. Then T is a Coxeter torus of (G,F ).
Thus a diagonal torus T ∗s of (C
◦
G∗(s), F ) is a Coxeter torus of (G
∗, F ). As a Coxeter torus it is a maximal
F -stable proper Levi subgroup in G∗, hence C◦G∗(s) = T
∗
s and L = T . In a regular embedding G → H ,
with dual H∗ → G∗, T is send in a Coxeter torus S of H , T ∗ is image of a Coxeter torus S∗ of H∗, s is
image of t ∈ S∗F such that CH∗(t) = S
∗. We see that RHS (ΨH,t(1S∗F )) is the unique element of E(H
F , t).
We have RGT θ = Res
HF
GF (R
H
S (ΨH,t(1S∗F )) by (1.3.1.1). The Lusztig series E(G
F , s) is the set of irreducible
components of RGT θ. Such a component has central defect if and only if T
F
ℓ ⊆ Z(G).
We note that (b) cannot be generalized to any isotypic morphism. Consider G = SLℓ ⊆ H := GLℓ
on Fq and assume that (q − 1)ℓ = ℓ. The two groups GF and HF have isomorphic ℓ-centers. If T is a
coxeter torus of H , |TF |ℓ = ℓ2 and |(T ∩ SLℓ)F |ℓ = ℓ. By (c) (ii) in Proposition 2.1.11, with T ∗ = CH∗(s),
χ := ΨH,s(1T∗F ) has not central defect, but the components of Res
HF
GF χ have central defect.
2.2. Generalized Harish-Chandra theory and blocks
2.2.1. Definition. Let d be an integer and s a semi-simple element of G∗F . We say that Generalized
d-Harish-Chandra’s theory holds in E(GF , s) (or shortly G.d-HC holds in E(GF , s)) if and only if :
for any χ ∈ E(GF , s) there exists a d-cuspidal datum (L, λ) in (G,F ), uniquely defined up to GF -
conjugacy, and a 6= 0, such that
(2.2.1.1) ∗RGL⊆Pχ = a.
( ∑
g∈NG(L)F/NG(L)Fλ
λg
)
,
independantly of the choice of the parabolic subgroup P .
Then E(GF , s) = ∪{(L,λ)}/GF E(G
F , (L, λ)) and it is a partition.
Note that if 〈χ,RGL λ〉GF 6= 0 and χ ∈ E(G
F , s), then there is a d-split Levi subgroup L∗ in G∗, in the
dual conjugacy class of L, such that s ∈ L∗ and λ ∈ E(LF , s). That is why the property may be considered
inside each rational series.
If d = 1, Generalized d-Harish-Chandra’s theory is just classical Harish-Chandra’s theory and holds in
any type, any series [20] Chapter 6.
If G = Ga, d-split Levi subgroups are diagonal Levi subgroups. That imply that G. d-HC theory reduces
in non twisted type to classical Harish-Chandra’s theory. Then a decisive fact is that if χ ∈ Irr(GF ) and L is
a split Levi subgroup of G, then ∗RGL is an effective representation. In twisted type
2A with G = Ga in view
of Ennola-duality we obtain a similar property at least when Z(G) is connected. Then there exist a function
(2.2.1.2) ǫG: Irr(GF )→ {−1, 1}
such that for any diagonal Levi subgroup L and any (λ, χ) ∈ Irr(LF ) × Irr(GF ) one has (see [20] 15.4 and
reference)
(2.2.1.3) ǫG(χ)ǫL(λ)〈RGL λ, χ〉GF ≥ 0
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Furthermore if χ(1) = χ′(1), then ǫG(χ) = ǫG(χ′). In non twisted type we define ǫ as a constant application
with value 1. We may conjecture that (2.2.1.3) holds for G = Ga as well when Z(G) is not connected.
Indeed under a conjecture relying Gelfand-Graev characters an Lusztig induction, one may extend Jordan
decomposition for any series and (J3) [3], [12]. In that case, as we verify it in our Appendix, section 5.4,
G.d-HC theory holds in E(CG∗(s)F , 1) and transfers to E(GF , s).
If Proposition 2.1.7 applies then ∪{(L,λ)}/GF Irr(bGF (L, λ)) is known to be a partition, hence
2.2.2. Proposition. Assume 2.1.2 on (G,F, ℓ, d) and s semi-simple in (G∗)Fℓ′ . Generalized d-Harish-
Chandra’s theory holds in E(GF , s), if and only if, for any d-cuspidal datum (L, λ) in series (s) in (G,F )
E(GF , (L, λ)) = Irr(bGF (L, λ)) ∩ E(G
F , s).
From the important paper of M. Broue´, G. Malle J. Michel [10] it is known that Generalized d-Harish-
Chandra theory holds in E(GF , 1). The fundamental theorem 3.2 in [10] gives precise results on degrees,
value of scalar products, as a in (2.2.1.1), and relation with Lusztig’s map. We have retain the partition
in “Generalized Harish-Chandra series” E(GF , (L, λ)) and formula (2.2.1.1), a consequence of transitivity
theorem [10] 3.11.
When Z(G) is connected and commutation between Lusztig induction and Jordan decomposition (J3)
in 1.3.3 is true, as it is the case in classical types (see [27], [24] Appendix), and if Proposition 2.1.4 applies,
via ΨG,s, G.d-HC holds in E(GF , s) because it holds in E(CG∗(s)F , 1).
Let us consider now exceptional types. The proof of G.d-HC in unipotent series for exceptional types
uses two properties :
(i) Mackey decomposition formula for restriction of Lusztig induction [20] 11.13;
(ii) orthogonal projection on the space of uniform functions (1.3.1.3).
From now on we enforce assumption 2.1.2 by Mackey decomposition formula. Mackey formula is proved
for classical types and any q and for exceptional types if q > 2 [4]. It gives us the norm of RGL⊆P λ for any
d-cuspidal unipotent datum (L, λ) in (G,F ), independantly of P . To prove G.d-HC in E(GF , s) we need
Mackey formula for and inside d-split Levi subgroups of G and of CG∗(s).
2.2.3. Assumption. Assume 2.1.2 on (G,F, ℓ, d) and that Mackey decomposition formula for Lusztig
induction holds inside closed F -stable subgroups of G or G∗.
2.2.4. Proposition. Assume 2.2.3 on (G,F, ℓ, d) and Z(G) is connected. Let s be semi-simple in (G∗)Fℓ′ .
Then Generalized d-Harish-Chandra theory, as defined in 2.2.1, holds in E(GF , s).
Furthermore if (L, λ) is a d-cuspidal datum in series (s) in (G,F ) associated to a d-cuspidal unipotent
datum (L∗s, α) in (CG∗(s), F ) by Proposition 2.1.4, there exist a one-to-one map
Ψ˜G,s(L, λ): E(CG∗(s)
F , (L∗s, α))→ E(G
F , (L, λ))
such that
(2.2.4.1) (Ψ˜G,s(L, λ)(β))(1) =
|GF ]p′
|CG∗(s)F |p′
β(1)
and
(2.2.4.2) RGL λ =
∑
β∈E(CG∗ (s)F ,(L∗s ,α))
〈β,R
CG∗ (s)
L∗s
α〉CG∗ (s)F Ψ˜G,s(L, λ)(β)
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The proof of Proposition 2.2.4 is given in 2.2.8.
Clearly a candidate for Ψ˜G,s(L, λ) is the restriction of ΨG,s to E(CG∗(s)F , (L∗s, α)), but there is a doubt
on the definition of ΨG,s in some exceptional cases, and we show only that
πGun ◦ Ψ˜G,s(L, λ) = π
G
un ◦ΨG,s(L, λ)
and that imply (2.2.4.1) by (vi) in Proposition 1.3.2.
To transfer G.d-HC from unipotent series to any Lusztig series, we have to use some classical properties
on ”relative Weyl groups” as the following
2.2.5. W -argument. Let L be a connected reductive F -stable subgroup of G, and H a subgroup of GF
such that LF ⊆ H ⊆ NG(L). Let T be a maximally split torus of L. Put W(HL, T ) = NHL(T ).T/T , a
subgroup of W(G, T ). There is a split short exact sequence
1→W(L, T )F →W(HL, T )F → H/LF → 1
Proof. By LF -conjugacy of maximally split tori in L we have (HL)F = H = NHL(T )
F .LF hence by an
isomorphism theorem H/LF ∼= NHL(T )F /NL(T )F . As T is connected one has W(HL, T )F ∼= NHL(T )F /TF
and W(L, T )F ∼= NL(T )F /TF , thus our claim. The extension is split : the stabilizer in H of an F -stable
couple (torus ⊆ Borel) in L is a complement of NL(T )F in NHL(T )F .
Note that Frattini’s argument on maximally split tori inside F -stable Borel subgroups may be used in
type 2A for diagonal tori and Borel subgroups.
Anti-isomorphisms betweenW (G, T ) andW (G∗, T ∗) for groups in duality extends easily to some relative
Weyl groups.
As a first example assume that L is an F -stable Levi subgroup of G, with (T ⊆ L ⊆ G,F ) in duality
with (T ∗ ⊆ L∗ ⊆ G∗, F ).
Then NG(L)/L ∼= NW (G,T )(W (L, T ))/W (L, T ) = WG(L) ∼= WG∗(L
∗), WG(L)
F ∼= WG∗(L∗)F by 2.2.5.
If s ∈ (T ∗)F , put θ = ΨT,s(1T∗F ) and let NGF (L, E(L
F , s)) be the stabilizer of E(LF , s) in NG(L)F . Then,
as (T, θ) is defined by the series (s) modulo LF -conjugacy, NGF (L, E(L
F , s)) = NGF (L, T, θ).L
F , so that
NGF (L, E(L
F , s))/LF is isomorphic to NGF (T, θ)/NLF (T, θ). One have an isomorphism
(2.2.5.1) NGF (L, E(L
F , s))/LF ∼= (NG∗F (L
∗) ∩ CG∗(s))/CL∗F (s)
We need a restriction of that isomorphism in case of cuspidal data. To simplify notations, as T and T ∗ are
fixed we write W (G) instead of W (G, T ) and so on. Given s ∈ T ∗ ⊆ G∗ and anti-isomorphism between
W (G, T ) and W (G∗, T ∗) as above, we abbreviate the image of W (C◦G∗(s), T
∗) and of NCG∗ (s)(T
∗)/T ∗ in
W ◦G(s) and WG(s) respectively, two subgroups of W (G, T ), so that the last isomorphism becomes
(2.2.5.2) NGF (L, E(L
F , s))/LF ∼= NWG(s)(WL(s))
F /WL(s)
F
With these notations we have
2.2.6. Proposition. Let (L, λ) be a d-cuspidal datum in series (s) of an F -stable Levi subgroup M of G.
Assuming Weyl groups are defined over dual F -stable torii T , T ∗ with T ∗ maximally split in C◦L∗(s), one
has an isomorphism
[
NG(M) ∩NGF (L, E(L
F , s))
]
/LF ∼=
[
NW(G)(W(M)) ∩NWG(s)F (W
◦
L(s))
]
/WL(s)
F .
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Proof. From the hypotheses we use the equalities L = M ∩ CG(Z
◦(L)φd), L
∗ = M∗ ∩ CG∗(Z
◦(L∗)φd)
and Z◦(L∗)φd = Z
◦(C◦L∗(s))φd (Proposition 1.4.2). Therefore NG(M)
F ∩NG(L) = NG(M)F ∩NG(Z◦(L)φd),
NG∗(M
∗)F ∩NG∗(L∗) = NG∗(M∗)F ∩NG∗(Z◦(L∗)φd). As s ∈ L
∗, NG∗(L
∗)F ∩CG∗(s) = NCG∗ (s)(Z
◦(L∗)φd)
F .
Now Z◦(L∗)φd = Z
◦(C◦L∗(s))φd implies NG∗(M
∗)∩NG∗(L∗)∩CG∗(s)F = NG∗(M∗)∩NCG∗ (s)(C
◦
L∗(s))
F . Thus
NG∗(M
∗) ∩ NG∗F (L
∗, s) = (L∗)F .[NG∗(M
∗) ∩ NCG∗ (s)(C
◦
L∗(s))]
F .
Using 2.2.5, (2.2.5.1) and (2.2.5.2) that last equality gives our claim.
Thanks to commutation of πun with Lusztig induction (1.3.1.4) π
G
un ◦R
G
L⊆P is known and independant
of P . In [10] p.55 we read — translation in GF of a generic result and using our notations —
It will turn out that there exists an essentially unique element γ ∈ ZE(GF , 1) with πGun(γ) = π
G
un(R
G
L α)
of minimal norm, and that this norm coincides with the norm of RGL α calculated from the Mackey formula.
2.2.7. Lemma. Assume 2.1.2 on (G,F, ℓ, d) and Z(G) is connected. Let s be a semi-simple ℓ′-element of
G∗F . Let (L∗s, α) be a d-cuspidal unipotent datum in (CG∗(s), F ) and let (L, λ) be an associated d-cuspidal
datum in series (s) in (G,F ), hence λ = ΨL,s(α) (see Proposition 2.1.4).
(a) The relation
(2.2.7.1) RGL (ΨL,s(α)) = ΨG,s(R
CG∗ (s)
L∗s
α)
is true when one of the following conditions is satisfied :
(i) CG∗(s) is a Levi subgroup of G
∗.
(ii) L∗s has type A.
(iii) Mackey decomposition formula holds between E-split Levi subgroups in G and in CG∗(s) and
R
CG∗ (s)
L∗s
α is the unique element ξ of ZE(CG∗(s)F , 1) of minimal square norm such that
πCG∗ (s)un (ξ) = R
CG∗ (s)
L∗s
(π
L∗s
un (α))
When (iii) is satisfied RGL λ is the unique element χ of ZE(G
F , s) of minimal square norm such that
πGun(χ) = R
G
L (π
L
un(λ)).
(b) If Ψ˜G,s(L, λ) exists as in Proposition 2.2.4 for any (L, λ) defined from a proper d-cuspidal unipotent
datum (L∗s, α) in (CG∗(s), F ), one has the partition
(2.2.7.2) E(GF , s) = ∪(L,λ)/GF E(G
F , (L, λ))
Proof. Recall that L is in duality with L∗ := CG∗(Z
◦(L∗s)φd). In formula (2.2.7.1) the parabolic subgroup is
omitted because the result of induction is independant of it.
(i) A special case of (i) is s = 1. Then ΨG,1 is a bijection E((G
∗)F , 1)→ E(GF , 1) which commute with
Lusztig induction, see [10].
If s is central in G∗, then, by Proposition 1.3.2, (ii), tensor product by ΨG,s(1) induces a bijection
E(GF , 1) → E(GF , s) hence ΨL,s(α) = ΨL,s(1) ⊗ ΨL,1(α). (2.2.7.1) follows from the cases s = 1 and
equalities RGL (ΨL,s(α)) = ΨG,s(1)⊗ R
G
L (ΨL,1(α)), R
G
L (ΨL,1(α)) = ΨG,1(R
G∗
L∗s
(α)).
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Assume now that CG∗(s) is a Levi subgroup of G
∗ and use (iii) in Proposition 1.3.2 : let G(s) be a Levi
subgroup of G in duality with CG∗(s) such that L
∗
s, a Levi subgroup of G
∗, is in duality with L(s) := G(s)∩L.
Then ΨL,s(α) = R
L
L(s) (ΨL(s),s(1L∗Fs )⊗ΨL(s),1(α)). We have
RGL (ΨL,s(α)) = R
G
G(s) (R
G(s)
L(s) (ΨL(s),s(α))), R
G(s)
L(s) (ΨL(s),s(α)) = ΨG(s),s(R
CG∗ (s)
L∗s
α)
(the case s central above). Furthermore RGG(s) restricts to a bijection from E(G(s)
F , s) to E(GF , s) that
exchanges ΨG(s),s and ΨG,s : R
G
G(s) (ΨG(s),s(R
CG∗ (s)
L∗s
α)) = ΨG,s(R
CG∗ (s)
L∗s
α), (2.2.7.1) follows.
(ii) If L∗s has type A, any central function on L
∗
s
F is uniform, hence ΨL,s(α) ∈ πLun(ZE(G
F , s)) by
(1.3.2.2), and RGL (ΨL,s(α)) is uniform by (1.3.1.4). Then (1.3.2.5) applies and gives (2.2.7.1).
(iii) The square norms of R
CG∗ (s)
L∗s
α and RGL λ are given by Mackey decomposition formula :
||RGL λ||
2 = 〈RGL λ,R
G
L λ〉GF = 〈λ,
∗RGL (R
G
L λ)〉GF ... But as λ is d-cuspidal and L is d-split the formula
for ∗RGL (R
G
L λ) reduces to
∗RGL(R
G
L λ) =
∑
g∈NG(L)F /LF
gλ, so that ||RGL λ||
2 = |NG(L)Fλ /L
F |.
Similarly, ||R
CG∗ (s)
L∗s
α||2 = |NCG∗ (s)(L
∗
s)
F
α/L
∗
s
F |.
By Proposition 2.2.6 the quotients NGF (L, E(L
F , s))/LF and NCG∗ (s)(L
∗
s)
F /L∗s
F are isomorphic. By
assertion (iv) of Proposition 1.3.2, NCG∗ (s)(L
∗
s)
F
α /L
∗
s
F is isomorphic to NG(L)
F
λ /L
F , so that
||RGL λ||
2 = ||R
CG∗ (s)
L∗s
α||2 .
By (1.3.2.5) and (1.3.1.4) πGun(R
G
L λ) = ΨG,s(π
CG∗ (s)
un (R
CG∗ (s)
L∗s
α)).
More generally ”Ψ commute with πun” by formulas (1.3.2.2). Thus there exists a unique χ ∈ ZE(G
F , s)
such that πGun(χ) = ΨG,s(π
CG∗ (s)
un (R
CG∗ (s)
L∗s
α)) and ||χ||2 = ||R
CG∗ (s)
L∗(s) α||
2 and it is χ = ΨG,s(R
CG∗ (s)
L∗s
α). We
have χ = RGL λ.
(b) Assume the existence of Ψ˜G,s(L, λ) for all proper unipotent d-cuspidal data (L
∗
s, α) in (CG∗(s), F ).
Summing on the set of CG∗(s)
F -conjugacy classes on such data denote N := |∪E(CG∗(s)
F , (L∗s, α))|. Thanks
to Propositions 2.1.7, 2.2.2 and hypothesis one has
(2.2.7.3) N =
∑
|E(CG∗(s)
F , (L∗s, α))| =
∑
|E(GF , (L,ΨL,s(α)))| ≤
∑
|Irr(bGF (L,ψL,s(α))) ∩ E(G
F , s)|
where L corresponds to L∗s as in Proposition 2.1.4 so that L
∗
s = CL∗(s) and (L,ΨL,s(α)) runs in the set of
GF -conjugacy classes of d-cuspidal data in series (s) such that CG∗(s) 6= L
∗
s.
Let N0 be the number of d-cuspidal elements of E(CG∗(s)F , 1). By G. d-HC in E(CG∗(s)F , 1), N0 +N
is |E(CG∗(s)F , 1)|. By the existence of ΨG,s, |E(GF , s)| = |E(CG∗(s)F , 1)| and N0 is greater that the number
of elements of the complement of ∪L 6=L0Irr(bGF (L, λ)) ∩ E(G
F , s) in E(GF , s) where L0 is a Levi subgroup
of G in duality with CG∗(Z
◦(CG∗(s))φd). There are N0 non G
F -conjugate d-cuspidal data in series (s) of
the form (L0,ΨL0,s(α)) in G
F , in different GF -conjugacy classes (see Proposition 2.2.6) and L∗0,s = CG∗(s)
implies ||RGL0 (ΨL0,s(α))||
2 = 1, so that Irr(bGF (L0,ΨL0,s(α)) ∩ E(G
F , s) = {RGL0 (ΨL0,s(α))}. In (2.2.7.3)
above we have N =
∑
|Irr(bGF (L,ψL,s(α))) ∩ E(G
F , s)|, hence the partition of E(GF , s) by blocks is the
partition by d-series E(GF , (L,ΨL,s(α))), that is (2.2.7.2).
2.2.8 Proof of Proposition 2.2.4.
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Note that, once (2.2.7.2) is proved for all G under assumption 2.2.3, then, for any χ ∈ E(GF , (L, λ)),
(2.2.1.2), equivalently (2.2.4.2), is true, with a = 〈χ,RGL λ〉GF . Indeed let ξ be some irreducible component
of ∗RGLχ. By (2.2.7.2) applied to (L, F ), ξ belongs to E(L
F , (M,µ)) for some d-cuspidal datum (M,µ) in
(L, λ). Then (M,µ) is a d-cuspidal datum in (G,F ) and, by Propositions 2.1.7 and 2.1.6, we have
ξ ∈ Irr(bLF (M,µ)), R
G
L (bLF (M,µ)) = bGF (M,µ), χ ∈ Irr(bGF (M,µ)) ∩ Irr(bGF (L, λ))
hence (L, λ) and (M,µ) are GF -conjugate.
Using Lemma 2.2.7 (b), we have to prove the existence of Ψ˜G,s(L, λ) for any proper unipotent d-cuspidal
data (L∗s, α) in CG∗(s), F ).
If G is a central product over a torus G1.G2 of F -stable reductive subgroups with connected centers,
GF = G1
F .G2
F , s has image (s1, s2) in G1
∗ × G2
∗, the space KE(CG∗(s)F , 1) is an orthogonal product of
KE(CG1∗(s1)
F , 1) and KE(CG2∗(s2)
F , 1), ΨG,s is defined by ΨG1,s1 × ΨG2,s2 . That’s why we may assume
(G,F ) irreducible.
When (2.2.7.1) holds the restriction of ΨG,s to E(CG∗(s)
F , (L∗s, α)) as ΨG,s(L, λ) is a good choice. In
classical types (2.2.7.2) is a consequence of G.d-HC in E(CG∗(s)F , 1), Proposition 2.1.10 and commutation
between Lusztig induction and Jordan decomposition.
We have to consider groups (G,F ) of exceptional types when eventually Lemma 2.2.7 (a) don’t apply
for some d-cuspidal datum.
Unfortunately there are unipotent d-cuspidal data which don’t satisfy any of the assumptions (i), (ii),
(iii) in Lemma 2.2.7 on (L∗s, α). It happens when two d-cuspidal irreducible characters have equal projections
on the space of uniform functions. The equality πLun(α) = π
L
un(α
′) for distinct elements of E(LF , 1) occurrs
only for algebraically conjugate representations in exceptional types.
We recall in Table 1 all these cases as described in [26] Chapter 4 and Appendix.
Table 1
Type α’s d central defect
G2 α(1) =
1
3qφ1(q)
2φ2(q)
2 1, 2 ℓ ≥ 5
F4 F4[θ
j ], j = 1, 2 1, 2, 4, 8 ℓ ≥ 3
F4[±i] 1, 2, 3, 6 ℓ ≥ 5
E6 E6[θ
j ], j = 1, 2 1, 2, 4, 5, 8 ℓ ≥ 5
2E6
2E6[θ
j], j = 1, 2 1, 2, 4, 8, 10 ℓ ≥ 5
E7 E6[θ
j , 1], j = 1, 2 4, 5, 7, 8, 10, 14 ℓ ≥ 5
E6[θ
j , ǫ], j = 1, 2 4, 5, 7, 8, 10, 14 ℓ ≥ 5
E8 E6[θ
j , 1], j = 1, 2 4, 5, 7, 8, 10, 12, 14, 20, 24 ℓ ≥ 5
E6[θ
j , ǫ], j = 1, 2 4, 5, 7, 8, 10, 12, 14, 20, 24 ℓ ≥ 5
E6[θ
j , ǫ′], j = 1, 2 4, 5, 7, 8, 10, 14, 15, 20, 30 ℓ ≥ 5
E6[θ
j , ǫ′′], j = 1, 2 4, 5, 7, 8, 10, 14, 15, 20, 30 ℓ ≥ 5
E6[θ
j , r], j = 1, 2 2, 4, 5, 7, 8, 10, 14, 15, 18, 20, 24 ℓ ≥ 5
E6[θ
j , r′], j = 1, 2 2, 4, 5, 7, 8, 10, 14, 18, 20, 30 ℓ ≥ 5
E8[λ
j ], j = 1, 2, 3, 4 1, 2, 3, 4, 6, 7, 8, 9, 12, 14, 18, 24 ℓ = 3, ℓ ≥ 7
E8[−θj ], j = 1, 2 1, 4, 5, 7, 8, 9, 10, 12, 14, 15, 20 ℓ ≥ 5
E8[θ
j ], j = 1, 2 1, 4, 5, 7, 8, 9, 10, 14, 20, 24, 30 ℓ ≥ 5
E8[±i] 1, 2, 3, 5, 6, 7, 9, 10, 14, 15, 18, 30 ℓ ≥ 3
We have used notations of [26] to design elements of E(LF , 1) in the second column. In the third one
are the d ∈ N such that α is d-cuspidal and φd divides the polynomial order PL,F of (L, F ) (see 1.1.5; note
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that if φd does not divides PL,F and L is a d-split Levi subgroup of G, then L = G and any χ ∈ Irr(GF ) is
d-cuspidal). In the last column are the odd prime numbers ℓ such that α has central ℓ-defect group, assuming
that d is the order of q mod ℓ, so that d divides (ℓ− 1).
Inspection of the matrices of decomposition in [26] 4.14—4.16 shows
(2.2.8.2) Assume G simple of any type. If α, β ∈ E(GF , 1) and πGun(α), π
G
un(β) are proportional, then α = β
short of the cases πGun(α) = π
G
un(β) listed in Table 1.
Assume that CG∗(s) is contained in a proper d-split Levi subgroup M
∗ of G∗, with dual M in G. By
(iii) in Proposition 1.3.2, RGL induces a bijection E(M
F , s)→ E(GF , s). MF -conjugacy classes of d-cuspidal
data in series (s) and GF -conjugacy classes of d-cuspidal data in series (s) are in natural bijection. If our
claim on G.d-HC holds in M , it holds in G. If (2.2.7.1) holds in M , it holds in G.
So we assume now that s is isolated in (G∗)Fℓ′ , that is CG∗(s) is not contained in any proper Levi
subgroup of G∗. Assume further the existence in (CG∗(s), F ) of a d-cuspidal unipotent datum (L
∗
s, α) where
L∗s is not of type A, so that (a) in Lemma 2.2.7 don’t apply. There are few cases to consider, we list in Table
2 in ascending rank, and use parametrizations of E(L∗s
F , 1) given in [26], short of E(3D4(q), 1), notations of
[10] Table 1.
Table 2
Case Type of G Type of CG∗(s) d (L
∗
s, α)
1 F4 B4 2 (B2,
(
0,2
1
)
)
2 4 (B2,
(
0,1
2
)
)
3 A1 ×C3 2 (C2,
(
0,2
1
)
)
4 E7 D6 ×A1 2 (D4,
(
1,3
0,2
)
)
5 E8 D8 2 (D4,
(
1,3
0,2
)
)
6 3 2D5
7 4 D4
8 6 2D5
9 8 2D4
10 E7 ×A1 2 (E7, [512a], [512′a])
11 2 (2E6,
2E6[θ
j ]) j = 1, 2
12 2 (D4,
(
1,3
0,2
)
)
13 3 (3D4 ×A1, 3D4[−1]⊗ α′)
14 6 (3D4 ×A1, φ2,1 ⊗ α′)
15 E6 ×A2 3 (
3D4,
3D4[−1])
16 2E6 ×
2A2 2 (D4,
(
1,3
0,2
)
)
17 6 (3D4, φ2,1)
(a) When CG∗(s) has a type A component, the space π
CG∗ (s)
un (KE(CG∗(s)F , 1)) of uniform unipotent
functions on CG∗(s)
F is an orthogonal product of the corresponding spaces for the two components and
differ from the all space of unipotent functions only on the other side, we have only to prove our claim on
non type A part. Thus the case 10 is clear.
(b) It happens, in cases 2, 3, 6, 8, 9, that L∗s is a maximal proper d-split Levi subgroup of CG∗(s)
and CG∗(s) have a classical type. Then R
CG∗ (s)
L∗s
α is given by Asai’s d-hook formula (d odd) [24], [10] (3.5)
or a d/2-cohook formula [10] (3.9) in ”one step”. The formulas show that R
CG∗ (s)
L∗1
α is an algebraic sum of
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irreducible χj all in distinct families, families defined from (W (CG∗(s)), F ). In fact (iii) of (a) in Lemma 2.2.7
is satisfied, hence the commutation formula (2.2.7.1).
(c) In some cases there exists between L∗s and CG∗(s) a maximal proper d-split Levi subgroup L
∗
1 of
CG∗(s) and L
∗
1 is also a d-split Levi subgroup of G
∗. Let L1 be a (d-split) Levi subgroup of G in the dual class
such that L ⊆ L1. As s is central in L∗1 (2.2.7.1) applies between L and L1 : R
L1
L (ΨL,s(α)) = ΨL1,s(R
L∗1
L∗s
(α)).
Assume first that CG∗(s) has classical type. For any β ∈ E((L∗1)
F , (L∗s, α)) the hook or cohook formula
gives, as in (a), ΨG,s(R
CG∗ (s)
L∗1
β) = RGL1 (ΨL1,s(β)). Finally we have (2.6.7.1) again. This applies to cases 1,
4, 5, 7 where LF1 is B3(q).(q + 1), D5(q).(q + 1)
2, 2D7(q).(q + 1),
2D6(q).(q
2 + 1) respectively.
(d) In cases 12 to 17, L∗s is itself a Levi subgroup of G
∗, LF isD4(q).(q+1)
4, (resp. 3D4(q).(q
3−1).A1(q),
3D4(q).(q
3 + 1).A1(q),
3D4(q).(q
2 + q + 1)2, D4(q).(q + 1)
4, 3D4(q).(q
2 − q+ 1)2) and R
CG∗ (s)
L∗s
α is given on
E7 (resp. ...E6,
2E6)-side by the series 14 (resp. 17, 27, 5, 9, 11) in [10] Table 2 and (a) (iii) of Lemma 2.2.7
applies.
In double case 11, with L∗s = L
∗
1, L
F
1 is
2E6(q).(q + 1)
2. Instead of Asai’s formula we need the series
15 and 16 in [10] Table 2 : it is a case where the two generalized characters R
CG∗ (s)
L∗s
(2E6[θ
j ]) cannot be
distinguished by their projection on the space of uniform functions, but the known common norm and value
on 1 imply their form. Thus (a) (iii) of Lemma 2.2.7 does not applies nevertherless
{E(GF , (L,ΨL,s(
2E6[θ
j ]))}j=1,2 = {ΨG,s(E(CG∗(s)
F , (L∗s,
2E6[θ
j ]))}j=1,2
It is the only irreducible case where (2.2.7.1) is not proved with our combinatorial arguments and where
Ψ˜G,s(L, λ) may differ from the restriction of ΨG,s.
2.3. On irreducible characters in a block of GF , Z(G) connected
We want to describe Irr(bGF (L, λ)) for any d-cuspidal datum (L, λ) in an ℓ
′-series in (G,F ). In [15]
Theorem 2.8 it is shown, using induction on blocks (Proposition 2.1.6), Z(G) connected or not, how to recover
Irr(b) ∩ E(GF , s) knowing Irr(b) ∩ E(GF , sℓ′) for any bloc b of GF . To obtain our main theorem we refer to
the case of connected center and rely the above connection to relation between unipotent d-cuspidal data in
(C◦G∗(s), F ) and unipotent d-cuspidal data in (C
◦
G∗(sℓ′), F ), in Proposition 2.3.5. A similar way is to refer
to d-cuspidal data in any series, as in Proposition 2.3.6.
2.3.1. Notation. Let L and M be two F -stable connected reductive subgroups of (G,F ), λ ∈ E(LF , 1),
µ ∈ E(MF , 1). Denote
(L, λ)∼GF (M,µ)
the following equivalence relation
there exists g ∈ GF such that [L,L] = [M,M ]g and ResL
F
[L,L]Fλ = (Res
MF
[M,M ]F µ)
g.
The relation ∼GF is the extension by G
F -conjugacy of the relation ∼ introduced in [15] (see Definition
23.1 and Proposition 23.2 in [16]).
Assertion (c) of Proposition 2.1.5 suggests that there are few d-cuspidal irreducible characters and few
d-cuspidal data. The following Proposition is a consequence of that fact, and will be used to simplify the
description of Irr(bGF (L, λ)) ∩ E(G
F , st) (see [16] Theorem 23.2 in case s = 1).
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2.3.2. Proposition. Let H be an E-split Levi subgroup of G.
(a) Let (LH , λH) be a unipotent d-cuspidal datum in (H,F ). There exists a unipotent d-cuspidal datum
(L, λ) in (G,F ) such that [L,L] = [LH , LH ], LH = L ∩H , and Res
LF
[L,L]Fλ = Res
LFH
[LH ,LH ]F
λH .
(b) Let (L, λ) et (M,µ) be two unipotent d-cuspidal data in (G,F ), and (LH , λH), (MH , µH) be two
unipotent d-cuspidal data in (H,F ) such that [L,L] = [LH , LH ] and [M,M ] = [MH ,MH ]. Then L and M
are GF -conjugate if and only if LH and MH are H
F -conjugate.
(c) The relation (L, λ)∼GF (LH , λH) define a one-to-one map between the set of G
F -conjugacy classes
of d-cuspidal unipotent data (L, λ) in (G,F ) such that [L,L] ⊆ gHg−1 for some g ∈ GF and the set of
HF -conjugacy classes of d-cuspidal unipotent data (LH , λH) in (H,F ).
Proof. Assertion (a) follows from (i) in [16] Proposition 23.3 where the relation
[L,L] = [LH , LH ] and Res
LF
[L,L]Fλ = Res
LFH
[LH ,LH ]F
λH
is denoted (L, λ) ∼ (LH , λH). We have added the equality LH = H ∩ L.
Assume [L,L] = [LH , LH ]. By [13] Proposition 1.7, Z
◦(L) is a maximal torus in C◦G([L,L]) and Z
◦(LH)
is a maximal torus in C◦H([LH , LH ]) = H ∩C
◦
G([L,L]). There exist some z ∈ C
◦
G([L,L]) such that Z
◦(LH) ⊆
Z◦(L)z, hence Z◦(LH) = H ∩ Z◦(L)z . Thus LH = Z◦(LH).[LH , LH ] = (H ∩ Z◦(L)z).[L,L] = H ∩ Lz. We
may replace (L, λ) by (Lz, λz), preserving the above two equalities.
Clearly (b) implies (c).
Proof of (b) :
If G = Ga, then H = Ha and there is only one conjugacy class of d-cuspidal data in G and in H . So we
assume Gb 6= {1} and H 6= G and prove the Proposition inductively on the semi-simple rank of G.
The restriction along an isotypic morphism is a bijection on unipotent series and Proposition 2.1.5 allows
us to assume (G,F ) rationally irreducible. By properties of scalar descent we assume that G is irreducible.
(b.i) Assume that H is d-split in G, so are LH and MH .
Assume first that LH = (MH)
h for some h ∈ HF . Then [L,L] = [M,M ]h hence, by [16] Proposition 22.8,
L and Mh are C◦G([L,L])
F -conjugate, so that L and M are GF -conjugate.
Assume now that L and M are GF -conjugate.
In classical types A, B, C, D with d ≥ 1 [10, § 3], and in exceptional types with d = 1 [26] Appendix
one sees on tables that
(i.a) H = Ha is a torus or Hb is rationally irreducible.
(i.b) If L is not a torus, then Lb is rationally irreducible.
(i.c) If Lb and Mb have same type, then L and M are G
F -conjugate.
From these facts Lb = [L,L] = [LH , LH ] = (LH)b (eventually = 1). In (G,F ) (resp. in (H,F )) the
conjugacy class of L (resp. M) is defined by Lb (resp. (LH)b, hence our claim.
In exceptional type with d > 1 Table 1 in [10] show that (i.a) and (i.b) are no more true, but (i.c)
is true for each d. One may verify, using properties (i.a), (i.b), (i.c) in classical irreducible type and (i.c)
in exceptional irreducible type, that a proper maximal d-split Levi subgroup of G cannot contain two non
conjugate unipotent d-cuspidal data as (LH , λH) with (LH)b of same type as Lb and one conclude by
induction.
(b.ii) In the general case with G = Gb and H a proper E-split Levi subgroup of G, let K be a proper
d-split Levi subgroup of G that contains H (1.1.5.3). By (a) there exist unipotent d-cuspidal data (LK , λK)
and (MK , µK) in (M,F ) such that (LH , λH)∼KF (LK , λK) and (MH , µH)∼KF (MK , µK). Induction applies
in K : LK and MK are K
F -conjugate. By part (b.i) of our proof L and M are GF -conjugate.
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In the following proposition we make a connection between induction of blocks (Proposition 2.1.7) and
cuspidal data, using [15] and [16].
2.3.3. Proposition. Assume 2.1.2 on (G,F, ℓ, d) and Z(G) is connected. Let H be an E-split Levi subgroup
of G with a dual H∗ in G∗, such that s ∈ (H∗)Fℓ′ . Let (LH , λH) be a d-cuspidal datum in (H,F ) in series (s),
let (L∗s,H , αH) be a d-cuspidal unipotent datum in (CH∗(s), F ) such that L
∗ = CH∗(Z
◦(L∗s,H)φd) belongs to
the dual (H∗)F -conjugacy class of the HF -conjugacy class of L, and λH = ΨLH ,s(αH) (see Proposition 2.1.4).
Let (L∗s, α) be a d-cuspidal unipotent datum in (CG∗(s), F ) such that (L
∗
s,H , αH)∼CG∗ (s)F (L
∗
s, α). Then
(L∗s, λ) defines a d-cuspidal datum (L, λ) = (L,ΨL,s(α)) in series (s) in (G,F ), (Proposition 2.1.4).
We have
RGH (bHF (LH , λH)) = bGF (L, λ)
and, if ξ ∈ Irr(bHF (LH , λH)) and s0 ∈ Z(H
∗)Fℓ , then R
G
H (ΨH,s0(1)⊗ ξ) ∈ ZIrr(bGF (L, λ)).
Proof. We know by [16] Proposition 22.8, (iii) that Z◦(L∗s)φd (resp. Z
◦(L∗H,s)φd) is a maximal φd-subgroup
in C◦CG∗ (s)([L
∗
s, L
∗
s]) (resp. C
◦
CH∗ (s)
([L∗s, L
∗
s])). By Sylow’s theorem on φd-subgroups ([16] Theorem 13.18)
there exist c ∈ C◦CG∗ (s)([L
∗
s, L
∗
s])
F such that Z◦(L∗H,s)φd ⊆
cZ◦(L∗s)φd . Up to conjugacy by c we may assume
Z◦(L∗H,s)φd ⊆ Z
◦(L∗s)φd . By construction and up to H
F -conjugacy we may assume Z◦(LH)φd ⊆ Z
◦(L)φd
(Proposition 2.1.4).
By Proposition 2.1.6, for any ξ ∈ Irr(bHF (LH , λH))∩E(H
F , s), any suitable parabolic P , RGH⊆P ξ belongs
to ZIrr(B) where B = RGH (bHF (LH , λH)). We prove by induction on the rank of G that B = bGF (L, λ) :
our claim for s0 = 1.
Let be G = Ga.Gb the decomposition in central product we defined in 1.1.5.2 and use the standard
dichotomy whereas Gb ⊆ H or not (recall functorial properties of d-cuspidal data, Proposition 2.1.5).
If G = Ga there is only one block BGF (s) and one G
F -conjugacy class of cuspidal data in (L, λ) series
(s) : (L, λ) is such that L∗s is a diagonal torus in CG∗(s) and α = 1 (Proposition 2.1.5, (c)). In that case
H = Ha and the equality R
G
H (BGF (s)) = BHF (s) is evident. Assume more generally that Gb ⊆ H . Then
H = (H ∩ Ga).Gb and there is a natural bijection from the set of ℓ-blocks of HF in series (s) to the set of
ℓ-blocks of Gb
F in some series (sb), (or from the set of H
F -conjugacy classes of d-cuspidal data (LH , λH)
in series (s) and the set of Gb
F -conjugacy classes of d-cuspidal data in series (sb)), and as well to the set of
GF -conjugacy class of d-cuspidal data of GF in series (s) : (LH , λH)→ (L, λ), with LH ∩Gb = L ∩Gb and
ResLH
F
(LH∩Gb)F
λH = Res
LF
(L∩Gb)F
λ. Now RGH reduces to R
Ga
H∩Ga
, so that RGH commutes with that bijection.
If Gb is not contained in H , let M be a proper d-split Levi subgroup of G that contains H (1.1.5.3).
We have Z◦(M)φd ⊆ Z
◦(H)φd ⊆ Z
◦(LH)φd ⊆ Z
◦(L)φd hence L ⊆ M . In the dual class there exist a d-split
Levi subgroup M∗ of G∗ such that L∗ ⊆ M∗. Inductive hypotheses says that RMH ξ ∈ ZIrr(bMF (L, λ)) for
any ξ ∈ Irr(bHF (LH , λH)) ∩ E(H
F , s). By Proposition 2.1.7, (ii) RGH ξ = R
G
M (R
M
H ξ) ∈ ZIrr(bGF (L, λ)), that
is RGH (bHF (LH , λH)) = bGF (L, λ).
Let s0 ∈ Z(H∗)Fℓ , CG∗(s0) is a Levi subgroup of G
∗. Let G(s0) be a Levi subgroup of G in the dual class
of CG∗(s0) and such that H ⊆ G(s0). Denote θ0 = ΨG(s0),s0(1). As s0 is central in (G(s0)
∗)Fℓ , θ0(1) = 1 (see
Proposition 1.3.2, (ii)) and θ0 has order a power of ℓ. Furthermore R
G(s0)
H (ΨH,s0(1)⊗ ξ) = θ0⊗R
G(s0)
H ξ. By
[15] Theorem 2.8, for any component ξ0 of R
G(s0)
H ξ, R
G
G(s0)
ξ0 and θ0 ⊗ R
G
G(s0)
ξ0 belongs to the same block
of GF that is bGF (L, λ).
From [9] we know that if (L, λ) is in series (s) then Irr(bGF (L, λ)) ⊆ Eℓ
(
GF , s
)
. In Proposition 2.3.3
above appear some non ℓ′-series (ss0). So it’s time to describe entirely Irr(bGF (L, λ)).
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2.3.4. Notation When s, s0 are semi-simple in (G
∗)F and s0 = (ss0)ℓ, define Bl(G
F ; s, s0) as a set of
blocks of GF by
B ∈ Bl(GF ; s, s0) if and only if Irr(B) ∩ E(G
F , ss0) 6= ∅
Thus Bl(GF ; s, 1) = Bl(GF ; s) and Bl(GF ; s, s0) ⊆ Bl(GF ; s).
2.3.5. Proposition. Assume 2.2.3 on (G,F, ℓ, d). Let (L, λ) be a d-cuspidal datum in series (s) in
(G,F ) (s semi-simple, s ∈ (G∗)Fℓ′) and (L
∗
s, α) an associated d-cuspidal unipotent datum in (CG∗(s), F ) by
Proposition 2.1.4. Assume Z(G) connected if s 6= 1. Let s0 ∈ CG∗(s)Fℓ . Then Irr(bGF (L, λ))∩E(G
F , ss0) 6= ∅
if and only if there exist a d-split Levi subgroup L∗ss0 of CG∗(ss0) such that [L
∗
ss0 , L
∗
ss0 ] is CG∗(s)
F -conjugate
to [L∗s, L
∗
s]. For such L
∗
ss0 there exist a unique d-cuspidal α0 ∈ E((L
∗
ss0 )
F , 1) such that
(2.3.5.1) (L∗ss0 , α0)∼CG∗ (s)F (L
∗
s, α)
When (2.3.5.1) holds, let G(s0) be a Levi subgroup of G in the dual G
F -conjugacy class of the G∗F -conjugacy
class of CG∗(s0), and let (L0, λ0) be a d-cuspidal datum in series (s) in (G(s0), F ) associated to (L
∗
ss0 , α0).
One has
(2.3.5.2) Irr(bGF (L, λ)) ∩ E(G
F , ss0) = {R
G
G(s0)
(ΨG(s0),s0(1)⊗ ξ) | ξ ∈ E(G(s0)
F , (L0, λ0))}
Proof. Note that (2.3.5.2) has been proved for s0 = 1 (Propositions 2.2.2 and 2.2.4). If Z(G) is connected,
Z(G(s0)) is connected (Proposition 1.1.3 (b)), so this case gives also
(2.3.5.3) E(G(s0)
F , (L0, λ0)) = ΨG(s0),s(E(CCG∗ (s0)(s)
F , (L∗ss0 , α0))
If s = 1, Proposition 2.3.5 is contained in [13] Theorem 4.4. So we assume Z(G) connected. Then
G.d-HC holds in E(G(s0)F , s) by Proposition 2.2.4.
Assuming [L∗ss0 , L
∗
ss0 ] = [L
∗
s, L
∗
s], the equality Res
(L∗s)
F
[L∗s ,L
∗
s ]
F α = Res
(L∗ss0)
F
[L∗ss0 ,L
∗
ss0
]Fα0 defines a unique α0 in
E((L∗ss0 )
F , 1). Then if L∗ss0 is d-split, (L
∗
ss0 , α0) is a d-cuspidal unipotent datum in (CG∗(ss0), F ) and we
have (2.3.5.1).
We may write G as a central product of rationally irreducible components Gj with connected center
Z(Gj) = Z(G). Then by the usual process G
F is a central quotient of ×jGj
F , ss0 has image (sjsj,0)j in
×jGj
∗, E(GF , ss0) is in bijection with ×jE(Gj
F , sjsj,0), (L, λ) is image of ×j(Lj , λj), and Irr(bGF (L, λ)) is
the set of elements of ×jIrr(BGF
j
(Lj , λj)) whose kernel contains the kernel of ×jGj
F → GF , and so on...
So we assume (G,F ) rationally irreducible.
If G = Ga, then there is only one conjugacy class of d-cuspidal data in series (s) in (G,F ) and in
(G(s0), F ) (L
∗
s and L
∗
ss0 are diagonal torii in CG∗(s) and CG∗(ss0) respectively) and only one ℓ-block b of
GF such that Irr(b) ∩ E(GF , ss0) 6= ∅. The condition (2.3.5.1) is satisfied. One has Irr(b) = ∪s0E(G
F , ss0).
With notation of the Proposition, when ξ runs in E(G(s0)F , s), RGG(s0) (ΨG(s0),s0(1)⊗ ξ) runs in E(G
F , ss0)
by Proposition 1.3.2, (ii) and (iii). That gives (2.3.5.2).
If G = Z◦(G).Gb, CG∗(s0) is an E-split Levi subgroup of G
∗ : F(G)F being prime to ℓ, by Proposi-
tion 1.1.3 (Z(CG∗(s0))/Z
◦(CG∗(s0)))
F is prime to ℓ, hence s0 ∈ Z◦(CG∗(s0)), hence Z◦(CG∗(s0))φE 6= 1 by
definition of E. We may apply Proposition 2.3.3 with H = G(s0). It gives us an inclusion
RGG(s0)
(
ΨG(s0),s0(1)⊗ Irr(bG(s0)F (L0, λ0)) ∩ E(G(s0)
F , s)
)
⊆ Irr(bGF (L, λ)))
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Assume (2.3.5.1). By (2.3.5.2) for 1 in G(s0) we know that
E(G(s0)
F , s) = ∪(L0,λ0)Irr(bG(s0)F (L0, λ0)) ∩ E(G(s0)
F , s)
a disjoint union when d-cuspidal data (L0, λ0) are considered modulo G(s0)
F -conjugacy. Now G(s0)
F -
conjugacy on d-cuspidal data (L0, λ0) in series (s) in (G(s0), F ) corresponds to CG∗(ss0)
F conjugacy of
unipotent d-cuspidal data (L∗ss0 , α0) in (CG∗(ss0), F ) (Proposition 2.1.4), that corresponds, via (2.3.5.1) to
CG∗(s)
F -conjugacy of some unipotent d-cuspidal data (L∗s, αs) in (CG∗(s), F ) (Proposition 2.3.2). Applying
Proposition 2.1.4 again and Proposition 1.3.2, (ii) and (iii), we see that irreducible in series (s) and in different
blocks bG(s0)F (L0, λ0) are sent by ξ 7→ R
G
G(s0)
(
ΨG(s0),s0(1)⊗ ξ) in series (ss0) and in different blocks of G
F .
Equality (2.3.5.2) is proved.
Proposition 2.3.6. Assume 2.2.3 on (G,F, ℓ, d) and Z(G) connected. Let s, s0 in G
∗F such that (ss0)ℓ = s0.
Let G(s0) be a Levi subgroup of in dual G
F -conjugacy class of the G∗F -conjugacy class of CG∗(s0).
(a) One defines a one-to-one map from the set of G(s0)
F -conjugacy class of d-cuspidal data in series (s)
in (G(s0), F ) onto the set of G
F -conjugacy class of d-cuspidal data in series (ss0) in (G,F ) as follows :
Let α0 ∈ E(CL∗0 (s)
F , 1), λ0 = ΨL0,s(α0) such that (L0, λ0) be a d-cuspidal datum in series (s) in
(G(s0), F ). Here L
∗
0 belongs to the dual CG∗(s0)
F -conjugacy class of L0, s ∈ L∗0. Define M
∗ by
(2.3.6.1) M∗ := CG∗(Z
◦(L∗0)φd)
Let M be in the dual GF -conjugacy class of the (G∗)F -conjugacy class of M∗ and µ be defined by
µ = RML0 (ΨL0,s0(1)⊗ λ0)
Then (M,µ) is a d-cuspidal datum in series (ss0) in (G,F ).
Generalized d-Harish-Chandra theory holds in E(GF , ss0).
(b) Induction on blocks RGG(s0) , as defined in Proposition 2.1.6, restricts to a one-to-one map from
Bl(G(s0)
F ; s) onto Bl(GF ; s, s0).
Let L∗0, α0, (L0, λ0) and (M,µ) as in (a). Let (L, λ) be a d-cuspidal datum in series (s) in (G,F ),
defined, thanks to Proposition 2.1.4, by some d-cuspidal unipotent datum (L∗s, α) in (CG∗(s), F ) such that
(L∗s, α)∼CG∗ (s)F (CL∗0 (s), α0) .
One has
(2.3.6.2) RGG(s0) (bG(s0)F (L0, λ0)) = bGF (L, λ),
(2.3.6.3)
Irr(bGF (L, λ)) ∩ E(G
F , ss0) = E(G
F , (M,µ))
= RGG(s0)
(
ΨG(s0),s0(1)⊗ E(G(s0)
F , (L0, λ0))
)
= ΨG,ss0(E(CG∗(ss0)
F , (CL∗0 (s)
F , α0))
Proof. Let S := Z◦(L∗0)φd . From (2.3.6.1) we have
(2.3.6.4) L∗0 = CM∗(s0), S = Z
◦(M∗)φd = Z
◦(CL∗0 (s))φd
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By Proposition 2.1.4 (CL∗0 (s), α0) is a d-cuspidal unipotent datum in (CG∗(ss0), F ). As s0 is central in the
dual of L0, we have (Proposition 1.3.2, (ii))
ΨL0,s0(1)⊗ λ0 = ΨL0,ss0(α0)
By Proposition 1.3.2, (iii) which apply to ΨM,ss0 with CG∗(ss0) ⊆ L
∗
0 we have
µ = ΨM,ss0(α0)
Clearly (M,µ) is defined up to GF -conjugacy.
To prove that (M,µ) is d-cuspidal, consider a d-split Levi subgroup L1 in G such that L1 ⊆ M and
〈∗RL1M µ, λ1〉LF1 6= 0 for some λ1 ∈ Irr(L
F
1 ). There is a d-split Levi subgroup L
∗
1 in G
∗, in duality with L1,
such that ss0 ∈ L∗1 and L
∗
1 ⊆M
∗. We may assume that λ1 ∈ E(LF1 , ss0) by a good choice of s0 (defined up
to L∗F1 -conjugacy). Define α1 by λ1 = ΨL1,ss0(α1). There is a Levi subgroup L1,0 of L1 ∩L0 in duality with
CL∗1 (s0) so that (Proposition 1.3.2, (ii) again)
ΨL1,ss0(α1) = R
L1
L1,0
(ΨL1,0,ss0(α1)), 〈R
M
L1 (ΨL1,ss0(α1)), µ〉LF 6= 0
By Proposition 1.3.2, (ii), ΨL1,0,ss0(α1) = ΨL1,0,s0(1)⊗ΨL1,0,s(α1)) hence
(2.3.6.5) RML1 λ1 = R
M
L1,0 (ΨL1,0,s0(1)⊗ΨL1,0,s(α1)) = R
M
L0 (ΨL0,s0(1)⊗ R
L0
L1,0
(ΨL1,0,s(α1))
As RML0 is isometric on E(L
F
0 , s0) and on E(L
F
0 , ss0), using transitivity of Lusztig induction we have
(2.3.6.6)
〈RML1 λ1, µ〉MF = 〈R
L0
L1,0
(ΨL1,0,ss0(α1)),ΨL0,ss0(α0)〉LF0
= 〈RL0L1,0 (ΨL1,0,s(α1)),ΨL0,s(α0)〉LF0
= 〈R
CM∗ (ss0)
CL∗
1
(ss0)
α1, α0〉CM∗ (ss0)F 6= 0
the second equality thanks to Proposition 1.3.2, (ii), the third one by Proposition 2.2.4, formula (2.2.4.2)
applied to L1,0 ⊆ L0. As α0 is assumed to be d-cuspidal, we obtain CL∗1 (ss0) = CM∗(ss0) and α0 = α1.
That imply Z◦(L∗1)φd = Z
◦(CL∗
1
(s0))φd = Z
◦(CL∗
1
(ss0))φd = Z
◦(M∗)φd by (2.3.6.4), hence L
∗
1 = M
∗ and
(L1, λ1) = (M,µ).
We have proved that our construction of (M,µ) from (L0, λ0) in (a) provides a d-cuspidal datum
in series (ss0) in (G,F ). By Proposition 2.2.4 we know that the set of G(s0)
F -conjugacy classes of d-
cuspidal data in series (s) in (G(s0), F ) define a partition of E(G(s0)
F , s). Using the one-to-one map
(ξ 7→ RGG(s0) (ΨG(s0),s0(1) ⊗ ξ) from E(G(s0)
F , s) onto E(GF , ss0) we obtain a partition of E(GF , ss0). By
transitivity formula RGM ◦ R
M
L0
= RGG(s0) ◦ R
G(s0)
L0
it is sent by RGG(s0) on the partition of E(G
F , ss0). Non
G(s0)
F -conjugate data (L0, λ0) in series (s) in (G(s0), F ) define by our construction in (a) non G
F -conjugate
d-cuspidal data in series (ss0) in (G,F ). The definitions of µ and λ0 from α0 imply
(2.3.6.7) E(GF , (M,µ)) = RGG(s0) (ΨG(s0),s0(1)⊗ E(G(s0)
F , (L0, λ0))
Furthermore G.d-HC holds in E(GF , ss0) as it holds in E(G(s0)F , s).
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One can recover (L0, λ0) from (M,µ) without using the partition (2.3.6.7) given by G.d-HC theory
in E(G(s0)
F , s) : consider M∗ ⊆ G∗ in duality with M and with ss0 ∈ M
∗, so that µ = ΨM,ss0(α),
α0 ∈ E(CM∗(ss0)F , 1). Then CM∗(s0) is d-split in CG∗(s0). Take L0 in the dual G(s0)F -conjugacy class
of CM∗(s0), λ0 = ΨL0,s(α0), one has µ = R
M
L0
(ΨL0,s0(1) ⊗ λ0), so that by construction (a) (L0, λ0) gives
(M,µ). Using (2.3.6.6) one verifies easily that µ is d-cuspidal.
(b) By Proposition 1.2.5, G(s0) is an E-split Levi subgroup of G. As α0 is d-cuspidal, (L0,ΨL0,s(α0))
is a d-cuspidal datum in series (s) in (G(s0), F ). By Propositions 2.1.6, 2.1.9, bG(s0)F (L0,ΨL0,s(α0)) and
RGG(s0) (bG(s0)F (L0,ΨL0,s(α0))) are well defined.
By Proposition 2.3.2, with (CG∗(s),CG∗(ss0), (CL∗0 (s), α0)) instead of (G,H, (LH , λH)), we have
(L∗s, α)∼CG∗ (s)F (CL∗0 (s), α0) for some d-cuspidal unipotent datum (L
∗
s, α) in (CG∗(s), F ) and may assume
CG∗(s0) ∩ L∗s = CL∗0 (s). Then (L
∗
s, α) defines by Proposition 2.1.4 a d-cuspidal datum (L, λ) in series (s) in
(G,F ), such that, for some dual L∗ of L, s ∈ L∗ ⊆ G∗, L∗s = L
∗ ∩ CG∗(s) and λ = ΨL,s(α).
By Propositions 2.3.3, 2.3.5, RGG(s0) ξ ∈ Irr(bGF (L, λ)) and R
G
G(s0)
(ΨG(s0),s0(1) ⊗ ξ) ∈ Irr(bGF (L, λ))
for any ξ ∈ E(G(s0)F , (L0, λ0)), hence bGF (L, λ) ∈ Bl(G
F ; s, s0). In other words and with notations of
Proposition 2.1.7 we have (2.3.6.2)
(2.3.6.8) RGG(s0) (bG(s0)F (L0, λ0)) = bGF (L, λ) ∈ Bl(G
F ; s, s0)
Given (CL∗
0
(s), α0) as above, (L
∗
s, α) is defined up to CG∗(s)
F -conjugacy, the map given in (2.3.6.8)
Bl(G(s0)
F ; s) → Bl(GF ; s, s0) is well defined. By Proposition 2.3.2, CG∗(s)F -conjugacy on (L∗s, α) implies
CG∗(ss0)
F -conjugacy on (CL∗
0
(s), α0), hence R
G
G(s0)
is one-to-one from Bl(G(s0)
F ; s) onto Bl(GF ; s, s0).
From (2.3.6.2), (2.3.6.8) and Proposition 2.1.6 we deduce E(GF , (M,µ)) ⊆ Irr(bGF (L, λ)). Now G
F -
conjugacy on (L, λ) implies CG∗(s)
F -conjugacy on (L∗s, α), hence CG∗(ss0)
F -conjugacy on (CL∗
0
(s), α0),
hence G(s0)
F -conjugacy on (L0, λ0), finally G
F -conjugacy on (M,µ), that is equality on sets E(GF , (M,µ))
inside E(GF , ss0). As we have seen, these last one form a partition of E(GF , ss0). Therefore
Irr(bGF (L, λ)) ∩ E(G
F , ss0) = E(G
F , (M,µ))
hence the second equality of (2.3.6.3), thanks to (2.3.6.7).
By definition of (L0, λ0), E(G(s0)
F , (L0, λ0)) = ΨG(s0),s(E(CG∗(ss0)
F , (CL∗0 (s)
F , α0))). As s0 is central
in G(s0)
∗, ΨG(s0),s0(1)⊗ΨG(s0),s = ΨG(s0),ss0 . By Proposition 1.3.2 (iii), R
G
G(s0)
◦ΨG(s0),ss0 = ΨG,ss0 . The
last equality of (2.3.6.3) follows.
2.4. On blocks and their irreducible characters in GF when Z(G) is not connected
As usual we consider a regular embedding
(G,F )→ (H,F )
(see 1.1.4 (b)) and a dual morphism H∗ → G∗ to obtain by Clifford theory results on d-cuspidal data and
blocks when the center of G is not connected. Clearly assumption 2.2.3 on (H,F, ℓ, d) is equivalent to 2.2.3
on (G,F, ℓ, d).
We have only to consider types for which the fundamental group is non trivial. If the fundamental group
ofG is trivial Z([G,G]) = {1} andH is a direct product [G,G]×Z◦(H). AnyG is a direct productG = G1×G2
where G2 = [G2, G2] and contains the components of type E8 or F4 orG2, so that Z([G2, G2]) = 1. Therefore
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we assume in that section that G = G1. The proof 2.2.8 of Proposition 2.2.4 shows that the commutation
formula (2.2.7.1) holds.
From Proposition 2.2.4, specially (2.2.4.1), (2.2.4.2), and section 5.2 in Appendix, we have
2.4.1. Assume 2.2.3 on (H,F, ℓ, d) and Z(H) is connected. Let (M,µ) be a d-cuspidal datum in an ℓ′-series
in (H,F ). There exist ξ ∈ Irr(HF ) such that 〈RHM µ, ξ〉HF ∈ {−1, 1} and, for any χ ∈ E(H
F , (M,µ)) different
from ξ, ξ(1) 6= χ(1).
In the proof of the following Proposition we use 2.4.1 as Geck and Bonnafe´ on 1-cuspidality in a regular
embedding (see [3], 12.C).
Proposition 2.4.2. Let (G,F )→ (H,F ) be a regular embedding. Assume 2.2.3 on (H,F, ℓ, d). Let (M,µ)
be a d-cuspidal datum in an ℓ′-series in (H,F ). Let L :=M ∩G, ν := ResM
F
LF µ, λ an irreducible component
of ν. Then (L, λ) is a d-cuspidal datum in (G,F ).
(a) One has NGF (L, ν) = NGF (L, λ),
(b) If χ ∈ E(GF , (L, λ)), then (HF )χ ⊆ GF .(MF )λ.
Proof. (L, λ) is a d-cuspidal datum by Proposition 2.1.5.
(a) The restriction from MF to LF has no multiplicity, we have ν =
∑
g∈MF /(MF )λ
gλ. From 2.4.1 we
deduce
(2.4.2.1) There exist some χ ∈ Irr(GF ) such that |〈RGL ν, χ〉LF | = 1.
The restriction from HF to GF has no multiplicity and HF /GF is abelian. Given two elements of
Irr(HF ) their restrictions to GF are disjoint or equal, if equal their degrees are equal. Let ξ ∈ E(HF , (L, µ))
as in 2.4.1. Then if χ ∈ E(HF , (M,µ)) and χ 6= ξ, 〈ResH
F
GF ξ,Res
HF
GF χ〉GF = 0. Thanks to the equality
ResH
F
GF (R
H
M µ) = R
G
L ν, we see that components of Res
HF
GF ξ occurr with multiplicity ±1 in R
G
L ν, our claim
(2.4.2.1).
The actions of MF /LF and NGF (L)/L
F on Irr(LF ) commute : as [MF , GF ] ⊆ LF , we see that for any
λ′ ∈ Irr(LF ) and any x ∈MF , we have NGF (L, λ
′) = NGF (L,
xλ′), hence NGF (L, λ) ⊆ NGF (L, ν).
The group NGF (L, ν) acts on the set of irreducible components of ν, a regular orbit under M
F /(MF )λ.
The set X of x ∈ MF such that xλ = nλ for some n ∈ NGF (L, ν) is a subgroup of M
F such that Mλ ⊆ X
and |X/(MF )λ| = |NGF (L, ν)/NGF (L, λ)|.
We have ν =
∑
x∈X/(MF )λ
∑
h∈MF /X
xhλ and 〈RGL
xhλ, χ〉GF = 〈R
G
L
hλ, χ〉GF , hence
〈RGL ν, χ〉GF = |NGF (L, ν)/NGF (L, λ)|
( ∑
h∈MF /X
〈RGL
hλ, χ〉GF
)
By assertion (2.4.2.1) |NGF (L, ν)/NGF (L, λ)| = 1 .
(b) As χ ∈ E(GF , (L, λ)), if h ∈ HF and hχ = χ, then χ ∈ Irr(bGF (L, λ)) ∩ Irr(bGF (
hL, hλ)) hence the
d-cuspidal data (L, λ) and (hL, hλ) are GF -conjugate. We have HF = GF .MF hence g ∈ GF .(MF )λ.
2.4.2.2. We may translate assertion (b) of Proposition 2.4.2 as follows. If χ ∈ E(GF , s) and χ corre-
sponds to the orbit under AG∗(s)
F of β ∈ E(C◦G∗(s)
F , 1) by (1.3.6.1), then Hχ = τH,s(AG∗(s)
F
β ). Similarly,
Mλ = τM,s(AL∗(s)
F
α ), where α is unipotent d-cuspidal in Irr(C
◦
L∗(s)
F ) such that β ∈ E(C◦G∗(s)
F , (C◦L∗(s), α)).
There are a one-to-one morphism π: AL∗(s)
F → AG∗(s)F (Proposition 1.2.6, (f)) and an isomorphism
MF /LF ∼= HF /GF so that GF .τM,s(AL∗(s)F ) = τH,s(π(AL∗(s)F )). Assertion (b) writes
π(AL∗(s)
F
α ) ⊆ AG∗(s)
F
β
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By G.d-HC in E(C◦G∗(s)
F , 1) we have AG∗(s)
F
β ∩ π(AL∗(s)
F ) ⊆ π(AL∗(s)Fα ). Finally
AG∗(s)
F
β ∩ π(AL∗(s)
F ) = π(AL∗(s)
F
α ) .
In the following, assuming a choice of suitable dual F -stable tori T ⊆M ⊆ H , T ∗ ⊆M∗ ⊆ H∗, one has
isomorphisms between Weyl groups W(G, T ∩G) ∼= W(H,T ), W(M ∩G, T ∩G) ∼= W(M,T ), ... to symplify
notations we omit reference to the torii. Consider an action of WH(M)
F × Irr(HF /GF ) on Irr(MF ) as
follows :
WGF⊂HF (M) = WH(M)
F × Irr(HF /GF ): Irr(MF )→ Irr(MF )
(w, θ) : µ 7→ wµ⊗ (ResH
F
MF θ
−1).
Proposition 2.4.3. Let G,H, F, ℓ, d,M, µ, L, λ, ν as in Proposition 2.4.2. Define MFG (µ) by
MFG (µ) =M
F ∩ (∩θKer θ) (θ ∈ (H
F /GF )∧, RHM µ⊗ θ = R
H
M µ)
(a) Let t ∈ M∗F such that µ ∈ E(MF , t), and α ∈ E(CM∗(t)F , 1) such that ΨM,t(α) = µ. Dualities
being defined around maximal F -stable torii T , T ∗ in M , M∗, with t ∈ T ∗, let s ∈ L∗F be the image of t
and AG∗(s, L
∗)F be the image of NWG(s)(W
◦
L(s))
F in AG∗(s)
F . One has
GF .MFG (µ) = τH,s(AG∗(s, L
∗)Fα ).
(b) The isomorphism of Proposition 2.2.6 sends WH(M)
F
µ onto WCH (t)(CM (t))
F
α .
One has three short exact sequences :
WH(M)
F
µ −→WGF⊂HF (M)µ −→ (M
F /MFG (µ))
∧,
(
MF/τM,s(AL∗(s)
F
α )
)∧
−→WGF⊂HF (M)µ −→WG(L)
F
λ ,
WH(M)
F
µ −→WG(L)
F
λ −→ AG∗(s, L
∗)α/AL∗(s)
F
α .
(c) If χ ∈ E(GF , (L, λ)), then GF .MFG (µ) ⊆ (H
F )χ.
Proof. (a) The inclusion MFG (µ) ⊆ Ker θ is equivalent to G
F .MFG (µ) ⊆ Ker θ.
We have AL∗(s) ∼= WL∗(s)/W◦L∗(s). In Proposition 1.2.6 is defined an injective morphism from AL∗(s)
to AG∗(s) by wW
◦
L∗(s) 7→ wW
◦
G∗(s) (notations of (2.2.5.2) and Proposition 2.2.6). With same definition that
map extends to NWG∗ (s)(W
◦
L∗(s))/W
◦
L∗(s), so is defined AG∗(s, L
∗)F . As well AG∗(s, L
∗)F may be defined
as the stabilizer of the CG∗(s)
F -conjugacy class of L∗s in AG∗(s)
F .
(a.1) Let θ ∈ (HF /GF )∧, we claim
(RHM µ)⊗ θ = R
H
M µ if and only if there exist w ∈ WH(M)
F such that (w, θ) ∈WGF⊂HF (M)µ.
We have (RHM µ) ⊗ θ = R
H
M (µ ⊗ Res
HF
MF θ). If (R
H
M µ) ⊗ θ = R
H
M µ, θ stabilises the series E(H
F , t),
hence τH,s(AG∗(s)
F ) ⊆ Ker θ (see section 1.3.5) and the order of θ is prime to ℓ. By Corollary 2.1.8, µ and
µ⊗ (ResH
F
MF θ) are conjugate under NH(M)
F . As µ is fixed under W(M)F , the equality (RHM µ)⊗ θ = R
H
M µ
is equivalent to “ there exist w ∈WH(M)
F such that µ⊗ ResH
F
MF θ =
wµ ”, that is (w, θ) ∈WGF⊂HF (M)µ.
(a.2) Claim :
(w, θ) ∈WGF⊂HF (M)µ imply θ ∈ σH,s(AG∗(s, L
∗)Fα ).
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We have w(ResM
F
LF µ) = ν ∈ ZE(L
F , s).
By Proposition 2.2.6, w ∈W(M)F .NWG(s)(W
◦
L(s))
F /W(M)F . As W(M∗)∩WG∗(s) =W ◦L∗(s) by anti-
isomorphism W (H) → W (H∗) and isomorphism theorem, w has image w˜∗ ∈ NWG∗ (s)(W
◦
L∗(s))
F /W◦L∗(s)
F
hence in AG∗(s, L
∗)F :
a := w˜∗W◦G∗(s) ∈ AG∗(s, L
∗)F
As seen in 1.3.5, (1.3.5.1), σH,s(a) ∈ (HF /GF )∧, Res
HF
MF (σH,s(a)) ∈ (M
F /LF )∧. To σH,s(a) there
corresponds by duality z ∈ Z(G∗)F such that at = tz. By Proposition 1.3.2, (ii), σH,s(a) = ΨH,z(1) and
ResH
F
MF (σH,s(a)) = ΨM,z(1) (ΨH,z(1) is a uniform function).
Any element of n ∈ NH(T )F with image w ∈ NW(H)(W(M))
F /W(M)F induces an automorphism of
(M,F ) that stabilizses E(MF , s). To nT ∈ W (H)F there corresponds n∗T ∗, where n∗ ∈ NH∗(T ∗)F maps
onto w˜∗, and n, n∗ induce dual automorphisms of (M,F ), (M∗, F ) respectively. Furthermore n∗ acts on
CM∗(s) and on E(CM∗(s)F , 1) as a. By (iv) of Proposition 1.3.2,
(2.4.3.2) ΨM,tz(
aα) = wµ ∈ E(MF , tz)
By Proposition 1.3.2, (ii) again we obtain
(2.4.3.3). ΨM,t(
aα) = wµ⊗ ResH
F
MF (σH,s(a)
−1)
From the hypotheses µ = ΨM,t(α) and µ⊗ Res
HF
MF θ =
wµ and (2.4.3.3) follows
ΨM,t(
aα)⊗ ResH
F
MF (σH,s(a)) = ΨM,t(α) ⊗ Res
HF
MF θ.
By section 1.3.5, (1.3.5.4) ResH
F
MF (σH,s(a) ⊗ θ
−1) = σM,s(b) where b ∈ AL∗(s)
F and bα = aα. Then
θ = σH,s(ab
−1) and ab−1 ∈ AG∗(s, L∗)Fα .
So (2.4.3.1) implies
(2.4.3.4) θ = σH,s(c)
−1 where c ∈ AG∗(s, L
∗)Fα .
(a.3) Assume (2.4.3.4). Let z ∈ Z(G∗)F such that ct = tz. Let w˜∗ ∈ NWG∗ (s)(W
◦
L∗(s))
F /W◦L∗(s)
F
with image c = w˜∗W◦G∗(s) in AG∗(s, L
∗)Fα . As above to prove (2.3.4.2) we see that there exists w¯ in
W(M)F .NWG(s)(W
◦
L(s))
F /W(M)F ⊆ WH(M)F with image w˜∗ such that (iv) of Proposition 1.3.2 apply:
ΨM,tz(α) =
wµ hence ΨM,t(α) =
wµ ⊗ ResH
F
MF (σH,s(c)
−1). By definition of the action of WGF⊂HF (M),
(w, θ) ∈WGF⊂HF (M)µ.
We have proved that RHM µ = R
H
M µ ⊗ θ is equivalent to (2.4.3.4). By definition of τH,s we have
∩a∈AG∗ (L∗,s)FαKer (σH,s(a)) = τH,s(AG∗(L
∗, s)Fα ), hence G
F .MFG (µ) = τH,s(AG∗(s, L
∗)Fα ).
(b) The first assertion is a consequence of (iv) in Proposition 1.3.2.
(b.1) We proved in (a.2), (a.3) that WGF⊂HF (M)µ maps onto (H
F /τH,s(AG∗(s, L
∗)Fα ))
∧ by projection
on the right side. But HF /τH,s(AG∗(s, L
∗)Fα )
∼= MF /τH,s(AG∗(s, L
∗)Fα ) ∩M
F = MF/MFG (µ). That gives
the first exact sequence.
(b.2) Clifford theory shows that the image of WGF⊂HF (M)µ by projection on left side is WH(M)
F
ν . We
have WH(M)
F
ν = WG(L)
F
ν . By (a) of Proposition 2.4.2, WG(L)
F
ν = WG(L)
F
λ .
By (1.3.5.4) µ = µ ⊗ ResH
F
MF θ
−1 is equivalent to ResH
F
MF θ
−1 = σM,s(a) where a ∈ AL∗(s)Fα . The kernel
of the left projection is {1} × (HF /GF .τM,s(AL∗(s)Fα ))
∧, isomorphic to (MF /τM,s(AL∗(s)
F
α ))
∧.
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(b.3) Clifford theory without multiplicities between LF and MF implies (MF /LF )∧µ = (M
F /MFλ )
∧ (see
Appendix B), that is τM,s(AL∗(s)
F
α ) = M
F
λ . The projection of WGF⊆HF (M)µ on right side contains the
kernel of the projection on the left side, that isMFG (µ) ⊆M
F
λ . As well WH(M)
F
µ ⊆WG(L)
F
λ . The preceding
exact sequences imply an isomorphism WG(L)
F
λ /WH(M)
F
µ
∼= MFλ /M
F
G (µ). The last quotient is in duality,
via functions τ , with AG∗(s, L
∗)Fα/AL∗(s)
F
α , we obtain the third exact sequence.
(c) Let χ ∈ E(GF , (L, λ)). Note that HFχ = ∩HFχ ⊆Ker θKer θ. So let θ ∈ (H
F /GF )∧ such that HFχ ⊆
Ker θ. By (1.3.1.1) and Proposition 2.1.7 there exist ξ ∈ Irr(H | χ)∩E(HF , (M,µ)). We know that ξ⊗θ = ξ,
hence RGM µ = R
G
M µ⊗ θ. By definition of M
F
G (µ), M
F
G (µ) ⊆ H
F
χ .
2.4.4. Proposition. Let σ: (G,F ) → (H,F ) be a regular embedding and σ∗ a dual morphism. Assume
2.2.3 on (H,F, ℓ, d). Let (M,µ) be a d-cuspidal datum in series (t) in (H,F ), a dualM∗ ofM , given as a Levi
subgroup of H∗, µ = ΨM,t(α), α ∈ E(C◦M∗(t)
F , 1). Let L := σ−1(M), L∗ = σ∗(M), s = σ∗(t), λ ∈ E(LF , s)
such that µ covers λ.
(a) The set of blocks B of HF that cover bGF (L, λ) and with Irr(B) ⊂ Eℓ
(
HF , t
)
is a regular orbit under
AG∗(s)
F /AG∗(s, L
∗)Fα .
(b) The set of blocks of GF that are covered by bHF (M,µ) is a regular orbit under H
F /τH,s(AL∗(s)
F
α ).
(c) If CH∗(t) = CH∗(t)a, hence if G = Ga, then the blocks in series (s) of G
F are conjugate under HF .
Proof. We know that ResLF→MF µ is a sum of M
F -conjugate of λ, and that λ is d-cuspidal. By Propo-
sitions 2.1.6, 2.1.7 and formula (1.3.1.1) any ξ ∈ E(HF , (M,µ)) covers some element of E(GF , (L, mλ))
(m ∈ MF ). Hence bHF (M,µ) covers bGF (L,
mλ) and only these blocks of GF [28] Chapter 7, Lemmas 5.3,
5.7. From Proposition 2.1.7 again we have (see [15] Remark 2.7)
2.4.5. Domination between blocks of HF and GF is equivalent to domination between conjugacy classes of
d-cuspidal data.
(a) Given a block B = bHF (M,µ) in series (t) of H
F , modulo (G∗)F -conjugacy on s, (H∗)F -conjugacy
on t and GF -conjugacy on d-cuspidal data in series (s) in (G,F ), we may fix t, s, M∗, L∗, M , L, µ, λ.
The blocks of HF that cover bGF (L, λ) are the bHF (M,µ) ⊗ θ = bHF (M,µ ⊗ Res
HF
MF θ) where θ ∈
(HF /GF )∧. These blocks are in series (t) when θ ∈ σH,s(AG∗(s)F ) (1.3.5, (1.3.5.1)). The number of such
blocks is the number of orbits on the set of d-cuspidal µ′ ∈ E(MF , t) under WH(M)F that are fused under
Ws := WH(M)
F × ResH
F
MF (σH,s(AG∗(s)
F )). By Proposition 2.4.3, (b), Ws contains WGF⊂HF (M)µ. As
WH(M)
F ⊆Ws, the orbit of Ws on the set of blocks of HF we consider is regular under Ws/WGF⊂HF (M)µ
isomorphic to AG∗(s)
F /AG∗(s, L
∗)Fα , that is (a) of the Proposition – recall that the action of AG∗(s)
F on
blocks of HF is by isomorphism with (HF /τH,s(AG∗(s)
F )∧.
(b) On G-side, the set of GF -conjugacy classes of d-cuspidal data in series (s) with support conjugate
to L is in bijection with the N := WG(L)
F = NG(L)
F /LF -orbits of d-cuspidal elements of E(LF , s). The d-
cuspidal data that are covered by the HF -class of (M,µ) are in the orbit of λ under WH(M)
F × (MF /LF ),
where WH(M)
F acts as WG(L)
F . The stabilizer of the WG(L)
F -orbit of λ is just WG(L)
F × MFλ . By
(1.3.6.2), MF/MFλ
∼= (AL∗(s)Fα )
∧, hence (b) is proved.
(c) We have CH∗(t) = CH∗(t)a if and only if C
◦
G∗(s) = C
◦
G∗(s)a. In that case the only d-cuspidal
unipotent data of (C◦H∗(t), F ) are the (T
∗, 1(T∗)F ) where T
∗ is a diagonal torus of CH∗(t). Let Tt (resp.
Ts := Tt ∩G) be is in the dual HF -conjugacy class of T ∗ (resp. in the dual GF -conjugacy class of σ∗(T ∗)),
andM := CH((Tt)φd) (resp. L := CG((Ts)φd) =M∩G). By Proposition 2.1.4 (M,µ) is, up to H
F -conjugacy
the unique d-cuspidal datum in series (t). Any element of CG∗(s)
F stabilizes the C◦G∗(s)
F -conjugacy class
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of diagonal tori. We have AG∗(s)
F = AG∗(s, σ
∗(T ∗))F1 , a coherent result with the fact that there is only one
block in series (t) of HF ! The group AL∗(s)
F may be different from 1.
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3. The group G(s), “in duality with” CG∗(s).
In this chapter we describe a good candidate to be named ” a dual of (CG∗(s), F ) ” in case CG∗(s)
is not connected, and denote it as (G(s), F ), as announced in Theorem 1.4. The construction is based on
dual root data with F -action, and we assume properties of functorial type, see Proposition 3.1.1, (A). Of
course it may be generalized to construct a dual of a non-connected algebraic reductive group, eventually
defined over Fq. We describe the set Irr(G(s)
F ) and its partition in blocks. To obtain the set of blocks of
G(s)F , we precise G(s)F -conjugacy classes of maximal Brauer pairs in Proposition 3.1.2. In the two studies
we have to verify a non-multiplicity property in a Clifford theory with quotient a subgroup of AG∗(s)
F ((B)
in Proposition 3.1.1, (C) in Proposition 3.1.2). All proofs in section 3.2 are inductive, the ”minimal case”
being when G is irreducible and simply connected, and s is rationally quasi-isolated in G∗.
Then, in section 3.3, we may rely “unipotent ”blocks of G(s)F and their irreducible representations to
blocks in series (s) of GF and their irreducible representations, the main result of this paper.
3.1. Propositions
3.1.1. Proposition. When (G,F ) and (G∗, F ) are dual algebraic reductive groups defined on Fq and
s ∈ G∗F is semi-simple, denote E(G∗, s) the short exact sequence
E(G∗, s) 1→ C◦G∗(s)→ CG∗(s)→ AG∗(s)→ 1
(A) Let (G(s)◦, F ) be in duality with (C◦G∗(s), F ) around a maximally split root datum of (C
◦
G∗(s), F ).
There exists an extension
E(G, s) 1→ G(s)◦ → G(s)→ AG∗(s)→ 1
where AG∗(s) and F act on the root datum of G(s)
◦ by transposition of their action on the dual one, and
the action of F on G(s)◦ and on AG∗(s) extends in an action on G(s).
The various exact sequences E(G, s) may be defined satisfying the following properties :
(A.1) If (G,F ) is a direct product ×i(Gi, Fi), and s = (si)i ∈ G∗, (si ∈ G∗i ), then (E(G, s), F ) is
isomorphic to the direct product of extensions (E(Gi, si), F ).
(A.2) If C◦G∗(s) is a Levi subgroup of G
∗, let L(s) be a Levi subgroup in the dual GF -conjugacy class.
Then G(s) is isomorphic to the subgroup N of NG(L(s)) such that N/L(s) is the image of CG∗(s)/C
◦
G∗(s)
by the isomorphism of relative Weyl groups WG∗(C
◦
G∗(s))
∼= WG(L(s)).
(A.3) If σ: (G,F ) → (H,F ) is an isotypic morphism and σ∗:H∗ → G∗ a dual one, assume s = σ∗(t)
with t ∈ H∗F . One has C◦G∗(s) = σ
∗(C◦H∗(t)) and σ
∗(CH∗(t)) ⊆ CG∗(s) so is defined α: AH∗(t) → AG∗(s).
Let G(t) be the inverse image of α(AH∗(t)) in G(s) by E(G, s), and let E(G, t) be the restriction of E(G, s)
to α(AH∗ (t)). There is a morphism of short exact sequences
E(G, t) 1 → G(s)◦ −−→ G(t) −−→ α(AH∗(t)) → 1y
yσt
y
y∼=
E(H, t) 1 → H(t)◦ −−→ H(t) −−→ AH∗(t) → 1
where σt is a dual isotypic morphism of the restriction of σ
∗: C◦H∗(t)→ C
◦
G∗(s) and all maps commute with
F .
(B) ”Non-multiplicity condition” :
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For any semi-simple s1 ∈ C◦G∗(s)
F with order prime to the order of s,
∀(χ0, χ) ∈ E(G(s)
◦F , s1)× Irr(G(s)
F ) 〈Res
G(s)F
G(s)◦F
χ, χ0〉G(s)◦F ∈ {0, 1} .
It is clear that, when (G,G∗, F, s) is given, E(G, s) is defined up to an F -isomorphism. If s is central in
G∗, we may assume G(s)◦ = G = G(s).
The following Proposition and its Corollary describe Clifford theory of unipotent blocks between G(s)◦F
and G(s)F . We fix a bijection ΨG(s)◦,1: E(G(s)
◦F , 1) → E(C◦G∗(s)
F , 1), (α 7→ α), and so for d-split Levi
subgroups. By Proposition 1.3.1, these bijections preserves d-cuspidality and relative Weyl groups. Thus
there is a bijection between the set of conjugacy classes of d-cuspidal unipotent data in (G(s)◦, F ) and the
analogous set in (C◦G∗(s), F ). Note that, as G(s)
◦ is connected, the exact sequence E(G, s) gives by restriction
an isomorphism
G(s)F /G(s)◦F ∼= AG∗(s)
F .
3.1.2. Proposition. Assumption 2.2.3 on (G,F, ℓ, d). Let (G,F ), (G∗, F ), s ∈ G∗F , E(G∗, s), E(G, s) as
in Proposition 3.1.1. Let
ρ:G(s)F → AG∗(s)
F
be given by restriction to F -fixed points in E(G, s).
Let (L(s), α) be a d-cuspidal unipotent datum of (G(s)◦, F ) and b := bG(s)◦F (L(s), α) the unipotent
block so defined by Proposition 2.1.7. Let L∗s be a d-cuspidal Levi subgroup of C
◦
G∗(s) in the dual class of
L(s) and L∗ := CG∗(Z(L
∗
s)φd). Let D be a defect group of b, and αD ∈ Irr(CG(s)◦F (D)) be the canonical
irreducible in a block bD such that (1, b) ⊆ (D, bD). Let βD ∈ Irr(CG(s)F (D) | αD). One has
(A) ρ(CG(s)F (D)) = AL∗(s)
F ;
(B) NG(s)F (D)αD ⊆ NG(s)F (D)βD ;
(C) ”Non-multiplicity condition” :
∀(χ, χ0) ∈ Irr(CG(s)F (D))× Irr(bD), 〈Res
C
G(s)F
(D)
C
G(s)◦F
(D)χ, χ0〉CG(s)◦F (D) ∈ {0, 1} .
3.1.3. Corollary. Notations and assumptions of Proposition 3.1.2 on (G,F, ℓ, d, ρ, (L(s), α), b, L∗s). Let B
be a block of G(s)F that covers b. One has
ρ(G(s)Fb ) = ρ(AG∗(s, L
∗)Fα ), ρ(I
G(s)F
G(s)◦F
(B)) = AL∗(s)
F
α .
Proof of Corollary 3.1.3. Let A := AG∗(s)
F . The notation AG∗(s, L
∗)Fα was introduced in Proposition
2.4.3. As Z◦(L∗s)φd = Z
◦(L∗)φd , L
∗
s = L
∗ ∩ C◦G∗(s) and AG∗(s, L
∗)Fα is the stabilizer of (L
∗
s, α) in A.
The d-cuspidal unipotent data of (G(s)◦, F ) that define a fixed block b of G(s)◦F are conjugate hence
(G(s)F )b = G(s)
◦F .NG(s)F (L(s), α). We have
(3.1.3.1) . ρ(NG(s)F (L(s))) = AL∗s , Ab = AL∗s ,α = AG∗(s, L
∗)Fα .
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Let C := C◦G(s)◦([L(s), L(s)]). An ℓ-Sylow subgroup of C
F is a defect group of b ([13] Theorem 4.4 or
[16] Theorem 22.9). The normalizer NC(Z
◦(L(s))) contains such an ℓ-Sylow because Z◦(L(s)) is a maximal
F -stable torus of C and contains a maximal φd-subgroup of C [16] Proposition 22.8 or [13] Proposition 1.6.
So we assume D ⊆ NG(s)◦(Z
◦(L(s))) and [L(s), L(s)]F ⊆ CG(s)◦F (D) ⊆ L(s). We have (1, b) ⊆ (D, bD)
for some block bD of CG(s)◦F (D) with central defect and the canonical irreducible αD in bD is the only
element in Irr(bD) such that Res
L(s)F
C
G(s)◦F
(D)α = αD [16] Proposition 15.9, Lemma 22.18. Assertion (A) in
Proposition 3.1.2 implies
(3.1.3.2) ρ(CG(s)F (D)αD ) = AL∗(s)α
By conjugacy of maximal Brauer subpairs in a fixed block, one has G(s)Fb = G(s)
◦F .NG(s)F (D, bD). But
NG(s)F (D, bD) = NG(s)F (D,αD). Using (3.1.3.1),
(3.1.3.3) ρ(NG(s)F (D,αD)) = AL∗s ,α .
It is known that D is a split extension of Z := Z(L(s))Fℓ by an ℓ-Sylow subgroup of W(C,Z
◦(L(s)))F
and that Z is a maximal normal abelian subgroup of D [15] Lemma 4.16. As L(s) = C◦G(s)◦(Z) ([13]
Proposition 3.3), NG(s)(D)
F ⊆ NG(s)(Z)
F ⊆ NG(s)(L(s))
F ⊆ NG(s)(C)
F .
That implies ρ(NG(s)F (D)) ⊆ AL(s) = AL∗s .
By Frattini’s argument we have NG(s)(C)
F = CF .NG(s)(D)
F , hence ρ(NG(s)(L(s))
F ) ⊆ ρ(NG(s(D)
F ).
We get
(3.1.3.4) ρ(NG(s)F (D)) = AL∗s
With notations of section 5.1 in Appendix, let I(B) := I
G(s)F
G(s)◦F (B). We have ρ(I(B)) ⊆ ρ(G(s)
F
b ) = AL∗s ,α
by (B.0) and (3.1.3.1). Thanks to Proposition 3.1.2, (C), Proposition 5.1.4 applies, with (G(s)F , G(s)◦F )
instead of (G,H). By Proposition 3.1.2, (B), the last equality in (c) of Proposition 5.1.4 simplify in
ρ(I
G(s)F
G(s)◦F
(B)) = ρ(CG(s)F (D)αD )
The equality we claim follows from (3.1.3.2).
3.2. Proofs of Propositions 3.1.1 and 3.1.2. Minimal cases
3.2.1. Preliminary remarks
In 3.2 we assumeG irreducible, simply connected, s ”rationally quasi-isolated” inG∗ and AG∗(s)
F 6= {1}.
By Proposition 1.2.4, the types G2, F4 and E8 are excluded. A semi-simple element s of G
∗ is said quasi-
isolated in G∗ if CG∗(s) is not contained in a Levi subgroup of a proper parabolic subgroup of G
∗ or
equivalenly if Z◦(CG∗(s)) = Z
◦(G∗). We say that a semi-simple element s of (G∗)F is rationally quasi-isolated
in G∗ if CG∗(s)
F is not contained in an F -stable Levi subgroup of a proper parabolic subgroup of G∗. A
classification of quasi-isolated elements in reductive groups is given in [2]. If s ∈ G∗F , then CG∗(Z◦(CG∗(s)))
is an F -stable Levi subgroup of G∗ : a rationally quasi-isolated element of G∗ is quasi-isolated.
In types B, C and D, there is no non central quasi-isolated semi-simple elements if F has characteristic
2 [2].
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Let s, ρ, (L(s), α), L∗s, L
∗, L, D, αD, βD, s1 be defined as in the Propositions to prove. Recall the
properties to verify : two non-multiplicity conditions, (B) in Proposition 3.1.1 and (C) in Proposition 3.1.2,
and, with notations of Proposition 3.1.2,
(A) ρ(CG(s)F (D)) = AL∗(s)
F ,
(B) NG(s)F (D)αD ⊆ NG(s)F (D)µD .
Put
A := AG∗(s)
F .
We note first several simple facts we use freely in section 3.2 :
As A is abelian, non-multiplicity condition is equivalent to maximal extensiblity : χ0 ∈ E(G(s)◦F , s1)
extends to its stabilizer in G(s)F . If A is cyclic then the maximal extensibility condition is satisfied.
If L(s) = G(s)◦, then (C) in Proposition 3.1.2 follows from (B) in Proposition 3.1.1; if furthermore
Z(G(s)◦)Fℓ ⊆ Z(G(s))
F then (A) is satisfied.
If AL∗(s)
F = {1} then (A) implies (B).
If |A| is a prime then (B) is satisfied.
Indeed, if |A| is prime, then
• ρ(CG(s)F (D)) = {1} and then βD = αD in (b), or
• ρ(CG(s)F (D)) = A hence NG(s)F (D) = NG(s)◦F (D).CG(s)F (D).
In any case (B) is true.
To verify (A) and (B) in types A, D and E we use the fact that C◦G∗(s) and G(s)
◦ have the same type.
As G∗ is adjoint there exists an isotypic morphism G(s)◦ → C◦G∗(s) that extends to
πs:G(s)→ CG∗(s) with πs(G(s)
F ) = CG∗(s)
F .
Then to prove (A) we shall verify that
(3.2.1.1) If AL∗(s) 6= {1}, then [L
∗, L∗] ⊆ C◦G∗(πs(D)) .
3.2.1.2. Lemma. Assume all roots of G have same length. One has ρ(CG(s)F (D)) ⊆ AL∗(s)
F . If
furthermore (3.2.1.1) holds, then ρ(CG(s)F (D)) = AL∗(s)
F .
Proof. When all roots have same length, G and G∗ have same type. Consider, as in the proof of
Corollary 3.1.3, a maximally split torus of S of L(s), in duality with a maximally split torus S∗ of L∗s.
The duality between G(s)◦ and C◦G∗(s) may be defined by dual root data with respect to (S, S
∗). One
know that D is an ℓ-Sylow subgroup of CF where C := C◦G(s)◦([L(s), L(s)]) [16] Theorem 22.9. By [16]
Proposition 22.7, as Z◦(L(s)) is a maximal torus in C and contains a maximal φd-subgroup of C, one may
assume that D ⊆ NG(s)◦(Z
◦(L(s))), so that D is a split extension of Z := Z(L(s))Fℓ by an ℓ-Sylow subgroup
of W (C,Z◦(L(s)))F . Furthermore, Z is caracteristic in D by [15] Lemma 4.16 and L(s) = C◦G(s)◦(Z) by [13]
Proposition 3.3.
If ℓ divides the order of the kernel Z0 of G(s)
F → CG∗(s)F then d = 1 in type A, G(s)◦ is a Levi
subgroup of G, Z0 is the kernel of G
F → G∗, hence G = Ga, and D is a Sylow subgroup of G(s)◦F , L(s) is
a diagonal torus of G(s)◦ and we’ll see in 3.2.2 (i) that CG(s)F (D) ⊆ G(s)
◦ and AL∗(s) = {1}.
Assume the kernel of the restriction of πs on groups of rational points is prime to ℓ. Then Z(L
∗
s)
F
ℓ =
πs(Z(L(s))
F
ℓ ) and CCG∗ (s)F (πs(D)) = πs(CG(s)F (D)). By Proposition 1.2.5, we have L
∗
s = C
◦
C◦
G∗
(s)(Z(L
∗
s)
F
ℓ )
and L∗ = C◦G∗(Z(L
∗)Fℓ ). As L
∗
s ⊆ L
∗, we have Z(L∗)Fℓ ⊆ Z(L
∗
s)
F
ℓ , C
◦
G∗(Z(L
∗
s)
F
ℓ ) ⊆ L
∗.
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Hence πs(CG(s)F (D)) ⊆ CCG∗ (s)(πs(Z))
F ⊆ CL∗(s). The last inclusion implies ρ(CG(s)F (D)) ⊆ AL∗(s).
We have CL∗(s) = Z
◦(L∗).C[L∗,L∗](s) hence CL∗(s) = C
◦
L∗(s).C[L∗,L∗](s). If (3.2.1.1) holds, then
CCL∗ (s)(πs(D)).C
◦
L∗(s)
F = CL∗(s)
F so that ρ(CG(s)F (D)) = AL∗(s)
F .
3.2.2. Type A
Here we assume that G = SLn+1, a subgroup of GLn+1, and G
F = SLn+1(r) where r = ǫq (by convention
SLa(−q) is SUa(q2/q)) so that G∗ = PGLn+1. Let G˜ = GLn+1 acting on Fn+1. To a natural F -epimorphism
π: G˜→ G∗
there corresponds G→ GLn+1 between duals.
There exists s˜ ∈ G˜F with the following properties :
(a) π(s˜) = s, s˜ is semi-simple and of order prime to ℓ, so that π(C◦
G˜
(s˜)) = C◦G∗(s).
(b) Let Γ be the set of eigenvalues of s˜ and, for γ ∈ Γ, let Vγ be the corresponding eigenspace. All
spaces Vγ have the same dimension m, so that n+ 1 = |Γ|.m.
(c) The group AG∗(s) acts regularly on Γ by translation in F
× and on the set {Vγ}γ∈Γ via a morphism
v: AG∗(s) → F× so that for any g˜ ∈ G˜ with π(g˜) ∈ CG∗(s) and any γ ∈ Γ then g˜(Vγ) = V ′γ where
γ′ = v(ρ(π(g˜))).γ. Let ζ be of order |AG∗(s)| in F
×, ζ is a generator of v(AG∗(s)).
Let c0 be the order of the orbit of ζ under the map (Φ:F → F, γ → γr). Then A := AG∗(s)F has
order c := |Γ|/c0 and ζc0 is a generator of v(A). One sees easily that the orbit ω of γ ∈ Γ under 〈ζc0 ,Φ〉
acting on Γ has order cδ(ω), where δ(ω) is the order of the orbit of γ under Φ. To ω there corresponds a
rational component of CG˜(s˜) of type [GLm(r
δ(ω))]c. One has |Γ| = (
∑
ω cδ(ω)), hence c0 =
∑
ω δ(ω).
If there is more than one orbit in Γ under Φ, there exists an F -stable proper Levi subgroup K∗ of G∗
such that CG∗(s)
F ⊆ K∗, hence A = AK∗(s)F . Assuming s rationally quasi-isolated, there is only one orbit
ω and write δ = δ(ω) = c0. Then C
◦
G∗(s) has c rational components, corresponding to a decomposition of
Fn+1 in a direct sum ⊕j∈[1,c]Vj and A acts on [1, c].
Let f := d/(d, δ). A d-cuspidal unipotent datum of (C◦G∗(s), F ) or of (G(s)
◦, F ) is defined by a set of
c partitions without any f -hook, that is to say c f -cores : for j = 1, . . . , c, κ(j) is a partition of k(j), and
g(j) = (m − k(j))/f ∈ N. We have L∗s = π(L˜
∗), where (L˜∗)F ∼= ×j
(
[GL1(r
fδ)]g(j) ×GLk(j)(r
δ)
)
(if f = 1,
then k(j) = 0 and g(j) = m for all j). Then L∗ = π(M∗) where (M∗)F ∼=
(
×j [GLfδ/d(r
d)]g(j)
)
×GLN (r)
with N = δ(
∑
j k(j)). One sees that
(3.2.2.1) AL∗(s)
F = {a ∈ A | if g(j) 6= 0) then a(j) = j}, AL∗s = {a ∈ A | g ◦ a = g},
(3.2.2.2) AL∗(s)
F
α = {a ∈ AL∗(s)
F | κ ◦ a = κ}, AL∗s ,α = {a ∈ A | κ ◦ a = κ} .
Here we consider AL∗(s)
F as a subgroup of A. Indeed if g(j) 6= 0, any element of π−1((L∗)F ) stabilizes a
non null subspace of Vj . By its component π(GLN (r))∩CG∗ (s)F , CL∗(s)F acts on the set of j with g(j) = 0
as freely as CG∗(s)
F . That gives AL∗(s)
F . The three others equality are clear.
As A is cyclic we have only to verify (A) and (B).
As said in condition (A2) in Proposition 3.1.3, we may assume that G(s)◦ is a Levi subgroup of G, with
same rational type that C◦G∗(s). With evident notations, L(s) = L1 . . . Lj . . . Lc. A defect group D of b is an
ℓ-Sylow subgroup of C◦G(s)◦([L(s), L(s)])
F and π−1(C◦G(s)◦([L(s), L(s)])
F ) ∼= ×j
(
GLfg(j)(r
δ)×GLk(j)(r
δ)
)
:
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D is a central product of the π(Dj), where Dj is an ℓ-Sylow subgroup of a wreath product GL1(r
fδ) ≀ Sg(j)
(because the torus with rational-points group GL1(r
fδ)) is a minimal d-split Levi subgroup of the component
GLfg(j)(r
δ)).
(o) Let us consider the case d = 1, that is G = Ga, to complete the proof of Lemma 3.2.1.2.
As L(s) is a diagonal torus of G(s)◦ and M = CG(Z
◦(L(s))φ1), L(s)
F
= SLn+1 ∩ [GL1(rδ)]mc and
MF = SLn+1∩[GLδ(r)]mc and L∗ = π([GLδ(r)]mc). One sees that AL∗(s) = {1}. One has (rδ−1)ℓ = (r−1)ℓ
because δ is a divisor of |A|, prime to ℓ. It follows that Z(L(s))Fℓ = Z(M)
F
ℓ and, by Proposition 1.1.6, that
MF = CGF (Z(L(s))
F
ℓ ). Then CG(s)F (D) ⊆ CG(Z(L(s))
F
ℓ ) ⊆M .
(i) Assume that m = 1. Then G(s)◦ and C◦G∗(s) are tori, L(s) = G(s)
◦, α = 1L(s)F , D = G(s)
◦F
ℓ ,
bD is the principal block. In case f > 1, D = {1} and Z◦(C◦G∗(s))φd = {1}. It follows that L
∗ = G∗ and
CG(s)F (D) = G(s)
F . Hence (3.2.1.1), (A) and (B) are true in that case. In case f = 1, d divides δ. As δ is
prime to ℓ, (rδ − 1)ℓ = (rd − 1)ℓ. In other words C◦G∗(s)
F
ℓ ⊆ C
◦
G∗(s)φd = Z
◦(L∗)φd , so that D ⊆ Z(M)φd .
This implies πs(D) ⊆ Z(L)∗ hence (3.2.1.1) and (A) by Lemma 3.2.1.2. The condition (B) follows, bD beeing
the principal block, αD and βD are the unit characters.
(ii) Assume now that g(j) = 0 for any j ∈ [1, c], but m > 1. Then f > 1 and again D = {1},
AL∗(s) = AG∗(s), CG(s)F (D) = NG(s)F (D) = G(s)
F , (3.2.1.1), (A) and (B) are clearly true.
(iii) If g(j) 6= 0 for any j, by (3.2.2.1) AL∗(s)F = {1}. But π(Dj) 6= {1} for any j and A acts regularly
on [1, c], hence ρ(CG(s)F (D)) = {1}, αD = βD and (A), (B) are true.
(iv) In the general case consider J0 = {j ∈ [1, c] | g(j) = 0} and J1 = [1, c] \ J0. That partition
defines a decomposition Fn+1 = V0 ⊕ V1 and dual maximal proper F -stable Levi subgroups H = H0.H1,
H∗ = H∗0 .H
∗
1 (central products, H
∗
j and Hj are in duality ”up to an isotypic morphism”) of G and G
∗. One
has G(s)◦ = G(s)◦0.G(s)
◦
1 with G(s)
◦
i = Hi ∩G(s)
◦, C◦G∗(s) = (H
∗
0 ∩C
◦
G∗(s)).(H
∗
1 ∩C
◦
G∗(s)). One may write
s = s0.s1 ∈ (H
∗
0 )
F
ℓ′ .(H
∗
1 )
F
ℓ′ and AH∗0 (s0)
F × AH∗1 (s1)
F may be viewed as a subgroup of AG∗(s)
F : it is the
stabilizer in AG∗(s) of the decomposition G(s)
◦
0.G(s)
◦
1. By (3.2.2.1) AL∗s ⊆ AH∗0 (s0)
F × AH∗
1
(s1)
F . As seen
in the extreme cases (ii) and (iii) above, where one Ji is [1, c],
H∗0 ⊆ L
∗, L(s) = (H0 ∩G(s)
◦F ).(L(s) ∩H1), D ⊆ H1
hence (3.2.1.1). By (3.2.2.1) again, AL∗(s)
F = AH∗0 (s0)
F . Now CG(s)◦F (D) = G(s)
◦F
0 .CG(s)◦F1 (D) and
αD = α0⊗α1, where α0 has null defect. Furthermore ρ(CG(s)F (D)) = AH∗(s0)
F (see (iii)) that is (A). Then
βD = β1 ⊗ α1. Similarly NG(s)F (D) stabilizes the decomposition of G(s)
◦ and, by (ii) and (iii),
ρ(NG(s)F (D)) = AH∗0 (s0)
F .ρ(NG(s)◦F1 (D)) ⊆ ρ(CG(s)F (D)).ρ(NG(s)◦F1 (D)).
This proves (B).
Type B
Let π: Sp2n → G
∗ = PSp2n. Some sˆ ∈ π
−1(s) has order 2 or 4 and sˆ is conjugate to −sˆ under AG∗(s).
In the standard action on F2n, sˆ has eigenvalue 1 and −1 with multiplicity 2m, and primitive 4-roots of 1
with multiplicity (n − 2m). So C◦G∗(s) has type Cm ×An−2m−1 ×Cm with 0 ≤ m ≤ n/2, G(s)
◦ has type
Bm ×An−2m−1 ×Bm (with usual conventions on A0, B0, B1).
A generator of AG∗(s) exchange the factors of type Cm, if there are some, and acts as diagram auto-
morphism on the factor of type A, if there is some. Then L∗s has type Cm1 ×Am3 ×Cm2 for some mj with
m1,m2 ≤ m, m3 ≤ n− 2m − 1 and L∗ has type Cm1+m2+m3+1, short of the case m1 = m2 = 0, where L
∗
has type Am3 .
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If L∗s 6= C
◦
G∗(s), that is L(s) 6= G(s)
◦, then AL∗(s) = {1} and D has a non trivial intersection with one
of the irreducible components of G(s)◦, so that CG(s)F (D) ⊆ G(s)
◦.
If L∗s = C
◦
G∗(s), then the defect group D of bG(s)◦F (L(s), α) is central in G(s)
◦F and contained in the
type A factor. One has D = Z(G(s)◦)Fℓ . The polynomial order of Z
◦(G(s)◦) has only cyclotomic factors φ1
and φ2 and ℓ > 2, hence Z(G(s)
◦)Fℓ ⊆ Z(G(s)
◦)φd . But L
∗ = CG∗(Z(C
◦
G∗(s))φd) and AL∗(s) acts trivially on
Z(C◦G∗(s))φd . Dually AL∗(s) acts trivially on Z(G(s)
◦)φd , therefore on D, that is (A).
Type C
Take G = Sp2n, G
∗ = SO2n+1 and let Gˆ be the spin group of same type with π: Gˆ → G∗ a natural
quotient. a semi-simple s ∈ G∗ has non connected centralizer in G∗ if and only if it has eigenvalues 1 and
−1 in the standard action on F2n+1 [16] Proposition 16.25. We may consider two cases for quasi-isolated
semi-simple elements in G∗ :
Case 1. s is not isolated, has d’ordre 2, the fixed-point space of s in F2n+1 has dimension (2n − 1),
and C◦G∗(s) is a maximal proper Levi subgroup of type Bn−1.
G(s)◦ is a Levi subgroup of G and has type Cn−1. There exists an involution x ∈ SO2n+1(q) acting on
C◦G∗(s) such that xyx = y
−1 if y ∈ Z◦(C◦G∗(s)) and xyx = y if y ∈ [C
◦
G∗(s),C
◦
G∗(s)]. Then ρ(x) generates A
and x acts on G(s)◦ on the same way : xyx = y−1 if y ∈ Z◦(G(s)◦) and xyx = y if y ∈ [G(s)◦, G(s)◦].
If Z◦(G(s)◦)Fℓ = {1} and L(s) 6= G(s)
◦, then {1} 6= D ⊆ [G(s)◦, G(s)◦], hence ρ(CG(s)F (D)) = A.
Z◦(C◦G∗(s)) ⊆ L
∗ = CG∗(Z
◦(L∗s))φd s is quasi-isolated in L
∗ so that AL∗s (s) = AG∗(s).
If Z◦(G(s)◦)Fℓ 6= {1}, then d = 1, G(s)
◦ is a d-split Levi subgroup of G, and G(s)◦ = C◦G(Z
◦(G(s)◦)Fℓ ),
henceM ⊆ G(s)◦, L∗ ⊆ C◦G∗(s) and AL∗(s) = {1}. Furthermore Z
◦(G(s)◦)Fℓ ⊆ D, G(s)
◦ = C◦G(Z
◦(G(s)◦)Fℓ )
[16] Lemma 13.17 and C◦G(D) = CG(D) (Proposition 1.2.4). Thus CG(s)F (D) ⊆ G(s)
◦ and (A) is true.
Case 2. s is isolated, has order 2, the fixed-point space of s in F2n+1 has dimension 2n+ 1− 2m and
C◦G∗(s) has type Dm ×Bn−m (1 < m ≤ n).
Then C◦G∗(s) is isomorphic to SO2m × SO2n−2m+1, s belongs to the first component and CG∗(s) is
isomorphic to (O2m ×O2n−2m+1)∩ SO2n+1. But O2k+1 = SO2k+1 × 〈−Id〉. On G(s)◦ ∼= SO2m × Sp2n−2m a
generator of A acts by a diagonal automorphism on the first component and G(s) ∼= O2m × Sp2n−2m.
If L(s) = G(s)◦, then D = {1} and L∗ = G∗, hence (A).
In general s is quasi-isolated in L∗ with AL∗(s) 6= {1} if and only if s /∈ Z(L∗). That condition
is equivalent to ”[L∗s, L
∗
s] is not contained in the second component of C
◦
G∗(s)” or to ”[L(s), L(s)] is not
contained in the component Sp2n−2m of G(s)
◦”. One sees easily that if X is an ℓ-subgroup of SO2k(q) with
a non null space of fixed points on F2k, then CO2k(X).SO2k = O2k. This applies to D ∩ SO2m in the first
factor of G(s)◦ when AL∗(s) 6= {1} because D centralizes [L(s), L(s)].
If AL∗(s) = {1}, then d divides m and D contains an ℓ-Sylow subgroup of SO2m(q). One can verify that
if S is the minimal d-split Levi subgroup, it is a maximal torus in SO2m(q) and CO2m(S
F
ℓ ) ⊆ SO2m. That
shows that CG(s)F (D) ⊆ G(s)
◦.
3.2.4. Type D.
We assume that G is the spin group of a non degenerate symmetric bilinear form on a space of dimension
2n on F and G∗ = PSO2n, all defined on Fq by F . There are isotypic morphisms π:G→ G∗, G(s)◦ → C◦G∗(s)
and a restriction πs:G(s)
◦F → C◦G∗(s)
F (see section 3.2.1).
(a) Assume s a semi-simple quasi-isolated element of G∗F such that |AG∗sF | = 4.
Then s4 = 1 and C◦G∗(s) has typeDm×An−2m−1×Dm where 2 ≤ m ≤ n/2 (and with some conventional
notations : if m = n/2, then the component of “type A−1” is {1} and s is isolated) or C◦G∗(s) has type
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An−3 (special case m = 1 above). There exists sˆ ∈ SO2n, which has image s in PSO2n and four eigenvalues
1,−1, i,−i (i2 = −1) with respective multiplicities m,m, n− 2m,n− 2m in the standard action of SO2n on
F2n.
So C◦G∗(s) is the image in PSO2n of a subgroup of SO2n isomorphic to SO2m ×GLn−2m × SO2m, or to
GL1×GL2n−2×GL1 ifm = 1. The dualG(s)◦ = G1.G0.G2 of C◦G∗(s) maps dually in SO2m×GLn−2m×SO2m
(or if m = 1, G(s)◦ is a Levi subgroup of G, G1 and G2 are torii) and so is defined πs.
The groups of diagram automorphisms of C◦G∗(s) and G(s)
◦ are isomorphic. Let δ1 be a diagram
automorphism of order 2 of the component G1 of type Dm of G(s)
◦F (if m = 1, δj acts by inversion on Gj)
let τ be a diagram automorphism defined on Fq and of order 2 that exchange the two components G1 and
G2, δ2 := τδ1. If G0 6= {1} let γ be a diagram automorphism of order 2 and defined on Fq of G0. If G0 = {1}
let γ = 1 . One has |F(G(s)◦)| = |Z(C◦G∗(s))/Z
◦(C◦G∗(s))| = 4.
The group A := AG∗(s)
F is non cyclic if and only if n is even. Then A is generated by diagram
automorphisms : A = 〈τ.γ, δ1δ2〉. δ1δ2 is induced by the image in PSO2n of (O2m×GLn−2m×O2m)∩SO2n.
The extension C◦G∗(s)→ CG∗(s)→ AG∗(s) is split. We may assume that τ acts on (O2m×GLn−2m×O2m)
by exchange of the components O2m. Thus G(s)
F is a quotient by a finite central 2-group of a subgroup of
the direct product (Spin2m(q).〈δ〉) ≀ 〈τ〉 ×GLn−2m(q).〈γ〉.
Let s1 ∈ C◦G∗(s)
F with odd order and ξ ∈ E(G(s)◦F , s1). The kernel of ξ contains Z(G(s)◦)F2 . If
G(s)F fixes ξ, ξ has the form ξ1 ⊗ ξ0 ⊗ ξ2 where γ(ξ0) = ξ0, δj(ξj) = ξj and τ(ξ1) = ξ2. Then ξ is fixed
under the all group 〈δ, τ, γ〉. So ξ1 extends to ζ1 ∈ Irr(Spin2m(q).〈δ〉), ξ2 extends to τ(ζ1), ξ0 extends
to λ0 ∈ Irr(GLn−2m(q).〈γ〉). Then ζ1 ⊗ ζ2 extends to (Spin2m(q).〈δ〉) ≀ 〈τ〉. It follows that ξ extends to
G(s)◦F .〈δ, τ, γ〉. The condition (B) in Proposition 3.1.1 is satisfied.
If n is odd, A is generated by τδ1γ.
One has L(s) = L1.L0.L2 a central product, and α = α1 ⊗ α0 ⊗ α2, where (Lj , αj) is a d-cuspidal
unipotent datum of (Gj , F ), eventually L0 = {1} (Proposition 1.3.1.(ii), if m = 1, αj = 1GF
j
for j = 1, 2).
(a.1) If L(s) = G(s)◦, then D = Z(G(s)◦)Fℓ .
If Z(G(s)◦)Fℓ = {1} then D = {1} and L
∗ = G∗ there is nothing to prove.
If Z(G(s)◦)Fℓ 6= {1} then d = 1.
If m = 1, then C◦G∗(s) is a d-split Levi subgroup of G
∗ and L(s) is a maximally split maximal torus in
G(s)◦, L∗s is a d-split Levi subgroup of G
∗, L∗ = L∗s, AL∗(s) = {1}, D is an ℓ-Sylow subgroup of G(s)
F ,
CG(s)F (D) ⊆ CG(s)F (Z(L(s))
F
ℓ ) = L(s) (Proposition 1.1.6)), αD = βD, there is nothing to prove.
If m > 1 :
Then D ⊆ G0, G0 is a torus of rank 1, n = 2m + 1, γ acts non trivially on D by (x 7→ x−1), hence
ρ(CG(s)F (D)) = 〈δ1δ2〉. As ℓ is good and F(G) is prime to ℓ, CG(D) = CG((G0)φd) =M (Proposition 1.1.6);
L∗ is a maximal Levi subgroup of type Dn−1 of G
∗ and AL∗(s) = 〈δ1δ2〉, that is (3.2.5.1) and (A).
By definition βD is an extension of α = αD to CG(s)F (D); βD is also the restriction of some β1⊗α0⊗β2
where βj extends αj to O2m(q) for j = 1, 2. If ρ(NG(s)F (D)αD ) = A, then α2 = τ(α1) and γ(α0) = α0.
There are four extensions of α1 ⊗ α2 to O2m(q)×O2m(q) : (θ1β1)⊗ (θ2β2) where θj is linear with square 1.
Then 〈τ〉 has two fixed points on that set, such as β′1 ⊗ β
′
2 and θ1β
′
1 ⊗ θ2β
′
2 where θj 6= 1 (and with a good
choice of notations) and an orbit {θ1β
′
1 ⊗ β
′
2, β
′
1 ⊗ θ2β
′
2}. But the first two one’s have same restriction to
O2m(q)×O2m(q) ∩ SO2m(q), as well as the two last one. In other words τ fixes any extension of α1 ⊗ α2 to
O2m(q)×O2m(q) ∩ SO2m(q). This shows that G(s)
F stabilizes βD, that is (B).
(a.2) Assume L(s) 6= G(s)◦.
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Ifm > 1, then L(s) has type Dm1×Am0×Dm2 (m0 > 0) orDm1×Dm2 andM has type Dm1+m0+m2+1
or Dm1+m2 , with special cases where mj = 1 for some j ∈ {1, 2}, SO2 being a torus. If m = 1, then L
∗ has
type Dt with t ≥ 2. Going back from G∗ to SO2n one sees that [L∗s, L
∗
s] and [L
∗, L∗] have equal spaces of
fixed points on F2n. As [L(s), L(s)] ⊆ CG(s)◦(D), [L
∗, L∗] ⊂ CG∗(πs(D)), hence CL∗(s) ⊆ CG∗(πs(D)). This
implies (A).
The description of A above shows that there exists x ∈ Z◦(L∗) and a ∈ A such that a(x) 6= x. Thus
AL∗(s) 6= A, |AL∗(s)| ≤ 2 and the non-multiplicity condition (C) of Proposition 3.1.2 is satisfied.
Assume |AL∗(s)| = 2 and ρ(NG(s)F (D)αD = A. The all group A stabilizes the block bG(s)◦F (L(s), α).
In case m > 1 this implies m1 = m2, τ(α1, α2) = (λ2, α1), γ(α0) = α0, δj(αj) = αj . As in case (a.1)
the all group 〈τ, γ, δj〉 acts on CG(s)◦(D) and fixes αD and (B) follows as in (a.1).
If m = 1 then d > 1, τ ∈ AL∗(s) and AL∗(s) 6= A is equivalent to L0 6= G0. Then ρ(NG(s)F (D)αD = A
is equivalent to γ(α0) = α0. Once again the all group 〈τ, γ, δj〉 acts on CG(s)◦(D) and fixes αD : (B) follows
as in (a.1).
(b) Assume s2 = 1 and C◦G∗(s) has type Dm ×Dn−m, (2 ≤ m < n/2) or Dn−1 (special case m = 1).
Then |AG∗(s)| = 2 and A is generated by the image in G∗ of an element of SO2n ∩ (O2m × O2(n−m)).
When m = 1 C◦G∗(s) and G(s)
◦ are Levi subgroups of G∗ and G respectively.
If L(s) = G(s)◦, then D = {1} or m = 1 and d = 1. In case m = 1, G(s)◦F = C◦G(D)
F = MF by
Proposition 1.1.6. So (A) is satisfied.
Assume L(s) 6= G(s)◦. As in (a.2) above one sees that [L∗, L∗] ⊆ CG∗(πs(D)), hence (A).
(c) Assume s2 = 1 and C◦G∗(s) is a Levi subgroup of type An−1.
Then n is even, s is the image of sˆ ∈ SO2n such that sˆ4 = 1 and sˆ has two eigenvalues with equal
multiplicities n/2. The group A has order 2 and is generated by a diagram automorphism. Then D = {1}
or AL∗(s) = {1}.
3.2.5. Type E6.
In that type if s is a quasi isolated semi-simple element of G∗ and |AG∗(s)| > 1, then |AG∗(s)| = 3,
s3 = 1 and C◦G∗(s) has type (A2)
3 (s isolated) or D4 or s
6 = 1 and C◦G∗(s) has type (A1)
4.
One has only to verify that AL∗(s)
F ⊆ ρ(CG(s)F (D)) and a sufficient condition is that L
∗F ⊆ CG∗(πs(D))
(see 3.2.1). One sees that φdℓ does not divides the generic degree of C
◦
G∗(s) and the order of the Weyl group
of C◦G∗(s) is prime to ℓ (recall that ℓ ≥ 5 in our assumption). It follows that any ℓ-subgroup of G(s)
◦F
(resp. C◦G∗(s)) is contained in a φd-subgroup of G(s)
◦ (resp. C◦G∗(s)
F ). Recall that Z◦(L(s))φd is a maximal
φd-subgroup of C
◦
G(s)◦([L(s), L(s)]) and D an ℓ-Sylow subgroup of C
◦
G(s)◦([L(s), L(s)]). So D ⊆ Z
◦(L(s))φd
and πs(D) ⊆ Z◦(L∗s)φd . Hence L
∗ = CG∗(Z
◦(L∗s)φd) ⊆ CG∗(πs(D)).
3.2.6. Type E7.
In all cases we have to consider |AG∗(s)| = 2 :
s4 = 1, C◦G∗(s) has type A3 ×A3 ×A1 or
s4 = 1, C◦G∗(s) has type D4 ×A1 ×A1 or
s6 = 1, C◦G∗(s) has type A2 ×A2 ×A2 or
s2 = 1, C◦G∗(s) has type E6 or
s2 = 1, C◦G∗(s) has type A7.
The generic polynomial order of E7(q) is, in symbolic notations, 0
63.17.27.33.42.5.63.7.8.9.10.12.14.18
The proof we gave in 3.2.5 is available with a special attention in the last two cases when φ5, φ7 divide
the polynomial order of C◦G∗(s).
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Assume C◦G∗(s) has type E6, C
◦
G∗(s) is a Levi subgroup of G
∗. If L(s) = G(s)◦ and Z(L(s))Fℓ 6= {1},
then d = 1, Z◦(L∗s) = Z
◦(L∗s)φ1 and L
∗ = L∗s = CG∗(Z(L
∗
s)
F
ℓ ), so that L
∗ ⊆ CG∗(πs(D)). That proves (A).
More generally one sees that for any d and any prime ℓ ≥ 5, denoting E := {dℓb | b ∈ N, b > 1}, if L(s)
is a d-split Levi subgroup of G(s)◦ then Z◦(L(s))φE = Z
◦(L(s))φd . This imply Z
◦(L∗s)φE = Z
◦(L∗s)φd and
L∗ = C◦G∗(Z(L
∗
s)
F
ℓ ), hence L
∗ ⊆ CG∗(πs(D)).
3.3. From minimal cases to general one
We prove Propositions 3.1.1 and 3.1.2 by induction on the semi-simple rank of G and begin with the
more evident result :
3.3.1. Direct product
If (G,F ) is a direct product ×j(Gj , F ), so is (G∗, F ), s = (sj)j (sj ∈ G∗Fj ), AG∗(s) = ×jAG∗j (sj) and
the condition (A.1) define the sequence E(G, s) as a direct product of the E(Gj , sj). Any of the groups L(s),
L, L∗, D, CG(s)F (D), NG(s)F (D) decomposes in a direct product and αD, βD in a tensor product. Assertions
(B) of Proposition 3.1.1 and (A), (B) and (C) of Proposition 3.1.2 are true for (G, s) if and only if they are
true for each direct component.
3.3.2. Isotypic morphisms
The non-contradiction between conditions (A.1), (A.2) and (A.3) of Proposition 3.1.1 are easily verified.
We precise here condition (A.3).
Let σ: (G,F ) → (H,F ) be an isotypic morphism and σ∗:H∗ → G∗ a dual one, let s = σ∗(t), as in
(3.1.1.(A.3)). If T ∗ is a maximally split torus in C◦G∗(s), (σ
∗)−1(T ∗) is a maximally split torus in C◦H∗(t).
The restriction of σ∗ to C◦H∗(t) is isotypic and defines a morphism of sequences
E(H∗, t) C◦H∗(t) −−→ CH∗(t) −−→ AH∗(t)y
yσ∗
yσ∗
yα
E(G∗, s) C◦G∗(s) −−→ CG∗(s) −−→ AG∗(s)
There are tori T in G and σ(T ) in H in duality with respectively T ∗ and (σ∗)−1(T ∗). So are de-
fined the connected reductive groups (H(t)◦, F ), (G(s)◦, F ) in duality with respectivement (C◦H∗(t), F ) and
(C◦G∗(s), F ). There is a morphism
σt: (G(s)
◦, F )→ (H(t)◦, F )
defined by duality from the restriction of σ∗, and such that σt and σ have equal restriction on NG(s)◦(T ).
Consider a given sequence
E(G, s) 1→ G(s)◦ → G(s)→ AG∗(s)→ 1
The kernel K of σt is central and contained in T , so it is stable under the group α(AH∗ (t)). Let G(t) be the
inverse image of α(AH∗(t)) in G(s). By condition (3.1.1.(A.3)) E(H, t) is given, isomorphic to
1→ H(t)◦ = G(s)◦/K → H(t) = G(t)/K → α(AH∗ (t))→ 1
Note that G(t)F /G(s)◦F is isomorphic to H(t)F /H(t)◦F . If conditions (3.1.1.(A.1)) and (3.1.1.(A.2))
are satisfied in the construction of E(G, s), they are as well satisfied for E(H, t).
Isotypic morphisms may be composed. Using functoriality of fiber product, one verify easily the com-
patibility of the constructions defined above. An interesting and special case is when H∗ is adjoint, the proof
of the following is left to the reader.
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Let σ: (G,F ) → (H,F ) be an isotypic morphism and σ∗:H∗ → G∗ a dual one, let s = σ∗(t). Let t¯ be the
image of t and s in a common adjoint group of G∗ and H∗ with isomorphic simply connected duals Hsc, Gsc.
One has a commutative diagram of sequences
E(Gsc, t¯)
∼=
−−→ E(Hsc, t¯)y y
E(G, s) −−→ E(H, t)
3.3.3. Lemma. Assume G quasi-simple and simply connected. Then (B) in Proposition 3.1.1 and (A),
(B), (C) in Proposition 3.1.2 are satisfied.
Proof. Thanks to the studies in in section 3.2, we may assume that s is not rationally quasi-isolated in
G∗. Let K∗ = CG∗(Z
◦(C◦G∗(s))). Let K be a Levi subgroup of G in the dual G
F -conjugacy class. One has
AK∗(s)
F = AG∗(s)
F . From (K,K∗, s) one define an exact short sequence 1→ K(s)◦ → K(s)→ AK∗(s)→ 1
and the subsequence
1→ K(s)◦ → K(s)◦K(s)F → AK∗(s)
F → 1
is isomorphic to
1→ G(s)◦ → G(s)◦.G(s)F → AG∗(s)
F → 1
For any d-split Levi subgroup L∗s of C
◦
G∗(s) one has CG∗(Z
◦(L∗s)φd)∩CG∗(s)
F = CK∗(Z
◦(L∗s)φd)∩CG∗(s)
F .
The conditions (B) in Proposition 3.1.1 and (A), (B), (C) in Proposition 3.1.2 are equivalent for the two
exact sequences and satisfied by 3.2.
3.3.4. Lemma. Assume G rationally irreducible, G = [G,G] and F(G) = {1}. Then (B) in Proposi-
tion 3.1.1 and (A), (B), (C) in Proposition 3.1.2 are satisfied.
Proof. G is a direct product
∏
1≤j≤k Gj where Gj is irreducible and F (Gj) = Gj+1 (j < k), F (Gk) = G1. On
dual side G∗ =
∏
1≤j≤k G
∗
j and F (G
∗
j ) = G
∗
j+1, F (G
∗
k) = G
∗
1, s = (sj)1≤j≤k and F (sj) = sj+1, F (sk) = s1.
It follows that the short exact sequence
E(G∗, s) 1→ C◦G∗(s)→ CG∗(s)→ AG∗(s)→ 1
is isomorphic to
∏
1≤j≤k E(G
∗
j , sj) 1→
∏
1≤j≤k
C◦G∗
j
(sj)→
∏
1≤j≤k
CG∗
j
(sj)→
∏
1≤j≤k
AG∗
j
(sj)→ 1
and the short exact sequence
E(G, s) 1→ G(s)◦ → G(s)→ AG∗(s)→ 1
is isomorphic to (see (A.1) in Proposition 3.1.1)
∏
1≤j≤k E(Gj , sj) 1→
∏
1≤j≤k
Gj(sj)
◦ →
∏
1≤j≤k
Gj(sj)→
∏
1≤j≤k
AG∗
j
(sj)→ 1
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About groups of rational points one have isomorphismsGF ∼= GF
k
1 , G
∗F ∼= G∗F
k
1 , AG∗(s)
F ∼= AG∗1 (s1)
Fk
and isomorphic extensions
[
1→ G(s)◦F → G(s)F → AG∗(s)
F → 1
]
∼=
[
1→ G1(s1)
◦Fk → G1(s1)
Fk → AG∗
1
(s1)
Fk → 1
]
,
[
1→ C◦G∗(s)
F → CG∗(s)
F → AG∗(s)
F → 1
]
∼=
[
1→ C◦G∗1 (s1)
Fk → CG∗
1
(s1)
Fk → AG∗
1
(s1)
Fk → 1
]
.
Let d′ := d/(k, d). Then G(s)◦F -conjugacy classes of d-cuspidal data of (G(s)◦, F ) correspond to
G1(s1)
Fk -conjugacy classes of d′-cuspidal data of (G1(s1)
◦, F k). The assertions (B) in Proposition 3.1.1 and
(A), (B), (C) relative to (G,F, s) and to (G1, F
k, s1) are equivalent.
3.3.5. Lemma. Assume F(G) = {1} and G rationally irreducible. Then (B) in Proposition 3.1.1 and (A),
(B), (C) in Proposition 3.1.2 are satisfied.
Proof. (i) Assume Z◦(G) ∩ [G,G] = {1}.
Then G is a direct product : G = Z◦(G) × [G,G] and G∗ = Z◦(G)∗ × [G,G]∗. Any object we consider
in Propositions 3.1.1 and 3.1.2 decomposes in a direct product. For a torus there is nothing to prove, the
result follows from the preceding Lemma.
(ii) Assume Z◦(G) ∩ [G,G] 6= {1}.
One has Z(G) = Z◦(G).Z([G,G]) hence Z(G)/Z◦(G) is cyclic, so is AG∗(s) and the assertions (A)
of Proposition 3.1.1 and (C) of Proposition 3.1.2 are satisfied. In types B, C and exceptionnel types,
Z(G) = Z◦(G) and AG∗(s) = {1}, there is nothing to prove.
Denote H = [G,G]. A morphism in duality with the inclusion H ⊆ G is i∗:G∗ → (G∗)ad. Then AG∗(s)
is a subgroup of AH∗(i
∗(s)). (A.3) in Proposition 3.1.1 describes the relation between E(G, s) and E(H, t) :
E(H, s) 1 → H(t)◦ −−→ H(s) −−→ α(AG∗(s)) → 1y
y
yσs
y∼=
E(G, s) 1 → G(s)◦ −−→ G(s) −−→ AG∗(s) → 1
As C◦G∗(s) → C
◦
H∗(t) is onto, σs is injective. Let t, ρH , (LH(t), αH), L
∗
t , L
∗
H , LH , ... be defined as s, ρ,
(L(s), α), L∗s, L
∗, L, D, αD, βD, s1, one has
G = Z◦(G).H, L(s) = Z◦(G).σs(LH(t)), αH = Res
L(s)F
LH(t)F
α, L∗t = i
∗(L∗s), L
∗
H = i
∗(L∗) .
As D is an ℓ-Sylow subgroup of C◦G(s)◦([L(s), L(s)])
F , D ⊆ Z◦(G).σs(DH), σs(DH) = D ∩ [G,G]. With
notations of section 3.2.1, πt,H = i
∗ ◦ πs ◦ σs.
From (3.2.1.1) [L∗H , L
∗
H ] ⊆ C
◦
H∗(πs,H(DH)) one deduces [L
∗, L∗] ⊆ C◦G∗(πs(D)) (Proposition 1.2.3).
That gives (A) for (G, s) and CG(s)F (D) = σs(CH(s)F (DH)) and we may assume that βD,H is the restriction
of βD. One has NG(s)(D) = Z
◦(G).σs(NH(s)(DH)) so that condition (B) for H implies condition (B) for G.
3.3.6. Lemma Let σ: (H,F ) → (G,F ) be an isotypic morphism whose kernel is a central torus and such
that σ(H) = G, let σ∗:G∗ → H∗ be a dual one, and let t = σ∗(s). If Condition (B) in Proposition 3.1.1 and
Proposition 3.1.2 are true with (H, t) instead of (G, s), then they are true for (G, s).
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Proof . Denote ρG, ρH the two morphisms defined as ρ in Proposition 3.1.2. One has H
∗ = Z◦(H∗).σ∗(G∗),
where σ∗ is an embedding, hence α: AG∗(s) → AH∗(t) is an isomorphism. Let K be the kernel of σ. By
construction K ⊆ H(t), G(s) is isomorphic to H(t)/K and G(s)F to H(t)F /KF .
Let s1 be semi-simple in C
◦
G∗(s)
F and t1 := σ
∗(s1) ∈ C
◦
H∗(t)
F . If s and s1 have co-prime orders, t and
t1 have co-prime orders. One has
C◦C◦
H∗
(t)(t1) = Z
◦(H∗).σ∗(C◦C◦
G∗
(s)(s1)), CC◦H∗ (t)(t1) = Z
◦(H∗).σ∗(CC◦
G∗
(s)(s1)) .
So, via the restriction of σ∗ to C◦G∗(s)
F , AC◦
G∗
(s)(s1) is isomorphic to AC◦
H∗
(t)(t1).
By Proposition 1.3.6, a one-to-one map from E(H(t)◦F , t1) onto E(G(s)
◦ F , s1) is induced by the re-
striction from H(t)◦F to G(s)◦F . As G(s)F = H(t)F /KF , if condition (B) of Proposition 3.1.1 is true for
(H, t) it is true for (G, s) (note that for any ξ ∈ E(H(t)◦F , σ∗(s1)), the kernel of ξ contains KF ). Thus if it
is satisfied for (H,F, t, σ∗(s1)) it is satisfied for (G,F, s, s1).
A unipotent d-cuspidal datum (L(s), α) in (G(s)◦, F ) is ”image” by σ of a unipotent d-cuspidal datum
(M(t), β) in (H(t), F ). Here M(t) = σ−1(L(s)), so that σ induces a bijection E(M(t)F , 1) → E(L(s)F , 1)
and we may write α = β.
A defect group D of bG(s)◦F (L(s), α) is an ℓ-Sylow subgroup of C
◦
G(s)([L(s), L(s)])
F . We have D = σ(E)
where E is an ℓ-Sylow subgroup of C◦H(t)([L(t), L(t)])
F , that is a defect group of bH(t)◦F (L(t), α). Then
σ(NH(t)F (E)) ⊆ NG(s)F (D) and σ(CH(t)F (E)) ⊆ CG(s)F (D), hence ρH(NH(t)F (E)) ⊆ α(ρG(NG(s)F (D)) and
ρH(CH(t)F (E)) ⊆ α(ρG(CG(s)F (D)).
Let a ∈ ρG(NG(s)F (D)). There exists g ∈ NG(s)F (D) of image a and order prime to ℓ (because the order
of a is prime to ℓ). Hence there exists g ∈ H(s)F of order prime to ℓ and such that σ(h) = g, [h,E] ⊆ KF .E.
But E ∩ KF = KFℓ and K
F is central in H(s)F , so [h,E] ⊆ E. If a ∈ ρG(NG(s)F (D)) then we obtain
[h,E] ⊆ KFℓ . But E is an ℓ-group and h an ℓ
′-element, so this implies [h,E] = {1}. We get
(3.3.6.1) NG(s)F (D) = NH(t)F (E)/K
F , CG(s)F (D) = CH(t)F (E)/K
F
(3.3.6.2) α(ρG(NG(s)F (D)) = ρH(NH(t)F (E)), α(ρG(CG(s)F (D)) = ρH(CH(t)F (E))
On the other hand if L∗H := CH∗(Z(L
∗
H)φd) and L
∗
G := CG∗(Z(L
∗
G)φd) the isomorphism α gives
(3.3.6.3) α(AL∗
G
(s)) = AL∗
H
(t)
By (3.3.6.2) and (3.3.6.3) the assertions (A) in Proposition 3.1.2 for (G, s) and for (H, t) are equivalent.
By (3.3.6.1) we have CG(s)◦(D)
F = CH(t)◦(E)
F /KF . As αD is defined by restriction from α, the
canonical βE ∈ Irr(CH(t)F (E)) is defined by β = α. This shows that αD is just the restriction via σ
of βE . Thus any χ0 ∈ Irr(bD) is restriction of some ξ0 ∈ Irr(bE) (evident notations). The assertions
(B) of Proposition 3.1.2 for (G, s) and for (H, t) are equivalent. If the non-multiplicity condition (C) in
Proposition 3.1.2. is true for (H, t) it is true for (G, s).
3.3.7. End of proof
Proof. (a) Assume F(G) = {1}. Then the decomposition of [G,G] in rationally irreducible components
is a direct product [G,G] =
∏
j Gj . Let Hj = Z
◦(G).Gj . and H =
∏
jHj . There is a natural morphism
σ:H → G whose kernel is a torus and such that σ(H) = G. One concludes by 3.3.1 and Lemmas 3.3.5, 3.3.6.
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(b) Given G without special assumption, let σ:H → G a dual morphism of a regular embedding
G∗ → H∗. One has F(H) = {1} and the kernel of σ is a torus. One concludes by (a) and Lemma 3.3.6.
3.4. Jordan decomposition on blocks.
In this section we prove (B.1) of our main theorem 1.4. We have defined in 1.3.1 Bl(GF ; s) as the set
of blocks B of GF such that Irr(b) ∩ E(GF , s) 6= ∅ (G connected), with the special case Bl(GF ; 1) when G is
not connected.
3.4.1. Proposition. Let (G,F, ℓ, d) with assumption 2.2.3, σ: (G,F ) → (H,F ) a regular embedding,
σ∗:H∗ → G∗ a dual morphism. Let t be a semi-simple element of (H∗)Fℓ′ and s = σ
∗(t). Let
E(G, s) 1→ G(s)◦ → G(s)→ AG∗(s)→ 1
as constructed in Proposition 3.1.1.
By Propositions 2.1.4 and 2.1.7 is defined a one-to-one map
BH,t: Bl(H(t)
F ; 1)→ Bl(HF ; t)
BH,1 is identity.
By compatibility with Clifford theory of blocks there exist a one-to-one map
BG,s: Bl(G(s)
F ; 1)→ Bl(GF ; s)
such that
(3.4.1.1)) If a block b of G(s)F covers a block b0 of G(s)
◦F and B is the unique unipotent block of H(t)F
that covers b0 through the morphism G(s)
◦F → H(t)F , then BG,s(b) is covered by BH,t(B).
Proof. BH,t is defined by composition of the following one-to-one maps
B = bH(t)F (M(t), αt), (M(t), αt), a unipotent d-cuspidal datum in (H(t), F )
7→ H(t)F -conjugacy class of (M(t), αt) (Proposition 2.1.7)
7→ CH∗(t)F -conjugacy class of (M∗t , α), a unipotent d-cuspidal datum in (CH∗(t), F ), (Proposition 2.1.4,
αt = ΨM(t),1(α), M
∗
t in duality with M(t))
7→ HF -congugacy class of d-cuspidal data (M,µ) in series (t) in (H,F ) (Proposition 2.1.4, µ = ΨM,t(α),
M∗ ∩ CH∗(t) =M
∗
t )
7→ bHF (M,µ) (Proposition 2.1.7).
The isotypic morphism σt: (G(s)
◦, F ) → (H(t), F ) is an embedding, because the kernel of the dual
morphism CH∗(t)→ C◦G∗(s) is a torus, and it induces by restriction a one-to-one map
Resσt : E(H(t)
F , 1)→ E(G(s)◦F , 1)
hence a one-to-one map between conjugacy classes of d-cuspidal unipotent data (Proposition 2.1.2)
(M(t), αt) 7→ (σ
−1(M(t)),Resσt(αt))
hence a bijection between unipotent blocks (Proposition 2.1.7) b0 7→ B such that
Resσt(Irr(B) ∩ E(H(t)
F , 1)) = Irr(b0) ∩ E(G(s)
◦ F , 1)
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.The existence of BG,s for any G under condition (3.4.1) follows from a combinatorial fact : given
corresponding unipotent blocks b0 and B of G(s)
◦F and H(t)F respectively, let
• m0 be the number of blocks of G(s)F that cover b0,
• n0 be the number of G(s)F -conjugate of b0,
• m be the number of blocks in series (t) of HF that are in the Irr(HF /GF )-orbit of BH,t(B),
• n be the number of blocks in series (s) of GF that are covered by BH,t(B).
Indeed one has m = n0 and n = m0.
Assume b0 = bG(s)◦F (L(s), α), hence, if B = bH(t)F (M(t), α) as above, L(s) is the inverse image of M(t)
by the morphism G(s)◦ → H(t) defined from σ. By Propositions 3.1.3 and 2.4.4 we have
m0 = |AL∗(s)
F
α | = n, n0 = |AG∗(s)
F /AG∗(s, L
∗)α| = m
To the orbit of α under AG∗(s)
F there correspond a set Bl(HF ; t)(α) of m blocks of H
F in series (t) covering
n blocks in series (s) of GF . By the first part of the proof, Bl(HF ; t)(α) = BH,t(Bl(H(t)
F ; 1)(α)), where
Bl(H(s)F ; 1)(α) is a set of m unipotent blocks of H(s)
F , hence in one-to-one map with a set Bl(G(s)◦F ; s)(α)
of m = n0 unipotent blocks of G(s)
◦ F , covered by n = m0 (unipotent) blocks of G(s)
F .
3.4.2. Proposition. Hypothesis and notations of Proposition 3.4.1 on (G,F, ℓ, d, σ,H, t, s). Let t0 in
CH∗(t)
F
ℓ and σ
∗(t0) = s0 in C
◦
G∗(s)
F
ℓ . Let B ∈ Bl(H(t)
F ; 1), b ∈ Bl(G(s)F ; 1). Define E(G(s)F , (s0)) by
E(G(s)F , (s0)) =
{
µ | µ ∈ Irr(G(s)F | λ) for some λ ∈ E(G(s)◦F , s0)
}
There exist one-to-one maps ΨH,B from Irr(B) onto Irr(BH,t(B)) and ΨG,b from Irr(b) onto Irr(BG,s(b))
such that,
(3.4.2.1) for any t0 ∈ CH∗(t)
F
ℓ , ΨH,B
(
Irr(B) ∩ E(H(t)F , t0)
)
= Irr(BH,t(B)) ∩ E(H
F , tt0)
(3.4.2.2) Irr(BG,s(b)) ∩ E(G
F , ss0) ⊆ ΨG,b
(
Irr(b) ∩ E(G(s)F , (s0))
)
(3.4.2.3) for any µ ∈ Irr(b), ΨG,b(µ)(1).|G(s)
F |p′ = µ(1).|G
F |p′
Proof. There may be fusion under G(s)F of Lusztig series in G(s)◦ F , that’s why we use a different notation
in (3.4.2.2), see part (B) of the proof.
Let be b0, b, B = bH(t)F (M(t), αt), αt = ΨM(t),1(α) as in Proposition 3.4.1 and its proof.
(A) We first consider the case G = H .
We have partitions [9], [16] Theorem 9.12
Irr(B) = ∪(t0)
(
Irr(B) ∩ E(H(t)F , t0)
)
, Irr(BH,t(B)) = ∪(h)
(
Irr(BH,t(B)) ∩ E(H
F , h)
)
In the left equality (t0) runs on the set of CH∗(t)
F -conjugacy classes of ℓ-elements of CH∗(t)
F . In the right
one (h) runs on the set of H∗F -conjugacy classes of semi-simple elements h of H∗F whose ℓ′-component
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hℓ′ is H
∗F -conjugate of t. The map (t0) 7→ (tt0) is a one-to-one map between these two sets of conjugacy
classes.
To prove (3.4.2.1) we define the restriction of ΨH,B
Irr(B) ∩ E(H(t)F , t0)→ Irr(BH,t(B)) ∩ E(H
F , tt0)
These two sets are described in Proposition 2.3.5. They are in bijection with sets of components of two
Generalized d-H.C. series : replace in 2.3.5 (G, s, s0, L, λ, α, α0) by (H(t), 1, t0,M(t),ΨM(t0),t(α), α, α(t0))
and then, with µ = ΨM,t(α), by (H, t, t0,M, µ, α, α(t0)) .
On left side, unipotent block side, the source of ΨH,B, Irr(B)∩E(H(t)F , t0), if not empty, is in bijection
with E(H(t)(t0)F , (M(t)(t0), α(t0))), where H(t)(t0) is a Levi subgroup of H(t) in the dual H(t)F -conjugacy
class of CCH∗ (t)(t0) = CH∗(tt0) and (M(t)(t0), α(t0)) is a d-cuspidal unipotent datum in (H(t)(t0), F ),
associated by duality to a d-cuspidal unipotent datum (M∗tt0 , α(t0)) in (CCH∗ (t)(t0), F ) such that, M
∗
t being
in the dual CG∗(t)
F -conjugacy class of the H(t)F -conjugacy class of M(t), (M∗tt0 , α(t0))∼CH∗ (t)F (M
∗
t , α).
The map is R
H(t)
H(t)(t0)
(ΨH(t)(t0),t0(1)⊗−)
(3.4.2.4) ν 7→ ξ = R
H(t)
H(t)(t0)
(ΨH(t)(t0),t0(1)⊗ ν), ν(1).|CH∗(t)
F |p′ = ξ(1).|CH∗(tt0)
F |p′
the equality thanks to (1.3.1.2) and knowing that by duality |H(t)F | = |CH∗(t)F |, |H(t)(t0)F | = |CH∗(tt0)F |.
On right side, Irr(BH,t(B)) ∩ E(HF , tt0), if not empty, is in bijection with E(H(t0)F , (M(t0), µ(t0))),
where H(t0) is a Levi subgroup of H in the dual conjugacy class of CH∗(t0), (M(t0), µ(t0)) is a d-cuspidal da-
tum in series (t) in (H(t0), F ) associated by Proposition 2.1.4 to a d-cuspidal unipotent datum (M
∗
t,t0 , αt(t0))
in (CH∗(tt0), F ) such that (M
∗
t,t0 , αt(t0))∼CH∗ (t)F (M
∗
t , α). Clearly, as CCH∗ (t)(t0) = CH∗(tt0), the existence
of such a d-cuspidal datum (M∗tt0 , αt(t0)) is equivalent to the preceding one (M
∗
t,t0 , α(t0)) and we may assume
(M∗t,t0 , αt(t0)) = (M
∗
tt0 , α(t0)). The map is R
H
H(t0)
(ΨH(t0),t0(1)⊗−)
(3.4.2.5) ζ 7→ η = RHH(t0) (ΨH(t0),t0(1)⊗ ζ), ζ(1).|H
F |p′ = η(1).|CH∗(t0)
F |p′
by (1.3.1.2) and equality |H(t0)F | = |CH∗(t0)F |.
By Proposition 2.2.4 there exist one-to-one maps
Ψ˜H(t)(t0),1(M(t)(t0), α(t0)): E(CH∗ (tt0)
F , (M∗tt0 , α(t0)))→ E(H(t)(t0)
F , (M(t)(t0), α(t0)))
Ψ˜H(t0),t(M(t0), µ(t0)): E(CH∗ (tt0)
F , (M∗tt0 , α(t0)))→ E(H(t0)
F , (M(t0), µ(t0)))
The restriction of ΨH,B we are looking for is defined by the commutation formula
RHH(t0) (ΨH(t0),t0(1)⊗−) ◦ Ψ˜H(t0),t(M(t0), µ(t0))
= ΨH,B ◦ R
H(t)
H(t)(t0)
(ΨH(t)(t0),t0(1)⊗−) ◦ Ψ˜H(t)(t0),1(M(t)(t0), α(t0)).
From (2.2.4.1) we have, if ν0 ∈ E(CH∗(tt0)F , (M∗tt0 , α(t0))), ν = Ψ˜H(t)(t0),1(M(t)(t0), α(t0))(ξ0),
ν(1) = ν0(1) (trivial case, t is central in the dual of H(t)(t0)) and if ζ = Ψ˜H(t0),t(M(t0), µ(t0))(ν0),
ζ(1).|CH∗(tt0)
F |p′ = ν(1).|CH∗(t0)
F ]p′ .
With notations of (3.4.2.4) and (3.4.2.5) we obtain η(1).|CH∗(t)F |p′ = ξ(1).|HF |p′ whereas ΨH,B0(ξ) = η
and |CH∗(t)F | = |H(t)F |, that is (3.4.2.3) for (H, t).
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(B) Assuming now Z(G) non-connected we may assume that type E8 don’t appear in G (see first lines
of 2.4 or 3.2.1). Then by the proof of Proposition 2.2.4 the one-to-one map Ψ˜H(t)(t0),1(M(t)(t0), α(t0)) (resp.
Ψ˜H(t0),t(M(t0), µ(t0))) is just the restriction of Jordan decomposition ΨH(t),t0 (resp. ΨH(t0),t0). Hence
ξ = ΨH(t),t0(β) for some β ∈ E(CH∗(tt0)
F , (M∗tt0 , α(t0))) and ΨH,B0(ξ) = ΨH,tt0(β).
To prove the existence of ΨG,b we proceed as in the proof of the preceding Proposition, using properties
of the functions Ψ. We go from (H(t)F , HF ) to (G(s)F , GF ) in three steps through three restrictions via
GF → HF , G(s)◦F → H(t)F , G(s)◦F → G(s)F
Thus we rely ΨG,b to ΨH,B by the condition
(3.4.2.6) If ξ ∈ Irr(B) and µ ∈ Irr(b) cover λ ∈ Irr(G(s)◦F ), then ΨH,B(ξ) covers ΨG,b(µ).
The three morphisms above have common properties : the kernel is {1}, the image is an invariant
subgroup, the cokernel is abelian and there is no multiplicity in restrictions of irreducible representations
(Propositions 1.3.4 and 3.1.1, (B)). In such a morphism X → Y there is a bijection between sets of orbits
Irr(Y )/(Y/X)∧ ↔ Irr(X)/(Y/X) induced by η ∈ Irr(Y | χ), where χ ∈ Irr(X). Then χ is covered by |Yχ/X |
elements of Irr(Y ) and η covers |Y/Yχ| elements of Irr(X). We say that the “multiplicative factor” on the
number of irreducible in corresponding orbits from Irr(Y ) to Irr(X) is |Y/X |/|Yχ/X |2.
The three maps restrict to series.
Consider first the stabilizer in G(s)F of E(G(s)◦ F , s0), or of the C◦G∗(s)
F -conjugacy class of s0 in
CG∗(s)
F . It has image CCG∗ (s)(s0)
F .C◦G∗(s)/C
◦
G∗(s) in AG∗(s)
F . We have CG∗(ss0) = CG∗(s) ∩CG∗(s0) as
well as C◦G∗(ss0) = C
◦
G∗(s)∩C
◦
G∗(s0) (Proposition 1.2.4). By isomorphism theorem AG∗(s)
F
(s0)
is isomorphic
to CG∗(s)
F ∩CG∗(s0)F /C◦G∗(s)
F ∩CG∗(s0)F and that quotient is the component AC◦
G∗
(s0)(s)
F of AG∗(ss0)
F
we obtained in Proposition 1.2.4.
A block b of G(s)F covers a block b0 of G(s)
◦F if and only if some element of Irr(b) covers an element of
Irr(b0). When a block b of G(s)
F covers b0 and a block B ofH(t)
F covers b0, then BH,t(B) covers BG,s(b) and
there are similar partitions through series. The three restrictions above send series in series, so we consider
separately sets of irreducible components
η ∈ Irr(BH,t(B)) ∩ E(H
F , tt0) 7→ {χ ∈ Irr(BG,s(b)) ∩ E(G
F , ss0) | η ∈ Irr(H
F | χ)}
ξ ∈ Irr(B) ∩ E(H(t)F , t0) 7→ {λ ∈ Irr(b0) ∩ E(G(s)
◦F , s0) | ξ ∈ Irr(H(t)
F | λ)
µ ∈ Irr(b) ∩ E(G(s)F , (s0)) 7→ {λ ∈ Irr(b0) ∩ E(G(s)
◦ F , s0) | µ ∈ Irr(G(s)
F | λ)}
Thanks to the definition of ΨH,B, to any η ∈ Irr(BH,t(B)) ∩ E(H
F , tt0), or ξ ∈ Irr(B) ∩ E(H(t)
F , t0), we
may associate some β ∈ E(CH∗ (tt0)F , 1) such that ξ = ΨH(t),t0(β) and ΨH,B(ξ) = ΨH,tt0(β). Then, by
Propositions 1.3.6, 1.3.7, any component of ResH
F
GF η or of Res
H(t)F
G(s)◦F
ξ is associated to an orbit of β under
AG∗(ss0)
F . To compute the effect of the three restrictions on the number of elements in the sets of irreducible,
and their degrees, we may choice the orbit of β and apply 1.3.6, 1.3.7.
(i) From HF to GF :
If η = ΨH,tt0(β), χ ∈ Irr(G
F ) and η ∈ Irr(HF | χ), |AG∗(ss0)Fβ | H
F -conjugate of χ are covered by
|AG∗(ss0)F /AG∗(ss0)Fβ | elements of E(H
F , tt0). Therefore
(3.4.2.7) χ(1).|AG∗(ss0)
F
β | = η(1)
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and the “multiplicative factor of ResH
F
GF above β” is
(3.4.2.8) mβ(G
F → HF ) = |AG∗(ss0)
F
β |
2/|AG∗(ss0)
F |
(ii) From H(t)F to G(s)◦F :
By Proposition 1.2.4 F(CH∗(t)) is prime to ℓ so that CCH∗ (t)(t0) is connected. By Proposition 1.3.7, if
ξ = ΨH(t),t0(β) as in (A) and ξ covers λ ∈ E(G(s)
◦F , s0), then λ has |AC◦
G∗
(s)(s0)
F
β | H(t)
F -conjugates, so
that
(3.4.2.9) λ(1).|AC◦
G∗
(s)(s0)
F
β | = ξ(1)
and λ is covered by |AC◦
G∗
(s)(s0)
F |/|AC◦
G∗
(s)(s0)
F
β | elements of E(H(t)
F , t0). The multiplicative factor of
Res
H(t)F
G(s)◦F
above β is
(3.4.2.10) mβ(G(s)
◦F → H(t)F ) = |AC◦
G∗
(s)(s0)
F
β |
2/|AC◦
G∗
(s)(s0)
F |
(iii) From G(s)F to G(s)◦F :
We need to compute the stabilizer in G(s)F of λ ∈ E(G(s)◦F , s0). To study the action of AC◦
G∗
(s0)(s)
F
on E(G(s)◦ F , s0) we consider a regular embedding
σs: (G(s)
◦, F )→ (H˜(t˜), F ) = (T ×Z(G(s)◦) G(s)
◦, F )
where T is the maximal F -stable torus of G(s)◦ giving rise to the dual root data D(G◦(s), T ), D(C◦G∗(s), T
∗)
that define G(s)◦ as a dual of C◦G∗(s). The group AG∗(s) acts on T , G(s)
◦, Z(G(s)◦). Hence AG∗(s)
acts on D(H˜, T˜ ), where T˜ = T ×Z(G(s)◦) T , by transport via D(σs) of its action on D(G(s)
◦, T ). Let
σ∗s : H˜
∗ → C◦G∗(s) a morphism dual of σs. There exist t˜0 ∈ (H˜
∗)Fℓ such that σ
∗
s (t˜0) = s0 and ACG∗ (s0)(s)
F
fixes t˜0 : if θ = ΨT,s0(1), define t˜0 by ΨH˜,t˜0(1) = θ
−1 ⊗Z(G(s)◦)F θ.
Acting on D(H˜, T˜ ), and on D(H˜∗, T˜ ∗) by transposition, AG∗(s) has an image in the groups of outer
automorphisms of H˜ and H˜∗. By construction for any a ∈ AG∗(s)F there exist a pair (τ(a), τ∗(a)) of
dual automorphisms of H˜ and H˜∗ with image (a, tra) such that τ(a) and τ∗(a) commute with F , τ(a) (resp.
τ∗(a)) stabilizes G(s)◦ (resp C◦G∗(s)). The stabilizer of E(H˜(t)
F , t˜0) in AG∗(s)
F is AC◦
G∗
(s0)(s)
F . The isotypic
morphism σ∗
s,t˜0
: CH˜∗(t˜0) → C
◦
C◦
G∗
(s)(s0) allows us to identify unipotent series, so that β ∈ E(CH˜∗(t˜0)
F , 1).
To β there correspond |AC◦
G∗
(s)(s0)
F
β | elements of E(G(s)
◦F , s0), the components of Res
H˜F
G(s)◦F (ΨH˜,t˜0(β))
(Proposition 1.3.6) , where is λ.
By (iv) in Proposition 1.3.2, if a ∈ AC◦
G∗
(s)(s0)
F and aβ is the restriction of β to C◦
H˜∗
(t0)
F via τ∗(a)
then ΨH˜,t˜0(β) is the restriction of ΨH˜,t˜0(
aβ) via τ(a). As (τ(a), τ∗(a)) restricts to (G(s)◦F ,C◦G∗(s)
F ),
ResH˜
F
G(s)◦F (ΨH˜,t˜0(β)) = Res
H˜F
G(s)◦F (ΨH˜,t˜0(
aβ)) ◦ τ(a). If aβ 6= β, then the orbits of β and of aβ under
AC◦
G∗
(s0)(s)
F are disjoint, thanks to the decomposition in direct product of AG∗(ss0) (Proposition 1.2.4).
That implies AG∗(ss0)
F
β = AC◦G∗ (s)(s0)
F
β ×AC◦G∗ (s0)(s)
F
β . Hence G(s)
F
λ /G(s)
◦F ⊆ AC◦
G∗
(s0)(s)
F
β whereas the
group AC◦
G∗
(s)(s0)
F
β acts on the set of irreducible components of Res
H˜F
G(s)◦F (ΨH˜,t˜0(β)), that is a regular orbit
under AC◦
G∗
(s)(s0)
F
β . As [AC◦G∗ (s)(s0),AC
◦
G∗
(s0)(s)] = {1}, any element of that orbit is fixed by AC◦G∗ (s0)(s)
F
β .
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We have find G(s)Fλ /G(s)
◦F = AC◦
G∗
(s0)(s)
F
β . If µ ∈ Irr(G(s)
F | λ),
(3.4.2.11) λ(1).|AG∗(s)
F | = µ(1).|AC◦
G∗
(s0)(s)
F
β |
and |AC◦
G∗
(s0)(s)
F
β | elements of E(G(s)
F , (s0)) are covering |AG∗(s)F /AC◦
G∗
(s0)(s)
F
β | elements of Irr(G(s)
◦F ).
If γ is in the orbit of β under AG∗(ss0)
F we have |AC◦
G∗
(s0)(s)
F
β | = |AC◦G∗ (s0)(s)
F
γ |. We have seen that
|AG∗(s)F /AC◦
G∗
(s0)(s)
F | series of G(s)◦F are fused under G(s)F . Hence the multiplicative factor we are
looking for is
mβ(G(s)
◦ F → G(s)F ) = |AC◦
G∗
(s0)(s)
F |/|AC◦
G∗
(s0)(s)
F
β |
2
Our claim on the existence of ΨG,b follows from part (A) of the proof, (3.4.2.6), and the equality
mβ(G
F → HF ) = mβ(G(s)
◦ F → H(t)F )/mβ(G(s)
◦F → G(s)F )
easy to verify thanks to (3.4.2.8) and (3.4.2.10) and the preceding equality.
As for degrees, recall (3.4.2.3) for (H, ξ) proved in (A) : η(1).|CH∗(t)F |p′ = ξ(1).|H∗F |p′ . In the
morphism σ∗:H∗ → G∗, H∗F maps onto G∗F , CH∗(t) onto C
◦
G∗(s) and CH∗(t)
F onto C◦G∗(s)
F , so that
|H∗F |/|CH∗(t)F | = |G∗F |/|C◦G∗(s)
F | = |GF |/|G(s)◦F |. Thus
η(1).|G(s)F |p′ = ξ(1).|G
F |p′ .|AG∗(s)
F |
With (3.4.2.7), (3.4.2.9), (3.4.2.11) and the isomorphism C◦G∗(ss0)
F
β → C
◦
C◦
G∗
(s)(s0)
F
β × C
◦
C◦
G∗
(s0)
(s)Fβ we
obtain χ(1).|G(s)F |p′ = µ(1).|GF |p′ that is (3.4.2.3) for (G,µ).
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4. Brauer categories
4.1. On defect groups
The construction of a maximal subpair for a block bGF (L, λ) (see 2.1.7) is given in [15] sections 4 and
5.1. First we describe defect groups.
4.1.1. Proposition. Assumption 2.2.3 on (G,F, ℓ, d). Let s be a semi-simple element in (G∗)Fℓ′ . Let (L
∗
s, α)
be a unipotent d-cuspidal datum of (C◦G∗(s), F ). Let (L, λ) be one of the d-cuspidal data in (G,F ) in series
(s), associated to (L∗s, α) by Proposition 2.1.4. Let T
∗ be an F -stable maximal torus in L∗s such that T
∗∩G∗b
is maximally split in L∗s ∩G
∗
b. Let (T, θ) (θ ∈ Irr(TF )) be in duality with (T ∗, s) (where s ∈ (T ∗)F ).
Let D be an ℓ-subgroup of NG(T )
F
θ , maximal for the property
“for any r ∈ ΦL∗s (T
∗), the one parameter subgroup Yr is contained in CG(D)”.
Then D is a defect group of bGF (L, λ).
Proof. If s = 1, then θ = 1 and L is in the dual class of L∗1 = L
∗ and the condition is a caracterization of an
ℓ-Sylow subgroup of C := C◦G([L,L))
F , that is an ℓ-Sylow subgroup of NC(T ∩ C)F [12] Theorem 4.4.
Following 1.1.5 one has decompositions in central products G = GaGb, G
∗ = G∗aG
∗
b. The isogenies
G∗b → (Gb)∗, Gb → (G∗b)∗ (1.1.5.4) restrict in isomorphisms between finite ℓ-subgroups of F -fixed points.
One has a central product
(4.1.1.1) C◦G∗(s) = C
◦
G∗a(s)C
◦
G∗b(s).
If G = Ga, then there is only one conjugacy class of unipotent d-cuspidal data, say (T, 1TF ), in (G,F ), where
T is a diagonal torus. Hence L∗s ∩C
◦
G∗a
(s) is a diagonal torus of C◦G∗a(s) (see Proposition 2.1.5).
In [15] § 4 a defect-group D of bGF (L, λ) is described as follows :
Let M and M∗ be dual E-split Levi subgroups of G, G∗ respectively such that
(4.1.1.2) M ∩Ga = T ∩Ga, M
∗ ∩G∗b = C
◦
G∗b
(Z(L∗(s) ∩G∗b)
F
ℓ )
(T as above, duality around (T, T ∗)). Then D admits a unique maximal normal abelian subgroup Z such
that
(4.1.1.3) M = C◦G(Z), Z ∩Ga = (T ∩Ga)
F
ℓ , Z ∩Gb = Z(M ∩Gb)
F
ℓ
Let Q be the subgroup of W(C◦G∗(s), T
∗) generated by reflections relatives to the roots
r ∈ ΦC◦
G∗
(s)(T
∗) ∩ΦL∗s (T
∗)⊥
let V be an ℓ-Sylow subgroup of QF . With these notations NGF (Z) ∩ NG(T ) contains a defect group D of
bGF (L, λ) such that D∩T = Z, DT/T ⊆W (G, T ) is anti-isomorphic to V and the extension Z → D → D/Z
is split [15] Lemma 4.16.
When G = Ga, L
∗
s is a diagonal torus of C
◦
G∗(s), the caracterization of Q reduces to “D is an ℓ-Sylow
subgroup of NG(T )
F ∩C◦G(θ)”, (where C
◦
G(θ) is in the dual G
F -conjugacy class of the Levi subgroup C◦G∗(s))
that is an extension of Z = TFℓ by an ℓ-Sylow subgroup of W(C
◦
G(θ), T )
F ∼= W(C◦G∗(s), T
∗)F .
Assume now G = Gb. We claim that
M∗ is the smallest of E-split Levi subgroups of G∗ that contain L∗s.
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By (4.1.1.2) one has L∗s = (T
∗ ∩ G∗a).(L∗s ∩ G
∗
b) ⊆ M∗, hence Z(M∗)Fℓ ⊆ Z(L
∗
s)
F
ℓ . It follows, using
(4.1.1.2) again, that Z(L∗s)
F
ℓ = (T
∗ ∩ G∗a)
F
ℓ .Z(L
∗
s ∩ G
∗
b)
F
ℓ ⊆ Z(M
∗)Fℓ . Thus Z(M
∗)Fℓ = Z(L
∗
s)
F
ℓ . But
Z(M∗)Fℓ = (Z
◦(M∗)φE )
F
ℓ , Z(L
∗
s)
F
ℓ = (Z
◦(L∗s)φE )
F
ℓ by Proposition 1.2.5, and Z
◦(M∗) ⊆ T ∗ ⊆ L∗s ∩M
∗ so
that Z◦(M∗)φE ⊆ Z
◦(L∗s)φE . The definition of E (1.1.5.1) implies Z
◦(M∗)φE = Z
◦(L∗s)φE .
Now let Z1 := T
F
ℓ ∩ (∩α∨∈ΦL∗s (T
∗)Kerα). We claim that Z1 = Z. As ΦL∗s (T
∗) ⊆ ΦM∗(T ∗), using
(4.1.1.3), one has Z ⊆ Z(M)Fℓ ⊆ Z1. Let M1 := C
◦
G(Z1). Thanks to our hypotheses “ℓ is good and G = Gb”
M1 is an E-split Levi subgroup of G. By definition of Z1 and M1, Z1 ⊆ Z(M1)Fℓ and, if r
∨ ∈ ΦL∗s (T
∗), then
r ∈ ΦM1(T ). Let M
∗
1 be the Levi subgroup of G
∗ that contains T ∗ and in duality with M1, then M
∗
1 is
E-split and ΦL∗s (T
∗) ⊆ ΦM∗
1
(T ∗). Thus L∗s ⊆M
∗
1 so that M
∗ ⊆M∗1 , M ⊆M1 and Z1 ⊆ Z.
Now let us consider Weyl’s groups : as L∗s is a Levi subgroup of C
◦
G∗(s), Q is the subgroup of elements of
W(C◦G∗(s), T
∗) that fix any r ∈ ΦL∗s (T
∗). Then Steinberg ’s relations show that Q is the image of N ⊆ NG(T )
where N centralizes any one parameter subgroup Yr of G associated to some r ∈ ΦL∗s (T
∗) and N ∩ T is a
finite 2-group. As |V | is odd there is a subgroup V˙ in NG(T )
F , with V˙ .T/T = V and such that [V˙ , Yr] = {1}
for any α ∈ ΦL∗s (T
∗). The semi-direct product Z.V˙ is a defect group of bGF (L, λ).
Going from Ga and Gb to the central product G = Ga.Gb is quite easy. When s, L
∗
s et T
∗ are fixed
(T, θ) is defined mod GF -conjugacy, thus we have defined a GF -conjugacy class of ℓ-subgroups of GF , it is
the set of defect groups of bGF (L, λ).
As G(s)F /G(s)◦F is prime to ℓ, if a block b of G(s)F covers a block b0 of G(s)
◦F , a defect group of b0
is a defect group of b.
4.1.2. Proposition. Assumption 2.2.3 on (G,F, ℓ, d). Let s be a semi-simple element in (G∗)Fℓ′ . Let (L
∗
s, α)
be a unipotent d-cuspidal datum in (C◦G∗(s), F ). Let (L, λ) (resp. (L(s), α)) be one of the d-cuspidal data in
(G,F ) in series (s) (resp. in (G(s)◦, F ) in unipotent series) associated to (L∗s, α) by Proposition 2.1.4. The
defect groups of bGF (L, λ), bG(s)◦F (L(s), α) are isomorphic.
Proof. The central product in (4.1.1.1) gives
G(s)◦ = Ga(s)
◦.Gb(s)
◦
(but Ga(s)
◦ is not (G(s)◦)a and Gb(s)
◦ is not exactly in duality with C◦G∗b(s) ...)
Let T et T ∗ be dual tori as in 4.1.1 and let T1 be a dual of T
∗ in G(s)◦, so that the duality between
G(s)◦ and C◦G∗(s) is defines around (T1, T
∗). Then L∗s is in duality with a Levi subgroup L(s) of G(s)
◦ such
that T1 is maximally split in L(s). There exists an F -compatible isomorphism between the couples (T1, T
∗)
and (T, T ∗), restricting as identity on T ∗ and X(T ∗). Let
ρ:T1 → T
be its restriction to T1.
We have M∗ ∩C◦G∗b(s) = L
∗
s ∩G
∗
b because L
∗
s is E-split in C
◦
G∗(s) as is M
∗ in G∗.
We have seen in the proof of Proposition 4.1.1 how Z is defined from L∗s : on Ga side, Z∩Ga = (T∩Ga)
F
ℓ .
On Gb side Z
◦(M∗ ∩G∗b)φE = Z
◦(L∗s ∩G
∗
b)φE so that Z
◦(M ∩Gb)φE is the biggest ΦE-subgroup of T ∩Gb
in the kernel of any r such that r∨ ∈ ΦL∗s∩G∗b(T
∗ ∩G∗b).
Let Z1 ⊆ (T1)Fℓ be obtained by the same process from G(s)
◦F and the d-cuspidal unipotent datum
(L∗s, α), with (G(s)
◦,C◦G∗(s), 1, T1) instead of (G,G
∗, s, T ). To compare Z with Z1, we have to consider
the rational component C◦G∗b(s)a of C
◦
G∗b
(s). It is a central product C◦G∗(s)a = C
◦
G∗a
(s).[C◦G∗b(s)]a and in
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the dual side (dually up to some isogeny) is a similar decomposition G(s)◦a = Ga(s)
◦.[Gb(s)
◦]a, as well as
G(s)◦b = [Gb(s)
◦]b. Clearly T1 ∩G(s)
◦
a = (T1 ∩Ga(s)
◦).(T1 ∩ [Gb(s)
◦]a) and
Z1 ∩G(s)
◦
a = (T1 ∩Ga(s)
◦)Fℓ .(T1 ∩ [Gb(s)
◦]a)
F
ℓ
(by Proposition 1.1.3 (b), Z([Gb(s)
◦]a)
F /Z◦([Gb(s)
◦]a)
F is prime to ℓ). As (L∗s ∩ [C
◦
G∗b
(s)]
a
)F admits a
cuspidal unipotent, L∗s ∩ [C
◦
G∗b
(s)]
a
is a diagonal torus of [C◦G∗b(s)]a.
Therefore L∗s ∩ [C
◦
G∗b
(s)]
a
= T ∗ ∩ [C◦G∗b(s)]a hence (T
∗ ∩ [C◦G∗b(s)]a)ΦE = T
∗
φE
∩ [C◦G∗b(s)]a and
Z(L∗s ∩G
∗
b)
F
ℓ = (T
∗ ∩ [C◦G∗b(s)]a)
F
ℓ .Z(L
∗
s ∩ [C
◦
G∗b(s)]b)
F
ℓ
The central products
T ∗ ∩G∗b = (T
∗ ∩ [C◦G∗b(s)]a).(T
∗ ∩ [C◦G∗b(s)]b))
Z◦(M∗ ∩G∗b)φE = (T
∗ ∩ [C◦G∗b(s)]a)φE .Z
◦(L∗s ∩ [C
◦
G∗b(s)]b))φE
define on dual side central products
T ∩Gb = S.R, Z
◦(M ∩Gb)φE = SφE .H
where H is defined from L∗s ∩ [C
◦
G∗b
(s)]
b
as Z◦(M ∩ Gb)φE is defined from L
∗
s ∩ G
∗
b. As ρ is the identity
on X(T ∗) ∼= Y (T ) ∼= Y (T1), one sees that ρ(T1 ∩ G(s)
◦
a) = (T ∩ Ga)S and ρ(T1 ∩ G(s)
◦
b) = R, so that
ρ(Z1 ∩G(s)◦a) = (Z ∩Ga)(SφE )
F
ℓ and ρ(Z1 ∩G(s)
◦
b) = H
F
ℓ . We have obtained
ρ(Z1) = Z
We note that Z1 = Z(L(s))
F
ℓ = Z
◦(L(s))Fℓ (see [13] § 4.3 and Proposition 3.3). Now we know by [13]
again that NG(s)◦F (Z1)∩NG(s)◦(T1) contains a defect group D1 of bG(s)◦F (L(s), α) such that D1 ∩ T1 = Z1,
D1T1/T1 is an ℓ-Sylow subgroup of Q
F
1 , where Q1 = W(T1.C
◦
G(s)◦([L(s), L(s)]), T1) and the extension
Z1 → D1 → D1/Z1
is split.
The anti-isomorphism between W (G(s)◦, T1) and W (C
◦
G∗(s), T
∗) restricts to an anti-isomorphism be-
tween W (T1.C
◦
G(s)◦([L(s), L(s)]), T1) and W (T
∗.C◦C◦
G∗
(s)([L
∗
s, L
∗
s]), T
∗). By Proposition 4.1.1 and its proof
our group Q1 is anti-isomorphic to the group we denoted Q. Thus the isomorphism from Z1 onto Z is the
restriction of an isomorphism from the defect group of bG(s)◦F (L(s), α) onto a defect group of bGF (L, λ).
We see also that the defect groups of bG(s)◦F (L(s), α) and bCG∗ (s)F (L
∗
s, α) are anti-isiomorphic.
4.2. Subpairs and Brauer’s categories
Using notation 2.3.1, we enforce Proposition 2.3.2, where H was an E-split Levi subgroup of G. The
proofs are quite similar.
4.2.1. Proposition. Let Y be an ℓ-subgroup of GF and let H = C◦G(Y ). The relation (LH , αH)∼GF (L, α)
defines a bijection between the set ∼GF -classes of unipotent d-cuspidal data (L, α) in (G,F ) such that
[L,L] ⊆ Hg for some g ∈ GF and ∼HF -classes of unipotent d-cuspidal data (LH , αH) in (H,F ).
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Proof. Let G = Ga.Gb be the decomposition defined in 1.1.5. A d-cuspidal unipotent datum in (G,F )
is provided by the central product of unipotent d-cuspidal data (La, αa), (Lb, αb) in (Ga, F ) and (Gb, F )
respectively and La is a diagonal torus in Ga, αa = 1LaF (Proposition 2.1.5). The set of ∼GF -classes of
unipotent d-cuspidal data in (G,F ) is in bijection with the set of ∼GF
b
-classes of unipotent d-cuspidal data
in (Gb, F ).
If Gb ⊆ H , then Ha = H ∩Ga and Hb = Gb, hence our claim.
We assume Gb 6⊆ H and use induction on the semi-simple rank of G. There exists ℓ-subgroups Ya ⊆ Ga
F
and Yb ⊆ Gb
F such that CG(Y ) = CGa(Ya).C
◦
Gb
(Yb) (see (D) at the end of the proof of Proposition 1.2.6). By
assumption onH , Yb 6= 1, hence Z(Yb) 6= 1. Let z ∈ Z(Yb), z 6= 1, so that z 6∈ Z(Gb), and CG(z) is a proper E-
split Levi subgroup of G by Proposition 1.2.5. Clearly we have Y.CG(Y ) ⊆ Ga.CGb(z) = C
◦
G(z) 6= G. There
exists a proper d-cuspidal Levi subgroup M of G such that CG(z) ⊆ M (1.1.5.3). By inductive hypothesis,
given a unipotent d-cuspidal datum (LH , αH) in (H,F ) there exists (LM , αM ) with (LH , αH)∼MF (LM , αM ).
But (LM , αM ) is a d-cuspidal unipotent datum in (G,F ), hence (LH , αH)∼GF (LM , αM ).
In the following Proposition on unipotent blocks we describe all Brauer’s subpairs, a generalization of
[16] Lemma 23.10, relying inclusion to the relation we have introduced in Proposition 4.2.1.
4.2.2. Proposition. Assumption 2.2.3 on (G,F, ℓ, d). Let (L, α) be a d-cuspidal unipotent datum in (G,F ).
Let (Y, bY ) be a Brauer ℓ-subpair of G
F and let (LY , αY ) be a unipotent d-cuspidal datum in (C
◦
G(Y ), F ).
Assume that bY covers bC◦
G
(Y )F (LY , αY ).
One has ({1}, bGF (L, α)) ⊂ (Y, bY ) if and only if (LY , αY )∼GF (L, α).
Proof. Induction on the semi-simple rank of G.
We know that bGF (L, α) is defined by bY in the inclusion (1, bGF (L, α)) ⊂ (Y, bY ) and that bY is defined
by bC◦
G
(Y )F (LY , αY ). By Proposition 2.1.6, the G
F -conjugacy class of (L, α) is then defined by the C◦G(Y )
F -
conjugacy class of (LY , αY ). Thanks to Proposition 4.2.1 we have only to show that the relation ∼GF
between the two unipotent d-cuspidal data implies the inclusion of the so-defined ℓ-subpairs.
Case (A) : Gb is not contained in C
◦
G(Y ).
Let M be a proper d-split Levi subgroup of G such that Ga.CG(Y ) ⊆ M (see the proof of Proposi-
tion 4.2.1). One has M = C◦G(Z(M)
F
ℓ ) and M
F = CGF (Z(M)
F
ℓ ) by Proposition 1.2.3. If (L1, α1) is a
d-cuspidal unipotent datum in (M,F ), induction applies : the relation (LY , αY )∼MF (L1, α1) is equivalent
to the inclusion (1, bMF (L1, ζ1)) ⊂ (Y, bY ) in M
F .
That inclusion is equivalent to (Z(M)Fℓ , bMF (L1, α1)) ⊂ (Z(M)
F
ℓ .Y, bY ) in G
F . AsM est d-split, (L1, α1)
is a d-cuspidal datum in (G,F ) and the MF -conjugacy class of (L1, α1) defines the G
F -conjugacy class of
(L1, α1) : (LY , αY )∼MF (L1, α1) is equivalent to (LY , αY )∼GF (L1, α1) (Proposition 4.2.1). By Proposi-
tions 2.1.6, 2.1.7 RGM (bMF (L1, α1)) = bGF (L1, α1) and ({1}, bGF (L1, α1)) ⊂ (Z(M)
F
ℓ , bMF (L1, α1)) in G
F .
Transitivity of inclusion gives (1, bGF (L1, α1)) ⊂ (Y, bY ) in G
F .
Case (B) : Gb ⊆ C◦G(Y ).
The map E(GF , 1)→ E(Ga
F , 1)× E(Gb
F , 1), defined by
ResG
F
GaF .GbF
= χa ⊗ χb, χ 7→ (χa, χb)
is one-to-one.
Thus any unipotent block of GFa .G
F
b is covered by exactly one unipotent block of G
F , other covering
blocks are in ℓ′-se´ries E(GF , s) where s ∈ Z(G∗)F is in duality with some θ ∈ (GF /GFa .G
F
b )
∧.
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This applies to the decomposition C◦G(Y ) = C
◦
Ga
(Y ).Gb : LY = TY .(LY ∩Gb), where TY is a diagonal
torus of C◦Ga(Y ), LY ∩Gb is a d-split Levi subgroup of Gb and αY ∈ E((TY .(LY ∩Gb))
F , 1) covers 1TF
Y
⊗αb,
αb ∈ E(LY ∩Gb
F , 1), αb is d-cuspidal (Proposition 2.1.5, (c)). Let B0(Y ) be the principal block of C
◦
Ga
(Y )F ,
B0(1) be the principal block of Ga
F and b1 = bGbF (LY ∩ Gb, αb). There is exactly one unipotent block b
◦
Y
of C◦G(Y )
F that covers B0 ⊗ b1 and there is exactly one unipotent block bY of CGF (Y ) which covers b
◦
Y .
The inclusion in GFa .G
F
b of subpairs
(1, B0(1)⊗ bGF
b
(LY ∩Gb, αb)) ⊂ (Y,B0(Y )⊗ bGF
b
(LY ∩Gb, αb))
is clear. By unicity of covering unipotent blocks we have an inclusion in GF of unipotent subpairs
(1, bGF (Ta.(L ∩Gb), α) ⊂ (Y, bY )
where Ta is a diagonal torus of Ga and α ∈ E((Ta.(LY ∩Gb))F , 1) covers 1TFa ⊗ αb.
Now we describe all Brauer subpairs and their inclusion in any series, under our general hypothesis.
4.2.3. Proposition. Assumption 2.2.3 on (G,F, ℓ, d). Let Y be an ℓ-subgroup of GF and T , TY ⊆ T ,
Y ′, TY ′ ∼= TY
∗ ⊆ T ∗ as in Proposition 1.2.6, so that C◦G(Y ) and C
◦
G∗(Y
′) are in duality. Let (LY , λY ) be a
d-cuspidal datum in (C◦G(Y ), F ) with TY ⊆ LY . Assume λY ∈ E(LY
F , s) with s ∈ (TY
∗)Fℓ′ . Let bY be the
block of CGF (Y ) that covers bC◦
G
(Y )F (LY , λY ).
Let (L∗Y,s, αY ) be a unipotent d-cuspidal datum in (C
◦
C◦
G
(Y )∗(s), F ) associated to (LY , λY ) by Proposition
2.1.4. Let (L∗s, α) be a unipotent d-cuspidal datum in (C
◦
G∗(s), F ) such that
(L∗Y,s, αY )∼C◦
G∗
(s)F (L
∗
s, α) .
There exists a d-cuspidal datum (L, λ) in (G,F ) such that T ⊂ L, λ ∈ E(LF , s), (L, λ) is associated to
(L∗s, α) and
(4.2.3.1) ({1}, bGF (L, λ)) ⊂ (Y, bY ) .
Proof. Clearly Proposition 4.2.3 goes through direct products.
(A) Assume the center of G connected.
By Proposition 1.2.6, CG∗(s), CG∗(Y
′) and Z(C◦G(Y )) are connected. Then the CCG(Y ∗)(s)
F -conjugacy
class of (L∗Y,s, αY ) is well defined by (LY , λY ) (Proposition 2.1.10). The CG∗(s)
F -conjugacy class of (L∗s, α)
is well defined by (L∗Y,s, αY ) as in Proposition 4.2.2. We have to prove that the relation between the two
unipotent d-cuspidal data inside CG∗(s) imply (4.2.3.1) in G
F . We use induction on the dimension of G.
(A.1) Assume G = Ga.
Let G(s) be a Levi subgroup of G, in the dual GF -conjugacy class of CG∗(s). There is only one block to
consider in series (s), denote it bGF (s) and bY covers bC◦
G
(Y )F (s). An ℓ-Sylow subgroup of G(s)
F is a defect
group of bGF (s). By our hypotheses, s ∈ CG∗(Y
′) and, up to GF -conjugacy we may assume Y ⊆ G(s)F .
The condition (L∗Y,s, αY )∼C◦G∗ (s)F (L
∗
s, α) is always satisfied by d-cuspidal data. It is sufficient to prove the
inclusion (1, bGF (s)) ⊂ (Y, bY ) and this is independant of choices of Y
′, and of tori defining dualities.
The ℓ-subpairs of GLn(q) are given in [7], where G is identified with G
∗, the GF -conjugacy class of
(T, θ) (T a maximal F -stable torus, θ ∈ (TF )∧) corresponds to the G∗F -conjugacy class of (T ∗, s) (T ∗ a
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maximal F -stable torus, s ∈ T ∗F )). We know that CG(Y ) is connected and a direct product of linear
groups. From [7] we retain : if B is a block of GLn(q) in series (s) and Y ⊆ G(s)
F there is an inclusion of
subpairs (1, B) ⊂ (Y, bY ) in GLn(q) where bY is in series (s) in CG(Y )F . In our hypothesis G = Ga that
gives (1, bGF (s)) ⊂ (Y, bCG(Y )F (s)) in G
F , (4.2.3.1) in that case.
Any group G of type A (resp. (G,F ) such that G = Ga) with connected center may be reached from
general linear groups GLn (resp. G = GLn such that G = Ga) by a sequence of morphisms of three types :
1. direct product,
2. (H,F )→ (G,F ) is a regular covering between groups with connected centers (and H = Ha)
3. (G,F )→ (H,F ) is an isotypic embedding, where Z(G) is connected, [G,G] is simply connected and
there is an isotypic embedding G0 → H , with G0 ∼= GLn.
We verify that our claim goes from (H,F ) to (G,F ) in 2. and 3.
In case 2, GF is a quotient of HF , the dual map G∗ → H∗ is an embedding, so let s ∈ H∗. There is
some ℓ-group YH in H
F with image Y in GF and CGF (Y ) is a quotient of CHF (YH). There is a regular
embedding CG(Y )
∗ → CH(YH)∗, we assume s ∈ CH(YH)∗ = Z◦(H∗).(CG(Y ))∗ ⊆ H∗. The two inclusions
between ℓ-subpairs (1, bHF (s)) ⊂ (YH , bCH (YH)F (s)) in H
F and (1, bGF (s)) ⊂ (Y, bCG(Y )F (s)) in G
F are true
or not simultaneously.
In case 3 assuming Y ⊆ GF , let Y0 = Y.Z◦(H)Fℓ ∩ G0. We have H
F = Z◦(H)F .GF = Z◦(H)F .GF0
and CH(Y ) = Z
◦(H)F .CG(Y ) = Z
◦(H)F .CG0(Y0). Let sH ∈ (H
∗)Fℓ′ with images s ∈ G
∗, s0 ∈ G
∗
0. Then
CG∗(s) and CG∗
0
(s0) are quotients of CH∗(sH) by central torii. Clearly bHF (sH) covers bGF (s) and bGF0 (s0).
The morphism CG(Y )
∗ → G∗ given by Proposition 1.2.6 may be deduced by quotient from a morphism
CH(Y )
∗ → H∗ (with duality around TY .Z◦(H)...), giving CG0(Y0)
∗ → G∗0 (duality around TY .Z
◦(H)∩G0...).
Then bCH(Y )F (sH) covers bCG(Y )F (s) and bCG0 (Y0)F (s0). The inclusion (1, bGF0 (s0)) ⊂ (Y0, bCG0(Y0)F (s0)) in
GF0 implies (1, bHF (sH)) ⊂ (Y, bCH(Y )F (sH)) which implies (4.2.3.1) in G
F .
(A.2) Assume Gb ⊆ CG(Y ).
That case reduces to the preceding one by a standard description, with given dualities :
s 7→ (sa, sb) by G∗ → (Ga)∗(Gb)∗,
CG(Y ) = CGa(Ya)Gb where Ya ⊆ G
F
a ,
CG∗(Y
′) maps on C(Ga)∗(Y
′
a).(Gb)
∗ for some Y ′a ⊂ (Ga)
∗F ,
LY = LYaM , where LYa ⊆ CGa(Ya), M ⊆ Gb, Res
LFY
LF
Ya
MF
λY = λYa ⊗µ where λYa (resp. µ) is d-cuspidal
in series (sa) (resp. (sb)) (see Proposition 2.1.5),
if (LYa , λYa) (resp. (M,µ)) is associated to the d-cuspidal unipotent datum (L
∗
Ya,sa
, αYa) (resp. (M
∗
sb , β))
then we may assume that L∗Y,s has image (L
∗
Ya,sa
× M∗sb) by the map G
∗ → (Ga)∗ × (Gb)∗ and that
Res
L∗FYa,sa×M
∗F
L∗F
Y
(αYa ⊗ β) = αY .
the condition (L∗Y,s, αY )∼C◦G∗ (s)F (L
∗
s, α) is then equivalent to :
“ L∗s has image L
∗
sa × M
∗
sb
in (Ga)
∗ × (Gb)∗, Res
L∗Fsa ×M
∗ F
sb
L∗Fs
(αa ⊗ β) = α where αa ∈ E(L∗Fsa , 1) and
(L∗Ya,sa , αYa)∼C◦(Ga)∗ (sa)
F (L∗sa , αa) ”
If (La, λa) is a d-cuspidal datum in series (sa) in (Ga, F ) associated to (L
∗
sa , αa), then we may assume
that L = La.M and Res
LF
LFaM
F λ = λa ⊗ µ.
Then (4.2.3.1) is equivalent to (1, b(Ga)F (La, λa)) ⊂ (Ya, bYa). That last inclusion follows from (A.1).
(A.3) Assume now Gb 6⊆ CG(Y ).
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As in the proof of Proposition 4.2.1, let z 6= 1 such that Y.CG(Y ) ⊆ CG(z) where CG(z) is a proper
E-split Levi subgroup of G. By Proposition 1.2.6 there exist an ℓ-subgroup Y ′ in G∗F and inclusions of
dual groups CG(Y )
∗ = CG∗(Y
′) ⊆ CG(z)∗ ⊆ G∗ with s ∈ CG∗(Y ′). By Proposition 4.2.2 we have unipotent
d-cuspidal data (L∗Y,s, αY ) in (CCG∗ (Y ′)(s), F ), (L
∗
z,s, αz) in (CCG(z)∗(s), F ), (L
∗
s, α) in (CG∗(s), F ) such that
(L∗Y,s, αY )∼CCG(z)∗ (s)
F (L∗z,s, αz)∼CG∗ (s)F (Ls, α)
These unipotent d-cuspidal data define d-cuspidal data in series (s) : (LY , λY ) in (CG(Y ), F ), (Lz, λz) in
(CG(z), F ), and (L, λ) in (G,F ). By Propositions 2.1.6, 2.1.7 we have an inclusion of subpairs :
(1, bGF (L, λ)) ⊂ (〈z〉, bCG(z)F (Lz, λz)) in G
F
By induction we have an inclusion of subpairs:
(1, bCG(z)F (Lz, λz)) ⊂ (Y, bCG(Y )F (LY , λY )) in CG(z)
F
equivalent to
(〈z〉, bCG(z)F (Lz, λz)) ⊂ (Y, bCG(Y )F (LY , λY )) in G
F
Transitivity of inclusion of subpairs in GF gives (4.2.3.1).
(B) Z(G) connected or not.
The inclusion of subpairs in GF may be described by inclusion of so-called “connected subpairs” in [15],
2.1, where (1, bGF (L, λ)) ⊂ (Y, bY ) is equivalent to its “restriction” (1, bGF (L, λ)) ⊂ bC◦
G
(Y )F (LY , λY )).
In a regular embedding G → H , let t ∈ H∗ of image s by a dual map. Let (M,µ) be a d-cuspidal
datum in series (t) in (H,F ) such that L = M ∩ G and µ covers λ (see Proposition 2.1.5). The associated
d-cuspidal data (L∗s, α) and (M
∗
t , β) are related : β is the restriction of α through the isotypic morphism
M∗t → L
∗
s induced by the restriction M
∗ → L∗ of H∗ → G∗. By Proposition 2.4.2, Proposition 2.4.4 and its
proof, a quotient HF /K of HF /GF ∼=MF /LF acts regularly on the set of blocks of GF that are covered by
bHF (M,µ), as well as on the set of unipotent d-cuspidal elements of E((L
∗F
s , 1) that are covered by µ.
If D is a defect group of bGF (M,µ), the defect groups of the various bGF (L, λ), λ covered by µ, form a
HF -conjugacy class and are the D∩GF , where D is a defect group of bHF (M,µ) (see Propositions 5.1.3, 5.1.4
in Appendix). The action of HF on GF transforms inclusion of Brauer subpairs in GF in inclusion of Brauer
subpairs. Let Y be some subgroup of D∩GF . We have a natural isomorphism HF /GF ∼= C◦H(Y )
F /C◦G(Y )
F
giving an action of HF /GF on the blocks bY of CGF (Y ) that are covered by a given block BY of CHF (Y ).
By this way HF /K acts on the set of all Brauer subpairs in GF containing (1, bGF (L, λ)) such that λ is
covered by µ. One sees that (4.2.3.1) follows from the inclusion (1, bHF (M,µ)) ⊂ (Y,BY ).
The Proposition 4.2.4 is the decisive step to show isomorphism between Brauer categories of a unipotent
block bs of G(s)
F and its Jordan correspondant bGF (L, λ), a block of G
F in series (s), as described in the
proof of Proposition 3.4.1. The link between bs and bGF (L, λ) is the d-cuspidal unipotent α ∈ E(C
◦
G∗(s)
F , 1),
so we may assume, with notations of 3.4.1, that BG,s(bs) = bGF (L, λ). Given a subgroup Y of a common
defect group, it appears a similar link between Brauer subpairs, a d-cuspidal αY ∈ E(C◦G(s)◦(Y )
F , 1). The
inclusion of subpairs is a consequence of the relation we introduced in 2.3.1, by Proposition 4.2.2.
4.2.4. Proposition. Let (G,F, ℓ, d), Y , Y ′, (LY , λY ), s, bY , (L
∗
s, α), (L
∗
Y,s, αY ) as in Proposition 4.2.3,
hence (4.2.3.1) :
({1}, bGF (L, λ)) ⊂ (Y, bY ) .
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LetG◦(s) andG(s) be defined as in section 3.1. We may assume Y ⊂ G(s)◦ F by Proposition 4.1.2. The group
C◦C◦
G∗
(Y ′)(s) = C
◦
C◦
G∗
(s)(Y
′) is in duality with C◦G(s)◦(Y ). Let (Ls, α) and (LY,s, αY ) be unipotent d-cuspidal
data of (G(s)◦, F ) and (C◦G(s)◦(Y ), F ) respectively, with dual data (L
∗
s, α) and (L
∗
Y,s, αY ) in (C
◦
G∗(s), F ) and
(C◦C◦
G∗
(s)(Y
′), F ) respectively (see (1.3.1, 1.3.5)).
Let bY,s be a block of CG(s)F (Y ) that covers bC◦
G(s)◦
(Y )F (LY,s, αY ) and bs be the block of G(s)
F such
that
({1}, bs) ⊂ (Y, bY,s) .
The groups EG(s)F (Y, bY,s) et EGF (Y, bY ) are isomorphic.
Proof. G(s) is defined around a couple of dual maximal tori (T ⊆ G ∩G(s)◦, T ∗ ⊆ C◦G∗(s)). The d-cuspidal
datum (L, λ) in (G,F ) is associated to a set of unipotent d-cuspidal datum (L∗s, α) in (C
◦
G∗(s), F ) (Proposi-
tions 2.1.4, 2.1.7). As a consequence of (L∗Y,s, αY )∼C◦G∗ (s)F (L
∗
s, α), we assumed in Proposition 4.2.3, one has
(LY,s, αY )∼G(s)◦F (Ls, α). A subgroup of AG∗(s)
F acts transitively on the set of d-cuspidal α corresponding
to λ by Propositions 1.3.6 and 2.1.4. The groups EGF (Y, bY ) defined by different α in the AL∗(s)
F -orbit are
isomorphic. So we fix α.
Transport the duality between G◦(s) and C◦G∗(s) around dual F -stable maximal tori S ⊆ G
◦(s) and
S∗ ⊆ L∗s, Ls and L
∗
s being d-split Levi subgroups in dual conjugacy classes such that, with notations of
Proposition 3.4.1, BG,s(bs) = bGF (L, λ), where bs is one of the blocks of G(s)
F that cover bG(s)◦F (Ls, α).
Isomorphic or anti-isomorphic defect groups of bC◦
G∗
(s)F (L
∗
s, α), bG(s)◦F (Ls, α), bs and bGF (L, λ) are known
by Proposition 4.2.1. We may identify them and assume that, by a suitable choice of S, Y ⊆ NGF (S),
Y ⊆ NG(s)◦(S) and Y centralizes [Ls, Ls]. On dual side Y
′ ⊆ N(G∗)F (S
∗) ∩ C◦G∗(s) and Y
′ centralizes
[L∗s, L
∗
s].
The blocks of C◦G(Y )
F that are covered by bY are CGF (Y )-conjugate and (LY , λY ) is defined up to
C◦G(Y )
F -conjugacy hence we have an isomorphism
(4.2.4.1) EGF (Y, bY ) ∼= NG(Y, LY , λY )
F /NCG(Y )(LY , λY )
F
(A) Assume Z(G) connected, hence G(s) connected.
By Proposition 2.2.6 , if (LY,s, αY ) is a unipotent d-cuspidal datum in (C
◦
G(s)◦(Y ), F ) corresponding to
(L∗Y,s, αY ) in (C
◦
G∗(s), F ), the groups EC◦G∗ (s)F (Y
′, bC◦
G∗
(s)F (L
∗
Y , αY )) and EG(s)◦F (Y, bG(s)◦F (LY,s, αY )) are
anti-isomorphic.
We may define duality between C◦G(Y ) and C
◦
G∗(Y
′) around tori (TY ⊆ C
◦
G(Y )), (T
∗
Y ⊆ C
◦
G∗(Y
′)) as in
Proposition 1.2.6. We have NGF (Y, bY ) = NGF (Y, LY , λY ) ⊆ NGF (Y, LY , E(LY
F , s)).
By Proposition 1.2.6, (c), the groups NG(Y, TY )/NCG(Y )(TY ) and NG∗(Y
′, T ∗Y )/NCG∗ (Y ′)(T
∗
Y ) are anti-
isomorphic. So are NG(Y, LY , TY )/NCG(Y )(Y, LY ) and NG∗(Y
′, L∗Y , T
∗
Y )/NCG∗ (Y ′)(Y
′, LY
∗). Here L∗Y is in
the dual CG∗(Y
′)F -conjugacy class of LY . Then the groups L
∗
Y are L
∗
Y,s may be mutually defined, one
by the other, as LY and LY,s, by the relations L
∗
Y,s = L
∗
Y ∩ CG∗(s) and L
∗
Y = CC◦G∗ (Y
′))(Z
◦(L∗Y,s)φd) (see
Propositions 2.1.4 and 3.4.1). We obtain an anti-isomorphism between NG(Y, LY , E(LY
F , s))F /LY
F and
NCG∗ (s)(Y
′, L∗Y,s)
F /(L∗Y,s)
F .
Finally, by Propositions 1.3.2, 2.1.4, 2.1.7 and 2.2.6 and isomorphism (4.2.4.1), EGF (Y, bY ) is anti-
isomorphic to NCG∗ (s)(Y
′, L∗Y,s)
F
αY /NCCG∗ (s)(Y
′)(L
∗
Y,s)
F
αY , that is exactly ECG∗ (s)F (Y
′, bCG∗ (s)F (L
∗
Y,s, αY ))
by (4.2.4.1).
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As ECG∗ (s)F (Y
′, bCG∗ (s)F (L
∗
Y,s, αY )) is anti-isomorphic to EG(s)F (Y, bG(s)F (LY,s, αY )), that gives the
claimed isomorphism.
(B) To obtain the claimed isomorphism in case Z(G) is not connected, consider as usual a regular
embedding G → H , defining by restriction regular embeddings C◦G(Y ) → C
◦
H(Y ), LY → MY := Z(H).LY
and dual maps H∗ → G∗ (where t ∈ (H∗)Fℓ′ 7→ s), M
∗
Y 7→ L
∗
Y .
The group NGF (Y, LY , E(LY
F , s))/LY
F is a split extension of NHF (Y,MY , E(MY
F , t))/MY
F by the
stabilizer AG∗(s)
F
Y ′,L∗
Y,s
of the GF -conjugacy class of (Y ′, L∗Y,s) in AG∗(s)
F . But AG∗(s)
F
Y ′,L∗
Y,s
appears as
a subgroup of NCG∗ (s)F (Y
′)/NC◦
G∗
(s)F (Y
′). By part (A) of the proof we have an exact sequence of anti-
morphisms
(4.2.4.2) NC◦
G∗
(s)F (Y
′, L∗Y,s)/L
∗F
Y,s → NGF (Y, LY , E(L
F
Y , s))/L
F
Y → AG∗(s)
F
Y ′,L∗
Y,s
By construction of G(s) and duality, AG∗(s)
F
Y ′,L∗
Y,s
is the image in G(s)F /G(s)◦F of NG(s)F (Y, LY,s). The
group AL∗
Y
(s)F acts on E(L∗FY,s, 1) and on E(LY
F , s) through the Jordan decomposition, as said in section 1.3.
The natural isomorphism between NGF (Y, LY )/LY
F and NHF (Y,MY )/MY
F exchange Jordan decomposition
ΨMY ,t and the action of AL∗Y (s)
F (Proposition 1.3.1, (iv)). Furthermore any element of NCG∗ (s)F (Y
′, L∗Y,s) or
of NGF (Y, LY , E(L
F
Y , s)) that fixes λY fixes any of its NHF (Y,MY )-conjugate (Proposition 2.4.2). It follows
that NGF (Y, LY , λY )/LY
F has image in AG∗(s)
F
Y ′,L∗
Y,s
the stabilizer of αY . The sequence (4.2.4.2) restricts
in
(4.2.4.3) NC◦
G∗
(s)(Y
′, L∗Y,s, αY )
F /L∗FY,s → NG(Y, LY , λY )
F /LFY → AG∗(s)
F
Y ′,L∗
Y
,αY → 1
By (4.2.4.1), EGF (Y, bY ) is a quotient of that extension by NCG(Y )(LY , λY )
F /LY
F .
Considering C◦G(Y ) instead of G, we have a split exact subsequence of (4.2.4.3)
(4.2.4.4) NC◦
C◦
G∗
(Y ′)
(s)(L
∗
Y,s, αY )
F /L∗FY,s → NC◦G(Y )(LY , λY )
F /LY
F → AC◦
G∗
(Y ′)(s)
F
L∗
Y,s
,αY → 1
Here C◦C◦
G∗
(s)(Y
′) = C◦C◦
G∗
(Y ′)(s). The quotient group NC◦G∗ (s)(Y
′, L∗Y,s, αY )
F /NCC◦
G∗
(s)(Y
′)(L
∗
Y,s, αY )
F is
anti-isomorphic to EG(s)◦F (Y, bCG(s)◦ (Y )F (LY,s, αY )). Furthermore AG∗(s) is an ℓ
′-group and CG(Y )/C
◦
G(Y )
and CG∗(Y
′)/C◦G∗(Y
′) are ℓ-groups.
From (4.2.4.3) we obtain as quotient a split exact sequence of morphisms
1→ EG(s)◦F (Y, bCG(s)◦ (Y )F (LY,s, αY ))→ EGF (Y, bY )→ AG∗(s)
F
Y ′,L∗
Y,s
,αY /AC◦G∗ (Y ′)(s)
F
L∗
Y,s
,αY → 1
A similar argument applies in G(s)F , where G(s)◦F .NG(s)F (Y, bY,s)/G(s)
◦F = AG∗(s)
F
Y ′,L∗
Y,s
,αY
. It
gives easily he split extension
1→ EG(s)◦F (Y, bCG(s)◦ (Y )F (LY,s, αY ))→ EG(s)F (Y, bY )→ AG∗(s)
F
Y ′,L∗
Y
,αY /AC◦G∗ (Y ′)(s)
F
L∗
Y
,αY → 1
hence the claim isomorphism.
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5. Appendix
5.1. Self-centralizing Brauer pairs, blocks and normal subgroups
In that section we collect folklore results on blocks, pairs and Clifford theory with abelian quotient.
Let X be a finite group. The abelian group (X/[X,X ])∧ acts on the set Irr(X) by tensor product, hence
on the set of ℓ-blocks of X and on the set of Brauer ℓ-subpairs in a coherent way as follows.
Let B be a block of X , Q be an ℓ-subgroup of X , θ ∈ (X/[X,X ])∧ and define θQ := Res
X
CX (Q)θ.
The blocks B and θ ⊗B are isomorphic and one has Irr(θ ⊗B) = {θ ⊗ χ | χ ∈ Irr(B)}.
An inclusion of subpairs (P, bP ) ⊂ (Q, bQ) implies (P, θP ⊗ bP ) ⊂ (Q, θQ ⊗ bQ). The block B being
defined by a maximal subpair (D,BD), θ ⊗ B = B is equivalent to θD ⊗ bD = bD (note that θD is stable
under NX(D)).
The ℓ-Sylow subgroup of (X/[X,X ])∧ fixes any ℓ-block of X ([28] Chapter 7, Corollary 5.6). Consider
now a subgroup Y of X with [X,X ] ⊆ Y . Define IXY (B) and I
X
Y (χ) for χ ∈ Irr(X) by
(X/IXY (B))
∧ = ((X/Y )∧)B , (X/I
X
Y (χ))
∧ = ((X/Y )∧)χ
Assume that B covers a block b of Y , let Xb be the stabilizer of b in X . If we consider blocks as primitive
central idempotents in algebras we have
∑
θ∈Irr(IX
Y
(B)/Y ) θ ⊗ B =
∑
g∈X/Xb
bg. There exists a unique block
b′ of Xb such that B = Tr
X
Xb
(b′). Then θ ⊗ B = TrXXb((Res
X
Xb
θ)⊗ b′). Thus IXY (B) = I
Xb
Y (b
′). By a theorem
of Fong-Reynolds, ([28] Chapter 5, Theorem 5.10)
(5.1.1) Irr(TrXXb(b
′)) = {IndXXb(χ
′) | χ′ ∈ Irr(b′)}.
Hence for any θ ∈ (X/Xb)
∧ and χ = IndXXb(χ
′) ∈ Irr(B) we have θ ⊗ χ = χ. That proves IXY (χ) ⊆ Xb.
Now if ζ ∈ Irr(Y ) one has clearlyXζ ⊆ XBY (ζ). The formula (5.1.1) has a twin for irreducible representations
that imply IXY (χ) ⊆ Xζ when χ ∈ Irr(X | ζ). Finally
(5.1.2) IXY (BX(χ)) ⊆ I
X
Y (χ) ⊆ Xζ ⊆ XBY (ζ) when χ ∈ Irr(X | ζ).
If there is no multiplicity in restrictions from X to Y , with notations used in (5.1.1), (5.1.2), ζ extends
in some ζ′ to Xζ , different extensions has the form θ ⊗ ζ′ hence IXY (χ) = Xζ .
On defect groups recall a consequence of a theorem of Fong
5.1.3. ([28] Chapter 5, Theorem 5.16) Let Y be an invariant subgroup of a finite group X and b be an
ℓ-block of Y . There exist an ℓ-block B of X that cover b and a defect group D of B contained in Xb such
that D/D ∩ Y is an ℓ-Sylow subgroup of Xb/Y .
5.1.4. Proposition. Let ρ:X → X/Y be a morphism of finite groups such that X/Y is an abelian ℓ′-group,
let b be an ℓ-block of Y , B an ℓ-block of X .
(a) (i) Let (U, bU ) ⊂ (V, bV ) be an inclusion of ℓ-subpairs in Y . If BU is an ℓ-block of CX(U) that covers
bU , there is an ℓ-block of CX(V ) that covers bV and such that (U,BU ) ⊂ (V,BV ) is an inclusion in X . All
covering blocks of bV are so obtained.
(ii) Let be (D, bD) a maximal subpair of Y , (D,BD) a maximal subpair of X such that (1, b) ⊂ (D, bD)
and (1, B) ⊂ (D,BD). Then B covers b if and only if some NX(D)-conjugate of BD covers bD.
(b) Let (D, bD) be a maximal subpair in Y with canonical caracter λ ∈ Irr(CY (D)) and such that
(1, b) ⊂ (D, bD). One has Xb = Y.NX(D)λ.
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(c) Assume B covers b and let λ as in (b). Assume non multiplicity in Ind
CY (D)
CX (D)
λ and let µ a component
of Ind
CY (D)
CX (D)
λ.
There is a morphism f : NX(D)λ → Irr(CX(D)λ/CY (D))) whose kernel is NX(D)λ ∩ NX(D)µ. Define
J by the equality f(NX(D)λ) = Irr(CX(D)λ/J) . One has ρ(J) = ρ(I
X
Y (B)). The set of blocks of X that
cover b is a reguler orbit under Irr(ρ(J)).
Proof. As |X/Y | is prime to ℓ, if B covers b, then B and b have a common defect group by 5.1.3.
(a) (i) Consider a “normal inclusion of subpairs” in Y , (U, bU ) ⊳ (V, bV ) [16], Definition 5.2 : U and V
are ℓ-subgroups of Y such that U is normal in V , bU , bV , are ℓ-blocks of respectively CY (U), CY (V ) and V
fixes bU . The inclusion of subpairs in Y writes with Brauer’s morphism Br
Y
V on the images in caracteristic
ℓ : BrYV (b¯U ).b¯V = b¯V and bU is unique when bV is given. We have
∑
x∈CX(U)/CX (U)bU
bU
x =
∑
j
BU,j ,
∑
y∈CX(V )/CX (V )bV
bV
y =
∑
k
BV,k
where {BU,j}j is the set of blocks of CX(U) that cover bU , an orbit under the action of (CX(U)/CY (U))∧,
or of (X/Y )∧ via (θ 7→ θU ), and {BV,k}k is the set of blocks of CX(V ) that cover bV , an orbit under the
action of (CX(V )/CY (V ))
∧, hence of (X/Y )∧.
One has
∑
x∈CX(U)/CX (U)bU
BrYV (b¯U
x
) =
∑
j Br
X
V (
¯BU,j), an equality between sums of idempotents.
As b¯V appears on the left as primitive in the center of kCY (V ) and the sum is stable under the actions
of CX(V )/CY (V ) and of (X/Y )
∧, any BV,k appears on the right side. That proves a normal inclusion
(U,BU,j) ⊳ (V,BV,k) in X , in fact a map (k 7→ j) that commutes with the action of (X/Y )∧.
As inclusion of subpairs is defined by transitivity from normal inclusions, we have (i) in (a).
(ii) Given B, BD is defined modulo NX(D)-conjugacy. (ii) follows from (i).
(b) λ has central defect and defines bD. By Frattini argument, as all maximal pairs in Y containing
(1, b) are Y -conjugate we have Xb = Y.NX(D)λ.
(c) We use (a) and consider the blocks of CX(D) that cover bD. They are given by their canonical
character µj = Ind
CX (D)
CX (D)λ
λ′j , λ
′
j ∈ Irr(CX(D)λ | λ) (λ
′
j and µj have central defect). As each λ
′
j extends
λ (no-multiplicity hypothesis) we have m := |CX(D)λ/CY (D)| distincts blocks B′j with central defect of
CX(D), a regular orbit under (CX(D)λ/CY (D))
∧, that cover |CX(D)/CX(D)λ| blocks of CY (D). As X/Y
is abelian we have [NX(D),CX(D)] ⊆ CY (D), hence NX(D)µj = NX(D)B′j does not depend on j, denote it
NX(D)µ. If x ∈ NX(D) and µjx = µk, then, by restriction to CX(D), BD
x = BD. By conjugacy of maximal
subpairs containing a block, a block of X that covers b corresponds to an orbit under CX(D).NX(D)bD in
the set of blocks of CX(D) that cover bD. Recall that NX(D)bD = NX(D)λ. We have a regular orbit under
CX(D).NX(D)λ/CX(D).NX(D)λ ∩NX(D)µ, a quotient isomorphic to NX(D)λ/NX(D)λ ∩ NX(D)µ.
We have obtained an exact sequence
1→ NX(D)λ ∩ NX(D)µ → NX(D)λ →
(
I
CX(D)
CY (D)
(BD)/CY (D)
)∧
→
(
IXY (B)/Y
)∧
→ 1
If, in Proposition 5.1.4, λ extends to µ ∈ Irr(CX(D)) and µ is stable under NX(D)λ — and that is the
case if B is the principal block — then ρ(CX(D))
∧ acts regularly on the set of blocks of X that cover b.
5.1.5. Proposition. Let Y ⊆ X be finite groups, Y invariant in X , and b a block of Y , B a block of X
such that B covers b. Assume that B has central defect.
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(a) If there is χ ∈ Irr(B) of height zero and whose restriction to Y has multiplicities prime to ℓ, then b
has central defect group and Z(Y )ℓ = Y ∩ Z(X)ℓ.
(b) If X/Y is ℓ-solvable, then (a) applies and b has central defect group.
(c) If b has central defect, there is χ ∈ /IIB as in (a).
Proof. There is some χ ∈ Irr(B) whose kernel contains the defect group, of height 0 : χ(1)ℓ = |X/Z(X)|ℓ.
Let ξ ∈ Irr(b) such that χ ∈ Irr(X | ξ) [28], Chapter 5, Lemma 5.7.
(a) If 〈ResXY χ, ξ〉Y is prime to ℓ, and that is clearly true if X/Y is an ℓ
′-group or if X/Y is cyclic,
then we have χ(1)ℓ = ξ(1)ℓ|X : Xξ|ℓ, hence ξ(1)ℓ = |Xξ/Z(X)|ℓ. We have Z(X) ⊆ Xξ ⊆ Xb. By 5.1.3
on defect groups of covering blocks we have |Xb/Y Z(X)|ℓ = 1. Thus |Xb|ℓ = |Xξ|ℓ = |Y.Z(X)|ℓ, hence
ξ(1)ℓ = |Y/Y ∩ Z(X)|ℓ. But Y ∩ Z(X) ⊆ Z(Y ) and ξ(1) divides |Y/Z(Y )|. Hence Z(Y )ℓ = Y ∩ Z(X)ℓ and
the defect group of b is Z(Y )ℓ.
(b) The condition Z(Y )ℓ = Z(X)ℓ ∩ Y is equivalent to Z(Y )ℓ ⊆ Z(X) and to Z(Y.Z(X)ℓ)ℓ = Z(X)ℓ. If
true that condition implies similar ones for any group R between Y and X : we have then Z(Y )ℓ ⊆ Z(R) and
Z(R)ℓ ⊆ Z(X). If X/Y is ℓ-solvable there is a sequence 1 = K0 ⊳ K1 ⊳ . . . ⊳ Kk ⊳ Kk+1 = X such that each
quotient Kj+1/Kj is a cyclic ℓ-group or an ℓ
′-group, hence (a) applies.
(c) If b has central defect as B, then a := 〈ResXY χ, ξ〉Y is prime to ℓ for some χ :
Let ξ be the canonical character of b and assume χ ∈ Irr(X | ξ). We have ξ(1)ℓ = |Y/Z(Y )|ℓ and
χ(1) = aξ(1)|X |/|Xξ|, |Xξ|ℓ = |Xb|ℓ = |Y.Z(X)|ℓ. Hence χ(1)ℓ.|Z(Y )/Z(X) ∩ Y |ℓ = aℓ|X/Z(X)|ℓ. But χ(1)
divides |X/Z(X)| and Z(Y )ℓ = Y ∩ Z(X)ℓ, so that aℓ = 1.
An alternative proof when Y/X is an ℓ-group :
As Z(X)ℓ is in the kernel of the canonical character χ of B, Z(X)ℓ ∩ Y is contained in the kernel of
any component ξ of Irr(b) ∩ ResXY χ, we may assume Z(X)ℓ = 1. Then by ???? Xb = Y , hence Xξ = Y . It
follows that ξ is projective as is χ, so that b has null defect and Z(Y )ℓ = 1. Coming back to the general case
Z(H)ℓ ⊆ Z(G)ℓ ∩H .
5.2. On unipotent series
The following reminds us a result of Geck [25]. If d = 1, by the theory of Hecke algebras, in an Harish-
Chandra series E(GF , (L, λ)), to the sign representation of the associated Hecke algebra there corresponds
a unique irreducible character whoose degree has maximum p-valuation and with multiplicity 1 in RGL λ.
In Proposition 5.2, (a) we find in classical types an irreducible character whoose degree has minimum p-
valuation and with multiplicity 1 in RGL λ... Assertion (b) of Proposition 5.2 is true for d = 1 by Geck’s
argument. We use notations and definitions of section 2.2. Our reference is [26], Appendix.
5.2. Proposition. Let (G,F ) be a connected reductive group defined on Fq. Let d be a positive
integer and (L, α) a d-cuspidal unipotent datum of (G,F ), defining the Generalized d-Harish-Chandra series
E(GF , (L, α)) ⊆ E(GF , 1). Assume d > 1.
(a) Assume all components of G have classical type. Let χ0 ∈ E(GF , (L, α)) such that χ(1)p is minimal
on χ0 for χ running in the G.d-HC series χ0 ∈ E(GF , (L, α)). Then χ0(1)p ≤ α(1)p, with equality if p > 2,
and χ0(1) 6= χ(1) for any other χ ∈ E(GF , (L, α)). Furthermore |〈RGL α, χ0〉GF | = 1.
(b) In any type there exist χ ∈ E(GF , (L, α)) such that 〈RGL χ, α〉GF ∈ {−1, 1} and ξ(1) 6= χ(1) for any
ξ ∈ E(GF , (L, α)) different from χ.
Proof. By inspection. As the unipotent Lusztig series is invariant in an isotypic morphism (see 1.3.1), we
may assume that G is rationally irreducible, finally is irreducible.
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(a.1) Type An.
Assume first that G is split. One has a parametrization of E(GF , 1) by partitions of n+ 1. A partition
Λ = {0 ≤ λ1 ≤ . . . ≤ λm} may be defined by a so-called “β-set” B(Λ) = {0 < b1 < . . . bm} where bj = λj + j
(1 ≤ j ≤ m). One may assume m as large as we want, adding 0 at the beginning of {λj}j. Assume Λ define
χ ∈ E(GF , 1). By the degree formula given in [26] Appendix, we have χ(1)p = qv(B(Λ)), where
v(B(Λ)) =
∑
1≤j<m
(m− j)bj −
∑
1≤j<m−1
(
m− j
2
)
If Λ1 is a partition of (n+ d+1) with the same number of components than Λ, one says that Λ may be
deduced from Λ1 by deleting a hook of length d if and only if B(Λ1) = B(Λ)+˙{bj, bj + d} for some j ∈ [1,m]
(here +˙ is boolean addition and bj ∈ B(Λ), bj + d ∈ B(Λ1)). Clearly if j = m then v(B(Λ1)) = v(B(Λ)).
Let k such that bk < bj + d < bk+1 (with k = m if bm < bj + d). By the above formula we have
v(B(Λ1))− v(B(Λ)) =
∑
j<s≤k bs + (m− k)d− (k − j)bj =
∑
j<s≤k(bs − bj) + (m− k)d.
The two terms on the right are non negative and they are null only if j = k and m = k, that is j = m.
A d-cuspidal element in E(GF , 1) is defined by a d-core κ, or partition without any hook of length d,
equivalently : if bj ∈ B(κ) and bj ≥ d, then bj − d ∈ B(κ). A d-cuspidal unipotent datum in (G,F ) is
defined by a d-split Levi subgroup of type An−td (t ∈ N) and λ ∈ E(LF , 1), λ being defined by a d-core. The
elements of E(GF , (L, λ)) corresponds to the set of partitions of (n+1) from which one can go down to κ by
deleting a sequence of hooks of length d. By what we saw in the case t = 1 there is a unique element Λ0 in
that set with minimal parameter v, precisely such that v(B(Λ0)) = v(B(κ)). Furthermore there is only one
way to go from B(Λ0)) = {0 < b1 < . . . bm−1 < bm + td} to B(Λ) by deleting a sequence of hooks of length
d, and that implies |〈RGL α, χ〉GF | = 1.
In connection with Ennola’s conjecture, there is a bijection from E(GLn+1(q), 1) to E(GUn+1(q), 1),
(χ 7→ χ1) that preserves the p-valuation of degrees. There is also a one-to-one map N → N, (d 7→ d1) and
a correspondance (L 7→ L1) between GLn+1(q)-conjugacy classes of d-split Levi subgroups of GLn+1 and
GUn+1(q)-conjugacy classes of d1-split Levi subgroup of GUn+1 that commutes with Lusztig induction so that
χ is d-cuspidal if and only if χ1 is d1-cuspidal, and E(GLn+1(q), (L, λ)) is sent onto E(GUn+1(q), (L1, λ1)).
Hence the property we claim goes from type A to type 2A.
(a.2) Types Bn, Cn.
We use the following elementary lemma :
Lemma. Let {bj}1≤j≤N be a sequence of natural integers such that bj > b1 if j 6= 1 and N is even. Let
ǫ: [1, N ]→ {−1, 1}, q ∈ N, q ≥ 2. Then
∏
1≤j≤N
(qbj − ǫ(j)) 6=
∏
1≤j≤N
(qbj + ǫ(j))
Proof of the lemma. Assume equality. The general term in the developpement of each product is defined by
a subset Y of [1, N ] and writes on the right side t(Y ) = (Πy/∈Y ǫ(y))q
Σy∈Y by , on the leftt side (−1)N−|Y |t(Y ).
If |Y | is even these terms are equal, hence simplify. If |Y | is odd, they differ by a minus sign.
If q 6= 2, reducing modulo qb1+1 we obtain 2qb1 ≡ 0 (mod qb1+1), a contradiction.
If q = 2, reducing modulo 2b1+2 we obtain 2b1+1 ≡ 0 (mod qb1+2), a contradiction.
An element χ in E(GF , 1) is defined by a symbol (B,C) of rank n, where B ⊆ N, C ⊆ N,
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B = {b0 = 0 < b1 < . . . < bj < . . . bs}, C = {c0 = 0 < c1 < . . . < cj < . . . ct} and (s− t) ∈ N is odd. By [26]
the p-valuation of χ(1) may be written (2|B∩C|)p.q
v(B,C)+f(s+t) with
v(B,C) =
∑
1≤j≤s
(s− j + |C∩]bj ,∞[|)bj +
∑
1≤j≤t
(t− j + |B∩]cj ,∞[|)cj +
∑
b∈B∩C
b
We note that if bs > ct (resp. ct > bs), then v(B,C) is independant of bs (resp. ct), but, as we’ll see, is
growing up with the other values bj, cj .
(i) Assume d odd. Then α is defined by a symbol (B0, C0) of rank k, where (n − k) ∈ dN, and such
that the partitions associated to B0 and C0 respectively are d-cores. The symbol (B,C) defines an element
of E(GF , (L, α)) if and only if one can go from B to B0, and from C to C0 deleting a sequence of hooks of
length d. Let (B,C) as above and consider (B1, C) with B1 = B+˙{bj, bj+d} for some j such that bj+d /∈ B.
Let r ∈ [j, s] maximum such that br < bj + d. One has
v(B1, C)− v(B,C) =
∑
j<i≤r(bi − bj) + (s− r)d + |C∩]bj + d,∞[|d+
∑
{i|bj<ci≤bj+d}
(ci − bj).
It is a sum of four non negative integers that are all null only under the conditions : bj is maximum in B
(that is j = s) and C ⊆ [0, bj], hence bs ≥ ct. For p 6= 2 these are the conditions under which the p-valuation
of the degree of corresponding irreducible unipotent character does not increase when going from (B,C) to
(B1, C).
For p = 2 we have to take account of the factor (2|B∩C|)p: to obtain the variation of the p-contribution
to the degree, multiply qv(B1,C)−v(B,C) by 2 if bj + d ∈ C but bj /∈ C, and by 1/2 if bj ∈ C but bj + d /∈ C.
The valuation in 2 may decrease strictly if cs = bt and j = t.
Assume sup(C0) 6= sup(B0). By our description in type A and the value of v(B,C) above, there exists
one and only one symbol (B,C) of rank n in the d-series above (B0, C0) such that v(B,C) ≤ v(B0, C0) and
then v(B,C) = v(B0, C0) : if bs > ct, it is (B1, C1) = (B0+˙{bs, bs + n − k}, C0). If χ1 ∈ E(GF , 1) has
parameter (B1, C1) χ1(1)p is minimal in the d-series E(GF , (L, α)) (sketch specially the case p = 2, assuming
d > 1). Then |〈RGL α, χ1〉GF | = 1, because there is only one way to go from (B1, C1) to (B0, C0) by deleting
successively (n− k)/d hooks of length d.
Assume now a := sup(C0) = sup(B0). There are exactly two different symbols
(B1, C1) = (B0, C0+˙{a, a+ n− k}), (B2, C2) = (B0+˙{a, a+ n− k}, C0)
of rank n in the d-series of (B0, C0) such that v(Bi, Ci) ≤ v(B0, C0), (i = 1, 2), and then v(Bi, Ci) = v(B0, C0)
(short of the case p = 2, see above). We have to compare the degrees of the χi ∈ E(GF , 1) corresponding to
(Bi, Ci) (i = 1, 2). The degree formula given in [26] shows that if (B,C) is the parameter of χ ∈ E(G
F , 1),
χ(1)p′ is, up to a constant depending only of (|G|, s, t) equal to
(2|B∩C|)p′∏
γ(q
l(γ) − 1)
∏
δ(q
l(γ1) − 1)
∏
γ′(q
l(δ) + 1)
where γ (resp. γ1, δ) runs on the set of hooks of B (resp. hooks of C, cohooks of (B,C)) and the function l
design the length of the hook or cohook. We have
(
2p′ .(q
n−k − 1).
∏
1≤u≤n−k−1
(q2u − 1)
)(
χ1(1)
α(1)
)
p′
=
∏
c<a,c/∈C0
qa−c − 1
qa+n−k−c − 1
∏
b<a,b/∈B0
qa−b + 1
qa+n−k−b + 1
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(
2p′ .(q
n−k − 1).
∏
1≤u≤n−k−1
(q2u − 1)
)(
χ2(1)
α(1)
)
p′
=
∏
c<a,c/∈C0
qa−c + 1
qa+n−k−c + 1
∏
b<a,b/∈B0
qa−b − 1
qa+n−k−b − 1
hence (
χ1(1)
χ2(1)
)
p′
=
∏
c<a,c/∈C0
(qa−c − 1)(qa+n−k−c + 1)
(qa+n−k−c − 1)(qa−c + 1)
∏
b<a,b/∈B0
(qa−b + 1)(qa+n−k−b − 1)
(qa+n−k−b + 1)(qa−b − 1)
Let B¯ := {a − b | b < a, b /∈ B0}, C¯ = {a − c | c < a, c /∈ C0}, D := n − k + B¯, E = n − k + C¯. Assume
χ1(1)p′ = χ2(1)p′ . We have
∏
x∈C¯
(qx − 1)
∏
x∈B¯
(qx + 1)
∏
x∈D
(qx − 1)
∏
x∈E
(qx + 1) =
∏
x∈C¯
(qx + 1)
∏
x∈B¯
(qx − 1)
∏
x∈D
(qx + 1)
∏
x∈E
(qx − 1)
in which we may exchange (B¯, E) and (C¯,D). If x ∈ B¯ ∩ C¯, the factor (q2x− 1) appears in each side of that
equality. So we may assume B¯ ∩ C¯ = ∅, as well as D ∩E = ∅. Similarly if x ∈ C¯ ∩E or x ∈ B¯ ∩D there is a
simplification by (q2x− 1). Finally we have an equality as above with C¯ ∩ B¯ = C¯ ∩E = D∩E = B¯ ∩D = ∅,
B¯ 6= ∅, |C¯| = |E|, |B¯| = |D|. Then let y be the smallest element of B¯ ∪ C¯ ∪D ∪ E. If y ∈ B¯ (resp. y ∈ C¯),
then y /∈ D, (resp. y /∈ E) because Inf(D) ≥ n− k + Inf(B¯) (resp. Inf(E) ≥ n− k + Inf(C¯)). The Lemma
applies : χ1(1)p′ and χ2(1)p′ are different.
The equalities |〈RGL α, χ1〉GF | = 1 = |〈R
G
L α, χ2〉GF | = 1 are true as in the first case.
(ii) Assume d even.
In that case α is defined by a symbol (B0, C0) with no cohook of length d/2. If an element χ ∈ E(GF , 1)
defined by a symbol (B,C), it belongs to the d-series E(GF , (L, α)) if one can go down from (B,C) to
(B0, C0) by deleting a sequence of cohooks of length d/2.
As in (i) the degree formula imply that if Sup(B0) > Sup(C0) there is only one symbol (B1, C1) of
rank n in the d-series of (B0, C0) such that v(B1, C1) = v(B0, C0), that is (B0+˙{bs}, C0+˙{bs + n − k}) if
2(n− k)/d is odd, and (B0+ {bs, bs+n− k}, C0) if 2(n− k)/d is even. The sequence of cohooks to go down
from (B1, C1) to (B0, C0) is unique so that, if χ1 ∈ E(GF , 1) has parameter (B1, C1) then 〈RGL α, χ1〉GF = 1.
Assume Sup(B0) = Sup(C0) = a. We find two symbols of rank n in the d-series of (B0, C0) :
(B0+˙{a}, C0+˙{a + n − k}) and (B0+˙{a + n − k}, C0+˙{a}). Listing variations on the sets of hooks and
cohooks between (B0, B0) and (Bi, Ci) (i = 1, 2) one finds the same quotient [χ1(1)/χ2(1)]p′ as above, hence
χ1(1)p′ 6= χ2(1)p′ .
(a.3) Types Dn,
2Dn.
An element χ in E(GF , 1) is defined by a symbol (B,C) of rank n, where ||B|−|C|| ∈ 4N if (G,F ) is split
and |B| − |C| ≡ 2 (mod 4) if not. Furthermore, if B 6= C, (B,C) and (C,B) define the same irreducible
character, but (B,B) defines two χ ∈ E(GF , 1), said to be “twins”. A d-cuspidal λ is defined par a symbol
(B0, C0) without any hook of length d (in case d is odd) or without any cohook of length d/2 (in case d is
even). The p-valuation and the p′-component of the degrees are given by the same formulas as in type B,
up to a constant factor. If (B0, C0) is not symmetric the symbols (Bi, Ci) given in (i) (if d is odd) or (ii) (if
d is even) are not symmetrics. The proofs given in (a.2) go on.
Thus we consider a symmetric symbol (B0, C0). The twins element of E(LF , 1) defined by (B0, C0) are
NGF (L)-conjugate if L 6= G. Then the symbols (Bi, Ci), as defined in (a.2), are not symmetric and verify
(B1, C1) = (C2, B2), hence we obtain a unique χ ∈ E(GF , 1) with claimed properties.
(b) Exceptional types.
One may conjecture that (a) generalizes to exceptional types as well as the following variation :
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There exist χ ∈ E(GF , (L, α)) such that
for all ξ ∈ E(GF , (L, α)), ξ(1)p divides χ(1)p; if ξ(1)p = χ(1)p and ξ 6= χ then ξ(1) < χ(1) .
Furthermore |〈RGL α, χ〉GF | = 1.
But the verification is quite boresome because in some G.d-HC unipotent series one may find different
elements with equal generic polynomial degree. In all cases there is a unique element whose generic degree
has minimal q-valuation, or a unique element whose generic degree has maximal q-valuation, and that gives
(b).
If L is a maximal torus T , so that α = 1TF , 1GF has the property, and the Steinberg character the
opposite one, thanks to [20], 12.7, 12.8.
The d-unipotent series E(GF , (L, α)) when L is not a torus are given in [10], Table 1, Table 2, with
multiplicities 〈χ,RGL α〉GF . The generic degrees, polynomials in q, of element of E(G
F , 1) are as in [26,
Appendix]. The verification is immediate.
In series that are known only by the sum of two algebraic conjugate, as 15 + 16, 40 + 41, 42 + 43 in
notations of [10], two algebraic conjugate irreducible components (which have equal degree) are always in
different series.
5.3. On a commutation formula in classical type
Here we prove the commutation formula (J3) we considered in section 1.3.3, for groups of classical type.
5.3. Proposition. Assume G has classical type and a connected center. Let s ∈ G∗F be semi-simple,
let L∗ and M∗ be F -stable Levi subgroups in G∗ such that s ∈ L∗ ⊆ M∗, and L ⊆ M be F -stable Levi
subgroups of G in dual GF -conjugacy classes. Assuming Mackey decomposition formula between F -stable
Levi subgroups of G, one has
(5.3.1) RML ◦ΨL,s = ΨM,s ◦ R
CM∗ (s)
CL∗ (s)
Proof. By our general conventions we assume that the duality between L and L∗, M and M∗, G and G∗
may be defined around the same pair of dual maximal tori (T ⊆ L, T ∗ ⊆ L∗) and so on for any “dual” sets
{Lj}j, {L∗j}j of Levi subgroups of G, G
∗ with a common maximal torus T ⊆ ∩jLj , T ∗ ⊆ ∩jL∗j . Similar
restrictions apply to dualities over Fq between F -stable groups. It follows that the choice of duality between
L and L∗, hence the eventual different choices of ΨL,s, if s ∈ L∗, do not affect RML ◦ΨL,s.
As a consequence of Mackey formula RML⊂P ◦ΨL,s is independant of the choice of P . By duality (5.3.1)
implies
(5.3.2) ΨL,s ◦
∗R
CM∗ (s)
CL∗ (s)
= ∗RML ◦ΨM,s
We prove (5.3.1) by induction on the semi-simple rank of M . If M is a torus, L =M , there is nothing
to prove. If L is a torus the formula follows from (ii) in Proposition 1.3.1.
(a) A ” trivial case” is the following : it may happen that CM∗(s) = CL∗(s) when Z
◦(L∗) ⊆ Z◦(CM∗(s))
(note that Z◦(L∗) ⊆ CG∗(s) and CL∗(s) = CCG∗ (s)(Z
◦(L∗))). In that case RML restricts to and is defined by
a bijection E(LF , s)→ E(MF , s) that commutes with Jordan decomposition by (iii) of Proposition 1.3.2. So
we have a special case of (5.3.1) : RML ◦ΨL,s = ΨM,s.
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(b) By transitivity of Lusztig induction, if there exists some F -stable Levi subgroup K of G with
L ⊆ K ⊆M , L∗ ⊆ K∗ ⊆M∗, such that ΨM,s ◦R
CM∗ (s)
CK∗ (s)
= RMK ◦ΨK,s and ΨK,s ◦R
CK∗ (s)
CL∗ (s)
= RKL ◦ΨL,s, we
are done. So we write RML as a product of minimal ”steps”.
(c) To a Levi subgroup L with s ∈ L∗ we associate an eventually smaller Levi subgroup Ls as follows :
let Ls ⊆ L such that Ls is in the dual G
F -conjugacy class of
L∗s := CG∗(Z
◦(L∗ ∩CG∗(s)))
As Z◦(L∗) ⊆ Z◦(L∗ ∩ CG∗(s)), one has L∗s ⊆ L
∗, which allows to assume Ls ⊆ L. By definition CL∗s (s) is
CCG∗ (s)(Z
◦(L∗ ∩ CG∗(s))) = CL∗(s). The ”trivial case” we described in (a) shows that RLLs ◦ΨLs,s = ΨL,s.
Given L and M with L∗ ⊆ M∗, clearly L∗s ⊆ M
∗
s so we may assume that Ls ⊆ Ms. Now it is sufficient to
prove our formula between Ls and Ms. Indeed, assuming that R
Ms
Ls
◦ΨLs,s = ΨMs,s ◦ R
CM∗s
(s)
CL∗s
(s) , we have by
(a) and (b)
RML ◦ΨL,s = R
M
L ◦ R
L
Ls ◦ΨLs,s = R
M
Ms ◦ R
Ms
Ls
◦ΨLs,s
= RMMs ◦ΨMs,s ◦ R
CM∗s
(s)
CL∗s
(s) = ΨM,s ◦ R
CM∗ (s)
CL∗ (s)
.
(d) So now we assume that L = Ls ⊆ M = Ms with notations of (c) and L 6= M . Thanks to (b) we
assume that CL∗(s) is a maximal F -stable Levi subgroup in CM∗(s).
We claim that
(5.3.3) ||RML (ψL,s(λ))|| = ||R
CM∗ (s)
CL∗ (s)
λ||.
Denote ζ = ΨL,s(λ). The square norm of R
M
L ζ is 〈
∗RML (R
M
L ζ), ζ〉LF and may be computed by Mackey
formula. It is a sum, indexed on a set of double classes mod LF in MF , of terms 〈RLL∩gL (
∗RL∩
gL
gL (
gζ)), ζ〉LF .
Here g is such that L and gL have a common maximal torus so that L ∩ gL is a Levi subgroup of gL and
of L. When g1 runs in L
F gLF , L ∩ g1L runs in a complete LF -conjugacy class of Levi subgroups of L. The
scalar product above is
(5.3.4) n(g) := 〈χ(g), ζ〉LF with χ(g) := R
L
K(g) (
∗R
gL
K(g)(
gζ)) and K(g) = L ∩ gL
As ζ ∈ E(LF , s), n(g) is non zero only if for any couple (T, θ) with T ⊆ K(g), θ ∈ Irr(TF ) and
〈∗R
gL
K(g)∩gL(
gζ),R
K(g)
T θ〉K(g)F 6= 0 then the L
F -conjugacy class of (T, θ) is associated to the (L∗)F -conjugacy
class of some (S∗, s). That condition on gζ is equivalent to 〈∗R
gL
T (
gζ), θ〉TF 6= 0. As g ∈ M
F we have
〈∗RLT gζ, θ
g〉(T g)F = 〈
∗R
gL
T (
gζ), θ〉TF . Hence (T
g, θg) and (T, θ) are LF -conjugate. But g is defined modulo
LF , so we may assume
(A) g ∈ NMF (T, θ) for some (T, θ) in the L
F -conjugacy class corresponding to the (L∗)F -conjugacy class
of (T ∗, s).
and then
(5.3.5) ||RML (ΨL,s(λ)||
2 =
∑
LF gLF |(A)
n(g)
Let w = gT ∈ W (M,T )F and w∗ the image of w in the anti-isomorphism W (M,T ) → W (M∗, T ∗),
w∗ ∈W (CM∗(s), T ∗)F and w∗ = g∗T ∗ for some g∗ ∈ NCM∗ (s)F (T
∗). Let Φ(L, T ) ⊂ X(T ) be the set of roots
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of L with respect to T . With our choice of g we have Φ(K(g), T ) = Φ(L, T ) ∩ wΦ(L, T ). We define a dual
Levi subgroup K∗(g) in L∗ by Φ(K∗(g), T ∗) = Φ(L∗, T ∗) ∩ w
∗
Φ(L∗, T ∗). As w∗ ∈ W (CM∗(s), T
∗), we have
Φ(CK∗(g)(s), T
∗) = Φ(CL∗(s), T
∗) ∩ w
∗
Φ(CL∗(s), T
∗), that is
(5.3.6) K∗(g) = L∗ ∩ g
∗
L∗, CK∗(g)(s) = CL∗(s) ∩
g∗CL∗(s)
To K(g), g as in (A), we have associate a Levi subgroup CL∗(s) ∩ g
∗
CL∗(s) of CM∗(s), hence one of the
terms of the Mackey formula for ∗R
CM∗ (s)
CL∗ (s)
◦ R
CM∗ (s)
CL∗ (s)
. The contribution of that term to the square product
||R
CM∗ (s)
CL∗ (s)
λ||2 is
(5.3.7) n(g∗) := 〈µ(g∗), λ〉CL∗ (s)F for µ(g
∗) := R
CL∗ (s)
CK∗(g)(s)
(∗R
g∗CL∗ (s)
CK∗(g)(s)
(g
∗
λ))
with K∗(g) given by (5.3.6). We have
(5.3.8) ||R
CM∗ (s)
CL∗ (s)
λ||2 =
∑
CL∗ (s)F g∗CM∗ (s)F⊆M∗ F
n(g∗)
Assume h satisfy condition (A) with a torus S as g with T and define (K∗(h), h∗) from (h, S) as
(K∗(g), g∗) from (g, T ). If CK∗(h)(s) is CM∗(s)
F -conjugate to CK∗(g)(s), then
CL∗(s)
Fh∗CL∗(s)
F = CL∗(s)
F g∗CL∗(s)
F therefore (L∗)Fh∗(L∗)F = (L∗)F g∗(L∗)F so thatK∗(g) andK∗(h)
are L∗F -conjugate. Then K(h) and K(g) are LF -conjugate and LFhLF = LF gLF .
To any of the double class LF gLF (g ∈MF ) we have to consider in (5.3.5) we associate a double class
CL∗(s)g
∗CL∗(s) (g
∗ ∈ CM∗(s)F ) and that application is injective. Given a double class CL∗(s)g∗CL∗(s)
where g∗ ∈ CM∗(s)F and CL∗(s)∩ g
∗
CL∗(s) contains a maximal torus T
∗ we may choice g∗ ∈ NM∗(T ∗)F , so
that g∗T ∗ = w∗ ∈W (CL∗(s), T ∗)F ⊆W (L∗, T ∗)F . For w∗ 7→ w and gT = w (g ∈MF ), w in the isomorphic
group W (L, T ), CL∗(s)g
∗CL∗(s) is associated to L
F gLF .
So we have defined a bijection LF gLF 7→ CL∗(s)g∗CL∗(s) between terms of the two decomposition
formulas (5.3.5) and (5.3.8). Now (5.3.3) will follow from the equality n(g) = n(g∗) for any such couple
(g, g∗).
On M -side one has n(g) = 〈∗R
gL
K(g)(
gζ), ∗RLK(g)ζ〉K(g)F . As g induces an isomorphism (L, F )→ (
gL, F ),
g∗ induces a dual isomorphism (L∗, F )→ g
∗
L∗ that fixes s so that we may assume gζ = ΨgL,s(
g∗λ).
If g ∈ NM (L)F , then K(g) = L and K∗(g) = L∗. In that case ng 6= 0 if and only if gζ = ζ, if ond only
if g
∗
λ = λ and then n(g) = 1 = 〈g
∗
λ, λ〉CL∗ (s)F = 1 = n(g
∗).
If L ∩ gL 6= L, induction hypothesis applies : we have, by (5.3.2),
∗R
gL
K(g)∩gL(
gζ) = ΨK(g),s(
∗R
Cg∗L∗(s)
CK∗(g)(s)
(g
∗
λ)), ∗RLK(g)ζ = ΨK(g),s(
∗R
CL∗ (s)
CK∗(g)(s)
(λ))
hence n(g) = 〈∗R
Cg∗L∗(s)
CK∗(g)(s)
(g
∗
λ), ∗R
CL∗ (s)
CK∗(g)(s))
(λ)〉CK∗(g)(s)F = n(g
∗).
(5.3.3) is proved.
(e) To conclude we need a
5.3.9. Lemma. Let (G,F ) be any algebraic reductive group defined on Fq, all components of which
have classical type. Let L be a maximal proper F -stable Levi subgroup of G and λ ∈ E(LF , 1). Then
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RGL⊂P λ is uniquely defined as the element of minimal norm among the set of µ ∈ ZE(G
F , 1) such that
πGun(µ) = R
G
L (π
L
un(λ)), so is independant of P .
(Proof of the Lemma after the end of the proof of the formula (5.3.1))
We have commutation formulas (1.3.1.4) and (1.3.2.4) :
RML ◦ π
L
un = π
M
un ◦ R
M
L , ΨM,s ◦ π
CM∗ (s)
un ◦ R
CM∗ (s)
CL∗ (s)
= πMun ◦ R
M
L ◦ΨL,s
Apply the Lemma between CL∗(s) and CM∗(s), and isometry ΨM,s, knowing that Jordan decomposition
commute with projection on the space of uniform function ((J.1) in Proposition 1.3.2) : ΨM,s(R
CM∗ (s)
CL∗ (s)
λ)
is uniquely defined as the element of minimal norm among the set of Λ ∈ ZE(MF , s) such that πMun(Λ) =
πMun(ΨM,s(R
CM∗ (s)
CL∗ (s)
λ)), its norm being precisely ||R
CM∗ (s)
CL∗ (s)
λ||.
We have πMun(R
M
L (ΨL,s(λ)) = ΨM,s(π
CM∗ (s)
un (R
CM∗ (s)
CL∗ (s)
λ)) = πMun(ΨM,s(R
CM∗ (s)
CL∗ (s)
λ)). By (5.3.3), (5.3.1) is
proved.
Proof of the Lemma 5.3.9. We use the fact that in classical type the application (λ 7→ πGun(λ)) from E(G
F , 1)
to KIrr(GF ), is one-to-one.
Let [G,G] = G1.G2 . . .Gk be a decomposition in a central product of rationally irreducible components.
The Levi subgroup L writes L = Z◦(G).(L ∩ G1) . . . (L ∩ Gk) where L ∩ Gi is a Levi subgroup of Gi. As
L is maximal there is only one i, say i = 1, such that L ∩ Gi 6= Gi. As the set of unipotent irreducible
characters is indifferent to central quotients, we may write λ = λ1⊗λ2⊗. . .⊗λk, where λ1 ∈ E((L ∩G1)F , 1),
λi ∈ E(Gi
F , 1) for i 6= 1 and µ ∈ Z[E(G1
F , 1)⊗ . . .⊗ E(Gk
F , 1)], so that RGL λ = R
G1
L∩G1
λ1 ⊗ λ2 ⊗ . . .⊗ λk.
Hence ||RGL λ||
2 = ||RG1L∩G1 λ1||
2 and πGun(R
G
L λ) = π
G1
un (R
G1
L∩G1
λ1)⊗ πG2un (λ2)⊗ . . .⊗ π
Gk
un (λk).
(a) If G1 has type A, every central unipotent function on G1
F is a uniform function. The condition
πGun(µ) = R
G
L (π
L
un(λ)) gives π
G
un(µ) = R
G1
L∩G1
λ1 ⊗ . . . ⊗ πGkun (λk) (L ∩ G1 maximal in G1 or not). From
the condition ||µ||2 ≤ ||RGL λ||
2, it follows that µ = RG1L∩G1 λ1 ⊗ . . . ⊗ µk with ||µi||
2 = 1 for i > 1 and
πGiun (µi) = π
Gi
un (λi), hence µi = λi for i > 1.
(b) If G1 has classical type X ∈ {B,C,D}, then there is some integer d such that L ∩ G1 has type
Xk−d, (the rational types of G1 and (L∩G1) may differ in types D, 2D), Z◦(L∩G1) has polynomial degree
(xd − 1) (if d is odd) or (xd/2+1) (if d is even). Then RG1L∩G1 λ1 is given by one of Asai’s formulas, a d-hook
(or (d/2)-cohook) formula, see [9], (3,5), (3.9). These formulas show that RG1L∩G1 λ1 is a sum
∑
1≤j≤r ±χj ,
all χj in distinct families, families defined from (W (G1), F ). But χj is uniquely defined in E(G1
F , 1) by
πG1un (χj). Thus R
G1
L∩G1
λ1 is unique in ZE(G1
F , 1) with uniform projection
∑
j ±π
G1
un (χj) and minimal square
norm r = ||RG1L∩G1 λ1||
2 = ||RGL λ||
2. We conclude as in (a).
5.4. More on Generalized d-Harish-Chandra theory
We use here results of Bonnafe´ [3] on type A with a Frobenius endomorphism, completed by Cabanes
[12] in twisted type.
5.4.1. Facts on wreath products
We need properties of the Weyl groups of centralizers of semi-simple elements in groups of type A.
In that section Σ is a finite set, a finite group B acts by permutations on Σ, W 0 is a direct product
indexed on Σ : W 0 = ×β∈ΣWβ . If β belongs to the orbit Bα ∈ Σ/B, then Wβ is isomorphic to Wα.
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We identify the groups Wβ (β ∈ Bα) to Wα so that B acts on ×β∈BαWβ as on the set of functions from
Bα to Wα, with its natural group structure. When Ω is contained in an orbit under B on Σ we denote
WΩ = ×β∈ΩW (β), a subgroup of W 0, with a projection morphism W 0 →WΩ, (w 7→ wΩ).
The fundamental property of the action of B on W 0 is that b ∈ B and bβ = β imply βw = w for any
w ∈Wβ . We say thatW :=W 0⋊B is a wreath product. Note that in that sense a direct productW 0×B is a
wreath product! With standard notations, if B acts faithfully and is transitive on Σ, then W 0⋊B ∼=Wx ≀B.
The proofs of all properties we recall here may be reduced to the transitive case. To easy references we use
notations similar to notations in [12] or [3].
As B acts on Irr(W 0) ∼= ×β∈ΣIrr(Wβ), we identify Irr(W 0) with ×β∈ΣIrr(Wβ) and we use notation
χΩ ∈ Irr(WΩ) if Ω is as above. For any subgroup C of B we have a natural one-to-one map
(5.4.1.1) Irr(W 0)C → Irr(W 0C), χ = χ1 7→ χC
and simplify χ〈b〉 in χb. Let χ ∈ Irr(W
0). Once the complement B is fixed, there is a special canonical
extension of χ to W 0 ⋊Bχ, as well as to any subgroup W
0 ⋊ C if C ⊆ Bχ, design it χ⋊ C, as in [12]. It is
caracterized as the unique irreducible extension of χ toW 0⋊C with natural integer value on c for any c ∈ C.
The restriction of χ ⋊ C to W 0c, we denoted χ ⋊ c, may be defined as follows : for any ω = 〈c〉α ∈ Σ/〈c〉,
an orbit under 〈c〉 in Σ, any wω = (w(β))β∈ω ∈Wω, put
(5.4.1.2) (χω ⋊ c)(wωc) = χωc (w(c
|ω|−1α) . . . w(c|ω|−jα) . . . w(α))
If (β 7→ w(β)) is constant on ω, then (χω ⋊ c)(wωc) = χωc (w(α)
|ω|). Then χ⋊ C is defined by
(5.4.1.3) (χ⋊ C)(wc) = (χ⋊ 〈c〉)(wc) = (χ⋊ c)(wc) = [⊗ω∈Σ/〈c〉(χ
ω ⋊ c)](wc)
Thus by (5.4.1.2) (χ⋊ C)(c) = (χ⋊ c)(c) = χc(1).
Let χˆ be in Irr(W | χ), χ is defined by χˆ mod B-action, χˆ is one of the distinct
(5.4.1.4) ΓW (χ ∗ θ) := IndWW 0⋊Bχ(θ ⊗ (χ⋊Bχ)) χ ∈ Irr(W
0)/B, θ ∈ Irr(Bχ)
5.4.1.5. Let be W =W 0 ⋊ B, χ ∈ Irr(W 0) as above.
(i) If C ⊆ Bχ, then Res
W 0⋊Bξ
W 0⋊C (χ⋊Bχ) = χ⋊ C. For any b ∈ B, (χ⋊Bχ)
b = χb ⋊Bχ
b.
(ii) If Bχ ⊆ C ⊆ D ⊆ B and θ ∈ Irr(Bχ), then
IndW
0
⋊D
W 0⋊C (Γ
W 0⋊C(χ ∗ θ)) = ΓW
0
⋊D(χ ∗ θ).
(iii) Assume B abelian. Let C be a subgroup of B, ψ ∈ B∧, θ ∈ (Bχ)∧, ρ = Res
Bχ
Cχ
θ. One has
ψ ⊗ ΓW (χ ∗ θ) = ΓW (χ ∗ (ResBBχψ ⊗ θ)) and Res
W
W 0⋊C(Γ
W (χ ∗ θ)) =
∑
b∈B/C Γ
W 0⋊C(χb ∗ ρ).
(iv) Assume B abelian. Let V 0⋊BV be a sub wreath product ofW
0⋊B, hence V ∩W 0 = V 0, BV ⊆ B.
One has, for any θ ∈ (Bχ)
∧, ζ ∈ Irr(V0), ψ ∈ (BV,ζ)
∧,
〈ResW
0
⋊B
V 0⋊BV
(ΓW
0
⋊B(χ ∗ θ)),ΓV
0
⋊BV (ζ ∗ ψ)〉V 0⋊BV
=
∑
b∈B/Bχ.BV,ζ
〈ResW
0
V 0 χ
b, ζ〉V 0 .〈Res
Bχ
Bχ∩BV,ζ
θ,Res
BV,ζ
Bξ∩BV,ζ
ψ〉Bχ∩BV,ζ
On proof. (i) and (ii) are clear from definition and caracterization of canonical extensions, (iii) is a special
case of (iv) with V 0 = W 0 and is easily deduced from definition (5.4.1.4) and Mackey’s formula. Using
(iii), (ii) and transitivity of restriction, one sees that (iv) is true if it is true when θ = 1 = ψ. We may
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extend χ 7→ χ⋊ b by Z-linearity on Z[Irr(W 0)b] so that (5.4.1.2) gives ResW
0b
V 0b (χ⋊ b) = (Res
W 0
V 0 χ)⋊ b. The
equality in (iv) follows by Mackey’s formula, B/Bχ.BV,ζ represents the set of doubles classes for W
0 ⋊ Bχ
and V 0 ⋊ (BV,ζ) in W
0 ⋊B.
5.4.1.6. Assume B abelian. By Mellin transform one defines for any b ∈ B and χ ∈ Irr(W 0)b
ΓˆW (χ ∗ b) =
∑
θ∈(Bχ)∧
θ(b−1)ΓW (χ ∗ θ)
Then Γˆ(χ ∗ b) extends |Bχ|.Res
W
W 0b(Γ(χ ∗ 1)) by 0 outside W
0b and 〈Γˆ(χ ∗ b), Γˆ(χ ∗ b)〉W 0b = |Bχ|.|B|. The
family {χ⋊ b}χ∈Irr(W 0)b is an orthonormal basis of Cent(W
0b).
5.4.2. G.d-HC in type A
Bonnafe´ introduced the following conjecture, assuming p is good for G, and ΓMu , Γ
L
uL , are Gelfand-Graev
characters of M and L respectively associated to regular unipotent elements uM (of M) and uL (of L) [3]
14.E.
5.4.2.0. Conjecture G. If L is an F -stable Levi complement of a parabolic subgroup P of an F -stable Levi
subgroup M of G, with a coherent choice of regular unipotent elements uM , uL one has
∗RML⊂PΓ
M
uM = Γ
L
uL .
(recall that we have included the sign ǫLǫM in our definition of R
M
L ).
Conjecture G is verified if p is good and [ Z(G) is connected or F is a Frobenius Fq-endomorphism and
q large enough ].
5.4.2. Proposition. Assume all components of G has type A and Conjecture G holds in (G,F ). Then
Generalized d-Harish-Chandra theory holds in any series E(GF , s), any d.
Proof. In part (A) we describe G.d-HC series in type A when the center of G is connected. In part (B),
thanks to the descripion of E(GF , s) in SLn(q) and SUn(q) due to Bonnafe´ and Cabanes, we describe G.d-HC
series in the general case by their image in the set of irreducible characters of the Weyl group of CG∗(s), see
(B.3.2).
(A) Connected center.
(A.1) The origin of G.d-HC for G := GLn, G
F = GLn(ǫq) is Murnaghan-Nakayam formula in symmetric
groups. We recall briefly these facts. The Weyl group W with respect to a maximal diagonal torus in G is
the symmetric group Sn on which F acts trivially. One has a one-to-one map, defined using Deligne-Lusztig
induction, [20] 15.8
(5.4.2.1) Irr(W )→ E(GF , 1), µ 7→ Rµ
and the map µ 7→ Rµ transform induction (on W -side) in Lusztig induction (on (G,F )-side).
Let δ be the order of ǫq modulo ℓ, so that δ differs from d in twisted type : if ǫ = −1 and ℓ 6= 2, then d
is δ, δ/2, 2δ resp. when δ ≡ 0, 2, (1 or 3) (mod 4) resp.). If δ = 1, then there is only one G.d-HC series in
E(GF , 1). Assume δ 6= 1.
Let S be a subgroup of Sn generated by m cycles of length δ with disjoints supports. The product v of
these m cycles is a parameter with respect to a diagonal maximal torus of G for a maximal torus Tv in G,
the centralizer of v in Sn has the form Sn−mδ × (S ⋊Sm) and Sn−mδ is the Weyl group of the d-split Levi
subgroup Lv := CG((Tv)Φd) with respect to Tv. Any Levi subgroup of G occurring in a unipotent d-cuspidal
datum in (G,F ) is so obtained. A d-split Levi subgroup of G that contains Lv up to G
F -conjugacy is defined
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by a partition of m, say m =
∑
jmj , and has Weyl group Sn−mδ × (×j[Smj ]
δ) where F acts regularly on
each direct product [Smj ]
δ. Any d-split Levi subgroup of G contains some Lv (with m large enough).
The Murnaghan-Nakayama formula allows to compute ResWW (Lv)v. When we consider that restriction
to the class W (Lv)v as a central function on W (Lv), we write it Res
W
W (Lv)∗v. With these notations all
unipotent central functions being uniform functions, ResWW (Lv)∗vµ gives
∗RGLvRµ (see [20], 15.7, 15.8). As
well we may define IndWW (Lv)∗v so that Ind
W
W (Lv)∗vν gives R
G
Lv
Rν when ν ∈ Irr(W (Lv)).
If µ = [λ] ∈ Irr(Sn) is defined by a partition λ of n with no hook of length δ — we say that λ is a δ-core
— then, by Murnaghan-Nakayama formula, µ has null value on any element whose cycle decomposition has
a cycle whose length belongs to δN. The type of any maximal torus in a proper d-split Levi subgroup of
G contains such a cycle, that’s why the corresponding Rµ is d-cuspidal in our first sense (2.4). The set of
partitions of n is a disjoint union of “δ-HC series” defined for each δ-core κ of size (n −mδ) for some m,
hence Irr(Sn) is a disjoint union of “δ-HC series” defined for each “δ-cuspidal” µ = [κ] ∈ Irr(Sn−mδ) (κ a
δ-core) for some m. With v of cycle type δm as above is defined a series in Irr(Sn) :
(5.4.2.2) SSn(m, δ, µ) = {λ ∈ Irr(Sn) | Res
Sn
Sn−mδ∗v
λ = cµ, c 6= 0}
these series form a partition of Irr(Sn) when µ = [κ] and κ runs on the set of δ-cores such that n−||κ|| ∈ δN.
In (5.4.2.2) c ∈ Z.
On (G,F )-side, (Lv, Rµ) is a unipotent d-cuspidal datum. The relation 〈λ, Ind
Sn
Sn−mδ∗v
µ〉Sn 6= 0 is
equivalent to 〈Rλ,RGLv Rµ〉GF 6= 0, furthermore the two scalar products are equal up to a sign ǫµǫλ and
this sign is 1 in non twisted type. Thus one has a partition of E(GF , 1) in G.d-HC series E(GF , (Lv, Rµ)) ,
(5.4.2.2) gives
(5.4.2.3) E(GF , (Lv, Rµ)) = {Rλ | λ ∈ S
Sn(m, δ, µ)}
(A.2) Unipotent G.d-HC series.
The generalization of G.d/(ǫq)-HC to any direct product of symmetric groups is immediate.
From the “invariance” of the set of unipotent irreducible characters in isotypic morphisms and properties
of direct products, we may assume that G is rationally irreducible. It may happen that the Fq-endomorphism
acts non trivially on the Dynkin diagram of G or/and of Lv. If it is the case we have to consider F -conjugacy
classes in W , central functions on WF , to recover Lusztig induction.
So we consider the scalar descent : the Weyl group W with respect to a maximal diagonal torus is a
wreath product W = Sn ≀ 〈F 〉 =W
0 ⋊ 〈φ〉. Here W 0 = ×β∈ΣWβ , F acts on Σ as a transitive permutation,
and φ is defined by F (see 5.4.1 with B = 〈φ〉).
One has a one-to-one map Irr(W 0)φ → E(GF , 1), (χ 7→ χ⋊ φ 7→ Rχ) that generalizes (5.4.2.1).
Let n such that Wβ ∼= Sn ∼= W 0φ, let r be the order of φ, r = |Σ|. Let m be a positive integer such
that mδ < n, the set of elements (vβ)β∈Σ in W
0 such that vβ has cycle type δ
m for any β ∈ Σ is an F -stable
W 0-conjugacy class whose intersection with W 0F is a conjugacy class of W 0. Take v inside with F (v) = v.
We have CW 0(v) = V
0.S0 where S0 is generated by the cycles of v, V 0 ∼= ×βSn−mδ, S0 and V 0 are F -stable
subgroups of W 0, S0 ⋊ 〈φ〉 and V 0 ⋊ 〈φ〉 are sub-wreath products of W and V 0 is the Weyl group of the
d-split Levi subgroup Lv of G, CG((Tv)φd) with respect to Tv. The action of F on W (Lv, Tv) is given by vφ,
acting as φ.
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We want to compute ResW
0φ
V 0∗vφ (the transpose map Ind
W 0φ
V 0vφ is called induction tordue in [1], 3.1). With
notations introduced in 5.4.1, (5.4.1.4), if χ ∈ Irr(W 0)φ, θ ∈ 〈φ〉∧, h ∈ V 0, then
ΓW (χ ∗ θ)(hvφ) = θ(φ)(χ ⋊ φ)(hvφ)
But, as φv = vφ and [v, V 0] = 1, (χ⋊ φ)(hvφ) = χφ(h
′vr) where h′ ∈ V 0φ is given by (5.4.1.2), with (φ, h)
instead of (c, wω). Let δ1 = δ/(δ, r), where (δ, r) denote the GCD of δ and r, so that v
r has cycle type
δ
m(δ,r)
1 . Assume that χφ belongs to S
Sn(m1, δ1, µ), with notations of (5.4.2.2), µ being defined by a δ1-core.
Let be ResW
0
V 0∗vrχ =
∑
ζ∈Irr(V 0) t(ζ)ζ. Then t(ζ) 6= 0 implies ζ ∈ Irr(V
0)vφ and
ResW
0 φ
V 0φ∗(vφ)rχφ =
∑
ζ∈Irr(V 0)vφ
t(ζ)ζφ
By (5.4.1.2) (χ⋊φ)(hvφ) =
∑
ζ∈Irr(V 0)φ c(ζ)ζφ(h
′) and ζφ(h
′) = (ζ⋊φ)(hφ) = (ζ⋊vφ)(hvφ). Extending
linearly the isometry (χ 7→ χ⋊ φ) to spaces of central functions Cent(V 0φ)→ Cent(V 0φ), we obtain
(χ⋊ φ)(hvφ) = ((ResW
0
V 0∗vrχ)⋊ vφ)(hvφ), Res
W
V 0vφ(Γ
W (χ ∗ θ)) = θ(φ)((ResW
0
V 0∗vrχ)⋊ vφ)
(5.4.2.4) ResW
0φ
V 0vφ(χ⋊ φ) = (Res
W 0
V 0∗vrχ)⋊ vφ
The partition in series like (5.4.2.2) applies to the basis {χ⋊φ}χ∈Irr(W 0)φ of the space of central functions on
Wφ (or F -central functions on W ) (see 5.4.1.6). Assume ζ ∈ Irr(V 0)vφ ∼= Irr(V 0,vφ) is defined by a δ1-core
κ, partition of n−m1δ1, so that ζφ = [κ]. Then Res
W
V vφ(Γ
W (χ ∗ θ)) = θ(φ)ResW
0φ
V 0vφ(χ⋊ φ) = cθ(φ)ζφ with
c ∈ Z and c 6= 0 if and only if χ ∈ Irr(W 0)φ and χφ ∈ SSn(m1, δ1, ζφ) by (5.4.2.4). So are defined G.d-HC
unipotent series in GF from G.δ-HC series in WF :
(5.4.2.5) E(GF , (Lv, Rζ)) = {Rχ | χφ ∈ S
Sn(m1, δ1, [κ])}, ζφ = [κ]
where ζ ∈ Irr(V 0)
φ
and ζφ is δ1-cuspidal in Sn−m1δ1 .
(A.3) In any Lusztig series.
Assume s is a semi-simple element of G∗F and CG∗(s) is connected. As an example, think to a central
product G of GLnj for some (nj)j . Then CG∗(s) is a central product of connected groups
∏
β∈ΣCβ of type
A, the product is indexed on the set Σ = ∪jΣj of eigenvalues of s in the standard representation. One has
W (s) = ×β∈ΣWβ . The preceding description applies to CG∗(s) by direct product on j ∈ J and on each
〈F 〉-orbit on Σ. Going down from ×ω∈Σ/〈F 〉(×β∈ω(Wβ)) ⋊ 〈φ〉) to W ⋊ 〈φ〉 is easy. That’s why G.d-HC
theory holds in E(CG∗(s)
F , 1).
Assuming Z(G) connected we have commutation formula (J3) : RGL ◦ ΨL,s = ΨG,s ◦ R
CG∗ (s)
CL∗ (s)
(when
s ∈ L∗). It gives G.d-HC theory in E(GF , s) :
If L is d-split in (G,F ) then L∗ is d-split in (G∗, F ) hence CL∗(s) is d-split in (CG∗(s), F ). Thanks to
(J3), ΨL,s(λ) is d-cuspidal in E(LF , s) if and only if λ is d-cuspidal in E(CL∗(s)F , 1) and G∗ is the only d-split
Levi subgroup of G∗ that contains CG∗(s). Any d-cuspidal unipotent datum (L
∗
s, α) in (CG∗(s), F ) defines
a GF -conjugacy class of d-cuspidal data (L, λ) in series s of (G,F ) as follows : L is in the dual class of the
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d-split Levi subgroup CG∗(Z(L
∗
s)φd) and λ = ΨL,s(α). By (J3) again one obtains a partition of E(G
F , s) in
G.d-HC series
(5.4.2.6) E(GF , (L,ΨL,s(λ))) = ΨG,s[E(CG∗(s)
F , (CL∗(s), λ))], L
∗ = CG∗(Z(L
∗
s)φd)
(B) General case, Z(G) connected or not.
From section 2 we may consider a regular embedding (G,F ) ⊆ (H,F ). Let t be a semi-simple element
of H∗ that maps on s by a dual map. We need the following elementary fact :
(B.1) Let M∗t = ×ω∈Σ/〈φ〉M
∗
ω be a d-split Levi subgroup of CH∗(t) = ×ωCω (Σ as in (A.3)). Define M
∗ by
M∗ = CH∗(Z(M
∗
t )φd) and let L
∗ be the image of M∗ in G∗. Let ω ∈ Σ/〈φ〉 and assume M∗ω 6= Cω. Then ω
is stable under AL∗(s)
F .
Proof of (B.1).
(a) Reduction.
(G,F ) is a central product of rationally irreducible components Gi. Let ν: (G
∗, F ) → (×iG
∗
i , F ) be a
dual map of (G0, F ) = (×iGi, F ) → (G,F ). From Proposition 1.1.4, (d) there exist regular embeddings
Gi → Hi, G → H , an isotypic morphism ×iHi → H and by duality a commutative diagram of isotypic
morphisms
H∗
ρ
−−→ G∗yν1 yν
H∗0 := ×iH
∗
i
ρ0
−−→ G∗0 := ×iG
∗
i
So are defined (ti)i = ν1(t), (si)i = ρ0((ti)i) = ν(s). Using the four maps above we may identify the
Weyl groups W (t), W ((ti)i), W
◦(s), W ◦((si)i), as well as the sets of eigenvalues Σ(t), ∪iΣ(ti) with φ-
action (see (A.3)). Furthermore ν induces morphisms W (s) → W ((si)i), AG∗(s) → AG∗0 ((si)i) commuting
with actions on Σ(t) (see Proposition 1.2.3). Given M∗t , we may consider M
∗
(ti)i
= ν1(M
∗
t ), and then
M∗0 = CH∗0 (Z
◦(M∗(ti)i)φd) = ν1(M
∗) = ×iM∗0,i so that ρ0(M
∗
0 ) = ν(L
∗) = ×iL∗0,i, where ρ(M
∗
0,i) = L
∗
0,i. The
restriction of ν induces a F -morphism AL∗(s) → Aν(L∗)((si)i), the last one is a subgroup of ×iAL∗0,i(si).
Now it is clear that if (B.1) is verified for (Gi → Hi, ti, si,M∗ti), any i, it is true for (G → H, t, s,M
∗
t ). So
we may assume G rationally irreducible.
In a scalar descent (see (A.2)) we may replace G by one of its component and F by some convenient
power. Then H = GLn for some n, so that G contains SLn. The above argument shows that if (B.1) is true
for SLn it is true for G. So we assume G = SLn.
(b) G = SLn ⊂ GLn.
By definition M∗ and L∗ are d-split. Thanks to (b) in Proposition 1.2.4, we may assume that M∗ω is a
maximal proper d-split Levi subgroup of Cω and that M
∗
ω′ = Cω′ if ω
′ 6= ω.
Then we have M∗ω = Sω × Kω, a direct product defined on Fq, where Sβ
∼= [GLm]δω for some m,
any β ∈ ω, and (Sω)
F ∼= GLm((ǫq)
|ω|δω ), Kβ = GLb, (Kω)
F ∼= GLb((ǫq)
|ω|). We have M∗ = M∗1 ×M
∗
2 ,
where M∗1
∼= [GLm1 ]
δ acts on the space V1 ⊕ V2 . . .⊕ Vδ of fixed points of Kω × (×ω′ 6=ωCω′) in F¯n (so that
m1 = mδω|ω|/δ)) and (M∗1 )
F ∼= (GLm1((ǫq)
δ), M∗2
∼= GLm2 (m2 = n−m1δ) and (M
∗
2 )
F ∼= GLm2(ǫq).
A dual Levi subgroup M of M∗ in (H,F ) is isomorphic to M∗. Note that the center of L = M ∩ G
may be disconnected : the center of M has rank (δ + 1) and the function determinant on it is F¯× → F¯ ,
(λ1, . . . , λδ, λ0) 7→ (λ1 . . . λδ)m1λ0
m2 .
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An element a in A acts on Σ as an element of F¯ by multiplication and so semi-regularly on the eigenspaces
Vβ of t, or analogous in H . One sees that a may be found in M
∗ only if aω = ω. Any β ∈ ω, Cβ =
(Cβ ∩ Sω) × (Cβ ∩Kω) and φ acts regularly on these products, hence such a a = (a1, a2) ∈ M∗1 ×M
∗
2 may
exists, if the spectrum of s in each Vj is a1-stable. The order of a1 has to divide |ω|/(|ω|, δ).
(B.2) Bonnafe´-Cabanes parametrization.
Recall the decomposition CH∗(t) = ×β∈ΣCβ , Σ the set of eigenvalues of t in the standard representation
of H∗ on F¯n. We have seen that CG∗(s) is a semi-direct product of C
◦
G∗(s) by the abelian group AG∗(s).
Let A := AG∗(s)
F , W ◦(s), W (s) be the Weyl groups of C◦G∗(s), CG∗(s) with respect to a diagonal torus
T ∗s of C
◦
G∗(s), that is W (s) = NCG∗ (s)(T
∗
s )/T
∗
s . The map H
∗ → G∗ restricts to CH∗(t)→ C◦G∗(s), T
∗
t → T
∗
s
and an isomorphism W (t)→W ◦(s). Design by φ the action of F on W ◦(s) and W (s), hence on Σ, so that
B := 〈A, φ〉 is considered as a subgroup of S(Σ). Then W (s), W ◦(s) ⋊ 〈A,F 〉 and W ◦(s)φ ⋊ A appear as
wreath products with base group W ◦(s) := W (C◦G∗(s)) = ×β∈ΣWβ or W
◦(s)φ = ×ω∈Σ/〈φ〉W
φ
ω . We may
have Wβ = 1 for some β ∈ Σ, then the following combinatorial description of E(G
F , s) keep sense.
For each orbit ω ∈ Σ/〈φ〉 is given an integer δω so that elements of cycle type (δω)m in Wβ (β ∈ ω)
provide parameters with respect to the diagonal torus of Cω of φd-split Levi subgroups of Cω .
Bonnafe´ [3] The´ore`me 23.9 (non twisted type) and Cabanes [12] Theorem 3.6 (twisted type) have shown
that, under conjecture G (5.4.2.0), there is a one-to-one map
(5.4.2.7) RG[s] = R[s]:±Irr(W (s)φ)/{−1, 1} → ±E(GF , s)/{−1, 1}
In other words there exists a sign function υ: Irr(W (s)φ) → {−1, 1} such that υR[s] is one-to-one from
Irr(W (s)φ) onto E(GF , s).
Simplify W ◦(s) ⋊ B (resp. W ◦(s)) in W (resp. W 0). If χ = (χβ)β∈Ω ∈ ×β∈ΩIrr(Wβ), we denote
(χβ)β∈Ω, considered as an element of Irr(WΩ), by χ
Ω so that χΣ = χ ∈ Irr(W 0).
We first describe the map R[s], following [3], [12]. That map is defined by restriction of a linear map
between spaces of central functions.
Let Cent(GF , s) be the space of central functions on GF with basis E(GF , s). Using notations of 1.3.5 we
knows that in the regular embedding G ⊆ H , HF /τH,s(A) acts on E(GF , s). By (1.3.5.1) (HF /σH,s(A))∧ is
isomorphic to A. So Cent(GF , s) decomposes as a direct sum of isotypic (HF /τH,s(A))-spaces Cent(G
F , s, a).
One obtains an orthogonal decomposition which is independant of the regular embedding [3] (11.15) corre-
sponding on W -side to the decomposition Wφ = ∪a∈AW 0φa :
(5.4.2.8) Cent(GF , s) =⊥a∈A Cent(G
F , s, a), Cent(Wφ) =⊥a∈A Cent(W
0φa)A
Isometries are defined in [3] 23.C
(5.4.2.9) RG[s, a] = R[s, a]: Cent(W 0φa)A → Cent(GF , s, a) R[s] = ⊕a∈AR[s, a]
The scalar product on Cent(W 0φa)A has to be defined as 1/|A| times the usual scalar product on a-central
functions on W 0φ.
When CG∗(s) is connected R
G[s] = RG[s, 1] may be obtained as in part (A) thanks to Jordan decom-
position and the unipotent case Irr(W (CG∗(s))
F ) → E(CG∗(s)F , 1), or simply because CG∗(s) is a Levi
subgroup of G∗ (see 1.3.2 and 1.3.3 (b)). Up to a sign the map (µ 7→ Rµ) in (5.4.2.1) is just µ 7→ RG[1](µ).
By properties of wreath products (5.4.1.6), Cent(W 0φa) has an orthonormal basis {χ⋊a}χ where χ runs
in Irr(W 0φ)a. Using the natural one-to-one maps Irr(W 0φ)a → Irr(W 0 〈φ,a〉) ∼= Irr(W 0)〈a,φ〉 → Irr(W 0 a)φ
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is defined an isometry Cent(W 0φa)→ Cent(W 0 aφ), sending χφ⋊ a on χa⋊φ for any χ ∈ Irr(W 0)〈a,φ〉, and
that isometry commutes with A-action by (5.4.1.5) (i). So is defined an isometry
(5.4.2.10) σWs,a = σs,a: Cent(W
0φa)A → Cent(W 0 aφ)A
Let ([3] 23.C)
RG[s, a] := RG[s, a] ◦ (σWs,a)
−1
A fact is that RG[s, a] may be defined for any type from Cent(W 0 aφ) to Cent(GF , s, a), and then commute
with A-action [3] (17.17), Proposition 17.18. So we compose it with the orthogonal projection
πaA: Cent(W
0 aφ)→ Cent(W 0 aφ)A
Furthermore RG[s, a] commute in some sense with Lusztig induction. Let L be an F -stable Levi subgroup of
G, with dual L∗ in G∗ such that s ∈ L∗, assume that some diagonal maximal torus of C◦L∗(s) has parameter
wL ∈ W
0 with respect to the maximal diagonal torus of C◦G∗(s), let A(L) = AL∗(s)
F , a subgroup of A. One
has a commutation formula for any a ∈ A(L) [3] Proposition 17.24 :
(5.4.2.11) |A(L)|.RGL ◦ R
L[s, a] = |A|.RG[s, a] ◦ πaA ◦ Ind
W 0 aφ
W 0 a
L
wLφ
Therefore the inverse image of Lusztig induction RGL by R[s] in (5.4.2.7) is given by
(5.4.2.12) IWWL = |A/A(L)| ⊕a∈A(L) [(σ
W
s,a)
−1 ◦ πaA ◦ Ind
W 0 aφ
W 0 a
L
wLφ
◦ σWLs,a ]
(we don’t write the orthogonal projections given by (5.4.2.8)). We would like to compute its value on ηwLφ
when (L,RL[s](ηwLφ)) would define a d-cuspidal datum in series [s] in (G,F ) for some η ∈ Irr(W
0
L)
wLφ. Our
claim is that RL[s](ηwLφ) is a component of Res
MF
LF ξ where M = L.Z(H) and ξ is d-cuspidal.
By [3], (23.15) for any ζ ∈ Irr(W 0)φ and with notations of (5.4.1.4) one has
(5.4.2.13) ResH
F
GF (R
H [t](ζφ)) =
∑
θ∈(Aζ)∧
RG[s](ΓW
φ
(ζφ ∗ θ))
(B.3) d-cuspidal data and G.d-HC series in type A.
From our description in part (A.3) of that proof and (5.4.2.6), a d-cuspidal datum in series (t) in (H,F )
is defined on W 0-side as follows : for each orbit ω ∈ Σ/〈φ〉 are given Wω ∼= ×β∈ωSnω , an integer δω, and a
“δω-cuspidal” element ζ
ω in Irr(Smω) where δω divides (nω −mω), vω ∈ W
φ
ω , Vvω ⊆ CWω (vω). We obtain
a “(δω)ω∈Σ/〈φ〉-cuspidal datum in (W
0, φ)” : (×ωVω , (ζωvωφ)ω). For each ω ∈ Σ/〈φ〉 is defined a d-split Levi
subgroup Mvω of Cω := Πβ∈ωCβ ⊆ CH∗(t). Then (5.4.2.4) apply in each Wω , giving a similar formula
in W 0. So is defined a d-cuspidal datum (M,λ) where M = ×ωMvω , wM = (vω)ω, W (M) = ×ωVvω ,
λ = ⊗ωRM [t](ζωvωφ). The G.d-HC series in series (t) is a set product on Σ/〈φ〉 of G.d-HC series, each one
defined from a series in Wφω , as (5.4.2.2) gives (5.4.2.5).
Furthermore, if ζ = (ζω)ω ∈ Irr(W 0)φ, RH [t](ζφ) is d-cuspidal if and only if Z(CH∗(t))φd ⊆ Z(H
∗) and
ζφ = (ζ
ω)ω is (δω)ω-cuspidal. A first step is to show that R
G[s](ΓW
φ
(ζφ ∗ θ)) is d-cuspidal if and only if
RH [t](ζφ) is d-cuspidal, to obtain a generalization of 2.1.5, where the order of s is prime to ℓ :
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(B.3.1) Let (G,F ) ⊆ (H,F ) be a regular embedding, σ:H∗ → G∗ a dual morphism, t a semi-simple element
of (H∗)F , s = σ∗(t), µ ∈ E(HF , t), λ an irreducible component of ResH
F
GF µ. Then λ is d-cuspidal if and only
if µ is d-cuspidal.
Proof of (B.3.1).
(a) If µ is d-cuspidal, λ is d-cuspidal :
Let µ = RH [t](ζφ), assumed to be d-cuspidal. Let L be a maximal proper d-split Levi subgroup of (G,F ),
a dual L∗ in (G∗, F ) such that s ∈ L∗, M∗ = L∗Z(H∗), t ∈M∗. As Z(CH∗(t))φd ⊆ Z(H
∗), CM∗(t) 6= CH∗(t)
and CM∗(t) (resp. CL∗(s)) is a proper maximal d-split Levi subgroup of (CM∗(t), F ) (resp. (CG∗(s), F )).
(B.1.1) and the description we made in its proof apply. We have A(L)(ω) = ω.
Let ξ ∈ Irr(WM )wLφ and ψ ∈ (A(L)ξ)∧ defining η = Γ
W
wLφ
L (ξwLφ ∗ ψ) in Irr(W
wLφ
L ). To compute the
scalar product of IWWL(η) with Γ
Wφ(ζφ ∗ θ) using the orthogonal decompositions in (5.4.2.8) we may restrict
a in A(L)ξ ∩Aζ . The projection of η on Cent(W
wLφ
L a) is ψ(a)
∑
b∈A(L)/A(L)ξ
(ξbwLφ ⋊ a) and one has
σWLs,a (η) = ψ(a)
∑
b∈A(L)/A(L)ξ
(ξa
b
⋊ wLφ)
To compute IndW
0 aφ
W 0 a
L
wLφ
(σWLs,a (η)) in (5.4.2.12) we use (5.4.2.4) applied in W
0 a. Then wωL := (v(β))β∈ω
and ζω := (ζ(β))β∈ω are constant on ω, so are va and ζa on ωa := ω/〈a〉. The cardinal ra of ωa is a
divisor of r = |ω|. In the computation we made to obtain (5.4.2.4), if we consider (W 0 a,W 0 aL , ζa) instead
of (W 0, V 0, χ), we have to replace r by ra. Then δω = δ/(δ, r) divides δa := δ/(δ, ra). The description
of partitions and hooks by so-called β-sets shows that any δω-core is a δa-core, because deleting a hook of
length δa may always be obtained by deleting successively δa/δω hooks of length δω. As ζ
ω
φ is defined by
a (δω)-cuspidal element, then Res
W 0 aφ
W 0 a
L
wLφ
(ζa ⋊ φ) = 0. That implies
∗RGL [R
G[s](ΓW
φ
(χ ∗ θ))] = 0 hence
RG[s](ΓW
φ
(χ ∗ θ)) is d-cuspidal for any θ ∈ (Aχ)∧, a part of (B.3.1).
(b) If µ is not cuspidal, λ is not d-cuspidal :
By (A.3), if Z(H∗)φd 6= Z(CH∗(t))φd , then R
H [t](ζφ) is not d-cuspidal whenever ζ ∈ Irr(W 0)φ.
In that case let M∗ = CH∗(Z(CH∗(t))φd), L
∗ the image of M∗ in G∗, M a d-split Levi subgroup of
(H,F ) in duality with M∗, L = M ∩ G : we have W (CM∗(t)) = W (CH∗(t)), W (CG∗(s)) = W (CL∗(s)) so
that RH [t](ζφ) = R
H
M (R
M [t](ζφ)) and AL∗(s) ∼= AG∗(s). By (1.3.1.1) and (5.4.2.13)
ResH
F
GF (R
H [t](ζφ)) = R
G
L (Res
MF
LF (R
M [t](ζφ)) = R
G
L (
∑
θ∈A∧ R
L[s](ΓW
φ
(ζφ ⊗ θ))).
By Clifford theory the isomorphic quotient groups HF/GF and MF /LF act regularly and the same
way on the sets {RG[s](ΓW
φ
(ζφ ⊗ θ)}θ and {RL[s](ΓW
φ
(ζφ ∗ θ)}θ [3], (10.4). Thus RGL induces a one-to-
one map between these two sets (one may show that RGL (R
L[s](ΓW
φ
(ζφ ∗ 1))) = RG[s](ΓW
φ
(ζφ ∗ 1)) hence
RGL (R
L[s](ΓW
φ
(ζφ ∗ θ))) = RG[s](ΓW
φ
(ζφ ∗ θ))). The components of RH [t](ζφ) are not d-cuspidal. If ζ is
(δω)ω-cuspidal, (M,R
M [t](ζφ)) is a d-cuspidal data in series (t) in (H,F ).
More generally (b) is implied by the following descripion of G.d-HC series in series [s] in G :
(B.3.2) Let (M,µ) be a d-cuspidal datum in (H,F ), where µ = RM [t](ξwMφ), ξ ∈ Irr(WM )
wMφ, and let
L = M ∩G, λ = RL[s](ΓW
wLφ
L (ξ ∗ ψ)) (WM = W 0L = W (CH∗(t)), ψ ∈ (A(L)ξ)
∧). Then RG[s](ΓW
φ
(ζ ∗ θ))
is a component of RGL λ if and only if R
H [t](ζφ) ∈ E(HF , (M,µ)) and Res
Aθ
A(L)ξ
θ = ψ.
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Proof of (B.3.2). Let χ := RH [t](ζφ) ∈ E(HF , (M,RM [t](ξwMφ)) (ζ ∈ Irr(W
0)φ). We may assume M 6= H ,
thanks to (a) and (5.4.2.13).
The last condition in (B.3.2) assume A(L)ξ ⊆ Aζ , a consequence of (B.1) :
We have CG∗(t) = ×ωCω, CM∗(t) = ×βMβ = ×ωMω. For any ω ∈ Σ/〈φ〉, if Mω = Cω, ζ
ω = ξω
and A(L)ξ fixes ζ
ω. Assume Mω 6= Cω , then Mω is a maximal proper d-split Levi subgroup of Cω because
Mω = Sω × Kω where Sω is a torus (as in the proof of (B.1.1) with m = 1). By (B.1), A(L)ω = ω. As
ζ ∈ Irr(W 0)φ, ζ(β) is constant on ω hence ζω is fixed by A(L). Thus we have A(L)ξ ⊂ Aζ .
We have by (5.4.2.13)
ResM
F
LF (R
M [t](ξwMφ)) =
∑
ψ∈(A(L)ξ)∧
RL[s](ΓW
wLφ
L (ξwLφ ∗ ψ))
and know by (a) that RL[s](ΓW
wLφ
L (ξwLφ ∗ ψ)) is d-cuspidal for any ψ ∈ (A(L)ξ)
∧. Note that for any nMF
in NHF (M
F , [t])/MF , the isomorphisms NHF (M
F , [t])/MF ∼= NW 0 φ(WMwM )/W
wMφ
M
∼= NGF (L
F , [s])/LF
imply A(L)ξ = A(L)ξn and allow to write
RM [t](ξwMφ)
n = RM [t](ξnwMφ), Res
MF
LF (R
M [t](ξnwMφ)) =
∑
ψ∈(A(L)ξ)∧
RL[s](ΓW
wLφ
L (ξnwLφ ∗ ψ)).
Thanks to the functorial behaviour of formula (5.4.2.4) with respect to the direct product on Σ/〈φ,A〉,
ζa ⋊ φ is a component of Ind
W 0 aφ
WL0 a∗wLφ
(ξa ⋊ wLφ) only if, for any Ω ∈ Σ/〈a, φ〉, ζωaa = (ζ
Ω)a appears as a
component of some IndW
ωa
V ωa∗vraωa
(ξba)
ωa , where b ∈ A and ωa ∈ (Σ/〈a〉)/〈φ〉 ∼= Σ/〈a, φ〉.
Coming back to the d-cuspidal datum (L,RL[s](ηwLφ)) we know that if ζφ /∈ S
W 0 φ(W 0wLφL , ξ
b
vφ) for
some b ∈ A, then RG[s](ΓW
φ
(χ ∗ θ)) is not a component of RGL (R
L[s](ηwLφ)).
So assume ζφ ∈ SW
0 φ
(W 0φL , ξwLφ
a), a ∈ A(L)ξ, so that RH [t](ζφ) ∈ E(HF , (M,µ)). On W 0φ we have
a decomposition IndW
0 φ
W 0 φ
L
∗wL
ξwLφ =
∑
χ d(ξ, χ)χφ where d(ξ, χ) = 〈Res
W 0 φ
W 0 φ
L
∗wL
χφ, ξwLφ〉W 0wLφ
L
.
As (WL, wL, ξ) = (W
a
L, w
a
L, ξ
a), d(ξ, χ) = d(ζ, χa). On W 0 a we have IndW
0 a
W 0 a
L
∗wL
ξa =
∑
χa
d(ξ, χ)χa.
Furthermore d(ξb, χ) = d(ξ, bχ) for any b ∈ A and πaA(χa ⋊ φ) = 1/|A|
∑
b∈A((χ
b)a ⋊ φ). Finally we obtain
|A/A(L)|(⊕a∈A(L)σ
W
s,a ◦ I
W
WL)(ηwLφ) = ⊕a∈A(L)ψ(a)
∑
χa
∑
b∈A/A(L)ξ
d(ξ, χb)((χb)a ⋊ φ)
Let θ ∈ (Aζ)∧. If a /∈ Aζ , the projection of ΓW
φ
(ζ ∗ θ) on Cent(W 0φa) is null. If a ∈ Aζ , the projection
of ΓW
φ
(ζ ∗θ) on Cent(W 0φa) is θ(a)
∑
b∈A/Aζ
(ζφ
b
⋊a), whose image by σW (s, a) is θ(a)
∑
b∈A/A(L)ξ
(ζa
b
⋊φ).
As σWs,a is an isometry, the scalar product of (Γ
Wφ(ζ ∗ θ)) with IWWL(ηwLφ) is equal to
|A/AV |.|Aζ/A(L)ξ|
∑
a∈Aζ
θ(a)ψ(a)−1d(ξ, ζ). One sees that it is non zero and only if Res
A(L)ζvφ
Aζ
ψ = θ.
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