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1.1まじめに
ニ ューラルネ ッ トワークの研究は、Rumelhartらによ
り誤差逆伝搬法(BP法)1)が1986年に発表 されて以来
急激な発展を遂げ、文字・音声認識、画像処理など様
々な分野2)に応用 されてきた。近年は、制御問題への
応用 3)も議論 されている。 ところでBP法にも多 くの
問題点が指摘 されてお り、一つはネ ッ トヮークの構成
を如何にするかに、他の一つはBP法の改良にその努
力が払われている。 しか しなが ら、学習アルゴ リズム
をどのように改良 しても、勾配法に基づ く限 りは根本
的解決にはな らないものと考えている。
そこで最近、筆者は多層ニューラルネ ッ トワーク(N
N)にたいする新 しい学習アルゴ リズムとして、勾配法
ではな く代数学的に導かれるEBP法4)-6)を提案 して
いる。それは次の二つか ら構成 される。
A)各中間層への仮の教師信号を、NNの出力誤差か
ら順 に決定す る(誤差逆伝搬法 )。
3)与え られた仮の教師信号(出力層は真の教師信号 )
を零 とす るように重みパラメータを(入力層か ら順に)
決定する(重み修正法 )。
A)の手順は、BP法が微分係数の逆伝搬であるのに
対 し、EBP法は誤差その ものを逆伝搬 してお り、文
字どお り誤差逆伝搬となっている。 またB)の手順は形
式的には、各層それぞれ独立に行われるが、具体的に
どのような方法をとるかによって、ニューラルネ ッ ト
全体の学習の成否に影響する。
さらに用いるデータに応 して以下のような分類が可
能である。
1)各ステ ップで入力 した結果得 られるデータのみを
利用可能 とす る方法。これは従来の逐次修正法 と対応
してお り、その学習速度は もっとも遅い。
2)各ステ ップで得 られるデータのみでな く過去のデ
ータも利用可能 とする方法。 この方法の一つ として、
正規直交化法を用いた学習法が有効であ り、 さらに改
良を現在検討中である。
3)各ステ ップで重み一定のまま複数の入力の組を用
いる方法(部分一括法)。 これは従来の一括法をその特
別な場合 とす るものであり、一括するデータの量を可
トワークの一括学習アルゴリズム
変 とするのが特徴である。
本論では、3)の部分一括法にたいする有効なアルゴ
リズムの開発を目指 して、NNを2層に限定 した結果
を報告する。 さらにその結果の考察か ら、多数決関数、
パ リテイ検査の論理関数が、ニ ューロンの拡大解釈か
ら2層NN(回路)で簡単に実現できることを示す。
2.ニューラルネットワーク
いま、重みがW,_,=(w。,_I.w ip l,..,W NP l)T、
であるとき、p番目の学習データbpに対する応答を
c,=f(z,).  zP=wp―lTb, (1)
とする。また、学習データb,に対応する教師信号を
d「とする。ここにWOはしきい値であ り、対応する入
力 b。は b。=1とする。 この入 出カデータを重み一定
のままM組一括するために以下の記号を導入す る。
cP=f(7,),  zp=w,_,7BP      (2)
cp=(c,,c,.1,…,C,IM I)
z,=(z,,2,キ〕 …,Z,■M j)
B,=(b,,b,十:1…,bp↓"1)
d,=(d,,d,41,…ld,,M_1)
この とき学習の 目的は
d,=cP
あるいは等価な
f~1(dp)=Z=vTB,          (4)
を満たすように重みを修正することである。その結果
重みの修正量Zw,_lは
Иw,I=(BpBF')IB pepF
e,=f~1(d,)一z,
あるいは
W,=(B,B,T)コB,f i(d,)T
(5)
(6)
(7)
となる4),,。ただ し、M≧N+1とし、B,B,Tの正
則性を仮定 している。(7)式はw,_1に依存 していない
ことに注意されたい。また、M<N+1のときは
必w,i=B,(B,TB,)le,T       (8)
W,=W,_1+辺W,_1           (9)
を用いることになる。これ らの結果は次のように導か
れる。すなわち、(4)式か ら
f~1(dP)=z,=(wp―二十И wβ!)TB,
とな り、必w9_1は
(10)
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=e,T (11)
を満たす ことが必要 となる。 これは連立方程式を解 く
こととな り、条件数が未知数よ りも多い場合には、最
小 2乗の意味での解.'8,となっている。
以上の準備で次のアルゴ リズムを提案する。
[アルゴ リズム1]M=N+1と固定 し、p=1,2,…
と順次実行する。
このアルゴ リズムの意味は、(4)式がパ ラメータwに
関するN+1次元空間の一つの超平面であり、それ ら
のN+1個の超平面の交点を順次探索 してい くことを
示 している。 これ らの交点をすへて調べ上げれば、必
ず解の一つに到達するか らである。
一方、M=N+1と固定 したアルゴ リズム 1とは達
って、すべてのデータの組を対象とするアルゴ リズム
として、次の方法が有効であると考え られる。
[アルゴ リズム2]p=1とし全入カデータにたい し
て(7)式か らwIを求める。以降は、(6)式の要素を零 と
しない入力のみをまとめてB,とし、(5)式または(7)式
か ら新 しい重みWPを求め、以下繰 り返す。ただ し、
(3)あるいは(4)式は等式拘束条件となっているが、実
際は不等式であるので、(6)式の要素 epの零判定には
f l(dp)ep≦0→ep=f~1(dp)一zP=0 (12)
を用いるもの とす る。
アルゴリズム 2をFig.1の平面で解釈す る。ここに線
分PORSの上方が解領域 とする。 3つの直線を拘束条件
とするので、 (7)式の結果重みは点Aに移動する。
このとき2つの直線PQとSRは不等式としては満
た しているので次は直線QRで表 される条件にた
い してのみ実行す ると点Bの解が得 られ る。
通常、学習データの組はN+1個よ りも多いとして
もよ く、従って、少な くとも最初は、(5),(6)式あるい
は等価な(7)式を用いることになるので アルゴ リズム
2はwの初期値には無関係 となる。 これは、非常に大
きな特徴である。
3。 多数決関数
前飾で示したアルゴリズムの具体的方法とその有効
性を調べるために、線形分離可能と知られている多数
決関数を例題とする。その入力数をNとするとき、通
常はNを奇数とするが、ここでは2以上の整数とする。
ただし、偶数のNに対 しては、切り下げ型、3値型、
切り上げ型に分類して行った。例えば、N=2の切り
下げ型はAND回路であり、切 り上げ型はOR回路で
ある。また3値型は、同数のときに0.5を出力させるも
のとする。数値実験の結果、N=2,3,4,…いずれにた
いしても基本的に同じ結果であるので、以下N=3の
場合を具体的に示す。
3.1ニューラルネッ トワークによる解法
N=3であるので(1)式は
C=f(2) (13a)
z=wOb。十wibi+w2b2+Wab3   (13b)
である。 ここに変数pは省略 している。 またvobo
は しきい値であ り、bo=1とする。(13a)式の非線形
関数はシグモイ ド関数である。
いま、重みの初期値は何でもよいが、例えばすべて
Table l : Initial State of Majority function of N==Э
wO=1.0,  wi=10,  w2=3 1.0
d f f d)―z
-2 0722-3.9722
0 1-2 9722-4 9722
-2 9722-4 9722
-2 9722-4 9722
2. 97220.80278
1.0 2 9722-0.80278
1.0 2 0722-0.80278
10 2 9722-1.80278Fig, l  lnterpretation of the algorithm 2
Bl=
B2=
である。M=N+でBPが正則のとき、
超w,_!=(B pT)~le pF
と簡単化 される。 その結果
るwO= (15)
が得 られる。WIの値は(7)式を簡単化 した
wP=(B,T)~If I(dP)・       (7つ
か ら直接求めることができる。 このWiの値に対
するNNの状態をTable 2-1に示す。次に,=2
として
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1とする。このときのNNの各値をTable lに示す。
p=1として最初の4組の入力ヘクトルを並ぺた
ものをB,とすると
トワークの一括学習アルゴリズム
Table 2-1 :N=3、 Algorithm l
Table 2-2=3、 algOrithn l、
wO=-6.59166,  Wi=w2=w3=4.39444
bl f~1 f I(d)一z
-6.59166-2.97224,39444=0
-2 9722 -2.0722
-2 9722 -2.9722
-2 9722 -2 9722
1.0 2 2 9722
2 9722 2 9722
9722 9722
1.0 6.59166 9722-4.39444=0
Table 3-1lN=3、Algorithm 2、p=1
wO=-3.29582,  wl=w2=w3=2.19722
f f l(d)一z
3 29583 9722 0986=0
09860 -2 9722 0986
0986 -2.9722 0986
0986 -2.9722 0986
.0086 2. 9722 0086
.0986 2.9722 0986
1.0 .0986 2, 9722 0986
1 0 3.29583 2. 9722-1.0986と=0
0100
0010
0001
1 1 1 1
1001
0101
0010
1 1  1  1
0100110
0010101
0001011
1  1  1  1  1  1  1
(14)
(5)式は
(5')
(16)
(17)
(18)
e3-1
に対
とすると、同様な計算からTable 2-2の結果を得る。
Table 2-2の最初と最後の行の右端の0は(12)式の意味での0であり、与えられた問題の不等式を満たしている
ことになる。以上がアルゴリズム 1の計算法である。学習回数(収東回数)は用いる入カデータの組の順列に影響
されるが、この例題の場合はすべて 2、 3回で終了している。
次にアルゴリズム2の方法で同じ問題を解いてみる。p=1のときは全入力の組を対象とすることになる。す
なわち、M=23=8として、(5)式あるいは(7)式をもちいることになる。そこでBIを
BI=
と定 め る と、
寸と簸
なる値が得 られ、 この ときのNNの値がTa bl
である。(12)式の条件を考慮すると、p=2
wO=-2.19722, wl■w =w3=0.0
d f f~!(d)一z
-2.9722 -2.9722
-2 9722 -2.9722
-2.9722 -2.0722
-2.9722 -2.9722
-2.9722 2.97224.39444
-2.9722 2. 97224.30444
1.0 -2.9722 2. 97224,39444
-2.9722 2.97224.30444
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?
?
?
?
?
?
?
?
?
?
ぉ
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
(19)
やは
(20)
2、 4、
Table 4 : Veights of majority functiOn
N 型
切下げ型 -6.591664.39444
3値型 -2.197222.19722
切上げ型 -2.197224.39444
-6.591664.39444
4
切下げ型 -10 98614 39444
3値型 -4.394442.19722
切上げ型 -6 591664 39444
5 -10.98614.39444
3.2簡便法
多数決関数は線形分離可tヒであるので、以下のよう
にTable 4はより簡単に求めることができる。例えば、
N=3のときw=wI=w2=W3として
(0+0+1)w+wO=f I(0.1)=-2.19722 (21a)
(0+1+1)w+w。=f~1(0.9)=+2.19722 (21b)
を解けばよい。またN=4のとき切下げ型に対 し、
(0+0+1+1)w+w。=F~1(01)=-2.19722(22a)
(0+1+1+1)w tt w O=f~1(0.9)=+2.19722(22b)
3値型に対 し
(0+0+1+1)w+wO=f~1(0.5)=0.0    (23a)
(0+1+1+1)w+wO=f~1(0.9)=+2.19722(23b)
切上げ型に対 し
(0+0+0+1)w+w。=f~1(0.1)=-2.19722(24a)
(010+1■1)w+w。=f~I(0.9)=+219722(24b)
をそれぞれ解けばよい。その結果一般に
N:奇数 ,w=4.30444、wO=-219722N
N:偶数 :w=4.39444、wO=-2.19722(N+1)
w=2.19722、wO=-1.09861N
w=4.39444、 w。=-2.19722(N-1) (25)
となる。偶数は上か ら切下げ、 3値、切上げ型である。
ここに3値とは、 0～Nの中間点N/2にたい して0.5
を出力 させるものとする。 この方法は、N+1次元の
パラメータ空間において、条件wI=w2室.…生wNに
より制限 した2次元平面上で、隣接す る独立な 2条件
か ら、解の一組を求めている。
4.論理関数の実現
前節ではNNの重みを求めてきたが、 ここでは重み
Wi=・=wN=1とし、非線形関数 fを工夫するこ
とにより論理関数の実現を計る。いま
lf(z:k、m)= (26)
二十exp(―m(z―k))
とする。
4 l多数決関数 :この とき
f(z)=f(z;k,m)          (27)
とし、kを0～Nの適当な中間点、mを充分大 とすれ
ばよい。N=2のときAND回路 やOR回路が実現できる。
4.2短形関数 :これは入力の総和が定め られた区問(a,
b)の問だけ 1を出力させるものであ り、
r(彦)=r(zia,m)一f(z ;blm)
Table 3-2:N=3、A18orithm 2、p=2
wO=-659166,  wl=w2=w3=4.89444
f F l(d)一z
-6.9166 -2.97224.39444=0
-2 9722 -2.9722
-2 9722 -2 9722
9722 9722
9722 2. 9722
9722 9722
と,0 9722 2. 9722
6 9166 2 9722-4.39444=0
(28)
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とし、mを充分大 とすればよい。例えばN=2、a=
0.5、b=15とすればXOR回路 となる。数値例 とし
てはTable 5である。
Table 5  Numerical values of XOR―probl m
m=1 m=5m=10m=15m=20
f 0.19510.07530.00670.0006 0000
f 0,24490.84530 98660.99891.0000
f 0.19510.07530.00670.0006.0000
4.33値関数(階段関数):中間値0.5を区間(a、b)で
出力させ るものとして
f(2)=0.5f(zia,m)キ0.5F(zib,m)(29)
とすればよい。 さらに高段にも拡張可能である。例 と
して、ain-15、b=n+1.5の結果をTable 6に示
す。
Table 6 Stair function
m=1 m=5m=10m=15m=20
f(n-3)0.09670.0002
f(n-2)0.20340.03790.00330.00020000
f(n-1)0.34910.46200.49660.49970,4999
f(n)
f(n+1)0.6508.53790.50330.5002.5000
f(n+2)0。 79650.96200.99660.99970 9999
t(n+3)0.90320.99971 1 1
4.4パリティ関数 :一般的には
f(z)=Σ ktt f(z:に,m) (30)
である。 これは先の矩形関数を並べたものに相当 し、
パ リティ関数としては、k=0.5,1.5,2.5,…とすれば
よい。例 として、N=6の場合をTable 7に示す。
6.おわりに
本諭では、従来のBP法にかわる新 しい誤差逆伝搬
法による学習アルゴリズムEBPの一括処理法を2層
NNにたい し示 し、多数決関数に応用 した結果を示 し
た。多層NNにたい しては別に報告する。また、 2層
NNによる論理関数の実現を、非線形関数の工夫によ
り可能であることを示 した。ただ し、これ らの非線形
トワークの一括学習アルゴリズム
Table 7 Parity一check function of
m=ユm=5m=10m=15m=20
f 0.24860,07530.00670.0006.0000
f (1)0 36980.84880.98660.99890.9999
F 0.43680.1506.01340.00110.0001
f(3)0.45810 84940.98660。99890.9999
F 0.43680。 15060.01340 00110.0001
f(5)0.36980.84880.98660.99890.9999
f(6)0.24860.07530 00670,0006 0000
関数をニューロンと呼ぷかどうかは意見の分かれると
ころであるが、(27)～(30)式が示すように、シグモイ
ド関数の線形不用で4V成されている。現在、シグモイ ド
関数およびRBFが良く知られているが、さらに種々
の関数が有効になるのではないかと考えている。
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