Recently, there has been a growing interest in developing evolutionary algorithms based on probabilistic modeling. In this scheme, the offspring population is generated according to the estimated probability density model of the parent instead of using recombination and mutation operators. In this paper, we have proposed probabilistic model-building genetic algorithms (PMBGAs) in permutation representation domain using edge histogram based sampling algorithms (EHBSAs). Two types of sampling algorithms, without template (EHBSA/WO) and with template (EHBSA/WT), are presented. The results were tested in the TSP and showed EHBSA/WT worked fairly well with a small population size in the test problems used. It also worked better than well-known traditional two-parent recombination operators.
Introduction
Recently, there has been a growing interest in developing evolutionary algorithms based on probabilistic models [Pelikan 99b ], [Larranaga 02] . In this scheme, the offspring population is generated according to the estimated probabilistic model of the parent population instead of using traditional recombination and mutation operators. The model is expected to reflect the problem structure, and as a result it is expected that this approach provides more effective mixing capability than recombination operators in traditional GAs. These algorithms are called probabilistic model-building genetic algorithms (PMBGAs) or estimation of distribution algorithms (EDAs) . In a PMBGA, better individuals are selected from an initially randomly generated population like in standard GAs. Then, the probability distribution of the selected set of individuals is estimated and new individuals are generated according to this estimate, forming candidate solutions for the next generation. The process is repeated until the termination conditions are satisfied.
Many studies on PMBGAs have been performed in discrete (mainly binary) domain and there are several attempts to apply PMBGAs in continuous domain. However, a few studies on PMBGAs in permutation representation domain are found. In this paper, we propose an approach of PMBGAs in permutation representation domain, and compare its performance with traditional recombination operators. In this approach, we develop an edge histogram model from the current population, where an edge is a link between two nodes in a string. We then sample nodes of a new string according to the edge histogram model. We will call this method the edge histogram based sampling algorithm
The Basic Description of the Algorithm
An edge is a link or connection between two nodes and has important information about the permutation string. Some crossover operators, such as Edge Recombination (ER) [Whitley 89 ] and enhanced ER (eER) [Starkweather, 91] which are used in traditional two-parent recombination, use the edge distribution only in the two parents string. The basic idea of the edge histogram based sampling algorithm (EHBSA) is to use the edge histogram of the whole population in generating new strings.
The algorithm starts by generating a random permutation string for each individual population of candidate solutions. Promising solutions are then selected using any popular selection scheme. An edge histogram matrix (EHM) for the selected solutions is constructed and new solutions are generated by sampling based on the edge histogram model. New solutions replace some of the old ones and the process is repeated until the termination criteria are met. This algorithm can be seen as a permutation version of the algorithm which uses marginal histogram models proposed in [Tsutsui 01a, b] .
Developing Edge Histogram Matrix
Let string of kth individual in population P(t) at generation t represent as s
where L is the length of the permutation. Edge histogram matrix EHM t (e t ij ) (i, j =0,1, .., L-1) of population P(t) is symmetrical and consists of L 2 elements as follows:
where N is the population size,
) is a delta function defined as
and ε (ε>0) is a bias to control pressure in sampling nodes just like those used for adjusting the selection pressure in the proportional selection in GAs. The average number of edges of element e t ij to problems such as a symmetric TSP, but here we must note that we need to define an asymmetric EHM t for problems such as a asymmetric TSP or scheduling problems with permutation representation. An asymmetric EHM t can be easily defined by a equation similar to Eq. 1.
Sampling Methods
In this subsection, we describe how to sample a new string from the edge histogram matrix EHM t . We propose two types of sampling methods; one is an edge histogram based sampling algorithm without template (EHBSA/WO) , and the other an edge histogram based sampling algorithm with template (EHBSA/WT).
Edge histogram based sampling algorithm without template (EHBSA/WO)
In EHBSA/WO, a new individual permutation c[] is generated straightforwardly as follows:
1. Set the position counter p←0.
6. Update the position counter p← p+1. 7. If p<L-1, go to step 3.
Obtain a new individual string c[].
Here, note that the EHBSA/WO is only applicable to problems where the absolute position of each node in a string has no meaning, such as in the TSP. This sampling method is similar in part to the sampling in Ant Colony Optimisation [Dorigo 96 ].
Edge histogram based sampling algorithm with template (EHBSA/WT)
EHM t described in Section 3.2 is in a marginal edge histogram. It has no explicit graphical structure. EHBSA/WT is intended to make up for this disadvantage by using a template in sampling a new string. In generating each new individual, a template individual is chosen from P(t) (normally, randomly). The n (n>1) cut points are applied to the template randomly. When n cut points are obtained for the template, the template should be divided into n segments. Then, we choose one segment randomly and sample nodes for the segment. Nodes in other n-1 segments remain unchanged. We denote this sampling method by EHBSA/WT/n. Since average length of one segment is L/n, EHBSA/WT/n generates new strings which are different at most L/n nodes on average from their templates. Fig. 2 
Empirical Study

Experimental Methodology
Evolutionary models
Here, we describe evolutionary models for EHBSA/WT, EHBSA/WO, and two-parent recombination operators, respectively. All these models are basically the same as steady state models.
(1) Evolutionary model for EHBSA/WT Let the population size be N, and let it, at time t, be represented by P(t). The population P(t+1) is produced as follows (Fig. 3 To compare the performance of proposed methods with the performance of traditional two-parent recombination operators, we designed an evolutionary model for two-parent recombination operators. For fair comparison, we design it as similar as possible to that of the EHBSA. We generate only one child from two parents. Using one child from two parents is already proposed for designing the GENITOR algorithm by Whitley et al. [Whitley 89] . In our generational model, two parents are selected from P(t) randomly. No bias is used in this selection. Then we apply a recombination operator to produce one child. This child is compared with its parents. If the child is better than the worst parent, then the parent is replaced with the child.
Test suit and performance measures
We tested the algorithm in the Traveling Salesman Problem (TSP), a typical, wellknown optimization problem in permutation representation domain. The following wellknown data files have been used in this empirical study: 24 cities gr24, 48 cities gr48, and 76 cities pr76. The gr24 and gr48 are used in the study of TSP with EDA in [Robles 02] . We compared EHBSA with popular order based recombination operators, namely, the original order crossover OX [Oliver 87 ], the enhanced edge recombination operator eER [Starkweather 91] , and the partially mapped crossover [Goldberg 89]. We also tried to compare EDBSA with results in [Robles 02 ] on gr24 and gr48.
Ten runs were performed. Each run continued until the optimum tour was found, the population was converged, or evaluations reached E max . Values of E max were 50000, 500000, and 1000000 for gr24, gr48, and pr76, respectively. Population sizes of 60, 120, 240 were used for EHBSA, and 60, 120, 240, 480,960 for other operators, respectively. As to the bias ratio B ratio in Eq. 3, B ratio values of 0.03, 0.015, and 0.005 were used for gr24, gr48, and pr76, respectively.
We evaluated the algorithms by measuring their #OPT (number of runs in which the algorithm succeeded in finding the optimum tour), ANE (average number of evaluations to find the global optimum in those runs where it did find the optimum), and Aver (average length of best solution in each run). Here, a lower value of ANE means a more effective search capability of an algorithm.
Blind search
In solving TSP using GAs, mutation operators play an important role. Several types of mutation operators are proposed. Also, it is well known that combining GAs with local optimization methods or heuristics greatly improve the performance of the algorithms. Many kinds of heuristics for TSP are proposed [Johnson 02 ]. For example, in [Ulder 90 ], Ulder et al. combined GAs with 2-opt heuristics and the algorithm showed greatly improved performance. In [Nagata 97 ], Nagata et al. proposed a high-power crossover operator for TSP which includes a kind of heuristics in the operator.
In this experiment, we use no mutation and no heuristic to see the pure effect of applying proposed algorithms. Thus, the algorithm is a blind search.
Empirical Analysis of Results
Results in gr24 are shown in Table 1 . EHBSA/WO found the optimum tour 7, 9, and 6 times with N = 60, 120, and 240, respectively. On the other hand, EHBSA/WT/n found the optimum tour 10 times for all experiments. The ANEs of EHBSA/WT/2 and EHBSA/ WT/3 were 9141, and 9523, respectively, showing good performance. Thus, we can see the performance of EHBSA/WT is much better than EHBSA/WO. In the other operators, eER showed good performance. The eER with N = 240, 480, and 960 found the optimum tour 10 times and the ANE for N = 240 was 13394, which is a little larger than EHBSA/ WT/n with N = 60. OX showed worse performance than eER although PMX showed the worst performance. Comparing the performance of EHBSA/WT with other operators, EHBSA/WT is slightly better than eER and is much better than OX and PMX. One big difference between EHBSA/WT and eER is that EHBSA/WT requires a smaller population size to work than eER. To compare EHBSA with results in [Robles 02 ] we see the results with discrete representation (here referred to as discrete EDA). In [Robles 02] , it is shown that the discrete EDA without local optimization does not find the optimum tour.
Results in gr48 are shown in Table 2 . EHBSA/WO could not find the optimum tour in gr48. On the other hand, EHBSA/WT/n again found the optimum tour 10 times for all experiments except EHBSA/WT/4 and EHBSA/WT/2 with N = 60. The ANEs for EHBSA/WT/3 and EHBSA/WT/5 were 85387 and 89799, respectively, showing good performance. Thus, we can see again the performance of EHBSA/WT is much better than EHBSA/WO. In the other operators, eER showed weaker performance than EHBSA/ WT/n in gr48, but better performance than OX. The best #OPT of eER is 5 with N = 960 and the ANE of this case is 166286, much larger than EHBSA/WT/n. PMX could not find the optimum tour. Comparing the performance of EHBSA/WT with discrete EDA in [Robles 02 ] is impossible because both termination conditions are different in gr48.
Results in pr76 are shown in Table 3 . EHBSA/WO could not find the optimum tour in pr76. On the other hand, EHBSA/WT/n found the optimum tour several times. With N = 60, EHBSA/WT/2, 3, 4, and 5 found the optimum tour 4, 4, 9, and 10 times, respectively. With N = 120, EHBSA/WT/2, 3, 4, and 5 found the optimum tour 9, 9, 9, and 10 times, respectively, showing the best performance. Thus, we can see the performance of EHBSA/WT is much better than the performance of EHBSA/WO in this experiment, too. In the other operators, eER found the optimum tour only 1 time with N = 480 and 3 times with N = 960, showing worse performance than EHBSA/WT. OX and PMX could not find the optimum tour.
From the results described above, we can see that EHBSA/WT/n worked fairly well in the test problems used. It also worked better than popular traditional two-parent recombination operators. In EHBSAs, the population size appears to be a crucial parameter as with traditional GAs. But one interesting feature of EHBSA/WT/n is that it requires smaller population size than traditional two parent recombination operators. This may be an important property of EHBSA/WT/n. In our experiments, we used a blind search. When we combine EHBSA/WT/n with some heuristics, it worked well with a smaller population size. As to the number of cut points, a smaller number of n work well with problems with smaller numbers of cities, and a larger number of n work well with problems with larger numbers of cities; i.e., gr24: n = 2, gr48: n = 3, and pr76: n = 5. 
Conclusions
In this paper, we have proposed probabilistic model-building genetic algorithms (PMBGAs) in permutation representation domain using the Traveling Salesman Problem (TSP), a typical, well-known optimization problem in permutation representation domain and compare its performance with traditional recombination operators. In this approach, we developed an edge histogram model from the current population. Two types of sampling algorithms, EHBSA/WO and EHBSA/WT, were presented. The results showed EHBSA/WT worked fairly well with a smaller size of population on the test problems used. It also worked better than well-known traditional two parent recombination operators.
There are many opportunities for further research related to the proposed algorithms. The effect of parameter values of B ratio , number of cut point of the template n, and size of population N, on the performance of the algorithm must be further investigated. We experimented with EHBSAs using a blind search to test the pure mixing capability of the proposed algorithms. But we must test the algorithms with appropriate heuristics in problems with large numbers of cities. Analyzing the time complexty of the algorithm, and applying EHBSAs to other permutation problems, such as job shop scheduling problems, also remain for future work.
