Análise da aplicabilidade das regras de ouro ao tuning de sistemas gerenciadores de bancos de dados relacionais em ambientes de computação em nuvem by Bini, Tarcizio Alexandre
TARCIZIO ALEXANDRE BINI
ANA´LISE DA APLICABILIDADE DAS REGRAS DE OURO
AO TUNING DE SISTEMAS GERENCIADORES DE
BANCOS DE DADOS RELACIONAIS EM AMBIENTES DE
COMPUTAC¸A˜O EM NUVEM
Tese apresentada como requisito parcial a`
obtenc¸a˜o do t´ıtulo de Doutor em Cieˆncia
da Computac¸a˜o, no Programa de Po´s-
Graduac¸a˜o em Informa´tica, Setor de Cieˆncias
Exatas da Universidade Federal do Parana´.
Orientador: Prof. Dr. Marcos Sfair Sunye
CURITIBA
2014
TARCIZIO ALEXANDRE BINI
ANA´LISE DA APLICABILIDADE DAS REGRAS DE OURO
AO TUNING DE SISTEMAS GERENCIADORES DE
BANCOS DE DADOS RELACIONAIS EM AMBIENTES DE
COMPUTAC¸A˜O EM NUVEM
Tese apresentada como requisito parcial a`
obtenc¸a˜o do t´ıtulo de Doutor em Cieˆncia
da Computac¸a˜o, no Programa de Po´s-
Graduac¸a˜o em Informa´tica, Setor de Cieˆncias
Exatas da Universidade Federal do Parana´.
Orientador: Prof. Dr. Marcos Sfair Sunye
CURITIBA
2014
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                    
 
                  Bini, Tarcizio Alexandre  
                       Análise da aplicabilidade das regras de ouro ao tuning de  
                  sistemas gerenciadores de bancos de dados relacionais em  
                  ambientes de computação em nuvem / Tarcizio Alexandre Bini. –  
                  Curitiba, 2014. 
                       97 f. : il., tabs., grafs. 
  
                      Tese (doutorado) – Universidade Federal do Paraná, Setor de  
                 Ciências Exatas, Programa de Pós Graduação em Informática                       
                      Orientador: Marcos Sfair Sunye 
                      Bibliografia: p. 87-97 
 
                                                        
1. Banco de dados relacionais.  2.  Banco de dados - Gerência  
                  3. Computação em nuvem . I. Sunye, Marcos Sfair.  III. Título.  
                                                                                                                    
                                                                                               CDD: 005.74 
 

AGRADECIMENTOS
Agradec¸o a Deus pelo seu imenso amor, me concedendo a vida, recheada de alegrias,
tristezas, dificuldades, fracassos e sucessos, pelos seus inu´meros contrastes, que a tornam
uma maravilhosa e infinita escola de progresso intelecto-moral. Sem Deus nada e´ poss´ıvel.
Aos meus familiares, especialmente meus pais, Angelo e Sofia, por sempre incentivarem
seus filhos aos estudos, tambe´m pela pacieˆncia e apoio nos momentos de dificuldades e
du´vidas.
A` minha namorada De´bora, pelas palavras amigas e revigorantes, pelo seu sorriso no
momento certo, pelo amor. Agradec¸o tambe´m pela ajuda nas correc¸o˜es deste documento.
A todos os professores do Departamento de Informa´tica da Universidade Federal do
Parana´. Agradec¸o especialmente ao meu orientador, Marcos Sfair Sunye, por acreditar
em meu potencial me incentivando quando pensei em desistir. Obrigado pelas dicas e
sugesto˜es para o desenvolvimento e aprimoramento dos trabalhos.
Aos colegas de caminhada Joa˜o Eugeˆnio, Luce´lia, Rebeca, Edson Ramiro e Cristiane
(em memo´ria), que nos primeiros anos do doutorado compartilharam de minhas dificul-
dades medos e incertezas. A frase “... se Deus quiser, um dia ainda acharemos grac¸a de
tudo isso ...” era sempre proferida.
Aos integrantes da Universidade Tecnolo´gica Federal do Parana´ (UTFPR) campus
Guarapuava, professores, te´cnicos administrativos e terceirizados, que fizeram parte da
histo´ria da etapa final deste curso de doutorado. Em especial ao grande amigo Eleandro
Maschio pelo apoio decisivo em tantos momentos. Sucesso!
Agradec¸o ao acadeˆmico Andre Ziviani e aos professores Fabiano Silva e Marcos Castilho
pela disponibilizac¸a˜o do ambiente computacional e ajuda nas configurac¸o˜es necessa´rias a`
execuc¸a˜o dos experimentos.
Finalmente, agradec¸o a todos aqueles que direta ou indiretamente, muitas vezes sem
saber, contribu´ıram para o desenvolvimento e conclusa˜o deste trabalho.
EPI´GRAFE
“Sabe, uma coisa mı´nima pode mudar sua vida. Num piscar de olhos alguma coisa
acontece do nada, quando voceˆ menos espera e te coloca num caminho que voceˆ nunca
planejou e um futuro que voceˆ nunca imaginou. Para onde ele vai te levar? E´ a jornada
das nossas vidas, nossa busca pela luz. Mas, a`s vezes, para encontrar a luz voceˆ tem que
passar pela mais profunda escurida˜o. Pelo menos, foi o que aconteceu comigo.”
(Um Homem de Sorte, Nicholas Sparks)
RESUMO
A computac¸a˜o em nuvem oferece um ambiente bastante prop´ıcio para o provimento
de servic¸os de TI. A virtualizac¸a˜o, tecnologia que compo˜e sua base possibilita simular
sobre um computador f´ısico, uma ou mais estac¸o˜es de trabalho chamadas ma´quinas vir-
tuais, que permitem maior flexibilidade e melhor racionalizac¸a˜o de sua infraestrutura.
A incorporac¸a˜o de sistemas legados aos ambientes em nuvem como forma de contenc¸a˜o
de custo e´ uma demanda frequente e altamente relevante. Para isso, e´ comum o em-
prego do modelo multi-inquilino do tipo shared-hardware, no qual o sistema gerenciador
de banco de dados e o sistema legado ficam hospedados em ma´quinas virtuais que com-
petem, junto a`s demais, por recursos computacionais. Neste ambiente, e´ vital o emprego
de estrate´gias de tuning que objetivam melhorias no desempenho do banco de dados.
Pore´m, os sistemas gerenciadores de banco de dados relacionais na˜o foram inicialmente
projetados para serem executados em ambientes shared-hardware. Consequentemente,
seus paraˆmetros de configurac¸a˜o, comumente alvos de regras de tuning, na˜o consideram o
fato de que os recursos dispon´ıveis variam ao longo do tempo, devido ao provisionamento
dinaˆmico comum em ambientes ela´sticos. Esta tese propo˜e um me´todo de avaliac¸a˜o que,
por meio da simulac¸a˜o de cargas de trabalho de acesso a disco oriundas de ma´quinas vir-
tuais concorrentes, demonstra a inadequac¸a˜o do emprego das regras de tuning, conhecidas
como regras-de-ouro, encontradas na literatura e/ou recomendadas por experts. Nossos
resultados apontam para a definic¸a˜o de novas regras-de-ouro, espec´ıficas para ambientes
virtualizados, ale´m de viabilizar a criac¸a˜o de um modelo para o tuning automa´tico de
sistemas gerenciadores de banco de dados relacionais em ambientes de computac¸a˜o em
nuvem.
Palavras-Chave: sistema gerenciador de banco de dados relacional, virtualizac¸a˜o,
tuning, sistema legados, computac¸a˜o em nuvem.
ABSTRACT
Cloud computing currently offers a very propitious environment for IT service pro-
vision. The virtualization, technology that compose their base enables to simulate in a
physical computer one or more workstations called virtual machines that allow greater
flexibility and better use of its infrastructure. The incorporation of legacy systems to
the cloud environments as a means of cost containment is a frequent and highly relevant
demand. Therefore, it is common the use the multi-tenant model of shared-hardware type
on which the database and legacy system are hosted on virtual machines that compete,
with others, for computational resources. In this environment it is vital the use of tuning
strategies that aim to improve the performance of the database. However, the relational
database management systems were not initially designed to execute on shared-hardware
environments. Consequently, its configuration parameters, commonly targets of tuning
rules, do not consider the fact that the available resources vary over time due to the
common dynamic provisioning that is common in elastic environments. This thesis pro-
poses an evaluation methodology that, simulates I/O workloads from concurrent virtual
machines and demonstrates the inadequacy of the use of tuning rules, known as rules-of-
thumb, found in literature and/or recommended by experts. Our results point to the new
rules-of-thumb, specific to virtualized environments while also make feasible the creation
of a model for automatic tuning of database in cloud computing environments.
Keywords: relational database management system, virtualization, tuning, legacy
systems, cloud computing.
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CAPI´TULO 1
INTRODUC¸A˜O
A computac¸a˜o em nuvem tem se tornado um ambiente altamente prop´ıcio para o provi-
mento de servic¸os de TI (Tecnologia da Informac¸a˜o). O emprego massivo da virtualizac¸a˜o,
tecnologia que compo˜e sua base, na˜o so´ teˆm proporcionado uma forma flex´ıvel e simples de
administrar recursos computacionais, como tambe´m tem permitido reduc¸o˜es significativas
de custos a`s organizac¸o˜es. Para isso, a virtualizac¸a˜o busca simular a execuc¸a˜o de va´rias
estac¸o˜es de trabalho denominadas Ma´quinas Virtuais (MV) que compartilham entre si
um conjunto de recursos computacionais, fornecidos por um computador f´ısico chamado
hospedeiro.
Embora novas te´cnicas de programac¸a˜o e arquiteturas de software tenham surgido es-
pecificamente para o paradigma de computac¸a˜o em nuvem, muitos sistemas legados ainda
esta˜o sendo mantidos em operac¸a˜o por diversas empresas. Representados por aplicac¸o˜es
antigas e muitas vezes desatualizadas, os sitemas legados possuem o cr´ıtico encargo de
manter adequadamente a regra de nego´cio das organizac¸o˜es. A incorporac¸a˜o desses sis-
temas a` infraestrutura de computac¸a˜o em nuvem e´ uma necessidade frequente e relevante
como forma de reduc¸a˜o de custos operacionais, e a virtualizac¸a˜o torna-se uma forma via´vel
para esse propo´sito.
Muitos dos sistemas legados em operac¸a˜o foram projetados usando a tradicional ar-
quitetura cliente/servidor. Tais sistemas sa˜o compostos principalmente por uma instaˆncia
de um Sistema Gerenciador de Bancos de Dados Relacional (SGBDR) e por um programa
cliente que executa na estac¸a˜o de trabalho do usua´rio, o qual necessita ter acesso ao
SGBDR por meio de uma rede local. Uma boa alternativa para incorporar tais sistemas
em nuvem e´ pelo uso de um software Monitor de Ma´quinas Virtuais (MMVs), criar uma
MV para hospedar a instaˆncia de SGBDR e outra para hospedar a aplicac¸a˜o do cliente.
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Muito embora o sistema legado tambe´m possa se encontrar hospedado na mesma MV que
o SGBDR.
Mesmo a virtualizac¸a˜o trazendo grandes benef´ıcios administrativos e econoˆmicos para
a manutenc¸a˜o de sistemas legados, sua flexibilidade no provisionamento de recursos tem
potencializado um problema cr´ıtico dos SGBDRs: a configurac¸a˜o e o ajuste de seu de-
sempenho.
1.1 Definic¸a˜o do Problema
De um modo geral, existe um conflito importante entre maximizar o desempenho de
um SGBDR e minimizar os recursos por ele utilizados. Tratando-se de ambientes de com-
putac¸a˜o em nuvem de larga escala, tanto a subutilizac¸a˜o de recursos computacionais como
o super-dimensionamento de hardware sa˜o pra´ticas indeseja´veis, uma vez que aumentam
de forma significativa os custos de infraestrutura repassados aos clientes. Para obter me-
lhorias no desempenho das aplicac¸o˜es de banco de dados em ambientes virtualizados, uma
dentre va´rias soluc¸o˜es que evitam elevados investimentos de recursos computacionais e´ a
realizac¸a˜o de intervenc¸o˜es nos mecanismos responsa´veis pelo processamento de consultas.
Uma vez que os SGBDRs na˜o foram inicialmente projetados para serem executados
em ambientes virtualizados, seu modelo de custos, base para a tomada de deciso˜es e
otimizac¸o˜es, na˜o leva em considerac¸a˜o sua execuc¸a˜o em ambientes ela´sticos, que impli-
cam em um provisionamento dinaˆmico de recursos. A existeˆncia de cargas de trabalho
concorrentes, oriundas de outras MVs sobre um mesmo hardware, tambe´m e´ um exemplo
que na˜o se pode ignorar. E´ necessa´rio que o mecanismo de auto-configurac¸a˜o do SGBDR
reconhec¸a essas variac¸o˜es que ficam de posse do MMVs, responsa´vel pelo escalonamento
de recursos. Para isso e´ preciso conceber uma nova arquitetura de custos para os SGBDRs.
A soluc¸a˜o apresentada na˜o e´ deseja´vel quando o SGBDR e´ utilizado para o atendimento
a`s requisic¸o˜es de sistemas legados, devido a` necessidade de alterac¸o˜es no co´digo-fonte do
SGBDR, na˜o suportadas pelos sistemas legados que muitas vezes sa˜o altamente depen-
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dentes de verso˜es espec´ıficas, comumente descontinuadas e obsoletas. Assim, uma soluc¸a˜o
menos invasiva objetivando melhorias no desempenho de SGBDRs inseridos em ambientes
virtualizados e´ o emprego de regras de tuning encontradas na literatura e/ou recomendas
por especialistas, tambe´m conhecidas como regras-de-ouro.
1.2 Hipo´tese de Pesquisa
Uma vez que as regras-de-ouro foram definidas para serem aplicadas a` configurac¸a˜o de
SGBDRs que executam em ambientes na˜o-virtualizados, estas na˜o consideram o efeito de
cargas de trabalho concorrentes de acesso a disco, oriundas de outras MVs que executam
sobre o mesmo hospedeiro. A necessidade de constantes acessos a`s unidades de disco,
comuns em ambientes de produc¸a˜o, representam o maior “gargalo” para SGBDRs que
manipulam grandes quantidades de dados. Assim, a hipo´tese principal desta tese e´ a de
que as regras-de-ouro comumente utilizadas para o tuning de SGBDRs, na˜o devem ser
aplicadas quando os mesmos estiverem inseridos em ambientes virtualizados, sobre o oˆnus
de na˜o trazer benef´ıcios ou ate´ mesmo prejudicar drasticamente seu desempenho.
1.3 Objetivos e Contribuic¸o˜es
Para que nossa hipo´tese pudesse ser comprovada foi necessa´ria a concepc¸a˜o de um
me´todo para avaliar os efeitos do emprego de regras de tuning sobre SGBDRs que operam
sobre ambientes virtualizados. Para isso, o PostgreSQL [PostgreSQL, 2013] foi instalado
em uma MV recebendo de forma concorrente a` sua execuc¸a˜o, intenso acesso a`s unidades
de armazenamento provenientes de outras MVs. Destaca-se que as MVs estavam alocadas
sobre o mesmo hospedeiro.
A carga de trabalho de acesso a disco foi disparada por processos resultantes da
adaptac¸a˜o de um benchmark que analisava o desempenho e o comportamento de dis-
cos r´ıgidos e sistemas de arquivos. Uma vez que os discos sa˜o dispositivos mecaˆnicos, tais
cargas de trabalho sa˜o caracterizadas e implementadas considerando em uma dimensa˜o
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requisic¸o˜es de Leitura e Escrita, e em outra, acessos Aleato´rios e Sequenciais ao disco.
Foi necessa´ria a elaborac¸a˜o de um conjunto de consultas com caracter´ısticas espec´ıficas,
que simultaneamente provocam intensas requisic¸o˜es a disco e tambe´m oportunizam anali-
sar os efeitos das regras de tuning sobre o total de paraˆmetros de configurac¸a˜o escolhidos.
Tais consultas tomam por base as que foram fornecidas por um benchmark que proveu a
base de dados sinte´tica que simula um ambiente ana´litico e de suporte a deciso˜es utilizado
nos experimentos.
Os paraˆmetros considerados na ana´lise experimental foram escolhidos baseados em
classificac¸o˜es encontradas na literatura. Estas classificac¸o˜es apontam os paraˆmetros que
causam maior efeito no desempenho do SGBDR considerando a carga de trabalho de
consultas submetida e as caracter´ısticas da base de dados sinte´tica utilizada. Evitou-se
assim, o aumento exponencial na quantidade de resultados obtidos.
O me´todo implementado e descrito nesta tese demonstra a inadequac¸a˜o do emprego
de regras-de-ouro ao tuning de SGBDR inseridos em ambientes virtualizados. Tambe´m
esta´ apto a quantificar tal inadequac¸a˜o quando comparada a`s demais regras de tuning
experimentadas. Para isso, e´ considerado o tempo me´dio de execuc¸a˜o de cada consulta
e tambe´m o tempo me´dio para execuc¸a˜o da carga de trabalho composta por todas as
consultas elaboradas. Nosso me´todo exibe os tempos me´dios de execuc¸a˜o contemplando
cada um dos 4 tipos de acesso a disco elencados.
Os resultados obtidos pelo me´todo que sa˜o exibidos na forma de gra´ficos, tambe´m
apontam para a definic¸a˜o de novas regras-de-ouro para a configurac¸a˜o adequada de SGB-
DRs em ambientes virtualizados. Tais regras apresentam sugesto˜es de valores a serem
alocados a` cada um dos paraˆmetros de configurac¸a˜o analisados considerando tambe´m
cada tipo de acesso a disco. Na maioria dos casos os valores sugeridos esta˜o bem dis-
tantes dos propostos por especialistas ou pela literatura que considera a execuc¸a˜o do
SGBDR em ambiente na˜o virtualizado.
Por fim, nossos resultados viabilizam o desenvolvimento de um modelo para realizar o
tuning automa´tico dos SGBDRs em ambientes virtualizados. Para isso, as novas regras-
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de-ouro apontadas por este trabalho devem ser adotadas simultaneamente, de acordo com
a ana´lise das caracter´ısticas do tipo da carga de acesso a disco, oriundas de outras MVs,
que executam concorrentemente ao SGBDR. Esta tese tambe´m mensura diversos trabalhos
futuros relativos a otimizac¸a˜o de desempenho de SGBDRs que apresentam importaˆncia e
relativa urgeˆncia em desenvolvimento.
1.4 Organizac¸a˜o do Documento
Esta tese encontra-se assim organizada:
No Cap´ıtulo 2 esta˜o as definic¸o˜es dos conceitos e tecnologias relacionadas ao ambiente
de computac¸a˜o em nuvem. A descric¸a˜o principal do Cap´ıtulo e´ a respeito da tecnologia
de virtualizac¸a˜o assim como seus tipos.
No Cap´ıtulo 3 e´ colocada em foco a inserc¸a˜o de Sistemas Gerenciadores de Banco
Dados (SGBD) em ambientes de computac¸a˜o em nuvem considerando a tecnologia de
virtualizac¸a˜o. Tambe´m e´ apresentada a classificac¸a˜o dos mesmos dando atenc¸a˜o especial
aos SGBDRs.
Cabe ao Cap´ıtulo 4 realizar discusso˜es sobre duas te´cnicas de otimizac¸a˜o de desem-
penho de SGBDRs, uma relacionada ao processamento de consultas e outra relacionada a`
utilizac¸a˜o de regras de tuning. Descreve-se no Cap´ıtulo 5 de forma detalhada o ambiente
computacional empregado na implantac¸a˜o de nosso me´todo.
No Cap´ıtulo 6 esta˜o os resultados obtidos atrave´s dos experimentos e considerac¸o˜es a
respeito do emprego de regras de tuning para a otimizac¸a˜o de desempenho de SGBDRs,
sobre MVs que recebem acesso concorrente a disco.
Apresentam-se no Cap´ıtulo 7, as concluso˜es alcanc¸adas, bem como os trabalhos fu-
turos.
Os Apeˆndices A e B encerram esta tese, apresentando respectivamente as consultas
utilizadas em nossos experimentos e os trabalhos desenvolvidos sobre a otimizac¸a˜o de
desempenho de SGBDRs.
CAPI´TULO 2
COMPUTAC¸A˜O EM NUVEM: CONCEITOS E
TECNOLOGIAS
A constante exigeˆncia por recursos computacionais demandou num passado na˜o muito
distante o desenvolvimento da computac¸a˜o distribu´ıda e paralela. Em seguida, pesquisas
relacionadas a clusters e, posteriormente, grades computacionais alcanc¸aram eˆxito, fazendo
com que seu emprego em aplicac¸o˜es reais se tornasse um sucesso. Atualmente o modelo
de computac¸a˜o em nuvem ou cloud computing [Mc Evoy et al., 2011, Zhang et al., 2010,
Wang et al., 2010, Vouk, 2008] e´ uma tendeˆncia adotada pela indu´stria, governo e comu-
nidade cient´ıfica como soluc¸a˜o distribu´ıda, flex´ıvel e ela´stica.
Ainda na˜o havendo um consenso sobre a definic¸a˜o do termo computac¸a˜o em nuvem, um
conceito mais amplo e na˜o definitivo, pois se encontra em constante evoluc¸a˜o, e´ fornecido
pelo (NIST) [Peter Mell and Timothy Grance, 2011] National Institute of Standards and
Technology : “cloud computing e´ um modelo que permite o acesso, de forma conveniente
e sob demanda a recursos configura´veis de computac¸a˜o, como, armazenamento, processa-
mento e aplicac¸o˜es. Estes, podem ser rapidamente adquiridos e liberados com o mı´nimo
de esforc¸o de gesta˜o ou interac¸a˜o com o provedor de servic¸os”.
Considerando tal conceito, constata-se que um dos principais objetivos da computac¸a˜o
em nuvem e´ fornecer a seus usua´rios a pilha computacional sob a forma de servic¸os, com
pagamento baseado na utilizac¸a˜o (pay-per-use), [Buyya et al., 2009]. Assim, evita-se o
grande investimento de capital para construc¸a˜o, aquisic¸a˜o e instalac¸a˜o de equipamentos
de computac¸a˜o em larga escala. Como o acesso aos servic¸os e´ realizado de forma simples
e transparente, na˜o ha´ necessidade dos usua´rios conhecerem previamente as tecnologias
utilizadas, ta˜o pouco a forma da implementac¸a˜o f´ısica da nuvem. Para que o usua´rio
possa usufruir dos servic¸os oferecidos, e´ necessa´rio no mı´nimo que sua ma´quina tenha
19
20
acesso a` Internet e que previamente tenham sido instalados um sistema operacional e um
aplicativo navegador.
No cena´rio descrito, o modelo de computac¸a˜o em nuvem e´ composto basicamente
por treˆs (3) atores principais [Vaquero et al., 2008]: (1) provedores de infraestru-
tura ou IP’s (Infrastructure Providers), que fornecem servic¸os computacionais e de ar-
mazenamento, necessa´rios a` execuc¸a˜o de aplicac¸o˜es dentro do modelo; (2) provedores de
servic¸os ou SP’s (Services Providers), responsa´veis pela disponibilizac¸a˜o, gerenciamento
e monitoramento de servic¸os. Estes, na maioria das vezes desenvolvem aplicac¸o˜es que sa˜o
oferecidas e implantadas na plataforma de computac¸a˜o em nuvem; e os (3) usua´rios de
servic¸os, que utilizam os recursos fornecidos pela nuvem computacional, obtendo-os de
diversos canais como de provedores de servic¸o e infraestrutura.
Segundo o NIST [Peter Mell and Timothy Grance, 2011], tipicamente o modelo de
computac¸a˜o em nuvem e´ composto por cinco (5) caracter´ısticas principais:
• Servic¸o sob demanda: os usua´rios podem obter recursos computacionais como
processamento, armazenamento de forma automa´tica, sem a interac¸a˜o humana com
os provedores de servic¸os.
• Amplo acesso a` rede: os recursos computacionais sa˜o disponibilizados atrave´s da
rede e acessados por meio de mecanismos padronizados que possibilitam o uso por
dispositivos como celulares, notebooks e estac¸o˜es de trabalho.
• Agrupamento de recursos: os recursos computacionais fornecidos pelos prove-
dores de servic¸os sa˜o agrupados de forma a atender mu´ltiplos usua´rios, com dife-
rentes recursos f´ısicos e virtuais, dinamicamente ajustados e atribu´ıdos conforme
demanda.
• Elasticidade: Os recursos computacionais podem ser adquiridos ou liberados de
forma ra´pida, ela´stica e em alguns casos automaticamente. Para o usua´rio, os
recursos parecem ser ilimitados podendo ser requisitados a qualquer momento e em
qualquer quantidade.
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FIGURA 2.1: OS TREˆS MODELOS DE SERVIC¸OS DA COMPUTAC¸A˜O EM NUVEM
• Monitoramento dos servic¸os: Os sistemas de gerenciamento de computac¸a˜o em
nuvem controlam e otimizam automaticamente os recursos computacionais para
cada tipo de servic¸o (processamento, armazenamento e largura de banda). Tal
monitoramento de recursos, deve ser transparente tanto para o provedor quanto
para o usua´rio dos servic¸os utilizados.
2.1 Modelos de Servic¸os de Computac¸a˜o em Nuvem
Os servic¸os oferecidos pelo ambiente de computac¸a˜o em nuvem sa˜o classificados com
maior frequeˆncia na literatura em treˆs (3) modelos [Rimal et al., 2009, Chieu et al., 2009].
Esta classificac¸a˜o e´ importante, uma vez que define o padra˜o arquitetural para as soluc¸o˜es
de computac¸a˜o em nuvem. Estes modelos proveˆem n´ıveis varia´veis de economia e de-
pendeˆncia dos provedores de servic¸os, no que diz respeito a` integrac¸a˜o entre os va´rios sis-
temas locais de uma empresa e os sistemas a serem implantados em nuvem. A Figura 2.1
busca sintetizar os treˆs (3) modelos que sera˜o discutidos, dando exemplos de servic¸os
oferecidos por cada um.
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Software como Servic¸o: Este modelo, tambe´m conhecido pela sigla SaaS (Software
as a Service), proveˆ aos usua´rios atrave´s da Internet e de uma interface thin client,
sistemas de software com finalidades espec´ıficas. O usua´rio na˜o necessita controlar ou
administrar a infraestrutura subjacente da nuvem que pode incluir entre outros, rede,
sistemas operacionais e armazenamento. Isso resulta em um desenvolvimento mais ra´pido
de sistemas de software, ale´m da reduc¸a˜o nos custos relacionados a` aquisic¸a˜o de licenc¸as,
atualizac¸o˜es de software e backup de dados que ficam sob responsabilidade do provedor.
O modelo SaaS, representa os servic¸os de mais alto n´ıvel providos pela computac¸a˜o em
nuvem e exige pouca ou nenhuma alterac¸a˜o na infraestrutura das organizac¸o˜es. Tem como
exemplo de representantes o GoogleDocs e o servic¸o de gesta˜o do relacionamento com o
cliente (Customer Relationship Management-CRM) da Salesforce [CRM Salesforce, 2013].
Plataforma como Servic¸o: Tambe´m conhecido como PaaS (Plataform-as-a-Service),
este modelo de servic¸o fornece aos seus usua´rios uma plataforma para o desenvolvimento
e teste de aplicac¸o˜es sobre a nuvem computacional, com foco na colaborac¸a˜o entre os de-
senvolvedores. Semelhante ao modelo SaaS, o usua´rio na˜o necessita gerenciar a infraestru-
tura ba´sica da nuvem. De acordo com a disponibilidade do provedor de servic¸os, o usua´rio
podera´, por exemplo, ter a sua disposic¸a˜o compiladores, IDEs (Integrated Development
Environment), ferramentas para controle e gerenciamento de verso˜es, ferramentas para
testes de desempenho e testes automatizados. Como exemplo de PaaS pode-se citar o
Google App Engine [Google App Engine, 2013] e o Heroku Dev Center [Heroku, 2013].
Infraestrutura como Servic¸o: O terceiro modelo de servic¸os tambe´m denominado
IaaS (Infrastructure as a Service) fornece aos usua´rios da nuvem recursos computacionais.
Mesmo na˜o controlando ou administrando a infraestrutura da nuvem e´ permitida ao
usua´rio a escolha do sistema operacional, da quantidade de memo´ria, disco e nu´cleos
de processamento que fara´ uso, ale´m de controle limitado de componentes como fire-
walls. Esta infraestrutura e´ baseada na tecnologia de virtualizac¸a˜o, que permite escalar
dinamicamente os recursos computacionais, aumentando ou diminuindo sua disponibili-
dade a`s aplicac¸o˜es, conforme a necessidade dos usua´rios. Tal tecnologia que oportuniza
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fornecer aos usua´rios a infraestrutura computacional sobre a forma de servic¸os e´ de ex-
trema importaˆncia a` computac¸a˜o em nuvem e sera´ detalhada posteriormente, em subsec¸a˜o
espec´ıfica.
O modelo IaaS permite que as organizac¸o˜es reduzam consideravelmente os custos rela-
cionados a hardware e seu suporte, ale´m da economia em energia e melhor aproveitamento
de espac¸o f´ısico. Sa˜o exemplos de provedores deste modelo o Amazon Elastic Cloud Com-
puting (EC2) [ama, 2013] e o Blue Cloud da IBM [Blue Cloud, 2013].
Uma vez que a computac¸a˜o em nuvem fornece a ideia de que as necessidades dos
usua´rios sa˜o providas como servic¸os, muitas de suas soluc¸o˜es deram origem a termos que
passaram a ser conhecidos como novos modelos de servic¸os. Ao contra´rio dos treˆs ja´ apre-
sentados, existe pouca consensualidade na literatura sobre suas definic¸o˜es, como e´ o caso
do modelo DaaS (Data as a Service) ou DBaaS (Database as a Service) [Rodrigues, 2013].
Neste, o objetivo e´ disponibilizar a partir dos dados referentes a determinado nego´cio,
ana´lises e estudos de tendeˆncias sobre um contexto em espec´ıfico, de forma segura, ra´pida,
com custos reduzidos e acess´ıveis atrave´s da Internet. Tambe´m existem soluc¸o˜es que visam
disponibilizar e implantar bases de dados sobre o modelo de computac¸a˜o em nuvem, ofe-
recendo espac¸o de armazenamento, ale´m de todas as funcionalidades e servic¸os inerentes
a` gesta˜o de dados.
2.2 Modelos de Implantac¸a˜o de Computac¸a˜o em Nuvem
Considerando as caracter´ısticas de implantac¸a˜o da nuvem computacional e´ poss´ıvel a
identificac¸a˜o de quatro (4) modelos segundo NIST [Peter Mell and Timothy Grance, 2011].
Estes modelos definira˜o a disponibilidade e as restric¸o˜es de acesso aos servic¸os oferecidos
aos usua´rios.
Nuvem Privada: neste modelo, a infraestrutura de nuvem e´ utilizada exclusivamente
por determinada organizac¸a˜o, com usua´rios devidamente autorizados. Local ou remota,
pode ser administrada pela pro´pria organizac¸a˜o (o que mais comumente ocorre) ou por
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terceiros. Neste aˆmbito, pol´ıticas de acesso sa˜o empregadas considerando tecnologias de
autenticac¸a˜o, autorizac¸a˜o e gerenciamento de redes.
As nuvens privadas permitem a melhor alocac¸a˜o de recursos de forma a atender as
necessidades individuais da organizac¸a˜o. Tambe´m, torna-se uma soluc¸a˜o atrativa para
instituic¸o˜es que procuram otimizar grandes investimentos em TI ja´ realizados. Os re-
cursos do ambiente computacional, como servidores, desktops e storages sa˜o agrupados,
centralizados e oferecidos aos usua´rios como servic¸os, conforme o modelo IaaS.
Nuvem Pu´blica: a infraestrutura provida pela nuvem e´ disponibilizada a usua´rios
de forma geral, os quais devem conhecer a localizac¸a˜o do servic¸o oferecido. Geralmente,
nuvens pu´blicas sa˜o executadas por terceiros tendo seus servic¸os gratuitos ou comerciali-
zados. Este modelo de nuvem e´ uma boa soluc¸a˜o para empresas que necessitam executar
determinada tarefa de forma flex´ıvel e tempora´ria garantindo a reduc¸a˜o de custos. Como
principais benef´ıcios deste modelo, esta˜o a facilidade de configurac¸a˜o e utilizac¸a˜o dos
servic¸os, a escalabilidade e o pagamento conforme uso, evitando assim despender grandes
investimentos em infraestrutura de TI.
Apesar das vantagens oferecidas, muitas organizac¸o˜es na˜o se sentem conforta´veis em
utilizar o modelo de nuvem pu´blica para seus sistemas cr´ıticos. Incertezas surgem a
respeito da privacidade e seguranc¸a das informac¸o˜es, compartilhadas com outras orga-
nizac¸o˜es, muitas vezes localizadas em outros pa´ıses. Para estes casos, o modelo de nuvem
h´ıbrida pode ser mais atrativo.
Nuvem Comunidade: a infraestrutura da nuvem e´ compartilhada por uma comu-
nidade, ou seja, um conjunto de organizac¸o˜es que partilham objetivos, preocupac¸o˜es e
interesses em comum, por exemplo, requisitos de seguranc¸a, informac¸o˜es, ferramentas
e aplicativos espec´ıficos. A nuvem pode estar posicionada localmente ou remotamente
sendo gerenciada, operada e controlada por uma ou mais organizac¸o˜es que compo˜em a
comunidade ou por terceiros.
Nuvem Hı´brida: neste modelo de implantac¸a˜o existe uma composic¸a˜o de nuvens,
podendo ser pu´blicas, privadas ou comunidades. Cada entidade permanece u´nica sendo
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interligada por tecnologias padronizadas, as quais permitem a portabilidade de dados e
aplicac¸o˜es.
O modelo de nuvem h´ıbrida permite que uma organizac¸a˜o gerencie sua infraestrutura
de TI, seu uso sob a forma de servic¸os e tambe´m obtenha recursos externos de terceiros.
Esta abordagem possibilita tirar proveito da escalabilidade e contenc¸a˜o de custos que a
nuvem pu´blica oferece, na˜o expondo, pelo modelo de nuvem privada, dados e aplicac¸o˜es
cr´ıticas a` vulnerabilidade de terceiros. Assim, e´ poss´ıvel que uma nuvem privada tenha
seus recursos potencializados a partir da reserva de recursos oferecidos por uma rede
pu´blica, mantendo os n´ıveis de servic¸o mesmo na ocorreˆncia de flutuac¸o˜es na disponibili-
dade de recursos.
2.3 A Virtualizac¸a˜o e a Computac¸a˜o em Nuvem
A computac¸a˜o em nuvem e´ constitu´ıda por diversas tecnologias, como a virtualizac¸a˜o
que compo˜e a sua base [Zhang et al., 2010]. Em uma visa˜o ampla, a virtualizac¸a˜o e´ a
simulac¸a˜o atrave´s de software, de uma ou mais estac¸o˜es de trabalho ou servidores em
um computador f´ısico, o que permite que um u´nico computador desempenhe o papel de
va´rios, partilhando seus recursos por meio da multiplicidade de ambientes.
Um sistema virtualizado consiste basicamente de treˆs (3) partes [Maziero, 2013]: (1) o
hospedeiro (host system) que possui recursos reais de hardware e software do sistema; (2)
a Ma´quina Virtual (MV), tambe´m denominada sistema convidado (guest system) que
executa sobre o sistema virtualizado, podendo em muitos casos coexistir com va´rias MVs,
executando simultaneamente sobre o mesmo hospedeiro; (3) a camada de virtualizac¸a˜o,
denominada hipervisor ou Monitor de Ma´quinas Virtuais (MMVs) que permite o suporte
e gesta˜o de MVs sobre o mesmo hospedeiro.
Semelhante a uma ma´quina f´ısica, cada MV ira´ fornecer a seu utilizador um ambi-
ente completo, podendo ter entre outros, seu pro´prio sistema operacional, conjunto de
aplicac¸o˜es, servic¸os de rede, processamento e armazenamento. Dessa forma, a virtua-
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lizac¸a˜o permite a divisa˜o de recursos computacionais fazendo com que as aplicac¸o˜es sejam
executadas de forma isolada a partir de uma plataforma de hardware compartilhada.
Tal divisa˜o e´ uma soluc¸a˜o atrativa que resulta em reduc¸a˜o de custos operacionais e de
gesta˜o [Rose, 2004].
O MMVs e´ responsa´vel pelo controle e gesta˜o dos recursos computacionais comparti-
lhados pelo hospedeiro como memo´ria, disco r´ıgido, processamento e dispositivos de En-
trada/Sa´ıda. De acordo com as necessidades, estes recursos podem ser disponibilizados a`s
MVs pelos usua´rios autorizados ou de forma automa´tica por aplicativos espec´ıficos. Dessa
forma, servidores, dispositivos de armazenamento e outros hardwares sa˜o tratados como
um conjunto de recursos que podem ser alocados conforme demanda [Chieu et al., 2009].
Para isso o MMVs implementa uma camada de software com o objetivo de realizar o
tratamento e o escalonamento de instruc¸o˜es das MVs, fornecendo ao sistema operacional
convidado a abstrac¸a˜o da MV.
Segundo Chieu et al. [Chieu et al., 2009] e a VMWare [VMWARE, 2011], a tecnologia
de virtualizac¸a˜o e´ capaz de apresentar soluc¸o˜es aos problemas de gerenciamento de grandes
data centers, ale´m de oferecer benef´ıcios a` me´dias e pequenas empresas como:
• Reduc¸a˜o de custos operacionais;
• Reduc¸a˜o do tempo despendido com rotinas administrativas de TI;
• Facilidade na realizac¸a˜o de backup e protec¸a˜o de dados;
• Consolidac¸a˜o de recursos de TI (hardware/software/dados);
• Suporte a aplicac¸o˜es e hardware legado;
• Melhor disponibilidade de aplicativos;
• Facilidade de recuperac¸a˜o de falhas;
• Melhoria na escalabilidade dos sistemas computacionais;
• Facilidade de experimentac¸a˜o envolvendo redes e sistemas distribu´ıdos.
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2.3.1 Tipos de Virtualizac¸a˜o
Diferentes abordagens para implementac¸a˜o de virtualizac¸a˜o em servidores foram pro-
postas, sendo as mais utilizadas discutidas a seguir:
Virtualizac¸a˜o Total: Tambe´m chamado de Full Virtualization ou Virtualizac¸a˜o
Completa, proveˆ uma re´plica virtual do hardware subjacente. Como a estrutura com-
pleta de hardware e´ virtualizada, o sistema operacional convidado na˜o necessita de modi-
ficac¸o˜es para suportar a virtualizac¸a˜o, o que representa uma vantagem dessa abordagem.
Pore´m, alguns inconvenientes merecem destaque. Uma vez que um computador apresenta
grande diversidade de dispositivos de hardware, ha´ dificuldade em implementar uma MV
que simule o comportamento exato de cada um. Assim, torna-se necessa´rio o emprego de
drivers gene´ricos que muitas vezes inibem o uso da capacidade total do dispositivo. Outro
inconveniente esta´ relacionado a` exigeˆncia do MMVs traduzir e analisar as instruc¸o˜es
executadas pelo sistema convidado em uma ou mais instruc¸o˜es equivalente no hardware
real, o que representa um custo extra de processamento [Maziero, 2013, Carissimi, 2008].
VMWare Server [VMWare, 2013] e o Virtual Box [Virtual Box, 2013] sa˜o exemplos de
MMVs que se utilizam deste tipo de virtualizac¸a˜o, que e´ ilustrado na Figura 2.2.
FIGURA 2.2: VIRTUALIZAC¸A˜O TOTAL
Paravirtualizac¸a˜o: Esta abordagem busca contornar as inconvenieˆncias encontradas
na virtualizac¸a˜o total, permitindo que o sistema operacional convidado tenha acesso direto
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FIGURA 2.3: PARAVIRTUALIZAC¸A˜O
aos recursos de hardware, pore´m, com restric¸o˜es administradas pelo MMVs. Os disposi-
tivos de hardware sa˜o acessados pelos drivers pro´prios da MV na˜o havendo necessidade de
drivers gene´ricos [Peixoto, 2012]. O kernel do sistema operacional convidado e´ modificado
permitindo que o mesmo fac¸a chamadas (hypercalls) ao MMVs. A partir dessas chamadas,
o MMVs realiza tarefas cr´ıticas como gesta˜o de memo´ria ou interrupc¸o˜es, em nome do
kernel do sistema operacional da MV, que tem cieˆncia de estar sendo executado em um
ambiente virtual. Esta soluc¸a˜o que e´ ilustrada na Figura 2.3, permite melhor desempenho
comparada a virtualizac¸a˜o total, uma vez que a ana´lise e traduc¸a˜o de instruc¸o˜es na˜o sa˜o
necessa´rias. Como exemplo de MMVs que da˜o suporte a paravirtualizac¸a˜o, pode-se citar
o Xen [Xen, 2013], e o IBM z/VM [IBM z/VM, 2013].
Virtualizac¸a˜o em Nı´vel do Sistema Operacional: Nesta abordagem, tambe´m
chamada de OS-level virtualization, a virtualizac¸a˜o do servidor f´ısico e´ realizada em n´ıvel
de sistema operacional, permitindo assim a execuc¸a˜o de diversas MVs de forma isolada
e segura. Para isso, instala-se uma camada de software de virtualizac¸a˜o sobre o sistema
operacional do hospedeiro (sistema operacional anfitria˜o), permitindo que as MVs o com-
partilhem. Assim, o mesmo nu´cleo de sistema operacional e´ utilizado (geralmente uma
instaˆncia do mesmo) para implementar o ambiente dos sistemas convidados, tendo cada
um deles seus pro´prios recursos e sistema de arquivos, funcionando isoladamente.
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FIGURA 2.4: VIRTUALIZAC¸A˜O EM NI´VEL DO SISTEMA OPERACIONAL
A funcionalidade do MMVs e´ limitada, uma vez que conta com o sistema operacional
hospedeiro para realizar o escalonamento de CPU e o gerenciamento de memo´ria. A
principal desvantagem desta abordagem de virtualizac¸a˜o e´ que o usua´rio na˜o pode fazer
uso de outro sistema operacional nas MVs diferente daquele instalado no hospedeiro.
A Figura 2.4 ilustra esta abordagem de virtualizac¸a˜o, sendo exemplos de MMVs que
a suportam, o Solaris Zones [Solaris Zones, 2013] e o KVM (Kernel-based Virtual Ma-
chine) [Kvm, 2013].
Virtualizac¸a˜o Assistida por Hardware: ou hardware-assisted virtualization, esta
abordagem faz uso de novas tecnologias de processamento como a Intel-VT e a AMD-
V, as quais incorporam funcionalidades de suporte a virtualizac¸a˜o. Tais processadores
fornecem um modo de privile´gio adicional no qual o MMVs pode operar. Assim, sa˜o
providas extenso˜es para a execuc¸a˜o de MVs sem a exigeˆncia de alterac¸o˜es em seus sistemas
operacionais e sem a necessidade de ana´lise e traduc¸a˜o das instruc¸o˜es do sistema convidado
para execuc¸a˜o sobre o hardware real, conforme ilustra a Figura 2.5. Como exemplo de
MMVs com suporte a este tipo de virtualizac¸a˜o temos o VMware [VMWare, 2013], o
KVM [Kvm, 2013] e o Xen [Xen, 2013].
Segundo Chieu et al. [Chieu et al., 2009], a virtualizac¸a˜o oferece inu´meros benef´ıcios,
pore´m tambe´m traz desvantagens principalmente no que se refere a` sobrecarga de de-
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FIGURA 2.5: VIRTUALIZAC¸A˜O ASSISTIDA POR HARDWARE
sempenho. Isto se deve ao fato do MMVs atuar como componente de nu´cleo do sistema,
funcionando como uma camada de software entre o hardware real e o sistema operacional.
Esta camada consome recursos extras como processamento e memo´ria quando comparada
a um ambiente sem virtualizac¸a˜o. Outra desvantagem relacionada refere-se a` dificuldade
de isolamento entre as MVs, principalmente no que diz respeito a` utilizac¸a˜o de recursos
como disco e processamento, os quais sofrem constantes acessos de forma concorrente
entre as MVs. Isto representa o principal “gargalo” de desempenho para os sistemas
virtualizados.
Finalizamos nossa discussa˜o sobre virtualizac¸a˜o, afirmando que, independente da es-
colha de seu tipo, uma questa˜o e´ certa, esta tecnologia ampliou os limites com que
a capacidade computacional era empregada, permitindo que recursos (infraestrutura,
plataforma e aplicac¸o˜es) sejam adquiridos como servic¸os conforme demanda. Tornando
a computac¸a˜o em nuvem fact´ıvel, a virtualizac¸a˜o oportuniza a` detentores de grandes
data centers empregar suas capacidades computacionais ociosas como forma de fornecer
servic¸os a diversos tipos de consumidores, reduzindo preju´ızos com a subutilizac¸a˜o da
infraestrutura [Nobile, 2013].
CAPI´TULO 3
GESTA˜O DE DADOS EM AMBIENTES DE COMPUTAC¸A˜O
EM NUVEM
Conforme discutido no Cap´ıtulo 2, o modelo de computac¸a˜o em nuvem vem alterando
a forma como as soluc¸o˜es de tecnologia sa˜o acessadas e consumidas pelos usua´rios. A
inserc¸a˜o de SGBDs neste modelo e´ uma demanda das organizac¸o˜es, que exigem a gesta˜o
segura e eficiente de quantidades crescentes de informac¸o˜es e, nos u´ltimos anos, os servic¸os
de gesta˜o e armazenamento de dados em nuvem (DaaS e DBaaS) tornaram-se extrema-
mente atrativos [Curino et al., 2011], como forma de reduc¸a˜o de custos operacionais. Este
modelo de servic¸os tem interessado a` clientes de diversos setores do mercado, desde pe-
quenas e me´dias empresas com o objetivo de reduzir custos atrave´s da utilizac¸a˜o da in-
fraestrutura de terceiros, ate´ grandes empresas na busca de soluc¸o˜es a` gesta˜o de grandes
volumes de dados e atendimento ao aumento na quantidade de requisic¸o˜es de forma segura
e escala´vel.
Sa˜o diversas as arquiteturas e sistemas baseados no modelo de computac¸a˜o em nu-
vem em desenvolvimento, que buscam suprir a demanda de aplicac¸o˜es que possuem di-
ferentes necessidades de armazenamento e processamento. Tais sistemas fornecem aos
usua´rios a visa˜o de escalabilidade, processamento e armazenamento infinitos. Pore´m, en-
frentam o problema de provisionamento de recursos [Sousa et al., 2011]. Neste contexto, a
Tabela 3.1 apresenta, segundo [Curino et al., 2011], um conjunto de requerimentos chave
para os servic¸os de gesta˜o e armazenamento de dados em nuvem a partir da perspectiva
do usua´rio, do provedor de servic¸os e requisitos adicionais relacionados a` nuvem pu´blica.
Considerando a perspectiva do usua´rio, sua principal necessidade esta´ relacionada a um
servic¸o de banco de dados oferecido por meio de uma interface simples, que na˜o necessite de
administrac¸a˜o ou ajustes, contrastando assim, com as tradicionais soluc¸o˜es que requerem
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TABELA 3.1: REQUISITOS PARA BANCOS DE DADOS COMO SERVIC¸OS
Requisitos do Usua´rio
U1 API simples, com pouca adminsitrac¸a˜o e configurac¸a˜o (exemplo sem tuning)
U2 Alto desempenho e escalabilidade
U3 Alta confianc¸a e disponibilidade (exemplo backup)
U4 Acesso fa´cil a` caracter´ıstica avanc¸adas (exemplo minerac¸a˜o de dados)
Requisitos do Provedor
P1 Atender ao acordo de n´ıvel de servic¸o do usua´rio (sob carga dinaˆmica)
P2 Limitar custos de hardware e energia (exemplo multiplexac¸a˜o intensiva)
P3 Limitar custos de administrac¸a˜o (exemplo custos com pessoal)
Requisitos da Nuvem Pu´blica
N1 Esquema de prec¸os: barato, previsivel e proporcional ao uso (pay-per-user)
N2 Garantias de seguranc¸a e privacidade
N3 Baixa lateˆncia (relevante para aplicac¸o˜es web e transacionais)
FONTE: Modificado pelo autor [Curino et al., 2011]
te´cnicas para provisionar recursos, instalar, configurar e administrar SGBDs. Os usua´rios
tambe´m demandam desempenho satisfato´rio, independente de alterac¸o˜es nas cargas de
trabalho e tamanho da base de dados. Outro requisito e´ a alta disponibilidade, oferecida
pelos SGBDs tradicionais, mas que requerem configurac¸o˜es e manutenc¸o˜es. Por fim,
caracter´ısticas avanc¸adas de gerenciamento relacionadas a minerac¸a˜o de dados devem
estar dispon´ıveis e serem fa´ceis de utilizar [Curino et al., 2011].
Na perspectiva do provedor de servic¸os, e´ essencial o atendimento aos n´ıveis de servic¸os
acordados, independente da quantidade de dados e das mudanc¸as nas cargas de trabalho.
Para estas atividades deve-se manter um bom desempenho, utilizando recursos de hard-
ware de forma eficiente. Um exemplo e´ a multiplexac¸a˜o, a capacidade de executar diversas
MVs sobre o mesmo hospedeiro que resulta em melhor aproveitamento dos recursos com-
putacionais dispon´ıveis. Finalmente, a quantidade de atividades administrativas deve ser
minimizada, utilizando ferramentas sofisticadas para a ana´lise de cargas de trabalho, ale´m
da centralizac¸a˜o de gerenciamento dos diversos bancos de dados [Curino et al., 2011].
Considerando os provedores de servic¸os em nuvem pu´blica, requisitos como esquemas
de prec¸os, lateˆncia, seguranc¸a e privacidade devem ser contemplados. Pore´m, como na˜o
sa˜o questo˜es espec´ıficas de bancos de dados, ficam fora do escopo deste trabalho.
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3.1 Bancos de Dados Multi-Inquilino
Os provedores PaaS que encontram no modelo de gesta˜o e armazenamento de dados
em nuvem um de seus mais significantes componentes, deparam-se constantemente com
o desafio de gerenciar e armazenar dados oriundos de centenas, ou mesmo milhares de
pequenas aplicac¸o˜es chamadas tenants ou inquilinos. Dedicar um servidor de banco de
dados para cada inquilino resulta em desperd´ıcio de recursos computacionais, uma vez
que suas requisic¸o˜es individuais em maioria sa˜o pequenas. Uma soluc¸a˜o que vem sendo
amplamente adotada como forma de consolidac¸a˜o de recursos empresariais, sa˜o os bancos
de dados multitenant ou multi-inquilinos. Esta te´cnica permite aos SGBDs em nuvem
gerenciar grande nu´mero de inquilinos com padro˜es de carga de trabalhos irregulares.
Assim, as aplicac¸o˜es de mu´ltiplos usua´rios sa˜o consolidadas em um u´nico sistema, evitando
a necessidade de sistemas separados para cada inquilino.
Devido ao seu potencial, ao longo dos anos, os bancos de dados multi-inquilinos, tem
despertado a atenc¸a˜o de pesquisadores, dentre eles [Curino et al., 2011, Hui et al., 2009,
Aulbach et al., 2008, Jacobs et al., 2007]. Assim, va´rios modelos de implementac¸a˜o tem
sido propostos e avaliados, sendo os principais: shared-table, shared-process e shared-
hardware, detalhados a seguir. Tal classificac¸a˜o varia de acordo com o n´ıvel de abstrac¸a˜o
e isolamento 1. [Elmore et al., 2011] propo˜em a Tabela 3.2, que demonstra o grau de iso-
lamento entre os inquilinos e o seu correspondente paradigma de computac¸a˜o em nuvem,
devidamente descrito no Cap´ıtulo 2 desse trabalho.
Shared-Table: este modelo que e´ ilustrado na Figura 3.1, compartilha um u´nico con-
junto de tabelas entre os inquilinos. Cada tabela possui uma coluna (tenantid), que define
a qual inquilino cada linha pertence. Uma selec¸a˜o considerando um identificador espec´ıfico
nesta coluna, ira´ recuperar somente as linhas pertencentes a determinado inquilino.
Todos os inquilinos estara˜o compartilhando o mesmo esquema das tabelas. Pore´m, e´
poss´ıvel que o mesmo estenda seu esquema lo´gico de acordo com suas necessidades. Assim,
1Isolamento no contexto multi-inquilino esta´ relacionado ao isolamento de desempenho, recursos e
acessos entre os inquilinos que compartilham o sistema.
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TABELA 3.2: MODELOS DE BANCOS DE DADOS MULTI-INQUILINOS E A COR-
RESPONDEˆNCIA COM A COMPUTAC¸A˜O EM NUVEM
Modo de Compartilhamento Isolamento IaaS PaaS SaaS
Hardware Ma´quina Virtual X
Ma´quina Virtual Usua´rio Sist. Oper. X
Sistema Operacional Instaˆncia Banco de Dados X
Instaˆncia Esquema X
Tabela Linha X
FONTE:: [Elmore et al., 2011]
FIGURA 3.1: MODELO MULTI-INQUILINO SHARED-TABLE
FONTE: Modificado pelo autor [Agrawal et al., 2012]
lhe e´ permitido, por exemplo, acrescentar e renomear atributos sem afetar o esquema lo´gico
de outros inquilinos. Ale´m da extensa˜o de esquema, outros requisitos como estat´ısticas,
rotinas de backup e recuperac¸a˜o por inquilino, ale´m da necessidade de migrac¸a˜o entre
ma´quinas devem ser suportadas pelo sistema.
Mesmo oferecendo a vantagem de manter uma u´nica instaˆncia de base de dados, tal
caracter´ıstica pode limitar funcionalidades espec´ıficas de cada tipo de SGBD, pois obriga
o provedor de servic¸os a utilizar a mesma versa˜o para todos os inquilinos. Outro problema
esta´ relacionado ao isolamento de inquilinos para migrac¸a˜o de sistemas, devido aos meca-
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nismos de bloqueios implementados. O modelo shared-table e´ ideal quando os requisitos de
dados dos inquilinos seguem estruturas e padro˜es semelhantes. Um exemplo de destaque
e´ o Customer Relationship Management da Salesforce.com [CRM Salesforce, 2013], que
oferece customizac¸o˜es a seus usua´rios e ja´ conseguiu consolidar cerca de 17 mil inquili-
nos em um banco de dados [Schiller et al., 2011]. Isto se deve principalmente ao fato
deste modelo manter um consumo de memo´ria principal constante, conforme o nu´mero
de inquilinos aumenta.
Shared-Process: Os inquilinos compartilham uma u´nica instaˆncia do banco de da-
dos, pore´m, cada inquilino obte´m um conjunto privado de tabelas, conforme ilustrado na
Figura 3.2. Este modelo permite o efetivo compartilhamento de recursos entre os inquili-
nos e permite ao sistema de banco de dados gerenciar de forma inteligente recursos cr´ıticos
como discos, o que possibilita que um maior nu´mero de inquilinos sejam consolidados no
mesmo servidor mantendo bom desempenho.
FIGURA 3.2: MODELO MULTI-INQUILINO SHARED-PROCESS
FONTE: Modificado pelo autor [Agrawal et al., 2012]
O modelo shared-process consome menos memo´ria principal por inquilino. Em con-
trapartida, seu consumo aumenta rapidamente conforme os inquilinos individualmente
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obteˆm uma instaˆncia dedicada do esquema [Schiller et al., 2011]. Este modelo e´ apropri-
ado quando se e´ necessa´rio que uma aplicac¸a˜o sirva a um grande nu´mero de inquilinos,
mesmo havendo um nu´mero reduzido de servidores. Tal aplicac¸a˜o deve ter um pequeno
nu´mero de tabelas por inquilino. Seus usua´rios devem estar cientes que o isolamento dos
dados na˜o sera´ ta˜o eficiente como na abordagem shared-hardware, uma vez que estara˜o
co-alocados com os dados de outros clientes. Em compensac¸a˜o, os servic¸os sera˜o oferecidos
a custos mais baixos. Esta caracter´ıstica torna esse modelo interessante para pequenas e
me´dias empresas. O modelo shared-process pode ser observado em provedores PaaS como
Microsoft SQL Azure [Azu, 2012] e Google Megastore [Baker et al., 2011].
Shared-Hardware: neste modelo, ilustrado na Figura 3.3, cada inquilino compar-
tilha recursos de hardware, mas cada um obte´m uma instaˆncia de banco de dados privada.
Tal compartilhamento e´ alcanc¸ado com o emprego de MVs. Dessa forma, mu´ltiplas MVs
podem ser alocadas sobre o mesmo servidor. Cada MV geralmente corresponde a um
inquilino e ira´ hospedar apenas um processo de banco de dados. Provendo assim, uma
abstrac¸a˜o ao banco de dados inquilino, como se o mesmo estivesse alocado em um hard-
ware dedicado. Dessa maneira, o compartilhamento de recursos do SGBD na˜o existe e as
suas instaˆncias se manteˆm independentes.
O modelo share-hardware na˜o requer nenhuma modificac¸a˜o no banco de dados, sendo
uma de suas principais vantagens. Na ocorreˆncia de falhas de hardware ou no pro´prio
SGBD, existe a facilidade de restaurar os dados de cada inquilino a partir de backups.
Da mesma forma, a migrac¸a˜o de servidores pode ser realizada facilmente, simplesmente
movendo arquivos para o novo hospedeiro. Outra caracter´ıstica marcante deste modelo e´
oferecer um forte isolamento relacionado a` seguranc¸a entre os bancos de dados inquilinos,
uma vez que esta˜o executando em MVs distintas.
Uma das desvantagens do modelo shared-hardware e´ que na˜o ha´ o compartilhamento
de memo´ria entre os bancos de dados inquilinos. Para cada SGBD e´ alocada uma grande
quantidade de memo´ria, simplesmente para a manipulac¸a˜o de uma instaˆncia do banco de
dados. Dessa maneira, tal modelo na˜o permite grande escalabilidade no que diz respeito
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FIGURA 3.3: MODELO MULTI-INQUILINO SHARED-HARDWARE
FONTE: Modificado pelo autor [Agrawal et al., 2012]
a` quantidade de clientes por servidor [Lazarov, 2007].
Outra desvantagem do modelo esta´ relacionada a` coordenac¸a˜o na utilizac¸a˜o de re-
cursos de hardware entre as MVs. Se tomarmos como exemplo o uso das unidades de
disco, verificamos que o MMVs proveˆ uma abstrac¸a˜o de um disco virtualizado, o qual
e´ compartilhado entre mu´ltiplas MVs alocadas sobre o mesmo hospedeiro. Os SGBDs
alocados sobre estas MVs, fara˜o acesso na˜o coordenado e concorrente ao disco, resultando
em impacto considera´vel de desempenho. Assim, conforme o nu´mero de inquilinos que
precisam ser consolidados sobre o mesmo servidor aumenta, o overhead sobre este modelo
ira´ predominar [Agrawal et al., 2012].
O modelo shared-hardware e´ amplamente empregado quando e´ necessa´rio que um
pequeno nu´mero de inquilinos sejam consolidados sobre o mesmo servidor e tambe´m por
provedores IaaS, como a Amazon Web Services (AWS) [Amazon Web Services, 2013].
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3.2 Classificac¸a˜o dos Sistemas de Gerenciamento de Dados em
Nuvem
Sa˜o diversas as abordagens de SGBDs aplica´veis a` computac¸a˜o em nuvem, cada uma
com um conjunto de caracter´ısticas pro´prias e propo´sitos espec´ıficos, o que agrava o
problema de escolha por parte dos usua´rios. Assim, para facilitar o estudo, Souza et
al. [Sousa et al., 2011], e Cattel et al. [Cattell, 2011] propo˜em a classificac¸a˜o dos SGBDs
como NoSQL e SQL/Relacionais. Classificac¸a˜o esta que e´ discutida a seguir.
Sistemas NoSQL (um acroˆnimo para Not Only-SQL) e´ um termo gene´rico utilizado
para representar uma ampla classe de SGBDs que na˜o se utiliza do modelo relacional para
a representac¸a˜o dos dados armazenados [Floratou et al., 2012, Stonebraker, 2010]. Proje-
tados para atender a necessidade de armazenamento e gerenciamento de grandes volumes
de dados semi-estruturados ou na˜o-estruturados, podem ser classificados de acordo com o
modelo que se utilizam para representac¸a˜o de dados, sendo os principais: Chave-valor, ori-
entado a colunas, orientado a documentos, orientado a grafos e XML (eXtensible Markup
Language) [Pokorny, 2011].
Os sistemas NoSQL apresentam caracter´ısticas fundamentais que os diferenciam dos
SGBDRs tradicionais como:
• Escalabilidade Horizontal: traduz a capacidade de distribuir os dados e a carga
de operac¸o˜es entre diversos servidores sem haver o compartilhamento de memo´ria
principal ou disco entre estes. Para obter melhorias de escalabilidade e performance,
os sistemas NoSQL apresentam um relaxamento nas caracter´ısticas comuns de SGB-
DRs. Um exemplo, e´ a adoc¸a˜o parcial das propriedades transacionais ACID (Ato-
micity, Consistency, Isolation, and Durability) [Pritchett, 2008], onde operac¸o˜es
de atualizac¸a˜o sa˜o eventualmente propagadas, havendo garantias limitadas de con-
sisteˆncia sobre operac¸o˜es de leitura.
• Replicac¸a˜o e distribuic¸a˜o de dados: possibilita a distribuic¸a˜o e tambe´m a
replicac¸a˜o dos dados entre diversos servidores por meio de partic¸o˜es. Isto permite
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suportar um maior nu´mero de operac¸o˜es simples de leitura/escrita por segundo.
Tais operac¸o˜es sa˜o bastante comuns em aplicac¸o˜es web modernas.
• Adic¸a˜o dinaˆmica de novos atributos: apresenta maior flexibilidade do esquema
do banco de dados, permitindo conforme a necessidade das aplicac¸o˜es, adicionar
dinamicamente novos atributos para as tuplas de dados.
Sistemas SQL/Relacionais: Refere-se a classe SGBDs que se utiliza do modelo
relacional, proposto pelo matema´tico britaˆnico Edgar Frank Codd [Codd, 1970] como
forma de sua representac¸a˜o e estruturac¸a˜o. Este modelo faz uso de tabelas nas quais
os dados ficam armazenados empregando operac¸o˜es matema´ticas para recupera´-los. A
simplicidade proposta pelo modelo relacional que apresenta como caracter´ıstica ba´sica a
distinc¸a˜o entre aspectos f´ısicos e lo´gicos de um banco de dados e a possibilidade de ocultar
detalhes de implementac¸a˜o de seus usua´rios, mostra-se realmente interessante.
Nos anos subsequentes a` definic¸a˜o do modelo relacional, comec¸aram a surgir os primei-
ros proto´tipos de SGBDRs. Juntamente, foram propostas linguagens de alto n´ıvel como
forma de representac¸a˜o das consultas a eles submetidas. Como exemplo, podemos citar
a SQL (Structured Query Language) [Astrahan and Chamberlin, 1975], classificada como
linguagem na˜o-procedural onde os usua´rios descrevem quais dados desejam, sem especi-
ficar sua forma de obtenc¸a˜o, porporcionando assim um ambiente de utilizac¸a˜o altamente
produtivo.
Tradicionalmente, os SGBDRs na˜o conseguem alcanc¸ar o mesmo grau de escalabi-
lidade dos sistemas NoSQL. Pore´m, ha´ pesquisas na tentativa de solucionar este pro-
blema. Ha´ cerca de oito anos foi lanc¸ado o MySQL Cluster [MySQL Cluster, 2012],
uma versa˜o mais escala´vel, embora com desempenho mais baixo por no´, em relac¸a˜o ao
MySQL [MySql, 2012] tradicional. Ale´m do MySQL Cluster, existem outras soluc¸o˜es
como o VoltDB [VoltDB, 2012], o Clustrix [Clustrix, 2012] e o Microsoft Azure [Azu, 2012]
que prometem obter bom desempenho por no´ e apresentam escalabilidade semelhante aos
NoSQL pore´m com algumas restric¸o˜es [Cattell, 2011]: (1) Desenvolvimento de Pequenas
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Operac¸o˜es: como exemplo, pode-se citar a resoluc¸a˜o de operac¸o˜es de junc¸a˜o sobre muitas
relac¸o˜es, que envolvem diversos no´s. Estas operac¸o˜es na˜o apresentam boa escalabili-
dade. (2) Desenvolvimento de Pequenas Transac¸o˜es: transac¸o˜es que envolvem muitos no´s
tornam-se ineficientes devido ao overhead de comunicac¸a˜o gerado pelo protocolo two-fase
commit [Silberschatz et al., 2010a, Ramakrishnan and Gehrke, 2008a].
A maturidade e a confiabilidade adquiridas pelos SGBDRs sa˜o o resultado de de´cadas
de pesquisas, ajustes e aprimoramentos nesta arquitetura de armazenamento. A repre-
sentac¸a˜o dos dados realizada de forma natural, independeˆncia, integridade e seguranc¸a em
sua manipulac¸a˜o, ale´m do emprego de linguagens de consultas com alto grau de abstrac¸a˜o,
tornam os SGBDRs ambientes altamente produtivos. Tais caracter´ısticas fazem destes,
componentes integrais e indispensa´veis da grande maioria dos ambientes computacionais
na atualidade.
O sucesso obtido pelos SGBDRs deve-se tambe´m em grande parte ao seu poder de
adaptac¸a˜o a`s diferentes exigeˆncias do mercado feitas no decorrer dos anos. Como exemplo,
as diferentes cargas de trabalho a ele impostas, a necessidade do processamento paralelo,
o armazenamento de dados em memo´ria principal e tambe´m distribu´ıdo em redes com-
putacionais. Assim, e´ de se supor que SGBDRs ainda ira˜o disputar espac¸o com novas
tecnologias de armazenamento, pore´m, devendo agora se adaptar a` novas exigeˆncias como
a escalabilidade vertical (aumento e diminuic¸a˜o da capacidade computacional de cada
nodo).
3.3 Bancos de Dados em Nuvem e os Sistemas Legados
Sistemas NoSQL emergiram como uma soluc¸a˜o aos problemas de armazenamento de
dados e sa˜o um to´pico de discussa˜o e pesquisas na atualidade. Atrelados a` computac¸a˜o
em nuvem, representam grandes avanc¸os tecnolo´gicos. Pore´m, mesmo a indu´stria de TI
oferecendo taxas sem precedentes de inovac¸o˜es, existem casos em que e´ necessa´rio manter
em operac¸a˜o sistemas bastante antigos e ate´ mesmo desatualizados. E´ comum a estes,
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o encargo de manter adequadamente a regra de nego´cio das organizac¸o˜es. Tendo uma
missa˜o extremamente cr´ıtica, sa˜o chamados de Sistemas de Informac¸a˜o Legados (Legacy
Information Systems - LIS ) [Brodie and Stonebraker, 1995, Bennett, 1995]. Incorpora´-
los a` infraestrutura de nuvem tem se tornado uma necessidade, ja´ que resultam em altos
investimentos a longo prazo. A tecnologia de virtualizac¸a˜o e´ uma forma via´vel para
atender a esse objetivo.
Muitos dos sistemas legados atualmente em operac¸a˜o foram projetados usando a tradi-
cional arquitetura cliente/servidor. Tais sistemas sa˜o compostos principalmente por uma
instaˆncia de um SGBDR e por um programa cliente que executa na estac¸a˜o de trabalho
do usua´rio, o qual necessita ter acesso ao SGBDR por meio de uma rede local. Uma boa
alternativa e que vem sendo amplamente empregada como forma de incorporar tais sis-
temas em nuvem e´ criar uma MV para hospedar a instaˆncia de SGBDR e criar outra, para
hospedar a aplicac¸a˜o do cliente permitindo o acesso dos usua´rios aos dados armazenados.
A migrac¸a˜o de SGBDRs legados para ambientes shared-hardware, pode se mostrar
mais segura e flex´ıvel quando comparada aos outros modelos de implantac¸a˜o de sistemas
de banco de dados multi-inquilinos ja´ discutidos. Para isso, e´ necessa´ria a criac¸a˜o de
uma MV que atenda a`s necessidades do SGBDR, podendo ser ideˆntica em recursos a`
ma´quina f´ısica na qual o SGBDR estava anteriormente alocado. As rotinas relacionadas
a` migrac¸a˜o do banco para o ambiente virtualizado, como backup do esquema e dos dados
e´ facilitada, uma vez que sa˜o fornecidas pelo pro´prio SGBDR. Outra vantagem e´ que
na˜o sa˜o exigidas quaisquer alterac¸o˜es na aplicac¸a˜o de banco de dados como migrac¸a˜o de
verso˜es ou adaptac¸o˜es em seu co´digo-fonte.
Embora a virtualizac¸a˜o tenha trazido grandes benef´ıcios administrativos e econoˆmicos
para a manutenc¸a˜o de sistemas legados, sua flexibilidade no provisionamento de recursos
tem potencializado o problema do ajuste de desempenho de SGBDRs, assunto este, que
sera´ discutido no Cap´ıtulo 4.
CAPI´TULO 4
OTIMIZAC¸A˜O DE DESEMPENHO DE SGBDR
Desde a sua concepc¸a˜o no in´ıcio dos anos 70, os SGBDRs foram alvos de estudos
com o objetivo de maximizar o seu desempenho e minimizar o consumo de recursos,
caracterizando-se assim como um ou mais problemas de otimizac¸a˜o. Devido a` elevada
opc¸a˜o de poss´ıveis configurac¸o˜es, o processo de otimizac¸a˜o desses sistemas e´ considerado
de alta complexidade.
Um dos me´todos de otimizac¸a˜o de desempenho de SGBDRs amplamente estudado por
mais de 30 anos esta´ relacionado ao processamento de consultas, mais especificamente
a` fase de planejamento/otimizac¸a˜o [Bini et al., 2011, Bini et al., 2009]. Outro me´todo
largamente empregado, refere-se ao tuning dos paraˆmetros de configurac¸a˜o do SGBDR.
Assim, este Cap´ıtulo tem por objetivo apresentar e debater tais me´todos de otimizac¸a˜o,
trazendo a` discussa˜o a inserc¸a˜o dos SGBDRs em ambientes de computac¸a˜o em nuvem,
fazendo uso do modelo shared-hardware como forma de implementac¸a˜o para atender a`s
requisic¸o˜es de sistemas legados.
4.1 Processamento de Consultas - Visa˜o Geral
Os SGBDRs permitem serem fornecidas como entradas, consultas escritas em lingua-
gens declarativas e na˜o-procedurais, como por exemplo a SQL ou a OQL (Object Query
Language) [Alashqur et al., 1989]. Tendo essas linguagens alto grau de abstrac¸a˜o, na˜o ha´
a necessidade do usua´rio ou da aplicac¸a˜o se preocupar em como os dados armazenados
sera˜o obtidos para compor o resultado solicitado. Assim, e´ exigido dos SGBDRs, um
mecanismo complexo para o processamento de consultas. Internamente tais sistemas im-
plementam um conjunto de me´todos para a manipulac¸a˜o de dados, podendo ser derivados
da a´lgebra relacional [Codd, 1972]. Esses me´todos sa˜o combinados e representados por
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meio de um plano de execuc¸a˜o, ou plano f´ısico 1.
Uma consulta descrita em linguagens de alto n´ıvel pode ser representada por um
grande nu´mero de planos de execuc¸a˜o distintos. Mesmo cada plano sendo equivalente
(gerando o mesmo resultado para o solicitante), os recursos computacionais e o tempo
envolvido para processar cada um deles podem variar de forma considera´vel. A tarefa
de escolher um plano f´ısico para execuc¸a˜o eficiente de determinada consulta e´ bastante
cr´ıtica, sendo chamada de planejamento.
As diversas etapas envolvidas desde o momento do recebimento da consulta em lin-
guagem de alto n´ıvel ate´ a exibic¸a˜o dos resultados solicitados compo˜em o processamento de
consultas. Este processo e´ apresentado na Figura 4.1 e detalhado nas pro´ximas subsec¸o˜es.
4.1.1 Ana´lise (Parsing)
O objetivo da etapa de ana´lise e´ converter a consulta em uma a´rvore de ana´lise cujos
no´s correspondem a: (1) A´tomos que sa˜o elementos le´xicos, como nomes de atributos,
relac¸o˜es, constantes, palavras-chave (por exemplo, “SELECT”, “FROM”, “WHERE”) e
operadores (por exemplo, +, <, =). (2) Categorias Sinta´ticas que sa˜o nomes de sub-partes
da consulta que desempenham papel semelhante, podendo ser representadas por um sinal
de menor e maior ( < >) ao redor de um nome descritivo [Garcia-Molina et al., 2008].
Por exemplo, <SFW> representa qualquer consulta com a forma select-from-where e
<Condic¸a˜o> representando condic¸o˜es na cla´usula “WHERE” em SQL.
Tambe´m e´ incumbeˆncia do analisador a ana´lise sinta´tica da instruc¸a˜o recebida, efetu-
ada em um processo de treˆs (3) etapas ba´sicas [Garcia-Molina et al., 2008]:
• Verificac¸a˜o de Uso das Relac¸o˜es: verifica no esquema do banco de dados a
existeˆncia de relac¸o˜es ou viso˜es que foram mencionadas na cla´usula “FROM” do
SQL.
1query evaluation plan (QEP) [Swami and Gupta, 1988], physical plan [Garcia-Molina et al., 2008] ou
access plan [Ioannidis, 1996]
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FIGURA 4.1: ETAPAS DO PROCESSAMENTO DE CONSULTAS EM UM SGBDR
• Ana´lise do Uso de Atributos: tomando por base o esquema do banco de dados
verifica se os atributos referenciados na cla´usula “SELECT” ou “WHERE” da con-
sulta SQL esta˜o presentes nas relac¸o˜es referenciadas na cla´usula “FROM”. Em caso
negativo, o analisador retorna mensagem de erro condizente.
• Verificac¸a˜o de Tipos: esta etapa analisa se os atributos teˆm seus tipos adequados
quanto a` sua utilizac¸a˜o. Por exemplo, a possibilidade de efetuar a comparac¸a˜o de
um atributo do tipo string com outro atributo do tipo data. De forma semelhante,
os operadores sa˜o verificados confirmando sua aplicac¸a˜o.
Caso todas as condic¸o˜es sejam atendidas, o resultado deste processo pode ser representado
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por meio de uma a´rvore, chamada de a´rvore de ana´lise (parse tree) ou outra representac¸a˜o
que descreva a forma declarativa da consulta. Caso as condic¸o˜es na˜o sejam va´lidas, uma
mensagem apropriada sera´ emitida e nenhum processamento adicional ira´ ocorrer.
4.1.2 Reescrita (Rewrite)
Na etapa de reescrita, a a´rvore de ana´lise e´ convertida em um plano de consulta inicial,
uma representac¸a˜o alge´brica da consulta. Logo apo´s, o mesmo e´ transformado em um
plano equivalente, o qual devera´ exigir menor tempo e recursos (processamento, memo´ria,
acessos a disco) para sua execuc¸a˜o. Este plano e´ chamado plano lo´gico de consulta e para
ser obtido, sa˜o necessa´rias duas (2) etapas ba´sicas [Garcia-Molina et al., 2008]: (1) Su-
bstituic¸a˜o dos no´s e estruturas da a´rvore de ana´lise por um ou mais operadores da a´lgebra
relacional. (2) A partir da expressa˜o alge´brica produzida na etapa anterior, transforma´-la
em uma expressa˜o que sera´ convertida em um plano f´ısico de consulta mais eficiente.
Considerando determinada consulta SQL, a mesma pode ser traduzida em va´rias ex-
presso˜es equivalentes em resultado. Baseado em leis alge´bricas [Garcia-Molina et al., 2008,
Ramakrishnan and Gehrke, 2008b] va´lidas para a a´lgebra relacional, variadas expresso˜es
sa˜o analisadas buscando a simplificac¸a˜o do ponto de vista alge´brico. A de maior eficieˆncia
e´ escolhida, sendo conhecida como plano lo´gico da consulta. Neste contexto sa˜o exem-
plos, as leis associativas e comutativas, leis que envolvem selec¸o˜es, projec¸o˜es e produtos,
a eliminac¸a˜o de tuplas duplicadas das relac¸o˜es, ale´m de alterac¸o˜es na ordem de execuc¸a˜o
das selec¸o˜es e projec¸o˜es (“empurar” selec¸o˜es e projec¸o˜es), entre outras. E´ importante
ressaltar que nem todas as poss´ıveis expresso˜es alge´bricas sa˜o analisadas, devido a sua
grande quantidade. Assim, o otimizador pode concentrar-se em partes do espac¸o de busca,
diminuindo assim o esforc¸o computacional para a gerac¸a˜o do plano lo´gico.
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4.1.3 Planejamento
Depois da consulta ter sido devidamente analisada e transformada em um plano lo´gico
de consulta, este por sua vez, deve ser transformado em um plano f´ısico. Este indica na˜o
somente as operac¸o˜es a serem executadas, mas tambe´m a sua ordem, assim como os
algoritmos que devem ser empregados neste processo, a forma de obtenc¸a˜o dos dados
armazenados e o repasse destes entre as diversas operac¸o˜es envolvidas.
Como mencionado, existem diversas expresso˜es alge´bricas correspondentes a` mesma
consulta SQL. Da mesma maneira existem diversos planos f´ısicos, para uma mesma ex-
pressa˜o alge´brica. A Figura 4.2 exemplifica de forma gene´rica, por meio de um modelo
entidade-relacionamento, a equivaleˆncia de cada representac¸a˜o utilizada por um SGBDR.
Consulta SQL Expressão Algébrica Plano FísicoEquivale Equivale
1 N N1
FIGURA 4.2: EQUIVALEˆNCIA ENTRE UMA CONSULTA SQL E SEUS RESPECTI-
VOS PLANOS FI´SICOS
FONTE: [Lange, 2010]
Uma vez que sa˜o analisados diversos planos f´ısicos, o custo de cada plano e´ avaliado
individualmente levando em considerac¸a˜o [Garcia-Molina et al., 2008]:
1) A ordem das operac¸o˜es associativas e comutativas como junc¸a˜o, unia˜o e intersec¸a˜o.
2) O me´todo de junc¸a˜o utilizado para o processamento de junc¸o˜es ou produtos carte-
sianos. Podem ser baseados em loops aninhados (nested loop join), em ordenac¸a˜o (merge
join ou sort merge join) ou baseados em tabelas hash (hash join). Tais me´todos po-
dem sofrer variac¸o˜es dependendo da arquitetura de armazenamento e processamento do
SGBD [Lange, 2010].
3) O me´todo de acesso que define a forma de acesso aos dados contidos nas relac¸o˜es base
da consulta. Podem ser classificados em sequenciais (seq-scan) ou em ı´ndices (index-scan).
Ambos os me´todos dependem de caracter´ısticas f´ısicas de armazenamento do SGBDR.
4) A forma de repasse dos argumentos entre os operadores. O resultado pode ser ar-
mazenado temporariamente em disco (materializac¸a˜o), ou fazer uso de iteradores, repas-
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sando um argumento de um buffer em memo´ria a cada vez [Garcia-Molina et al., 2008].
4.1.3.1 Estimando Custos para Planos de Execuc¸a˜o
E´ necessa´ria a ana´lise das diversas questo˜es mencionadas para a gerac¸a˜o e posteri-
ormente a escolha do plano f´ısico de maior eficieˆncia. Tal eficieˆncia reflete na menor
utilizac¸a˜o de recursos computacionais e na execuc¸a˜o de forma ra´pida do plano f´ısico.
Pore´m, na˜o podemos conhecer o custo de cada uma das operac¸o˜es descritas, ta˜o pouco
o custo total de cada plano f´ısico de consulta gerado sem a execuc¸a˜o dos mesmos. Sem
du´vida, tal tarefa torna-se invia´vel, sendo o SGBDR obrigado a estimar o custo de cada
plano sem executa´-lo. Assim, as estimativas utilizadas pelos SGBDRs para tamanhos
e custos dos resultados sa˜o apenas aproximac¸o˜es dos dados reais. Dessa forma, difi-
cilmente o otimizador ira´ encontrar o melhor plano f´ısico para uma consulta. Nesta
etapa o importante e´ evitar os piores planos e encontrar um bom plano (plano sub-
o´timo) [Ramakrishnan and Gehrke, 2008c].
O custo computacional estimado para um plano f´ısico de uma consulta pode ser me-
dido tendo como base va´rios recursos distintos que incluem entre outros o acesso a disco e
o tempo de processamento. Em grandes sistemas de banco de dados o custo para o acesso
aos dados armazenados em disco e´ o mais importante, visto a sua lentida˜o comparada a`s
operac¸o˜es em memo´ria principal. Ale´m disso, se verifica que as unidades de processamento
apresentam velocidades muito superiores em relac¸a˜o aos discos. Neste contexto, se pres-
supo˜em que o tempo envolvido com operac¸o˜es de disco continue a dominar o tempo total
de execuc¸a˜o das consultas. Por fim, em aplicac¸o˜es reais o custo de processamento empre-
gado na execuc¸a˜o de determinada tarefa e´ dif´ıcil de estimar, dependendo de detalhes de
baixo n´ıvel do co´digo em execuc¸a˜o [Silberschatz et al., 2010b]. Baseado nestes argumen-
tos, a literatura [Ramakrishnan and Gehrke, 2008c, Silberschatz et al., 2010b] considera
apenas os custos de acesso a disco para medir os custos de um plano f´ısico de execuc¸a˜o
de consulta.
O mo´dulo que realiza estimativas de custos e´ um dos componentes mais cr´ıticos dos
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otimizadores relacionais. E´ fundamental a estes contar com procedimentos precisos para
a estimativa de custos uma vez que sa˜o invocados repetidas vezes durante o processo de
otimizac¸a˜o [Bruno, 2003]. Um framework ba´sico para a estimativa de custo baseia-se na
seguinte abordagem recursiva [Chaudhuri, 1998]:
1) Coleta de resumos estat´ısticos dos dados armazenados: Os otimizadores
de consultas fazem uso de informac¸o˜es estat´ısticas armazenadas no cata´logo do SGBDR
(podem ser armazenadas na forma de relac¸o˜es) para estimar o custo dos planos. Entre as
diversas informac¸o˜es relevantes a` relac¸o˜es podemos citar:
nR: nu´mero de tuplas da relac¸a˜o R.
sR: tamanho em bytes de uma tupla da relac¸a˜o R.
sR(ai): tamanho (em bytes) do atributo ai da relac¸a˜o R.
fR: fator de bloco da relac¸a˜o R, ou seja, nu´mero de tuplas da relac¸a˜o R que cada bloco
e´ capaz de suportar. Dado por: fR = tbloco / tR.
bR: nu´mero de blocos necessa´rios para manter as tuplas da relac¸a˜o R.
VR(ai): quantidade de valores distintos para o atributo ai considerando a relac¸a˜o R.
CR(ai): cardinalidade (estimada) do atributo ai da relac¸a˜o R (tuplas da relac¸a˜o R que
satisfazem um predicado de igualdade sobre ai.
GSR(ai): grau de seletividade do atributo ai da relac¸a˜o R.
E´ bastante comum a literatura utilizar o termo pa´gina como um bloco do banco de
dados armazenado em memo´ria principal. A real distinc¸a˜o entre estes dois termos empre-
gados alternadamente em muitos textos e´ que uma pa´gina em memo´ria e´ capaz de man-
ter um bloco, juntamente com uma pequena quantidade de informac¸o˜es. Este overhead
e´ usado para identificac¸a˜o do bloco sendo conhecido como buffer header [Smith, 2010].
Neste trabalho utilizaremos somente o termo bloco como unidade de armazenamento de
dados e transfereˆncia dos mesmos do disco a` memo´ria principal.
E´ importante destacar que informac¸o˜es estat´ısticas sobre uma coluna ou um con-
junto de colunas que compo˜em uma relac¸a˜o, se dispon´ıveis, podem ajudar, por exem-
plo, a estimar a cardinalidade de predicados de junc¸a˜o. Neste contexto, os histogra-
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mas [Piatetsky-Shapiro and Connell, 1984, Bruno, 2003] sa˜o te´cnicas amplamente empre-
gadas por SGBDRs para representar tais estat´ısticas.
Ale´m de informac¸o˜es sobre relac¸o˜es, e´ comum no cata´logo dos SGBDRs serem encon-
trados tambe´m informac¸o˜es sobre ı´ndices, como:
fi: (fan-out) fator de bloco do ı´ndice i (quantos nodos de uma a´rvore B
+ cabem em
um bloco).
hi: nu´mero de n´ıveis (de blocos) do ı´ndice para valores de um atributo ai (“altura” do
ı´ndice ).
bfi: nu´mero de blocos de ı´ndice no n´ıvel mais baixo do ı´ndice (nu´mero de blocos
“folha”).
2) Estimar os custos de execuc¸a˜o de um operador: O custo estimado para
um plano e´ obtido tambe´m pela combinac¸a˜o de custos de cada um de seus operadores.
Neste contexto, deve-se considerar as relac¸o˜es intermedia´rias, argumento dos operadores
na expressa˜o do plano lo´gico. A acura´cia na estimativa de suas cardinalidades, a forma
como as mesmas sera˜o armazenadas (agrupadas ou na˜o agrupadas, indexadas ou na˜o
indexadas) afetam drasticamente a estimativa de custos de um determinado plano de
execuc¸a˜o [Babcock and Chaudhuri, 2005].
E´ necessa´rio que o SGBDR mantenha seu cata´logo e suas estat´ısticas atualizadas.
Pore´m, esta tarefa gera um overhead significativo principalmente em bancos onde sa˜o reali-
zadas transac¸o˜es do tipo OLTP (Online Transaction Processing) [Harizopoulos et al., 2008].
Estas transac¸o˜es se caracterizam pela grande quantidade de inserc¸o˜es, atualizac¸o˜es e ex-
cluso˜es de tuplas. Assim, a maioria do SGBDRs na˜o atualiza as estat´ısticas conforme as
alterac¸o˜es na base sa˜o realizadas. Como resultado, as estrate´gias empregadas no proces-
samento de consultas podem na˜o ser precisas.
4.1.4 Execuc¸a˜o
O executor de consultas tem por objetivo interpretar e executar o plano f´ısico sele-
cionado na etapa anterior. Cada me´todo descrito pelo plano e´ enta˜o acionado em sua
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ordem pre´-determinada. Nesta fase tambe´m sa˜o requisitados recursos de hardware, como
processamento, reserva de memo´ria principal e requisic¸o˜es de leitura e escrita nos meios
de armazenamento secunda´rios. Como resultado, tem-se o retorno dos dados solicitados
pela consulta.
4.2 Tuning de Sistemas Gerenciadores de Banco de Dados
Ale´m da otimizac¸a˜o de consultas, outro me´todo para se otimizar o desempenho de
SGBDR e´ o uso de te´cnicas de tuning. Segundo Shasha et al. [Shasha and Bonnet, 2002],
o tuning de SGBDs diz respeito a`s atividades necessa´rias para permitir que o mesmo
execute mais rapidamente, resultando em menor tempo de resposta a`s solicitac¸o˜es das
aplicac¸o˜es. Para esse intuito, o responsa´vel por estas atividades pode alterar as formas
como as aplicac¸o˜es sa˜o desenvolvidas, assim como as estruturas de dados e paraˆmetros do
SGBD, ale´m da configurac¸a˜o do sistema operacional e do hardware envolvidos.
Geralmente, tratando-se de SGBDR, existe um grande nu´mero de paraˆmetros de con-
figurac¸a˜o que podem ser ajustados, alterando significativamente seu desempenho. Estes
paraˆmetros controlam, por exemplo, a distribuic¸a˜o de memo´ria, as entradas do modelo de
custo do otimizador de consultas, logs e outros aspectos. Assim, na tentativa de facilitar
a compreensa˜o e estudo, os paraˆmetros de configurac¸a˜o empregados em te´cnicas de tuning
geralmente sa˜o classificados em dois (2) tipos [Soror et al., 2008, Soror et al., 2007]: (1)
Prescriptive parameters : os quais controlam as configurac¸o˜es do SGBDR afetando-o dire-
tamente. Como exemplo, pode-se citar paraˆmetros relacionados a` quantidade de memo´ria
compartilhada pelo SGBDR. (2) Descriptive parameters : sa˜o paraˆmetros que afetam indi-
retamente o SGBDR, na estimativa de custos do otimizador de consultas. Neste contexto,
determinado paraˆmetro que defina o custo para operac¸o˜es de acesso ao disco pelo SGBDR
e´ um exemplo interessante.
Encontrar boas configurac¸o˜es para esses paraˆmetros por meio de te´cnicas de tuning e´
uma tarefa desafiadora e que demanda tempo, devido a`s complexas formas com que a con-
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figurac¸a˜o dos paraˆmetros podem afetar o desempenho do sistema [Sullivan et al., 2004].
Me´todos de tentativa e erros para obter boas definic¸o˜es de paraˆmetros sa˜o comumente
empregados, tomando por base uma re´plica do banco de dados de produc¸a˜o. Para
ana´lise de desempenho, sa˜o executados testes com diferentes definic¸o˜es de valores para os
paraˆmetros, sob cargas de trabalho representativas. O processo e´ repetido ate´ a obtenc¸a˜o
de uma definic¸a˜o, que atinja os objetivos de desempenho. Isso se torna extremamente
laboroso e requer entre outros, profundos conhecimentos sobre o SGBDR, plataforma
operacional e recursos de hardware envolvidos.
Tradicionalmente as atividades relacionadas ao tuning de SGBDs sa˜o realizadas ma-
nualmente por especialistas, como administradores de banco de dados, pore´m, isto tem
se revelado cada vez mais invia´vel. Com a grande queda nos prec¸os do hardware e o au-
mento na capacidade de gesta˜o de dados, os sistemas de banco de dados tem se tornado
gradativamente maiores e mais complexos. Ale´m disso, as cargas de trabalho submetidas
aos bancos cada vez mais se caracterizam como heterogeˆneas e dinaˆmicas. Assim, a ma˜o
de obra especializada exigida pelas atividades de tuning e´ extremamente escassa e onerosa
a`s organizac¸o˜es.
Atualmente e´ bastante comum aos desenvolvedores de grandes SGBDR o oferecimento
de ferramentas de auto-configurac¸a˜o (self-tuning). Seu objetivo e´ realizar o ajuste e
configurac¸a˜o de desempenho de suas aplicac¸o˜es de forma automa´tica e dinaˆmica. Ferra-
mentas como o Database Diagnostic Monitoring [Dias et al., 2005] da Oracle, o Resource
Advisor [Narayanan et al., 2005] para o SQL Server e o Self-Tuning Memory Mana-
ger [Storm et al., 2006] para o DB2 merecem ser destacadas. Outro exemplo interessante,
na˜o comercial e aplica´vel ao SGBDR PostgreSQL e´ a ferramenta Ituned [Duan et al., 2009],
que analisa de forma on-line bases de dados de produc¸a˜o na tentativa de encontrar, atrave´s
de me´todos de amostragem, boas definic¸o˜es para paraˆmetros de configurac¸a˜o do SGBDR.
Paraˆmetros que causam maior impacto na melhoria de desempenho sa˜o escolhidos, procu-
rando causar o mı´nimo poss´ıvel de overhead a` carga de trabalho de produc¸a˜o.
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4.3 Otimizac¸a˜o de Desempenho de SGBDR em Nuvem
Antes do surgimento da computac¸a˜o em nuvem, uma pra´tica bastante comum era
super-dimensionar o hardware disponibilizado ao SGBDR de forma a suportar o pico da
carga de trabalho a ele aplicado, mesmo que este representasse uma pequena frac¸a˜o do
tempo total da utilizac¸a˜o do sistema. Uma vez que o hardware eram super-dimensionados,
o SGBDR operava com sobra de recursos em boa parte de seu funcionamento, dimi-
nuindo a possibilidade de apresentar um desempenho na˜o satisfato´rio. Ale´m disso, tal
super-dimensionamento reduzia a necessidade de reconfigurac¸o˜es no SGBDR exceto em
momentos onde a carga de trabalho fosse mais intensa.
Considerando-se ambientes de computac¸a˜o em nuvem, tanto a subutilizac¸a˜o de recur-
sos computacionais como o super-dimensionamento de hardware sa˜o pra´ticas indeseja´veis,
uma vez que aumentam de forma significativa (no contexto de larga escala, com cente-
nas ou mesmo milhares de ma´quinas), os custos de infraestrutura repassados aos clientes.
Uma soluc¸a˜o e´ o compartilhamento de recursos entre os va´rios clientes, principalmente
se os picos de utilizac¸a˜o de seus servic¸os na˜o coincidirem. Uma das formas de prover o
compartilhamento de recursos considerando SGBDR e´ a sua implantac¸a˜o sobre o modelo
multi-inquilino do tipo shared-hardware, discutido no Cap´ıtulo 3.
De um modo geral, existe um conflito importante entre maximizar o desempenho de um
SGBDR e minimizar os recursos por ele utilizados. Uma vez que estes na˜o foram inicial-
mente projetados para serem executados em ambientes shared-hardware, seus paraˆmetros
de configurac¸a˜o na˜o consideram o fato de que os recursos dispon´ıveis possam variar ao
longo do tempo. Ta˜o pouco o modelo de custos dos atuais SGBDRs, base para a tomada
de deciso˜es e otimizac¸o˜es, leva em considerac¸a˜o sua execuc¸a˜o em um ambiente ela´stico,
que implica em um provisionamento dinaˆmico de recursos. Neste contexto, a existeˆncia de
cargas de trabalho concorrentes, oriundas de outras MVs sobre um mesmo hardware, e´ um
exemplo que tambe´m na˜o pode ser ignorado. Forc¸ar o isolamento de desempenho entre
MVs, por meio de ajustes nos escalonadores do monitor de ma´quinas virtuais, pode na˜o
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ser completamente poss´ıvel em alguns casos, ale´m de na˜o ser economicamente deseja´vel.
Para que o ajuste de desempenho do SGBDR em ambiente shared-hardware seja
eficiente, deve-se considerar a existeˆncia de cargas de trabalho de outras MVs, alo-
cadas sobre o mesmo servidor e que concorrem por recursos f´ısicos. A necessidade
de constantes acessos a`s unidades de disco, comuns em ambientes de produc¸a˜o, repre-
sentam o maior “gargalo” para SGBDRs que manipulam grandes quantidades de da-
dos [Hsu et al., 2001]. Ale´m disso, e´ reconhecido por alguns autores, que o acesso a
disco e´ um recurso de dif´ıcil isolamento em ambientes virtualizados [Gulati et al., 2010,
Gupta et al., 2006]. Considerando as unidades de disco como dispositivos mecaˆnicos, car-
gas de trabalho de disco podem ser caracterizadas basicamente em dois (2) tipos: Em
uma dimensa˜o requisic¸o˜es de Leitura e Escrita. Em outra dimensa˜o, acessos Aleato´rios e
Sequenciais ao disco [Delimitrou et al., 2012].
Para o otimizador de consultas dos SGBDR operar de forma satisfato´ria em ambientes
shared-hardware seus mecanismos de auto-configurac¸a˜o devem ser capazes de reconhecer
o dinamismo do provisionamento de recursos gerado por tal ambiente e se adaptar a ele.
Uma vez que as informac¸o˜es sobre este provisionamento na˜o sa˜o de domı´nio do SGBDR
e sim do MMVs, responsa´vel pelo escalonamento de recursos, e´ necessa´ria a concepc¸a˜o de
uma nova arquitetura de custos que deve definir as informac¸o˜es trocadas entre o MMVs
e o SGBDR. Isso permitira´ a manutenc¸a˜o de seu modelo de custos e uma maior precisa˜o
nas suas estimativa, resultando em planos de execuc¸a˜o de consultas mais eficientes e em
um melhor desempenho.
O desenvolvimento de uma nova arquitetura de custos, mesmo que restrita a operac¸o˜es
de acesso a disco resultara´ em reescrita do co´digo do SGBDR. Esta´ na˜o e´ uma soluc¸a˜o
via´vel e deseja´vel quando considerada sua utilizac¸a˜o por sistemas legados. Estes sistemas,
muitas vezes sa˜o dependentes de verso˜es estritas do SGBDR comumente descontinuadas
e obsoletas. Nestes casos, uma soluc¸a˜o menos invasiva e´ o emprego de te´cnicas de tuning
como forma de otimizar o desempenho do SGBDR. Para esta finalidade, regras de ajuste
de paraˆmetros de configurac¸a˜o geralmente encontradas na literatura e/ou recomendada
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por experts (Regras-de-Ouro / Rules of Thumb) podem ser utilizadas.
No contexto descrito, torna-se interessante e fundamental a apresentac¸a˜o de um me´todo
para analisar o comportamento dos SGBDRs considerando principalmente seu desem-
penho quando inseridos em ambientes virtualizados. Mais especificamente, ambientes
que tomam por base o modelo shared-hardware, comumente e amplamente empregado
como forma de reduc¸a˜o de custos operacionais pelas organizac¸o˜es. Este me´todo devera´
simular a presenc¸a de cargas de trabalhos que realizam manipulac¸a˜o de dados armazena-
dos em disco, de forma concorrente a` execuc¸a˜o do SGBDR, pois sa˜o oriundas de outras
MVs alocadas sobre o mesmo servidor. Tais cargas de trabalho devem ser devidamente
caracterizadas pelo seu tipo e pela forma de acesso a`s unidades de disco.
O Cap´ıtulo 5 apresenta e detalha caracter´ısticas de implementac¸a˜o deste me´todo, o
qual e´ capaz de analisar e contestar a adequac¸a˜o das regras-de-ouro aplicadas a SGBDRs
inseridos em ambientes virtualizados. Por meio deste me´todo, diferentes regras de con-
figurac¸a˜o podem ser experimentadas frente a concorrentes cargas de trabalho de disco,
caracterizadas nas duas (2) dimenso˜es citadas. Isto possibilita a definic¸a˜o de novas regras-
de-ouro para a configurac¸a˜o de SGBDRs em ambientes virtualizados e a possibilidade de
desenvolvimento de inu´meras pesquisas relacionadas.
CAPI´TULO 5
ROTEIRO DE AVALIAC¸A˜O EXPERIMENTAL
Para realizac¸a˜o dos experimentos foi utilizado um computador com processador Intel
Core I7 (975 Processor Extreme Edition) de 3.33 GHz, com 8 MB de memo´ria cache
L2 e um total de 24 GB de memo´ria RAM (Random Access Memory). Como memo´ria
secunda´ria, foram empregados 4 discos r´ıgidos SATA de 2 TB e 7200 RPM cada, dis-
postos em RAID (Redundant Array of Independent Disks) 10. O sistema operacional
utilizado no hospedeiro foi o GNU/Linux com kernel 3.13.11X86-64. Foi aplicado o qemu-
kvm [QEMU-KVM, 2013] versa˜o 2.0.0 para a implementac¸a˜o do ambiente virtualizado.
Cada uma das oito (8) MVs criadas e gerenciadas pelo ambiente gra´fico Virtual Machine
Manager versa˜o 0.9.1 [Virt Manager, 2014] executavam o GNU/Linux, kernel 3.14.12X86-
64. Como SGBDR foi empregado o PostgreSQL [PostgreSQL, 2013] versa˜o 9.3.0, devi-
damente instalado sobre uma (1) das oito (8) MVs criadas. A quantidade de ma´quinas
virtuais foi definida tomando como base o nu´mero de CPUs virtuais/lo´gicas dispon´ıveis.
Para todas as MVs utilizadas nos experimentos foram dados os mesmos recursos: uma
CPU virtual, 512 MB de memo´ria RAM e 48 GB de espac¸o em disco.
5.1 Paraˆmetros de Configurac¸a˜o do SGBDR
Um SGBDR t´ıpico apresenta diversos paraˆmetros de configurac¸a˜o, conforme discutido
e o PostgreSQL na˜o e´ uma excec¸a˜o a` regra. Assim, definir valores para os mesmos
de forma adequada resultando em desempenho aceita´vel e´ uma tarefa bastante cr´ıtica.
Avaliar o efeito de todos os poss´ıveis valores em cada paraˆmetro de configurac¸a˜o exige
um nu´mero exponencial de experimentos. Para evitar tal problema, foram considerados
os trabalhos de [Debnath et al., 2008b, Debnath et al., 2008a]. Estes autores realizaram
uma classificac¸a˜o (ranking) dos paraˆmetros do SGBDR PostgreSQL que exercem maior
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influeˆncia no processo de otimizac¸a˜o de desempenho atrave´s de regras de tuning. Baseado
neste estudo, treˆs (3) dos paraˆmetros mais bem colocados em sua classificac¸a˜o foram
adotados. Tais paraˆmetros sa˜o do tipo prescriptive, os quais podem ser alterados ou
visualizados a partir do arquivo de configurac¸a˜o postgresql.conf do PostgreSQL. Estes
paraˆmetros sera˜o detalhados a seguir:
1) Shared buffers: paraˆmetro relacionado a` memo´ria compartilhada do PostgreSQL,
que controla o tamanho do bloco em memo´ria destinado ao armazenamento de dados a
serem gravados ou ja´ lidos pelo banco de dados. Dessa forma, o PostgreSQL na˜o realiza
operac¸o˜es de leitura e escrita de dados diretamente no disco, mas utiliza primeiramente a
memo´ria cache compartilhada. Caso na˜o encontre tais dados, uma requisic¸a˜o ao sistema
de arquivos e´ realizada, para acesso ao disco. Isto permite que o SGBD aproveite melhor
o seu cache e fac¸a um nu´mero menor de requisic¸o˜es ao disco r´ıgido, melhorando seu
desempenho. O valor padra˜o adotado na versa˜o 9.3.0 do PostgreSQL para o paraˆmetro
shared buffers e´ 128 MB.
2) Effective cache size: Define a quantidade de memo´ria RAM que sera´ utilizada
para o cache efetivo do banco de dados, sendo definido como o total de shared buffers
mais o tamanho do cache do buffer de disco do sistema operacional, apo´s a base de dados
ser iniciada. Isto acaba por ser maior do que a metade da memo´ria total do sistema
considerando um servidor de banco de dados dedicado t´ıpico. Essa configurac¸a˜o, na
pra´tica, faz com que o SGBDR na˜o precise de constantes leituras de tabelas e ı´ndices a
partir do disco, mantendo-os em memo´ria, em virtude do acesso ao disco ser mais custoso.
Esse paraˆmetro na˜o aloca qualquer memo´ria em si, simplesmente serve como um valor de
consultoria para o planejador do SGBDR sobre o que provavelmente deve estar dispon´ıvel
de memo´ria. Caso seu valor seja reduzido, menor sera´ a probabilidade de escolha de
um plano de execuc¸a˜o de consulta eficaz pelo SGBDR. O valor padra˜o adotado para o
paraˆmetro effective cache size e´ de 128 MB.
3) Work mem: Tal paraˆmetro serve como limitador da quantidade de memo´ria
disponibilizada para operac¸o˜es de classificac¸a˜o e ordenac¸a˜o do SGBDR, ou seja, este
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paraˆmetro coloca um ”teto”na quantidade ma´xima de memo´ria que uma u´nica operac¸a˜o
ocupa de RAM antes de ser enviada de forma forc¸ada para o disco. Este paraˆmetro e´
importante em ambientes do tipo OLAP (Online Analytical Processing) e DSS (Decision
Support System) caracterizado por operac¸o˜es de ordenac¸a˜o bastante complexas. Para
sua devida configurac¸a˜o, deve-se levar em considerac¸a˜o o paraˆmetro max connections que
tem seu valor padra˜o disposto pelo desenvolvedor como cem (100) e na˜o sofreu qualquer
alterac¸a˜o durante a realizac¸a˜o dos experimentos. O valor padra˜o adotado pelo PostgreSQL
para o paraˆmetro work mem e´ 1 MB.
A Tabela 5.1 apresenta os treˆs (3) paraˆmetros de configurac¸a˜o do PostgreSQL assim
como seus valores ma´ximos e mı´nimos. Tais intervalos seguem as recomendac¸o˜es que
constam na documentac¸a˜o do pro´prio SGBDR [PostgreSQL, 2013], assim como refereˆncias
encontradas na literatura especializada [Smith, 2010].
TABELA 5.1: PARAˆMETROS DE CONFIGURAC¸A˜O DO POSTGRESQL UTI-
LIZADOS NOS EXPERIMENTOS E VALORES SUGERIDOS PARA SUAS
CONFIGURAC¸O˜ES
Paraˆmetro Valor Mı´nimo Valor Ma´ximo
shared buffers
25 % do total de
memo´ria RAM
50 % do total de
memo´ria RAM.
effective cache size
50 % do total de
memo´ria RAM.
75 % do total de
memo´ria RAM.
work mem
Total de RAM /
max connections / 16
Total de RAM /
max connections / 4
FONTE: [Elmore et al., 2011]
Os experimentos utilizaram os seguintes valores e porcentagens sobre a memo´ria RAM
para os paraˆmetros de configurac¸a˜o do PostgreSQL:
• shared buffers: 2,5% - 5% - 25% - 40% - 70% - 150%, sendo 25% o valor padra˜o
adotado pelo SGBDR e 40% adotado como o recomendado para nossa configurac¸a˜o
de hardware (regra-de-ouro). O valor configurado como 150% e´ uma recomendac¸a˜o
encontrada em fo´runs e discusso˜es sobre tuning do PostgreSQL e na˜o na docu-
mentac¸a˜o do PostgreSQL ou literatura especializada.
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• effective cache size: 10% - 25% - 40% - 60% - 90%, sendo 25% o valor padra˜o
adotado pelo SGBDR e 60% adotado como o recomendado para nossa configurac¸a˜o
de hardware (regra-de-ouro).
• work mem: 300 KB - 1 MB - 3 MB, sendo 1 MB o valor adotado como o recomen-
dado para nossa configurac¸a˜o de hardware (regra-de-ouro).
Finalizamos nossa discussa˜o a respeito dos treˆs (3) paraˆmetros de configurac¸a˜o ana-
lisados nos experimentos apresentando a Tabela 5.2 que ilustra seus “equivalentes” con-
siderando os SGBDRs MySQL [MySql, 2012] e Oracle [Oracle, 2013]. Como e´ poss´ıvel
verificar, esses sistemas possuem paraˆmetros com caracter´ısticas similares ao do Post-
greSQL. Pore´m, a equivaleˆncia entre os paraˆmetros de seus respectivos SGBDRs na˜o
pode ser realizada diretamente ta˜o pouco a de seus referidos valores.
TABELA 5.2: COMPARATIVO DOS PARAˆMETROS DE CONFIGURAC¸A˜O DO
POSTGRESQL, MYSQL E ORACLE
PostgreSQL MySQL Oracle
shared buffers query cache size db cache size
work mem
join cache size
sort cache size
sort area size
join area size
key area size
effective cache size key cache size
optimizer index cost adj
key area size
5.2 Carga de Trabalho do Banco de Dados
Como forma de permitir a realizac¸a˜o dos mesmos experimentos por outros pesquisado-
res, fez-se uso da base de dados sinte´tica provida pelo benchmark TPC-H [TpcApp, 2012].
Seu esquema e´ composto por um total de oito (8) relac¸o˜es divididas em: (1) tabela de
dimenso˜es que armazenam dados que descrevem os elementos do nego´cio e (2) tabelas de
fatos, as quais armazenam medic¸o˜es a respeito do nego´cio ale´m de conter chaves para as
tabelas de dimenso˜es. Foi configurado com dez (10 GB) o Fator de Escala (SF - Scale
Factor), componente que define o tamanho da base de dados gerada. Com ı´ndices, o
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tamanho da base de dados experimental foi de dezessete (17) GB. A Figura 5.1 compreende
a estrutura do banco de dados criada pelo benchmark TPC-H, apresentando suas tabelas,
o relacionamento entre seus atributos e os dados nume´ricos que sera˜o multiplicados pelo
Fator de Escala, definindo assim a cardinalidade de cada tabela.
FIGURA 5.1: REPRESENTAC¸A˜O DO BANCO DE DADOS DO BENCHMARK TPC-
H
FONTE: [TpcApp, 2012]
A carga de trabalho proporcionada por este benchmark e´ composta por um total de
vinte e duas (22) consultas de alta complexidade e com capacidade de acesso a` grandes
quantidades de dados armazenados no banco de dados, ale´m de elevadas exigeˆncias de
processamento. Isto permite a implementac¸a˜o de um ambiente anal´ıtico (OLAP) e de
extrac¸a˜o de informac¸o˜es (DSS) que mede a capacidade de processamento e o volume de
dados suportado pelos SGBDRs.
A escolha do benchmark TPC-H e´ justificada uma vez que nossos estudos se concen-
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tram principalmente nos efeitos causados ao SGBDR e em suas configurac¸o˜es de tuning
pelo acesso concorrente a disco entre as MVs. Como sua carga de trabalho e´ caracte-
rizada ale´m do complexo acesso a disco, pelas constantes requisic¸o˜es de processamento,
algumas alterac¸o˜es foram necessa´rias para realizac¸a˜o dos experimentos. Assim, foi ge-
rado um conjunto de dezoito (18) consultas SQL que sa˜o derivadas das originais providas
pelo benchmark. Tais consultas apresentadas no Apeˆndice A, na˜o realizam operac¸o˜es de
junc¸a˜o, ou seja, ha´ maior concentrac¸a˜o em operac¸o˜es de acesso a disco, ocasionando a na˜o
utilizac¸a˜o de todas as consultas providas pelo TPC-H. As consultas resultantes seguem
a nomenclatura deste benchmark, pore´m as que sofreram alterac¸o˜es receberam nomes
padronizados da seguinte forma: “nome da consulta original.versa˜o.sql”. Por exemplo, a
consulta 16.sql originalmente fornecida pelo TPC-H foi adaptada, resultando em duas (2)
novas consultas: 16.1.sql e 16.2.sql.
A interac¸a˜o com a base de dados fornecida pelo benchmark TPC-H, foi realizada por
meio da ferramenta psql provida pelo PostgreSQL, que permitiu a submissa˜o das consultas
SQL e a visualizac¸a˜o de seus resultados. Foi habilitado o comando /timing do psql que
demonstra o tempo em milissegundos (ms) para que a consulta apresente seus resultados
ao solicitante. Neste intervalo de tempo, sa˜o contabilizados, entre outros, o tempo para
gerac¸a˜o dos planos de execuc¸a˜o e o delay da rede.
Informac¸o˜es detalhadas sobre o plano de execuc¸a˜o da instruc¸a˜o SQL como o custo esti-
mado para cada operac¸a˜o a ser executada, ale´m do custo total obtido pelo plano escolhido
sa˜o obtidas pelos comandos EXPLAIN e ANALYZE no psql (EXPLAIN ANALYZE +
Consulta SQL). Como principais informac¸o˜es reveladas pelo comando EXPLAIN
[PostgreSQL, 2013] teˆm-se:
• Startup Cost: corresponde a um custo estimado de um no´ (operac¸a˜o no plano),
ate´ o momento imediatamente anterior ao retorno na primeira tupla;
• Total Cost: corresponde a estimativa apresentada por um no´ para o retorno de
todas as suas tuplas. Este valor e´ afetado se especificado a cla´usula LIMIT que
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restringe a quantidade de linhas a serem apresentadas;
• ROWS: estimativa de linhas retornadas para determinado no´ do plano;
• WIDTH: estimativa da quantidade de bytes retornados para determinado no´ do
plano.
Quando utilizado somente o comando EXPLAIN a consulta na˜o e´ realmente execu-
tada. Sa˜o apenas informados dados referentes ao plano de execuc¸a˜o escolhido. A opc¸a˜o
ANALYZE por sua vez, faz com que a consulta seja executada, e na˜o apenas planejada.
O tempo total de durac¸a˜o de cada etapa do plano (actual time - em milissegundos) e o
nu´mero total de linhas (rows) realmente retornadas, sa˜o adicionadas ao resultado. Esta
opc¸a˜o e´ u´til para analisar se as estimativas do planejador esta˜o pro´ximas da realidade.
Um exemplo das informac¸o˜es apresentadas pelo comando EXPLAIN ANALYZE sobre
uma consultas no PostgreSQL e´ iustrado na Figura 5.2.
FIGURA 5.2: EXEMPLO DE PLANO DE EXECUC¸A˜O DE CONSULTA NO POST-
GRESQL
Durante a execuc¸a˜o dos experimentos, cada consulta foi submetida por cinco (5) vezes
ao SGBDR, considerando cada um dos treˆs (3) paraˆmetros descritos (shared buffers, ef-
fective cache size, work mem), assim como seus respectivos intervalos de porcentagens
e valores. Logo apo´s, foi calculada a me´dia das cinco (5) execuc¸o˜es. Este processo foi
repetido para cada uma das quatro (4) cargas concorrentes de acesso a disco gerada pelas
sete (7) MVs distintas a qual foi hospedado o SGBDR. Destaca-se que na˜o foi realizada
qualquer operac¸a˜o de limpeza de memo´ria cache entre a execuc¸a˜o de cada consulta (cache
quente). Para todo este processo que resulta na coleta dos dados, ocorreram cerca de
cinco mil e quatrocentas (5.400) submisso˜es de consultas ao SGBDR, sendo que o tempo
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gasto para realizac¸a˜o dos experimentos foi de aproximadamente quatrocentas e oitenta
(480) horas de testes.
5.3 Cargas de Trabalho de Acesso a Disco (concorrentes ao
SGBDR)
Foi empregado o benchmark bonnie++ [Bonnie++, 2012] versa˜o 2.3 para gerac¸a˜o
dos quatro (4) tipos de acesso concorrentes a disco: Leitura-Aleato´ria, Escrita-Aleato´ria,
Leitura-Sequencial e Escrita-Sequencial. Para cada uma das cargas de trabalho, o bench-
mark bonnie ++ foi instru´ıdo para, repetidamente requisitar do sistema operacional
operac¸o˜es 4 KB de leitura/escrita a partir de um arquivo armazenado no sistema de
arquivos do disco virtual da MV. A cada requisic¸a˜o, o processo era mantido suspenso
pelo sistema operacional ate´ o recebimento de uma resposta a` requisic¸a˜o. O tamanho do
arquivo foi definido como sendo maior que a memo´ria cache da MV.
Durante a realizac¸a˜o dos experimentos que consideravam cargas de trabalho com acesso
concorrente a disco, as sete (7) MVs (exceto a MV que executava o SGBDR) processavam
simultaneamente e de forma ideˆntica uma instaˆncia do benchmark bonnie ++ devidamente
adaptado conforme descrito.
5.4 Ambiente Experimental em Detalhes
A formalizac¸a˜o apresentada na Tabela 5.3, busca enriquecer em detalhes a descric¸a˜o
do ambiente experimental e evitar equ´ıvocos ou imprecisa˜o na apresentac¸a˜o dos resultados
obtidos.
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TABELA 5.3: FORMALIZAC¸A˜O DO AMBIENTE: NOTAC¸A˜O E DESCRIC¸A˜O
Notac¸a˜o Descric¸a˜o
R
Conjunto de recursos computacionais dispon´ıveis no hospedeiro.
R=(p, a, d).
p: valor nume´rico positivo medido em Giga Hertz (GHz) que define
o total de processamento dispon´ıvel.
a: valor nume´rico positivo expresso em Giga Bytes (GB) que define
o total de memo´ria RAM dispon´ıvel.
d : valor nume´rico positivo expresso em Giga Bytes (GB) com taxa
de transfereˆncia expressa em Mega Bytes por Segundo (MB/s) que
define o total de espac¸o em disco dispon´ıvel.
m
Nu´mero de recursos computacionais considerados. Nos experimentos,
m=3.
R=(ri1 ... rim)
Recursos computacionais alocados de forma esta´tica a` ma´quina vir-
tual, sendo 0 ≤ rij ≤ 1.
MVi
Representa a i-e´sima ma´quina virtual criada e gerenciada pelo mo-
nitor de ma´quinas virtuais.
n Nu´mero de ma´quinas virtuais dispon´ıveis. Nos experimentos, n=8.
N
Conjunto de ma´quinas virtuais alocadas sobre um servidor f´ısico,
competindo por recursos. N=(MV1 ... n).
z
Nu´mero de paraˆmetros de configurac¸a˜o do SGBDR a ser ajustado.
Nos experimentos, z=3
δi
Domı´nio de valores conhecidos e aceitos para um paraˆmetro em es-
pec´ıfico do SGBDR.
D
Conjunto de paraˆmetros que sera˜o configurados atrave´s do emprego
de te´cnicas de tuning. D=(d1=δ1, ... , dz=δz).
W
Carga de trabalho submetida ao SGBDR, composta por dezoito (18)
consultas SQL.
Oi
Carga de trabalho de acesso a disco submetida a` n-1 MVs, caracteri-
zada pelas duas dimenso˜es: leitura/gravac¸a˜o e sequencial/aleato´ria.
Oi (1 ≤ i ≤ n-1 ).
ti
Tempo de execuc¸a˜o da i-e´sima consulta SQL representado em milis-
segundos (ms)
µi
Tempo me´dio de execuc¸a˜o da i-e´sima consulta SQL, representado em
segundos (s). µi=(ti1 + ti2 + ... + ti5)/5.
µT
Tempo me´dio de execuc¸a˜o de W representado em segundos (s).
µT=((µi + µi+1 + ... + µ18))/18.
CAPI´TULO 6
DISCUSSA˜O DOS RESULTADOS
Este Cap´ıtulo apresenta e discute os resultados obtidos nos experimentos realizados.
Por motivos de organizac¸a˜o, o texto foi dividido em subsec¸o˜es de acordo com o nu´mero
de paraˆmetros (z) de configurac¸a˜o do SGBDR analisado. Foi gerado um total de cento
e noventa e cinco (195) gra´ficos nos experimentos realizados. Pore´m, devido a` grande
quantidade e espac¸o necessa´rios tanto para suas representac¸o˜es quanto discusso˜es, a apre-
sentac¸a˜o destes torna-se totalmente invia´vel no contexto deste trabalho. Assim, a ana´lise
dara´ eˆnfase no tempo me´dio despendido para a execuc¸a˜o completa da carga de trabalho
SQL (µT). Portanto, de forma impl´ıcita, o tempo me´dio de execuc¸a˜o de cada uma das
dezoito (18) consultas SQL (µi) presentes em W tem influeˆncia no resultado apresen-
tado 1. Tambe´m iremos expor os dados obtidos pela execuc¸a˜o de determinadas consultas
em espec´ıfico (µi), fomentando assim discusso˜es e a extrac¸a˜o de concluso˜es sobre seus
resultados.
6.1 Paraˆmetro Shared Buffers
Os resultados dos primeiros experimentos realizados levam em considerac¸a˜o o paraˆmetro
de configurac¸a˜o shared buffers. Ilustrados na Figura 6.1, representam em segundos, o
tempo me´dio de execuc¸a˜o da carga de trabalho SQL (µT). Cada um dos quatro (4)
gra´ficos contempla a execuc¸a˜o concorrente de um tipo de carga de trabalho de acesso a
disco (Oi).
Considerando o acesso a disco categorizado como Leitura-Aleato´ria, que e´ ilustrado
na Figura 6.1a, pode-se verificar que a regra de tuning 40% (regra-de-ouro) foi em me´dia
cerca de quarenta (40) segundos mais lenta comparada ao melhor desempenho, obtido
1Exceto para o paraˆmetro work mem
64
65
 0
 25
 50
 75
 100
 125
 150
 175
 200
Te
m
po
 M
éd
io
 d
e 
Ex
ec
uç
ão
 d
a 
Ca
rg
a 
de
 T
ra
ba
lh
o 
(s)
Parâmetro Shared Buffers
Tempo Médio de Execução−Todas as Consultas−Leitura Aleatoria
2,5% 5% 25% 40% 70% 150%
(a) Leitura Aleato´ria
 0
 25
 50
 75
 100
 125
 150
 175
 200
Te
m
po
 M
éd
io
 d
e 
Ex
ec
uç
ão
 d
a 
Ca
rg
a 
de
 T
ra
ba
lh
o 
(s)
Parâmetro Shared Buffers
Tempo Médio de Execução−Todas as Consultas−Leitura Sequencial
2,5% 5% 25% 40% 70% 150%
(b) Leitura Sequencial
 0
 25
 50
 75
 100
 125
 150
 175
 200
Te
m
po
 M
éd
io
 d
e 
Ex
ec
uç
ão
 d
a 
Ca
rg
a 
de
 T
ra
ba
lh
o 
(s)
Parâmetro Shared Buffers
Tempo Médio de Execução−Todas as Consultas−Escrita Aleatória
2,5% 5% 25% 40% 70% 150%
(c) Escrita Aleato´ria
 0
 25
 50
 75
 100
 125
 150
 175
 200
Te
m
po
 M
éd
io
 d
e 
Ex
ec
uç
ão
 d
a 
Ca
rg
a 
de
 T
ra
ba
lh
o 
(s)
Parâmetro Shared Buffers
Tempo Médio de Execução−Todas as Consultas−Escrita Sequencial
2,5% 5% 25% 40% 70% 150%
(d) Escrita Sequencial
FIGURA 6.1: TEMPO ME´DIO DE EXECUC¸A˜O DA CARGA DE TRABALHO
SQL CONSIDERANDO AS CARGAS DE ACESSO A DISCO E O TUNING NO
PARAˆMETRO SHARED BUFFERS
pela regra 5%. Outra regra de tuning que merece destaque e´ a 70%, sendo em me´dia
cerca de doze (12) segundos mais lenta comparada a regra 5%. As regras 2,5% e 25%,
sendo esta u´ltima o valor padra˜o adotado pelo PostgreSQL, apresentaram tempos me´dios
de execuc¸a˜o muito pro´ximos, com variac¸a˜o de menos de dois (2) segundos entre elas.
Estas duas regras foram em me´dia acima de vinte (20) segundos mais lentas comparadas
a regra 5%.
De forma semelhante, a regra 40% na˜o apresentou melhorias de desempenho para
a carga de trabalho do tipo Leitura-Sequencial que e´ ilustrada na Figura 6.1b. Neste
caso, tal regra levou cerca de cinquenta e cinco (55) segundos a mais para executar o
mesmo conjunto de consultas SQL quando comparada a regra 2,5% que obteve melhor
desempenho. Esta u´ltima, foi em me´dia cerca de vinte e oito (28) segundos mais ra´pida
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para executar as consultas comparada a` configurac¸a˜o padra˜o do PostgreSQL, representada
pela regra 25%.
Quanto a carga de trabalho de acesso a disco do tipo Escrita-Sequencial ilustrada
na Figura 6.1d, o melhor resultado foi obtido pela regra 2,5%, que executou as con-
sultas SQL em me´dia seis (6) segundos mais ra´pido comparado a regra 5%, quatro (4)
segundos comparada a regra 25% (valor padra˜o do PostgreSQL) e sete (7) segundos com-
parada a regra 40% caracterizada como regra-de-ouro. O acesso a disco categorizado
como Escrita-Aleato´ria ilustrado na Figura 6.1c apresentou comportamento extrema-
mente semelhante ao acesso concorrente do tipo Escrita-Sequencial. Em me´dia, nenhum
ganho de desempenho foi obtido aumentando consideravelmente os valores de configurac¸a˜o
para o paraˆmetro shared buffers, conforme mostra a regra 150% em todos os gra´ficos
da Figura 6.1. Enfim, alterac¸o˜es nas configurac¸o˜es padra˜o do paraˆmetro shared buffers
na˜o sa˜o indicadas para acessos a disco do tipo Escrita, uma vez que apresentaram ga-
nhos irriso´rios, segundo as me´dias exibidas pelos experimentos atrave´s da Figura 6.1c e
Figura 6.1d.
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FIGURA 6.2: TEMPO ME´DIO DE EXECUC¸A˜O DA CONSULTA 7.1.sql CON-
SIDERANDO A CARGA DE ACESSO A DISCO E O TUNING NO PARAˆMETRO
SHARED BUFFERS
Ainda analisando o paraˆmetro shared buffers, os experimentos demonstram como pode
ser danoso ao desempenho do SGBDR seguir as regras-de-ouro, uma vez que suas definic¸o˜es
na˜o consideram a existeˆncia de cargas de trabalho de acesso a disco (Oi) concorrentes.
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A Figura 6.2 demonstra esta situac¸a˜o, apresentando o tempo me´dio, em segundos, de
execuc¸a˜o da consulta (µi) 7.1.sql, derivada do benchmark TPC-H, frente aos dois (2)
tipos de acesso de Leitura. Como e´ poss´ıvel observar na Figura 6.2b, a consulta execu-
tando sobre a regra 40% demorou cerca de cento e oitenta e cinco (185) segundos a mais,
para obter os resultados quando comparada a regra 2,5%, que obteve o melhor desem-
penho considerando a carga de trabalho concorrente do tipo Leitura-Sequencial. De forma
semelhante, ao analisar a carga do tipo Leitura-Aleato´ria, representada na Figura 6.2a,
verifica-se que a regra 40% retardou a exibic¸a˜o dos resultados em cerca de cento e sessenta
(160) segundos quando comparada a regra 5% com o melhor desempenho.
6.2 Paraˆmetro Effective Cache Size
Os gra´ficos que compo˜em a Figura 6.3 apresentam o tempo me´dio de execuc¸a˜o, em
segundos, da carga de trabalho composta pelas dezoito (18) consultas SQL (µT), con-
siderando o paraˆmetro effective cache size, sobre a influeˆncia dos quatro (4) tipos de
cargas de trabalho de acesso a disco (Oi). Como observado, a regra 60% (regra-de-
ouro) na˜o obteve bons resultados de desempenho, chegando aos piores, em operac¸o˜es de
acesso a disco caracterizadas como Leitura. Isto e´ verificado principalmente no gra´fico da
Figura 6.3b, que ilustra o desempenho do SGBDR frente a carga de trabalho concorrente
do tipo Leitura-Sequencial. Neste caso, a regra 60% foi cerca de vinte e cinco (25) segun-
dos mais lenta em relac¸a˜o a regra 90% que obteve o melhor resultado de desempenho.
Esse u´ltimo resultado merece destaque, uma vez que na˜o foi constatado similaridade em
nenhuma me´dia nos experimentos envolvendo o paraˆmetro shared buffers como observado
na Figura 6.1.
Na˜o e´ poss´ıvel verificar grandes variac¸o˜es de desempenho nos resultados apresentados
pelas regras 10% e 25% considerando o acesso a disco do tipo Leitura-Sequencial conforme
a Figura 6.3b. Quando observada a Figura 6.3a que apresenta o desempenho do SGBDR
frente a` carga de trabalho do tipo Leitura-Aleato´ria verifica-se grande semelhanc¸a de
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FIGURA 6.3: TEMPO ME´DIO DE EXECUC¸A˜O DA CARGA DE TRABALHO
SQL CONSIDERANDO AS CARGAS DE ACESSO A DISCO E O TUNING NO
PARAˆMETRO EFFECTIVE CACHE SIZE
comportamento considerando o acesso concorrente a disco do tipo Leitura-Sequencial,
logicamente que com menores tempos me´dios de execuc¸a˜o do conjunto de consultas SQL.
Neste caso a regra 90% obteve desempenho ligeiramente melhor comparado a`s demais
regras de tuning experimentadas. Sendo em me´dia cerca de treˆs (3) segundos mais ra´pida
comparada a regra 40% que obteve o segundo melhor resultado de desempenho.
Considerando-se o acesso concorrente a disco caracterizado como Escrita ilustrados nos
gra´ficos das Figuras 6.3c e 6.3d, verifica-se que em ambos os casos o melhor desempenho
foi obtido pelas regras 10%. Principalmente para cargas de trabalho concorrentes do tipo
Escrita-Sequencial, ilustrada na Figura 6.3d, que obteve me´dias de execuc¸a˜o cerca de oito
(8) segundos mais ra´pidas comparadas a regra 25% que possui o valor padra˜o adotado
pelo PostgreSQL. O SGBDR tornou-se menos eficiente utilizando-se as regras 60% (regra-
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de-ouro) e 90% quando executado de forma concorrente com carga de trabalho do tipo
Escrita-Sequencial.
De forma ana´loga, a regra 10% sobre o paraˆmetro effective cache size, apresentou os
melhores resultados de desempenho para operac¸o˜es de Escrita-Aleato´ria concorrentes a
execuc¸a˜o do SGBDR. Neste caso, a regra 10% foi cerca de seis (6) segundos mais ra´pida
comparada ao pior desempenho obtido pela regra 60% (regra-de-ouro).
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FIGURA 6.4: TEMPO ME´DIO DE EXECUC¸A˜O DA CONSULTA 4.1.sql CON-
SIDERANDO A CARGA DE ACESSO A DISCO E O TUNING NO PARAˆMETRO
EFFECTIVE CACHE SIZE
Finaliza-se a discussa˜o a respeito do paraˆmetro effective cache size considerando os
gra´ficos (a) e (b) na Figura 6.4. Estes demonstram o tempo me´dio, em segundos, de exe-
cuc¸a˜o da consulta (µi) 4.1.sql, frente aos acessos a disco concorrentes respectivamente do
tipo Escrita-Aleato´ria e Escrita-Sequencial. Por meio dos resultados destes experimentos,
constata-se a necessidade da verificac¸a˜o e estudo de novas regras de tuning, muitas vezes
fora dos limites de valores indicados pelas regras-de-ouro e dos valores padro˜es adotados
pelo SGBDR. Isto e´ comprovado analisando-se a regra 10% ilustrada na Figura 6.4b, a
qual foi cerca de oito (8) segundos mais veloz que a regra 90% e doze (12) segundos mais
ra´pida que a configurac¸a˜o 60% caracterizada como regra-de-ouro, considerando a carga
de trabalho concorrente de acesso a disco caracterizada como Escrita-Sequencial.
Outra constatac¸a˜o importante ao compararmos os gra´ficos da Figura 6.4 e´ de que
o tuning deve ser realizado de acordo com a carga de trabalho de acesso a disco que
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executa de forma concorrente ao SGBDR. Na Figura 6.4b que ilustra a carga de acesso a
disco do tipo Escrita-Sequencial, o melhor desempenho em me´dia para a consulta 4.1.sql
foi obtido pela regra 10%, que se utiliza dos menores valores experimentados para o
paraˆmetro effective cache size. Na Figura 6.4a que por sua vez ilustra a carga do tipo
Escrita-Aleato´ria, de forma completamente oposta, o melhor desempenho foi obtido pela
regra 90%, ou seja, com o maior valor definido para o paraˆmetro effective cache size.
6.3 Paraˆmetro Work Mem
Conforme ja´ discutido, os valores utilizados para o paraˆmetro work mem, limitam a
quantidade de memo´ria disponibilizada para operac¸o˜es de ordenac¸a˜o no SGBDR. Uma
vez que as consultas que fazem uso de operac¸o˜es de ordenac¸a˜o representam apenas cerca
de 30% do total de consultas da carga de trabalho SQL (W ) utilizada, as mesmas na˜o
representam impacto significativo no tempo me´dio de sua execuc¸a˜o (µT). Assim, exclusi-
vamente para o paraˆmetro work mem, efetuamos o ca´lculo do tempo me´dio, somente das
consultas dessa porcentagem, o que e´ ilustrado na Figura 6.5. Sa˜o representantes desse
novo conjunto (30% do total) as consultas: 1.sql, 2.1.sql, 2.2.sql, 4.2.sql, 8.1.sql e 16.2.sql.
O que se verificou nestes experimentos e´ que o paraˆmetro work mem, de maneira
oposta aos paraˆmetros effective cache size e shared buffers, possui baixa sensibilidade a`
aplicac¸a˜o de regras de tuning frente aos quatro (4) tipos de cargas de trabalho de acesso
a disco. Esta afirmac¸a˜o e´ comprovada, verificando-se as escalas dos gra´ficos da Figura 6.5
que ao contra´rio das Figuras 6.3 e 6.1, tem seus valores fixados entre zero (0) e cem (100)
segundos.
E´ poss´ıvel observar uma pequena melhoria de desempenho para as cargas de trabalho
concorrentes do tipo Leitura, quando aplicada a regra 3 MB como mostra as Figuras 6.5a
e 6.5b. Seus gra´ficos consideram respectivamente as cargas de acesso a disco caracterizadas
como Leitura Aleato´ria e Leitura Sequencial. Nesta ordem, a regra 3 MB foi treˆs (3)
segundos e dois (2) segundos mais ra´pida em relac¸a˜o a regra-de-ouro estipulada em 1 MB.
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Segundo os experimentos relacionados ao paraˆmetro work mem, esforc¸os para obtenc¸a˜o
de boas definic¸o˜es de tuning, na˜o se justificam devido a` baixa variac¸a˜o na me´dia dos
tempos de execuc¸a˜o da carga de trabalho SQL considerando os quatro (4) diferentes
tipos de acessos concorrentes a disco. Tal constatac¸a˜o fica mais expl´ıcita nos gra´ficos das
Figuras 6.5c e 6.5d, que consideram as cargas de acesso a disco do tipo Escrita onde as
variac¸o˜es sequer sa˜o percept´ıveis.
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FIGURA 6.5: TEMPO ME´DIO DE EXECUC¸A˜O DA CARGA DE TRABALHO
SQL CONSIDERANDO AS CARGAS DE ACESSO A DISCO E O TUNING NO
PARAˆMETRO WORK MEM
Uma soluc¸a˜o para obter melhorias de desempenho do SGBDR atrave´s do paraˆmetro
work mem, e´ a utilizac¸a˜o de regras de tuning espec´ıficas para cada consulta, ou grupos
de consultas, individualmente, considerando a carga de trabalho de acesso a disco que
executa concorrentemente. Esta hipo´tese e´ comprovada pela Figura 6.6, que ilustra o
tempo me´dio de execuc¸a˜o da consulta (µi) 16.2.sql que compo˜e a carga de trabalho SQL,
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frente ao acesso a` disco do tipo Escrita. Como e´ poss´ıvel observar nas Figuras 6.6a e 6.6b,
a configurac¸a˜o 1MB na˜o apresentou bons resultados de desempenho nos experimentos.
Sendo quinze (15) e dezessete (17) segundos mais lenta na obtenc¸a˜o de resultados, em
comparac¸a˜o ao melhor desempenho obtido pela regra 3MB, respectivamente para cargas
de trabalho de acesso a disco do tipo Escrita Aleato´ria e Escrita Sequencial.
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FIGURA 6.6: TEMPO ME´DIO DE EXECUC¸A˜O DA CONSULTA 16.2.sql CON-
SIDERANDO A CARGA DE ACESSO A DISCO E O TUNING NO PARAˆMETRO
WORK MEM
6.4 Discussa˜o sobre os Melhores Resultados de Desempenho
Na tentativa de encontrar a configurac¸a˜o de tuning que apresente os melhores resul-
tados de desempenho para cada uma das quatro (4) diferentes cargas de trabalho de
acesso a disco, e´ realizada uma ana´lise sobre o tempo me´dio de execuc¸a˜o da carga de
trabalho composta pelas dezoito (18) consultas SQL (µT) considerando os paraˆmetros
shared buffers e effective cache size que foram apresentados nas Figuras 6.1 e 6.3. Tal
ana´lise considerando o paraˆmetro work mem na˜o e´ poss´ıvel ser efetuada, uma vez que
a carga de trabalho submetida ao SGBDR em seus experimentos e´ distinta, pois conta
apenas com 30% do total das dezoito (18) consultas SQL utilizadas.
Considerando a carga de trabalho de acesso a disco caracterizada como Leitura-
Aleato´ria, Figura 6.1a e Figura 6.3a, constata-se que a regra de tuning mais eficiente
73
foi a 5% sobre o paraˆmetro shared buffers trazendo em me´dia resultados em sessenta (60)
segundos. A segunda regra mais bem posicionada foi a 70% tambe´m sobre shared buffers
levando cerca de setenta e dois (72) segundos para exibir os mesmos resultados.
Quanto a` carga de trabalho do tipo Leitura-Sequencial, exibida nas Figuras 6.1b e 6.3b,
verifica-se que a regra 2,5% sobre o paraˆmetro shared buffers e´ a que obte´m melhor
desempenho. A mesma exibe a me´dia de seus resultados em cento e vinte e treˆs (123)
segundos, vinte e treˆs (23) segundos mais rapidamente em comparac¸a˜o a regra 90% sobre
o paraˆmetro effective cache size que obteve o segundo melhor resultado de tempo.
Em relac¸a˜o a` carga de trabalho caracterizada como Escrita-Aleato´ria, apresentada
nas Figuras 6.1c e 6.3c, a regra 10% sobre o paraˆmetro effective cache size apresentou os
melhores resultados de desempenho. Para a obtenc¸a˜o de resultados da carga de trabalho
de consultas SQL foram necessa´rios aproximadamente quarenta (40) segundos, sendo dois
(2) segundos mais ra´pida em comparac¸a˜o ao segundo melhor resultado obtido pelas regras
2,5% sobre os paraˆmetros shared buffers.
A u´ltima ana´lise se restringe a` carga de trabalho do tipo Escrita-Sequencial que e´
ilustrada nas Figuras 6.1d e 6.3d. Neste caso, a regra 10% sobre o paraˆmetro effec-
tive cache size obteve melhores resultados de desempenho. Um total de trinta e seis (36)
segundos foi despendido para obter os resultados da carga de trabalho SQL. Esta regra
de tuning foi cerca de cinco (5) segundos mais ra´pida comparada a regra 2,5% sobre
shared buffers, a qual teve o segundo melhor resultado. Assim, verifica-se que valores
menores inseridos no paraˆmetro effective cache size apresentam maior eficieˆncia para car-
gas de trabalho do tipo Escrita.
6.5 Resultados sem a Execuc¸a˜o Concorrente de Cargas de Acesso
a Disco
Conforme descrito, as regras-de-ouro, sa˜o recomendac¸o˜es para o tuning de SGBDRs
comumente encontradas na literatura ou sugeridas por experts. Tais regras na˜o levam em
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considerac¸a˜o a existeˆncia de cargas de trabalho oriundas de outras MVs que concorrem
por recursos f´ısicos junto ao SGBDR. Sendo assim, teoricamente elas sa˜o eficientes para
ambientes dedicados. Buscando comprovar essa afirmac¸a˜o, os u´ltimos experimentos a
serem apresentados reproduzem tal situac¸a˜o, onde a MV que hospeda o SGBDR na˜o
sofre o acesso concorrente das cargas de trabalho de acesso a disco (Oi). Os dados destes
experimentos que sa˜o ilustrados na Figura 6.7 seguem rigorosamente a mesma forma (µT)
para obtenc¸a˜o utilizada nos demais experimentos que consideram as cargas concorrentes
de acesso a disco.
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FIGURA 6.7: TEMPO ME´DIO DE EXECUC¸A˜O DA CARGA DE TRABALHO
SQL CONSIDERANDO TUNING NOS PARAˆMETROS SHARED BUFFERS, EFFEC-
TIVE CACHE SIZE e WORK MEM
Como e´ poss´ıvel observar na Figura 6.7, as regras-de-ouro definidas como: (1) 40%
para shared buffers (Figura 6.7a); (2) 60% para effective cache size (Figura 6.7b) e (3)
1 MB para wor mem (Figura 6.7c) foram, em todos os casos, mais eficientes em com-
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parac¸a˜o as demais regras experimentadas. Estes resultados atestam suas validades quanto
ao desempenho para ambientes dedicados. Quando comparados aos resultados das Fi-
guras 6.1, 6.3 e 6.5, verifica-se a ineficieˆncia destas, uma vez que, em nenhum dos
experimentos que consideram cargas de trabalho concorrentes de acesso a disco, tais
regras foram capazes de obter os melhores resultados de desempenho.
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FIGURA 6.8: TEMPO ME´DIO DE EXECUC¸A˜O DA CONSULTA 7.1.sql CON-
SIDERANDO TUNING NO PARAˆMETRO SHARED BUFFERS
Outro resultado que merece destaque e´ apresentado na Figura 6.8. Nela temos os
dados sobre o tempo me´dio de execuc¸a˜o da consulta (µi) 7.1.sql da carga de trabalho
SQL. E´ considerado o tuning sobre o paraˆmetro shared buffers e a auseˆncia de cargas de
trabalho de acesso a disco, executantes de forma concorrente ao SGBDR. Constata-se que
nenhuma regra de tuning utilizada, mais especificamente a regra 40% (regra-de-ouro),
sofreram grandes variac¸o˜es em suas me´dias de tempo de execuc¸a˜o. Fato este na˜o obser-
vado nas Figuras 6.2a e 6.2b quando o SGBDR estava executando concorrentemente frente
a`s cargas de acesso a disco do tipo Leitura com va´rias configurac¸o˜es sobre o paraˆmetro
shared buffers. Nos experimentos relacionados ao tipo de acesso a disco caracterizado
como Leitura Sequencial, variac¸o˜es de cento e oitenta e cinco (185) segundos ocorreram
comparando a regra-de-ouro (regra 40% ) com o melhor resultado obtido pela regra 2,5%.
Isto demonstra que a atividade de tuning e´ de grande importaˆncia para o bom desem-
penho de SGBDR. Mais ainda, tal atividade e´ extremamente complexa, requer profundos
conhecimentos e seus efeitos, bene´ficos ou na˜o, sa˜o potencializados quando se trata de
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ambientes computacionais virtualizados.
6.6 Novas Regras-de-Ouro para o Tuning de SGBDR em Am-
bientes Virtualizados
A partir dos resultados dos experimentos, demonstrados nas figuras das subsec¸o˜es
6.1 e 6.2, e´ poss´ıvel fazer o apontamento de novas regras-de-ouro aplicadas ao tuning de
SGBDRs quando inseridos em ambientes virtualizados. Essas regras sa˜o categorizadas de
acordo com o tipo das cargas de trabalho de acesso a disco que concorrem por recursos
junto ao SGBDR.
Para a carga de trabalho de acesso a disco do tipo Leitura-Aleato´ria a nova regra
de tuning indicada pelo experimento e´ a aplicac¸a˜o de valores que representem cerca de
5% da memo´ria RAM dispon´ıvel na MV para o paraˆmetro shared buffers. Quanto ao
paraˆmetro effective cache size nossos experimentos demontram a regra que se utiliza de
90% da memo´ria RAM ser mais eficieˆnte.
Quanto a` carga de trabalho caracterizada como Leitura-Sequencial recomenda-se a uti-
lizac¸a˜o de valores que correspondam a cerca de 2,5% do total da memo´ria RAM dispon´ıvel
na MV para o paraˆmetro shared buffers. Bons resultados sa˜o obtidos com o paraˆmetro
effective cache size, disponibilizando-lhe valores que representem cerca de 90% do total
de RAM dispon´ıvel na MV.
Uma regra de tuning que traz benef´ıcios de desempenho ao SGBDR, considerando
a carga de trabalho do tipo Escrita-Aleato´ria e´ atribuir valores que representem cerca
de 10% da RAM dispon´ıvel na MV ao paraˆmetro effective cache size. Outra regra que
alcanc¸ou melhorias de desempenho e´ a atribuic¸a˜o de valores que equivalem a aproximada-
mente 2,5% do total da RAM da MV ao paraˆmetro shared buffers.
Finalmente, atribuir valores que correspondam a cerca de 10% do total de RAM da
MV ao paraˆmetro effective cache size e 2,5% do total da RAM da MV ao paraˆmetro
shared buffers, traz benef´ıcios ao desempenho do SGBDR que concorre em acesso a disco
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com uma carga de trabalho caracterizada como Escrita-Sequencial. Sendo assim, para
operac¸o˜es de Escrita, tanto Sequencial quanto Aleato´ria recomenda-se o uso das mesmas
novas regras-de-ouro para o tuning do SGBDR.
E´ importante destacar que a utilizac¸a˜o em conjunto das novas regras-de-ouro men-
cionadas, pode na˜o trazer benef´ıcios ao desempenho do SGBDR. Um exemplo e´ o emprego
simultaˆneo da regra 5% sobre o paraˆmetro shared buffers e 25% sobre o paraˆmetro effec-
tive cache size quando ocorrer a execuc¸a˜o de cargas de trabalho do tipo Leitura-Aleato´ria
concorrentes ao SGBDR. Atestar que tais configurac¸o˜es sejam eficientes trazendo melho-
rias ao desempenho do SGBDR exige grande quantidade de testes e ana´lises.
Salienta-se que fatores como alterac¸o˜es na quantidade de MVs que executam sobre
o hospedeiro, assim como mudanc¸as nas configurac¸o˜es de hardware, tanto do sistema
hospedeiro quanto das MVs podem resultar na definic¸a˜o de novas regras-de-ouro para o
tuning do SGBDR em questa˜o.
As novas regras-de-ouro apontadas podem servir de base para o desenvolvimento de
uma ferramenta que permita automatizar o processo de tuning de SGBDRs em ambientes
virtualizados. Esta ferramenta devera´ efetuar ana´lises identificando o tipo de carga de
acesso a disco que concorrem junto ao SGBDR, e a partir disso realizar a configurac¸a˜o
da aplicac¸a˜o de banco de dados on-the-fly, utilizando as regras-de-ouro ora apontadas ou
outras resultantes de demais pesquisas. Esta soluc¸a˜o pode trazer grandes benef´ıcios de
desempenho ao SGBDR.
CAPI´TULO 7
CONCLUSA˜O E TRABALHOS FUTUROS
A tecnologia de virtualizac¸a˜o apresenta inu´meras vantagens que tem estimulado sua
adoc¸a˜o, como a racionalizac¸a˜o de recursos e a flexibilidade administrativa dos servic¸os de
TI. Contudo, quando inserimos SGBDRs em ambientes virtualizados e´ importante obser-
var que somente o particionamento de recursos na˜o e´ o suficiente para garantir a eficieˆncia
de seu desempenho. Esta tese comprovou esta afirmac¸a˜o, atrave´s de uma avaliac¸a˜o experi-
mental que simula diferentes cargas de trabalho de acesso a disco concorrentes a` execuc¸a˜o
do SGBDR. Verificou-se que o emprego das regras-de-ouro, geralmente aplicadas a sis-
temas que na˜o competem por recursos f´ısicos, atrave´s de te´cnicas de tuning, na˜o resultam
na maioria dos casos, em benef´ıcios ao desempenho do SGBD que executa sobre o modelo
shared-hardware de virtualizac¸a˜o.
Os resultados tambe´m demonstraram que qualquer esforc¸o, aplicando regras de tuning
em um determinado paraˆmetro de configurac¸a˜o do SGBDR pode ser em va˜o. Isto se deve
a` caracter´ıstica da carga de trabalho de acesso a disco que compete por este recurso. Como
exemplo, pode-se citar as cargas do tipo Escrita, onde nos experimentos foram alcanc¸ados
pequenos ganhos de desempenho na execuc¸a˜o do conjunto de consultas SQL. Tal fato se
deve em grande parte a` intensa exigeˆncia feita a`s unidades f´ısicas de armazenamento,
sendo consideradas o “gargalo” no desempenho do SGBDR. Esforc¸os no emprego e testes
de regras de tuning sobre paraˆmetros que na˜o apresentam sensibilidade a`s consultas SQL
submetidas tambe´m podem tornar-se frustrantes. Foi o que os experimentos demons-
traram considerando o paraˆmetro work mem. Independente das configurac¸o˜es adotadas
pelas regras de tuning a ele submetidas, na˜o ocorreram variac¸o˜es significativas em seus
resultados considerando a existeˆncia dos quatro (4) tipos de cargas de trabalho de acesso
a disco.
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O processo de tuning de um SGBDR e´ extremamente complexo, devido a` grande
variedade de paraˆmetros a serem estudados e considerados para a sua devida configurac¸a˜o.
Sa˜o exigidos do profissional de banco de dados profundos conhecimentos a respeito da
plataforma operacional utilizada, dos recursos computacionais dispon´ıveis, do esquema
do banco de dados e da carga de trabalho a ele submetida. Quando inserimos o SGBDR
em um ambiente virtualizado, tal complexidade e´ potencializada acrescentando mais uma
varia´vel de incerteza: o tipo de carga de trabalho de acesso a disco que executa concorrente
ao SGBD.
O resultado exibido pela consulta 7.1.sql frente aos acesso concorrentes do tipo Leitura-
Sequencial e´ um exemplo muito interessante. Ao aplicarmos uma regra de tuning na ten-
tativa de obter melhorias no desempenho do SGBDR, fez com que o resultado demorasse
cerca de treˆs (3) minutos a mais para ser exibido em comparac¸a˜o a outra regra, que sequer
possui recomendac¸a˜o de seu uso na literatura. Esses fatos comprovam que ha´ existeˆncia
de regras de tuning especificas, que trara˜o melhores resultados de desempenho para SGB-
DRs alocados em ambientes ela´sticos. Regras estas, muitas vezes bastante distintas das
recomendadas para sistemas dedicados, que se caracterizam como novas regras-de-ouro
para o tuning de SGBDRs inseridos em ambientes virtualizados.
Os SGBDRs geralmente atendem a`s requisic¸o˜es de diversos tipos de sistemas legados,
que certamente ainda estara˜o em operac¸a˜o por longo per´ıodo de tempo nas organizac¸o˜es.
A inserc¸a˜o desses sistemas de banco de dados no ambiente de computac¸a˜o em nuvem,
mais especificamente atrave´s do modelo shared-hardware e´ uma necessidade de grande
relevaˆncia como forma de reduc¸a˜o de custos operacionais. Assim, e´ evidente a exigeˆncia
de futuras pesquisas relacionadas a` otimizac¸a˜o de seu desempenho. As seguintes con-
tribuic¸o˜es sa˜o proporcionadas por este trabalho:
• Desenvolvimento de um me´todo para ana´lise da eficieˆncia das regras-de-ouro apli-
cadas a SGBDRs em ambientes virtualizados. Para isso fez-se necessa´rio:
– Caracterizar os principais tipos de acesso a`s unidades de disco;
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– Adaptar a ferramenta de benchmark que analisa o desempenho e o comporta-
mento de discos r´ıgidos e sistemas de arquivos;
– Adaptar o conjunto de consultas SQL derivadas do benchmark TPC-H para
compor a carga de trabalho submetida ao banco de dados;
– Delimitar o conjunto de paraˆmetros de configurac¸a˜o do SGBDR que apresente
maior influeˆncia dado o esquema e a carga de trabalho de consultas SQL;
– Capturar e analisar o tempo me´dio de execuc¸a˜o de cada consulta individual-
mente, ale´m do tempo me´dio total para execuc¸a˜o da carga de trabalho com-
posta pelas consultas SQL.
• Comprovac¸a˜o da inadequac¸a˜o das tradicionais regras-de-ouro para o tuning de SGB-
DRs inseridos em ambientes virtualizados;
• Apontamento de novas regras-de-ouro para o tuning de SGBDRs inseridos em am-
bientes virtualizados, de acordo com as cargas de trabalho de acesso a disco que
executam concorrentemente, considerando tambe´m as configurac¸o˜es de hardware e
software dispon´ıveis.
7.1 Trabalhos Futuros
Os trabalhos futuros sa˜o classificados em treˆs grupos de atuac¸a˜o considerando a
inserc¸a˜o de SGBDRs em ambientes virtualizados do tipo shared-hardware: (1) realizac¸a˜o
de experimentos sobre outros paraˆmetros de configurac¸a˜o, (2) automatizac¸a˜o do processo
de tuning e (3) adaptac¸a˜o do SGBDR para torna´-lo apto a operar de forma eficiente em
ambientes de computac¸a˜o em nuvem.
Os experimentos desenvolvidos nesta tese ficaram restritos a treˆs paraˆmetros de con-
figurac¸a˜o que foram analisados tomando como base o benchmark TPC-H que simula um
ambiente OLAP. Um SGBDR t´ıpico apresenta diversos paraˆmetros que podem ser exami-
nados sendo poss´ıvel sobre estes, experimentar diversas regras de tuning. Assim, analisar
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valores para os paraˆmetros de configurac¸a˜o do SGBDR considerando cargas de trabalho
transacionais do tipo OLTP, resultara˜o em novas regras de tuning aplicadas a outros
paraˆmetros de configurac¸a˜o, trazendo benef´ıcios ao desempenho de SGBDR em ambientes
do tipo shared-hardware. Ainda neste sentido, uma ana´lise criteriosa pode ser realizada
sobre os paraˆmetros caracterizados como descriptive parameters, experimentando regras
de tuning que possam trazer benef´ıcios para a escolha de planos de execuc¸a˜o de consultas
de menor custo.
Outro trabalho a ser realizado e´ a concepc¸a˜o de uma ferramenta que realize tanto a
ana´lise dos tipos de acessos a disco concorrentes, quanto das consultas SQL em execuc¸a˜o.
Com base nestas informac¸o˜es e juntamente com a disponibilidade de recursos f´ısicos,
proponha a aplicac¸a˜o de regras de tuning ao SGBDR (on-the-fly). Esta ferramenta seria
um complemento importante ao trabalho de Soror et al. [Soror et al., 2008], de forma
que, ale´m do gerenciamento de recursos f´ısicos entre as ma´quinas virtuais ser realizado de
forma cont´ınua, o SGBDR estara´ apto a responder de forma mais precisa a`s requisic¸o˜es
impostas, frente a`s constantes variac¸o˜es de recursos e cargas de trabalho comuns em
ambientes de computac¸a˜o em nuvem.
Conforme ja´ discutimos, outra maneira de otimizar o desempenho de SGBDRs e´ re-
alizando intervenc¸o˜es nas etapas que compreendem o processamento de consultas. Um
trabalho de grande relevaˆncia e´ o de adaptar o SGBDR de modo que seus mecanismos de
auto-configurac¸a˜o sejam capazes de reconhecer o dinamismo do provisionamento de recur-
sos gerado pelo ambiente de computac¸a˜o em nuvem. Para isso, uma nova arquitetura de
custos deve ser concebida definindo as informac¸o˜es trocadas entre o MMVs e o SGBDR.
Dessa forma, o modelo de custos tera´ informac¸o˜es atualizadas sobre a disponibilidade de
recursos acarretando em maior precisa˜o de suas estimativas, gerando planos de execuc¸a˜o
de consultas mais eficientes que resultam em melhor desempenho para o banco de dados.
APEˆNDICE A
CONSULTAS SQL ADAPTADAS DO BENCHMARK TPC-H
1 ------------------ Consulta: 1.sql ------------------
select
l_returnflag,
l_linestatus,
sum(l_quantity) as sum_qty,
sum(l_extendedprice) as sum_base_price,
sum(l_extendedprice * (1 - l_discount)) as sum_disc_price,
sum(l_extendedprice * (1 - l_discount) * (1 + l_tax)) as sum_charge,
avg(l_quantity) as avg_qty,
avg(l_extendedprice) as avg_price,
avg(l_discount) as avg_disc,
count(*) as count_order
from
lineitem
where
l_shipdate <= date’1998-12-01’ - interval ’93 days’
group by
l_returnflag,
l_linestatus
order by
l_returnflag,
l_linestatus;
------------------ Consulta: 2.1.sql ------------------
select
s_acctbal,
s_name,
s_address,
s_phone,
s_comment
from
supplier
order by
s_acctbal desc,
s_name
LIMIT 100;
------------------ Consulta: 2.2.sql ------------------
select
n_name
from
nation
order by
n_name
LIMIT 100;
------------------ Consulta: 2.3.sql ------------------
select
p_partkey,
p_mfgr
from
part
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where
p_size = 34
and p_type like ’%STEEL’
LIMIT 100;
------------------ Consulta: 4.1.sql ------------------
select *
from lineitem
where
l_commitdate < l_receiptdate;
------------------ Consulta: 4.2.sql ------------------
select
o_orderpriority,
count(*) as order_count
from
orders
where
o_orderdate >= date ’1994-11-01’
and o_orderdate < date ’1994-11-01’ + interval ’3 month’
group by
o_orderpriority
order by
o_orderpriority;
------------------ Consulta: 5.1.sql ------------------
select n_name
from
nation
group by
n_name;
------------------ Consulta: 6.sql ------------------
select
sum(l_extendedprice * l_discount) as revenue
from
lineitem
where
l_shipdate >= date ’1993-01-01’
and l_shipdate < date ’1993-01-01’ + interval ’1 year’
and l_discount between 0.07 - 0.01 and 0.07 + 0.01
and l_quantity < 24;
------------------ Consulta: 7.1.sql ------------------
select
extract(year from l_shipdate) as l_year,
l_extendedprice * (1 - l_discount) as volume
from
lineitem
where
l_shipdate between date ’1995-01-01’ and date ’1996-12-31’;
------------------ Consulta: 8.1.sql ------------------
select
extract(year from o_orderdate) as o_year
from
orders
where
o_orderdate between date ’1995-01-01’ and date ’1996-12-31’
group by
o_year
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order by
o_year;
------------------ Consulta: 13.1.sql ------------------
select
count(o_orderkey)
from
orders
where
o_comment not like ’%pending%deposits%’;
------------------ Consulta: 15.1.sql ------------------
select
l_suppkey,
sum(l_extendedprice * (1 - l_discount))
from
lineitem
where
l_shipdate >= ’1997-10-01’
and l_shipdate < date’1997-10-01’ + interval ’90 days’
group by
l_suppkey;
------------------ Consulta: 16.1.sql ------------------
select
s_suppkey
from
supplier
where
s_comment like ’%Customer%Complaints%’;
------------------ Consulta: 16.2.sql ------------------
select
p_brand,
p_type,
p_size
from
part
where
p_brand <> ’Brand#25’
and p_type not like ’SMALL POLISHED%’
and p_size in (34, 16, 19, 38, 20, 45, 8, 41)
group by
p_brand,
p_type,
p_size
order by
p_brand,
p_type,
p_size;
------------------ Consulta: 17.1.sql ------------------
select
0.2 * avg(l_quantity)
from
lineitem;
------------------ Consulta: 18.1.sql ------------------
select
l_orderkey
from
lineitem
group by
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l_orderkey
having
sum(l_quantity) > 313;
------------------ Consulta: 19.1.sql ------------------
select
sum(l_extendedprice* (1 - l_discount)) as revenue
from
lineitem
where
l_shipmode in (’AIR’, ’AIR REG’)
and l_shipinstruct = ’DELIVER IN PERSON’
and
(
(
l_quantity >= 2 and l_quantity <= 2+10
)
or
(
l_quantity >= 18 and l_quantity <= 18+10
)
or
(
l_quantity >= 28 and l_quantity <= 28+10
)
);
------------------ Consulta: 20.1.sql ------------------
select
0.5 * sum(l_quantity)
from
lineitem
where
l_shipdate >= ’1994-01-01’
and l_shipdate < date ’1994-01-01’ + interval ’1 year’;
APEˆNDICE B
TRABALHOS DESENVOLVIDOS SOBRE OTIMIZAC¸A˜O DE
DESEMPENHO DE SGBDR
A lista a seguir apresenta os trabalhos desenvolvidos sobre a otimizac¸a˜o de desempenho de SGBDRs:
1. Tarcizio Alexandre Bini, Adriano Lange, Marcos Sfair Sunye, e Fabiano Silva. Stableness in large join query
optimization. ISCIS, pa´ginas 639-644, 2009.
2. Tarcizio Alexandre Bini, Adriano Lange, Marcos Sfair Sunye, Fabiano Silva, e Eduardo Cunha de Almeida. Non-
exhaustive Join Ordering Search Algorithms for LJQO. ICEIS, pa´ginas 151-156, 2011.
3. Simone Dominico, Tarcizio Alexandre Bini. Tuning: Um Estudo sobre a Otimizac¸a˜o de Desempenho de SGBDR
sob Cargas de Trabalho Transacionais e de Suporte a Decisa˜o. I Encontro de Computac¸a˜o e Matema´tica Aplicada.
Universidade Tecnolo´gica Federal do Parana´, 2013.
4. Tarcizio Alexandre Bini, Adriano Lange, Marcos Sfair Sunye. Cloud Computing: An Evaluation of Rules of Thumb
for Tuning RDBMs. ICEIS, 2014.
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