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Abstract
We study properties related to first countability and countable compactness of uniformizable ∆-
hit-and-miss hyperspace topologies. We show that they are proximal hyperspace topologies. We use
the Smirnov compactification as a tool in our investigation.
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1. Introduction
Let X be a Hausdorff topological space and CL(X) be the hyperset of X, i.e., the
family of all closed and nonempty subsets of X. Topologies on CL(X)—defined using
the structures of X—are called hyperspace topologies [1].
Although hyperspace topologies and related set convergence notions have been
considered since the last century (e.g., Vietoris topology [43], Kuratowski–Painlevé
convergence and Hausdorff metric topology [21]), they found their revival on the middle’s
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80 since they are a fundamental tool in some aspects of Optimization Theory [41], Convex
Analysis [1], Image Analysis [40] and Fractal Geometry [44].
Given ∆⊆ CL(X), a ∆-hit-and-miss hypertopology τ (∆) on CL(X) is the supremum
of two topologies: the lower part, i.e., the lower Vietoris τ−V (a subbasic open sets of τ−V
consists of all closed sets that “hit” a given open subset of X) and the upper part τ (∆)+ (a
subbasic open sets of τ (∆)+ consists of all closed subsets of X that “miss” a given element
of ∆).
For ∆= CL(X), we have the Vietoris topology τV that was thoroughly studied and it is
very popular among topologists, but it is too strong for many applications.
A response to this shortcoming of τV is the Fell topology τF = τ−V ∨ τ+F , where
∆ = K(X) is the family of all nonempty compact subsets of X [20]. Its upper part τ+F
is also called the co-compact topology and it is historically important for its relation to the
upper Kuratowski–Painlevé convergence.
When X is a metric space with metric d another upper part can be obtained, namely the
upper proximal ∆-topology σ(∆,d)+ which is generated by all collections of subsets of X
which “really miss” elements of ∆, i.e., have a positive distance apart from elements of ∆.
σ(∆,d)= τ−V ∨σ(∆,d)+ is the proximal ∆-hit-and-miss topology. When ∆= CL(X),
the corresponding topology σ(d) is the classical proximal topology (see [1,11].
The aim of our paper is to continue the study of ∆ and proximal ∆-hit-and-miss
topology [4–7,11–14,18,20,24,25,30,32,36,38,39,44,45].
In hyperspace theory there are only few papers devoted to the study of properties related
to the first countability (like sequentiality, Fréchetness, countable tightness) (see [9,10,
13,15,23,31] as well as to compactness (like strong countable compactness, countable
compactness) (see [23,26–28].
Our goal is to investigate the above mentioned properties for hit- and-miss and proximal
hit-and-miss hypertopologies. We focus our attention on uniformizable ∆- and proximal
∆-hit-and-miss topologies. Our unified approach allows us to treat all such topologies as
proximal ones (Lemma 2.2). We will cover in a unified form the so called uniformizable∆-
hit-and-miss topologies τ (∆) [1] as well as proximal ∆-hit-and-miss topologies σ(∆) [1].
Moreover, by using the proximal approach and Smirnov compactification we are
able to construct suitable compactifications of proximal ∆-hit-and-miss topologies and
appropriate embeddings into these compactifications. These are fundamental tools in the
study of strong countable compactness.
2. Preliminaries
For any E ⊆X, clX E, intE and Ec stand for the closure, interior and complement of
E in X, respectively.
Let α be relation on X. Consider the following axioms:
(i) AαB implies BαA;
(ii) Aα(B ∪C) implies AαB or AαC;
(iii) AαB implies A 	= ∅, B 	= ∅;
(iv) A∩B 	= ∅ implies AαB;
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(v) A 	αB implies there exists E ⊆X such that A 	αE and Ec 	αB;
(vi) xαy implies x = y for all x, y ∈X.
The relation α is a separated (EF)-proximity iff it satisfies the axioms (i)–(vi) (see [37],
or [19] where a separated (EF)-proximity is just called a proximity).
In what follows by a proximity α on X we mean any separated (EF)-proximity on X,
unless otherwise explicitly stated.
Denote by τ (α) the topology on X induced by the Kuratowski closure operator A →
Aα = {x ∈X: xαA}. The proximity α is declared compatible with respect to the topology
τ on X iff τ = τ (α) (see [37]). It is known that (X, τ) has a compatible proximity α iff τ
is Tychonoff ([37] as well as [19]).
If α is a proximity on X, then Aα B stands for A 	αBc .
If AαC, then we say A is α-near to C; if A 	αC, then we say A is α-far from C.
If α is a proximity on X, then (see [16] or [37]):
(1) AαB , A⊆ C and B ⊆D together imply CαD;
(2) Aαx and xαC together imply AαC;
(3) if A 	αB , then clX B ⊆Ac and A⊆ int(Bc);
(4) A 	αB iff c lXA 	α clX B;
(5) if Aα B , then clX Aα intB ⊆ clX B .
We recall that if α1 and α2 are two proximities onX, then α1 is coarser than α2 (denoted
by α1  α2) iff A 	α1B implies A 	α2B .
By αf we denote the functionally distinguishable proximity:
A 	αf B iff there is a continuous function g :X→[0,1] such that g(A)= 0 and g(B)=
1. Moreover, αf is the finest compatible proximity on X.
If the space (X,U) is a Hausdorff uniform space, then the uniform proximity induced
by U is Aα(U)B iff U [A] ∩B 	= ∅ for each U ∈ U [19,37].
If (X, τ) is a metrizable space with metric d , then the metric proximity αd induced by d
is AαdB iff inf{d(a, b): a ∈A, b ∈B} =Dd(A,B)= 0 [37].
For any subset E of X we set:
E− = {A ∈ CL(X): A∩E 	= ∅};
E+ = {A ∈ CL(X): A⊆E}= {A ∈ CL(X): A∩Ec = ∅};
E++α =
{
A ∈ CL(X): A 	αEc}.
Using these new notations we briefly restate the definitions of hyperspace topologies.
The hit-and-miss topology τ (∆) [1] (respectively proximal hit-and-miss topology σ(∆,α)
[17,18]) determined by ∆ (and α) on CL(X) has as a subbase all sets of the form U−,
where U is an open set, plus all sets of the form (Bc)+ (respectively (Bc)++α ), where
B ∈∆. The family (Bc)+ (respectively (Bc)++α ), where B ∈∆ generates the upper part of
τ (∆) (respectively σ(∆,α)) denoted by τ (∆)+ (respectively σ(∆,α)+).
Σ(∆) stands for the collection of all finite unions of elements of ∆.
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(a) Let X be a Hausdorff topological space and ∆ ⊆ CL(X) contain singletons. ∆ is
Urysohn iff whenever D ∈ ∆, A ∈ CL(X) and A and D are disjoint, there exists
S ∈Σ(∆) such that D ⊆ intS ⊆ S ⊆Ac.
We note that this condition was introduced in an equivalent form by H. Poppe in 1966 [39]
and he called it ∆-normality.
(b) Let (X,α) be a proximity space and ∆ ⊆ CL(X) contain sin-gletons. ∆ is proximal
Urysohn with respect to α [17] iff whenever D ∈ ∆ and A ∈ CL(X) are α-far, there
exists S ∈Σ(∆) such that Dα S ⊆Ac.
In the above definition the last relation is equivalent to the formally stronger D α
Sα Ac.
Remark 2.1. If (X,U) is a Hausdorff space and α = α(U), then the previous definition
coincides with the notion of uniformly Urysohn in [1].
By using the functionally distinguishable proximity αf , we introduce a lemma which
clarifies in depth the sentence on page 128 in Beer’s book [1]: “We present our results in
the context of an arbitrary Hausdorff uniform space (X,U). We do this because when the
theory is approached from this perspective, it becomes clear that results for hit-and-miss
topologies are special cases of those for proximal hit-and-miss topologies. Extending our
definition of proximal hit-and-miss topology to the uniform space setting in the expected
way, it turns out that a hit-and-miss topology cannot be uniformizable unless it is a
proximal hit-and-miss topology in the first place.”
Lemma 2.2. Let X be a Hausdorff space and ∆ ⊆ CL(X) Urysohn. Then τ (∆)+ =
σ(∆,αf )
+ and ∆ is proximal Urysohn with respect to αf .
Proof. Using the technique in Lemma 4.4.7 in [1] it can be shown that whenever D ∈∆
and A ∈ CL(X) are disjoint, there is a continuous function g :X→ [0,1] with g(D) = 0
and g(A)= 1. Thus for every D ∈∆ we have (Dc)+ = (Dc)++αf .
To prove that ∆ is proximal Urysohn with respect to αf let D ∈ ∆ and A ∈ CL(X)
be αf -far. Since ∆ is Urysohn, there exists an S ∈ Σ(∆) such that D ⊆ intS ⊆ S ⊆ Ac.
Similarly, there is a continuous function h :X→[0,1] with h(D)= 0 and h([intS]c)= 1;
i.e., D 	αf Sc ; i.e., Dαf S ⊆Ac. ✷
We refer to [1,19,37] for all undefined terms.
3. Properties related to the first countability of ∆- and proximal ∆-topologies
Some basic cardinal functions on (proximal) ∆-hit-and-miss topologies have been
studied, especially for the Vietoris topology τV .
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In 1951 Michael proved in its seminal paper [32] that second countability of the Vietoris
topology τV on CL(X) forces the base space X to be compact.
Twenty years later ˇCoban gave in [9] a complete characterization of first countability of
the Vietoris topology τV defined on a normal space X (X is perfectly normal, the set I (X)
of the isolated points is countable, the derived set X′ is countably compact, hereditarly
separable and with countable character).
In 1972 Malyhin proved that for the Vietoris topology τV on a normal space X first
countability and countably tightness are equivalent [31].
First and second countability of (proximal) ∆-hit-and-miss topologies on a (metric)
Hausdorff space X were characterized in [13].
In [12] Di Maio, Holá and Meccariello proved that for the proximal topology σ(d) on a
metric space (X,d) second countability, metrizability, paracompactness and normality are
all equivalent to total boundedness of (X,d), improving a result in [3].
In [24] Holá and Levi studied ∆-hit-and-miss topologies in terms of their lower and
upper parts. They proved that first countability of the upper Vietoris topology τ+V on an
Hausdorff space X forces the derived set X′ to be countably compact (see also [9]).
Di Maio, Holá and Pelant gave an example to show that sequentiality of τ+V is not
enough to guarantee the above result, but they proved that in regular spaces the Fréchetness
of τ+V implies the countable compactness of X′ [15].
Costantini, Holá and Vitolo studied in depth tightness and character (as well as radiality
and pseudoradiality) of the hyperspace of a Hausdorff space X endowed with either the
co-compact topology τ+F or the lower Vietoris topology τ
−
V [10].
So, the above mentioned papers dealt with classical hyperspace topologies with few
results devoted to the proximal case, mainly in the metric setting.
On the contrary, we attack the problem from a different point of view: we use
proximities as a powerful and flexible tool and we deeply investigate proximal ∆-hit-and-
miss topologies obtaining as corollaries results on ∆-hit-and-miss topologies.
We show that for subfamilies ∆ which turn out to be (proximal) Urysohn the properties
of countable tightness, sequentiality, Fréchetness and first countability all coincide for the
upper parts of their associated (proximal) ∆-hypertopologies.
We start with the following lemma.
Lemma 3.1. Let (X,α) be a proximity space and ∆ ⊆ CL(X). The following are
equivalent:
(1) (CL(X),σ (∆,α)+) is first countable;
(2) for every A ∈ CL(X), there exists a countable subfamily LA ⊆ ∆ such that each
C ∈ LA is α-far from A and for every H ∈∆ α-far from A there is T ∈Σ(LA) with
H ⊆ T α Ac.
Proof. Similar to that in [24]. ✷
Theorem 3.2. Let (X,α) be a proximity space and ∆ ⊆ CL(X) proximal Urysohn with
respect to α. The following are equivalent:
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(1) t ((CL(X),σ (∆,α)+)) ℵ0;
(2) (CL(X),σ (∆,α)+) is sequential;
(3) (CL(X),σ (∆,α)+) is first countable.
Proof. Only (1)⇒ (3) needs a proof.
Let A ∈ CL(X). Put H = {clX H : A α H and Hc ∈ Σ(∆)}. We claim that A ∈
clσ(∆,α)+H. To prove this let D1,D2, . . . ,Dm ∈∆ be such that A ∈
⋂m
i=1(Dci )++α . Since
∆ is a proximal Urysohn family with respect to α, then for every i ∈ {1,2, . . . ,m} there
are
O1i , . . . ,O
k(i)
i ∈∆ with Di α
(
k(i)⋃
j=1
O
j
i
)
α Ac.
Put H = ⋂mi=1(⋃k(i)j=1 Oji )c. Then A is α-far from H , Hc ∈ Σ(∆) and clX H ∈⋂m
i=1(Dci )++α .
The countable tightness of (CL(X),σ (∆,α)+) implies that there is a countable
subfamily H) of H such that A ∈ clσ(∆,α)+H). Thus H) = {clX Hi : Aα Hi, H ci ∈
Σ(∆), i ∈ N}. For every i ∈ N let B1i , . . . ,Bk(i)i be such that Bji ∈ ∆ for every j  k(i)
and Hci =
⋃k(i)
i=1 B
j
i . Now the family {Bji : i ∈N, j  k(i)} is a countable subfamily of ∆
which verifies the condition (2) of Lemma 3.1. ✷
Remark 3.3. From the above proof we can see that if ∆ is proximal Urysohn with respect
to α, then t (CL(X),σ (∆,α)+) ℵ0 implies that for every closed set A ∈ CL(X) there is
a countable family {Hn: n ∈N} of open sets such that A=⋂n∈NHn =⋂n∈N clX Hn and
Hcn ∈ Σ(∆) for every n ∈ N. (In fact, suppose x /∈ A. Then A ∈ ({x}c)++α . Thus there is
clX Hn ∈H) with clX Hn ∈ ({x}c)++α . So, x /∈ clX Hn.)
Remark 3.4. The assumption that ∆ is proximal Urysohn in Theorem 3.2 is essential. In
fact in [10] it is shown that for the space X of irrationals the co-compact topology τ+F on
CL(X) is sequential but not first countable.
Corollary 3.5. Let X be a Hausdorff space and ∆ ⊆ CL(X) Urysohn. First countability,
Fréchetness, sequentiality and countable tightness all coincide for τ (∆)+.
Proof. Use Lemma 2.2 and Theorem 3.2. ✷
Remark 3.6. Let X be a normal space. First countability, Fréchetness, sequentiality and
countable tightness all coincide for the upper Vietoris topology τ+V .
Corollary 3.7. Let (X,U) be a Hausdorff uniform space and ∆ ⊆ CL(X) uniformly
Urysohn. First countability, Fréchetness, sequentiality and countable tightness all coincide
for σ(∆)+.
Proof. Use the uniform proximity α = α(U). By Remark 2.1 σ(∆) = σ(∆,α) and ∆ is
proximal Urysohn with respect to α. Hence apply Theorem 3.2. ✷
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Now we show that if the base space X is a q-space and ∆ is proximal Urysohn, then
countable tightness, sequentiality, Fréchetness and first countability all coincide for the
associated ∆-hypertopologies.
We recall that X is a q-space [8,33] provided each x ∈ X has a sequence of
neighbourhoods {Un: n ∈ N} such that if xn ∈ Un, then the sequence {xn: n ∈ N} has a
cluster point.
We need the following lemma.
Lemma 3.8. Let (X,α) be a proximity space and ∆ ⊆ CL(X).(CL(X),σ (∆,α)) is first
countable if and only if (CL(X),σ (∆,α)+) and (CL(X), τ−V ) are first countable.
Proof. Similar to that in [24]. ✷
Theorem 3.9. Let X be a q-space, α a compatible proximity on X and ∆ ⊆ CL(X)
proximal Urysohn with respect to α. The following are equivalent:
(1) t ((CL(X),σ (∆,α))) ℵ0;
(2) (CL(X),σ (∆,α)) is sequential;
(3) (CL(X),σ (∆,α)) is first countable.
Proof. It suffices to prove (1) ⇒ (3). By Lemma 3.8 it suffices to show that
(CL(X),σ (∆,α)+) and (CL(X), τ−V ) are first countable.
Let A ∈ CL(X). Put as above H = {clX H : Aα H and Hc ∈ Σ(∆)}. Then A ∈
clσ(∆,α)H, thus there is a countable family H) = {clX Hi : Aα Hi , Hci ∈ Σ(∆) and
i ∈ N}. For every i ∈ N let B1i , . . . ,Bk(i)i be such that Bji ∈ ∆ for every j  k(i) and
Hci =
⋃k(i)
j=1B
j
i . Now the family {Bji : i ∈ N, j  k(i)} is a countable subfamily of ∆
which verifies the condition (2) of Lemma 3.1. Thus (CL(X),σ (∆,α)+) is first coun-
table.
By [22] (CL(X), τ−V ) is first countable iff every closed set is separable and the base
space X is first countable. It is easy to verify that t ((CL(X),σ (∆,α)))  ℵ0 implies
that every closed set is separable (similar as in [31] or in [10]). So, we need only to
prove the first countability of the space X. Now, by Remark 3.3 for every x ∈ X there
is a sequence of open sets {Hn: n ∈ N} such that {x} = ⋂n∈NHn = ⋂n∈N clX Hn . Let{Un: n ∈ N} be a sequence of neighbourhoods of x which fulfills the q-space property.
Put Gn = Hn ∩ Un. Without loss of generality we can assume that {Gn: n ∈ N} is a
decreasing sequence. It is easy to verify that {Gn: n ∈ N} is a base of neighbourhoods
of x . (Suppose there is an open set V such that x ∈ V and xn ∈ Un \ V for every n ∈ N.
There is a cluster point y of {xn: n ∈ N}. So y /∈ V , but y ∈ ⋂n∈N clX Un = {x}; a
contradiction.) ✷
Corollary 3.10. LetX be a Hausdorff q-space and∆⊆ CL(X) Urysohn. First countability,
Fréchetness, sequentiality and countable tightness all coincide for τ (∆).
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We point out that Corollary 3.10 works for the Vietoris topology τV without the
assumption that X is a q-space. The reason is that the countable tightness of τV forces
a regular space X to be first countable (see Theorem 2 and its Corollary 2 in [31]).
Corollary 3.11. Let (X,U) be a Hausdorff uniform q-space and ∆ ⊆ CL(X) uniformly
Urysohn. First countability, Fréchetness, sequentiality and countable tightness all coincide
for σ(∆).
Again, we observe that Theorem 3.9 works for the proximal topology σ(α) =
σ(CL(X),α) without the assumption that X is a q-space. In fact, the countable tightness
of σ(α) forces X to be first countable.
In [24] it is proved that if X is a Hausdorff space, then the first countability of
(CL(X), τ+V ) forces X′ (the derived set of X) to be countably compact.
Now we analyze the behaviour of X′ with respect to the bounded Vietoris topology
τ (bVd). We recall that given a metric space (X,d) the bounded Vietoris topology τ (bVd)
is the hypertopology described by the family B(X) of all nonempty closed and bounded
subsets of X (see [4,5,30]. Moreover, a metric space (X,d) is declared boundedly Atsuji if
whenever A ∈ CL(X), B ∈ B(X) and A∩B = ∅, then A is αd -far from B .
Theorem 3.12. Let (X,d) be a metric space. The following are equivalent:
(1) (CL(X), τ (bVd)+) is first countable;
(2) X′ is boundedly compact;
(3) there is a compatible metric - which has the same bounded sets and (X,-) is a
boundedly Atsuji space.
Proof. (1) ⇒ (2). To prove that X′ is boundedly compact, let B be a closed bounded set
in X′. We prove that B is compact. Suppose there is a sequence {xn: n ∈N} in B without a
cluster point. Put A= {xn: n ∈N}. By Theorem 1.2(ii) in [22] there is a countable family
of closed bounded sets {B1,B2, . . . ,Bn, . . .} such that Bi ∩ A = ∅, i ∈ N, and for every
D ∈ B(X) with D ∩ A = ∅ there are B1,B2, . . . ,Bn with D ⊆⋃ni=1Bi (Bn ⊆ Bn+1 for
every n ∈N).
Thus for every n ∈N let εn < 1n be such that the family {S(xn, εn): n ∈ N} is pairwise
disjoint. For every n ∈ N let yn ∈ S(xn, εn) \Bn and yn 	= xn. Put H = {yn: n ∈ N}. Then
H is a closed bounded set and H ∩ A = ∅. Thus there exists n0 ∈ N with H ⊆ Bn0 ; a
contradiction.
(2) ⇒ (3). Define a compatible metric - on X (see [2]) as follows:
-(x, y)=
{0 if x = y,
d(x, y)+max{d(x,X′), d(y,Y ′)} otherwise.
It is easy to verify that a set is --bounded if and only if it is d-bounded. It is proved
in [2] that (X,-) is boundedly Atsuji.
(3) ⇒ (1). If there is a compatible metric - which has the same bounded sets as d ,
then τ (bV-)+ = τ (bVd)+ (where τ (bV-) is the bounded Vietoris topology generated by
the metric -). Since (X,-) is boundedly Atsuji, τ (bV-)+ = τ (AW-)+ (see [1]), where
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τ (AW-)
+ is the upper part of the Attouch–Wets topology. By Proposition 4.4 in [22]τ (AW-)
+ is first countable. ✷
Now we describe the first countability of (CL(X), τ (bVd)).
Theorem 3.13. Let (X,d) be a metric space. The following are equivalent:
(1) (CL(X), τ (bVd)) is first countable;
(2) X′ is boundedly compact and X is separable;
(3) there is a compatible separable metric - which has the same bounded sets and (X,-)
is a boundedly Atsuji space.
Proof. Use Lemma 3.8, Theorem 3.12 and the fact that first countability of the lower
Vietoris topology τ−V on a metrizable space X is equivalent to separability of X. ✷
4. Smirnov compactification of ∆- and proximal ∆-topologies
To investigate properties related to compactness Keesling studied a compactification of
the Vietoris topology τV on a normal space. We extend this procedure to Tychonoff spaces
and to abstract (proximal) ∆-hit-and-miss hypertopologies. We obtain as corollaries his
results [26].
Let (X,α) be a proximity space. From Theorem 7.7 in [37] (or 8.4.12 in [19]) there
exists a Hausdorff compactification X) of (X,α), the Smirnov compactification of X, such
that whenever A and B are subsets of X, AαB iff clX) A∩ clX) B 	= ∅.
Let ∆⊆ CL(X). Denote by ∆) = {clX) B: B ∈∆}. We consider the topology τ (∆)) on
CL(X)).
We have the following theorem.
Theorem 4.1. Let (X,α) be a proximity space, X) its Smirnov compactification and
∆⊆ CL(X). The map
η : (CL(X),σ (∆,α))→ (CL(X)), τ (∆))) defined by η(E)= clX) E is an embedding.
Proof. η is an injection. We show that η and η−1 are continuous verifying that preimages
of subbasic elements are open. We start with η−1. Let A ∈ CL(X) and B ∈ ∆ be such
that A = η−1(η(A)) ∈ (Bc)++α . We have clX) A ∩ clX) B = ∅, i.e., η(A) ∈ [(clX) B)c]+
and η−1([(clX) B)c]+ ∩ η(CL(X))) ⊆ (Bc)++α . Now let A ∈ CL(X) and U open in X be
such that A= η−1(η(A)) ∈U−. Then [X) \ clX)(Uc)]− is an open neighbourhood at η(A)
with η−1(([X) \ clX)(Uc)]− ∩ η(CL(X)))⊆U− (in fact if η(A) /∈ [X) \ clX)(Uc)]−, then
η(A) ⊆ clX)(Uc), i.e., A ⊆ Uc. Assume not, so there exists a ∈ A \ Uc . Hence a 	αUc .
Therefore a ∈ clX){a} = η({a}) /∈ clX)(Uc)).
Now we show that η is continuous. Let A ∈ CL(X). Let D ∈ ∆) and η(A) ∈ (Dc)+.
There is B ∈ ∆ with clX)B = D. Then (Bc)++α is a σ(∆,α)-neighbourhood at A with
η((Bc)++α ) ⊆ [(clX) B)c]+ = (Dc)+. Now let U be open in X) with η(A) ∈ U−, i.e.,
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clX) A∩U 	= ∅. Thus A∩U 	= ∅. Then (U ∩X)− is a σ(∆,α)-neighbourhood of A such
that η((U ∩X)−)⊆U−. ✷
Let X be a Tychonoff space, βX its ˇCech–Stone compactification and ∆⊆ CL(X). Put
∆βX = {clβX B: B ∈∆}, where clβX B is the closure of B in βX.
Corollary 4.2. Let X be a Tychonoff space and ∆ ⊆ CL(X) Urysohn. The map
η : (CL(X), τ (∆))→ (CL(βX), τ (∆βX)) defined by η(E)= clβX E is an embedding.
Proof. By Lemma 2.2 τ (∆) = σ(∆,αf ). The Smirnov compactification of (X,αf )
reduces to the ˇCech–Stone compactification βX. So by Theorem 4.1 the claim holds. ✷
Proposition 4.3. Let (X,α) be a proximity space and X) its Smirnov compactification.
τ (CL(X)))= τV on CL(X)).
Proof. Clearly, τ (CL(X))) ⊆ τV . We claim: τV ⊆ τ (CL(X))). It suffices to prove that
(CL(X)), τ (CL(X)))) is Hausdorff (see Corollary 3.1.14 in [19]. So let A, B ∈ CL(X))
and A 	= B . Suppose there is a ∈ A \ B . Let U be open in X) such that a ∈ U ⊆
clX) U ⊆ X) \ B . Put T = (clX) U) ∩ X. Then T is a nonempty closed subset of X and
we have clX) U ⊆ clX) T ⊆ X) \ B . Thus U− and [(clX) T )c]+ are disjoint τ (CL(X)))
neighbourhoods of A and B , respectively. ✷
Proposition 4.4. Let X be a Tychonoff space. τ (CL(X)βX)= τV on CL(βX).
Proof. Similar to the above. ✷
Thus from Corollary 4.2 and Proposition 4.4 we have the following result [26].
Proposition 4.5 [26]. IfX is a normal space, then the map η : (CL(X), τV )→ (CL(βX), τV )
defined by η(E)= clβX E is an embedding.
Theorem 4.6. Let (X,α) be a proximity space and ∆ ⊆ CL(X). The following are
equivalent:
(1) σ(α)= σ(CL(X),α)= σ(∆,α) on CL(X);
(2) (CL(X)), τ (∆))) is a Hausdorff space;
(3) τ (∆))= τV on CL(X)).
Proof. (2) ⇒ (3). τ (∆)) ⊆ τV on CL(X)) and (CL(X)), τ (∆))) is a compact Hausdorff
space. So, the identity from (CL(X)), τV ) to (CL(X)), τ (∆))) is a homeomorphism; i.e.,
τ (∆))= τV .
(3) ⇒ (1). By Proposition 4.3 and (3) we have τ (∆)) = τ (CL(X))). By The-
orem 4.1 η : (CL(X),σ (∆,α)) → (CL(X)), τ (∆))) as well as η : (CL(X),σ (α)) →
(CL(X)), τ (CL(X)))) are embeddings. So σ(∆,α)= σ(α).
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(1) ⇒ (2). Let A, B ∈ CL(X)) and A 	= B . Suppose that a ∈ A \ B . Since X) is a
Hausdorff compact space, there are open sets U1 and U2 in X) such that a ∈ U1, B ⊆ U2
and clX) U1 ∩ clX) U2 = ∅. Let L = (clX) U1) ∩ X and M = (clX) U2) ∩ X. L, M are
closed in X and nonempty (in fact ∅ 	=Ui ∩X ⊆ (clX) Ui)∩X for i = 1,2). Furthermore,
clX) L = clX) U1 and clX) M = clX) U2. So, M ∈ (Lc)++α ∈ σ(∆,α) by (1). Thus there
exist S ∈Σ(∆) and open sets (in X) V1,V2, . . . , Vm such that M ∈ (Sc)++α ∩
⋂m
j=1 V
−
j ⊆
(Lc)++α (see [12]. So L⊆ S. Now [(clX) S)c]+ andU−1 are disjoint τ (∆))- neighbourhoods
of B and A, respectively. ✷
Corollary 4.7. Let X be a Hausdorff space and ∆ ⊆ CL(X) Urysohn. The following are
equivalent:
(1) τ (∆)= τV on CL(X);
(2) (CL(βX), τ (∆βX)) is a Hausdorff space;
(3) τ (∆βX)= τV on CL(βX).
Corollary 4.8. Let (X,U) be a Hausdorff uniform space and ∆ ⊆ CL(X). The following
are equivalent:
(1) σ = σ(∆) on CL(X);
(2) (CL(X)), τ (∆))) is a Hausdorff space;
(3) τ (∆))= τV on CL(X)).
We recall that a relation α on X is a separated (LO)-proximity iff it satisfies properties
(i)–(iv), (vi) of an (EF)-proximity (see Preliminaries) and the following one
(v′) AαB and bαC for every b ∈ B together imply AαC.
A T1 space X admits separated compatible (LO)-proximities. The finest one is the
Wallman proximity α0 defined by Aα0B iff clX A∩ clX B 	= ∅ (see [29,35,37].
Hence, if (CL(X),σ (∆,α)) (respectively (CL(X)), τ (∆)))) is a T1 space, then
we can define the Wallman proximity δ0 on (CL(X),σ (∆,α)) (respectively δ)0 on
(CL(X)), τ (∆)))).
Let us note that (CL(X),σ (∆,α)) is a T1 space since ∆ contains singletons.
Remark 4.9. (CL(X)), τ (∆))) satisfies the T1 axiom [45] iff for every x) ∈ X) and for
every neighbourhood V of x) there is B ∈∆ such that x) ∈ clX) B ⊆ V .
Theorem 4.10. Let (X,α) be a proximity space, X) its Smirnov compactification. If
(CL(X)), τ (∆))) is T1 space, then the map η : (CL(X), δ0)→ (CL(X)), δ)0) defined by
η(E)= clX) E is a proximity embedding.
Proof. It follows by Theorem 3.1 and Theorem (1.21) in [35] which states that a map
f : (X,α0)→ (Y,α) is a proximity mapping if and only if f : (X, τ(α0))→ (Y, τ (α)) is
continuous. ✷
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5. Strong countable compactnessWe recall that a space X is strongly countably compact provided every countable set
has a compact closure in X [34]; whereas X is ω-bounded provided the range of every
sequence in X is contained in some compact subset of X [42].
In [26] Keesling showed that (CL(X), τV ) can be countably compact and noncompact.
He presented some sufficient conditions for countable compactness of the Vietoris topology
which fail to force it to be compact. But these conditions, namely the base space X
is T1, normal and ω-bounded, give simultaneously also ω-boundedness of the Vietoris
topology (Theorem 5 in [26]). In [23] Holá and Künzi showed that in general these two
notions are different for the Vietoris topology. They constructed a non normal Tychonoffω-
bounded space X whose hyperspace (CL(X), τV ) is ω-bounded but not countably compact
(Example 5.1 in [23]).
Here, we attack the problem to characterize strong countable compactness of an abstract
∆-hit-and-miss hypertopology.
Theorem 5.1. Let (X,α) be a proximity space and ∆⊆ CL(X). If τF ⊆ σ(∆,α), then the
following are equivalent:
(1) X is strongly countably compact;
(2) (CL(X),σ (∆,α)) is strongly countably compact.
Proof. (2) ⇒ (1). Strong countable compactness is closed hereditary and X is a closed
subspace of (CL(X),σ (∆,α)).
(1) ⇒ (2). Let η : (CL(X),σ (∆,α))→ (CL(X)), τ (∆))) be defined as in Theorem 4.1.
Thus η is an embedding. Let {Ki : i ∈ N} be a countable subset of CL(X). Let H be the
τ (∆))-closure of the countable set {η(Ki): i ∈ N}. H is compact, since (CL(X)), τ (∆)))
is compact. We show that for every H ∈H there is AH ∈ CL(X) such that η(AH) = H .
The compactness ofH and the fact that η is an embedding imply that η−1(H) is a σ(∆,α)-
compact closed set containing {Ki : i ∈N}.
Let H ∈H. There is a net {η(Kiσ ): σ ∈Σ} τ (∆))-convergent to H . Put AH =H ∩X.
We show that η(AH) = H . Suppose there is x ∈ H \ (clX) AH ). So, there is an open
neighbourhoodU inX) of x with (clX) U)∩(clX) AH )= ∅. Since the net {η(Kiσ ): σ ∈Σ}
τ (∆))-converges to H , there exists γ ∈Σ such that clX) Kiσ ∩ U 	= ∅ for every σ  γ .
Thus Kiσ ∩U 	= ∅ for every σ  γ . Put I = {i: Ki ∩U 	= ∅}. Let ai ∈Ki ∩U for i ∈ I .
Set B = clX{ai : i ∈ I }. B is compact by the strong countable compactness of X.
For every σ  γ put aiσ = aj (j ∈ I ). Let a be a cluster point of {aiσ : σ  γ } in B . We
show that a ∈ H . Assume not. There is an open set V in X) with a ∈ V ⊆ clX) V ⊆Hc.
We have a ∈ V ∩ X. The regularity of X implies that there is an open set G such that
a ∈ G ⊆ clXG ⊆ V ∩ X. Put L = B ∩ clX G. Now L is a nonempty compact set and
L⊆ V ∩X. Since τF ⊆ σ(∆,α), there is S ∈Σ(∆) such that L⊆ Sα V ∩X (see [13]).
Thus clX) L ⊆ clX) S ⊆ clX)(V ∩ X) = clX) V . Therefore clX) L ⊆ clX) S ⊆ Hc (this
follows from the above inclusion and the fact that clβX V ⊆Hc). So H ∈ [(clX) S)c]+ ⊆
[(clX) L)c]+. Hence there exists σ0 ∈ Σ with η(Kiσ ) ∈ [(clX) L)c]+ whenever σ  σ0; a
contradiction. Thus a ∈H ; a contradiction. ✷
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Corollary 5.2. Let X be a Hausdorff space and ∆ ⊆ CL(X) Urysohn. The following are
equivalent:
(1) X is strongly countably compact;
(2) (CL(X), τ (∆)) is strongly countably compact.
Proof. It is easy to show that if ∆ is Urysohn, then τF ⊆ τ (∆). So using Lemma 2.2 and
the above Theorem, we get the claim. ✷
Corollary 5.3 [26]. If X is normal and strongly countably compact, then (CL(X), τV ) is
strongly countably compact.
Proof. If X is normal then the family ∆ = CL(X) is Urysohn. Hence apply previous
Corollary. ✷
Corollary 5.4. Let (X,U) be a Hausdorff uniform space and ∆⊆ CL(X). If τF ⊆ σ(∆),
then the following are equivalent:
(1) X is strongly countably compact;
(2) (CL(X),σ (∆)) is strongly countably compact.
The following theorem shows that we can weaken the condition of uniformizability of
τ (∆) topologies in Corollary 5.2.
Theorem 5.5. Let X be a Hausdorff strongly countably compact space. If every D ∈ ∆
has a base of closed neighbourhoods and τF ⊆ τ (∆), then (CL(X), τ (∆)) is strongly
countably compact.
Proof. Let {An: n ∈ ω} be a sequence in CL(X). Consider a net {Fd : d ∈ D} in the
τ (∆)-closure of {An: n ∈ ω}. By Mrowka’s theorem [36], see also [1] there is a subnet
{Fd ′ : d ′ ∈D′} which Kuratowski–Painlevé converges to a closed, possibly empty, set T .
We show that T 	= ∅. For every n ∈ ω choose an ∈ An. Set K = clX {an: n ∈ ω}.
Since X is a Hausdorff strongly countably compact space, K is compact. Let d ′ ∈ D′.
If Fd ′ ∩K = ∅, then there exists n ∈ ω with An ∩K = ∅; a contradiction.
Therefore Fd ′ ∩K 	= ∅ for each d ′ ∈D′. Choose fd ′ ∈ Fd ′ ∩K for every d ′ ∈D′. Let x
be a cluster point of {fd ′ : d ′ ∈D′}. Then x ∈ T and thus T 	= ∅.
We show that T is a τ (∆)-cluster point of {Fd ′ : d ′ ∈D′}. As a result, T is a τ (∆)-cluster
point of {Fd : d ∈D}.
It suffices to show that if B ∈ ∆ with T ∩ B = ∅, then Fd ′ ∩ B = ∅ frequently.
Assume not. There is d ′0 ∈ D′ such that Fd ′ ∩ B 	= ∅ for each d ′  d ′0. By assumption,
B has a base of closed neighbourhoods. So, there exists a closed set E ⊆ X such that
B ⊆ intE ⊆E ⊆ T c.
If d ′ ∈ D′ and d ′  d ′0, then Fd ′ ∈ (intE)−. Let L = {An: n ∈ ω and An ∈ (intE)−}.
For each L ∈ L select some hL ∈ L∩ (intE)− and put M = clX {hL: L ∈L}. Note that M
is a compact set and M ⊆E.
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Let d ′ ∈ D′ with d ′  d ′ . If Fd ′ ∩M = ∅, then Fd ′ ∈ (Mc)+ ∩ (intE)−. Thus there0
exists L ∈L such that L ∈ (Mc)+ ∩ (intE)−. Hence L⊆ (X \M); a contradiction.
Therefore Fd ′ ∩M 	= ∅ whenever d ′ ∈D′ and d ′  d ′0. Choose for every d ′ ∈D′ such
that d ′  d ′0, md ′ ∈ Fd ′ ∩M . Let m ∈M be a cluster point of the net {md ′: d ′ ∈D′, d ′ 
d ′0}. Note that m ∈ T , but M ∩ T ⊆E ∩ T = ∅; a contradiction. ✷
We end this section with the following example.
Example 5.6. Let X = ω1 × ω endowed with the product topology and Y = X ∪ {∞}.
A neighbourhood system of ∞ is of the form {ω1 × [n,ω[ ∪ {∞}: n ∈ ω}. Y is regular and
strongly countably compact, but it fails to be locally compact. So, if ∆ = K(Y ) = {B ∈
CL(Y ): B is a compact subset of Y }, then ∆ fails to be Urysohn, but from Theorem 5.5
(CL(Y ), τ (∆))= (CL(Y ), τF ) is strongly countably compact.
Notice that (CL(X), τF ) is strongly countably compact iff X is Hausdorff and strongly
countably compact, as it is easy to verify from the proof of Proposition 4.2 in [23].
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