A new test for non-linearity in the conditional mean is proposed using functions of the principal components of regressors. The test extends the non-linearity tests based on Kolmogorov-Gabor polynomials (Thursby and Schmidt, 1977 , Tsay, 1986 , and Teräsvirta, Lin and Granger, 1993 , but circumvents problems of high dimensionality, is equivariant to collinearity, and includes exponential functions, so is a portmanteau test with power against a wide range of possible alternatives. A Monte Carlo analysis compares the performance of the test to the optimal infeasible test and to alternative tests. The relative performance of the test is encouraging: the test has the appropriate size and has high power in many situations.
Introduction
It is a great pleasure to contribute a paper in honor of Phoebus Dhrymes, whose many major publications have helped establish econometrics in its modern form. Our topic is the validity of the functional form of a model, which is an essential component of its correct specification: both are topics on which Phoebus has published (see e.g., Dhrymes, 1966, and Dhrymes, Howrey, Hymans, Kmenta et al., 1972) . Nevertheless, we consider that a test for non-linearity is required that can evaluate the 'goodness' of a postulated model against general non-linear alternatives, particularly in the context where there would be more non-linear terms to include than available observations. Evidence of non-linearity implies that an alternative functional form should be utilized. Consequently, we propose a general portmanteau test for non-linearity, which is designed to accommodate large numbers of potential regressors, so is applicable prior to undertaking model estimation or selection.
Our proposed test is based on a third-order polynomial with additional exponential functions, formed from the principal components of the original variables, which allows us to obtain a highly flexible nonlinear approximation yet in a parsimonious formulation. If there are (say) n = 10 linear variables, there are 55 quadratic functions and 220 cubics, adding 275 variables to test for a general third-order polynomial, whereas our proposed test would require just 30 functions yet check exponentials as well; for 30 linear regressors, an unmanageable 5425 additional terms would be required-as against 90.
slowly changing (see Phillips, 2007 , for a time series analogue); and third, the possibility that the second derivative is not the source of the departure from linearity. To rectify these potential drawbacks, our test first forms the n standardized, mutually-orthogonal principal components z t of the original n linear regressors x t , with weights given by the eigenvectors of their estimated variance-covariance matrix. Then, for fixed regressors, adding the squares, z 2 i,t , cubes z 3 i,t , and exponential functions of the z i,t , yields an F-test with 3n degrees of freedom, jointly resolving the problems of high dimensionality, collinearity, and restriction to second-order departures. The corresponding 'unrestricted' function of all these terms would involve adding R n = C n + n elements, which is often infeasible, and usually low powered for large n. When the regressors are weakly exogenous (see Engle, Hendry and Richard, 1983) , an approximate F-test results in stationary models.
The structure of the paper is as follows. Section 2 considers functional-form testing, and proposes a test for situations where many general tests are infeasible. Section 3 discusses the statistical power of the proposed test, computes the non-centrality, and examines its power approximations for scalar polynomials. Section 4 describes the range of alternative tests we will compare against, then section 5 undertakes a set of Monte Carlo experiments to examine the comparative power of the test for various IID data generation process (DGP) designs. Testing for non-linearity in dynamic models is considered in section 6, and section 7 concludes.
Testing functional form
Given the general functional relationship for t = 1, . . . , T :
the linear approximation is: y t = β 0 + β 1 x 1,t + · · · + β n x n,t + e t = β 0 + β ′ x t + e t
where x t needs to be weakly exogenous for β. To evaluate (3) requires testing the validity of the functional form approximation. We first consider the case where f (x t ) is quadratic, which highlights the key considerations, then consider a more general approximation that avoids the three drawbacks of dimensionality, collinearity and only quadratic departures, by developing an Index test.
Testing against a quadratic
First, consider the optimal test for linearity when f (x t ) is the exact quadratic:
and A is known up to a constant factor and symmetric (without loss of generality), so x ′ t Ax t = u t is known and γ = 0. Then when (4) holds:
so a t-test of H 0 : γ = 0 in (5) will be the most powerful test for non-linearity.
A quadratic approximation test
However, as A is unknown in general, a 'natural' test is to consider the importance of adding all the quadratic terms to (3). Let:
where vech vectorizes and selects non-redundant elements from the lower triangle including the diagonal of the outer product. Then, an exact test for fixed regressors would be an F n(n+1)/2 T −(n+2)(n+1)/2 -test of the null δ 1 = 0 in:
When A is unknown, (7) provides one operational counterpart (analogous to the third-order polynomial test proposed by Spanos, 1986, p.460) . However, for a non-collinear test, let:
where Ω is the symmetric, positive-definite variance-covariance matrix. Factorize Ω = HΛH ′ , where H is the matrix of eigenvectors of Ω and Λ the corresponding eigenvalues, so H ′ H = I n . Since Λ −1/2 H ′ ΩHΛ −1/2 = I n , let:
Replacing x t by z * t in (6) and (7) does not affect the test of δ 1 = 0, merely transforming the data to its complete set of principal components, so is equivariant to collinearity, a property that will prove useful below.
A low-dimensional quadratic test
Instead of including all of the quadratic terms, let u * ,i,t = (z * i,t ) 2 , then under the null that γ = 0 in (4), the test of κ 1 = 0 in:
is an exact F-test with n degrees of freedom, for fixed regressors. There are only n elements in u * ,t , so relative to one in u t in (5), power will be lower. However, n is many fewer terms than n(n + 1)/2 in w t in (7), yet every element in u * ,t potentially depends on squares and cross-products of every x i,t . Thus, the first and second objectives-effecting a major dimensionality reduction and formulating a test in terms of non-collinear variables-have been achieved. The test based on (10) is equivariant to whether the linear terms are x t or z * t , and if transformed to the latter, corresponds to adding their squares (see e.g., White, 1980) .
Since Ω is unknown, a symmetric, positive-definite estimate Ω is used when calculating principal components, denoted z t so:
Then the z i,t in (11) are the standardized, mutually-orthogonal combinations of the original x i,t to be used for the operational quadratic version of the test via u 1,i,t = z 2 i,t .
Testing against more general alternatives
To accommodate the third drawback, and generalize the test for higher-derivative departures from the null, we also include u 2,i,t = z 3 i,t to capture skewness. Since polynomial approximations may be slow to converge when the approximated series involves exponentials, and tend not to be a parsimonious approximation for other functional forms, Abadir (1999) suggested confluent hypergeometric functions as a more general class. We examined simple exponential functions such as {e z i,t }, {e z i,t z i,t } and e −|z i,t | but these yielded almost no additional information over the polynomial approximation for a range of alternatives. However, a product like u 3,i,t = e −|z i,t | z i,t does yield additional flexibility as well as help capture overall asymmetry, with the possible disadvantage that it is not differentiable. Since the z i,t are standardized as in (11), both signs occur equally often on average, so adding u 1,i,t , u 2,i,t , u 3,i,t as in (12) yields the low-dimensional portmanteau F 3n T −(4n+1) -test of κ 1 = κ 2 = κ 3 = 0 in:
Under the null, e t = ǫ t , so the test is distributed as F for fixed regressors. Under the alternative:
Thus, the approximation is quite flexible: the model is constant if β = κ 1 = κ 2 = κ 3 = 0; linear if κ 1 = κ 2 = κ 3 = 0; quadratic if κ 2 = κ 3 = 0; cubic if κ 3 = 0; 'bi-linear with bi-quadratic' if β = κ 2 = 0; and fairly general if all coefficients are non-zero. The non-linear bases included in (13) are recorded in figure 1: a wide range of possible non-linearities can be detected by combinations of the three proposed here. e −φz 2 i z i was considered as well, but yielded almost no additional information over the exponential product included, as can be seen from replacing |z i,t | by z 2 i,t in (13). 1 We call this joint F-test the Index-test, as only 3n additional regressors are needed, against R n if all terms were entered unrestrictedly. Despite including terms for quadratic, cubic and exponential departures as shown, Index-test remains computable provided 4n < T , whereas R n < T would be needed unrestrictedly (e.g., allowing n ≃ 24 versus n ≃ 6 at T = 100). We next investigate its null distribution, then consider its power in several canonical settings.
Null distributions
Since z t is just an orthogonal transformation of x t , Index-test needs the same assumptions as almost all the other tests considered in section 4 (other than RESET: see Caceres, 2007) . To check that Index-test is distributed as an F 3n T −4n−1 in finite samples even when there would be more variables than observations in the unrestricted test, so that R n > T , we examined its QQ-plots under the null for the static experiments in section 5.1. The results closely corresponded to an F-distribution. Collinearity between regressors did not affect the null distribution. We also checked the null distributions for fixed regressors of those alternative tests, including the RESET test, V23 , principal components of V23, denoted PCV23, V2 (Tsay, 1986) , and principal components of V2, PCV2, confirming all these tests are 1 As e z i,t = 1 + zi,t + 
Test power
Thus, the key issue is the comparative powers of the various tests to reject the null when it is false in a range of states of nature. We first consider scalar polynomials, then a vector of quadratic regressors, which also highlights when the quadratic Index-test would have no power, and finally turn to the general portmanteau test.
Power approximations for polynomials
The simplest polynomial DGPs are given by:
where ǫ t ∼ IN 0, σ 2 ǫ and x t ∼ IN [µ, 1], for t = 1, ..., T , and j = 1, ..., 4, such that the four cases are a linear, quadratic, cubic and quartic function. The distribution of the t 2 -test of H 0 : β j = 0 conditional on
The labels follow the notation of Teräsvirta et al. (1993) , where V refers to a Volterra expansion.
with non-centrality parameter: Figure 2 , based on 10,000 replications, for each value of ϕ j = 1, ..., 6, along with the analytic power functions, calculated by approximating F k T −k by a χ 2 with k degrees of freedom, F k T −k ϕ 2 app χ 2 k ϕ 2 , and relating that non-central χ 2 distribution to a central χ 2 (as in e.g., Hendry, 1995, p.475) . When µ = 0 (panels a and b), the divergence between the analytic and Monte Carlo test powers is notable for cubic and quartic, particularly for intermediate non-centralities. This is due to the high skewness and kurtosis of the distribution of x j t , which impacts on the distribution of the t-statistic under the alternative, as the sample mean of the (x j t ) 2 can be far from E[(x j t ) 2 ] in (16). Because of this effect, at a given noncentrality, it is more difficult to detect a higher-order term-even if its form is known-when means are zero (or y t depends on (x t − µ) j ). Although the mean is arbitrary in most economic data series, (14) is not equivariant to the mean, unlike (3), as even for a quadratic:
Panels c and d show the much better match for µ = 0. Also, while (16) still holds, non-centralities diverge faster at higher powers as µ increases. Combinations of polynomial functions like (14) lead to F-tests, and in these scalar cases are identical to using z t .
Vector of quadratic regressors
For a vector of regressors, let β 0 = 0 and take µ = 0 in (8), so all linear terms have means of zero (or are deviations from sample means). Under the alternative that γ = 0 in (4), the test of κ 1 = 0 in (10) will have power against quadratic departures that are not orthogonal to u t in (5) as follows. Since Ω = HΛH ′ , from (9):
where Υ * is diagonal and D * non-diagonal with a zero diagonal, so:
then:
(say), yielding the test of κ 1 = 0 in (10). Such a test is not optimal if D * = 0, as then cross-products of the z * i,t matter, although by construction only those components that are orthogonal to u * ,t will be omitted from (19). The 'closer' D * is to 0, the less the power loss. Additional terms from the next sub and super diagonals could be added as a check when n is small; or going in the opposite direction, a scalar test could be constructed using n i=1 (z * i,t ) 2 as a single regressor, as in Tukey (1949) . The operational equivalent replaces z * t by z t so tests κ 1 = 0 in: 
Powerless cases
The quadratic Index-test will have no power when the departure from linearity is in the direction of u 1,t,⊥ , which requires Υ = 0 n when D = 0 in (20). This may occur if the x i,t s are perfectly orthogonal, such that Ω = Λ, and the non-linearity only enters in the form of a cross product, whereas the principal components would not include cross-product terms. However, the practical relevance of such a case seems limited. Note that the form of any non-centrality due to non-linear functions of x t being omitted from (3) changes with the mapping to z t , maintaining the test's equivariance to collinearity. The quadratic Index-test would also have no power when the second derivative of f (·) was zero, but the third was non-zero, a case to which we now turn.
General Index-test power
The possibility that the first non-zero derivative is the third is precisely the reason for including the additional terms u 2,t and u 3,t in (12). Even if the first non-zero derivative is the fourth, the general Index-test in (12) will have power, as the second derivative will almost certainly be correlated with the fourth; similarly for the third with the fifth.
When the non-linearity takes the form of a 'squashing function' like an ogive, the exponential component is likely to prove useful. There is a trade-off between the degrees of freedom and the value of the test's non-centrality parameter. When the non-centralities of individual terms are small and n is large, a test with R n degrees of freedom would have very low power. For the general Index-test, the overall power depends on combinations of these non-centralities for each variable and each polynomial power, as well as the exponential term, an issue we now explore by Monte Carlo experiments.
Alternative tests
There are a wide range of alternative linearity tests, see Granger and Teräsvirta (1993) for a summary. We consider a subset that aims to test against a general non-linear alternative. Consider a univariate process y t which is a function of a set of n potential linear regressors x i,t , i = 1, . . . , n, and a set of non-linear functions, denoted g (·). The non-linearity tests computed include: 1. Optimal test, H 0 : φ = 0 for:
2. A second-order Kolmogorov-Gabor polynomial test, which applying the Frisch and Waugh (1933) theorem, is identical to the Tsay (1986) test and is analogous to the White (1980) test, H 0 : δ = 0 for:
This test has n (n + 1) /2 degrees of freedom, and is denoted V2.
3. A third-order Kolmogorov-Gabor polynomial test, proposed by Spanos (1986, p.460) and Teräsvirta et al. (1993) , H 0 : δ = ϑ = 0 for:
This test has n (n + 1) (n + 5) /6 degrees of freedom, and is denoted V23.
4. Principal components of the second-order polynomial test, using the first k principal components of (6), denoted w t , and test H 0 : π = 0 for:
We set k = 3n to correspond to Index-test and the test is denoted PCV2.
5. Principal components of the third-order polynomial test based on the first k principal components of
We set k = 3n to compare to Index-test, and the test is denoted PCV23.
6. Index-test, H 0 : γ = θ = ξ = 0 for:
with 3n degrees of freedom. Variants of the test with just the quadratic, cubic, and exponential functions are also considered, each with n degrees of freedom. In practice, these would require knowledge of the functional form of the DGP. The benefit of Index-test is that it is a portmanteau test that has power over a range of possible non-linear DGPs. 7. RESET test: H 0 : κ 1 = κ 2 = κ 3 = 0 for:
which has 3 degrees of freedom when y t is the fitted value from the linear model.
Principal components of non-linear functions
The number of parameters for V2 and V23 quickly becomes large as more linear regressors are included, such that the tests are infeasible for large n. This implies that the principal components of V2 and V23 must also be restricted to small n. For a sample size of T = 100, a maximum of 5 linear regressors can be included for the V23 test and a maximum of 13 for the V2 test. Index-test is feasible over a wider range of n, as only 3n degrees of freedom are needed for the most general test. Whilst taking principal components of the linear functions and then computing non-linear functions delivers similar power to taking principal components of the non-linear functions directly for small n, there are drawbacks to the latter approach. No dimension reduction is achieved as the number of principal components will equal the number of non-linear functions. Hence, an arbitrary k is selected, either using formal tests such as the Scree test (Cattell, 1966) or the Kaiser (1960) criterion, or based on a preference for the degrees of freedom. If a batch of tests is computed in which k varies, the critical values would need to be corrected for the joint procedure-which would require a tighter significance level for the principal components tests than Index-test. Most variance is collected by the first few principal components, so a small k is often beneficial, but discarding PCs with smaller eigenvalues can be problematic if the relevant non-linear regressors are highly correlated with y t but not with other regressors. By undertaking the dimension reduction first and then computing the non-linear transformations, no arbitrary reduction is needed. Further, principal components of the non-linear functions can be computationally demanding for large n compared to the proposed Index-test.
Power simulations for static DGPs

Experimental design
A range of simulations was undertaken in Ox (see Doornik, 2007) using M = 1000 replications to examine the powers of Index-test for varying degrees of collinearity and numbers of regressors. The unmodeled variables' DGP is:
where
Here, n is the number of linear regressors in each model, increasing from 2 to 20 in the general unrestricted model, of which only two (x 1,t and x 2,t ) are relevant. We consider up to 18 irrelevant variables, as happens in model selection experiments (see e.g. Hoover and Perez, 1999) , so some tests are infeasible. The {y t } DGPs considered are listed in table 1, where (see section 5.3.7 for the 'Quadratic z' case):
We consider two magnitudes of correlation, ρ = 0, 0.9, and two sample sizes, T = 100 and 300, with the parameters of the DGP held constant to assess the impact on power of increasing the sample size. Parameters are set for the non-linear functions such that the non-centrality of an individual t-test for T = 100, ρ = 0 and µ = 0 is given by ψ in Table 1 . Results are mainly reported for T = 100, 5% significance and µ = 0, due to space constraints, but are available on request. 2,t + β 3 x 2,t e −|x2,t| β 1 = 3.6, β 2 = 0.285, β 3 = 0.195; ψ = 3 Cross-product β 1 x 1,t + β 2 x 2,t + β 3 x 2 1,t + β 4 x 1,t x 2,t β 1 = β 2 = 0.2, β 3 = 0.1155, β 4 = 0.2; ψ = 2 Exponential (a) β 1 x 1,t e −|x1,t| or (b) β 1 x 1,t e −|x2,t| (a) β 1 = 2.04; ψ = 6 or (b) β 1 = 2.04;
(a) β 1 = 0.32; ψ = 3 or (b) β 2 = 3.802; ψ = 3 Table 1 : Simulation experiments for static DGPs. ψ refers to the non-centrality of an optimal individual t-test for T = 100, ρ = 0 and µ = 0, for both the linear and non-linear parameters.
Results for n = 2
Although a scenario where the model coincides with a low-dimensional DGP is unlikely, we first consider that case to compare the set of alternative tests.
Quadratic DGP
For the quadratic DGP, the optimal test of H 0 : β 3 = 0 when n = 2 has a non-centrality of ϕ 2 1,α = 3T β 2 3 , which is independent of ρ, the degree of collinearity.
The power of the V2 test in (22) for (29) will depend on:
and the non-centrality of the test is given by: 3
When δ 2 = δ 3 = 0, the test non-centrality collapses to the optimal test non-centrality of 3T δ 2 1 . Hence, the difference between the optimal and V2 test will be a function of the number of degrees of freedom alone. This applies as well to V23, and to the principal components versions PCV2 and PCV23 if k spans the DGP non-linearity.
Index-test is based on γ 1 z 2 1,t + γ 2 z 2 2,t , where:
where ̺ depends on the eigenvalues, Λ, of Ω. Under perfect orthogonality, Ω = I 2 , which implies Λ = I 2 , and H = I 2 , such that z 2 1,t = x 2 1,t and z 2 2,t = x 2 2,t . When Ω = I 2 , z t comprises a linear combination of the x t s:
3 Using the fact that the fourth cumulant of a normal is zero, Hannan (1970, p.23) shows that: w2,tw3,t] where x 3 1,t x2,t comprise the four wi,t.
so Index-test power will depend on:
As the optimal test will directly test for the significance of x 2 1,t , Index-test will have highest power when:
This will give low weight to the x 2 2,t and x 1,t x 2,t terms in the linear combination. Under orthogonality, the analytic non-centrality collapses to that of the optimal test, 3T δ 2 1 , but with fewer degrees of freedom than the V2 test. Collinearity impacts on the non-centrality via the ̺ weighting.
The non-centrality of the RESET test will also be 3T δ Figure 3, panels a-d record the powers of the tests for the first four DGPs for n = 2, so there are no irrelevant regressors. Figures are labelled a, b, d , c in rows from top left. The degree of correlation, ρ, is reported by either :0 or :0.9 after the test name unless the test is invariant to ρ. We consider panel a here, and panels b-d in the following sub-sections. The optimal test power is around 0.60, which compares to the analytic power of 0.87 (see section 3.1). The V2 test (and PCV2) has the highest power for the quadratic as the test is designed to detect that form of non-linearity. 4 As Index-test includes additional cubic and exponential terms, this reduces its power by approximately 15% when compared to Index-test with just quadratic z i,t s with n degrees of freedom, but it insures against a broader range of non-linear DGPs. Also, Index-test has a higher power to detect non-linearity when there is collinearity, than under orthogonality, as the collinear variables will proxy the relevant non-linear functions.
Cubic DGP
We next consider the cubic DGP in (29). Under orthogonality, the non-centralities are:
1 denotes the vector of {x 3 1,t }. Parameter values are chosen such that ψ = 3 for T = 100 under orthogonality. Figure 3b records the results for n = 2. V2 and PCV2 have very low power against a cubic DGP: the benefits of a portmanteau test such as Index-test are seen by comparing across experiments. V23 has high power for parsimonious specifications. The RESET test performs well for this DGP specification as the simple non-linear function is easily picked up by the parsimonious fitted value. The RESET test has a higher power to detect cubic non-linearity than quadratic. Index-test suffers as usual under orthogonality, and a high degree of collinearity is again beneficial. The linear combination of the x t s for z t is: 
Therefore, if ρ = 0.9, Index-test will gain power to detect x 3 1,t via the linear combinations, x 2 1,t x 2,t and x 1,t x 2 2,t . The gap between the analytic and optimal test is larger than for the quadratic DGP, in keeping with our previous analysis.
Quartic DGP
While a quartic function is somewhat extreme, and the small-sample distribution of even the 'optimal' t-statistic is poor under zero means, we investigate whether Index-test based on quadratic functions has power against quartic functions due to the collinearity between them. Again ψ = 3 for T = 100.
The results are recorded in Figure 3c for n = 2. The substantial gap between the analytic power (0.87) and optimal test power (0.60) is evident, due to regressor kurtosis. The power is only marginally lower than that for the quadratic function, and both tests based on Volterra expansions and Index-test do have power against a quartic function. The patterns exhibited by the power functions correspond to those for the quadratic function. The RESET test requires a high degree of collinearity and all linear functions of non-linear regressors to be included in the DGP for reasonable power.
Composite DGP
As Index-test is designed as a portmanteau test, it has power against a wide range of alternatives. We next consider its performance for a composite DGP in which the non-linearity enters in several ways, such as 
DGPs for n > 2
Generally, models will not coincide with DGPs, so we now increase n by adding irrelevant regressors. Figure 4 reports the results for the quadratic DGP as n increases from 2 to 20. The number of linear regressors is recorded along the horizontal axis with the empirical rejection frequency on the vertical axis. Index-test does not have the highest power, but is robust to a range of non-linearities. Panel a compares the power to a range of alternative tests. As the DGP is a simple form of non-linearity, detecting the non-linearity is difficult and all tests have low power for large n compared to the optimal test. The RESET test has the highest power when ρ = 0.9, but panel b compares this to the case where the linear functions do not enter the DGP (i.e. β 1 = β 2 = 0), when the RESET test has a lower power than Index-test for all n, as powers of y t will not contribute much to detecting non-linearity. The V23 (panel c) and V2 (panel d) tests, and their PCs, have high power at n = 2, but the power declines sharply as n increases due to degrees of freedom. These tests are infeasible for many values of n here. Again, Index-test has higher power under collinearity, as a high ρ increases power to detect non-linearity via collinear squares and cross-products. As T increases to 300, the powers of all tests increase, with a unit power for the analytic calculation, and near unit power for the optimal infeasible test. As before, V2 and PCV2 deliver the highest power for the case they target.
Quadratic DGP
Cross-product DGP
For the DGP with a cross-product term, all individual regressors have non-centralities of 2 when T = 100 under orthogonality. A conventional t-test of each null would, therefore, have power of approximately 0.5 at 5% when the specification in (29) was known. As the power of the optimal test depends on:
the non-centrality of the optimal F-test is:
Hence, the non-centrality of the joint F-test is ϕ F = 5.2 for ρ = 0.9, delivering a high power for all tests under collinearity. Under orthogonality, Index-test must again have low power against a single cross-product term in (29). For the test to have power against (29), we require a low weight on the x 2 2,t term in the z 2 1,t equation, but then there is no close approximation to β 3 x 2 1,t + β 4 x 1,t x 2,t . Results for the cross-product experiment are reported in figure 5 , panel a for ρ = 0.9 and panel b for ρ = 0 to a maximum of n = 10, as the power functions are nearly horizontal for n > 10. PCV2 has the highest power, but as n increases it declines sharply, whereas Index-test power declines more slowly, as does RESET. The degrees of freedom are costly for V23 in terms of sharply declining power. Under orthogonality, Index-test again has low power relative to the alternative tests. If the non-linear terms offset each other, all tests have low power. This form of non-linearity is particularly difficult to detect: increasing collinearity yields lower power as the high correlations cancel the relevant non-linear terms. Thus, higher correlations are not always advantageous. Figure 5 , panels c and d, records powers for the cubic DGP for up to 10 regressors, and shows similar patterns, although RESET is less affected by n increasing.
Cubic DGP
Exponential DGPs
Many non-linear models include exponential functions such as neural networks with logistic squashing functions, and logistic or exponential smooth transition models. Tests based on polynomials will have power against exponential DGPs due to the exponential approximation in footnote 2, but tests with exponentials included, such as Index-test, should be able to capture this form of non-linearity in a more parsimonious manner. Figure 6 , panels a and b, record the power for an exponential DGP in one linear variable, i.e. x 1,t e −|x 1,t | , and panels c and d record the power for a non-linear function of a combination of linear regressors x 1,t e −|x 2,t | . The divergence between the optimal test and the non-linear tests is marked. When the regressors are collinear, Index-test has a higher power to detect this form of non-linearity than the RESET test and the Volterra-expansion based tests. V2 and PCV2 have no power to detect exponentials of this form, but V23 and PCV23 do have power due to the exponential approximation:
The powers for V23 and PCV23 increase under orthogonality, which is the opposite of Index-test. The RESET test does not have power for cross-exponentials, but does have a higher power than Index-test under orthogonality for x 1,t e −|x 1,t | . Including the linear terms in the DGP would favor the RESET test. Index-test with just quadratics (i.e., n degrees of freedom) has a higher power than the general Index-test, suggesting quadratic functions can also 'pick up' exponentials, so the increase in degrees of freedom from n to 3n is costly. However, more complex exponential functions favor Index-test.
LSTR DGPs
Having considered an exponential DGP, we generalize this to an LSTR DGP as this nests aspects of threshold models, regime-switching models, Markov-switching models and neural networks, and is therefore representative of a general class of non-linear models. Teräsvirta (1996) proposes a range of non-linear DGPs based on Lee et al. (1993) for the time-series domain, but here we focus on crosssection DGPs: section 6 considers dynamic models. The Monte Carlo is necessarily equation specific, but it is indicative of the performance of non-linearity tests to detect this type of departure from linearity. While the optimal infeasible test based on the LSTR specification is not computed, we do compute the power of one feasible test based on a third-order Taylor approximation. Replacing the transition function by:
results in the approximation:
Hence, the Taylor approximation test is highly parameterized, and there may be degrees-of-freedom gains for Index-test. The results are recorded in figure 7 , panels a and b. Index-test and Volterra-expansion tests have power against an LSTR model under collinearity, indicating that polynomial approximations do capture non-linearities generated by a smooth-transition model. For n = 2, most tests outperform the RESET test, but then degrees-of-freedom favor the RESET test. An index of Index-test with comparable degrees of freedom (using
e −|z i,t | z i,t }) delivers higher power than the RE-SET test, suggesting that over-parametrized models suffer in an LSTR DGP. Furthermore, including exponential functions in Index-test yields no improvements over Taylor-approximation tests, suggesting that polynomials capture this form of non-linearity well. Orthogonality implies that combinations of the non-linear regressors will have low weight, reducing the power of Index-test relative to PCV2. Alternative LSTR specifications are needed to draw more precise conclusions, but to the extent that (39) is a reasonable approximation, Index-test will have power against (29). Conversely, rejecting an initial specification does not entail that the alternative must be a polynomial function. Figure 7 , panels c and d confirm that the composite DGP favors Index-test as its power is high for small n when there is collinearity. As n increases, power declines and the degrees-of-freedom benefits of RESET yield a higher power for n > 7, where only 3 degrees of freedom are required compared to 21 for Index-test. Increasing the sample size favors Index-test, and its power is higher than RESET for all n at T = 300. Index-test outperforms the V2 and V23 tests, but under orthogonality, has lower power than the Volterra-expansion tests and their principal components. 
Composite DGP
Quadratic z DGP
We finally consider a DGP that is specified in terms of the orthogonal linear combinations. From (9) the DGP is:
where ρ = 0.9 and µ = 0. We set β 1 = 0.32 so individual non-centralities are ≈ |3| for the three non-linear functions. Under orthogonality, however, those weights will be incorrect. The DGP has offsetting effects. When collinearity is large, x 1,t x 2,t will be a proxy for x 2 1,t and x 2 2,t so the negative coefficient on the cross-product will adversely affect the power. Thus, we also consider the alternative DGP:
where β 2 = 3.802, so both the quadratic and cross-product terms are 'in the same direction' and power will be higher under collinearity. Figure 8 records the results for (40) in panels a and b, and for (41) in panels c and d. Index-test and V2/PCV2 have the same power for n = 2 as the tests are equivalent given the DGP design. V23 has a higher power than its principal component analogue for n = 4 under collinearity, which suggests that PCs of the non-linear functions can omit relevant non-linear combinations given the arbitrary selection of the number of PCs. Index-test, V2 and PCV2 have comparative powers for ρ = 0.9. Under orthogonality, all tests have higher power due to the off-setting effects of the cross-product term. All tests based on polynomials outperform the RESET test. When the second eigenvector is used to form the DGP weights, all tests have unit power under orthogonality apart from the RESET test, although the power of Index-test does decline as n increases since the weightings are incorrect for n > 2. A further case included both orthogonalized regressors, and delivered similar power shapes over n as the single regressor case. A cubic z was also considered, and again results were comparable.
6 Power simulations for dynamic models
Experiment design
So far we have considered static equations with strongly exogenous regressors, essentially a cross-section context. There are numerous well-known problems in generalizing to a non-linear dynamic context, but some can be addressed. To assess the properties of the test in a dynamic context, we undertake simulation experiments for a first-order autoregressive-distributed lag, ADL(1,1), DGP:
where |β 2 | < 1 and x t is now generated by:
where Π is the (n × n) matrix {π ij } for i, j = 1, . . . , n, |π ii | < 1, ∀i, |α| < 1, and:
E ǫ 2 t = ω 11 is a scalar and E [ε i,t , ε j,t ] = ω 22,.ij ∀i, j. We generate n = 1, ..., 9 regressors, x t , based on (43), of which one (x 1 ) enters the DGP (42). Commencing with 3 linear regressors (y t−1 , x 1,t , x 1,t−1 ), Table 2 : Simulation experiments for dynamic DGPs we include an additional regressor and its lag sequentially until all 19 regressors (y t−1 , x t , x t−1 ) are included in the general model. We discard the first 20 observations when generating the data. Table  2 records the experiments undertaken, and the tests listed in section 4 are computed. We compute the principal components for Index-tests based on the second moment matrix of (y t−1 : x t : x t−1 )
′ . Unless otherwise stated we set ω 11 = 1; ω 22,ii = 1, ∀i; ω 22,.ij = 0.5, ∀i = j; and π ij = 0, ∀i = j.
Results
Strong exogeneity
Strong exogeneity requires the absence of feedback, such that α = 0. As the DGP is unknown to the econometrician, a test of non-linearity will require inclusion of all non-linear functions of the information set, (y t−1 : x t : x t−1 ) ′ , although we assume the lag length is known at unity here. Figure 9 , panel a, records the test size (for nominal sizes of 1% and 5%); and panels b, c and d record the powers (at 5%) for the non-linear functions listed in table 2. 5 The results show that Index-test has a large-sample actual size close to its nominal, at least at 5% and 1%, although all tests become slightly over-sized as the degree of persistence increases. The powers of the tests based on Volterra expansions are high for small n, but decline rapidly as n increases, and Indextest power declines steadily. All tests outperform the RESET test for small n, although its 3 degrees of freedom help as n increases. A higher correlation between regressors, or a more complex form of non-linearity, should favor Index-test.
Increasing persistence
We next increased the degree of persistence in both the marginals and conditional from β 2 = π ii = 0.5, ∀i to β 2 = π ii = 0.8, ∀i. The size is reported in figure 10 , panel a, and the power for a quadratic DGP in panel b. Increasing persistence yields a higher power for Index-test due to the collinearity arguments noted for the static case. Hence, strongly exogenous dynamic DGPs have the appropriate size and a power close to that of their static counterparts. 
Figure 9: Size and power for ADL(1,1) DGP with strong exogeneity
Weak exogeneity
If the regressors are only weakly exogenous, then non-linearity could induce unstable or chaotic behavior for some parameter configurations. Providing stationarity is maintained, in large samples the null distribution is close to an F, checked here when α = −0.5. For power, we set β 4 = 0.15 to ensure convergence, giving a non-centrality of approximately 3.5. The sizes and powers of the tests are recorded in figure 10, panels c and d, showing similar power behavior to earlier.
Unit roots
If the levels data are integrated, the null distributions of many of the non-linearity tests are non-standard: see Caceres (2007) . When the conditional model contains a unit root, resulting in a differenced process estimated in levels, and the strongly exogenous regressors are stationary, Index-test has a size close to the nominal. Non-linear functions of the lagged dependent variable will be non-stationary, but regressions of I(1) variables on I(0) processes do not lead to spurious regression: see Hendry (1995, p.129) . If the original formulation is in non-stationary variables, so the non-linear functions have complicated behavior but are nevertheless strongly exogenous, then again the F-distribution is the relevant one based on conditioning, although the power may not be well described by a non-central F, as seen in section 3.1.
Conclusion
For scalar DGPs with relatively few regressors, the current tests in the literature perform well. However, if the model contains many potential regressors that are possibly highly correlated, and the form of Figure 10: Size and power for ADL(1,1) DGP with increasing persistence or weak exogeneity non-linearity under the alternative is unknown, many general tests become infeasible: our proposed portmanteau Index-test performs well in such situations. Although it is only distributed exactly as a (noncentral) F for fixed regressors, that distribution remains as a large-sample approximation in stationary processes with weakly exogenous regressors.
Tests based on second-order Volterra expansions are ideal if the departure from non-linearity is in the direction of a quadratic and sample sizes are large, but they have little power to detect cubic or exponential non-linearities. Tests based on third-order Volterra expansions have power to detect departures from linearity in more directions, but are only feasible for small numbers of regressors. Principal components of these two tests perform well, but do not uniformly have higher power than their original counterparts (as the quadratic z 1,t DGP above demonstrates for V23). Further, they need not achieve a dimension reduction, unlike Index-test, which is computationally simpler. Tests based on Volterra expansions and our proposed Index-test perform comparatively for small n, but the power of Volterra expansion tests declines more sharply as n increases due to the rapidly increasing degrees of freedom.
The RESET test has high power in situations where all the linear components of the non-linear functions enter the DGP, but has low power both when the non-linear functions enter independently of the linear functions, or when many of the linear functions do not enter non-linearly, as then powers of the fitted dependent variable from a linear regression are a poor approximation to the non-linear DGP. Also, non-zero means adversely affect the power of the RESET test-see Teräsvirta (1996) for the impact of the intercept on the RESET test-and outliers also reduce its power. The RESET test has a higher power to detect non-linearity in the form of a cubic than a quadratic, and the degrees of freedom benefits of the RESET test are more apparent for large n.
Index-test has the appropriate size, and is equivariant to collinearity. However, if the non-linear DGP is such that two highly-collinear non-linear functions 'cancel each other', all tests tend to have low power.
More complex DGPs favor Index-test, so when the functional form is unknown and there is a large set of candidate relevant variables, but the specification nests the DGP, Index-test has power to reject a false null in a wide range of circumstances: pure quadratic, pure cubic, pure quartic, exponential, and these in combinations. Recent simulations show that its relative power is also higher when the regressors are non-normal.
All tests (apart from RESET in some cases) decline in power as n increases. While parsimony delivers a higher power, such that selection of relevant variables prior to implementing the test might appear to be beneficial, this may be a hazardous strategy if the linear term is irrelevant, yet enters the DGP in a non-linear function. Thus, there is a trade-off between a higher power after selection and a risk of eliminating variables that are relevant only via a non-linear transformation, resulting in a lower power to detect non-linearity when such a variable is excluded.
By using a portmanteau test, power cannot be uniformly higher than all the alternative tests considered, although Index-test offers some power against a range of possible non-linear functional forms and is feasible for quite large n. Index-test outperforms Volterra-expansion tests and RESET in many such situations, and can even be close to the optimal test. For larger departures from linearity, where several non-linear terms occur for a number of variables, its power will dominate that illustrated here, where the experiments were deliberately chosen with many irrelevant variables to highlight the potential. Moreover, the simulation experiments for dynamic models suggest Index-test has the correct large sample size, and has reasonable power properties for stationary dynamic processes even with weakly exogenous regressors. Thus, it promises to be a useful mis-specification test for examining the functional forms of general models.
