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A multirate, loss network is investigated. The intensities of the trafﬁc carried
on each link, and the link capacities, are assumed to be commensurately large. An
asymptotic approximation to the change in network revenue, due to small changes in
the capacities of the links, is derived. A signiﬁcant advantage of this approximation
is that it is not necessary to specify which links are overloaded, critically loaded, or
underloaded. Moreover, it is shown how to asymptotically calculate the change in
revenue in terms of quantities which are already known for the unchanged network.
This result has been used to calculate linearized capacity costs in the joint resource
allocation and routing design of virtual private networks.  2002 Elsevier Science
1. INTRODUCTION
We consider a multirate, loss network consisting of large capacity links
which connect pairs of nodes. Each type of service supported on the net-
work has its own bandwidth requirements, which may be link dependent.
The intensities of the trafﬁc carried on each link, and the link capacities,
which may be O104 bandwidth units, are assumed to be commensurately
large. Mitra et al. [8] investigated route optimization in such networks, mak-
ing use of uniform asymptotic approximations (UAA) to the loss probabil-
ities for each service on each link of the network [7]. The loss probabilities
were obtained by solving ﬁxed-point equations [5, 15], which are based on
the approximation of link independence.
Network optimization relies on the sensitivity of the network revenue,
which is a proxy for performance, to the offered trafﬁc. These sensitivities
depend on certain implied costs. The equations for the network’s implied
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costs involve similar sensitivities of the loss probabilities for each link in
the network. As pointed out in [8], the sensitivities derived from the UAA,
which is the lowest order asymptotic approximation, are not useful in the
overloaded regime. Moreover, numerical examples show that the approxi-
mation is not very accurate in the important critically loaded regime. Con-
sequently, Morrison et al. [13] derived a reﬁned approximation to these
sensitivities, which is very good in the overloaded and critically loaded
regimes, as well as in the underloaded regime. The results were applied
to the network analysis and optimization in a subsequent paper [10].
More recent investigations concern infrastructure networks consisting of
subnetworks (virtual private networks), to which a prescribed fraction of
the total capacity on each link is allocated. The problem then is to allocate
the capacity of each link of the network amongst the subnetworks, so as
to maximize the network revenue. In certain stages of the optimization
procedure, only relatively small amounts of capacity are reallocated to each
link of a subnetwork.
Accordingly, in this paper we consider such a subnetwork and investigate
the change in revenue due to small changes in the capacities of the links.
The key result, stated in Proposition 5.1, gives an asymptotic approximation
to the change in subnetwork revenue. A signiﬁcant advantage of this result
is that it is not necessary to specify which links are overloaded, critically
loaded, or underloaded. Moreover, it is shown how to asymptotically calcu-
late the change in revenue in terms of quantities which are already known
for the unchanged subnetwork, and some elementary quantities. This result
has been used [9, 11] to calculate linearized capacity costs and to maximize
the revenue of a network of subnetworks.
The (sub)network problem is formulated in Section 2. Asymptotic
approximations to the change in the loss probabilities for each service,
due to O1 changes in the trafﬁc intensities and integer valued changes
in the capacity, are derived for a single link in Section 3. Asymptotic
approximations to the sensitivity of the network revenue with respect to
the capacities, obtained by linear interpolation, are derived in Section 4.
The change in network revenue, due to changes in the link capacities, is
investigated asymptotically in Section 5. The asymptotic validity of the key
result, when the capacities of only the underloaded links are changed, is
established in Section 6.
2. FORMULATION
We consider a network with N nodes and L unidirectional links which
connect pairs of nodes. Not every pair of nodes is necessarily connected
directly by a link. Link l has capacity Cl bandwidth units (i.e., number
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of servers, in queueing theory terminology). There are S types of service,
where service s requires bandwidth dsl (i.e., the number of servers taken up
by type s customers) on link l. It is assumed that Cl l = 1	 2	 
 
 
 	 L and
dsl s = 1	 2	 
 
 
 	 S; l = 1	 2	 
 
 
 	 L are positive integers. There are R ﬁxed
routes in the network, each consisting of a sequence of links connecting
an origin–destination pair of nodes, and call arrivals of service type s on
route r are Poisson, with mean rate λsr . An arriving call offered to route r
is blocked and lost if there is insufﬁcient bandwidth available on any link
of the route r. Otherwise the call is accepted, and for its duration requires
the prescribed bandwidth on each link of the route. The holding period of
a call of service type s on route r has an arbitrary, unspeciﬁed distribution
with ﬁnite mean 1/µsr , and it is independent of earlier arrival and holding
times. The corresponding trafﬁc intensity is ρsr = λsr/µsr .
We ﬁrst give ﬁxed-point equations [5, 15] for determining the loss proba-
bilities. The ﬁxed-point equations are derived on the basis of the well known
link independence assumption. Each route which uses link l contributes to
link l a load which is Poisson, with rate which is reduced by independent
thinning by all other links on the route. Let Bsl denote the loss probability
of service type s calls on link l. Let νsl be the reduced load obtained after
thinning of service type s calls offered to link l, and let dl = d1l	 
 
 
 	 dSl,
l = ν1l	 
 
 
 	 νSl. Then
Bsl = sdl	 l	 Cl	 (2.1)
where the functions s may be calculated numerically by means of the recur-
sion derived independently by Kaufman [3] and Roberts [14]. With the link
independence assumption, the reduced load is given by
νsl =
∑
r  l∈r
ρsr
∏
m∈r−l
1− Bsm
 (2.2)
Together (2.1) and (2.2) comprise the ﬁxed-point equations for the network.
They may be solved iteratively [8], by the method of successive approxima-
tion, to determine the loss probabilities
Bsls = 1	 2	 
 
 
 	 S	 l = 1	 2	 
 
 
 	 L

Under the link independence assumption, the loss probability Lsr of ser-
vice s on route r is
Lsr = 1−
∏
l∈r
1− Bsl	 (2.3)
where Bsl is given by (2.1). Let esr be the revenue earned per carried call
per unit time by calls of service type s on route r. Since ρsr1− Lsr is the
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carried load of service type s on route r, the long-run average revenue for
the network is
W =∑
s
∑
r
esrρsr1− Lsr
 (2.4)
The revenue sensitivity to the offered loads, and equations for the implied
costs, were determined [8] by extending the approach of Kelly [4] to the
multirate case. This extension has also been made independently by Farago´
et al. [2]. A heuristic derivation has been given by Chung and Ross [1].
Proposition 2.1. The sensitivity of the revenue W with respect to the
offered load ρsr , when the revenue is calculated from the solution of the ﬁxed-
point equations, is
∂W
∂ρsr
= 1− Lsr
(
esr −
∑
l∈r
csl
)
	 (2.5)
where csls = 1	 2	 
 
 
 	 S	 l = 1	 2	 
 
 
 	 L are the implied costs. Moreover, if
νsl	r denotes the thinned load of service type s on route r which is offered to
link l, i.e.,
νsl	r = ρsr
1− Lsr
1− Bsl
= ρsr
∏
m∈r−l
1− Bsm	 (2.6)
then the implied costs satisfy the following system of SL linear equations:
ctl =
∑
s

sdl	 l	 Cl − dtl − sdl	 l	 Cl
· ∑
r  l∈r
νsl	r
(
esr −
∑
k∈r−l
csk
)

 (2.7)
Note that the ﬁxed-point equations are independent of the equations
for the implied costs, while the coefﬁcients of the latter depend on the
solution of the former. Also note that the complexity of solving the system
of equations in (2.7) is OS3L3. The equations are not typically expected
to be sparse.
In this paper we are interested in the sensitivity of the revenue W
with respect to changes in the link capacities Cl. Although sdl	 l	 Cl =
sdl	 l	 Cl if Cl is not an integer, we consider a smooth continuation
of sdl	 l	 Cl for non-integer values of Cl. It was shown [11] that
∂W
∂Cl
= −∑
s
∂s
∂Cl
∑
r  l∈r
νsl	r
(
esr −
∑
k∈r−l
csk
)

 (2.8)
change in network revenue 199
Since s is a piecewise constant function of Cl, we use linear interpolation
and deﬁne
δs
δCl
nl =
1
nl

sdl	 l	 Cl − sdl	 l	 Cl − nl	 (2.9)
where nl is a positive or negative integer. In the asymptotic limit under con-
sideration, we expect the linear interpolation in (2.9) to give a good approx-
imation to the smoothed derivative in (2.8). Then, we have the interpolative
result
nl
δW
δCl
nl =
∑
s

sdl	 l	 Cl − nl − sdl	 l	 Cl
· ∑
r  l∈r
νsl	r
(
esr −
∑
k∈r−l
csk
)

 (2.10)
If nl = dtl (a positive integer) then, from (2.7) and (2.10), we obtain our
earlier result [8]
dtl
δW
δCl
dtl = ctl	 (2.11)
which gives an alternate interpretation of the implied costs.
3. ASYMPTOTIC APPROXIMATIONS FOR A LINK
We ﬁrst consider a single link, and for the time being we suppress the
link index l. We give some asymptotic approximations which apply when
the link capacity and the trafﬁc intensities are commensurately large. We
assume that
C  1	 νs = αsC	 s = 1	 2	 
 
 
 	 S	 (3.1)
where C is a positive integer and αs > 0 is O1, and bounded away from
zero. We also assume that ds = O1, s = 1	 2	 
 
 
 	 S are positive integers,
so that only a few units of the link capacity are taken up by each service,
and (without loss of generality) that the greatest common divisor (g.c.d.) of
d1	 
 
 
 	 dS is 1. If the g.c.d. of d1	 
 
 
 	 dS is g = 1, then the loss probability
function is given by sd	 	 C = sd/g	 	 C/g. We deﬁne
f z =
S∑
s=1
αszds − 1 − log z
 (3.2)
There is a unique positive solution z∗ of f ′z = 0, where the prime denotes
derivative, so that
S∑
s=1
αsdsz∗ds = 1	 z∗ > 0
 (3.3)
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A simple procedure, such as bisection, yields a sufﬁcient approximation to
z∗.
Mitra and Morrison [7] derived a uniform asymptotic approximation to
the loss probability function s of service type s calls, which has the form
sd	 	 C ∼ Bθ1ds	 s = 1	 2	 
 
 
 	 S	 (3.4)
where B is independent of s, and
θ1n =
{ 
1− z∗n/1− z∗	 z∗ = 1,
n	 z∗ = 1. (3.5)
The explicit form of B is given in Appendix A, and it involves f z∗, as
well as z∗. The approximation (3.4) is valid whether the link is overloaded,
critically loaded, or underloaded, as deﬁned below in Proposition 3.1. We
have [7].
Proposition 3.1. If C  1, then
(i) In the overloaded regime, corresponding to
∑S
s=1 αsds > 1,
0 < z∗ < 1 and B ∼ 1− z∗

(ii) In the critically loaded regime, corresponding to
∑S
s=1 αsds − 1 =
O
(
1/
√
C
)
,
1− z∗ = O(1/√C) and B = O(1/√C)

(iii) In the underloaded regime, corresponding to
∑S
s=1 αsds < 1, z
∗ > 1
and B is exponentially small (e.s.).
In Section 5 we need asymptotic approximations to sd	 ˆ	 C − n −
sd	 	 C, where νˆs − νs = O1, s = 1	 2	 
 
 
 	 S, and n = O1 is a
positive or negative integer. From (3.1), corresponding to (3.3) we have∑S
s=1 νˆsdszˆ∗nds = C − n, and hence
S∑
s=1
[
αs +
νˆs − νs
C
]
dszˆ∗nds = 1−
n
C

 (3.6)
It follows that zˆ∗n − z∗ = O1/C, so that a Taylor approximation leads to
zˆ∗nds = z∗ds + dszˆ∗n − z∗z∗ds−1 +O1/C2
 (3.7)
We deﬁne
ω
= n+
S∑
s=1
ds νˆs − νsz∗ds 
 (3.8)
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Then, from (3.3) and (3.6)–(3.8), we obtain the asymptotic approximation
zˆ∗n − z∗ ∼ −
ωz∗
Cv
	 (3.9)
where
v =
S∑
s=1
αsd
2
s z∗ds 
 (3.10)
In the overloaded regime, corresponding to 0 < z∗ < 1, we have [13]
sd	 	 C = 1− z∗ds +
1
C
's	 z∗ +O
(
1
C2
)
	 (3.11)
where  = α1	 
 
 
 	 αS. An expression for the correction term in (3.11)
is derived in [12], by standard techniques from the representation for s
in [13], but the explicit expression is not needed here, since 's ultimately
drops out of the calculation. Analogously to (3.11), we have
sd	 ˆ	 C − n = 1− zˆ∗nds +
1
C
'sˆn	 zˆ∗n +O
(
1
C2
)
	 (3.12)
where ˆn = αˆ1n	 
 
 
 	 αˆSn and
αˆsn =
νˆs
C − n = αs +O
(
1
C
)
	 s = 1	 2	 
 
 
 	 S
 (3.13)
It follows, from (3.7), (3.9), and (3.11)–(3.13), that asymptotically
sd	 ˆ	 C − n − sd	 	 C ∼
ωds
Cv
z∗ds 	 0 < z∗ < 1
 (3.14)
Reﬁned asymptotic approximations were derived [11] for sd	 	 C −
n − sd	 	 C which are valid whether the link is overloaded, critically
loaded, or underloaded. To lowest order, the approximation is
sd	 	 C − n − sd	 	 C ∼
BB − 1+ z∗

1− Bθ1nθ
1dsθ1n
 (3.15)
Since B ∼ 1− z∗ in the overloaded regime, the higher order terms must be
taken into account in that case, and we have veriﬁed the consistency with
(3.14) for ˆ = , so that ω = n, but we omit the details. In the critically
loaded regime 1 − z∗ = O1/√C, B = O1/√C, and θ1n ∼ n, from
(3.5). Hence,
sd	 	 C − n − sd	 	 C ∼ ndsBB − 1+ z∗	
1− z∗ = O1/
√
C
 (3.16)
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If we replace  by ˆ, then z∗ should be replaced by zˆ∗0 , where zˆ
∗
0 − z∗ =
O1/C, and, as shown in Appendix A, B is unchanged to lowest order.
Hence,
sd	 ˆ	 C − n − sd	 ˆ	 C ∼ ndsBB − 1+ z∗	
1− z∗ = O1/
√
C
 (3.17)
Asymptotically [8], to lowest order,
∂s
∂νt
d	 	 C ∼ BB − 1+ z∗θ1dsθ1dt
 (3.18)
Hence, in the critically loaded regime,
∂s
∂νt
d	 	 C ∼ dsdtBB − 1+ z∗	 1− z∗ = O1/
√
C
 (3.19)
It follows that
sd	 ˆ	 C − sd	 	 C
∼ ds
S∑
t=1
dtνˆt − νtBB − 1+ z∗	 1− z∗ = O1/
√
C
 (3.20)
From (3.17) and (3.20) we obtain
sd	ˆ	C−n−sd		C
∼
[
n+
S∑
t=1
dtνˆt−νt
]
dsBB−1+z∗	 1−z∗=O1/
√
C
 (3.21)
It is shown in Appendix A that
BB − 1+ z∗ ∼ Cv−1	 0 < 1− z∗  1	
√
C1− z∗  1
 (3.22)
Hence, in view of (3.8), the approximations in (3.14) and (3.21) match for
0 < 1− z∗  1, √C1− z∗  1. Accordingly, if we deﬁne
b =
{
Cv−1	 0 < z∗ < 1	 √C1− z∗  1,
BB − 1+ z∗	 1− z∗ = O1/√C, (3.23)
then
sd	 ˆ	 C − n − sd	 	 C ∼ ωdsbz∗ds 	
0 < z∗ < 1+O1/
√
C
 (3.24)
In the underloaded regime z∗ > 1 and B is e.s. Hence, from (3.5) and
(3.15),
sd	 	 C − n − sd	 	 C ∼ Bθ1ds
z∗n − 1	 z∗ > 1	 (3.25)
which is nonlinear in n, in contrast to (3.16).
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4. ASYMPTOTIC APPROXIMATIONS FOR THE NETWORK
We now return to the network and assume that
Cl  1	 νsl = OCl s = 1	 2	 
 
 
 	 S	 l = 1	 2	 
 
 
 	 L
 (4.1)
We also assume that dsl = O1, s = 1	 2	 
 
 
 	 S	 l = 1	 2	 
 
 
 	 L, and that
the g.c.d. of d1l	 
 
 
 	 dSl is 1 l = 1	 2	 
 
 
 	 L. We let
O
= the set of overloaded links
C
= the set of critically loaded links
U
= the set of underloaded links.
It is assumed that each link of the network belongs to one of these sets.
Corresponding to (3.24), with ˆ = , so that ω = n, we have
sdl	l	Cl−nl−sdl	l	Cl∼nlbldslz∗l dsl 	 l∈O∪C	 (4.2)
and, from (3.25), the difference is e.s. for l ∈ U , since B is e.s.
From (2.1), (3.4), (3.5), and (i) of Proposition 3.1,
Bsl ∼ 1− z∗l dsl 	 l ∈ O
 (4.3)
Also, from (ii) of Proposition 3.1, 1− z∗l = O1/
√
Cl and Bsl = O1/
√
Cl
for l ∈ C . Hence
z∗l dsl ∼ 1− Bsl	 l ∈ O ∪C	 (4.4)
neglecting terms O1/√Cl for l ∈ C . From (2.6) it follows that
z∗l dsl νsl	r ∼ ρsr1− Lsr	 l ∈ O ∪C
 (4.5)
From (2.7), (2.10), (4.2), and (4.5), neglecting e.s. terms, we obtain
Proposition 4.1. If Cl  1, l = 1	 2	 
 
 
 	 L, then the implied costs and
the sensitivity of the revenue W with respect to the link capacity Cl are asymp-
totically given by
ctl ∼ dtlblσl	
δW
δCl
nl ∼ blσl	 l ∈ O ∪C (4.6)
where
σl =
∑
s
dsl
∑
rl∈r
ρsr1− Lsr
×
(
esr −
∑
k∈r−l∩O∪C
dskbkσk
)
	 l ∈ O ∪C
 (4.7)
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Later we will need asymptotic approximations to δW/δClnl for l ∈ U .
Corresponding to (3.25) we have
sdl	 l	 Cl − nl − sdl	 l	 Cl
∼ Blθ1l dsl
z∗l nl − 1	 l ∈ U	 (4.8)
and, from (2.1) and (3.4),
Bsl ∼ Blθ1l dsl
 (4.9)
Also, from (2.6), since Bsl is e.s. for l ∈ U ,
νsl	r ∼ ρsr1− Lsr	 l ∈ U
 (4.10)
From (2.10), (4.6), and (4.8)–(4.10), since ctl is e.s. for l ∈ U , we obtain
Proposition 4.2. If Cl  1, l = 1	 2	 
 
 
 	 L, then in the underloaded
regime, the sensitivity of the revenue W with respect to the link capacity Cl is
asymptotically given by
nl
δW
δCl
nl ∼ ξl
z∗l nl − 1	 l ∈ U	 (4.11)
where
ξl ∼
∑
s
Bsl
∑
rl∈r
ρsr1− Lsr
×
(
esr −
∑
k∈r−l∩O∪C
dskbkσk
)
	 l ∈ U	 (4.12)
and σl, l ∈ O ∪C , is the solution of (4.7).
5. CHANGE IN REVENUE
We now consider the effect of changing the link capacities Cl to Cl −
nll = 1	 2	 
 
 
 	 L, where nl = O1 are positive or negative integers, or
zero. We let B̂sl and νˆsl denote the loss probability and the reduced load of
service type s calls on link l, for the changed network. Then, corresponding
to (2.1) and (2.2),
B̂sl = sdl	 νˆl	 Cl − nl	 (5.1)
and
νˆsl =
∑
rl∈r
ρsr
∏
m∈r−l
1− B̂sm
 (5.2)
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We assume that (4.1) holds, and a priori that
νˆsl − νsl = O1 s = 1	 2	 
 
 
 	 S	 l = 1	 2	 
 
 
 	 L
 (5.3)
Corresponding to (3.8), we let
ωl = nl +
S∑
s=1
dsl νˆsl − νslz∗l dsl 	 l ∈ O ∪C
 (5.4)
Then, corresponding to (3.24), we have
sdl	ˆl	Cl−nl−sdl	l	Cl∼ωlbldslz∗l dsl 	 l∈O∪C
 (5.5)
Hence, from (2.1), (4.4), (5.1), and (5.5), we obtain
B̂sl − Bsl
1− Bsl
∼ dslblωl	 l ∈ O ∪C
 (5.6)
Both Bsl and B̂sl are e.s. for l ∈ U .
From (5.4) and our assumptions, ωl = O1. Also, from (3.23) and (ii)
of Proposition 3.1, bl = O1/Cl for l ∈ O ∪C . Hence, asymptotically,∏
m∈r−l
1− Bsm −
∏
m∈r−l
1− B̂sm
∼ ∏
m∈r−l
1− Bsm
∑
k∈r−l
B̂sk − Bsk
1− Bsk

 (5.7)
From (2.2), (2.6), (5.2), (5.6), and (5.7), neglecting e.s. terms for k ∈ U , it
follows that
νsl − νˆsl ∼
∑
rl∈r
νsl	r
∑
k∈r−l∩O∪C
dskbkωk	 l ∈ O ∪C ∪U
 (5.8)
Hence, from (4.5), (5.4), and (5.8), we obtain
ωl +
∑
s
dsl
∑
rl∈r
ρsr1− Lsr
× ∑
k∈r−l∩O∪C
dskbkωk ∼ nl	 l ∈ O ∪C
 (5.9)
Asymptotically, analogously to (5.7), we have
∏
m∈r
1− Bsm −
∏
m∈r
1− B̂sm ∼
∏
m∈r
1− Bsm
∑
l∈r
B̂sl − Bsl
1− Bsl

 (5.10)
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Let C = C1	 
 
 
 	 CL and n = n1 
 
 
 nL. Then, from (2.3), (2.4), (5.6), and
(5.10), neglecting e.s. terms for k ∈ U , the change in network revenue is
asymptotically given by
W C −W C− n ∼∑
s
∑
r
esrρsr1− Lsr
∑
l∈r∩O∪C
dslblωl
 (5.11)
For l, m ∈ O ∪C , we let ωlm satisfy the system of linear equations
ωlm +
∑
s
dsl
∑
rl∈r
ρsr1− Lsr
∑
k∈r−l∩O∪C
dskbkωkm = δlm	 (5.12)
where δlm = 1 if l = m, and δlm = 0 if l = m. Then, from (5.9),
ωl ∼
∑
m∈O∪C
ωlmnm	 l ∈ O ∪C	 (5.13)
and, from (5.11),
W C −W C− n ∼ ∑
m∈O∪C
∂W
∂Cm
nm	 (5.14)
where, changing the order of summation with respect to l and r,
∂W
∂Cm
=∑
s
∑
l∈O∪C
∑
rl∈r
esrρsr1− Lsrdslblωlm
 (5.15)
We note that the approximation in (5.14) is linear in nm, m ∈ O ∪C .
In Appendix B we show that
∂W
∂Cm
∼ δW
δCm
nm	 m ∈ O ∪C	 (5.16)
the left-hand side interpolated sensitivity being given asymptotically by
Proposition 4.1. From (5.14) and (5.16), since δW/δCmnm is e.s. small for
m ∈ U , we obtain
W C −W C− n ∼∑
m
δW
δCm
nmnm	 (5.17)
where the summation is over all the links of the network. We have tacitly
assumed that nl = 0 for some l ∈ O ∪ C = φ. However, we will show
in the next section that if O ∪ C = φ, or if nl = 0 for l ∈ O ∪ C = φ
and U = φ, then (5.17) still holds, even though W C −W C− n is e.s.
From (2.10) and (5.17), we obtain the key result.
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Proposition 5.1. If, for l = 1	 2	 
 
 
 	 L, Cl  1 and nl = O1 are posi-
tive or negative integers, or zero, then the change in network revenue is asymp-
totically given by
W C −W C− n ∼∑
l
∑
s

sdl	 l	 Cl − nl − sdl	 l	 Cl
· ∑
rl∈r
νsl	r
(
esr −
∑
k∈r−l
csk
)

 (5.18)
Reﬁned asymptotic approximations were derived [11] for sd	 	 C −
n − sd	 	 C which are valid whether the link is overloaded, critically
loaded, or underloaded. These approximations take the form
sd	 	 C − n − sd	 	 C ∼
∑3
i=1A
i
s θin[
1−∑3i=1 iθin] 
 (5.19)
We refer the reader to [10, 11] for the explicit deﬁnitions of the coefﬁcients
i and Ais , i = 1	 2	 3, s = 1	 2	 
 
 
 	 S. However, with B given by (A.5),
we have
1 = B
[
1+O
(
1
C
)]
	 2 = O
(
B
C
)
	 3 = O
(
B
C
)
	 (5.20)
and
A
1
s = B
[
B − 1+ z∗θ1ds +O
(
1
C
)]
	
A
2
s = O
(
B
C
)
	 (5.21)
A
3
s = O
(
B
C
)


The order of magnitude of B is given by Proposition 3.1. Hence, (5.19)
yields the lowest order approximation (3.15). Here θ1n is given by (3.5),
θi0 = 0, i = 1	 2	 3,
θ2n =
n−1∑
j=0
j − 1z∗j	
θ3n =
n−1∑
j=0
j − 1j − 2z∗j	 n > 0	
(5.22)
and
θ2n =
−n∑
j=1
j + 1z∗−j	
θ3n = −
−n∑
j=1
j + 1j + 2z∗−j	 n < 0

(5.23)
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If z∗ is replaced by z∗l , corresponding to link l, in (3.5), (5.22), and (5.23),
we denote the corresponding quantities by θil n. Analogously, the quan-
tities Aisl and B
i
l correspond to those for link l.
If we let
a
i
tl =
θ
i
l dtl[
1−∑3i=1 il θil dtl] 	 (5.24)
then, from (2.7) and (5.19), it follows that
ctl ∼
3∑
i=1
a
i
tl ξ
i
l 	 (5.25)
where we have the system of 3L linear equations for ξil ,
ξ
i
l =
∑
s
∑
rl∈r
A
i
sl νsl	r
(
esr −
∑
k∈r−l
3∑
j=1
a
j
sk ξ
j
k
)

 (5.26)
It was shown [10] that the reﬁned asymptotic approximation to the loss
probability of service type t calls on link l is
Btl ∼
3∑
i=1

i
l θ
i
l dtl
 (5.27)
Hence, from (5.24),
a
i
tl ∼
θ
i
l dtl
1− Btl
	 (5.28)
and (5.25) and (5.26) are consistent with the results in [10].
From (5.18), (5.19), (5.25), and (5.26), we have
W C −W C− n ∼∑
l
∑3
i=1 ξ
i
l θ
i
l nl[
1−∑3i=1 il θil nl] 
 (5.29)
We emphasize that the approximation (5.29) to W C −W C− n involves
only the quantities ξil and 
i
l , which are already known for the unchanged
network, and the elementary quantities θil nl.
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6. CHANGE DUE TO UNDERLOADED LINKS
We now establish the asymptotic validity of (5.17) when nl = 0 for l ∈
O ∪ C = φ, and U = φ. In this case, from (5.8) and (5.9), ωl for
l ∈ O ∪C , and νsl − νˆsl for l ∈ O ∪C ∪U , are e.s. Also [8], since Btl
is e.s. for l ∈ U ,
∂Bsl
∂νtl
∼ Bsl
[z∗l dtl − 1]	 l ∈ U
 (6.1)
From (2.1), (4.8), (4.9), (5.1), and (6.1), since Bsl and νtl − νˆtl are e.s. for
l ∈ U , it follows that(
B̂sl − Bsl
)
1− Bsl
∼ Bsl 
z∗l nl − 1	 l ∈ U
 (6.2)
Hence, from (2.2), (2.6), (5.2), (5.6), (5.7), and (6.2), we obtain
νsl − νˆsl ∼
∑
rl∈r
νsl	r
{ ∑
k∈r−l∩O∪C
dskbkωk
+ ∑
k∈r−l∩U
Bsk
z∗knk − 1
}
	 (6.3)
for l ∈ O ∪C ∪U .
From (4.5), (5.4), and (6.3), since nl = 0 for l ∈ O ∪C , we have
ωl +
∑
s
dsl
∑
rl∈r
ρsr1− Lsr
{ ∑
k∈r−l∩O∪C
dskbkωk
+ ∑
k∈r−l∩U
Bsk
z∗knk − 1
}
∼ 0	
l ∈ O ∪C
 (6.4)
Hence, from (5.12) and (6.4),
ωl ∼ −
∑
m∈O∪C
ωlm
∑
s
dsm
∑
rm∈r
ρsr1− Lsr
· ∑
k∈r−m∩U
Bsk
z∗knk − 1	 l ∈ O ∪C
 (6.5)
From (2.3), (2.4), (5.6), (5.10), and (6.2), we obtain
W C−W C−n∼∑
s
∑
r
esrρsr1−Lsr
×
{ ∑
l∈r∩O∪C
dslblωl+
∑
l∈r∩U
Bsl
z∗l nl−1
}

 (6.6)
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In Appendix C we show that
W C −W C− n ∼ ∑
m∈U
δW
δCm
nmnm	 (6.7)
where the terms in the sum are given asymptotically by Proposition 4.2.
Since here nm = 0 for m ∈ O ∪C , it follows that (5.17) holds, where the
summation is over all the links of the network.
APPENDIX A
We here give an explicit expression for B. Let
M = 1
2
Erfc
[
sgn1− z∗
√
−Cf z∗
]
+ Ke
Cf z∗
√
2πCv
	 (A.1)
where f 1 = 0 and
K = 11− z∗ −
√
v sgn1− z∗√−2f z∗ 	 z∗ = 1	 (A.2)
K = 1
2
+ 1
6v
S∑
s=1
αsd
3
s 	 z
∗ = 1	 (A.3)
and the complementary error function is given by
Erfcx = 2√
π
∫ ∞
x
e−ξ
2
dξ
 (A.4)
Also, f z and v are given by (3.2) and (3.10). Then [7],
B = e
Cf z∗
M
√
2πCv

 (A.5)
Since f ′z∗ = 0, it follows from (3.2) and (3.10) that v = z∗2f ′′z∗.
Also,
0 = f 1 = f z∗ + 1
2
1− z∗2f ′′z∗ +O1− z∗3 1− z∗  1
 (A.6)
Hence
− 2f z∗ ∼ v1− z∗2	 1− z∗  1
 (A.7)
The expression for K in (A.2) remains ﬁnite as z∗ → 1, and its limiting
value is given by (A.3). Now [6],
Erfcx = e
−x2
√
πx
[
1− 1
2x2
+O
(
1
x4
)]
	 x 1
 (A.8)
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Hence, from (A.1), (A.2), (A.7), and (A.8), for 0 < 1− z∗  1 and √C1−
z∗  1,
M ∼ e
Cf z∗
√
2πC
{
1√
v1− z∗ −
1
C
−2f z∗3/2
}

 (A.9)
It follows, from (A.5), that
B−1+z∗∼
√
v1−z∗2
C
−2f z∗3/2 	 0<1−z
∗1	
√
C1−z∗1	 (A.10)
which, together with (A.7), implies (3.22).
In the critically loaded regime, it was shown [7] that
B = 2e
−δ/σ2
σ
√
πC Erfc−δ/σ
[
1+O
(
1√
C
)]
	 (A.11)
where
δ =
√
C
(
1−
S∑
s=1
αsds
)
= O1	 (A.12)
and
σ2 = 2
S∑
s=1
αsd
2
s 	 σ > 0
 (A.13)
Hence, corresponding to ˆ = ˆC, with αˆs − αs = O1/C, s = 1	 2	 
 
 
 	 S,
we have δˆ = δ + O1/√C, σˆ = σ + O1/C and so B is unchanged to
lowest order.
APPENDIX B
We here establish (5.16). We number the links so that O ∪ C consists
of links l = 1	 
 
 
 	 J, and let
5s	lk = 1− δlk
∑
r  l∈r	 k∈r
ρsr1− Lsr	 1 ≤ s ≤ S	 1 ≤ l	 k ≤ J
 (B.1)
Then, from (5.12), if we change the order of summation with respect to k
and r, we obtain
ωlm +
∑
s
J∑
k=1
dsl5s	lkdskbkωkm = δlm 1 ≤ l	m ≤ J
 (B.2)
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We deﬁne the matrices
Ds =

ds1 · · · 0


 
 
 
 



0 · · · dsJ

 	 D =

D1



DS

 	 (B.3)
s =


5s	11 · · · 5s	1J





 
 





5s	J1 · · · 5s	JJ

 	  =

1 · · · 0


 
 
 
 



0 · · · S

 	 (B.4)
and
b =

 b1 · · · 0


 
 
 
 



0 · · · bJ

 	  =

ω11 · · · ω1J


 
 
 
 



ωJ1 · · · ωJJ

 
 (B.5)
It follows from (B.3) and (B.4) that
DTD =∑
s
DssDs
 (B.6)
Hence, in matrix form, (B.2) becomes
I+ DTDb = I	 (B.7)
where I is the J × J unit matrix.
Next, we let
ψsl =
∑
rl∈r
esrρsr1− Lsr 1 ≤ s ≤ S	 1 ≤ l ≤ J
 (B.8)
Then, from (4.7), if we change the order of summation with respect to k
and r, and use (B.1), we obtain
σl +
∑
s
J∑
k=1
dsl5s	lkdskbkσk =
∑
s
dslψsl 1 ≤ l ≤ J
 (B.9)
We deﬁne the matrices
s = ψs1 · · ·ψsJ	  = 1 · · ·S	 (B.10)
and
	T = σ1 · · ·σJ
 (B.11)
Then, in matrix form, (B.9) becomes
I+ DT Db	 = DT T 
 (B.12)
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Since, from (B.1), (B.4), and (B.5), T =  and bT = b, it follows from
(B.12) that
	T I+ bDT D = D
 (B.13)
Hence,
	TbI+ DT Db = Db	 (B.14)
and (B.7) implies that
	T b = Db
 (B.15)
But, from (5.15) and (B.8),
∂W
∂Cm
=∑
s
J∑
l=1
ψsldslblωlm
 (B.16)
Also, from (B.3) and (B.10),
D =∑
s
s Ds
 (B.17)
Finally, from (B.15)–(B.17), we obtain
∂W
∂Cm
= σmbm	 (B.18)
which establishes (5.16), in view of (4.6).
APPENDIX C
We here establish (6.7). As in Appendix B, we number the links so that
O ∪ C consists of links l = 1	 
 
 
 	 J, and hence U consists of links l =
J + 1	 
 
 
 	 L. We extend the deﬁnition of 5s	lk in (B.1) to 1 ≤ k ≤ L. Then,
from (6.5), if we change the order of summation with respect to k and r,
we obtain
ωl ∼ −
J∑
m=1
∑
s
L∑
k= J+1
ωlmdsm5s	mkBsk
z∗knk − 1 1 ≤ l ≤ J
 (C.1)
We deﬁne the matrices
w =

ω1



ωJ

 	 Z =


z∗J+1nJ+1 − 1




z∗LnL − 1

 	 (C.2)
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Bs =


Bs	 J+1 · · · 0





 
 





0 · · · BsL

 	 B =

B1



BS

 	 (C.3)
and

s =


5s	1	 J+1 · · · 5s	1L





 
 





5s	J	 J+1 · · · 5s	JL

 	 
 =


1 · · · 0


 
 
 
 



0 · · · 
S

 
 (C.4)
It follows from (B.3), (C.3), and (C.4) that
DT
B =∑
s
Ds 
s Bs
 (C.5)
Hence, from (B.5) and (C.2), in matrix form (C.1) becomes
w ∼ −DT 
BZ
 (C.6)
Next, if we change the order of summation with respect to l and r in
(6.6) and extend the deﬁnition of ψsl in (B.8) to 1 ≤ l ≤ L, we obtain
W C −W C− n ∼∑
s
{ J∑
l=1
ψsldslblωl +
L∑
l=J+1
ψslBsl
z∗l nl − 1
}

 (C.7)
We deﬁne the matrices
s = ψs	 J+1 · · ·ψsL	  = 1 · · ·S
 (C.8)
Then, from (C.3),
B =∑
s
s Bs
 (C.9)
It follows, from (B.3), (B.5), (B.10), (B.17), (C.2), (C.3), and (C.7)–(C.9),
that
W C −W C− n ∼ Dbw +BZ
 (C.10)
Hence, from (B.15) and (C.6), we obtain
W C −W C− n ∼  − 	TbDT 
BZ
 (C.11)
If we change the order of summation with respect to k and r in (4.12),
then, from (B.1) and (B.8), we ﬁnd that
ξl ∼
∑
s
[
ψsl −
J∑
k=1
dskbkσk5s	kl
]
Bsl	 J + 1 ≤ l ≤ L
 (C.12)
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We deﬁne
 = ξJ+1 · · · ξL
 (C.13)
Then, from (B.3), (B.5), (B.11), (C.3), (C.5), (C.8), (C.9), (C.12), and
(C.13),
 ∼  − 	TbDT
B
 (C.14)
Hence, from (C.2) and (C.11),
W C −W C− n ∼
L∑
m=J+1
ξm
z∗mnm − 1	 (C.15)
which implies (6.7), in view of (4.11).
If O ∪C = φ, then J = 0 and
W C −W C− n ∼BZ ∼ Z	 (C.16)
and (C.15) still holds.
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