Abstract. Characterization problems in free probability are studied here. Using subordination of free additive and free multiplicative convolutions we generalize some known characterizations in free probability to random variables with unbounded support. Using this technique we also prove a new characterization of distributions of free random variables. A similar technique is used to study LahaLukacs regressions for monotonically independent random variables.
Introduction
Regressive characterization problems in free probability have been studied in last the years by several authors. The first result in this direction was obtained by Bożejko and Bryc in [5] where Laha-Lukacs regressions in free probability were studied. Ejsmont [6] proved that measures obtained in [5] have the assumed regressions. Roughly speaking, Laha-Lukacs regression in classical probability says that only the Meixner distributions have the property that the first conditional moment of X given X + Y is a linear function of X + Y , and the second conditional moment of the same type is a quadratic function of X + Y . Another characterization of similar type was studied in [19] , where free Poisson and free binomial distributions were characterized by properties of first two conditional moments. For other results in similar directions consult [7, 8, 9, 20] .
The original motivation for this paper was to generalize and find a unified way to proof known regressive characterizations of distributions of free random variables. To this end we use Biane's results concerning subordination of free additive and free multiplicative convolutions (see [3] ). This approach leads us to prove in a simpler way results from [5] and [19] . It allowed us also to relax the condition of compact support for the distribution to the existence of some low order moments. Using the developed technique we also prove a new characterization of free binomial distribution which is a free analogue of the classical characterization of the Beta distribution of the first kind from [17] .
Additionally we study the Laha-Lukacs regression for monotone independent random variables, and we prove that monotone Meixner distributions can be determined in a similar way as we determine it in free case. It turns out that the free and monotone Meixner classes coincide.
We would like to note that we will work in two settings: for free probability results we assume that the probability space is tracial (i.e. the state is tracial) and we call such probability space a tracial probability space, in the monotone case we do not assume traciality of the state and we refer to such probability space as non-commutative probability space.
The paper is organized as follows. In section 2 we introduce briefly the necessary prerequisites on free and monotone probability theory. In section 4 we state the main results and then prove them.
2. Prerequisites on free and monotone probability 2.1. Free probability. By a tracial probability space we understand here a pair (A, τ ) where A is a von Neumann algebra, and τ : A → C is a normal, faithful, tracial state, i.e. τ (·) is linear, continuous in weak* topology, τ (XY) = τ (YX), τ (I) = 1, τ (XX * ) ≥ 0 and τ (XX * ) = 0 implies X = 0 for all X, Y ∈ A. We denote by A the algebra of unbounded operators affiliated to A (i.e. X ∈ A , if and only if all its spectral measures are in A) and by A sa the subspace of self-adjoint elements of A. A (noncommutative) random variable X is a self-adjoint (i.e. X = X * ) element of A sa . If X ∈ A sa , the distribution of X in the state τ is the unique probability measure µ X on R such that τ (f (X)) = R f (λ)dµ X (λ) for any bounded Borel function f on R.
Let I be a set of indices and B i , for i ∈ I , be von Neumann subalgebras of A. Subalgebras (B i ) i∈I are called free if τ (X 1 . . . X n ) = 0 whenever τ (X j ) = 0 for all j = 1, . . . , n and X j ∈ B i(j) for some indices i(1) = i(2) = · · · = i(n). Random variables X 1 , . . . , X n are freely independent (free) if algebras generated by their spectral projections are free.
If B ⊂ A is a von Neumann subalgebra and A has a trace τ , then there exists a unique conditional expectation from A to B with respect to τ , which we denote by τ (·|B). This map is a weakly continuous, completely positive, identity preserving, contraction and it is characterized by the property that, τ (XY) = τ (τ (X|B)Y) for any X ∈ A and for any Y ∈ B (see [3, 21] ). For fixed X ∈ A by τ (·|X) we denote the conditional expectation corresponding to the von Neumann algebra B generated by X and I.
Let µ and ν are be probability measures on R, then there exists a tracial probability space (A, τ ) and self-adjoint elements X, Y in A sa with respective distributions µ and ν, such that X and Y are free. The distribution of X + Y is called the free additive convolution of µ and ν and is denoted by µ ⊞ ν.
Assume that X and Y are self-adjoint and free, X, Y with distributions µ and ν, respectively. If X is positive, then the support of µ is a subset of (0, ∞), and the free multiplicative convolution of µ and ν is defined as the distribution of √ X Y √ X and denoted by µ ⊠ ν. For more details about free convolutions and free probability theory, the reader can consult [15, 22] .
2.2. Analytical Tools. The Cauchy-Stieltjes transform of a probability measure µ is defined as
Then define the mapping L µ :
and note that L µ is analytic on C + . It was proved by Bercovici and Voiculescu in [2] that there exist positive numbers η and M , such that L µ has an (analytic) right inverse L −1 µ defined on the region
For a non-commutative random variable X with distribution µ its Voiculescu transform ϕ X = ϕ µ is defined as
on any region of the form Λ η,M , where L −1 is defined. From [2] it follows that for X and Y which are freely independent
This relation explicitly (in the sense of ϕ-transform) defines free convolution of X and Y. If X has the distribution µ, then often we will write ϕ µ instead ϕ X . Note that by Bercovici and Voiculescu's result in [2] , any two of the three distributions of X, Y, and X + Y determine uniquely the third.
Another analytical tool is an S-transform which works nicely with products of freely independent variables. Let ν denote the probability measure supported on R + . Observe that, with exception of δ 0 , all such measures have nonzero first moment (if the 1st moment exists) and we assume throughout that we are not dealing with this measure. Consider the following function:
for z ∈ C\R + . As it was proved in [2] ψ µ | iC + is univalent and maps into an open neighborhood about the interval (µ({0}) − 1, 0). Let Ω µ = ψ µ | iC + and let χ : Ω µ = ψ µ | iC + → iC + denote the inverse function. For a non-commutative random variable X its S-transform, denoted by S X , is defined by the equation
For X and Y which are freely independent
Free Meixner distribution A non-commutative random variable X is said to be a free Meixner variable if the Cauchy-Stieltjes transform is given by the formula
where a ∈ R, b ≥ −1 and |z| is big enough, where the branch of the analytic square root should be determined by the condition that ℑ(z) > 0 ⇒ ℑ(G µ (z)) 0 (see [16] ). Equation (5) describes a family of distributions with mean zero and variance one (see [8, 16] ). The absolutely continuous part of µ a,b is
,
The measure µ a,b may also have one atom if a 2 > 4b ≥ 0 and a second atom if −1 ≤ b < 0.
Free Meixner distributions have Voiculescu transform
The free Poisson and free Binomial distributions belong to the free Meixner class. Since this distributions will appear in several places in this paper, we need to state some additional facts about them.
Free Poisson distribution A non-commutative random variable X is said to be free-Poisson variable if it has Marchenko-Pastur (or free-Poisson) distribution ν = ν(λ, α) defined by the formula
where λ ≥ 0 and the measureν, supported on the interval (
2 ), α > 0 has the density (with respect to the Lebesgue measure)
The parameters λ and α are called the rate and the jump size, respectively. It is worth to note that a non-commutative variable with Marchenko-Pastur distribution arises also as a limit in law (in noncommutative sense) of variables with distributions [15] . Therefore, such variables are often called free-Poisson. If X is free-Poisson with distribution ν(λ, α) then its Stransform has the form (see [19] )
Free binomial distribution A non-commutative random variable X is free-binomial if its distribution β = β(σ, θ) is defined by
whereβ is supported on the interval (x − , x + ),
and has the densityβ
where (σ, θ) ∈ (σ, θ) :
The n-th free convolution power of distribution
is free-binomial distribution with parameters σ = n(1 − p) and θ = np, which justifies the name of the distribution (see [16] ). Its S-transform is of the form (see [19] )
Complementary facts. The proofs of the main theorems are based on Biane's [3] description of the conditional expectation of functions of X+ Y onto the algebra generated by X. Here, we introduce the theorems of Biane in a special case i.e. when our function is resolvent type map. The main idea of these results is that for free additive and multiplicative convolutions there exist a subordination functions.
Theorem 2.1. Let (A, τ ) be a tracial probability space, B be a von Neumann subalgebra of A, let Y ∈ A sa , be a self-adjoint element which is free with B, and let X = X * ∈ B sa . Denote by µ and ν the distributions of X and Y respectively. Then there exists an analytic function F on C \ R such that
where
= 1 and we have
Remark 2.2. If ϕ µ and ϕ ν are proportional, i.e., if ν is a free convolution power of µ, then we can give an explicit expression for the subordination function. Suppose we have ϕ ν (z) = λϕ µ (z) with some λ > 0, i.e., ν = µ ⊞λ , then we have ϕ µ⊞ν = (1 + λ)ϕ µ and therefore
The subordination function is then given by
, it is the reciprocal Cauchy-Stieltjes transform of a boolean convolution power or µ⊞ν. More precisely, we have F = L ρ , with ρ = (µ ⊞ ν)
, where ⊎ denotes the additive boolean convolution, cf. [18] .
We also need the following theorem in the case of multiplicative free convolution. Theorem 2.3. Let (A, τ ) be a tracial probability space, B be a von Neumann subalgebra of A, and X, Y ∈ A sa such that X and Y are positive, with respective distributions µ and ν, different from δ 0 , one has X ∈ B sa and Y is free with B. Then there exists an analytic function F on C \ R + such that
We will also need the following fact.
Lemma 2.4. For z ∈ C\R + we define the operator Ψ X (z) = zX(I − zX) −1 . This operator satisfies the following properties
for all integers n ≥ 0.
Proof. We will prove it inductively, let us check it for k = 1.
Assume now that (14) holds for n = k − 1 we will prove it for n = k.
which proves (14).
Monotone independence.
For working with monotone independence we have to modify our setting. By a non-commutative probability space we understand here a pair (A, φ) where A is a von Neumann algebra, and φ : A → C is a normal faithful state, Let I be a linearly ordered set of indices and B i , for i ∈ I, be strongly closed *-subalgebras of A.
Remark 2.5. To get interesting examples we have to allow non-tracial states and non-unital subalgebras. If B 1 , B 2 ⊆ A are two unital subalgebras that are monotonically independent w.r.t. a state φ, then we get
for all X 1 , X 2 ∈ B 1 , by viewing 1 as an element of B 2 . Similarly, if φ is a trace, then we have
In both cases it follows that the states on all but the last algebra have to be characters.
The non-unitality of the subalgebras also means that we can not have (unit-preserving) conditional expectations. We call a map E : A → B from a non-commutative probability space (A, φ) onto a strongly closed *-subalgebra a generalized conditional expectation, if it satisfies the following conditions:
A typical example is given by the following. Let H be a Hilbert space with unit vector ω ∈ H and P ∈ B(H) an orthogonal projection that leaves ω invariant. Set A = B(H), φ(X) = ω, Xω and B = {P XP ; X ∈ B}. Then E(X) = P XP for X ∈ A defines a generalized conditional expectation onto B.
Theorem 2.6. Let (A, φ) be a non-commutative probability space, B 1 , B 2 two monotonically independent strongly closed *-subalgebras of A. Then there exists a generalized conditional expectation
where B 1 ∨ B 2 denotes the smallest strongly closed *-subalgebra of A containing B 1 and B 2 . Proof. Denote by (H, π, ξ) the GNS representation of (B 1 ∨ B 2 , φ| B1∨B2 ), and set H 1 = π(B 1 )ξ, H 2 = π(B 2 )ξ. Since B 1 and B 2 are monotonically independent, one can show that
where P ξ denotes the orthogonal projection onto ξ. I.e., the algebra ρ(B 1 ) acts as zero on the orthogonal complement of H 1 ⊗ ξ ∼ = H 1 and is a von Neumann subalgebra of B(H 1 ), when restricted to this subspace. It follows that ρ(B 1 ) contains the operatorP = id H1 ⊗ P ξ . Set P = ρ −1 (P ), then one can check that E(X) = P XP has all the desired properties.
The following theorem shows how to compute this conditional expectation in the situations which we will need here, it can be proved as in [10, Proposition 3.2].
Theorem 2.7. Let (A, φ) be a non-commutative probability space, B be a strongly closed *-subalgebra of A , let Y ∈ A sa , be an self-adjoint element which is monotonically independent with B, and let X = X * ∈ B sa . Denote by F = L Y the reciprocal Cauchy-Stieltjes transform of Y.
where R X (z) = (z − X) −1 (i.e. resolvent map).
We will use the notation E φ (·|X) for the generalized conditional expectation onto the strongly closed subalgebra generated by a r.v. X, but note that here this algebra will not be unital in general.
Muraki [13] showed the additive monotone convolution is described by the composition of the reciprocal Cauchy-Stieltjes transforms, If X and Y are two monotonically independent self-adjoint operators with reciprocal Cauchy-Stieltjes transforms L X and L Y , then X + Y has the reciprocal Cauchy-Stieltjes transform L X+Y = L X • L Y , and the Cauchy-Stieltjes transform
This result was extended to posssibly unbounded, essentially self-adjoint operators in [11] . Note that Bercovici and Voiculescu's result in [2] implies also in the case of monotone independence that any two of the three distributions of X, Y, and X + Y uniquely the third.
The main results and proofs of the theorems
The following theorems are the main results of the paper. The first theorem was proved by Bożejko and Bryc in [5] , authors used combinatorial approach and had to assume existence of all moments. Our proof is based on Biane's subordination trick of the conditional expectation of functions of X + Y given by the algebra generated by X. This allows us to relax conditions on moments, we assume only the existence of variance of random variables, which is natural assumption. The idea of this proof is close to the original Laha and Lukacs proof of the theorem [12] , with characteristic functions replaced by Cauchy-Stieltjes transforms. 
for all bounded continuous functions f ∈ C b (R). Note that it follows from the definition of monotone independence that we have
When the conditional expectation of X and X 2 onto the algebra generated by X + Y exists, then the quadratic regression property defined above is equivalent to the conditions (17) and (18) we used in the previous theorem. Remark 3.3. Because of the "non-unitality" of monotone independence, the assumption that X is centered is more important than in the free case, where it could easily be removed.
Next theorem gives a similar generalization of a result from [19] where authors proved characterization of free binomial and free Piosson random variable. This result is a free analogue of classical probability characterization proved in [4] . 
and U has free-binomial distribution, β(σ, θ).
The next result is a free analogue of characterization of the Beta distribution of the first kind proved by Weso lowski and Seshadri in [17] . Proof. It is easy to check that
We will first compute τ (XR X+Y (z)) in two different ways. Let us first observe that
Using Theorem 2.1 we compute τ (XR X+Y (z)) as follows
Similar argument applied to the expression τ (X 2 R X+Y (z)) give us
This gives the system of equations
Finally, (32) and (33) together with G X+Y (z) = G X (F (z)) give z) ) 0, which means that X + Y has free Meixner law. From this we also deduce that X and Y are bounded random variable and we can proceed analogously to the proof of Theorem 3.2 or 2.3 from [5] and [7] , respectively.
Proof of Theorem 3.2.
Proof. We compute again the expections of XR X+Y (z) and X 2 R X+Y (z) in two different ways. Applying the quadratic regression property and Theorem 2.7 to XR X+Y (z), we get
We conclude that G X , G X+Y and F = L Y satisfy again the system of equations (32) and (33). Since we also have again G X+Y = G X • F , see Equation (16), we can solve the system in the same way as in the proof of the previous theorem. In the first step we see that G X+Y is again given by Equation (34), i.e. X + Y has free Meixner distribution µ a,b . Using G X • F = G X+Y and substituting the formula for G X+Y into Equation (32), we get F . The conditions on F , which was in the free case the subordination function in Biane's theorem, imply that it is the reciprocal Cauchy-Stieltjes transform of some probability measure on R. By Bercovici and Voiculescu's result [2] F is invertible on some appropriate domain, therefore G X+Y and F determine G X . We see that X has free Meixner law µ a/ √ α,b/α . Remark 3.6. The only difference between the free and the monotone characterisations of the free Meixner law lies in the distribution of Y. In the free case F is the subordination function and G Y is computed from G X and G X+Y . In the monotone case F is the reciprocal Cauchy-Stieltjes transform L Y of Y. From Equation (32) we get
and therefore
The law of Y the β-th boolean convolution power of the law of X + Y, cf. [18] , which is also clear from Remark 2.2. Anshelevich [1] showed that the Boolean Meixner family also coincides with the free Meixner family, but it fails to satisfy a Boolean Laha-Lukacs-type characterization.
Proof of Theorem 3.4.
Proof. The main idea of the proof is similar to the proof of the Theorem 3.1. From Lemma 2.4 we have
As in the proof of Theorem 3.1, we will calculate conditional expectation in two different ways. Let us first proceed with τ (VΨ
Using Theorem 3.4, it follows that
By a similar argument we get
Taking into account that ψ
) and substituting z = F −1 (z) we obtain two equations (after simple calculation)
and
Under the assumptions of Theorem 3.4, we have
Using the relationship between the parameters i.
we can simplify the above equations
Since ψ
(z) and ψ
, from the above equations we get
(z) = 0, and
Now we use (3) to find the corresponding S-transform as
Note that the equations above define S-transform of the free-Poisson distribution (see equation (8)). Since U and V are free by (4) we arrive at
From (11) it follows that S U (z) is the Cauchy transform of free-binomial distribution with parameters θ = c/α and σ = λ − c/α. (1) .
On the other hand we can use Theorem 2.3 to transform (24), which after applying (41) gives
where Ψ Y (F (z)) = Ψ (1) ,
where for any non-commutative random variable X we denote ψ X (z) = τ (Ψ X (z)). Note that equation (24) we obtain
