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The latter aspect has important implications for the notion that transients might be closely related to perceptual judgments (Ghose and Harrison 2009; Price and Born 2010) . Middle temporal area (MT) neurons have been shown to convey reliable information about motion direction already within the first 75 ms after stimulus onset (Pack and Born 2001) , and postchange transients in response to speed changes were demonstrated to be most informative of these changes (Price and Born 2010) . Accordingly, transients were shown to correlate with the visibility of a stimulus (Macknik and Livingstone 1998) , perceptual decisions (Price and Born 2010) , and behavioral performance (Cook and Maunsell 2002; Galashan et al. 2013; Herrington and Assad 2009) . However, it is unclear how the shape of a transient depends on a neuron's tuning and, even more important, whether perceptual judgments can also be explained by firing rate changes producing negative population transients.
To address these questions, we investigated positive and negative transients and their relation to the tuning of MT neurons and we analyzed how transient population responses to various positive and negative speed changes can be read out to explain behavioral judgments and reaction time (RT). We find that neuronal transients are not only tuned to absolute speed values but particularly shaped to facilitate detection of rapid changes in visual input. The results of the study are consistent with the hypothesis that amplitude and latency of transient responses represent neurophysiological correlates of behavioral detection rates and RTs, respectively.
MATERIALS AND METHODS
Electrophysiological recordings. All experimental and surgical procedures conformed to the Regulation for the Welfare of Experimental Animals issued by the Federal Government of Germany and were approved by the local authorities. Electrophysiological recordings were performed in the left hemispheres of two male rhesus monkeys. A head post was implanted to the skull to prevent head movements during training and experiments. Dorsal access to area MT was provided by a custom-made recording chamber. Surgery was performed under aseptic conditions according to a protocol previously described in detail (Wegener et al. 2004) . Position of the recording chamber and coordinates for electrode penetrations were defined on the basis of a structural magnetic resonance imaging scan. Area MT was identified by the depth of the recording site, the high proportion of direction-selective neurons, and the size-to-eccentricity ratio of the receptive fields (RFs) as well as their restriction to one hemifield (Desimone and Ungerleider 1986; Maunsell and Van Essen 1983) . Extracellular action potentials were recorded with tungsten microelectrodes (125-m shank diameter, 1-to 5-M⍀ impedance; FHC, Bowdoin, ME), which were controlled by a hydraulic microdrive (Narishige International, East Meadow, NY) and penetrated the dura by means of a custom-made guide tube. The preamplified electrode signal was filtered between 0.7 and 5 kHz and sampled by custommade software at a rate of 25 kHz. Spikes were detected online by thresholding the signal. Spike clustering and classification into single units and multiunits were performed off-line based on principal component analysis and interspike interval distributions. Horizontal and vertical eye positions were recorded with a remote videooculography system with a CCIR Monochrome Camera (DMK 83 Micro/C, The Imaging Source, Bremen, Germany) at a temporal resolution of 50 frames/s.
Visual stimuli. Animals sat in a primate chair 83 cm in front of a 22-in. CRT monitor with a resolution of 1,280 ϫ 1,024 pixels and a refresh rate of 100 Hz. All stimuli were gamma-corrected and controlled by custom-made software running on a Pentium computer. Stimuli consisted of drifting sinusoidal gratings enveloped by a stationary two-dimensional Gaussian function (Gabor patches) with ϭ 0.75°, corresponding to a visible grating diameter of ϳ4.5°. Modulation amplitude was 10 cd/m 2 around a background luminance of 10 cd/m 2 , representing nominally 100% Michelson contrast. The phase of the grating at stimulus onset was shifted by 180°in half of the trials but was otherwise constant. Gabor patches were constant in size and placed at the RF center. Grating direction and spatial frequency were adjusted according to the preferred features of the neuron under investigation (see below).
Experimental procedures. All recordings were performed while monkeys were engaged in a dimming task at fixation. The task required the monkeys to press a lever after appearance of a 0.16°ϫ 0.16°fixation spot at the center of the screen and to maintain fixation throughout the course of a trial until dimming of the fixation spot required them to release the lever. Correct performance was rewarded with a drop of water or juice at the end of the trial. Trials in which eye position exceeded a window of 1°radius around the fixation spot and trials in which the lever was not released within a temporal window of 200 -500 ms after dimming of the fixation spot were aborted. For the majority of trials, dimming occurred pseudorandomly within 1 s after disappearance of the RF stimulus. In ϳ8 -10% of the trials, dimming occurred at random times during visual stimulation to ensure that animals stayed focused on the fixation point and did not shift attention through the visual field (catch trials).
Experimental sessions began with a detailed characterization of tuning properties. After isolation of a single unit or multiunit, the size and location of its RF were measured by a hand-mapping procedure using a bar stimulus. Preferred direction of each unit was determined semiautomatically by presenting sequences of Gabor patches with a spatial frequency of 1 cyc/°, drifting at 2.07°/s in 1 of 24 equally spaced directions. Each sequence consisted of up to 10 stimuli, each shown for 500 ms and separated by a blank interstimulus interval of 250-ms length. Stimuli were randomly ordered, and each was shown five times in total. Frequency tuning was measured similarly by presenting sequences of Gabor patches drifting in the neuron's preferred direction at one of seven different spatial frequencies (0.25, 0.5, 1, 1.5, 2, 3, and 4 cyc/°) and eight different speeds (1-23.5°/s). On the basis of the resulting profile, we chose a spatial frequency for the subsequent experiment that was associated with sufficient modulation along the predefined set of speeds or, as preferred speed depends on spatial frequency in some MT neurons (Priebe and Lisberger 2004) , occasionally also to manipulate the position of speed changes on the tuning curve. Finally, after adjustment of direction and spatial frequency, a unit's steady-state speed tuning was determined with sequences of Gabor patches drifting constantly at 1 of 35 speeds between 0.35°/s and 192°/s. These speeds included all speeds that occurred as target speeds in the subsequent experiments and were shown 10 times each. Temporal presentation of stimuli followed the same scheme as described above.
After the tuning characterization of the neurons, we conducted a main experiment to analyze transients following a total of 16 positive and negative speed changes and a control experiment, in which the temporal order of speeds was reversed (Fig. 1, A and B) . Both experiments were conducted in two variants that differed regarding the absolute speed values but were identical with respect to relative speed changes (Fig. 1C ): In the main experiment, Gabors drifted at one of two base speeds (2.07°/s or 6.21°/s) and then jumped to a target speed by instantaneously accelerating or decelerating by Ϯ 5%, 10%, 15%, 20%, 25%, 50%, 100%, or 200%. The control experiment consisted of an inverted sequence of stimuli (i.e., base speed could be 1 of the 16 target speeds of the main experiment, and subsequent target speed was always 2.07°/s or 6.21°/s). This allowed the investigation of transients in response to the same target speed but with different speed history. For both experiments, we also recorded a reference condition during which base and target speed were identical (referred to as 0% speed change). Speed changes were represented as Weber fractions, i.e., with the lower speed as the reference. For Flanked by stationary periods of 250 ms, gratings drifted at 1 of 2 predefined base speeds (2.07°/s or 6.21°/s), underwent a speed change after 750 ms, and moved at 1 of 16 target speeds for another 750 ms. Stimuli consisted of Gabor patches placed at the receptive field (RF) center, drifting in the preferred direction of a neuron. B: time course of the control experiment, following the same temporal sequence as in the main experiment but using an inverted order of speeds, i.e., base speeds consisted of the target speeds used in the corresponding speed set of the main experiment and target speed was identical to that speed set's base speed. C: normalized speeds and relative speed changes as used in both of the speed sets. Even though both speed sets differed in absolute speeds, normalized speeds and relative speed changes were identical in both sets, corresponding to either y-axis in A and B. Note that both speed sets were used in both of the experiments. Speed changes were of different sign, i.e., positive or negative (also referred to as "accelerations" and "decelerations"), and had amplitudes of Ϯ 5%, 10%, 15%, 20%, 25%, 50%, 100%, and 200% (defined as Weber fractions, see MATERIALS AND METHODS). In a reference condition (0%), gratings drifted at base speed for the full period of 1,500 ms.
example, 50% acceleration was given by 2.07°/s ϫ 1.5 ϭ 3.11°/s, whereas 50% deceleration was given by 2.07°/s Ϭ 1.5 ϭ 1.38°/s. All base and target speeds were shown for 750 ms each, flanked by stationary periods of 250 ms at the beginning and the end of stimulation (Fig. 1, A and B) . In the first block of the main experiment, 10 trials of each speed change condition of one of the two speed sets were recorded in an interleaved manner. If recordings remained stable, subsequent blocks were used to record data with the complementary speed set, the control experiment, or to record additional trials. In the remainder of the report, we refer to all neurons that were recorded with one of the two speed sets in either the main or the control experiment as a data set. Thus each neuron could contribute a maximum of four data sets. On average, we recorded 15 trials per speed change condition for each speed set and experiment (range 5-47).
Data analysis. To avoid artifacts because of spatiotemporal resolution limits of CRT monitors, stimuli for which the product of spatial frequency and speed was higher than a third of the refresh rate were excluded from analysis (Bach et al. 1997) . For all other stimuli, tuning curves were constructed from the trial-averaged spike counts in the transient period defined between 50 and 300 ms after stimulus onset. Speed tuning was modeled with the log-Gaussian function
to account for the logarithmic representation of speed in area MT (Nover et al. 2005) . R 0 , R A , s p , and correspond to the spontaneous firing rate, modulated firing rate (i.e., absolute firing rate after subtraction of R 0 ), preferred speed, and tuning width (in log speed), respectively; s 0 serves as an offset parameter at low speeds. To express the relative position of a predefined base or target speed s on a unit's transient speed tuning curve, its normalized distance D n from the preferred speed s p was expressed as multiples of the tuning width with the formula D n ϭ log(s/s p )/. Essentially, this measure corresponds to a z score on the Gaussian tuning function, returning zero for speeds equal to the preferred speed and negative and positive multiples of the tuning width for lower and higher speeds (Fig. 2, A 
and B).
For each trial in the speed change experiments, a spike density function (SDF) was calculated at a resolution of 1 ms using a relatively wide Gaussian window of ϭ 30 ms to obtain reliable estimates of transient response amplitude. For each data set and speed change of one of the experimental variants, we determined this "transient amplitude" as the maximum or minimum of the trialaveraged SDF between 50 ms and 300 ms after a speed change, depending on whether the per-second spike count in that window was higher or lower than in the reference period from 200 ms before the speed change until speed change (Fig. 2, C and D) . The "sustained amplitude" of the response was determined as the trial-averaged, per-second spike count during the last 400 ms of motion at target speed (Fig. 2, C and D) . Comparisons of these responses with a unit's tuning to constant speeds were made by calculating relative firing rate changes. First, for the transient and sustained response following a speed change, we divided each unit's response during the transient and sustained time window by the average spike count during the reference period 200 ms prior to the speed change. To remove outliers because of small denominators, the largest 1% of data was discarded from further analysis. Second, for the relative change expected by a unit's speed tuning, we calculated the ratio of firing rates in response to target and base speeds during speed tuning recordings. For each unit, we further calculated a response gain based on the slope of a regression line fit to all rate changes between Ϫ50% and ϩ50% speed change. The response gain was defined as the arithmetic difference of the slopes derived from the transient and the sustained response and the slope obtained from the response to constant speeds as measured during speed tuning recordings.
Physiologically based detection rates for relative speed changes were modeled by applying a threshold to the population response of a variable number of MT neurons. For each speed change, this population response was simulated by summing the SDF of n randomly drawn trials from the main experiment (both speed sets). To obtain an estimate of its variability along the trial, we repeated this procedure 200 times. To avoid the situation in which neurons with a high number of recorded trials would contribute with higher probability to this simulated population response, we restricted the sampling procedure to the first 10 trials of a speed change. In the case in which a neuron contributed Ͻ10 trials for any of the speed change conditions, we artificially enlarged its data set by randomly drawing 10 trials from the actual set of trials. Acceleration detection and deceleration detection were modeled by applying an upper and a lower threshold, respectively, to these surrogate data. Thresholds were computed by determining the point in time within 500 ms after a speed change at which the median of the 200 simulated responses was maximally deflected from the prechange activity and selected the distribution of response rates at this point in time for further analysis. As a reference, we used the simulated distributions of the 200 time bins before the speed change and then applied signal detection theory to determine optimal thresholds for increments and decrements of the population response (to positive and negative speed changes, respectively) by finding criterion values for which the sum of errors, i.e., "misses" (% of response simulations across all speed change distributions below threshold) and "false alarms" (% of the same number of response simulations in the reference distribution above threshold), was minimal (Palmer et al. 2007 ). This procedure was applied separately for accelerations and decelerations between 10% and 200%. Speed change conditions for which there was almost no change in the population response (0% and Ϯ5% speed change) were disregarded. The detection rate for each speed change condition was finally calculated as the percentage of simulated responses above (for positive transients) or below (for negative transients) these thresholds.
For investigating neuronal latencies we computed trial-averaged SDFs with a rectangular window of 20 ms. Latency analysis was restricted to speed changes of at least 20% because of the very high uncertainty in estimating the latency of extremely small transients as they follow speed changes of 15% or less. For speed changes of 20% and more, transient latency was determined by estimating the point in time within a 150-ms postchange window at which the SDF exceeded 1 SD of its firing rate distribution in the reference period (Lisberger and Movshon 1999) . Latencies below 40 ms were discarded (113/ 1,101). For motion onsets, response latency was determined as the point in time at which the firing rate rose above 1 SD of its distribution during the last 100 ms of the stationary period. Only speed changes and motion onsets with at least 10 recorded trials were included in the analysis. To investigate the relation between latency and absolute speed difference, latency was fit by the power-law function
similar to a function previously applied to RTs by Dzhafarov et al. (1993) . 0 and (s 1 ) correspond to the minimum latency and a speed-dependent factor, respectively. For speed changes, s 1 and s 2 refer to base and target speed, respectively. Positive and negative speed changes between 20% and 200% yielded 10 speed differences for each base speed in the main experiment. For motion onsets, s 1 is zero and s 2 refers to the base speed. Thus each speed set in the control experiment consisted of 17 speed differences.
Analysis of variance (ANOVA) was calculated with SPSS 20.0 (SPSS, IBM, Chicago, IL). All other analyses and statistical tests were performed with MATLAB 7.9 (The MathWorks, Natick, MA). Data were fitted with the nonlinear least-squares method implemented in the curve fitting toolbox. Unless otherwise noted, plots and error bars throughout this report represent means and bootstrapped 95% confidence intervals (CIs) (1,000 samples, bias-corrected and adjusted percentile method). Multiple comparisons were corrected by the Bonferroni method.
RESULTS
We recorded from 152 single units and multiunits in macaque area MT (monkey B: 55 single units, 50 multiunits; monkey R: 12 single units, 35 multiunits) while stimulating with a wide range of positive and negative speed changes of drifting Gabor patches (Fig. 1 ). Monkeys performed a dimming task at fixation with a mean performance of 96.8% and a mean RT of 321 ms. Mean performance and RT for catch trials (see MATERIALS AND METHODS) were 95.7% and 322 ms, respectively, indicating that the monkeys kept focused on the fixation point throughout the trial.
Tuning of transient responses. The first goal of this study was to investigate how the neuronal representation of dynamic speed changes arises from the interaction between a neuron's speed tuning (Lagae et al. 1993; Priebe et al. 2003; Rodman and Albright 1987) and the sign and the magnitude of a speed change. To this end, we recorded neuronal responses to predefined sets of base (2.07°/s or 6.21°/s) and target (Ϯ 5%, 10%, 15%, 20%, 25%, 50%, 100%, 200%) speeds and used all target speeds individually to measure a unit's speed tuning for stimuli without a speed history, i.e., without a preceding speed change (Fig. 2, A and B) . The speed tuning parameters were estimated by fitting a log-Gaussian tuning curve to a unit's transient response (median R 2 ϭ 0.90, 2 goodness-of-fit test: 142/152 fits, P Ͼ 0.05). For the representation of speed changes, the simplest assumption is that the neuron's response merely reflects the underlying speed tuning. Figure 2 , C and D, illustrate the response of two example units to positive and negative 50% and 100% speed changes, respectively. Because of its speed tuning ( Fig. 2A) , the unit in Fig. 2C is expected to respond with an increase in firing rate following a stimulus acceleration and with a decrease in firing rate following a stimulus deceleration. In contrast, with a base speed similar to its preferred speed (Fig. 2B) , the unit in Fig. 2D is expected to respond with a decrease in firing rate to both accelerations and decelerations. In fact, the trial-averaged SDFs of both units confirm these predictions, but their pronounced transient-sustained pattern shows that the postchange response is not that trivially related to the speed tuning. This is shown in detail by the population-averaged SDFs as calculated for both base speeds and each speed change magnitude (Fig. 3, A and B) . In response to speed changes below 20 -25% amplitude, firing rates hardly changed from baseline and were virtually constant for the remainder of motion at target speed. In response to larger speed change amplitudes, however, firing rates transiently increased and decreased beyond a sustained response plateau after stimulus accelerations and decelerations, respectively. In the following, we focus our analysis on the transient period of the postchange response since it reflects the initial representation of the speed change and possesses a close relation to behavioral performance (Galashan et al. 2013) . Generally, response transients following 2.07°/s base speed were larger for accelerations (Wilcoxon rank sum test of transient amplitude, P ϭ 0.016) and decelerations (P ϭ 0.003) compared with responses following 6.21°/s (Fig. 3, A and B) . To analyze how these transients relate to the position of a speed change on the tuning curve, we expressed the relative position of each base speed by its normalized distance D n from the preferred speed of a unit (see MATERIALS AND METHODS) . For the vast majority of recordings, this relative position was smaller than zero, i.e., our sample consisted mainly of speed changes starting on the rising flank of the tuning curve (Fig. 3, C and  D) . Distance D n for both base speeds centered between Ϫ1 and 0, i.e., between the steepest point of the tuning curve and the preferred speed of a unit, but on average was smaller for the base speed of 6.21°/s (mean: Ϫ0.43, n ϭ 86) than for 2.07°/s (mean: Ϫ0.85, n ϭ 94, Wilcoxon rank sum test,
To analyze responses at different positions on the tuning curve systematically, we pooled the data of both conditions and split them into four groups containing speed changes with base speeds at different relative positions (group 1: D n below Ϫ1; group 2: between Ϫ1 and Ϫ0.25 on the rising flank; group 3: between Ϯ0.25 at the peak; group 4: above 0.25 on the falling flank of the tuning curve). Transients were not significantly different between the two speed sets when grouped according to the underlying speed tuning (Wilcoxon rank sum test of transient amplitude, uncorrected for multiple comparisons, all P Ͼ 0.06), except for a larger transient for the base speed of 6.21°/s following 100% deceleration in D n group 2 (P ϭ 0.009). In all four D n groups the sign of the transient was well predictable from the response difference between the base and the target speed on the tuning curve. For speed changes on the rising flank, firing rate increased for accelerations and decreased for decelerations (Fig. 4, A and B) . On the falling flank, the opposite was true (Fig. 4D ). When base speed was close to the peak of the tuning curve where the slope is flat, firing rate was hardly modulated in response to a speed change but tended to decrease for both large accelerations and decelerations (Fig.  4C ). This was also true for the special subset of positive speed changes that crossed the peak of the tuning curve to reach a lower response level on the falling flank ( Fig. 4E ) and for negative speed changes of 200% to a lower level on the rising flank ( Fig. 4F) .
At first sight, the amplitude of the transient was also in qualitative agreement with the underlying speed tuning. The size of a transient, i.e., the absolute difference between its maximum or minimum and the preceding steady-state response, increased with the magnitude of a speed change on the flanks of the tuning curve (Fig. 4, A, B , and D) and correlated with the response difference as derived from a unit's tuning to base and target speed (Spearman correlation, r ϭ 0.61, P Ͻ 0.001). However, we made two observations that indicated that transient amplitudes do not solely reflect a "jump" on the tuning curve from base to target speed. First, we observed marked positive transients for accelerations in D n group 2 when there was hardly a difference between responses for base and target speed near the peak of the tuning curve (Fig. 4B) . Second, transients were not necessarily the largest when a speed change occurred at the steepest slope of the tuning curve. Although accelerations in D n group 1 and decelerations in D n group 2 pass the inflection point of the tuning curve, transients were significantly larger for both accelerations and decelerations in group 1 than in group 2 (Wilcoxon rank sum test of transient amplitudes, both P Ͻ 0.001) (Fig. 4, A and B) .
As a direct test of whether the transient firing rate merely reflects a neuron's underlying tuning to the absolute base and target speed of a speed change, we conducted a modified version of the speed change experiment in a subset of MT units (n ϭ 88). Here we used the same two speed sets as in the main experiment but inverted base and target speed intervals, i.e., base speed could be one of the previously applied target speeds, and target speed was always the corresponding of the two previous base speeds. Under such conditions, differences in firing rates in the transient period after the speed change cannot be explained by differences in target speed, since speed changes of different magnitude all ended at the same target speed. In fact, the results of this control experiment were similar to those of the main experiment and revealed transients whose sign and amplitude systematically depended on the sign and magnitude of the relative speed change (Fig. 5, A and B) . For both target speeds, the amplitude of the transient increased with the magnitude of the speed change and the sign of the transient was related to the position of the speed change on the tuning curve: With a similar majority of target speeds below preferred speed (Fig. 5, C and D ; mean D n : Ϫ0.87 and Ϫ0.65 for 2.07°/s and 6.21°/s, Wilcoxon rank sum test of difference, P ϭ 0.15), accelerations yielded positive transients and decelerations yielded negative transients or biphasic responses.
The results of the control experiment clearly reveal that the transient represents information not only about absolute speed as indexed by the speed tuning of the neuron but also about speed history in terms of speed changes. In light of this finding, we extracted the transients' speed change-dependent response component by comparing its deviation from the units' tuning to absolute speeds. Specifically, we compared the relative firing rate change of the transient response with the ratio of firing rates for the corresponding base and target speed as derived from the speed tuning curve (see MATERIALS AND METHODS). Figure 6 , A and B, show two example neurons. Unit B-004-MU (Fig. 6A) belonged to D n group 1, i.e., its preferred speed was more than 1 SD away from base speed (D n ϭ Ϫ2.2). The transient responses of this unit underwent markedly larger firing rate changes to both accelerations and decelerations than would be expected from its speed tuning. In contrast, the relative change of the sustained firing rate was in good agreement with the change predicted by the speed tuning. The transient responses of unit B-075-MU (Fig. 6B) , belonging to D n group 4 (D n ϭ 1.0 ), showed the corresponding pattern for base speeds on the falling flank of the tuning curve. Whereas relative firing rate changes between prechange and sustained period matched the change expected by the unit's speed tuning, the relative change of the transient exceeded the speed tuning for both decreasing firing rates following accelerations and increasing firing rates following decelerations. Figure 6 , C-F, show the speed change-dependent deviation of the transient response from the speed tuning as a function of the distance between base speed and preferred speed (D n groups), combining data sets from the main and the control experiment (n ϭ 268). In both groups with base speeds on the rising flank of the tuning curve, the relative change of firing rate in the transient period exceeded the changes predicted by the underlying tuning to the corresponding absolute speeds (Fig. 6, C and D) . In D n group 1 (mean: Ϫ1.43, n ϭ 73), this deviation was significant for all decelerations of at least Ϫ20%, and for 20%, 50%, 100%, and 200% acceleration, respectively (Wilcoxon signed-rank test of relative changes, P Ͻ 0.05, Bonferroni corrected for multiple comparisons of 17 speed changes). In D n group 2 (mean: Ϫ0.64, n ϭ 150), the same was true for both accelerations and decelerations of 50% and more. For speed changes on the falling flank (D n group 4, mean: 0.85), the relative change of the transient firing rate was only found to exceed the speed tuning prediction for decelerations, i.e., increments in firing rate (Fig. 6F) . For accelerations, i.e., decrements in firing rate, the relative change in the transient period matched the speed tuning. Emphasizing the limited number of data sets in this group (n ϭ 20), we found significant deviations at Ϫ20%, Ϫ50%, and Ϫ100% (Wilcoxon signedrank test of relative changes, P Ͻ 0.05, corrected for multiple comparisons of 17 speed changes), albeit on average all negative speed change amplitudes yielded markedly larger transient changes of firing rate than expected by the speed tuning. Interestingly, for speed changes close to the peak of the tuning curve where no transients had occurred (D n group 3, n ϭ 25), none of the speed changes yielded a relative change of firing rate that was significantly different from the change predicted by the units' absolute speed tuning (Fig. 6E) . The same was also true for most relative changes of firing rate in the sustained period after a speed change (Fig. 6, C-F) . Where deviations of the sustained response from the underlying speed tuning were significant, their direction was opposite to the deviation of the preceding transient response.
To analyze the difference between the transient and the sustained response along different positions on the tuning curve, we calculated a transient and sustained "response gain" as the difference between the slopes of regression lines fitted to the respective changes of firing rate between Ϫ50% and ϩ50% speed change (Fig. 6, A and B, see MATERIALS AND METHODS). In line with our previous analysis, the underlying slopes of the transient response were significantly higher than both the sustained response and the speed tuning in D n groups 1 and 2, i.e., for neurons for which the base speed before the speed change was on the rising flank of the tuning curve, and significantly lower in D n group 4, i.e., for neurons for which the base speed was on the falling flank (Wilcoxon signed-rank test, all P Ͻ 0.002). For neurons for which the base speed was close or equal to their preferred speed (D n group 3), there was no significant difference from the sustained response and the speed tuning (P ϭ 0.64 and P ϭ 0.44) and no significant difference from zero (P ϭ 0.51). Figure 7A shows the transient response gain as a function of the normalized distance D n between the preferred speed of a neuron and base speed (main experiment) or target speed (control experiment) for all neurons individually. The overall strength of the transient response gain systematically varies as a function of the distance of a speed change from the preferred speed of a neuron, being close to zero near the preferred speed and increasing with the distance between them on both sides of the tuning curve (linear regression, r ϭ Ϫ0.46, P Ͻ 0.001). In contrast, the response gain of the sustained response (Fig. 7B ) centered near zero and did not depend on the position of a speed change on the tuning curve (linear regression, r ϭ 0.06, P ϭ 0.34). We note that qualitatively similar results were obtained when the reference speed tuning of a unit was determined based on the peak (instead of the interval spike count) of its transient response or its sustained response to speed onsets.
Decoding transients with a threshold model. The previous analysis investigated the representation of speed changes in MT and the dynamics of speed change transients, as well as their relation to the tuning of a neuron. So far, we have shown that transients of neurons with a preferred speed further away from the stimulating (base) speed are much more pronounced than could be inferred from their speed tuning responses, average normalized response for D n groups 1-4 (corresponding to the 4 data groups separated by the vertical dashed lines in Fig. 3 , C and D), combined across base speeds. E and F: average normalized response for the subset of positive (E) and negative (F) speed changes that "jump" over the peak of the tuning curve to reach a lower response plateau at the opposite flank. Keys provide the number of data sets for each of the speed change conditions. whereas neurons with preferred speeds close to the stimulating speed do not show this modulation. Thus speed changes are not only represented by those neurons particularly tuned to the current stimulus' speed but by a majority of neurons with an apparently less optimal speed tuning, as to build up a population transient that is specific for the sign and magnitude of the speed change. To investigate this issue in more detail, we conducted simulations to analyze whether and to what extent the occurrence of positive and negative speed changes of variable magnitude can be decoded from neuronal transients in area MT, and whether physiological detection rates correspond to those measured psychophysically (Traschütz et al. 2012) . To this end, we applied a generalized version of a threshold model previously used to correlate MT activity in response to motion onset and speed pulses with detection performance (Cook and Maunsell 2002; Herrington and Assad 2009 ). Specifically, we modeled physiological speed change detection by taking the perspective of a receiver that sums up the input of a variable number of MT neurons and applies a threshold to increments and decrements of this population response. Figure 8 exemplifies the simulation of such a detection model based on a pool of 300 units. First, we simulated the time-varying input to the receiver by summing the SDF of 300 randomly selected trials from the main experiment, with each trial representing one input neuron, and estimated its natural variability by repeating this procedure 200 times (Fig. 8, A-H) . For each speed change, we selected the point in time at which the median of the 200 simulated input distributions was maximally deflected from baseline (vertical lines in Fig. 8, A-H) . We then used signal detection theory to determine an upper and a lower threshold for all positive and negative speed changes, respectively, that optimally discriminated between the input distributions at the time of maximal deflection and the distribution of the population responses before speed change (Palmer et al. 2007 ; see MATERIALS AND METHODS). Detection performance to individual speed change conditions was then calculated by estimating the percentage of simulated responses above (for positive transients) or below (for negative transients) this threshold (dashed horizontal lines in Fig. 8, A-H) . Figure 8 shows that the population responses derived by this simulation were similar to the previously shown response averages across all units and trials (Fig. 3) , expressing larger positive and negative transients in response to increasing positive and negative speed changes, respectively (Fig. 8, A-H) . Interestingly, between 10% and 100% speed change, decrements of the population response for decelerations were larger than increments for accelerations of the same amplitude (Wilcoxon rank sum test, all P Ͻ 0.003). For both accelerations and decelerations, detection performance of the model improved with speed change amplitude and was virtually perfect for speed changes of 50% and more (Fig. 8I ). In accordance with the larger negative transients we observed for decelerations, detection rates for small change magnitudes were consistently higher for decelerations than for accelerations: For a speed change of 10%, the detection rate was 0.34 for a negative speed change but only 0.27 for a positive change of the same magnitude. For speed changes of 20% and 25% this performance difference even increased, with detection rates of 0.7 and 0.76 for decelerations, respectively, but only of 0.51 and 0.57 for accelerations.
This asymmetry in detection performance for accelerations and decelerations is of particular interest, since psychophysically (using the same set of stimuli with an intermediate base speed) detection of positive and negative speed changes depends on eccentricity (Traschütz et al. 2012) . Foveally and parafoveally detection of small accelerations is better or close to deceleration detection, whereas in the periphery detection of small decelerations is clearly superior to acceleration detection. Therefore, we compared the performance of our model to psychophysical performance, and chose detection rates at an eccentricity of 10°f or reference (cf. Traschütz et al. 2012) , because of the median RF eccentricity of 9.7°in the data set of our model. The comparison shows that the performance of a threshold model applied to the speed change transients of the summed input of 300 randomly drawn trials from units in area MT is almost identical to the average performance across 10 human subjects, including the clear bias toward higher detection rates for small decelerations (Fig. 8I, dashed lines) . We note that qualitatively similar results were obtained when the simulation was based on 300 units drawn from the subsample of well-isolated single units, which contained a higher proportion of neurons stimulated on the rising than on the falling flank of the tuning curve. Because in the main experiment the transients' size was larger in response to the lower speed set (Fig. 3, A and B) , we next simulated the performance of the detection model separately for 2.07°/s and 6.21°/s base speed. Given the higher proportion of units stimulated near and above the peak of their tuning curve, we expected a lower performance for the higher speed set. Indeed, model performances were again close to human psychophysical performance in both cases, but the simulation based on units stimulated with the higher base speed yielded a lower performance than the simulation for the lower speed set (Fig. 9, A and B) .
We also simulated the detection performance of models based on other numbers n of MT units (combining both speed sets of the main experiment) and simulated each model 25 times to estimate the statistical variability of our results. For both accelerations and decelerations, detection performance of the model improved monotonically with n ( Fig. 10) and was similar to human speed change detection for populations of 100 -500 MT units. Models based on fewer units were significantly worse but were nevertheless able to detect speed changes reliably with as few as 25 units. Thus applying a simple threshold to transients elicited by instantaneous speed changes allows detection of these speed changes at rates consistent with behavioral detection rates and, remarkably, also reproduces a detection bias toward negative speed changes as previously reported based on human psychophysical results (Traschütz et al. 2012) .
Relation between transient latency and reaction time. Finally, we were interested in the relation between latencies of speed change transients and RTs. Psychophysically, RT analysis under identical stimulus conditions revealed first the general and to-be-expected finding that RTs in response to accelerations and decelerations become progressively shorter with increasing speed change magnitude and second, and more unexpectedly, that RTs for high speed change magnitudes were shorter for accelerations at the reference eccentricity of 10°but for small change magnitudes they were shorter for decelerations (cf. Fig. 4C in Traschütz et al. 2012) . Given the ability of a threshold model to account for behavioral speed change detection, and given the close relation between RT and transient latency in response to speed changes of 100% (Galashan et al. 2013) , we investigated whether latencies of MT transients in response to speed changes of different sign and magnitude covary in a way that qualitatively matches the pattern of RT variation found psychophysically. We restricted this analysis to speed changes of Ϯ20% to Ϯ200% magnitude, since changes of even smaller magnitude had extremely varying latencies and RT analysis of such small changes was not meaningful in the psychophysical data set (cf. Traschütz et al. 2012) . For latency estimation, we considered the point in time at which the postchange response exceeded 1 SD of the response during the last 100 ms before change. We found that, in accordance with RTs, latencies became generally shorter for increasing speed change magnitudes between 20% and 200%. More interestingly and closely resembling the pattern of RTs, latencies were shorter for accelerations at 200% change amplitude but longer at 20%, 25%, and 50% compared with decelerations of the same magnitude (Fig. 11A ). This result was also obtained by calculating latency as the point in time when 75% of the transients' amplitude was exceeded (as in Galashan et al. 2013 ). For statistical analysis, we performed an ANOVA with the two factors "change amplitude" and "sign of speed change." Both the main effect of change amplitude [F(4,978) ϭ 18.12, P Ͻ 0.001] and the interaction between the sign of a speed change and change amplitude [F(4,978) ϭ 2.73, P ϭ 0.028] were significant. In addition to this general agreement in RT and latency patterns, we also tested whether latencies fulfill predictions derived from psychophysical investigations that systematically characterized RTs as a function of a speed change. For a variety of motion detection tasks, Dzhafarov et al. (1993) demonstrated that RTs systematically depend on the absolute difference of a speed change and follow a power-law function with an exponent of Ϫ2/3. Importantly, this function was the same for base speeds between 0°/s and 4°/s, whereas for higher base speeds (which are associated with longer RTs), it is scaled by a speed-dependent positive factor. We reasoned that if transient latencies in MT constitute the physiological correlate of RTs, they should follow a power-law function with the same exponent. Therefore, we converted each speed ratio into a speed difference and tested whether a power-law function with a fixed exponent of Ϫ2/3 provided an adequate fit for the average population latencies acquired in the main experiment. In fact, transient latencies to speed changes after both base speeds were well described by such a function (Fig. 11B) . For speed changes after 2.07°/s latencies followed the function ϭ 49 ϩ 25 ϫ |s 2 Ϫ s 1 | Ϫ2/3 (R 2 ϭ 0.78, 2 goodness-of-fit test: P ϭ 0.577), and for speed changes after 6.21°/s they were fit with the function ϭ 54 ϩ 37 ϫ |s 2 Ϫ s 1 | Ϫ2/3 (R 2 ϭ 0.74, 2 goodness-of-fit test: P ϭ 0.769). Thus, in accordance with the psychophysical model of Dzhafarov et al. (1993) , transient latencies for speed changes after the higher base speed were longer and essentially followed a scaled version of the powerlaw function for the lower base speed. Moreover, since a central claim of the Dzhafarov et al. (1993) model is the general validity of the function for all base speeds below 4°/s, we also fitted latencies in response to motion onsets of different magnitude following stationary stimuli (taken from the control experiment). These were best fitted with the function ϭ 48 ϩ 24 ϫ |s 2 Ϫ s 1 | Ϫ2/3 (R 2 ϭ 0.88, 2 goodness-of-fit test: P Ϸ 1), which is essentially indistinguishable from the fit of latencies to speed changes after the lower of the two base speeds (Fig.  11B) . Thus latencies to positive and negative speed changes not only qualitatively follow the pattern of RTs in a psychophysical experiment with identical visual stimulation, they also conform to a model describing the relation between base speed, speed difference, and RT. 
DISCUSSION
Humans and monkeys can quickly detect onsets (Fabre- Thorpe et al. 1998; Thorpe et al. 1996) and changes (Eimer and Mazza 2005) of complex visual stimuli in their environment. Because temporal averaging over many spikes of a neuron cannot be achieved within the short timescales of behavioral performance, past theoretical work suggested that the representation of such brief events relies on fast and transient changes in a population of neurons (Gerstner 2000; Tsodyks and Sejnowski 1995) . Accordingly, the initial phase of a response (which contains the transient) has been shown to convey highly specific information about stimulus features like contrast, orientation, and motion direction (Celebrini et al. 1993; Mechler et al. 1998; Pack and Born 2001; Raiguel et al. 1999) and to be closely related to behavioral performance Cook and Maunsell 2002; Ghose and Harrison 2009; Herrington and Assad 2009; Macknik and Livingstone 1998; Price and Born 2010; Smith et al. 2011 ), even at a trial-by-trial level (Cohen and Maunsell 2010; Masse and Cook 2008) . Here we investigated the transient response of neurons to abrupt positive and negative changes in the speed of a stimulus. We found that accelerations and decelerations are represented by transient increments and decrements of MT firing rates that exceed the neurons' sustained response, i.e., their steady-state response to the new speed. Whereas the sign of these transient rate changes is determined by the relation between the steady-state responses to base and target speed as described by a neuron's tuning properties, their amplitude was found to be scaled by a response gain whose strength systematically increased with the magnitude of the preceding speed change. In contrast, there was no significant response gain in the sustained period after a speed change, indicating that the sustained response merely reflects a neuron's tuning to absolute speeds. Importantly, the amplitude and latency of rapid firing rate changes closely correlated with the detection rate and RT, respectively, as measured in a human psychophysical experiment and further emphasize the close relation of not only positive but even negative transients with behavioral detection performance.
In the motion domain, transient-sustained firing patterns have previously been investigated with a focus on positive transients in response to speed onsets. Importantly, it has been shown that the rapid decline of firing rate is not merely the result of neuronal fatigue but the consequence of an active short-term adaptation mechanism implemented within the circuitry of MT (Lisberger and Movshon 1999; . The similar shape and timescale of negative transients observed in the present study indicate that the same mechanism could be involved to generate a rapid positive rebound after a decrease of neuronal activity. In fact, the systematic and change-dependent scaling of both positive and negative transients is also highly indicative of a mechanism at the circuit level, as it is unlikely to be accomplished by simple spike rate adaptation within a single neuron. Paired speed pulse experiments similar to those conducted by could help to identify the adaptive mechanism that underlies transients in response to speed changes. Irrespective of that, our study provides yet another example of the functional role of adaptation for the representation of dynamic stimuli. Rapid adaptation has previously been shown to facilitate the representation of gradual motion onsets and offsets (Lisberger and Movshon 1999) as well as gradual accelerations and decelerations of moving stimuli (Price et al. 2005; Schlack et al. 2007) , and it has been shown to optimize the sensitivity of a neuron to deviations from the prevailing speed within just a few hundred milliseconds (Krekelberg et al. 2006; Price and Born 2013) . Here, adaptation grants short deflections of firing rate to signal speed changes but rapidly scales the postchange response to a level more similar to the previous steady-state firing rate, allowing single neurons and the population to maintain their responsiveness to upcoming features to which they are sensitive. By asking whether and how transient firing rates deviate from the putatively unbiased speed tuning of a neuron to stimuli without a speed history, the approach of the present study differs from a previous study exploring how the speed tuning itself evolves in the transient and sustained periods after a speed change (Price and Born 2010) . Price and Born (2010) collapsed data across different speed changes and across different positions on the tuning curve and showed that tuning curves in the transient period are steeper and more informative of a speed change than in the sustained period. Our study now demonstrates that these transients are actually tuned to represent the sign and the magnitude of a speed change in a systematic, approximately sigmoid manner and that their exact scaling depends strongly on the position of the base speed on the tuning curve. Regarding the latter, transient amplitudes were particularly increased in neurons with preferred speeds further away from the speeds involved in the speed change. As a result, both neurons that are optimally and suboptimally tuned to a speed change contribute to the population transient, making the neuronal representation of speed changes much more distinct.
At first sight, such a population code appears to be in conflict with studies demonstrating that perceptual decisions are based on MT neurons with the most informative tuning for a given task (Bosking and Maunsell 2011; Purushothaman and Bradley 2005) . However, we note that the correlation between a neuron's speed tuning and its impact on the population transient as a putative perceptual readout is maintained. In light of our results, we hypothesize that in a speed change detection task the detect probability of a neuron, i.e., the correlation between its firing rate and a successful detection (Bosking and Maunsell 2011) , shows the same dependence on speed tuning as the size of its transients, yielding the largest values for neurons stimulated below the maximum slope on the rising flank of its tuning curve. In fact, this notion is also supported by an analysis of the neurometric performance of MT neurons in a speed change detection task, which showed the highest performance values at submaximal slope values on the underlying speed tuning curve (Price and Born 2010, supplementary Fig.  1C ). Interestingly, a very different result is expected for the choice probability of a neuron in such a task, i.e., the correlation between random fluctuations of its firing rate and false detections in ambiguous or control trials (Purushothaman and Bradley 2005) . If all neurons contribute equally to a population response that is being read out by an observer in a speed change detection task, choice probabilities should be the same across MT neurons. These different hypotheses should be addressed in future experiments. As a major result, the present study also shows that physiological properties of neuronal transients in MT are systematically related to both detection rate and RT as previously investigated in a psychophysical experiment with identical visual stimulation (Traschütz et al. 2012) . First, detection rates of human observers including a detection bias for small decelerations were reproduced by a threshold model applying a detection threshold to the amplitude of the population transient, generated by ϳ100 -500 MT units. Remarkably, by means of such a mechanism the sigmoid psychometric function results from the systematic shape of positive and negative population transients. Second, the pattern of transient latencies was in accordance with the pattern of behavioral RT in response to the corresponding speed changes. Just recently it has been shown that transient latency is modulated by attention and significantly correlates with RT on a trial-by-trial basis (Galashan et al. 2013) . Since the latency of positive and negative transients determines when the population response reaches an upper and a lower threshold, respectively, a threshold model offers an attractive explanation for this finding.
Comparing neurophysiological recordings with psychophysical measures of behavior should ideally rely on parallel recordings in the same species. Yet, as the main objective was to measure the detailed neuronal representation of a wide range of speed changes, it was necessary to include change amplitudes below the psychophysical threshold. However, requiring monkeys to detect subthreshold stimuli yields the problem of finding a consistent reward scheme that prevents erratic behavior, as also previously noted by other authors Born 2010, 2013) . Hence, combining neurophysiology and behavioral responses in the same animal would have involved the risk of not reliably estimating effective detection performance. We therefore decided to base our analysis on the relation between neurophysiology and behavior on human speed change detection performance. Given numerous previous reports on the similarity of visual motion processing in humans and monkeys (e.g., Golomb et al. 1985; Krekelberg et al. 2003 Krekelberg et al. , 2006 Lynn and Curran 2010) , and the finding that neuronal responses to speed changes in MT are similar during passive fixations and active detection tasks (Price and Born 2010), we are confident that our comparisons are valid and that our results provide a solid basis for future experiments.
We also emphasize that while the receiver of the population transient could basically be located in area MT, both the amplitude and the temporal dynamics of transients might as well propagate to downstream, parietal areas, which have previously been closely linked to decision making (Gold and Shadlen 2007) . Regarding the number of neurons needed to provide a sufficient input to the receiver for matching human detection behavior, we are aware that our study could not make an exact estimate because both single units and multiunits were used for simulations. This pooling of data was necessary to obtain the largest, hence statistically most representative sample of MT neurons and tuning properties. Yet this procedure is valid in a model that calculates the sum of all types of neurons, i.e., optimal, nonoptimal, and detrimental types. In such a framework, a multiunit is essentially the preliminary sum of a few neurons with potentially variable tuning properties. Moreover, our own simulations demonstrated the susceptibility of estimated neuronal pool sizes to the underlying distribution. With ϳ55% of multiunits consisting of two or three neurons in our sample, the actual pool size could have been ϳ250 neurons higher. However, the actual simulation based on the subsample of single units with more favorable underlying preferred speeds yielded a similar performance for 300 units.
With respect to pool size, we also emphasize that neurons were recorded in independent sessions and, therefore, correlations among neurons were not considered. Previous studies showed that for correlation coefficients of ϳ0.1-0.2 (as observed in MT), the extractable information from a population response reaches a maximum at ϳ50 -100 neurons Zohary et al. 1994 ). However, these correlations depended on the similarity between neurons and dropped to an average correlation coefficient below 0.05 when the neurons' direction tuning differed by Ͼ90°. Under this condition, which is more comparable to the variable speed tuning of MT neurons included in our model, a maximum performance was not reached before a pool of a few hundred neurons (Zohary et al. 1994) . Thus the numeric range estimated in our study with uncorrelated responses is at least close to previous information estimates considering correlations.
For the present study, the results of applying a threshold model to MT population transients were in accordance with three critical psychophysical features of velocity detection as described by Dzhafarov et al. (1993) : First, like RTs, the latency of both positive and negative transients to speed changes and the latency of transients to different motion onsets followed the same power-law function of the absolute speed difference. Thus the dependence of MT neuron latencies on this difference could be a physiological basis for the psychophysical observation that the visual system processes every speed change as a speed difference (Dzhafarov et al. 1993; Hohnsbein and Mateeff 1998) . Second, like observers detecting speed changes, our model does not decode the absolute population activity after a speed change but the relative difference of the transient amplitude from the preceding steady state. Interestingly, such a relative decoding scheme in MT has just recently been shown to provide most information about a speed change (Price and Born 2013) . Third, in accordance with detection behavior, this normalization to the previous base speed is incomplete. Like RTs, transient latencies to motion onsets and speed changes not only show an overall power-law dependence on speed difference but are also scaled by a speed-dependent factor for base speeds above 4 -8°/s (Dzhafarov et al. 1993) . Our comparison of population transients after 2.07°/s and 6.21°/s base speed indicates that although speed changes were defined according to Weber's law, this incomplete normalization results from a change-dependent scaling of transient responses that is weaker for faster base speeds, apparently because the constituent neurons are less likely to be stimulated on the rising flank of their tuning curve. For even faster speeds, the predominance of neurons with preferred speeds higher than base speed is likely to become gradually smaller, yielding smaller population transients and poorer detection performance. With a performance plateau below 4°/s, this is what has been shown psychophysically for base speeds up to 23°/s (Notterman and Page 1957). Yet we cannot exclude that our model eventually fails at higher base speeds because the predominance of neurons with higher preferred speeds vanishes. In light of the finding that the distribution of preferred speeds in MT skewed toward higher speeds up to 32°/s (Nover et al. 2005) , however, it is likely to work over the behaviorally relevant range of base speeds.
Finally, we note that the general psychophysical properties of velocity detection described by Dzhafarov et al. (1993) have subsequently been shown also to characterize the detection of motion direction (Hohnsbein and Mateeff 1998; Mateeff et al. 1999) . Considering the tuning of MT neurons to speed and direction, it seems promising to investigate how transients in this area depend on more complex changes of motion and whether they can be decoded by a threshold model, too. The close relation between physiology and behavior as shown in the present study supports such a notion.
