We study the singularities of algebraic difference equations on curves from the point of view of equivariant sheaves. We propose a definition for the formal local type of an equivariant sheaf at a point in the case of a reduced curve acted on by a group which is virtually the integers. We show that with this definition, equivariant sheaves can be glued from an "open cover". Precisely, we show that an equivariant sheaf can be uniquely recovered from the following data: the restriction to the complement of a point, the local type at the point itself, and an isomorphism between the two over the punctured neighborhood of said point.
Introduction
This paper concerns equivariant sheaves on curves and their local study. Equivariant sheaves can be interpreted as an algebraic counterpart to discrete equations: these include difference equations, which are linear recurrence relations of the form y(t + 1) = A(t)y(t) for A(t) ∈ GLn(C(t)) and y is a column vector; and q-difference equations, which take the form y(qt) = A(t)y(t) for a given q ∈ C × . The relation between equivariant sheaves and discrete equations is analogous to the relation between D-modules and differential equations.
The goal of this paper is to provide a notion for the local data of an equivariant sheaf around the formal neighborhood of a point p on a curve C (this is Definition 3.5). We do so in the case where the group acting on the curve is an extension of a finite group by Z. We show that this definition is reasonable in that a sheaf can be recovered from its restriction to the formal neighborhood around p, its restriction to the open set C \ p and an isomorphism between these two modules on the intersection, i.e. the punctured formal neighborhood around p. This is the content of Theorem A.
Let us state it precisely: We are given a group G that has a finite index subgroup isomorphic to Z, acting on a reduced curve C over a field k, with a closed point p. We will focus on equivariant sheaves whose stalks at every generic point of the curve are finitely generated, and call the category they form G-Mod gfg (C). The restriction |U p we define lands in a category of modules on the formal neighborhood Up with extra structure, which we will call G-Mod(Up). We may also consider modules on the open set C * = C \ p, and similarly restrict them to the (punctured) neighborhood U
Symmetric elliptic difference equations
Symmetric elliptic difference equations (from now on, abbreviated to elliptic equations) are our main motivation to study discrete equations. They were introduced in [Rai11] in order to give an interpretation to the elliptic Painlevé equation arising in Sakai's classification of surfaces associated to difference Painlevé equations [Sak01] . It was first shown that the differential Painlevé equations correspond to isomonodromy deformations of moduli spaces of differential equations [Oka79] , which are some of the surfaces in the classification. However, not all the surfaces in Sakai's classification arise this way. Others arise as moduli spaces of discrete equations, such as difference equations [AB06] . Symmetric elliptic difference equations complete this picture by providing a moduli interpretation for the elliptic Painlevé equation. Concretely, one considers the moduli space of elliptic equations with certain prescribed singularities. This is a motivation to understand singularities of elliptic equations in general.
Elliptic equations arise as follows: discrete equations on the line take the form y(τ (x)) = A(x)y(x) for some automorphism τ of P 1 . For an elliptic equation, the role of τ is played by a correspondence in P 1 × P 1 , i.e. a curve E ⊂ P 1 × P 1 which we require to have degree 2 over each component and to be symmetric when the coordinates are interchanged. An elliptic equation is given by a matrix meromorphic function A : E → GLn(C), and it takes the form y(t) = A(s, t)y(s) whenever (s, t) ∈ E. The matrix A is required to satisfy the relation A(s, t) = A(t, s) −1 . In this paper we elaborate on elliptic modules, the counterpart to D-modules for this setting.
In the case where E is the union of the graphs of τ and τ −1 for τ ∈ Aut(P 1 ), τ 2 = Id, elliptic equations are τ -difference equations on P 1 . Further, if E is the nonreduced double diagonal, certain elliptic modules become equivalent to D-modules on P 1 (Proposition 4.12). Part of the interest on elliptic equations resides on the fact that they can degenerate to all these situations, and that this explains degenerations between surfaces in Sakai's classification.
Elliptic equations can be interpreted as equations on E rather than P 1 : the pullback y(s, t) = y(s) : E → C n of a solution satisfies the equations y(s, t) = y(s, t ′ ) and y(t, s) = A(s, t) y(s, t). The involutions (s, t) → (s, t ′ ) and (s, t) → (t, s) generate a dihedral group G acting on E, and the equations satisfied by y can be thought of as describing the G-equivariance of y.
At the level of modules, we make a somewhat arbitrary choice to define elliptic modules (Definition 2.2). However, we show in Proposition 4.2 that our definition embeds fully faithfully into the category of Gequivariant sheaves on E. Remark 4.9 points out that other reasonable definitions embed into G-equivariant sheaves as well. Using this comparison, we can rephrase Theorem A in the situation of elliptic equations. This is the content of Theorem 4.10.
When E is singular, one faces another choice: considering elliptic modules on E or its normalization E. Equivariant sheaves on P 1 agree only with elliptic modules on E. In Proposition 4.3, we show that elliptic modules which are flat at the singular points are equivalent on E and E, but we provide examples showing that this equivalence cannot be pushed much further. This is not surprising, since we use the results on [Fer03] relating quasicoherent sheaves on a curve and its normalization, which also requires flatness. For completeness, we show how all the remaining situations in which the curve E is not integral relate to modules on P 1 .
Structure of the paper
Section 2 contains the notation and definitions used throughout the paper. The main definition of the local information of a discrete equation is presented in Section 3.2, along with all the precise statements without proofs. All the relevant proofs for this section are in Section 3.3.
Section 4 concerns elliptic modules and all the related notions. The relation between elliptic modules and equivariant sheaves is made precise in Section 4.1, as well as the relation between elliptic modules on a curve and its localization. Section 4.2 gives explicit descriptions of E modules whenever E is not integral. This includes the relation with equations on the line such as difference equations and differential equations. Except for Theorem 4.10, Section 4 is independent of Section 3.
Definitions and notation

Equivariant sheaves and discrete equations
Throughout, we work over a field k of characteristic different from 2. All the sheaves we will consider are quasicoherent. Our main objects of study are equivariant sheaves. Let us recall the definition for convenience.
Definition 2.1. Let G be a (possibly formal) group acting on a scheme C by a map α :
Here m is the multiplication on G and π23 is the projection onto G × C that forgets the first factor. Further, if we let i × Id : C → G × C be the inclusion of the identity of G, we must have that (i × Id) * A = IdM . Morphisms of equivariant sheaves Hom
We will only consider discrete groups G (as a formal scheme, G ∼ = g∈G Spec k). In this case, G × C = g∈G C, so an equivariant sheaf consists of the data of M ∈ QCoh M , together with Ag :
The cocycle condition becomes the relation Ag 1 g 2 = g * 2 Ag 1 • Ag 2 , and the condition at the identity becomes A1 = Id. A morphism of sheaves φ in this situation is a morphism of equivariant sheaves if and only if for every g ∈ G, Ag • φ = g * φ • Ag. Given an equivariant sheaf M , we can consider for g ∈ G the map (g −1 ) * • Ag : M → M , which we will simply denote by g. This is not a map of sheaves: rather, for every open set U ⊂ C, Ag maps M (U ) to g * M (U ), and g * identifies g * M (U ) with M (gU ), so g maps sections on U to sections on gU . It is also not O-linear, like Ag is, but rather if for a local function f ∈ O(U ) we denote
We can interpret this as the relation gf = f g −1 g, or f g = gf g .Using this notation, the relation Ag 1 g 2 = g * 2 Ag 1 •Ag 2 becomes (g1g2) = g 1 •g 2 : note that for a morphism of sheaves φ, g
And the same reasoning shows that if g1g2 = g 1 • g 2 , then the maps Ag = g * • g indeed define an equivariant structure on the sheaf M . Using this notation, a morphism of sheaves φ is a morphism of equivariant sheaves if and only if for every g ∈ G, g • φ = φ • g.
In particular, if G is given by generators and relations, the equivariant structure is determined by a collection of isomorphisms {Ag : M → g * M } for g in a generating set of G, and a collection of isomorphisms {Ag} for g in a generating set will determine an equivariant structure if and only if for every relation g1 · · · gm = 1, the corresponding map g 1 • · · · • g m : M → M is the identity (note that since g1 · · · gm = 1, in this case the map will be an O-linear isomorphism of sheaves). If the group action is not faithful, we must take care to note which group the equivariant structure is for. For instance, given an automorphism g of C such that g 2 = Id, any isomorphism Ag : M → g * M will give rise to a Z-equivariant structure, where Z is generated by g. However, to obtain a Z/2Z-equivariant structure, we must also have the relation Id = A g 2 = g * Ag • Ag.
Relation to discrete equations
Linear recurrences give rise to equivariant sheaves: a linear recurrence for a group action takes the form s(gx) = Ag(x)s(x) for all g ∈ G, where s is a column vector and Ag is an invertible matrix, of size r. We must have the conditions that Ag 1 g 2 (x) = Ag 1 (g2x)Ag 2 (x), and A1(x) = Id. We may construct an equivariant sheaf by interpreting the recurrence as generators and relations: start with a free O-module F with basis {si,g} parametrized by 1 ≤ i ≤ r and g ∈ G. Let F have the equivariant structure given by
). We consider the subsheaf K of F generated by the elements {s i,gh − j a ij g s j,h } for all g, h ∈ G and i. Then M = F/K is the desired equivariant sheaf (notice that the equivariant structure preserves K). In the category of equivariant sheaves it correpresents the functor of solutions to the recurrence. For example, if the scheme is a complex variety, maps from M to the sheaf of meromorphic functions are the set of meromorphic solutions to the recurrence. Indeed, if si,1 map to certain functions fi(x), then g −1 si,1 = si,g must map to g −1 fi(x) = fi(gx). Therefore the relation s i,gh = j a ij g s j,h implies that fi(ghx) = j a ij g fj(hx). Conversely, any solution to the recurrence will yield a morphism of sheaves using these formulas.
Definition of elliptic equations
Discrete equations on P 1 are recurrences for an automorphism τ . The jump to elliptic equations consists on replacing a map τ by a correspondence. Concretely, to mimic the correspondence τ ∪τ −1 , the correspondence must be degree 2 and symmetric. Precisely, E must be a curve in P 1 × P 1 which has degree (2, 2) and it is symmetric, i.e. if σ : P 1 × P 1 is the map interchanging the factors, σ(E) = E. If E is smooth and it has a k-valued point, it is an elliptic curve, hence the name. We define elliptic modules to capture the equations on P 1 of the form f (y) = A(x, y)f (x) for (x, y) ∈ E. For discrete equations, the relations induced by τ and τ −1 must be the same. Similarly, for elliptic equations we must have A(x, y) = A(y, x) −1 . As stated before, this will be the only kind of elliptic difference equations we refer to in this paper, so we will just refer to them as elliptic equations.
Definition 2.2. Let E ⊂ P 1 × P 1 be a degree (2, 2) symmetric curve. Let π1, π2 : E → P 1 be the projections and let σ : E → E be the automorphism interchanging the factors. We assume that the projections πi are finite, i.e. E has no vertical components.
An (E-)elliptic module, is a quasicoherent sheaf M on P 1 , together with an isomorphism A : π * 1 M → π * 2 M , subject to the condition that σ * A = A −1 . We denote the category of E-elliptic modules as E-Mod. A morphism φ ∈ Hom E-Mod (M, N ) of elliptic modules is a morphism φ of sheaves on P 1 such that A • π * 1 φ = π * 2 φ • A. At the level of stalks, A is an isomorphism Ax,y : Mx → My whenever (x, y) ∈ E, and Ax,y = A −1 y,x . These should properly be called symmetric elliptic difference modules, for the following reason: Elliptic difference modules are sheaves on an elliptic curve E equivariant under the translation by a specified point on E. In our situation, if we choose the origin of E to be a ramified point of π1, then π1 identifies every point on E with its opposite according to the group law of E. Since (symmetric) elliptic modules come from P 1 , their stalks at both points on the fibers of π1 are identified, hence the name symmetric. A precise statement is provided by Proposition 4.2.
Remark 2.3. This is not the only possible notion of elliptic modules. If one adopts the idea that the unknown in an elliptic equation f (x) = A(x, y)f (y) is a function g(x, y) = f (x) : E → k, then one should study sheaves on E. We could have defined an elliptic module as follows: let σ : E → E interchange the factors, let σ1 be the automorphism (x, y) → (x, y ′ ) and let G be the infinite dihedral group they generate. An alternative definition is as G-equivariant sheaves on E. We will see in Proposition 4.2 that elliptic modules as we have defined them are a full subcategory of this category.
3 The local type
Notation
We consider the action of a group G that is an extension of a finite group by Z. Note that this includes all groups G containing subgroups H1 ⊳ H2 ⊳ G such that H1 and G/H2 are finite and H2/H1 ∼ = Z: the projection H2 → Z necessarily has a section, so Z is a finite index subgroup of G, and some finite index subgroup of this Z is a normal subgroup of G. Throughout, we will let τ ∈ G be a chosen generator of a normal finite index subgroup isomorphic to Z.
Throughout we will let C be a (possibly singular, possibly reducible, reduced, quasiprojective) curve over k with an action of G. We will study G-equivariant quasicoherent sheaves on C. We will say a sheaf M is generically finitely generated if the stalks at every generic point of C are finitely generated, or equivalently if it contains a coherent sheaf L such that M/L is supported only on closed points. We denote the category of equivariant sheaves by G-Mod(C), and the full subcategory of generically finitely generated elliptic modules by G-Mod gfg (C).
Definitions
We will let p ∈ C be a closed point, and Stp < G be its stabilizer (the stabilizer of the closed point, i. Note that in situations (i) and (ii), p must be a smooth point, as it has an infinite orbit.
Definition 3.1. We let C * = C \Gp. G-Mod(C * ) is defined as the full subcategory of G-Mod(C) on which functions vanishing only on Gp act as units, or equivalently as the category of G-equivariant quasicoherent sheaves on C \ Gp. The full subcategory of generically finitely generated modules is denoted G-Mod gfg (C * ). We denote the forgetful functor j * : G-Mod(C * ) → G-Mod(C), and we use the same notation for its restriction G-Mod
. The pushforward j * has a right adjoint j * , which is given by pullback of quasicoherent sheaves to C * , endowed with the natural G-action.
In what follows, we will let Rp be the complete local ring at p, a local ring of dimension 1, and Up = Spec Rp. We will let Kp be its total ring of fractions, i.e. the direct sum of the function fields of its minimal primes. If Rp is a domain, for example if p is smooth, then Kp is the fraction field of Rp. Note that Stp acts on Spec Rp by restricting the action on C, so we may talk of Stp-equivariant modules on Rp. (ii) G-Mod(Up) is the category of Rp-modules M , together with a single finite rank free submodule M lr , as above, such that M/M lr is supported on p. Additionally, M is Stp-equivariant, and the action of Stp preserves M lr . Morphisms are defined analogously.
(iii) G-Mod(Up) is the category of Stp-equivariant Rp-modules.
We will often write M ⋆ to denote either one of M l , M r or M lr to avoid repetition. We show that the restriction is well-defined independently of choices in Proposition 3.10. Note that in cases (i) and (ii) |U p is defined on generically finitely generated modules, while in case (iii) we can extend the definition to all modules. From now on, we will refer to G-Mod gfg (C) in all three cases. All our proofs will extend to arbitrary modules in case (iii).
. Further, the following square commutes (up to natural isomorphism).
Theorem 3.8.
[Theorem A] The diagram (3.7) is a cartesian square of categories. More explicitly, it induces an equivalence between G-Mod gfg (C) and the category G-
. This is the category of triples (MU p , MC * , ∼ =), consisting of objects
is a pair of morphisms fU p : MU p → NU p and fC * : MC * → NC * that commutes with the isomorphims.
Let us denote
, and let Φ : G-Mod gfg (C) → C be the induced functor. In Section 3.3 we will build the necessary tools to construct an inverse to Φ.
Remark 3.9. In case (iii), Theorem 3.8 holds after replacing G-Mod gfg (C) by G-Mod(C). We do not use the generically finitely generated assumption anywhere, except to be able to define |U p in cases (i) and (ii). We will keep referring to G-Mod gfg (C) everywhere to simplify notation.
Proof of the main theorem
Proposition 3.10. The functor |U p has the following properties. Note that in case (iii) all of them are clear or vacuous. We use ⋆ to denote any of l, r or lr.
Proof.
1. Let L1, L2 be two coherent subsheaves of M . For i = 1, 2, (L1 + L2)/Li is a coherent sheaf supported on closed points, and hence a finite length sheaf. This implies that the stalks of L1 and L2 can only differ at a finite set of points. Also notice that g identifies L g −1 p and (gL)p as g identifies
, which shows that the definition doesn't depend on n as long as it is big enough. Similarly, if two different coherent subsheaves are chosen then their stalks will be equal at τ n p as long as |n| ≫ 0.
Let us show the Stp-invariance. Start by assuming that h ∈ St * p . Then hL and L agree away from a finite set, so we may assume L is h-invariant: since we are in situations (i) or (ii), Stp is finite, so we can replace L by L + hL + · · · + h m L. Then we can see that
2. Since L is a coherent sheaf, its torsion has finite support, so M |
for |n| ≫ 0, and it is finitely generated since L is.
The equivariance of the map is straightforward.
4. Given a short exact sequence 0 → M → N → P → 0 in G-Mod gfg (C), take a coherent LN ⊆ N such that N/LN is supported on closed points. Then both LM = L ∩ M ⊆ M and LP = LN /LM ⊆ P have the analogous property in M and P respectively. The short exact sequence LN → LM → LP yields the desired statement after applying τ ±n and taking formal fibers.
5. Decompose f as an epimorphism followed by a monomorphism, so that we have two short exact sequences:
Then the exactness of |U p implies that the cokernel of f |U p is (coker f )|U p , which is an object of G-Mod(Up), so in particular
Up is free and it embeds into N/f (M ) = (coker f )|U p .
Proposition 3.11. C is an abelian category.
is an abelian category and it contains C as a full subcategory. Therefore, C is abelian if it contains kernels and cokernels for all its morphisms.
Consider a morphism f = (fU p , fC * ) :
We will often omit the reference to the isomorphism j⋆ Up has constant rank as desired.
The kernel (resp. the cokernel) of the morphism f is (ker fU p , ker fC * ) (resp. (coker fU p , coker fC * )). These are indeed objects of C, i.e. they agree on G-Mod(U * p ) by the isomorphism induced from M (resp. N ):
Remark 3.12. Take M ∈ G-Mod(C). Then the kernel and cokernel of the adjunction map M → j * j * M are supported on Gp, since they vanish after applying j * . Thus, we may fit any module M in an exact sequence as follows:
Here i ! is the left adjoint to pushforward i ! from Gp, and R 1 i ! is the first derived functor of i ! . However, we don't require these facts so we will not prove them here, and we can take the above sequence as the definition of i!i ! and i ! R 1 i ! . We will let M be the image of M → j * j * M . It can be characterized as the largest quotient of M with no sections supported on p.
Remark 3.13. The category C has the same structure as G-Mod(C) from Remark 3.12 above. The role of j * j * is played by the functor (j * j
, and modules "supported at p" are pairs (MU p , 0) ∈ C. The long exact sequence for M = (MU p , MC * ) takes the form
Where again i ! i ! and i ! R 1 i ! can be characterized as the kernel and cokernel of the map Id → j * j * . In this case, M is again defined as the image of M in j * j * M , and it is the largest quotient of M such that M Up has no sections supported at p. We will use the notation j * and i ! for C as well from now on.
We will now construct an inverse to Φ : G-Mod(C) → C. First, let us construct a functor ι * : G-Mod(Up) → G-Mod(C), which will we will prove to be the right adjoint to |U p . Let M ∈ G-Mod(Up) and an open set V ⊆ C. Also, from now on fix Ξ ⊂ G a (finite) set of representatives of G/ τ . We will distinguish our three cases: in case (i), we let
In case (ii), we let
In case (iii):
We give ι * M (V ) the structure of an O(V )-module by letting f ∈ O(V ) act by f (mg)g = (f g mg)g. One checks that this definition indeed makes ι * M into a quasicoherent sheaf, where the restriction maps are induced by the map M |U p → Kp ⊗ M |U p (notice in particular that if f is regular at gp, then f g is regular at p). Further, the condition hmg = m gh −1 is preserved by multiplication by f ∈ O:
We endow ι * M with the following G-equivariant structure: for g0 ∈ G, we make g 0 (mg)g := (m g
(mg)g 0 g . As before, we can easily check that the condition hmg = m gh −1 is preserved. One checks that g 0 (ι * M (V )) = ι * M (g0V ), and further let us verify that the G-action is compatible with the O-action: for f ∈ O and g0 ∈ G,
Lemma 3.14. The functor ι * , defined as above, is the right adjoint to |U p .
Note that |U p is only partially defined, since its domain is G-Mod gfg (C) rather than G-Mod(C). However, the notion of an adjoint makes sense since G-Mod gfg (C) is a full subcategory: we mean that for M ∈ G-Mod gfg (C) and N ∈ G-Mod(Up), there is a natural isomorphism
Proof. Let M ∈ G-Mod gfg (C) and N ∈ G-Mod(Up), and let φ : M → ι * N be a map in G-Mod(C). A local section m ∈ M is mapped to a sequence (φg(m))g. Consider φe, which maps the stalk of M at p to N , and is OC -linear. We must check that φe is Stp-equivariant provided that φ is G-equivariant. Indeed, if φ(m) = (φg(m)) and h ∈ Stp,
Finally, we must check that φe maps M ⋆ p into N ⋆ . Let us show this in the case where ⋆ = l, and the other situations will be analogous. There exists some coherent sheaf
, which for n ≫ 0 is contained in N l . This is the case because the stalk at p of L is finitely generated, so we only need to use that φ τ −n (m) ∈ N l for n ≫ 0 and m in a finite generating set of L.
In the other direction, let ψ : M |U p → N be a map in G-Mod(Up), i.e. a Stp-equivariant map such that ψM ⋆ Up ⊆ N ⋆ . We define the map φ : M → ι * N as follows: on a local section m,
If m is regular at gp, then g −1 m is regular at p, i.e. ψ((g −1 m)p) is contained in N rather than Kp ⊗ N , so the map is well-defined as a map of sheaves. Further, we check that it is O-linear and G-equivariant: if f ∈ O and g0 ∈ G,
We must check that the image of φ is contained in ι * N : the condition hmg = m gh −1 amounts to hψ
, which follows from the Stp-equivariance of ψ. Lastly, we must see that for n ≪ 0 and γ −1 ∈ Ξ, ψ((τ −n γm)p) ∈ N l , and similarly for N r . This is indeed the case, since m is contained in some coherent sheaf L, such that M/L is supported on closed points. For n ≪ 0 and γ
Up (recall that Ξ is a finite set), and therefore (τ −n γm)p ∈ M | l Up , which ψ maps into N l by assumption. It is straightforward to check that these two maps are inverse natural bijections between Hom(M, ι * N ) and Hom(M |U p , N ).
We now define Ψ, which we will prove is the inverse of Φ. Let M = (MU p , MC * ) ∈ C. The adjunction j * ⊢ j * yields a natural map f1 : MU p → j * j * MU p ∼ = MC * |U p (recall that this isomorphism is part of the data of M ). The adjunction |U p ⊢ ι * yields a map f2 : MC * → ι * MC * |U p . We define ΨM as the equalizer of ι * f1 and f2, i.e.
Lemma 3.15. Ψ is right adjoint to Φ.
follow that for g ∈ Θ l ∪ Θ r and any h ∈ Stp, m gh −1 = h mg. For g / ∈ Θ r ∪ Θ l (a finite set), we choose a set of representatives of (G \ Θ r ∪ Θ l )/ Stp, and for these representatives g we let mg be an arbitrary preimage of mg in MU p . The remaining g's are chosen in the unique way that ensures the condition that m gh −1 = h mg.
This provides an element ( mg) ∈ ι * MU p mapping to (mg) ∈ ι * M Up . We must check that the element (( mg), mC * ) is in ΨM , i.e. that this pair agrees on ι * j * M |U p . This is the case because the map MU p → j * MU p factors through MU p → M Up , and it is given that (mg) and mC * agree. We have thus produced a preimage of m as we desired.
In case (ii), we proceed as in case (i), replacing M lr Up by M l Up , and noting that defining Θ lr analogously ensures that G \ Θ lr is finite. For case (iii), we choose a (necessarily finite) set of representatives of G/ Stp, and for these we arbitrarily choose a preimage mg of mg. For the remaining g's, we ensure that m gh −1 = h mg, which implies that m gh −1 maps to m gh −1 . Then as before it will follow that (( mg), mC * ) ∈ ΨM , because the map to j * MU p factors through M Up .
We can finally show that Φ and Ψ are mutual inverses.
Proof of Theorem 3.8. The adjunction yields natural transformations η : ΦΨ → Id and ǫ : Id → ΨΦ. Let us start by proving that ǫ is an isomorphism: let M ∈ G-Mod gfg (C). The identity of ΦM = (M |U p , M |C * ) induces by the adjunction the map M → ΨΦM , which chasing the proofs above is given by
We will use the following exact sequences:
Applying ΨΦ, which is left-exact, we obtain the following diagrams with exact rows:
is an isomorphism, the five-lemma implies that ǫM is an isomorphism as well. Putting everything together, to show that ǫ is an isomorphism it suffices to prove that ǫ is an isomorphism when restricted to the images of i ! and j * , i.e. to sheaves supported on Gp and sheaves in G-Mod(C * ). In the first case, M |C * = 0, so M |U p is supported on p, and we want ot prove that M ∼ = ι * (M |U p ). It's a matter of writing out the definitions and using the fact that in cases (i) and (ii), ι * M |U p is contained in
, then ǫ is injective, since m|C * = m. Now, consider an element n = ((mg)g, mC * ) ∈ ΨΦM . We have that n = ǫ(mC * ), so ǫ is surjective.
It remains to prove that η : ΦΨ → Id is an isomorphism. Starting with M = (MU p , MC * ) ∈ C, η is given by ηU p and ηC * as follows:
We must check that they are both isomorphisms (as Lemma 3.15 guarantees that they are well-defined and that they agree on j * (ΨM )|U p ). We try the same strategy, with the analogous exact sequences as before (from Remark 3.13). Applying ΦΨ we obtain the following diagrams.
The rows of these diagrams are exact. This time, for the second diagram we need Lemma 3.16. As before, if arrows (1) and (2) are isomorphisms it will follow that ηM is an isomorphism as well, and if (3) is an isomorphism as well, the five-lemma will imply that ηM is an isomorphism as desired. So we need to check it for modules M with MC * = 0 and for modules with MU p ∼ = j * j * MU p . In the case of a module M with MC * = 0, as before it suffices to write the map η: ΨM ∼ = ι * MU p , so ηC * = 0 and ηU p is the map (ι * MU p )|U p → MU p , which can be directly verified to be an isomorphism. For a module of the form j * M , we have that Ψj * M ∼ = MC * , from the definition of Ψ (since (j * M )U p ∼ = (j * j * M )U p ), and therefore indeed η is an isomorphism.
Symmetric elliptic difference modules 4.1 Elliptic modules as equivariant sheaves
Elliptic modules are very closely related to equivariant sheaves. Refer to Section 2.2 for the notation and the definition. We will let π1, π2 : E → P 1 be the projections and let σ : E → E be such that π1 • σ = π2. Further, let σi be the deck involution of the double cover πi : E → P 1 (notice that σ2 = σσ1σ −1 ), which we show exists as part of Lemma 4.1. Elliptic modules come with a Z/2Z-equivariant structure (for the action of σ), and the fact that they are pulled back from P 1 means they have another Z/2Z-equivariant structure, for the action of σ1 (Lemma 4.1). Together, they form an equivariant structure for the infinite dihedral group G = σ, σ1 : σ 2 = σ 2 1 = 1 . Elliptic modules as we have defined them are not equivalent to G-equivariant sheaves on E, but they do embed into these. The reason for the difference lies in the fixed points of σ1: sheaves equivariant under the Z/2-action of σ1 are sheaves on the stack quotient of E by Z/2, but P 1 is just the coarse moduli space for this stack, and they differ exactly at the branch locus of π1. The relation between these two is simple: sheaves that descend to P 1 are the ones for which σ1 acts as the identity on the (derived) fibers at ramified points. This is the content of Lemma 4.1. We now present the main three results of this section, followed by their proofs.
For the results of this section it is essential that the characteristic of k is not 2, as well as for Theorem 4.10, since it depends on these statements.
Lemma 4.1. Let C be a smooth connected curve, and let π : C ′ → C be a finite flat map of degree 2. In this situation, there is a deck involution σ : 
Proposition 4.2. Let E ⊆ P 1 × P 1 be a degree (2, 2) symmetric curve with no horizontal or vertical components. Let σ : E → E be the automorphism interchanging the factors, and let σ1 be the deck transformation of π1 : E → P 1 . Let G be the infinite dihedral group generated by σ and σ1. Let i : Y ֒→ E be the subscheme fixed by σ1, i.e. the scheme cut out by the ideal sheaf IY = f − f σ 1 : f ∈ OE . Then there is an equivalence between the following categories:
• E-elliptic modules.
• The full subcategory of G-equivariant sheaves on E such that Li * Y Aσ 1 = Id, where Li * Y denotes the derived restriction to Y .
The equivalence of categories maps an elliptic module M to π * 1 M with the equivariant structure such that Aσ = A coming from the elliptic module structure, and Aσ 1 is provided by Lemma 4.1. Proposition 4.3. Let E ⊆ P 1 × P 1 be a reduced degree (2, 2) symmetric curve with no horizontal or vertical components. Let the field k be perfect. Let π : E → E be the normalization of E, let σ : E → E be the automorphism interchanging the factors, and let σi be the deck transformation of πiπ : E → P 1 (note that σ2 = σσ1σ). Let G be the infinite dihedral group generated by σ and σ1. Finally, let Z be the singular set of E and let iY : Y ֒→ E, resp. i Y : Y ֒→ E be the fixed scheme of σ1.
The pullback π * induces an equivalence between the following categories:
• E-elliptic modules which are flat at π1(Z) ⊂ P 1 .
• The full subcategory of G-equivariant sheaves on E satisfying two conditions:
1. At the points of π −1 (Z), the sheaves are flat.
Li * Y
Aσ 1 = Id.
The equivalence of categories maps an elliptic module M to π * 1 M with the equivariant structure such that Aσ = A coming from the elliptic module structure, and Aσ 1 is provided by Lemma 4.1.
Proof of Lemma 4.1. Note that in the unramified case this boils down toétale descent for quasicoherent sheaves, [Sta19, Tag 023T].
Let us start by explicitly showing the existence of σ. Since π is finite flat of degree 2, π * O C ′ is a locally free OC-module of rank 2. We will omit π * from the notation and just denote O C ′ = π * O C ′ , since we will only talk of sheaves on C. Let us start by showing that O C ′ /OC is locally free (the flatness implies that OC ⊂ O C ′ ). Since OC is (locally) a Dedekind domain, it suffices to show that it is torsion-free. Suppose it had torsion: let y ∈ O C ′ , a, b ∈ OC be such that ay = b. The ideal (a, b) ⊂ OC is locally free, so passing to a smaller open cover, we can assume that it is principal: thus we may assume that a = ca ′ , b = cb ′ and (a ′ , b ′ ) = OC. The flatness of O C ′ implies that c ∈ OC is not a zero divisor, so we have that a ′ y = b ′ . Since O C ′ is finite over OC, y is integral over OC, i.e. there is a monic polynomial annihilating it: n i=0 aiy i = 0, where an = 1. Multiplying by a ′n , we have n i=0 a ′n−i aib ′i = 0, which implies that a ′ divides b ′n . The conditions that (a ′ , b ′ ) = OC together with a ′ |b ′n imply that a ′ is a unit in OC. Therefore, y = b ′ a ′−1 ∈ OC. This shows that O C ′ /OC is locally free.
We have that both O C ′ and O C ′ /OC are locally free (of ranks 2 and 1, respectively). Consider an open cover over which they are both free, and for each open set choose a lifting y ′ ∈ O C ′ of a generator of O C ′ /OC . Then (on a fixed open set), {1, y ′ } is a basis of OC. Therefore, y ′2 = ay ′ + b for some a, b ∈ OC. We replace y ′ by y = y ′ − a/2, so that y 2 := x ∈ OC . Thus we have shown that O C ′ is locally of the form OC [y]/(y 2 − x), and as an OC -module it is OC ⊕ yOC. The action of σ * is OC -linear and generated by y → −y. This action is independent of the choice of y: one checks directly that any other y ∈ O C ′ whose square is in OC is an element of OC · y, and therefore the σ * -action is unique. Since this canonical action is preserved by localization, it can be glued over the open cover to yield the desired deck transformation. Notice that OC = O σ C ′ = {α ∈ O C ′ : α σ = α}. Now that we know the global existence of σ, we can see that the pullback π * is a local construction on C. Therefore, it is enough to prove the statement on an open cover. From now on, we will assume C = Spec R is affine, and S := O C ′ = R[y]/(y 2 − x) for some x ∈ R. For an R-module M , π * M = M ⊕yM , and the natural isomorphism σ * π * ∼ = (πσ) * = π * is the equivariant structure given by Aσ(m1 + ym2) = σ * (m1 − ym2) = σ * m1 + yσ * m2, for m1, m2 ∈ M . Therefore, on π * M/yπ * M we see that Aσ induces the map m → σ * m, while on y −1 (0) ⊆ π * M , it induces the map m → −σ * m, since y −1 (0) ⊆ yM ⊂ π * M . Conversely, suppose we start with an S-module N with an equivariant structure Aσ such that Aσm = σ * m on N/yN , and Aσm = −σ * m for m ∈ N such that ym = 0. In this case, we may split N into eigenspaces for σ = σ * • Aσ: the Z/2Z-equivariance exactly imposes the condition that σ 2 = 1, hence the eigenvalues are contained in {±1}. Let N = N+ ⊕ N−, where N± is the sub-R-module on which σ acts as ±Id. The above assumption on Aσ implies that ker y ⊂ N− and that N− ⊂ im y, since y interchanges the eigenspaces. Therefore, y induces a bijection N+ → N−, and N = N+ ⊕ yN+ = π * N+, so choosing the eigenspace N+ is the inverse to the pullback functor with the equivariant structure. It is straightforward to check that morphisms of R-modules are in bijection (via the pullback) with equivariant morphisms of S-modules.
It only remains to show that for an equivariant module N , the condition Li * Y Aσ = Id is equivalent to the condition that σ acts as 1 on N/yN and as −1 on y −1 (0) ⊆ N . Using the presentation S = R[y]/(y 2 − x), we see that IY = g σ − g = yS. We will have to consider two separate cases, depending on whether y is a zero divisor. If y is a zero divisor, then y 2 ∈ R must vanish, as R is a domain. Let us start considering the case where y 2 = 0. Direct computation using the resolution S
N , yet these isomorphisms do not necessarily commute with Aσ, as we will show.
We begin by constructing a free resolution of N that carries a compatible equivariant structure. First, split N into eigenspaces N = N+ ⊕ N− as before. Take generating sets of N+ and N− as R-modules and consider the free S-module generated by the union, which we will write F0 = F 
Now, let K0 = ker d0. Notice that AσK0 = σ * K0, so K0 inherits the equivariant structure. Thus, we can iterate the process to obtain the beginning of a free resolution F2
→ N → 0 where every term is equivariant and the above diagram is commutative.
Let us write i = iY . Li * N is represented by the complex i
The map d0 commutes with σ: therefore if σ acts as the identity on one side, it will do so in the other, as desired. For L 1 i * N , we note the following:
It is straightforward to check that d1 induces an isomorphism. Now, y is not a zero divisor and F0 is free, so for any submodule F ′ ⊆ F0, y −1 (yF ′ ) = F ′ . Therefore, y induces an isomorphism:
Notice that this map does not commute with σ, but rather y • σ = −σ • y. Therefore, if the action of σ on L 1 i * N is 1, the action on the right hand side is given by −1. Finally, notice that d0 maps y −1 d1F1/d1F1 isomorphically into y , and we know i * Aσ = Id. Conversely, suppose Li * Aσ = Id. Let us see that for every j > 0 there is an isomorphism φ :
Since all the modules are free, we have that for every j, yFj = y −1 (0). Now, if j > 0,
The isomorphism φ we have produced is a composition of the differentials di, which commute with Aσ by construction; and y, which anticommutes with Aσ. Therefore, if Li * Aσ = Id, it must mean that Li * N ∼ = i * N . In this case, we can again check directly that σ = Id on i * N = N/yN , and y −1 (0) = y · (N/yN ), so σ acts as (−1).
Proof of Proposition 4.2. Consider an elliptic module M , with A : π * 1 M → π * 2 M . Lemma 4.1 yields an equivariant sheaf structure on π * 1 M , Aσ 1 : π * 1 M → σ * 1 π * 1 M , and Aσ 1 is the identity at the ramification points. Making Aσ = A, we obtain a G-equivariant structure: the relations on G are generated by σ 2 = σ 2 1 = Id, and indeed σ * A • Aσ = Id. Let us now go in the opposite direction. Let M be an equivariant sheaf on E as in the statement. Lemma 4.1 shows that there's a unique M ∈ QCoh(P 1 ) such that M = π * 1 M with the induced σ1-equivariant structure. Further, Aσ induces an elliptic module structure on M .
It is straightforward to check that the constructions are functorial given that Lemma 4.1 gives a functor, and that they are mutually inverse. Proposition 4.3 requires some background. If E is singular and reduced, then the results of [Fer03] allow us to relate quasicoherent sheaves on E with sheaves on its normalization E. These results require flatness at the singular points, so we cannot have an equivalence (see Remark 4.7 for an example). However, we do have an equivalence between the full subcategories of flat sheaves in the equivariant setting, analogously to the theorem in loc. cit. We will recall it here for convenience.
This theorem describes the relation between modules over a fiber product of rings B × B ′ A ′ and modules over B, B ′ and A ′ . We reproduce the statement and the constructions here for convenience. Start with a Cartesian square of rings, and the corresponding commutative square of pullbacks (i.e. tensors):
The diagram on the right hand side induces a functor T :
is the category of triples consisting of a B-module NB, an A ′ -module M A ′ and an isomorphism φ :
In the definition of T (M ), this isomorphism is the canonical one. Ferrand constructs a right adjoint S to T , defined as follows:
S is defined on morphisms in the obvious way. Théorème 2.2 in [Fer03] includes the following statement.
Theorem 4.4 (Ferrand) . For A ′ , B ′ , B, S, T as above, assume that A ′ → B ′ is surjective. Then S and T are inverse equivalences between the full subcategories of consisting of flat modules.
Proof of Proposition 4.3. Let us start by showing that we are in the right situation to apply Theorem 4.4. Rings will be replaced by schemes affine over E, and analogous statements hold simply because modules and pullbacks are preserved by localization.
Let σ2 = σσ1σ be the deck involution for π2. Let X be the subscheme of E given as the fixed subscheme of σ1σ2. This is the subscheme cut out by the ideal sheaf
Letting X = π( X) (the scheme-theoretic image), we have a commutative square:
Lemma 4.6. With the notation above, OE = π * O E ×i X * π * O X iX * OX . Further, X is the (affine scheme) quotient of X by the action of σ1, so π1 induces an isomorphism between X and its image. The support of X is exactly Z, the singular set of E. Here we assume that the field k is perfect and not of characteristic 2.
Proof. Each of the two maps πi • π : E → P 1 is a Galois ramified cover with Galois group σi = Z/2Z, so it identifies O P 1 with (πi * π * O E ) σ i , where the notation R σ i denotes {f ∈ R :
Since E is the image of E in P 1 × P 1 , OE is generated by functions on each of the P 1 factors. Our first claim is that π * O
generates OE. This statement must be understood in the following sense: there is a basis of open sets U of E such that OE(U ) is generated by σ1-invariant functions in π * O E (π −1 (U )), together with σ2-invariant functions in π * O E (π −1 (U )). In particular, if we say f ∈ O E (V ) is σi-invariant, we mean that f σ i is regular on V as well. Further, we make the same claim about π1 * OE: we will show that there is a basis of open sets U of P 1 such that (π1 * OE)(U ) is generated by σ1-invariant functions and σ2-invariant functions in (π1π) * O E (U ). Note that all the rings of regular functions we mention can be thought of as contained in the ring of rational functions of E (recall that E might be disconnected, in which case its ring of rational functions is a sum of fields), so we can talk about containments and generation.
First, choose a basis of open sets of E of the form V = E ∩ (U1 × U2), where Ui ⊆ P 1 are affine open subschemes. The ring OE(V ) is generated by π *
, so we have the desired statement on E:
Let us see what happens on P 1 : suppose we have an open set as above, E ∩ (U1 × U2), and consider any open U ⊆ P 1 such that π
In this case, we have the simple observation that π −1 1 (U ) = E ∩ (U × U2), so the reasoning above applies, and therefore OE(π
1 U ). In particular, OE(π can be written as
For the other contaiment, let f + I X ∈ O E /I X σ 1 , i.e. suppose f
Finally, let us show that the points of X are those where E is singular. First note that I X is contained in the conductor of OE ⊆ O E , since I X O E = I X ⊆ OE, just because I X is an ideal of O E . Since the support of the conductor is the singular locus of E (i.e. the points where π is not an isomorphism), it follows that X contains π −1 (Z).
For the other containment, suppose p ∈ X, i.e. σ1p = σ2p. There are two possible situations, depending on whether σ1p = p. Start by assuming that σ1p = p. In this case, for i = 1, 2, πiπ(p) = πiπ(σip) = πiπ(σ3−ip), which implies that the map (π1π, π2π) : E → E ⊂ P 1 × P 1 identifies p and σ1p. Therefore, π is not an isomorphism around p, so the stalk of E at π(p) is not integrally closed, hence π(p) is singular.
Assume now that σ1p = p, and let m ⊂ O E be the corresponding maximal ideal. Suppose σ1 does not act as the identity on O E /m. Then (O E /m)
We have already seen that OE/I X = (O E /I X ) σ 1 , and therefore OE m ∩ OE
So, as before, π is not an isomorphism around p, so π(p) is singular. Lastly, suppose σ1 acts as the identity on O E /m. Then σ1 acts linearly on m/m 2 , which is a one dimensional O E /m-vector space. Since σ1 is an involution, it acts as −1 or as 1. Suppose it acts as 1: then for a generator f of m, we have that f σ 1 ∈ f +m 2 . Therefore, for any n, (f n ) σ 1 ∈ f n +f n−1 m 2 = f n +m n+1 , so σ1 acts as the identity on the completion of O E /m, so it acts as the identity on the connected component of E containing m. Since we are assuming that E is reduced, this cannot happen. Therefore, σ1 acts as (−1) on m/m 2 . We are left with the situation where σ1 acts as the identity on O E /m and as (−1) on m/m 2 , and so does σ2, since p ∈ X, the subscheme where σ1 = σ2. Let us prove that I X ⊂ m 2 , i.e. that σ1 = σ2 mod m 2 . The map σ1 −σ2 is a k-linear derivation of O E /m with values in m/m 2 : first of all, if a ∈ m, then a σ 1 ≡ a σ 2 ≡ −a mod m 2 , and σ1 = σ2 = 1 when they act on O E /m, so it is a k-linear map as desired. Notice further that m/m 2 ∼ = O E /m as O E /m-vector spaces. Finally, we can check it is indeed a derivation: for any a, b ∈ O E /m and any lifts to O E /m 2 , we have that
Finally, since k is perfect, the finite field extension k ⊆ O E /m is separable, and therefore the only k-linear derivation of O E /m is 0, so σ1 = σ2 mod m 2 as desired. Therefore, I X ⊆ m 2 , and (O E /m 2 )
As before, we have that
Therefore, π is not an isomorphism around p, so p is a singular point.
Proposition 4.2 shows that the category of elliptic modules is equivalent to the category of G-equivariant sheaves on E with the condition that Li * Y Aσ 1 = Id. The pullback functor maps sheaves on P 1 flat at π1(Z) to sheaves flat at Z, so the restriction is an equivalence between the desired subcategory of elliptic modules and the category of G-equivariant sheaves on E which are flat at Z and such that Li * Y Aσ 1 = Id. Let us start by showing how π * maps equivariant modules to equivariant modules. Let M ∈ G-Mod(E): we have the maps π * Aσ : Let us now construct the inverse to π * . Given Lemma 4.6, we are in the situation where Theorem 4.4 applies. We have the adjoint pair of the descent functor S : QCoh( E)× QCoh( X) QCoh(X) → QCoh(E) and its right adjoint T given by pullbacks to E and X. S is given on objects by mapping a triple N E ∈ QCoh( E), NX ∈ QCoh(X) and φ : i * X
Consider M ∈ G-Mod( E) satisfying the hypotheses in the statement. From M we construct an object in QCoh( E) × QCoh( X) QCoh(X): The σ1 -equivariant structure Aσ 1 satisfies the hypothesis of Lemma 4.1, so there is a sheaf M ∈ QCoh(P 1 ) such that π * π * 1 M = M with this equivariant structure. Take T (π * 1 M ) = ( M , i * X π * 1 M ) to be the desired object. Since M is flat at π −1 (Z), M is flat (i.e. torsion-free) at π(Z), and π 1 M )). To give M the structure of an elliptic module, we need to construct a σ-equivariant structure. The σ-equivariant structure of M can be enhanced to one on T (π Remark 4.7. Notice that the condition of flatness at Z is indeed necessary. Consider the following example:
Let an affine open set of E be cut out by the equation (y − qx)(y − q −1 x) = 0, for some q ∈ k × with q 2 = 1.
Then E is the disjoint union of two lines:
, where π is given by x → (t1, t2) and y → (qt1, q −1 t2). The dihedral group G acts as follows:
We can consider the following G-equivariant sheaf on E:
, and let si be a basis element for k[ti]/(ti). Consider the following equivariant structure:
This equivariant structure satisfies the condition that Li * Y
There is no E-elliptic module whose pullback is M : it would have to be supported on
2 ). Therefore, M supports no elliptic modules.
Remark 4.8. The functor from E-elliptic modules to G-equivariant sheaves on E constructed above from π * π * 1 is defined for any elliptic module, without the flatness assumption. The functor defined this way on the whole category of elliptic modules is faithful, but not full in general. Consider two elliptic modules M and N , with their corresponding elliptic structures which we will denote by A in both cases.
Lemma 4.1 ensures that π * π * 1 is a bijection between morphisms of sheaves from M to N and morphisms of Z/2Z σ1 -equivariant sheaves from π
is injective, since it is the restriction of the bijection π * π * 1 : HomO
. Let us now show by example that the functor is not full. Consider the curve E from Remark 4.7, with q a primitive cubic root of unity, so an affine open set of E is cut out by the equation y 2 + xy + x 2 = 0. We will construct two nonisomorphic elliptic modules M1, M2 whose pullbacks to E are isomorphic. For both modules, the underlying sheaf is the module k[x]/(x 3 ). Let si be the generator for Mi. We define the elliptic module structures by A1π * 1 s1 = π * 2 s1; A2π * 1 s2 = (1 + x 2 y)π * 2 s2. When pulled back to E, they both take the form A : π * π * 1 si → π * π * 2 si, so they become isomorphic by mapping s1 to s2. However, there are no nonzero maps from the elliptic module M1 to M2. Such a map would take the form f (s1) = (a0 + a1x + a2x
2 )s2. The relation A2 • π *
2 )π * 2 s2. The only solution to the equation a0 + a1x + a2x 2 + a0x 2 y ≡ a0 + a1y + a2y 2 mod (y 2 + xy + x 2 , x 3 ) corresponds to the zero morphism.
Remark 4.9. With Proposition 4.2 in mind, it seems that there are several reasonable definitions for elliptic modules. One could consider the whole category of G-equivariant sheaves on E, which as explained in said Proposition contains E-Mod as a full subcategory. Alternatively, one could force σ and σ1 to play symmetric roles by requiring that Aσ act as the identity on the fixed locus of σ, and considering this full subcategory of the one we are calling E-Mod in this paper.
Also notice that there are two very different behaviors depending on whether σ1σ has finite order. If (σ1σ) n = IdE, then the composition (σ1σ) n is an automorphism of π * 1 M . An interesting full subcategory of elliptic modules is the full subcategory of modules for which this automorphism is the identity. In other words, one might consider sheaves equivariant for a finite dihedral group, rather than the infinite dihedral group.
Application to elliptic equations
In light of Proposition 4.2, we can apply Theorem 3.8 to elliptic modules.
Theorem 4.10. Let E and G be as in Proposition 4.2. Let p ∈ E be a closed point and let E * = E \ Gp. For any scheme on which σ1 acts, we will denote without ambiguity Y as the fixed scheme of σ1.
• ) be the full subcategory of G-Mod gfg (E) (resp. G-Mod gfg (E * )) consisting of modules for which Li * Y Aσ 1 = Id. To define G-Mod(Up)
• , for every g ∈ G we will let Yg = g −1 Y be the fixed scheme of g −1 σ1g intersected with the formal neighborhood of p, in particular Yg is empty unless σ1gp = gp. Then, we let G-Mod(Up)
• be the full subcategory of G-Mod(Up) consisting of modules for which Li * Yg A g −1 σ 1 g = Id, for every g ∈ G.
We are denoting the embedding of Yg into Up by iY g .
Then the restriction of the functors |U p and |C * induces an equivalence between G-Mod gfg (E)
• and the fiber product G-Mod(Up)
Proof. Clearly |C * maps G-Mod
Y Aσ 1 = Id, then we use the following identity, which comes from applying Definition 2.1 and the discussion thereafter:
Therefore, if Li * 1 Aσ 1 = Id, we have that
Applying Theorem 3.8, G-Mod
• as a full subcategory, which itself contains G-Mod gfg (E)
• by the discussion above. It only remains to prove that G-Mod
• . Since we are dealing with full subcategories, we only need to check the containment of objects: we need to prove that for M ∈ G-Mod gfg (E), if bothLi 
* Ag , which implies that Li * 1 Aσ 1 = Id at the stalk around gp as well. Therefore, all the stalks of K vanish, so indeed M ∈ G-Mod gfg (E)
• .
Relation to difference and differential equations on the line
Elliptic equations generalize discrete equations such as difference equations, i.e. sheaves equivariant under z → z + 1, and q-equations, i.e. sheaves equivariant under z → qz, where q ∈ k × is fixed (note that up to a change of coordinates on P 1 these are all the automorphisms). This happens when the curve E is reducible, in which case its components have degree (1, 1) (since they are not allowed to be fibers), and therefore each component is the graph Γτ of an automorphism τ of P 1 . Since E is preserved by interchanging the coordinates there are two possibilities: either the components are interchanged, in which case they are the graph of an automorphism τ and its inverse (which must be different from τ , so τ 2 = 1); or they are both preserved, in which case we have the graphs of two different involutions, one of which could possibly be the identity.
In the case where E = Γτ ∪ Γ τ −1 , elliptic equations are strongly related to τ -equivariant sheaves on P 1 , which are difference equations if τ is z → z + 1 and q-equations if τ is z → qz (note that these are the only possibilities up to a change of coordinates). Away from the fixed points of τ , the notions of an E-elliptic module and a Z τ -equivariant sheaf are equivalent, and this equivalence can be extended over the special points for flat sheaves, as Proposition 4.11 shows.
Notice that the fixed geometric points of τ are the images of the singular geometric points of Γτ ∪ Γ τ −1 . In the situation where E = Γτ 1 ∪ Γτ 2 , the singular geometric points are the preimages of the points p for which τ1p = τ2p, or equivalently fixed geometric points of τ1τ2.
Proposition 4.11. Let k be perfect and not of characteristic 2. Suppose τ ∈ Aut(P 1 ) is such that τ 2 = 1. Let E = Γτ ∪ Γ τ −1 and let Z be the fixed scheme of τ . Then the category of Z τ -equivariant sheaves on P 1 is equivalent to the category of equivariant sheaves on the curve E = Γτ 1 ⊔ Γτ 2 . Therefore, the following categories are equivalent.
1. τ -equivariant sheaves on P 1 which are flat at Z.
2. E-elliptic modules on the curve E = Γτ ∪ Γ τ −1 which are flat at Z.
Suppose we are given τ1 = τ2 ∈ Aut(P 1 ) such that τ 2 j = Id, and E = Γτ 1 ∪ Γτ 2 . Let G be the infinite dihedral group generated by τ1 and τ2, acting on P 1 (the action is not necessarily faithful, for example if τ1 = Id). Let Z be the fixed scheme of τ1τ2. Then the category of G-equivariant sheaves on P 1 is equivalent to the category of equivariant sheaves on the curve E = Γτ 1 ⊔ Γτ 2 . Therefore, the following categories are equivalent.
1. G-equivariant sheaves on P 1 which are flat at Z.
2. E-elliptic modules on the curve E = Γτ 1 ∪ Γτ 2 which are flat at Z.
Proof. Applying Proposition 4.3, we have that elliptic modules which are flat at the singular points are equivalent to modules equivariant for the action of the dihedral group, and which are flat at the preimages of these singular points. The condition that Li * Y Aσ 1 = Id doesn't come into play, because in this case σ1 acts freely on Γτ ⊔ Γ τ −1 , since it interchanges the two components.
It remains to check that G-equivariant sheaves on Γτ ⊔ Γ τ −1 (which are flat at π −1 (Z)) are equivalent to τ -equivariant sheaves on P 1 (which are flat at Z). Given such an equivariant sheaf M on P 1 , we may pull it back by the projection π1 : Γτ ⊔ Γ τ −1 → P 1 , and it automatically becomes Z 2Z
σ1 -equivariant (Lemma 4.1). The action of σ is given by σ|Γ τ ±1 = σ1 • τ ±1 : Γ τ ±1 → Γ τ ∓1 , and therefore we must define
It is straightforward to check that indeed σ * Aσ • Aσ = Id, so π * 1 M is G-equivariant. If M is flat at Z, then π * 1 M is flat at π −1 (Z). Going back, if we start with N on Γτ ⊔ Γ τ −1 which is G-equivariant, we can get a sheaf on P 1 by taking M = π1 * (N |Γ τ ). Then on M we let Aτ = (σ * Aσ 1 • Aσ)|Γ τ . If N is flat at π −1 (Z), then M is flat at Z. It is straightforward to check that these constructions are mutually inverse.
In the second situation, we proceed analogously: we must show that G-equivariant sheaves on Γτ 1 ⊔ Γτ 2 are equivalent to G-equivariant sheaves on P 1 , and that the flatness condition is preserved. As above, given a G-equivariant sheaf M on P 1 , we consider π * 1 M as a Z/2Z σ1 -equivariant sheaf. This time, the action of σ on Γτ i equals τi, so we define Aσ = Aτ i on Γτ i . As before, π * 1 M becomes G-equivariant and it is flat at the fixed points of τ2τ1 if M was. The inverse of this functor is given as follows: starting with an equivariant sheaf N on Γτ 1 ⊔ Γτ 2 , we let M = π1 * (N |τ 1 ). The G-equivariant structure is given by Aτ 1 = Aσ|Γ τ 1 , and τ2 = σ1 • σ • σ1, since the analogous relations hold for the action of G on P 1 . Again, flatness at the specified points is preserved and one can check that the constructions are mutual inverses.
Recall that the flatness condition cannot be completely removed, as the example in Remark 4.7 shows. Further, if the components of E coincide so that E becomes the double diagonal, then E-elliptic modules become strongly related to D-modules on P 1 . This is very similar to Grothendieck's definition of a connection, see [Del70, I §2].
Proposition 4.12. Let τ ∈ Aut(P 1 ) be such that τ 2 = Id. Let I be the ideal sheaf of the graph of τ in P 1 × P 1 , and let E be the subscheme cut out by I 2 and let ∆ be the diagonal. Then E-elliptic modules are equivalent to the following:
• If τ = Id, elliptic modules are equivalent to ordered pairs of D-modules on P 1 , i.e. E-Mod ∼ = D-Mod(P 1 ) ⊕ D-Mod(P 1 ). The full subcategory of elliptic modules such that A|∆ = Id is equivalent to D-Mod(P 1 ).
• If τ = Id, elliptic modules are equivalent to Z/2Z-equivariant D-modules on P 1 , i.e. quasicoherent sheaves M on P 1 with two structures:
-A Z/2Z-equivariant structure Aτ : M → τ * M .
-A connection ∇ : M → Ω ⊗ M .
These two structures are compatible in the sense that τ * ∇ • Aτ = (IdΩ ⊗ Aτ ) • ∇. In other words, given m ∈ M , if we let ∇m = αi ⊗ m ∈ Ω ⊗ M , then we have that ∇(τ m) = τ * αi ⊗ τ mi.
Proof. Let τ = 1 and consider an elliptic module M . Consider A|∆, where ∆ is the diagonal: since σ|∆ = Id, A|∆ is an endomorphism of M whose square is the identity. M then decomposes as the direct sum of its eigenspaces M1 ⊕ M−1. First of all, we claim that M±1 are E-submodules. Consider the restriction A : π This implies that m−1 = 0, so M1 is an E-submodule. The same computation shows that M−1 is also an E-submodule. The action of A on M1 is the same as a connection by the definition of Grothendieck, see for example [Del70] . Similarly, the action of −A on M−1 is a connection. Therefore, elliptic modules consist of the direct sum of two D-modules. If we impose the condition that A|∆ = Id, then M−1 = 0, so we just obtain one D-module. Now suppose that τ : P 1 → P 1 is an involution, and letting E be the doubled graph of τ , consider an elliptic module M . Let us write the second projection as π2 = τ • π3, so we have that π1 • σ = τ • π3. The elliptic module structure is an isomorphism A : π
