We present a factorization framework to analyze the data of a regression learning task with two peculiarities. First, inputs can be split into two parts that represent semantically significant entities. Second, the performance of regressors is very low. The basic idea of the approach presented here is to try to learn the ordering relations of the target variable instead of its exact value. Each part of the input is mapped into a common Euclidean space in such a way that the distance in the common space is the representation of the interaction of both parts of the input. The factorization approach obtains reliable models from which it is possible to compute a ranking of the features according to their responsibility in the variation of the target variable. Additionally, the Euclidean representation of data provides a visualization where metric properties have a clear semantics. We illustrate the approach with a case study: the analysis of a dataset about the varia-B Jorge Díez
Introduction
In this paper, we study the complex interactions of a set of features with a continuous target variable in a learning task. We will deal with inputs that can be split into two parts, each with its own semantics. We try to model both the interactions of these parts, and the interactions between the components of each part.
The case study that we will use throughout the paper is a data set about the increase of Body Mass Index for Age (BMI) in children after the deployment of a Food Aid Program devised to help very poor rural communities in Southern México. In this case, the parts of the input describe the children and the intervention of the Food Program, mainly children's diets.
From a formal point of view, we have a regression learning task where regressors perform very poorly in terms of mean absolute error when compared with predicting the mean value for the target variable. In the case study, the state-of-theart regression methods only are able to reach a correlation between predictions and true values of 0.48, see details in Sect. 4 . However, we need to find a reliable way to model the relationship between inputs defined by their features and the target. First, we want to use the model to find a ranking of the features according to their relevancy to explain the variations of the target. Additionally, we want to build graphical representations to depict the interactions with respect to the target value.
To learn a model that captures the relationships between inputs and the target variable, we will transform the original regression problem into a ranking task. Instead of trying to predict the exact target value, we will capture its ordering properties. Thus, the aim is to learn a variation function g that induces the same ordering on inputs than the target value.
We set an optimization problem to learn g. The idea is to learn a linear mapping of the objects involved in the interaction (children and diets) in a common Euclidean space R k . The purpose is to unveil new latent relationships from the training data. Then, g will be defined by the distance of the representations of children and diets in the common Euclidean space. The optimization problem will search for the mappings that maximize the probability of coincidence between the relative ordering induced by g and by the target values.
Roughly speaking, g will be given by a weighted sum of products of the variables that describe the children and the diets. The approach presented here factorizes the vector of weights in the product (in some sense defined below) of two matrices: those that define the mappings. In addition to discover latent information, this trick allows us to draw children and diets in a metric space where similarity functions can be straightforwardly defined. It is noteworthy that using this similarity, we may obtain clusters of objects according to their behavior with respect to the target value.
In other words, we will use a matrix factorization approach. Notice that this approach has been successfully used for a variety of application fields including, for instance, recommender systems [7] , information retrieval [21, 22] and construction of music playlists [2, 14] . On the other hand, the factorization algorithm presented here can be seen as a visualization method to arrange in a common metric space the components of inputs in a sense that interactions are proportional to distances.
It is important to emphasize that the method proposed here is scalable to big data, notice that factorization algorithms were used in this context, see Sect. 2.2 for some references. Thus, we think that this paper opens some interesting possibilities to explore more subtle association in biomedical data, with the advent of new types of data and the availability of extensively linked data.
The rest of the paper is organized as follows. In the next section, we give a brief description of the Food Program that produced the data analyzed as case study. Then we review the previous work related to the techniques used throughout the paper. Sections 3.1 and 3.2 present the formal setting and the learning algorithm. The ranking of features involved in the learned functional relation of inputs and outputs is built using an analysis of sensitivity introduced in Sect. 3.3. Finally, Sect. 4 reports an exhaustive experimentation.
Background
This section is devoted to firstly introduce the Food Aid Program developed in México, from which we took the data, in order to analyze which factors could determine the increase of BMI in the beneficiaries of the aid. In the second part of the section we also present some previous works in the field of machine learning which are related to the approach presented in this paper, i.e., matrix factorization and learning from partial orderings.
Food aid program
In the past decade, a number of programs have been launched by governments in developing countries as an important strategy implemented to break the intergenerational transmission of poverty [9, 10] . The objective of these programs is to improve the quality of life of people through interventions in health, nutrition, and education.
In 2003 In order to study the impact of the program, a random sample of 206 rural communities in Southern México was randomly assigned to 1 of 4 groups according to the benefits received by PAL: a monthly food basket with or without health and nutrition education, a cash transfer with education, and the control group that did not receive any benefit. Let us notice that control communities were put on the waiting list for later incorporation into the program. See [9, 10] for more details.
A number of features were registered at the beginning of the intervention (in the following, baseline) in 2003, and after 14 months of intervention (follow-up), in 2005; see [3] .
The dataset used in this paper is a subset of the data so collected and was built as follows. The whole set of features was divided in two groups. The first one describes the children and their environment, especially features related to their mothers. This package has 52 features and include attributes of children at baseline as height, weight, BMI, several socio-economic indicators, and a binary feature to record whether or not the child is indigenous.
The second group of 84 features gathers the information about the group of intervention, and many features of the diet that the children had at the baseline and at the followup. Interventions are mainly related to diets, for this reason we called this block of features diets. However, the intervention may include talks given to the mothers of children about different aspects of nutrition. All features of this block are characteristics of the intervention that can be planed in advance, as fat or carbohydrates intake in children's diets.
In this paper we focus on the increase of BMI of children from the baseline to the follow-up. Thus, we excluded those features that can only be measured at the end of the follow-up and can be considered as part of the outputs of the intervention; this is the case of weight and height at follow-up.
In general, this type of support programs have been shown to have positive impacts on poverty reduction, health, nutrition, and education [11, 12, 19] . However, special care should be taken with the increase of BMI. There is an increasing prevalence of overweight in beneficiary households. For instance, the prevalence of overweight or obesity in adult women was 63.2 % in the beneficiary population of PAL. The large increase in household energy consumption should thus be considered as negative for these women; see [9] .
Related work
The algorithm presented in this paper is focused on the relative ordering of a variable that depends on the interactions of many others. The purpose is to provide a visualization method and to allow a feature selection of the components of the data.
The ordering aspects of the proposal of this paper are closely related to recommender systems whose aim is to present an order list of options. Thus, we used factorization models, since they constitute a very successful approach for recommender systems. For instance, the best performing algorithms in the Netflix Challenge used matrix factorization. In [7] , the winners of the Challenge present this approach for recommender systems. In this case, each object to be represented in a common Euclidean space has only an identity instead of a fully vectorial description with feature values. Moreover, the interaction of objects is modeled using basically the inner product.
In [16] , the authors present a general framework to learn matrix factorizations, libFM. The model presented in Sect. 3.2 is a bit different since the closeness variation is not included in libFM. But the general idea, presented also in previous papers [17, 18] is also based on the logistic sigmoid and maximum likelihood estimation solved using Stochastic Gradient Descend (SGD). Other optimization methods can be used in libFM, but SGD is the most recommendable according to the authors.
Another successful factorization approach was presented in [21, 22] ; in this case the application field is information retrieval. The aim was to learn a multilabel classifier. The authors estimate the relevancy of each label by the inner product of the representations in a common Euclidean space of the mapping of the input and each label.
More general than factorization systems are embeddings. The idea is to map objects in an Euclidean space in such a way that some function is optimized for different purposes. A use of embedding related to ordering, but in a different sense, appears in [2, 14] . These papers present a probabilistic model for generating coherent playlists by embedding songs and social tags in a unified Euclidean space.
In [8] , the authors present embeddings using kernels, and the purpose is to obtain fast retrieval methods for large-scale storage of images. In this case the Euclidean space is a lowdimension Hamming space where items can be efficiently searched.
On the other hand, in [1, 4, 5, 13 ] the sensitivity analysis of [15] was used to compute a ranking of features in a closely related context: learning preferences of users about a kind of items. Notice that its aim is also to learn to order things, and pairwise comparisons were also used to approach these learning tasks.
Finally, in nutrition, the typically used tools to analyze these datasets can be divided in two blocks: some statistical tests to check significant differences in groups, and regression methods with polynomials of degree 2, like the so-called double difference that is commonly used in impact evaluation studies [9, 10] .
A proposed learning procedure
In this section, we detail our proposal to analyze the data acquired from the Food Aid Program mentioned in Sect. 2.1. We divided this section into three parts: the first one makes an introduction to the general framework used in our proposed method, which is based in a maximum likelihood estimation by means of Stochastic Gradient Descent, thus minimizing a specific loss function explained in the section. In the general approach we introduce a function g that relates children and diets, which is explained in the second part of the section. Finally, in the third part we present a backward-chaining approach to analyze the relevance of the features representing the children/diets in the input data.
Formal framework
Let us consider the following dataset
Here we assume that f is an unknown real function on a vectorial space from where inputs x are drawn. The aim is to find a new function g of input data x, that depends also on some parameters θ , such that the variations of f can be predicted by the variations of g. The function g will have an analytical definition that makes easy to compute on any input. In symbols, the aim of g is to maximize the probability
In the following we will call g the variation function.
To learn g, from the dataset D, we define the following ordering version
The symbol p stands for the value 1 when the predicate p is true, and −1 otherwise. In the remainder of the paper, we describe an algorithm to learn g from this binary classification task.
Formally, the learning process of the parameters θ of g starts with the dataset D or (3). Soon we shall see that we may use only the examples of the positive class,
As usual, we assume that all these examples are independently and identically drawn (i.i.d.) from an unknown distribution. Thus, using a maximum likelihood approach, the parameters θ should maximize
We will consider the logistic sigmoid to represent these probabilities [16] [17] [18] .
In these equations, λ > 0 is a parameter used here to stabilize the numerical computations of the learning algorithm described below. Notice that if we had used the negative cases of D or , we would have duplicates of each positive example, since σ λ has the following symmetric property
Following [17] , the maximum likelihood estimation (5) can be done using an SGD (Stochastic Gradient Descent) algorithm [20] with a regularization term to ensure small components of the parameter θ . Thus, the optimal value, θ * is given by
Therefore,
wherẽ
Algorithm 1 implements this approach. The algorithm starts with a random value for the parameters θ . The parameters are updated picking up a random training example from D + or and using
In this equation, γ is the so-called learning rate, and ν is the regularization parameter. Both parameters must be positive. On the other hand, the partial derivatives depend on the actual definition of the variation function g.
In this section, inputs were described by a generic vector x and the aim was to emphasize the ordering of these vectors according to f values. In the next section, we will get into the structure of inputs as the concatenation of two different vectors, the representation of children and diets. 
Algorithm 1
SGD algorithm to learn the parameter θ using a Gaussian
Mapping of children and diets via matrix factorization
In the following, we will assume that each input data can be split into two parts:
We will consider an embedding of both children and diets in a common Euclidean space. Then, the function g (2) will be defined in terms of the mappings in the common space.
We assume that children are described by vectors in an Euclidean input space of dimension |Ch|, while diets are given by vectors with |Di| components. We shall represent them in a common space of dimension k using two linear maps given, respectively, by matrices W and V .
Let us remark that, as usual, we are considering vectors as column matrices. In this context, the parameters θ to be learned are the matrices W , V . There are different options to define the interaction of children and diets. In this paper, we present a g function that defines the interaction by the closeness. In symbols, we define
To allow the representation of more interactions of input data, we add one constant component (with value 1 for instance) to the vectorial representation of children and diets; that is,
Then, the variation function g includes the weighted sum of all monomials of degree 2 formed with variables taken from the description of children (c) or diets (d).
The derivatives needed to implement the learning algorithm are the following.
Additionally, we shall use the square of the Frobenius norm as the matrix regularization (7).
For V we use the same regularization. Therefore, the regularization derivatives are
In the next section, we describe a procedure to carry out a feature selection based on the sensitivity of the likelihood with respect to each feature.
Feature selection
The relevance of each feature can be estimated by its sensitivity in a sense that will be established below. The feature ranking algorithm that we will use is a backward-chaining procedure. Following the style of the RFE (Recursive Feature Elimination) ranker [6] , the feature with the lowest absolute value of the ranking criterion R is removed in each step. The learner is trained again with the remaining features, and the process continues until all features but one are removed. In this equation r is an index for the components of the description of the children, and s for the descriptions of the diets. A chunk of features can also be removed instead of only one at each iteration, as suggested in [6] .
Notice that in this way, we obtain a ranking of the original features, and a sequence of models.
The first-order sensitivity analysis uses the derivatives of the function employed as representative of the learning process. In [15] the author introduces a virtual scaling factor to compute the gradient for nonlinear equations. It acts as a component-wise multiplicative term υ (whose values are 1) on the feature values.
We shall consider the sensitivity of the likelihood (7) with respect to the features. Let us recall that the likelihood is what it is optimized to learn the parameters of the model used to explain the increase of BMI. In fact, the likelihood is a function of the training set (4), D + or , and the parameters θ .
To implement this ranking criterion, we only need to compute the derivatives of the variation function defined in Sect. 3.2.
A similar equation can be obtained for the features of diets.
Experimental results
In this section, we present a report of the experiments carried out to show the benefits of the approach of this paper. We first describe the dataset used, then we present the scores achieved by the approach described in previous sections. The next subsection reports the feature rankings. The section is closed with the illustration of some graphical possibilities of the analysis of the dataset.
Datasets
The dataset used in the experiments is a subset of the data used in [3, 9, 10] . We removed instances with missing values in body mass index (BMI). Each example is described by 136 features; 52 are referred to children, and the other 84 detail the intervention done with the children. The target value is the increase of BMI from the beginning of the intervention (baseline in the following) to its end (follow-up in the following). The imputation of missing values was done as follows. In continuous features missing values were filled with mean values computed on the training set. For discrete values (including ordinal) we used the mode. Finally, ordinal and continuous features were standardized according to mean and standard deviation values computed on the training data.
The 2665 instances so gathered, were split in two sets: train (with 1333 elements, our D dataset), and test (with the remaining 1332). To build an ordered set of pairs, we proceeded separately in training and testing sets, and for each instance we formed 10 pairs having their target values in a different tertile. Thus, we had 13330 examples in D + or (4), and 13320 in test set.
Scores
Firstly, we tackle the learning task as a regression problem. For this purpose, we used support vector for regression (SVR) with linear and polynomial (degree 2) kernels. The best absolute mean deviation was 0.64 achieved by a linear regressor with parameters C = = 0.01. The correlation between predictions and true values was 0.48.
Moreover, if we use the trivial regressor that always predicts the mean of the target values, the absolute mean error is 0.68. That is, the best linear regressor has a 94.28 % of the error committed by the trivial mean predictor.
The scores reported in Table 1 are the error percentages achieved in a simple train/test experiment. The table shows scores of the classifiers built with g (14) for different values of k (12) . In all cases, we used λ = 500. Each cell of the table reports the best score achieved by the corresponding algorithm (column) with a value of k (row) when, γ ∈ {0.1, 0.3}, and ν ∈ {0.01, 0.05}. In the same learning task, the error percentage of the best linear regressor was 36.2, clearly worse than the scores of Tables 1 and 2 explained below. We did not try to find the best value for parameters using an internal grid search since the purpose was not to make a comparison of the models learned by different variation functions. In fact, we appreciate that the scores shown in Table 1 are quite similar, ranging from 31 % to almost 34 %. The best values are obtained for k = 2, which allows us to draw the mapped data in R 2 , revealing some hidden patterns in the data. 
Feature selection
Let us recall that we are trying to find the features that are more useful in order to predict the increase of BMI. This is not exactly the value of the BMI at the beginning of the process. Table 2 shows the error rates obtained in the test set using the top-ranked features with different values of k, 2 and 20. In bold fonts we highlighted the scores achieved by the best trade-off between error proportion and number of features involved. In both cases, the error rate increases dramatically if we remove only one feature more.
The best scores are achieved with 5 or 4 features depending on the value of k. These features selected for k = 2 are the following: z-scores of height and weight, and age of the child at baseline, and the intake of fat at the follow-up. These features reach a proportion of errors in the test set of 30.49 %. If we use k = 20, the variables selected are the same with the addition of intake of fat at the baseline. The errors are also quite similar, in this case, 30.09 %.
It is important to realize that the whole set of variables is quite redundant. In fact, if the 4 most meaningful features with k = 2 are removed, then the best score is obtained with a set of 30 features that achieve an error rate of 35.65 %.
Graphical representations
An important contribution of the approach presented here is the possibility of producing a graphical representation of the data from a dataset like D in (1) . In this section, we present two figures which illustrate this capability. In both cases we used k = 2 and the whole dataset D for training. The predictions that appear in the figures are computed over all available data.
In Fig. 1 , we depict the relationship between predicted and true values of BMI variation ( f values in dataset D). Points were aggregated in 10 bins of equal frequency for g values, and in 20 bins for f values. Notice that this relation cannot be established in terms of exact values since regressors, in the best case, have only an accuracy similar to the trivial predictor that always returns the mean value. Thus, we had focused on the ordering relations of inputs according to f . Table 1 reports the goodness of the predictions, but Fig. 1 shows the boxplot of predictions and true values for the whole dataset. To avoid dispersion, we grouped g values in 10 bins of equal frequency (represented in the horizontal axis), and f values in 20 bins (represented in vertical axis).
In the figure we can see that the ordering provided by g and f are coherent only to a certain degree; the estimation of the error was 31.13 %. It is possible to argue that this score is not too high, but this is the best relationship that we can learn. Recall that it is a very difficult task to figure out the exact value of f using a regressor. In any case, we can clearly appreciate that median values in Fig. 1 increase with g-predictions.
The graph in Fig. 2 , gives a visual representation of the increase of BMI in an specific and very important group of children, the indigenous that constitute the 27.7 % of the data. We have drawn the mappings of the mean individuals of eight groups of children: indigenous and non-indigenous in each of the four kinds of interventions of the Food Program. The closer two points are in the picture, the more similar their increase of BMI. We can recognize that there is a big difference between these two groups of children. Let us remark that indigenous are an especially depressed ethnic in México even if they are compared to poor children of rural areas.
It is noteworthy the different role played by education as a complement to food basket. Let us recall that PAL was a conditioned program, which means that the food assistance was conditioned on attending nutrition and health education sessions, as well as participating in program-related logistic activities. However, one of the four kinds of intervention was food basket without education. Thus, it is an interesting issue to test the benefits of education in BMI increase.
The representation of groups with and without education is too near in indigenous children. This suggests that education was not important; in fact, for this group, food basket is relevant since it makes big differences with cash transfer and the control group. On the other hand, we can observe that education was important for non-indigenous since there is a big distance from the groups with food basket that can only be due to education. Moreover, notice that in non-indigenous cash transfer is closer to food basket with education, because both kinds of interventions included education.
One possible explanation for the irrelevancy of education in indigenous may be the language. There could be some problems in understanding the talks about nutrition since the knowledge of Spanish is not very good among the indigenous population. Additionally, the cultural level of the mothers (typically the attendees of the talks) prevent from a good exploitation of the talks.
Concluding remarks
We have presented an alternative method to analyze regression learning tasks with two important characteristics: inputs are given by two vectors with their own semantics, and the performance of regressors is very low.
The approach presented in this paper learns from the relative ordering of the target variable instead of trying to predict its exact values. For this purpose, we map each part of the input into a common Euclidean space. The metric properties of that space allows us to formulate the learning task as a solvable optimization problem.
Once we have a reliable model of the relationship of inputs and target variable, we can search for a ranking of the relevancy of input features with respect to their relevancy. Another important side effect of this approach is that we can draw the objects involved in the dataset in a graphical representation with a meaningful semantics.
We present the results achieved with a dataset about the BMI increase of children in Southern México after the deployment of a Food Program. In this case, inputs are split in features that describe child and features of their diets.
The approach presented let us visually inspect the results of the mapping, which allows us to gain insight into the problem from a graphical perspective. As an example, we presented a picture of the locations on the map of indigenous compared to non-indigenous children depending on the type of intervention in the Food Program. Visually, we may appreciate the big differences in terms of BMI increase of both ethnic communities. 
