I. INTRODUCTION
Since their inception in the 1970s, CIGS cells have increased in efficiency from around 4% to a record efficiency of 21.7% in the lab [1] . Today's commercial modules typically have efficiencies between 13% and 15%, approaching those of standard c-Si modules (usually around 16%). Many degradation and stability challenges have also been addressed [2] . Solar Frontier, the largest module manufacturer in this space, has scaled up its manufacturing capacity to over 1 GW/year and shipped over 2GW of its modules since commercial production began in 2007 [3] . Other CIGS module companies, including Stion, Taiwan Semiconductor Materials Company Solar (TSMC Solar), and Avancis, have reached manufacturing capacities between 100 and 200MW/year. Despite these gains, CIGS technology remains a small fraction of the overall photovoltaic market, accounting for only 2-4% of global modules shipments in recent years, with the vast majority of these products sold by Solar Frontier to Japanese markets. Several CIGS start-ups, including Global Solar, MiaSolé, and Solibro, have been acquired by Hanergy and have unknown futures; other have closed. A lack of public CIGS companies leaves little publically available information on costs and prices. CIGS module costs have been analyzed in several presentations and conference papers [4] - [10] . These analyses provided valuable information, but the most recent of these papers was published in 2013 [8] . Since that time, commercial module efficiencies have increased, manufacturing processes and tools have improved, material prices have fluctuated, and markets have changed. This study aims to provide current, bottom-up manufacturing cost analysis of CIGS module costs. It also expands beyond previous work by comparing costs for sputtering plus sulfurization after selenization (SAS) to coevaporation and computing LCOE. The results provide insights for understanding the current market as well as cost drivers and potential for future cost reductions.
II. METHODOLOGY
Our analysis begins with a definition of a reference module. We assume a monolithic, glass-glass module design with AZO (450nm)/i-ZnO(50nm)/CIGS(1.5µm)/Mo(250nm) [11] - [14] . While the sputtered i-ZnO/AZO front contact is common in the CIGS literature and manufacturing, the majority of commercial CIGS modules shipped today use a MOCVD ZnO:B front contact instead. This can have some advantages in terms of module processing and performance. However, we were not able to obtain required cost information for this layer at this time, and thus cannot present these costs here. Different buffer layers, including Zn(O,S), can also be employed. Additionally, reported Mo back contact thicknesses ranged from 240nm to 500nm. CIGS layer thicknesses and compositions vary, as do module dimensions, form factor (rigid or flexible), and substrate type. We assume annealed soda-lime back glass and ultra-clear tempered front glass with an anti-reflection coating is used in the modules. Sodium that diffuses from the soda lime glass helps to improve the CIGS doping density, open-circuit voltage (V oc ), and fill factor (FF). Our reference case design has a 1.5-μm thick CIGS layer, a 1.6m x 0.6m substrate size, 3.2mm thick front and back glass and mass ratios of Ga/(Ga+In) = 0.31, and Cu/(Ga+In) = 0.92.
In order to compute manufacturing costs in $/W DC , we map out a process flow and then calculate the cost of ownership for each step, including materials, labor, utilities, equipment, and building costs. The process flow is based upon a literature review [4] , [8] , [11] - [14] and discussions with CIGS experts in both academia and industry. As with the device design, there is no standard manufacturing process for CIGS. Thus, while the process flow has been constructed to the best of our ability to be representative, this will vary somewhat by company. Inputs for computing costs at each step are aggregated from multiple materials suppliers, equipment vendors, and industry members. Data on wages, salaries, overhead rates, electricity prices, and tax rates are gathered from public sources, including the U.S. Bureau of Labor Statistics and the U.S. Energy Information Administration. All $/W calculations assume 1,000 W/m 2 Global Horizontal Irradiance. A 7-year and 15-year straight-line depreciation schedule is used for equipment and building space respectively. We assume 100MW/year production volume in our reference case; potential impacts of production volume on cost are discussed in Section IV.
Minimum sustainable price (MSP) is defined here to be the price at which the net present value (NPV) of a 20-year investment in a CIGS manufacturing facility is equal to zero. The NPV is calculated using a discounted cash flow (DCF) model, and the required rate of return is set equal to the weighted average cost of capital (WACC). Computing the NPV involves consideration of manufacturing costs as well as sales, general, and administrative (SG&A) costs, research and development (R&D) costs, taxes, warranty costs, and the cost of capital. We assume SG&A costs are 7.6% of revenue and R&D costs are 4.3% of revenue based on the 2014 year-end income statement for the thin-film company First Solar [15] . These numbers were chosen as a proxy since there are no publically traded CIGS companies disclosing these financial data. In reality, SG&A and R&D costs vary significantly by company and over time. Warranty and legal costs are assumed to be 1% of revenue. Module recycling costs and salvage value are not included here due to the uncertainty and variability of these costs in the market. A WACC of 14.5% is used for the United States in 2015; this is computed using methodology described in [16] .
LCOE is calculated for utility-scale systems in the United States using the 2015.1.30 release of NREL's System Advisor Model (SAM) with the single owner utility model. Table I specifies our input assumptions. Parameters not listed in Table  I are set to zero unless otherwise noted. The total non-module system price at 14% module efficiency was computed at NREL using a bottom-up methodology for a 100MW utility installation in CA in 2015. The degradation rate of 0.96% was chosen based on the median degradation rate for post-2000 CIGS modules reported in [17] . While state and local incentives are not included, we examine LCOE for three cases of the Federal Investment Tax Credit (ITC) at 30% (current level), 10% (planned reduction for utility and commercial scale PV starting in 2017), and 0% (no federal incentives).
III. RESULTS

A. Case of Sputtering plus SAS of the CIGS Absorber Layer
Creating the CIGS absorber layer via sputtering plus SAS involves first sputtering Cu-Ga, and In precursors, then selenizing and sulfurizing the film at temperatures between 350 and 550 degrees Celsius. Selenization without sulfurization is also possible, but we do not consider it here because the sulfurization has been shown to improve the device efficiency, process tolerance, and yield [13] [19] .
There are many different ways to approach the sputtering plus SAS process. For example, a wide variety of precursor stacks have been proposed. In this analysis, we assume a simple precursor stack of Cu 0.75 Ga 0.25 (200nm)/In(280nm) based off of the literature [15] and interviews. Our model computes the cost to sputter this stack using rotary targets (some companies may also be using high-efficiency planar targets with a moving magnet source). We assume that the In, including what remains on the spent target as well as material deposited on the chamber walls, is recycled with a net recovery value of 75% of the original In material price. We do not assume any of the other materials are recycled. Selenization and sulfurization can occur in a batch process or in an in-line rapid thermal process (RTP). Batch processing is a more mature technique proven in high-volume manufacturing, and results in higher yields and higher device efficiencies today [18] . However, RTP can be significantly higher throughput than the batch process if process control and high manufacturing yields can be achieved at scale. Some groups may also prefer to an in-line process with elemental Se to avoid use of toxic H 2 Se gas. Our interviews indicate that most CIGS companies who are producing and selling modules today employ a batch SAS process using H 2 Se and H 2 S. We cost model both batch and in-line RTP processes assuming the same precursor stack, with batch representing our reference case. Figure 1 shows the step-by-step module manufacturing costs. Figure 2 compares the costs for batch and in-line RTP selenization and sulfurization on a $/m 2 basis. This assumes uptimes of 95% and 90% for batch and in-line processes respectively, but those interviewed gave mixed responses on uptimes for each process. The primary difference in cost between these two methods is the higher total capital expense for the batch case, which is driven by the lower throughput of the tools. Equipment and facilities requirements for handling the H 2 Se gas also increase the total capital expense slightly. We find materials costs to be slightly higher for the batch case as well due to the higher price of H 2 Se compared to elemental Se. Electricity usage per batch furnace in our model is lower than for each RTP furnace, but total electricity usage is higher for the batch case due to the greater number of tools required. This is dependent on the type of batch furnace used; our interviews indicate some companies use many smaller batch furnaces while others use a lesser amount of large furnaces. However, as mentioned previously, the batch process has already been implemented in large-scale manufacturing and achieves higher efficiencies, thus the $/W DC costs using this process may be lower today. Efficiency is a significant cost driver for both modules and systems. An in-depth understanding of the current and potential efficiencies with each of these processes is necessary to fully resolve this question, but is beyond the scope of this work.
Several interesting points can be observed from Figure 1 . First, we see that material costs dominate, comprising 60.4% of the total. Of those material costs, 73% is due to balance-ofmodule, only 18% is associated with the materials used to fabricate the CIGS layer, and 9% is attributable to other device materials. It should be noted that prices for Ga and In have been decreasing in recent months. The sensitivity of the costs to these material price changes is non-linear because a large part of the sputtering target cost is associated with shaping the materials into the source target. Half of the balance-of-module materials costs are due to the front and back glass alone. Glass prices can vary significantly by supplier and region of the world.
B. Co-Evaporation of the CIGS Layer
An alternative method for creating the CIGS layer is coevaporation. As with sputtering plus SAS, many different coevaporation processes have been proposed and explored, including 1-stage, 2-stage, and 3-stage processes. A 3-stage process, described in [20] , has resulted in the highest efficiency laboratory CIGS cells to date. A similar coevaporation process wherein In, Ga, and Se are first evaporated, then Cu and Se, and finally In, Ga, and Se again may be adapted to an in-line process [13] [21] . However, this approach is still in a very early stage of development and faces potential challenges to achieving high-efficiency and controlled processing at scale. Würth Solar, which was acquired by Manz, has commercialized a 1-stage in-line process. In this process, Cu is evaporated at all times during the deposition process, resulting in less control of the Ga gradient and lower efficiencies than the 3-stage case, but potentially also a more robust manufacturing process. The performance of identical devices created using the 3-stage versus 1-stage in-line process was studied in [22] , and authors found only a 0.7% lower efficiency for 1-stage in-line case. Figure 2 also shows the results of our cost model for this 1-stage co-evaporation process. We assume the module manufacturing process flow is identical to the reference case of sputtering plus batch SAS except for the CIGS absorber layer deposition, and thus focus on comparing absorber layer costs. Pricing of evaporation materials assumes 99.99% purity, and we assume a tool uptime of 90%. We find that, under these assumptions, the total cost for the sputtering plus batch SAS process is $2.17/m 2 higher than for the in-line coevaporation process. Materials costs are dependent on the location of manufacturing due to regional pricing and, significantly, currency exchange rates. Currency exchange rates also play a role in the price of equipment. In the future, it will be important to develop a deeper understanding of global supply chains for CIGS in order to quantify the full impact of exchange rate on manufacturing costs.
TSMC Solar, which uses sputtering plus batch SAS, and Manz, which uses in-line co-evaporation, have recently announced similar champion efficiencies between 16%-16.5% on their commercial lines [23] . It is an open question of whether one process will have an average production efficiency advantage over the other in the long-term.
We also estimated the costs for the 3-stage co-evaporation process, and found that it would currently be more expensive than sputtering plus SAS or in-line co-evaporation due to lower throughput and higher capital cost of each coevaporation tool caused by the increased process complexity. However, because this technique is in an early stage of commercialization (no commercial tool has been successfully implemented at to date), these results contain more uncertainty and are not presented in detail here. Capital costs, throughput, and material utilization are dependent on the tool and source design.
IV. COST REDUCTION ROADMAP
Total module manufacturing costs for the case of sputtering plus batch SAS are estimated at $78.22/m 2 . At 14% module efficiency, this corresponds to $0.56/W DC manufacturing cost and $0.72/W DC MSP. Now that the breakdown of these costs has been illuminated, we can construct a cost reduction roadmap, shown in Figure 3 . We compute a possible longterm manufacturing cost of $0.34/W DC and a MSP of $0.44/W DC for U.S. manufacturing if all the cost reductions in Figure 3 were realized. We estimate that manufacturing in Malaysia or a similar low-cost region would reduce the manufacturing cost by an additional $0.05/W DC. Initial analysis also indicates that scaling manufacturing volumes from 100 MW/year to 1 GW/year could result in an additional $0.03-$0.04/W DC savings, although this is still being investigated.
One significant cost driver is total manufacturing yield. We define a global effective yield that represents the total number of complete modules coming out of the process as a percentage of the initial input substrates and includes yield losses from all steps in the manufacturing process. In our reference cases, we assumed 90% global effective yield based on industry feedback. Our interviews indicate that manufacturing yields for current CIGS manufacturing range from about 85%-95%, with potential to raise these yields up to 98% in the future depending on the device design and process employed. With 85% yield, we compute a manufacturing cost of $0.59/W DC .
Increasing the throughput of the CIGS process also represents an opportunity for reduced cost. This can be done either via changes in the manufacturing process or in reducing the thickness of the device layers. In the roadmap, we separate out the cost reductions possible from thinning device layers, which reflect associated reductions in both materials costs and cycle time, and any increases in throughput that could arise from such a process change. The throughput per thickness is already fairly high for sputtering, so these process-related efforts would be best focused on the SAS or co-evaporation process. A significant portion of these cycle times, typically between 30-50%, is due to heating and cooling time. Reducing heating and cooling times further with current processes would be challenging because ramp up and ramp down rates are usually already optimized to allow for the fastest rates while avoiding thermal distortions or warping. Higher increases in throughput may also be possible in the future with novel methods.
Our data indicate that reducing the back glass thickness to 2.2mm, which may be sufficient to maintain mechanical robustness in the field, would reduce the $/m 2 glass costs. In fact, some companies may already be employing glass that is 2.2mm thick or even thinner. Even thinner glass, down to 1 mm, could potentially be used and result in a lower cost. The thicknesses of the front glass could also be reduced to further drive down module costs, but the feasibility of maintaining manufacturing yields and robust field performance in this case has not been publically demonstrated to our knowledge.
Several different alternative buffer layers have been explored in the past [24] , and we take sputtered Zn(O,S) as an example. Zn(O,S) buffer layers can also be deposited via chemical bath deposition (CBD), atomic layer deposition, or other techniques. Use of a Zn(O,S) buffer layer may allow for higher device efficiency by increasing the external quantum efficiency (EQE) of the device for wavelengths between 350nm and 550nm [24] . In Figure 3 , the "Sputter alternative Zn(O,S) buffer layer" bucket represents only the potential $/m 2 savings due to use of the sputtering process, and not any additional $/W savings resulting from an increase in device efficiency.
Since the question of how best to further reduce CIGS thickness while maintaining high efficiencies is still an open one, we do not account for any $/m 2 costs that may be added in order to maintain device efficiency at those thicknesses in our roadmap. These could include, for example, light-trapping structures to improve photon absorption or an electron reflector to reduce back contact recombination [25] . Decreasing the cost of other balance of module components, such as the junction box, can also help to reduce total module costs, as can be seen from Figure 3 .
Our understanding based on interviews and literature review is that 16% module efficiencies may be achievable in production in the near-term, and, as previously mentioned, Manz and TSMC have already announced ≥ 16% efficiencies for commercial sized modules produced on their lines [23] . Long-term, average commercial module efficiencies are not expected to exceed 20%, however. Meeting 20% would require aggressive engineering, potentially including processing steps, module design changes, or materials which increase $/m 2 module costs. Realized long-term costs will also be dependent on price fluctuations for the input materials, notably In, Ga, and Se.
V. LEVELIZED COST OF ENERGY
LCOE values are computed assuming the $0.72/W DC module MSP we calculated. Results are shown in Table II . The range is due to a spread in potential energy generation for commercially available CIGS modules modeled using the CEC Performance Model and Module Database in SAM. All results assume balance-of-system costs modeled for 100MW, utility installations in CA, as mentioned in the methodology. Thus, these results do not consider different possibilities for systems costs, which can vary significantly by region, project, and system size. Additionally, these scenarios only look at simplified cases where the federal ITC is considered at different levels but no state or local incentives are included, which means that projects installed today may be able to achieve lower LCOEs than we compute. Finally, the values in this table are for the reference case described here with U.S. manufacturing only, and is only computed for one location (Phoenix, AZ). The impact of all these variables on LCOE for CIGS technology will be described in future publications.
The computed LCOEs for these two technologies are very similar. The marginally higher LCOE for CIGS is primarily driven by the higher system cost. The CIGS balance-ofsystems are greater because of the lower efficiency (14% compared to 16% for c-Si modules). The $0.72/W DC module MSP we compute for 100MW/year production and U.S. manufacturing is above the global module price of $0.65/W DC assumed for standard c-Si in our calculations; CIGS companies today may have lower (or higher) manufacturing costs for reasons discussed in previous sections. However, total energy production from CIGS modules is also greater than that of c-Si in many scenarios, including the cases modeled in this work. This is because of the low temperature coefficient and good low-light performance of CIGS technology. This means that the LCOE for CIGS in Phoenix would be lower than that of c-Si at the same system price. In fact, based on the energy production computed for CIGS with SAM, system prices for CIGS can be $0.02/W-$0.03/W higher than for c-Si in this location and achieve a competitive LCOE. Additionally, some companies interviewed have reported higher energy production for their modules than modeled by SAM. Lower LCOEs may be achieved via 1) lower module price, 2) increased module efficiency while maintaining similar module price, which will drive $/W reductions in balance-ofsystem costs, and 3) reduced degradation rate.
