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Abstract
This report documents the status of the development of a sea surface temperature (SST) analysis
for the Goddard Earth Observing System (GEOS) Version-5 atmospheric data assimilation sys-
tem (ADAS). Its implementation is part of the steps being taken toward the development of an
integrated earth system analysis. Currently, GEOS-ADAS SST is a bulk ocean temperature (from
ocean boundary conditions), and is almost identical to the skin sea surface temperature.
Here we describe changes to the atmosphere-ocean interface layer of the GEOS-atmospheric
general circulation model (AGCM) to include near surface diurnal warming and cool-skin effects.
We also added SST relevant Advanced Very High Resolution Radiometer (AVHRR) observations
to the GEOS-ADAS observing system. We provide a detailed description of our analysis of these
observations, along with the modifications to the interface between the GEOS atmospheric general
circulation model, gridpoint statistical interpolation-based atmospheric analysis and the community
radiative transfer model.
Our experiments (with and without these changes) show improved assimilation of satellite radi-
ance observations. We obtained a closer fit to withheld, in-situ buoys measuring near-surface SST.
Evaluation of forecast skill scores corroborate improvements seen in the observation fits. Along
with a discussion of our results, we also include directions for future work.
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1 Introduction
The development of a coupled data assimilation system is motivated by the goal to achieve an inter-
nally self-consistent state of the entire earth system, and also its temporal evolution across different
components (Dee et al., 2014). In such an integrated earth system analysis (IESA), dynamical
evolution of one component would be directly constrained to the state and observations in other
components. In the context of a coupled atmosphere-ocean data assimilation system, such an IESA
could provide better air-sea fluxes and interface states (such as the sea surface temperature, surface
pressure, winds, currents, etc), that have the potential to improve prediction of tropical cyclogenis
and seasonal forecasts by making them less prone to initialization shocks (Brassington et al., 2015).
At the NASA Global Modeling and Assimilation Office (GMAO) an atmosphere-ocean coupled
IESA is being developed by focusing on the air-sea interface, and the sea surface temperature (SST).
The GMAO Goddard Earth Observing System (GEOS) Version-5 atmosphere and ocean data as-
similation systems require SST information (used by the atmosphere as a boundary condition and
by the ocean as observed data). It is currently specified from an existing analysis for the bulk SST
(such as those described by Donlon and coauthors (2007); Reynolds et al. (2007)). In the current
GEOS atmospheric data assimilation system (ADAS) SST comes from the Operational Sea Sur-
face Temperature and Sea Ice Analysis (OSTIA) system (Donlon et al., 2012). In the ocean data
assimilation system (Vernieres et al., 2012), the observed SST is from Reynolds et al. (2007).
Based on observations in the vicinity of the air-sea interface, the bulk and interface temperature
(or, skin SST) could differ by ∼ 1− 4oK (Fairall et al., 1996). However, the GEOS atmospheric
general circulation model (AGCM) simply sets the skin SST to be almost equal to the bulk SST (Rie-
necker and coauthors, 2008), with the net surface heat budget being a diagnostic variable (Molod
et al., 2012). Also the ADAS does not assimilate any SST relevant satellite or in-situ observa-
tions (Rienecker et al., 2011). As for the ocean data assimilation system (DAS), near sea-surface
temperature observations are not assimilated at the temporal frequency of their availability; instead;
daily average temperatures are assimilated. Also, the atmospheric states are based on an existing
atmospheric analysis (Vernieres et al., 2012), and hence there is no feedback between the oceanic
and atmospheric analyses. Therefore, coupling the ocean DAS analyzed bulk SST to the ADAS skin
SST is a logical first step towards the development of a GEOS coupled atmosphere-ocean IESA . In
this report, we document the steps that were taken in the ADAS only; IESA related developments
of the ocean assimilation system and its coupling to the ADAS will be addressed in the near future.
1.1 Document organization
This document is organized as follows: section 2 provides relevant background information and
literature on differences between bulk and skin SSTs; we also review related work and highlight
contributions of this study. In section 3 we describe our modeling of the relationship between bulk
and skin SSTs. Additions to the near sea-surface observational component of the ADAS and also
their inter-connectivity with the AGCM is detailed in section 4. The experimental set up is given
in section 5 and is followed by an analysis of results in section 6. We also discuss the changes
in the performance of the ADAS using various forecast prediction metrics in section 7. Finally in
section 8 we conclude with a summary of the work done and results.
2 Background
The skin SST (henceforth denoted by Ts) serves as a proxy for the air-sea interface tempera-
ture (Curry and coauthors, 2004). It is an important variable for the AGCM because it is used
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to compute air-sea fluxes and air temperature (Brunke et al., 2008). It is essential for ADAS as well,
since it is used to compute the simulated brightness temperatures by radiative transfer models (Han
et al., 2006) for analysis of satellite radiance observations.
The Ts in the AGCMs and ADAS is typically set equal to the bulk SST (Dee et al., 2011;
Rienecker et al., 2011) from upper ocean temperature analysis products, such as those described
by Donlon et al. (2012); Reynolds et al. (2002, 2007); Roberts-Jones et al. (2012). But the near-
surface ocean thermal structure is highly variable, as shown via observations (Fairall et al., 1996;
Gentemann and Minnett, 2008; Saunders, 1967; Soloviev and Lukas, 1997; Ward, 2006), and thus
it is important to distinguish between different temperatures (skin, sub-skin, etc; see Donlon and
coauthors (2007) for further details), and processes that lead to diurnal differences between the
bulk SST and Ts. During daytime (under solar insolation) and in calm winds, a stratified diurnal
warm layer forms, which causes Ts to be warmer than bulk SST. However, very close to the air-
sea interface, the ocean loses heat due to the net longwave, latent and sensible heat fluxes, and
this results in the formation of a cool skin layer, causing a drop of about 0.5oK in temperature.
Radiometric measurements (infrared and microwave) and in-situ buoys close to the sea surface have
the capability to measure these changes (see Donlon et al. (2002) for further details).
Several diagnostic/empirical models have been proposed to simulate the Ts variation (Fairall
et al., 1996; Filipiak et al., 2010; Gentemann et al., 2009; Price et al., 1986). (Also see review
by Kawai and Wada (2007) and references therein.) In the context of AGCMs, prognostic models
have been tested and implemented (Beljaars, 1997; Takaya et al., 2010a; Zeng and Beljaars, 2005) in
the operational version of the European Center for Medium-Range Weather Forecasts (ECMWF)
model; see Bellenger and Duvel (2009) for a discussion of the main differences between the prog-
nostic model of Zeng and Beljaars (2005) and the diagnostic model of Fairall et al. (1996). The Zeng
and Beljaars (2005) prognostic model has also been used by Brunke et al. (2008) in the Community
Atmosphere Model version 3.1 (CAM3.1). Results from these models indicate that they can real-
istically simulate the near-surface observed (buoy and radiometric) temperature variations (Takaya
et al., 2010a), and also impact the model mean climatologies of precipitation, outgoing longwave
radiation (OLR), latent and sensible heat fluxes (Brunke et al., 2008).
2.1 Related work
Before proceeding further, we would like to point out recent related data assimilation studies that
also used the Takaya et al. (2010a) (hereafter T10) model. With the ultimate goal of producing a
near real time global analysis of diurnal SST, While and Martin (2013) tested a prototype system
by sampling a T10 model-generated true state to obtain synthetic observations of a diurnally vary-
ing Ts. A time-series of those observations were assimilated using the same model in an attempt
to recover the true initial state of the model, net heat flux and wind speed at every time step. Their
data assimilation experiments show that they could improve the fit to the true state (compared to
first guess) and also recover the initial model state and heat fluxes, but not the wind speed. One
of their conclusions was that the accurate specification of errors in forcing fields (heat fluxes and
winds) and observations (of SST) is very important for a diurnal analysis of the global SST field.
McLay et al. (2012) also implemented a modified version of the T10 model, but without a cool skin
layer, in the Navy Operational Global Atmospheric Prediction System (NOGAPS). They obtained
an improvement in precipitation (midday peak value and daily accumulation) and statistically sig-
nificant differences in latent and sensible heat fluxes, OLR, 2m air temperature, etc. Overall, the
diurnal Ts model provided improved forecasts in the tropics, and its impact was lower the midlati-
tudes.
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2.2 Objectives
Here we estimate Ts using satellite radiance observations, the diurnal warming model of T10,
and the cool skin model of Fairall et al. (1996) (hereafter F96) after implementing them into the
GEOS-AGCM. Therefore additional background (or, first guess) fields of surface skin tempera-
ture are available to carry out an atmospheric analysis using the Gridpoint Statistical Interpola-
tion (GSI), Kleist et al. (2009a,b); Ts is analyzed along with the upper air analysis. From an obser-
vations standpoint, we focus on the surface sensitive infrared (IR) channels; in particular, Advanced
Very High Resolution Radiometer (AVHRR) observations have been added to the GSI observing
system. For this direct assimilation of SST-relevant observations, the interface between GSI and
Community Radiative Transfer Model (CRTM), Chen et al. (2008); Han et al. (2006) has been
slightly modified. We would like to emphasize that with these changes in place, the CRTM uses a
diurnally varying Ts to simulate brightness temperatures (for all sensors and channels), as opposed
to using a bulk SST field. The analysis increment (including Ts) is then used to force the AGCM via
an Incremental Analysis Update (IAU) approach (Bloom et al., 1996; Rienecker et al., 2011). We
expect that this procedure (for concurrent estimation of the atmospheric fields and Ts) contributes
to the preparedness of the GEOS-ADAS for an IESA.
3 Skin SST model in GEOS-AGCM
We first describe the status of Ts in the GEOS-AGCM before discussing changes that account for the
incorporation of diurnal variations. The skin temperature for model grid points (more specifically,
tiles) that are over land, lakes, sea ice and land ice is computed based on the net surface heat
budget (Molod et al. (2012), pp. 29). But over the ocean, Ts is obtained by relaxing to a bulk SST
(denoted by Td) data product,
Ts =
Ts+ γTd
1+ γ
; γ =
∆t
τsst
; ∆ t is model time step. (1)
The (default) relaxation time-scale, τsst , is set to 10−3 seconds; hence γ  1, Ts ≈ Td and net
surface heat flux simply serves as a diagnostic variable (Molod et al., 2012). As for the Td , GEOS-
ADAS versions 5 11 0 and onwards have been using OSTIA SST for the bulk SST (Rob Lucchesi,
personal communication, 2014). This data product has been designed to be a foundation SST and
therefore has minimal diurnal variations, see Donlon et al. (2012).
Following F96, we compute the near sea surface temperature at depth (z),
T (z) = Td+∆Tw(z)−∆Tc, (2)
where Td is the OSTIA SST and where ∆Tw and ∆Tc denote diurnal warming and cool-skin temper-
ature changes respectively, as described below. Ts is simply given by T (z = 0). By setting τsst to a
large value (e.g., 1015 seconds), we no longer relax of Ts to Td . Backward compatibility has been
preserved for the usage of (1) , and options have been provided to to enable/disable the cool-skin
and diurnal diurnal warming temperature changes.
3.1 Cool skin
Below the air-sea interface, a layer of a few millimeters thickness exists where there is a net heat loss
(due to the cooling effect of net longwave, sensible and latent heat fluxes). Because this negative
heat flux dominates the absorbed shortwave radiation, we observe cooling just below the surface
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(see F96, Curry and coauthors (2004); Saunders (1967) for further details). We follow F96 and Zeng
and Beljaars (2005) (hereafter ZB05) to diagnostically compute the thickness and temperature drop
within this cool layer. The temperature drop is computed with
∆Tc =
δ
ρw cw kw
Qcnet , (3)
where ρw, cw and kw denote density, heat capacity and thermal conductivity of sea water, respec-
tively. δ is the thickness of this layer:
δ =
λ νw
u∗,w
, (4)
where νw is kinematic viscosity and u∗,w is the friction velocity over water (= u∗,a
√
ρa/ρw, where
u∗,a is the atmosphere friction velocity and ρa is air density). The parameter λ is computed as in
F96:
λ = 6
[
1+
{
(
αw gQb
ρw cw
)(
16ρ2w c2wν3w
κ2w
)
1
u4∗,w
}3/4]−1/3
, (5)
where g denotes the acceleration due to gravity and αw is the water thermal expansion coefficient.
The virtual surface cooling, Qb, due to buoyancy effects of salinity due to evaporation, is:
Qb = Q∗+
(
Sβcw
αwLe
)
Hl, (6)
Here, Q∗ = Hl +Hs+LWnet , where Hs, Hl, LWnet denote the net surface sensible, latent, and long-
wave heat fluxes, respectively1. Le denotes the latent heat of vaporization, S is the mean salinity,
and β is its expansion coefficient; as in F96 we set Sβ = 0.026.
The net heat flux, Qcnet , in this cool layer is computed as:
Qcnet = (Hs+Hl−LWnet)− fc SW snet (7)
where SW snet denotes the net surface shortwave heat flux. Only a fraction of SW
s
net is absorbed in
the cool-skin layer; this fraction, fc, is computed (as in eqn.5 of ZB05) as fc = 0.065+ 11δ −
6.6×10−5
δ [1− exp(− δ8×10−4 )]. Also as in F96 and ZB05, we assume a linear variation of temperature
within this layer: T (z) = Tδ −∆Tc (1− zδ ), 0 ≤ z ≤ δ . The temperature at the bottom of the cool
layer, Tz=δ , is explained below.
3.2 Diurnal warming
In order to compute the diurnal warming we follow the one-dimensional (in the vertical, z-direction),
single column prognostic model of T10,
∂ (Tδ −Td)
∂ t
=
(µs+1)Qwnet
µsρw cw d
− (µs+1)κ u∗,w f (La)
d φh(ζ )
(Tδ −Td), (8)
where Tδ is the temperature at z= δ , i.e., at the top (bottom) of the warm (cool) layer, d denotes the
depth below the cool layer, and κ = 0.4 is von Ka´rma´n’s constant. The stability parameter ζ = z/L,
where the Obukhov length, L, is computed with L= ρw cwu
3∗,w
κ gαwQwnet
. The similarity function is:
φh(ζ ) =
{
1+ 5ζ+4ζ
2
1+3ζ+0.25ζ 2 if ζ ≥ 0,
(1−16ζ )−1/2 if ζ < 0. (9)
1Our sign convention for heat fluxes is positive downward (i.e., those fluxes which increase water temperature have a
positive sign); this is the same convention used by F96 and ZB05
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where µs is an empirical parameter (≤ 1), with smaller values leading to a stronger near-surface
peaking of the temperature profile within the warm layer: z∈ [δ ,d], T (z) = Tδ−
(
z−δ
d−δ
)µs
(Tδ−Td),
∆Tw(z) = T (z)−Td . As in T10, the Langmuir number La =
√
u∗,w
us
, where us is the surface Stokes
velocity; we also use the same function for f (La) : f (La) = La−2/3. However, due to the absence
of a wave model in GEOS-5, we simply set us = 1cm/s globally. This value was obtained based
on trial and error and off-line matching with the buoy-observed temperature time series. For the
same reason, we do not adjust the second term on the right hand side of (8) as done in T10 and
ZB05 to obtain a slow decay of ∆Tw after sunset (when SW snet ≈ 0). In the future we will revisit this
implementation of the T10 diurnal warming model in coordination with the development of a wave
model to simulate the relaxation of Tδ → Td .
The net heat flux in the warm layer is computed with:
Qwnet = SW
w
net +(LWnet −Hs−Hl), (10)
where SWwnet (= SW
s
net − PEN) is the net shortwave radiation absorbed in the warm layer. In order
to compute the penetrating shortwave radiation, PEN, a three-band absorption profile of Soloviev
(1982) was used by ZB05, T10 and F96. However, as shown by Wick et al. (2005) and Ohlmann
and Siegel (2000), PEN is sensitive to upper-ocean chlorophyll concentration, solar zenith angle,
and cloud cover, and it can impact the diurnal warming; this topic was left as future work by T10.
A comparison of Soloviev (1982) and following methodology to compute PEN and the resulting
diurnal warming will be addressed in our own future work. We follow Chou and Suarez (1994) and
compute
PEN = [(1−ALBVR)DRUVR+(1−ALBVF)DFUVR]exp(−dKUVR)+
[(1−ALBVR)DRPAR +(1−ALBVF)DFPAR]exp(−dKPAR) (11)
where ALBVR and ALBVF denote surface visible beam and diffuse albedos respectively over water.
The surface downwelling beam and diffuse fluxes in the ultraviolet (UVR) are given by DRUVR
and DFUVR, and DRPAR and DFPAR denote the direct and diffuse photosynthetically active radia-
tion (PAR) fluxes respectively (for details regarding these fluxes in the GEOS-AGCM, see Chou
and Suarez (1994); Rienecker and coauthors (2008)). The extinction coefficient KUVR is set to a
constant value of 0.09m−1, whereas Kd(PAR) is specified based on a climatology of chlorophyll
concentration and is the same as used by Vernieres et al. (2012) and Ham et al. (2014) in the
GEOS atmosphere-ocean coupled model; it is plotted in Figure 1. Typically, higher concentrations
of chlorophyll are found near coastlines or in regions where upwelling of cold water takes place.
Turbidity of water is higher in these regions, and hence the corresponding values of Kd(PAR) are
high (for more details, please see Morel et al. (2007)); consequently shortwave radiation does not
penetate deep into the water column. On the contrary, locations with smaller chlorophyll concentra-
tion have lower values of Kd(PAR), and sunlight penetrates deeper into the ocean. Values of other
parameters used in this study are given in section 5. We integrate (8) in time, using an implicit
scheme to predict Tδ ; then, using (3) and (2), we compute T (z).
4 Assimilation for skin SST using GEOS-ADAS
We assimilate satellite and in situ observations in the framework of GEOS-5 ADAS (Rienecker
and coauthors, 2008; Rienecker et al., 2011); therefore the GEOS-5 AGCM is used to generate
first guess, or background, fields. In order to perform atmospheric analysis in a ‘first-guess-at-
appropriate-time’ fashion, we save background fields every six hours at synoptic times (00,06,12,18 UTC)
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and at plus/minus three hours (see section 4 of Rienecker and coauthors (2008) for further details).
The analysis is performed using the GSI (Kleist et al., 2009a,b) three-dimensional variational data
assimilation (3D-Var); for a more recent overview of the GEOS-ADAS infrastructure see Todling
(2013) and Bosilovich and coauthors (2015).
Before the development of the skin SST model, the GSI used the bulk SST from the AGCM as
the background field for Ts, and hence the CRTM (Chen et al., 2008; Han et al., 2006) also used
it to compute background brightness temperature (henceforth denoted by Tb) and to compute the
observation minus background (OMB) residuals; in this study we used CRTM version 2.1.3.
The GSI analysis includes Ts as a control variable, and it is analyzed along with the rest of
the upper air analysis. However, the analysis increment, T incs (difference between analyzed and
background Ts), T anas −T bkgs , is not taken into account by the ensuing AGCM integration (Derber
and Wu, 1998; Rienecker and coauthors, 2008). In order to estimate Ts, the following changes were
made to the GEOS-ADAS.
4.1 Background fields
With the availability of the Ts model (section 3), the GEOS-AGCM provides additional two di-
mensional background fields: d,δ ,∆Tc,Tδ and Td . Given an observation at any location (xi,y j and
depth: zob) and time, we compute the corresponding first guess temperature at the appropriate time
by following these three steps: i) temporally (linearly) interpolate the above background fields to
the observation time, (ii) spatially interpolate them to the observation location using a bilinear in-
terpolation, and (iii) compute the temperature at the observation depth following the temperature
profile in the cool-skin (section 3.1) and diurnal warm (section 3.2) layers:
T (zob) =
{
Tδ −∆Tc (1− zobδ ) if 0≤ zob ≤ δ → Cool Layer,
Tδ −
(
zob−δ
d−δ
)µs
(Tδ −Td) if δ < zob ≤ d →Warm Layer. (12)
For observations that are close to the sea surface, zob ≈ 0, and hence T (zob)≈ Ts; these observa-
tions are influenced by diurnal warming and cool skin. On the other hand, observations taken below
the cool layer (zob > δ ) feel the presence of the warm layer only (Donlon and coauthors, 2007).
The term zob for in situ observations refers to the measurement depth, whereas for satellite ob-
servations, the relevant depth is non-trivial and is related to the wavelength of the electromagnetic
radiation (Wieliczka et al., 1989), angle of incidence and surface environmental conditions (C. Gen-
temann, personal communication, 2012). We follow table 1 of Donlon and coauthors (2007) and set
the following zob values for all infrared (IR) and microwave (microwave (MW)) sensors:
zob =
{
15µm all IR,
1.25mm all MW
(13)
A more precise wavelength-dependent computation of the zob for IR and MW sensors is beyond the
scope of this study.
If the observation is an in situ measurement, computation of T (zob) and hence OMB is trivial.
For satellite radiance observations, on the other hand, we first compute T (zob) using (13) and (12).
This temperature at zob and upper-air atmospheric fields are then used by the CRTM to compute
simulated (or background) Tb, by which we obtain the OMB. The CRTM also computes the sen-
sitivity, ∂Tb/∂Tz. However, the GSI analysis control variable is Ts, so we need ∂Tb/∂Ts for the
3D-Var cost functional minimization, and this is obtained via: ∂Tb/∂Tz = (∂Tb/∂Ts)(∂Ts/∂Tz) .
Here we use a simple approximate value for the Jacobian by setting ∂Ts/∂Tz = 1. This approxima-
tion is reasonable for the IR observations because we assumed that the penetration depth is 15µm
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(very close to the air-sea interface, T (z= 15µm)≈ Ts), but it is not accurate for MW observations,
since zob ∼ O(mm), a much larger value. In other words, for MW observations this approximation
for ∂Ts/∂Tz is no longer realistic and will require further (future) investigation (for example, when
MW satellite radiance observations are used for Ts analysis).
Regarding the Ts background error, we use the same covariance structure as in Derber and
Wu (1998); following their procedure, it is assumed to be independent of other analysis control
variables. The error variance is plotted in Figure 2. It was designed for analyzing ozone and as
already noted by Derber and Wu (1998), this covariance structure can be improved to model the
contrasting error correlations in the skin SST that are typically observed at ocean surface (for e.g.
different correlation length scales are observed in different ocean basins). Addressing this topic is
part of our current work (section 8).
4.2 Observations and analysis
Observations relevant to SST are available from in situ platforms such as ships, moored and drifting
buoys, etc. While they directly measure the temperature, they are limited by spatial coverage and
temporal frequency. Also, they do not measure within microns (or even millimeters) of the air-sea
interface (Donlon et al., 2002). Measurements that are most proximate to the skin SST are provided
by the drifting buoys (see Lumpkin et al. (2013) for further details); they record hourly temperature
at ∼ 20cm depth and therefore provide near-continuous (in time) observations of the SST close
to the air-sea interface. However, the global coverage is not uniform , and there are significant
gaps at high latitudes. Because our immediate goal is to focus on the skin SST, we concentrate
on satellite observations Donlon and coauthors (2007) and withhold in situ SST observations to
passively monitor the OMB to identify any systematic biases.
Satellite measurements in the IR (3.7− 12µm wavelengths) and MW (6− 11GHz frequency)
provide long term, continuous measurements of near-surface temperature (Castro et al., 2008; Don-
lon and coauthors, 2007; Hosoda, 2010). In the GEOS-ADAS, analysis of MW observations in the
SST-relevant frequency range is currently under development, and we do not consider them in this
work. As for the IR observations, due to the extensive usage of the AVHRR observations for SST
retrievals (May et al., 1998; Reynolds et al., 2007), we added Tb observations from NOAA-18 and
Metop-A satellites to the GEOS-ADAS. Level 1B, global area coverage (GAC), ocean only data was
obtained from the Environmental Modeling Center (EMC); it is at a resolution of ∼ 4 km2 resolu-
tion, includes a cloud mask, and has information in three IR window channels (3B centered around
3.7µm, channels 4 and 5 approximately around 11 and 12µm wavelengths, respectively). Due to
solar contamination (Liang et al., 2009), channel 3B (henceforth referred to as channel 3) daytime
data are not used. The procedure for reading, spatial thinning, observational scoring and quality
control (QC) of the data follows the same treatment as for any IR sounding observations handled
by the GSI; see appendix B for a summary of the QC procedure. Abundant precautions have been
taken to detect clouds and to reject observations that are deemed to be affected by them. Channel 3
is most sensitive to skin temperature, and therefore it has the greatest potential to drive the Ts anal-
ysis increment. However, similar wavelength IR channels (on other sensors) are currently inactive
(i.e., not assimilated) in the GEOS-ADAS, and in general, it is challenging to assimilate such obser-
vations because of the complexities in radiative transfer modeling at such wavelengths (Chen et al.,
2012). Nevertheless we have attemped to conservatively assimilate observations from this channel
(as already mentioned, only at local nighttime), by having a smaller contribution to the 3D-Var cost
function (and its gradient), achieved by downweighting the observational error variance computed
using the GSI QC procedure (Derber and Wu (1998), appendix B). Figure 3 shows the spatial cov-
erage of AVHRR observations (channel 4, and on April 1, 2012 between 9-15 UTC), before and
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after applying QC. Within a 6 hr analysis window approximately 36 thousand observations (in all
3 AVHRR channels, and on both NOAA-18 and Metop-A satellites) are retained after thinning and
scoring, of which about 65% observations are rejected by QC. Though these observations have a
global coverage, they do not provide sufficiently repeated measurements at the same locations to
adequately provide diurnal variability information (see Gentemann et al. (2003) for details).
All of the satellite observations are bias-corrected using the variational bias correction (VarBC)
procedure (Dee, 2004). As for the observational error variance, σo, we set it equal to 0.60,0.68,
and 0.72oK for channels 3, 4 and 5 respectively, of AVHRR (both NOAA-18 and Metop-A). These
values were chosen such that the observational variance is lower than that specified for other surface-
sensitive IR observations, due to better quality skin SST-relevant information provided by the the
AVHRR instrument.
Using all of the observations (those regularly analyzed by GEOS-ADAS, plus AVHRR) and
background fields (section 4.1), we obtain analyzed fields for upper-air and also for Ts. The incre-
ments (difference between analysis and background fields) are applied to the GEOS-AGCM, i.e.,
via an IAU approach (Bloom et al., 1996; Rienecker and coauthors, 2008). Since the analysis is
performed over all surface types (ice, land, water, etc, see Derber and Wu (1998)), we apply the
increment over all surface types, for all of the analyzed variables except for Ts. For Ts, we are
concerned with the increment (T incs ) only over the open ocean; therefore it is applied only where the
fraction of water is 100%.
The presence of aerosols and, in particular, dust impacts the SST (May et al., 1992; Merchant
et al., 2006), and through atmospheric processes, there is a two-way feedback between the AGCM
and the CRTM simulated Tb. Here we have made no attempt to diagnose those mechanisms; for
now, we leave this topic as future work. We have used the Goddard Chemistry, Aerosol, Radiation,
and Transport (GOCART) model, which is already available in the GEOS-ADAS (Rienecker and
coauthors, 2008); therefore the presence of aerosols can impact the skin SST simulated by the
AGCM.
5 Experimental setup
In this paper, we compare four experiments to each other. The first is the control experiment (here-
after referred to as CTL); it mimics the operational configuration of the GEOS-ADAS (using ver-
sion EnADAS-5 13 1). It uses OSTIA SST as the skin temperature (by the AGCM and GSI), and
AVHRR observations are not assimilated. The second experiment, called AVH, is exactly like the
CTL, but it assimilates the NOAA-18 and Metop-A AVHRR data (section 4.2) in addition to the ob-
servations assimilated in the CTL experiment. Also as in the CTL, when the CRTM computes Tb,
AVH uses OSTIA SST for Ts. The third experiment, called tSkin, is similar to the CTL and does
not assimilate AVHRR data; however it has the skin SST model (section 3) turned on, and therefore
model-produced diurnal warming and cool skin affect the computation of Ts, which is then used by
the CRTM (to simulate Tb). Finally, the experiment Assim combines all of the developments to the
GEOS-ADAS described sections 3 and 4. It uses the skin SST model and assimilates the AVHRR
data. The CRTM used T (zob) (given by (12)), with the values of zob for all IR and MW instruments
given in (13). Also in Assim experiment, the analysis increment in Ts is used by the AGCM to
forecast for the next analysis cycle. A summary of the experimental setup is given in Table 1.
The above choice of experiments is based on: (a) the changes made to the GEOS-AGCM (skin
SST model), (b) the addition of AVHRR observations to the GSI analysis, and (c) usage of the
increment in skin SST by the AGCM. Indeed combinations of items (such as (b) and (c) above)
could be examined with additional experiments. Instead we choose to highlight the impact of the
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above modifications using the aforementioned set of four experiments; a brief description of the
results of combinations that are not explicitly presented will be provided in section 6.
Table 1: Summary of experimental setup
Exp. Name skin SST model skin SST used by CRTM AVHRR obs Ts Analysis Increment
CTL off OSTIA SST passive (not used) not used
AVH off OSTIA SST active (analyzed) not used
tSkin on OSTIA SST + ∆Tw−∆Tc passive not used
Assim on T (zob); see section 4.1 active used
Using initial conditions from the above ADAS experiments, we also performed forecast experi-
ments from a numerical weather prediction (NWP) perspective; these will be discussed in section 7.
Except for these NWP forecasts, all experiments involve data assimilation cycles over the experi-
ment period.
The experiments were configured at ∼ 12
o (576× 361) horizontal resolution on a cube sphere
(C180) grid (Putman and Lin, 2007), with 72 vertical levels (Rienecker and coauthors, 2008), and
the time step was set to 450 seconds. Data is assimilated every six hours, followed by a nine-hour
forecast (first 6-hours with the application of IAU). All experiments started with the same initial
conditions. A time period of 15-days (16-31 March 2012) was used as spin-up, and the experiments
are evaluated for the month of April 20122. We set depth d = 2m, and we followed the procedure
described in ZB05 for the parameter µs, setting it to 0.2.
6 Results and discussion
In this section we compare results from our experiments (Table 1). To evaluate our results, because
these are data assimilation experiments, we provide direct comparisons with the observations (e.g.,
OMB, observation minus analysis (OMA)). We make no attempt to evaluate the state of the climate
(e.g., by comparing to reanalyses); however, we provide comparisons among the experiments for
the averages of a few important fields. Since we did not apply the Ts analysis increment (T incs ) over
land and sea ice (section 4.2), we focus only on the open ocean.
We start with a description of the differences in the monthly mean climatologies for a few
important variables (subsection 6.1) and then focus on the results from the skin SST model (sub-
section 6.2). The impact on the observing system (including withheld in situ SST observations)
is presented in subsection 6.3, followed by a comparison of the Ts analysis increments (subsec-
tion 6.4).
6.1 Monthly mean climatology
The following is a description of the differences we obtained in monthly means (for April 2012)
of Ts, wind, sea level pressure (SLP), temperature, and humidity. We focus on these fields because
the GEOS-ADAS assimilated them before the addition of Ts. We also discuss the changes in surface
heat fluxes.
The mean skin SST for the CTL (i.e., OSTIA SST in this case) and the differences from CTL
for the AVH, tSkin and Assim experiments are shown in Fig. 4, with land and sea ice masked out.
2AVHRR satellite bias correction coefficients (for both NOAA-18 and Metop-A) were spun up from zero values using
low resolution experiments.
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Based on the setup of the AVH experiment, the Ts for AVH and CTL is identical, verified by the
zero difference shown in Fig. 4(b). In contrast, experiments tSkin and Assim show positive (due
to diurnal warming) and negative (cool skin) differences from CTL. The decrease is about 0.3o
to 0.5oK, with lower values in the extratropics; a similar result was obtained by Beljaars (1997).
The decrease in Ts is due to the persistent cool skin, which dominates the increase due to diurnal
warming (sections 3.1 and 3.2) in the monthly averaged difference. This is because diurnal warming
follows insolation and erodes at night time or during periods of strong winds, except for a few
regions (mostly in the tropics, which have low wind speeds) where a residual amount is retained
overnight; diurnal averages that illustrate these differences are presented in subsection 6.2. We also
notice small differences in Figures 4(c) and (d), e.g., in the Indian Ocean and east of Gulf of Saint
Lawrence. This is due to the differences between the tSkin and Assim experiments (Table 1); details
follow shortly.
Fig. 5 shows the mean SLP for the CTL and the differences from it for the other experiments.
Due to the addition of AVHRR (AVH experiment), there is an increase of about 4 hPa in the western
Pacific and southern Oceans, a decrease of ∼ 3 hPa or less everywhere else. Usage of the skin SST
model (Fig. 5(c)) causes the SLP to increase (∼ 4− 6 hPa) in the eastern Pacific Ocean and in the
Atlantic and Indian Oceans. Results for the Assim experiment (Fig. 5(d)) are similar to those for
AVH, except for an increase in the west Indian and a decrease in the south Atlantic (Angola current
region) Oceans. There is a relatively small change (< 1 m/s) in the wind speed, as shown in Fig. 6;
this is mostly restricted to the tropics, with minor differences among the AVH, tSkin and Assim
experiments.
The zonally averaged temperature field for CTL and the differences from this field for the other
experiments from the surface (1000 hPa) to 500 hPa is shown in Fig. 7. The difference between
AVH and CTL is less than 0.01oK everywhere. For the tSkin and Assim experiments, however, we
obtain a warming of ∼ 0.01oK in the tropics below 950 hPa and a cooling everywhere else. The
peak cooling (around 900 hPa) is about 0.025oK in the northern hemisphere extratropics (NHE),
0.09oK in the tropics, and 0.06oK in the southern hemisphere extratropics (SHE). For the near
surface (below 950 hPa) and between 800− 600 hPa, we obtain slightly more (∼ 0.01oK) cooling
for the Assim experiment than for the tSkin experiment.
Fig. 8 depicts the zonal means of specific humdity for the CTL and the differences from these
zonal means obtained in the other experiments. Differences between AVH and CTL are again
negligible. As for the tSkin and Assim experiments, the differences from CTL are very similar
and small; the experiments produce a drying effect in the NHE, SHE, and tropics, perhaps due to
near-surface cooling, since this drying is mostly limited to about 900 hPa. The largest decrease in
specific humidity was in the tropics (∼ 0.12 mg/Kg) between 1000− 900 hPa, and between 900
and 850 hPa, we obtained a very small moistening effect (∼ 0.04 mg/Kg). The differences in the
zonal and meridional wind components are also tiny. The zonal mean of u-wind is plotted in Fig. 9.
Larger differences are obtained with increasing elevation; for example, in the tropics at 500 hPa,
the differences are about−0.1 m/s for the tSkin and Assim experiments. The differences are almost
an order of magnitude smaller in the NHE and SHE and, for the latter, are limited to ∼ 900 hPa.
Similarly tiny differences are seen for the v-wind as well (not shown).
Fig. 10 shows the average net shortwave radiation at the surface for the CTL along with the
differences obtained in the other experiments. The differences between AVH and CTL are negli-
gible. However, there are coherent differences found for the tSkin and Assim experiments, with
both showing an increased heat flux of ∼ 10 W/m2 in the tropics. (Elsewhere the differences are
negligible.) This increased surface radiation is due to a decrease in the high-level (> 400 mb) cloud
fraction (CF) of about 0.1 (not shown) in the tropics. The low-level CF (< 700 mb) also decreased
by ∼ 0.05, and there was no change in the mid-level CF (also not shown).
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Changes in the average net longwave radiation at the surface is shown in Fig. 11. The net
longwave radiation (LWnet) is given by the difference LW↓− LW↑, i.e., by the difference between
the downward and upward fluxes. The upward flux is proportional to Ts4 (Stefan-Boltzmann law)
and cools the ocean surface. The difference in LWnet between AVH and CTL is negligible, and the
increase of ∼ 3W/m2 for tSkin and Assim in the extratopics is due to the decrease in Ts seen in
Fig. 4; there was no change in LW↓ (not shown).
The CTL fields of net latent (Hl) and sensible (Hs) surface heat fluxes are shown in Figures 12
and 13, respectively, together with the differences obtained in the other experiments. The pattern of
differences in Hl and Hs between AVH and CTL experiments is similar to that in the net longwave
heat flux. For the tSkin and Assim experiments, we obtained a decrease in both Hl(∼ 5−12W/m2)
and Hs(∼ 3W/m2) except for an increase in the latent heat flux of about 4W/m2 that appears in the
easten tropical Pacific Ocean (a region characterized by low wind speed and large diurnal warming).
The decrease in Hl and Hs is spatially correlated with the change in wind speed shown in Fig. 6. A
similar change in latent and sensible heat fluxes related to wind speed was noted by F96.
The resulting change in the net heat flux at the surface is plotted in Fig. 14. As expected, there is
hardly any change for AVH. However, due to an increase in SW snet and LWnet , and due to a decrease
in Hl and Hs, Qsnet for tSkin and Assim is increased by about 10-20W/m
2.
6.2 Skin SST
We focus here on the contributions of the skin SST model: cool skin and diurnal warming. The
skin SST model was used in the tSkin and Assim experiments (Table 1). In order to delineate the
impact of AVHRR observations and the Ts analysis increment, first we discuss results from tSkin
experiment. We present thereafter the differences between Assim and tSkin.
6.2.1 Cool-skin layer
The April 2012 mean of the temperature drop resulting from the cool-skin layer in the tSkin ex-
periment is shown in Fig. 15. ∆Tc peaks at ∼ 0.4− 0.5oK in light wind conditions (tropics) and
decreases to about 0.05oK with increasing wind speed (for instance in the Southern Ocean); this
is consistent with the values reported by Saunders (1967) and F96. The correlation between ∆Tc
and wind speed is in fact due to the inverse relation (4) between the thickness of cool layer (δ ) and
the friction velocity over water (u∗,w); their averages are plotted in Figures 16 and 17, respectively.
Based on (3), we also expect a direct correlation between ∆Tc and the net heat flux in the cool layer
(Qcnet); Fig. 18 depicts the mean Q
c
net .
During the day we obtain a variation of about 0.1o to 0.2oK in ∆Tc due to (7), which includes
a negative contribution from the net surface shortwave radiation (SW snet). This diurnal variation in
∆Tc is plotted in Fig. 19. Regions of low wind speed (e.g., the tropical eastern Pacific and Indian
Oceans) undergo the largest daily variability. Similar daily variations were also reported in F96.
The differences in ∆Tc obtained in the Assim and tSkin experiments were very small (∼ 0.02oK).
They were mostly restricted to the low wind speed regions in the tropics (not shown).
6.2.2 Diurnal warm layer
The diurnal warming is driven by insolation and modulated by winds (8). The monthly mean diurnal
variation of ∆Tw for tSkin is shown in Fig. 20. The tropical oceans (with low wind speed) have the
largest diurnal warming (as also reported in ZB05 and T10); for example, in the Indian Ocean we
obtained maximum ∆Tw∼ 2oK. The net heat flux in the warm layer, Qwnet , is plotted in Fig. 21. When
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heat is gained by the ocean (i.e., Qwnet ≥ 0), ∆Tw is positive, and it quickly goes to zero (section 3.2)
after sunset (when SWwnet ∼ 0 and Qwnet ≤ 0). In the extratropics we obtained a smaller diurnal
warming than in the tropics due to the typically higher wind speeds and the reduced insolation.
The sensitivity of our diurnal warming to the wind speed and net heat flux is show in Fig. 22.
After 21UTC in the eastern Pacific, ∆Tw quickly approaches zero with decreasing insolation; similar
behavior was also obtained by While and Martin (2013) with the T10 model. T10 stressed that
an accurate Langmuir number (La) is very important for the diurnal warming. As mentioned in
section 3.2, we took a simple approach to computing La, leading to a range of f (La) between unity
and ∼ 1.6, as plotted in Fig. 23; these values are comparable to the global constant value used by
McLay et al. (2012), who also had no access to a wave model and set f (La) = 1.4. Therefore the
fast decay of ∆Tw past sunset could be addressed with the aid of a more reastic Stokes velocity
(section 3.2), and also perhaps by following ZB05 when Qwnet ≤ 0; these topics will be addressed in
our future work.
Regarding the absorption of penetrating shortwave radiation PEN (section 3.2), Fig. 24 shows
the averaged SWwnet(d)/SW
s
net , which mostly follows an inverse relation to the spatial distribution of
Kd(PAR) shown in Fig. 1. On the other hand, the three band shortwave absorption model of Soloviev
(1982) used in F96, ZB05 and T10, with d = 2m, yields a constant value of SWwnet(d)/SW
s
net = 0.61
globally; therefore our diurnal warming model had a smaller input of insolation in the tropics.
Our follow-up work (in preparation) is directed towards comparing our results with those using
the Soloviev (1982) absorption model. However, based on Fig. 24, and given the results presented
thus far, we do not expect a significant qualitative change in our current results by using a different
shortwave absorption model.
We obtained the following difference in the diurnal warming between the Assim and tSkin
experiments: an increase of about 0.2oK during afternoon- evening local time in the tropics, and a
decrease of about ∼ 0.05o− 0.1oK in the extratopics (before local noon), as shown in Fig. 25 for
difference between Assim and tSkin experiments. These differences are mostly caused by a change
in the local stability, as indicated by the difference in similarity function (φh, section 3.2) shown in
Fig. 26; this in turn is caused by the differences in the warm layer net heat flux (Qwnet) and wind
speed among the tSkin and Assim experiments (described in section 6.1).
6.2.3 Net impact on the skin SST
The combined effect of diurnal warming and cool skin impacts the difference between the OSTIA
SST (Td) and Ts due to (2), as shown in Fig. 27 for the Assim experiment. Variability and magni-
tudes are clearly related to the temperature drop due to ∆Tc and increase due to ∆Tw. This difference
between skin and bulk SSTs is remarkably similar to that obtained within the ECMWF integrated
forecast system for the same period as in our experiment (A. Beljaars, personal communication,
2014). The difference (Ts-Td) between Assim and tSkin is ∼ 0.2oK, mostly due to the above de-
cribed changes in ∆Tw.
T10 used the diurnal SST amplitude (DSA) metric to compare their modifications to the ZB05
scheme; it has also been used in other studies, for instance see McLay et al. (2012) and Bellenger
and Duvel (2009). At any given location, T10 defined DSA to be equal to Ts(max)- Ts(min) during
00 to 24 hours local mean time. T10 used hourly output between latitudes of±40o (whereas Takaya
et al. (2010b) considered ±30o) over a period of 17 years to plot average DSA as a function of
average 10 m wind speed and insolation. They also compared their results with empirical estimates
based on Gentemann et al. (2003); see T10 for further details. In an attempt to validate our skin
SST model results, Fig 28 shows April 2012 averaged DSA (for tSkin and Assim experiments) as a
function of 10 m wind speed and insolation, and between 60oS and 60oN. Because of the relatively
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small sample size (only 1 month and between 60oN/S), our plot does not include a value for an
insolation of 350W/m2 and has only one data point for the 10ms−1 wind speed regime. Assim
has a larger DSA for all wind speeds and insolations, particularly at low wind speeds. It peaks
at about 3oK, whereas in the case of T10 it was about 2.25oK for 300W/m2 insolation; also the
rate at which the DSA rises for low wind speed values seems to be too steep for the present study
when compared to T10. However, when considering DSA as a function of insolation (right panel
of Fig. 28), our plot is close to that of T10. We do not show here a comparison with the empirical
estimates of Gentemann et al. (2003) because we arrive at similar conclusions (C. Gentemann,
personal communication, 2014).
Spatial distribution of DSA is shown in Fig.29. The Assim experiment shows about 0.5oK
larger DSA than the tSkin experiment (please recall differences in ∆Tw, Fig. 25) in the Indian Ocean
and about 0.2oK less than tSkin in, for example, the eastern Pacific. The excessive values of DSA
near coastlines are perhaps due to the 12
o AGCM resolution; further refinement of the model tends
to lessen this feature (caused by surface tile to grid interpolation). However, the fact that DSA
∼ 3oK for low wind speeds and the presence of high values in the Indian Ocean underscore the
need to improve our similarity function and our treatment of turbulent diffusivity (mixing due to
surface waves). Similar issues regarding validation of DSA have also been noted by Takaya et al.
(2010b) and McLay et al. (2012). Moreover, DSA is not directly measured by observations, and its
estimation has limitations (please see T10, sections 3.3 and 4). In section 6.3.3, we directly compare
our near-surface temperature profiles, T (z), with in situ measurements.
To summarize, we acknowledge some drawbacks with our approach such as the rapid erosion of
diurnal warming just after dawn and the high sensitivity to low values of wind speed (section 6.2.2);
these issues will be addressed by future improvements. Overall, our diagnostics indicate that the
range of our skin SST, its spatial distribution, and its diurnal variation are comparable to the values
reported by F96, ZB05, and T10.
6.3 Residuals of observation minus background
The GEOS-ADAS assimilates a wide variety of satellite-based and in situ (conventional) observa-
tions, as described by Rienecker and coauthors (2008) and more recently by Bosilovich and coau-
thors (2015). The majority of these observations are satellite radiance data from different polar
orbiting and geostationary satellites (section 3.5 of Rienecker and coauthors (2008)). For example,
in our CTL experiment, for the 01 Apr 2012 00 UTC analysis, we utilized about 3.3 million ob-
servations, of which 2.6 million (∼ 80%) were satellite brightness temperature (Tb) observations;
winds (satellite and conventional) contributed ∼ 12%, conventional temperatures contributed 3%,
surface pressure and GPS measurements contributed 1% each, and the rest of the assimilated data
was made up of moisture and ozone observations. Given this abundant usage of Tb observations
by the ADAS, we start this section by describing the changes to the OMB for satellite radiance
observations, followed by changes to the OMB in conventional (in situ) data.
6.3.1 Satellite radiance observations
We added AVHRR to the analysis observing system (section 4.2), and the AVH and Assim experi-
ments assimilated these observations (Table 1). By comparing their AVHRR-OMB, we try to assess
the impact of skin SST and Ts analysis versus using OSTIA SST. Fig. 30 shows a time-series of
the OMB statistics for the AVHRR Ch 3 (on NOAA-18). We use this channel only during local
nighttime (section 4.2); as a result, in comparison to the Ch 4 observations shown in Fig. 3b, the
number of observations from Ch 3 is only about a thousand. Based on Fig. 30, Assim assimilated
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a few more observations than AVH. Also for Assim, the mean OMB was closer to zero, whereas
for AVH it was about −0.1oK; also there was a larger bias correction of about 0.12oK for AVH. As
for the standard deviation, both experiments were well below the specified value of 0.6oK obser-
vational error variance (section 4.2). Tables 2 and 3 provide a summary of the OMB statistics for
other AVHRR channels on NOAA-18 and on Metop-A. There is a decrease in the mean OMB for
Ch 3 on Metop-A as well; results for channels 4 and 5 were comparable for AVH and Assim.
We obtained minor improvements to the analysis of other IR and MW sensors that are currently
being assimilated by the GEOS-ADAS. OMB statistics for hyperspectral IR instruments such as
Atmospheric Infrared Sounder (AIRS) (on AQUA) and Infrared Atmospheric Sounding Interferom-
eter (IASI) (on Metop-A) suggest a positive synergetic contribution from the skin SST, inclusion of
AVHRR observations, and Ts analysis. Fig. 31 compares the monthly mean of the OMB for Ch 123
of AIRS before bias correction was applied for our experiments. Focusing only over the oceans, we
notice that CTL and AVH are alike, whereas both tSkin and Assim have a reduced bias in the SHE.
We also observe that in the tropics (central Pacific) the tSkin experiment has a larger warm bias than
CTL and AVH, while Assim is closer to CTL and AVH. Besides the small reduction in mean bias
for the surface peaking window channels, we also obtained a reduction in the standard deviation for
the water vapor sensitive and lower troposphere peaking channels, as shown in Figures 32 and 33
for AIRS and IASI respectively. For both AIRS and IASI, the reduction was larger for Assim than
for tSkin, whereas AVH did not show any significant change from CTL.
Fig. 34 shows the mean of the total bias correction, defined as OMB (bias corrected) - OMB
(before bias correction), for the 18 UTC analyses for a window channel (number 8) of the first
detector on GOES-15. Since GOES-15 is a geostationary satellite at 135o W, the reduction in the
bias around 18 UTC west of the California coast is perhaps due to the diurnal warming from skin
SST in the tSkin and Assim experiments (Fig. 27). Fig. 35 shows the monthly mean OMB for all
the assimilated channels of the first detector on GOES-15. Using the skin SST (tSkin and Assim
experiments) provides a decrease in the mean OMB, whereas simply adding AVHRR observations
and using OSTIA SST for Ts (AVH experiment) did not change the statistics we obtained with
the CTL. We obtained a similar result for other detectors on GOES-15 and also for GEOS-13 (not
shown).
MW sensors such as the Advanced Microwave Sounding Unit (AMSU)-A also showed a small
decrease in the mean bias; for example, Fig. 36 shows the mean OMB statistics (over ocean) for
the assimilated channels on AQUA. This suggests that the improvements we obtained for the IR
sensors also extend to the MW part of the electromagnetic spectrum; similar results were obtained
for AMSU-A on the Metop-A and NOAA-19 satellites.
Table 2: Comparison of mean OMB statistics (in oK) for the AVHRR observations on board NOAA-
18 for the AVH and Assim experiments. The specified value of observational error variance is given
by σo. The average number of observations (NOBS), mean and standard deviation (SDEV) of bias
corrected OMB, and mean bias correction (= OMB (bias corrected) - OMB (no bias correction))
were computed using all the analyses within the experiment time period.
Ch. Num. σo Exp. Name: AVH Exp. Name: Assim
Nobs Mean SDEV Mean Bias Corr Nobs Mean SDEV Mean Bias Corr
3 0.60 871 -0.102 0.32 0.116 934 -0.031 0.32 0.045
4 0.68 2168 0.008 0.40 -0.068 2251 0.026 0.41 -0.108
5 0.72 2488 0.040 0.51 -0.065 2562 0.049 0.52 -0.093
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Table 3: Same as in Table 2 but for the AVHRR observations on board Metop-A.
Ch. Num. σo Exp. Name: AVH Exp. Name: Assim
Nobs Mean SDEV Mean Bias Corr Nobs Mean SDEV Mean Bias Corr
3 0.60 1054 -0.041 0.32 0.212 1079 0.014 0.33 0.109
4 0.68 2267 0.030 0.42 -0.041 2314 0.048 0.43 -0.106
5 0.72 2545 0.086 0.53 0.036 2596 0.097 0.54 -0.014
6.3.2 In situ observations
The impact of new skin SST on the analysis of conventional upper-air measured temperature, winds,
moisture, and surface pressure for the experiments was minimal in comparison to the CTL. This is
perhaps due to the fact that most of these observations are in the northern hemisphere over land and
are not directly impacted by the skin SST changes considered here. We also remind the reader that
the background error for Ts was univariate (section 4.1); therefore it does not relate to the errors in
upper-air background fields.
For the sake of completeness, table 4 summarizes the changes we obtained to the OMB for
these observation types. The Jo = ∑i=Nobs OMB2i /σ2i is the least-squares cost functional that is
minimized in the 3D-Var analysis; the observation errors σi are the same for all the experiments,
and Nobs denotes the number of observations. Therefore smaller (larger) Jo for any observation
implies a better (worse) fit of the background field. With respect to the CTL, for Assim there were
tiny deteriorations for surface pressure and temperature observations, and improvements for wind
and moisture types, all within 1% of Jo(CTL).
Table 4: Summary of monthly mean number of upper-air in situ observations (Nobs) and back-
ground fit (Jo) to these observations.
Observed field CTL AVH-CTL tSkin-CTL Assim-CTL
Nobs Jo ∆Nobs ∆Jo ∆Nobs ∆Jo ∆Nobs ∆Jo
Surface pressure 63,282 7.19×103 0 4.56 0 -0.43 0 6.0871
Temperature 82,428 8.72×104 0 -164.51 0 -140.02 0 88.42
Wind 385,914 3.03×105 17 -919.71 25 -373.37 -2 -122.40
Moisture 8,178 4.27×103 0 -11.10 0 -23.57 0 -14.33
6.3.3 SST observations
Drifting buoys (section 4.2) measure near-surface SST and are part of the in situ observations
that are used in the generation of SST analyses, such as the OSTIA SST (Donlon et al., 2012).
They have also been used by Castro et al. (2012) for validation of satellite SST data products, and
Kennedy et al. (2007) used them to create a climatology of diurnal warming. The GEOS-ADAS
does not analyze these observations. We obtained them from the NOAA/NESDIS iQuam and used
them to validate our near-surface temperature from the tSkin and Assim experiments; hence these
data are withheld from the analysis. Using the highest level of quality-controlled observations (Xu
and Ignatov, 2014) and measurement depth zob = 20 cm in (12), we computed the first guess de-
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paratures (OMB) for these SST observations3.
Fig. 37 shows the spatial distribution of these observations on 01 April 2012 at 00 UTC, and it
also defines the ocean basins for which we computed hourly OMB statistics. The basin-averaged
mean OMB, plotted in Fig. 38, shows a diurnal cycle in all basins. Based on the design of the OSTIA
SST analysis (Donlon et al., 2012), observations that could have contained any diurnal warming
would not have been analyzed, and if we assimilated them, we would have expected a mean OMB
close to zero, hence no diurnal cycle in the OMB. However, since these observations were withheld,
the only way we could change our fit to the data was with our skin SST model-produced diurnal
warming (cool-skin is only about a few millimeters thick) and with the Ts analysis increment in the
Assim experiment. Indeed we obtained a change in the fit to the data, for example, in the T-INDN
from morning to afternoon; thereafter our diurnal warming rapidly erodes (section 6.2.2), and our
OMB is almost the same as that for the OSTIA SST. Fig. 38 also shows that even though the spatial
variation of the DSA shown in Fig. 29 for the Indian Ocean was large, it still fits the observations
(though we do not have observations everywhere). Summary statistics are tabulated in Table 5;
mean and standard deviations for tSkin and Assim are very similar. There was an increase of bias
in the western Pacific (∼ 0.03oK) and Atlantic (∼ 0.02oK) and a decrease in the eastern Pacific
and Indian Oceans (0.02oK); the standard deviation changed by a tiny amount in all four basins.
Statistics for other regions (outside the tropics: NHE, SHE) did not show a significant change from
the fit of OSTIA SST to observations, perhaps due to stronger winds and a weaker diurnal cycle.
Evaluation based on the tropical moored buoys (TAO/TRITON, PIRATA, RAMA) measured
SST at 1 m depth did not show any significant differences. Our diurnal warming was weak at that
depth because of our µs value of 0.2 (section 3.2), which we specified by following the procedure in
ZB05; a smaller value of µs yields a sharper peaking diurnal warming temperature profile closer to
the surface. Our future work will be directed towards assimilating these observations, and we hope
to address this issue in that context.
Table 5: Fit to the (withheld) drifting buoy in situ SST observations for the tSkin and Assim exper-
iments. The locations of the buoys and ocean basins are plotted in Fig. 37. Mean (µ) and standard
deviations (σ ) are in oK, relative change in the σ is in %, and the values shown are averages over
the experiment time period and for ocean basins shown in Fig. 37.
Region No. of obs obs-OSTIA SST OMB tSkin OMB Assim
(per hour) µOSTIA σOSTIA µtSkin σtSkin−σOSTIAσOSTIA µAssim
σAssim−σOSTIA
σOSTIA
T-WPAC 29 -0.0878 0.26 -0.1159 -0.19 -0.1201 0.10
T-INDN 16 0.1448 0.26 0.1076 -0.52 0.0946 2.18
T-ATLN 37 -0.0433 0.32 -0.0607 0.17 -0.0605 -0.17
T-EPAC 41 0.0316 0.21 0.0178 -1.10 0.0144 -1.47
6.4 Analysis Increments
Analysis increments provide observational feedback to the model trajectory and are obtained via
analyses at the synoptic times (Rienecker and coauthors (2008); section 4) in the GEOS-ADAS.
The monthly-averaged analysis increment (00 UTC analyses) in Ts for the different experiments
is shown in Fig.39. By the design of the experiments (Table 1), only the increment in the Assim
experiment feeds back on the model; for all other experiments, it serves merely as a diagnostic.
3Using a different value for zob, say 25 cm, did not impact results.
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Positive (negative) values of the increment indicate that the analyzed Ts is warmer (cooler) than the
background (or, first guess) Ts. As Fig. 39 (a) and (b) indicate, there are tiny differences between
CTL and AVH (e.g., Indian Ocean, Agulhas current/tip of Africa, eastern tropical Pacific Ocean) due
to the addition of AVHRR observations in AVH. However, the use of the skin SST model produces
a larger difference in the increment, as evident in Fig. 39 (c) and (d). Comparing the tSkin and
Assim experiments, there are differences due to the use of AVHRR observations and the feedback
from the use of the increment itself in the latter experiment. The average impact of the increment is
to warm the Ts in the central Atlantic Ocean by ∼ 0.1o K (local nighttime) and in the west Pacific
Ocean (local daytime). A similar pattern is seen for the increments for other analyses at 06,12 and
18 UTC; 06 UTC analysis increments are plotted in Fig. 40. The global (open water only) mean
and standard deviation of the increment for the different experiments is shown in Fig. 41. If the
observation and background errors are well tuned, then the increments are typically unbiased and
have a low standard deviation (see appendix C for a simple proof). Indeed the increment for the
Assim experiment is least biased and has the lowest standard deviation among the CTL and the
other experiments. The feedback of the increment thus seems to have an overall positive impact.
As for the impact on the increments for other analyzed variables, Fig. 42 shows the global
mean and standard deviation of the surface pressure increments, which do not appear significantly
different between the different experiments. Also, there are no noticeable spatial differences in the
increments at different synoptic times; hence these are not shown. Similar results are found for the
zonal and meridional components of the three dimensional wind field (also not shown). However,
increments in the temperature (Fig. 43) and specific humidity (Fig. 44) fields are slightly changed
in the tropics for the tSkin and Assim experiments, albeit the standard deviation of the increments is
also increased in the tropics; hence we do not consider the upper-air increments to be significantly
different in the context of this study.
7 Impact on predictions
Through five day forecasts (starting at 2100 UTC), and verifying against our own analysis, we
assess the duration of the impact of the skin SST model, the assimilation of AVHRR observations,
and the Ts analysis increment, using initial conditions generated within all the data assimilation
experiments discussed thus far. Forecast skill is computed for global fields, not just over open
water.
Starting on 1 April 2012 and ending on 30 April 2012, i.e., with 30 samples, the anomaly cor-
relation (ACOR) for the geo-potential height field (h) at 500 hPa is shown in Fig. 45. The forecasts
from Assim have the highest h-ACOR, followed by tSkin, AVH and CTL, although the differences
are statistically insignificant (below the 95% confidence interval); the root-mean-squared-errors
(RMSE) also show a similar pattern (not shown). Plots of the differences in 500 hPa h-ACOR for
the NHE and SHE are shown in Figures 46 and 47 respectively. In the NHE there is a degradation
of the forecast skill for the AVH experiment after 2.5 days, whereas for the other experiments, there
is a statistically insignificant degradation; we obtained a similar pattern for other variables, such as
surface pressure, temperature, winds, and specific humidity, in the NHE. In the SHE, we obtained
a statistically significant improvement in the ACOR after four days. Once again, Assim has the
best skill, followed by tSkin and AVH. In fact, in the SHE, the skill (Assim and tSkin experiments)
improved for other variables as well, but the improvement diminished with increasing height. For
example, in Figures 48 and 49 we plot the differences in the ACOR for the SHE temperature at
1000 hPa and 700 hPa, respectively; the improvement is statistically significant at 1000 hPa but not
at 700 hPa. As for the tropics, change in the ACOR (and also the RMSE) was neutral at all pressure
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levels and for almost all the fields.
8 Summary and conclusion
Skin SST, which is very important for air-sea interaction, is specified in the GEOS-5 ADAS from
an already existing, daily SST product. This prescription of the skin SST therefore neglects a large
variability, including a diurnal cycle and very thin, cool skin layer in contact with the atmosphere,
that has been observed by radiometric and in situ observations taken close to the sea surface. Here
we describe and implement a prognostic Ts model that produces a realistic evolution of Ts , focusing
on its estimation in the context of an ADAS. The model-produced Ts serves as a first guess for the
analysis of Ts-sensitive brightness temperature observations; the increments from such an analysis
are then used in the ensuing model integration. In an attempt to obtain a more realistic estimate of
the skin SST, the following updates/modifications have been made to the GEOS-ADAS.
8.1 Updates to the AGCM
The skin SST in the original version of the AGCM was based on the daily OSTIA SST product,
and the net surface heat flux over the ocean was a diagnostic variable. We added a skin SST model
to the air-sea interface component of the AGCM to prognostically compute: (i) a diurnal warming,
mostly based on ZB05 and T10, and (ii) a diagnostic cool-skin layer following F96. Both of these
effects are applied on top of the OSTIA SST, since it is a foundation SST.
We adapted the T10 diurnal warming model with the following three modifications. First, due to
the unavailability of a wave model, we used a global constant value for the surface Stokes velocity.
Second (given the first modification), we chose not to follow the T10/ZB05 procedure to simulate
the slow decay of diurnal warming past dusk. We are concurrently working on the introduction of a
wave component into the GEOS-ADAS and plan to revisit these topics thereafter. Third and finally,
instead of a three band shortwave absorption model as used by F96, ZB05, and T10, we used a
model that includes absorption in the visible and ultraviolet parts of the spectrum, and we also made
use of the photosynthetically active radiation flux, for which the light absorption characteristics of
water change based on biological activity. As a result, the ratio of absorbed to incident insolation
was about 0.5−0.65, compared to a global constant of 0.61 obtained from the three band model.
8.2 Updates to the atmospheric analysis and ADAS
The GSI-based atmospheric analysis already includes the skin SST as a control variable when an-
alyzing the upper-air fields. However, the increment in Ts was simply ignored in the next forecast
cycle of the AGCM.
Taking advantage of the existing analysis infrastructure, we made following changes: (i) we
added the relevant diurnal output from the modified AGCM to compute a near-surface vertical
thermal structure (that is, T (z)), (ii) we use this T (z) to compute first-guess temperatures at the
(approximate) measurement depth, (iii) we added SST-relevant observations (taking AVHRR as a
starting point) to the observing system, and (iv) we allowed the increment in skin SST to feed back
on the AGCM through the IAU component.
8.3 Experimental results
To test the above updates to the model and analysis systems, we conducted three experiments,
comparing each to a control (CTL) in which none of these changes were activated. The AVH
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experiment was designed to test the impact of AVHRR observations only, tSkin tested the impact
of the skin SST model only, and finally the Assim experiment combined all of the updates (the
active skin SST model, AVHRR observations, and the feedback of the Ts analysis increment on
the AGCM).
Using the skin SST model in the tSkin and Assim experiments, we obtained the cool skin (depth
and amount of cooling) and the diurnal warm layer (depth and amount of warming) fields, along
with their net effect on Ts.
As a result of the cool skin layer model, the amount of cooling was inversly proportional to the
wind speed; minimum and maximum values of cooling were about 0.05o and 0.5oK, respectively.
The diurnal variation in the net heat flux produced a maximum variability of about 0.2oK in areas
with large insolation and low wind speed (e.g., the Indian Ocean). In comparing the tSkin and
Assim experiments, we noticed a very small impact (< 0.02oK) on the cool skin layer.
We obtained a maximum diurnal warming of about 2oK in the tropical oceans; this warming was
lower in the extratropics. The peak diurnal warming was about 2 to 3 hours after local noon, a result
similar to that obtained by ZB05 and T10 and similar to observations reported by F96. However,
due to the differences between our diurnal model implementation and that in T10 mentioned above,
we obtained a quick erosion of our diurnal warming after sunset, indicating an excessive amount
of dissipation. We also obtained a DSA of about 2.5o− 3oK at low wind speeds, as in ZB05; this
is about 12
o
K more than in T10. Considering figure 3 of T10, the difference may also be related
to our simplification of the Stokes velocity; however, DSA is not directly measured and there are
uncertainties in its estimation. Overall, the difference between skin and foundation (OSTIA) SSTs
was between −0.6o to 1.5oK. Changes in the local stability caused the Assim experiment to have a
larger diurnal warming than the tSkin experiment by about 0.2oK.
The overall change in climatology of assimilated fields (winds, temperature, humidity, and sur-
face pressure) was insignificant for all three experiments. Due to the cool skin layer of the skin
SST model, the monthly mean of Ts was lower by about 0.3o to 0.5oK for the tSkin and Assim
experiments. We also obtained a change in the surface heat fluxes for these two experiments. The
net shortwave radiation increased due to a decrease in the tropical high-level cloud fraction. In the
extratopics, the net longwave flux increased, and there was a decrease in the latent and sensible heat
fluxes; these changes resulted in an increase of about 10−20W/m2 in the net surface heat flux.
Averaged observation minus background (OMB) statistics for satellite observations showed a
decrease in the mean OMB with the usage of the skin SST model. This improvement was consis-
tent across the board for IR as well as MW sensors. Hyperspectral instruments (AIRS and IASI)
statistics also revealed a positive feedback from the skin SST and the combination of assimilating
AVHRR and the Ts increment. The fit to the surface as well as the water vapor-sensitive and lower
troposphere peaking channels was improved for both the tSkin and Assim experiments, with more
gain in the latter. There was an insignificant change for the AVH experiment.
We attempted to evaluate the temperature within the diurnal warming layer by using withheld
observations (at 20 cm depth) from drifting buoys. The OMB was compared with the observation-
minus-OSTIA SST as a starting point, because the latter is a foundation SST. The diurnal warming
from our skin SST model (and Ts analysis) was closer to the observations, at least for certain times
of the day. In the tropics, particularly in the Indian Ocean, where we obtained large diurnal warm-
ing, the morning to afternoon (rising part of the diurnal warming cycle) OMB was lower than that
for OSTIA SST. However, the late afternoon-evening part of the diurnal cycle did not show any
improvement due to a rapid erosion of our diurnal warming. The differences between the tSkin and
Assim experiments were small. A weaker diurnal cycle outside of the tropics leads to an insignifi-
cant change in the OMB.
Application of the increment in the skin SST seems to provide a positive feedback to the GEOS-
27
ADAS, as indicated by the global mean and standard deviation of the increment. The overall impact
of the analysis increment was to warm the Ts by about 0.1oK during both local day and local night.
There was no significant difference in the analysis increments of the surface pressure and in the
3-dimensional upper-air increments of temperature, u-and v-winds, and specific humidity.
There was an impact on the predictability of the model. Among our three experiments, the
combination of all changes (in the Assim experiment) produced the best forecast skill scores, up to a
lead time of 5-days. Statistically significant improvements were obtained in the southern hemisphere
for almost all fields; however, the significance diminished with altitude.
8.4 Conclusion
Using an ocean mixed layer model to resolve the SST diurnal cycle in the ECMWF operational
system, Takaya et al. (2010b) obtained improvements in 3- 5 days ACOR of temperature (at lower
levels, e.g., 1000, 850 hPa); these improvements, however, were statistically insignificant, and they
also they reported no difference in 500 hPa geopotential height ACOR. Conclusions based on our
results using GEOS-ADAS cannot be extrapolated to the performance of other systems, since we
verified forecasts against our own analyses. However, Takaya et al. (2010b) (on p.27) stress the
importance of coupling between SST and errors in air-sea fluxes. In that regard, modeling the skin
SST and assimilating SST-relevant observations offers an opportunity to explicitly account for SST
errors and air-sea interface fluxes. This was precisely the goal of the Assim experiment, which
yielded the most positive results among the experiments considered here.
This point is reinforced by the work of McLay et al. (2012) with the US Navy NOGAPS op-
erational ADAS system, which included an SST diurnal cycle (via the T10 model, but with no
cool-skin and also no direct assimilation of SST-relevant radiance observations) and perturbations
for SST analyses (in an ensemble data assimilation framework), thus taking a step in the direction
of explicitly accounting for SST errors. Based on forecasts up to lead times of 10 to 14 days, they
reported statistically significant improvements in skin temperature (land and sea), 2-m air tempera-
ture, 10 m wind speed, 500 hPa geopotential heights and daily accumulated precipitation.
Takaya et al. (2010b), McLay et al. (2012) and the present study (with GEOS-ADAS) show,
using three different operational systems that incorporate related modifications to the SST, that such
modifications mostly lead to positive improvements in the forecasts. Further studies of skin SST
modeling, air-sea fluxes, coupling with a wave model, tuning of atmospheric boundary layers, and
modeling of the observational and background errors should be pursued along with the incorporation
of MW and in situ SST observations in the context of the development of an IESA.
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Figure 1: Climatological downward diffuse attenuation coefficient for the photosynthetically avail-
able radiation, or, Kd(PAR), for the month of April. Masked values are set to one (black color);
these appear over land and sea ice and are not used in open ocean computations.
Figure 2: Background error variance used for analyzing Ts (in oC2). Values range from zero over
sea ice-covered regions to ∼ 1 in regions of high variability, such as the Gulf stream and Kuroshio
current regions. Land has been masked.
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Figure 3: Spatial coverage of AVHRR channel 4 brightness temperature observations taken from
NOAA-18 (blue open circles) and Metop-A (black) within the 6-hour assimilation window centered
on 01 Apr 2012 at 12 UTC. Shaded portion of the globe depicts nighttime, and the number of obser-
vations is shown in parentheses. 3a shows all the observations after thinning and scoring; 3b those
retained after quality control (QC).
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Figure 4: April 2012 monthly mean of the skin SST (oK) for (a) CTL, and differences in Ts from
CTL for the experiments: (b) AVH, (c) tSkin and (d) Assim. Land and sea ice regions have been
masked.
Figure 5: Same as in Fig. 4 but for the sea level pressure (SLP).
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Figure 6: Same as in Fig. 4 but for the wind speed at 10 m.
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Figure 7: Zonal mean of temperature (oK) from 1000 to 500 hPa. Top, middle and bottom rows are
for northern hemisphere extratropics (NHE), tropics and southern hemisphere extratropics (SHE),
respectively. CTL is plotted in the left panels, and the right panels show the difference from CTL
for the AVH, tSkin and Assim experiments.
34
Figure 8: Same as in Fig. 7 but for the specific humidity (g/Kg).
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Figure 9: Same as in Fig. 7 but for the zonal component of wind (m/s).
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Figure 10: April 2012 monthly mean of the net surface shortwave radiation (SW snet) for (a) CTL, and
differences in SW snet from CTL for the experiments: (b) AVH, (c) tSkin and (d) Assim. Land and
sea ice regions have been masked.
Figure 11: Same as in Fig. 10 but for the net surface longwave radiation LWnet .
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Figure 12: Same as in Fig. 10 but for the net latent heat flux Hl at surface.
Figure 13: Same as in Fig. 10 but for the net sensible heat flux Hs at surface.
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Figure 14: Same as in Fig. 10 but for the net heat flux Qsnet at surface.
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Figure 15: April 2012 monthly mean of the temperature drop ∆Tc (in oK) due to the cool-skin layer
for the tSkin experiment. Land and sea ice have been masked.
Figure 16: Same as in Fig. 15 but plot is for the depth of the cool-skin layer δ (in mm).
40
Figure 17: Same as in Fig. 15 but plot is for the friction velocity over water u∗,w (in mm/s). Three
locations at (110W, 10S), (100W, Eq.), and (110W, 10N) have been marked using a filled circle,
square and diamond, respectively.
Figure 18: Same as in Fig. 15 but plot is for the net heat flux in the cool skin layer Qcnet (in W/m
2).
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Figure 19: April 2012 monthly mean diurnal variation in ∆Tc (oK) for the tSkin experiment. Diurnal
variation can be seen by comparing ∆Tc at different synoptic times, for instance in the Arabian
Sea/Indian Ocean.
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Figure 20: April 2012 monthly mean diurnal variation in ∆Tw (oK) for the tSkin experiment. The
magenta colored contour lines show the cosine of the solar zenith angle.
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Figure 21: Same as in Fig. 19 but for the net heat flux Qwnet in the warm layer (in W/m
2).
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Figure 22: Monthly-averaged diurnal variation of ∆Tw,Qwnet and 10m wind speed at the tropical
locations marked in Fig. 17. Lowest wind speed is at (100W, 0N), where the peak ∆Tw ∼ 1oK and
the minimum is 0.2oK after sunset. The other locations have ∼ 100W/m2 less net heat flux and
higher wind speeds, with a maximum ∆Tw ∼ 0.2oK and with a ∆Tw that approaches zero soon after
Qwnet → 0.
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Figure 23: April 2012 monthly mean value of the function of the Langmuir number (La defined in
section 3.2): f (La) = La−2/3 for the tSkin experiment.
Figure 24: Same as in Fig. 23 but plot is for the ratio between net shortwave radiation absorbed in
the warm layer SWwnet(z= d) to that at the surface SW
s
net .
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Figure 25: Monthly mean difference in ∆Tw (oK) between the Assim and tSkin experiments.
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Figure 26: Same as in Fig. 25 but for the non-dimensional similarity function φh(ζ ).
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Figure 27: April 2012 monthly mean diurnal variation of difference between skin and OSTIA SSTs
(Ts-Td) for the Assim experiment.
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Figure 28: Averaged DSA as a function of 10m wind speed and insolation for Apr 2012. Solid
(dashed) lines are for tSkin (Assim) experiment. Binning intervals for wind speed and insolation
are 0.2 m/s and 10 W/m2 respectively. Data is plotted only if sample size is > 100.
Figure 29: Spatial map of mean DSA. Top panel is for tSkin and bottom panel is difference between
Assim and tSkin experiments.
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Figure 30: Time series of the global (ocean only) 6-hourly OMB statistics for the AVHRR channel 3
on board NOAA-18. (a) Number of assimilated observations; (b), (c) Mean and standard deviation
(SDEV) of bias-corrected OMB; (d) Mean bias correction = OMB (bias corrected) - OMB (before
bias correction). Experiment AVH is plotted in red and Assim in blue.
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Figure 31: Monthly mean of the OMB (before bias correction) for Ch 123 (number 587 in full chan-
nel number space) of the Atmospheric Infrared Sounder (AIRS) on AQUA satellite: (a) CTL, (b)
AVH, (c) tSKin, (d) Assim. This is a surface-sensitive window channel, measuring at wavenumber
of 843.9cm−1. The monthly mean has been computed by binning to 5o×5o uniform grid.
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Figure 32: Monthly-averaged OMB statistics for the AIRS on AQUA satellite, with statistics com-
puted only over water. (left to right) Panels (a) and (c) show the mean bias-corrected OMB and
mean bias correction (defined in Fig. 30); (b) and (d) depict the difference (from CTL) in the bias
corrected standard deviation (SDEV) of OMB and the number of observations, respectively. The
ordinate is the same for all panels and is shown in (a). Solid (dashed) lines are for OMB (OMA).
Panel (a) shows the approximate regions of the atmosphere where channels peak.
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Figure 33: Same as in Fig.32 but for the Infrared Atmospheric Sounding Interferometer (IASI) on
Metop-a satellite.
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Figure 34: Monthly mean of the total bias correction (defined in Fig. 30 and binning to 5o× 5o
uniform grid) for 18 UTC analyses, and for Ch 8 of the first detector on GOES-15 satellite: (a)
CTL, (b) AVH, (c) tSKin, (d) Assim. This is a surface-sensitive window channel, measuring at a
wavenumber of 911.6cm−1.
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Figure 35: Monthly-averaged OMB statistics for the sounding (SNDR) channels on the the GOES-
15 satellite, for the first detector (D1) and for assimilated channels only. (left to right) Panels (a) and
(b) show the mean and standard deviation (SDEV) of bias-corrected OMB; (c) and (d) depict the
mean bias correction (defined in Fig. 30) and the number of observations, respectively. The ordinate
is same for all panels and is shown in (a). Solid (dashed) lines are for OMB (OMA); σo shown in
(b) is the specified observational error variance. 56
Figure 36: Same as in Fig. 35 but for the assimilated imager channels of Advanced Microwave
Sounding Unit (AMSU)-A on AQUA satellite, with statistics computed only over water.
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Figure 37: Locations of drifting buoys (on 01 April 2012 at 00UTC), plotted as blue dots. Basin-
averaged OMB statistics were computed for the following regions in the tropics between 20S to 20N
(right to left): (i) T-WPAC: 125E- 180E, (ii) T-INDN: 50E - 100E, (iii) T-ATLN: 50W - EQ, (iv)
T-EPAC: 125W- 180W. OSTIA SST for the same date is plotted for reference purposes, to show
the separation of fronts; hence the colorbar is not shown.
Figure 38: Time-series of the regional (shown in Fig. 37) averaged hourly differences between
observed SST from drifting buoys and the temperature at 20cm depth from the Assim experiment
(blue). Observation minus OSTIA SST is plotted for reference in red; these observations were
withheld from analysis. Gaps at certain hours in the time-series (e.g., top panel (T-WPAC) on 04
Apr) are due to a lack of observed data and/or application of quality control.
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Figure 39: Monthly mean of the analysis increment in skin SST for the 00 UTC analyses: (a) CTL,
(b) AVH, (c) tSkin, and (d) Assim. Land and sea ice regions have been masked.
Figure 40: Same as in Fig. 39 but at 06 UTC
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Figure 41: Time series of global mean (dashed lines) and standard deviation (solid lines) of 6-
hourly Ts analysis increment for the CTL, AVH, tSkin and Assim experiments over open water
analysis grid points.
Figure 42: Same as in Fig. 41 but for the surface pressure (PS). Statistics are for global fields,
computed over all surface types (not just over water) since PS increment is applied globally.
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Figure 43: Comparison of zonal average of the monthly mean analysis tendency (increment divided
by 6 hours) in temperature (in oK/day), for CTL, AVH, tSkin and Assim experiments. Top, middle
and bottom rows are for NHE, tropics and SHE respectively.
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Figure 44: Same as in Fig. 43 but for specific humidity (g/Kg/day)
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Figure 45: Top panel: anomaly correlation (ACOR) for 500-hPa geopotential height (global) for five
day forecasts, and for the experiment period. The number in the parenthesis denotes the number of
forecast samples used to calculate the ACOR. Bottom panel: difference in ACOR between the
experiments (AVH, tSkin and Assim) and CTL; bars denote 95% confidence intervals.
Figure 46: Difference in ACOR for the NHE 500-hPa geopotential height field. Legends are same
as in the top panel of Fig. 45.
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Figure 47: Same as in Fig. 46 but for the SHE.
Figure 48: Same as in Fig. 46 but for the SHE temperature at 1000-hPa
Figure 49: Same as in Fig. 46 but for the SHE temperature at 700-hPa
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Appendix A. Acronyms
ADAS atmospheric data assimilation system
AGCM atmospheric general circulation model
AIRS Atmospheric Infrared Sounder
AMSU Advanced Microwave Sounding Unit
ACOR anomaly correlation
AVHRR Advanced Very High Resolution Radiometer
CRTM Community Radiative Transfer Model
DAS data assimilation system
ECMWF European Center for Medium-Range Weather Forecasts
GEOS Goddard Earth Observing System
GOCART Goddard Chemistry, Aerosol, Radiation, and Transport
GMAO Global Modeling and Assimilation Office
GSI Gridpoint Statistical Interpolation
IASI Infrared Atmospheric Sounding Interferometer
IAU Incremental Analysis Update
IESA integrated earth system analysis
IR infrared
MW microwave
NHE northern hemisphere extratropics
OLR outgoing longwave radiation
OMA observation minus analysis
OMB observation minus background
OSTIA Operational Sea Surface Temperature and Sea Ice Analysis
SHE southern hemisphere extratropics
SLP sea level pressure
SST sea surface temperature
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Appendix B. Quality control of AVHRR observations
The following sequence of steps are performed for rejecting and deweighting the data:
1. reject if solar zenith angle ≤ 89o,
2. reject if observed Tb≤ 0oK or ≥ 500oK,
3. reject over high topography (does not apply over ocean),
4. modify observational weights (Derber and Wu, 1998) according to CRTM computed atmo-
spheric transmittance (Chen et al., 2012).
5. cloud qc: all channels are rejected if cloud is detected, at any observation location,
6. weight according to sensitivity of Tb to Ts and emissivity,
7. a physical retrieval check: Appendix 1 of Gemmill et al. (2006),
8. gross check: if the difference between bias-corrected background and observed Tb is > 3σo.
We illustrate the application of the above steps for a single analysis performed on Apr 30, 2012 at
12 UTC. Fig.B50 depicts the observed Tb using AVHRR and IASI sensors on the Metop-A satellite.
For the channels 4 and 5 of AVHRR we plotted IASI data from similar wavelenth channels; there is
no assimilated channel on IASI that is spectrally close to AVHRR Ch 3. The pixel size of the GAC
AVHRR data is about 4km2, whereas IASI footprint is about 50km2, and thinning box was set to
145km2 for both sensors. We notice that the Tb is greater than 300oK for Ch 3 in the daytime (due
to the solar contamination mentioned in section 4.2). As for Ch 4 and 5, the observed Tb is almost
the same for AVHRR and IASI; the slight variation is due to the narrow spectral width of the IASI
channels compared to the broader width of AVHRR. We also note that there are no observations
from the AVHRR over land and sea ice (because we selected ocean-only GAC data) and that there
are gaps over open ocean (due to the application of cloud mask in the GAC data (section 4.2); there
is no cloud mask for the IASI level 1B radiance data used in the GEOS-ADAS).
Fig. B51 shows the OMB computed using the CRTM simulated Tb (before quality control and
bias correction); we notice that the OMB is similar for AVHRR and IASI channels. After quality
control, as shown in Fig. B52, we get rid of most of the cold biased observation locations and also
the daytime observations of Ch 3, with similar results for channels 4 and 5 of AVHRR and IASI.
This shows that our procedure for the quality control and overall treatment of the AVHRR is
similar to that currently being used for any IR sounder, illustrated with the aid of IASI on Metop-A.
To complete this discussion, the OMB after bias correction is shown in Fig. B53. Bias correction
seems to correct for regions of cold (warm) OMB bias by introducing a warm (cold) correction,
hence trying to yield global mean OMB closer to zero. Notice that the Ch 3 AVHRR cold stripes
at the edges of the scan (similar to figure 6 of Chen et al. (2012)) seen before bias correction
(Fig. B52(a)) significantly benefit from bias correction (Fig. B53(a)), and the bias-corrected OMB
is homogeneously distributed.
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Figure B50: Observed brightness temperature (in oK) on 30 Apr 2012 within the 6-hour assimilation
window centered at 12 UTC. (left) AVHRR on Metop-A: (a) Ch 3, (b) Ch 4, (c) Ch5. (right) IASI,
also on Metop-A: (I) Ch 204, (II) Ch 195.
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Figure B51: Same as in Fig. B50 but for the OMB before bias correction and no quality control.
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Figure B52: Same as in Fig. B51 but after quality control.
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Figure B53: Same as in Fig. B52 but after bias correction
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Appendix C. A simple interpretation of analysis increment
Let’s define the following errors with respect to a reference or true state xt :
εo = yo−H[xt ]
εb = xb− xt
εa = xa− xt
where εo,εb,εa denote the error in observation (yo), background (xb) and analysis (xa), respectively;
H[·] denotes a linearized observation operator that maps the state to observations space. Here all the
variables are vectors; background, analysis and reference states are of the same dimension as the
model state-space, but observational dimension is typically much smaller than model dimension.
Following a Kalman filtering approach,
xa = xb+K(yo−H[xb])
= xb+K(εo−H[εb]),
where K is the Kalman gain matrix. Then the analysis increment is ∆x = xa− xb = K(yo−H[xb]).
Recall that the observation minus background is OMB = yo−H[xb]; therefore ∆x = KOMB. Taking
expectations (denoted by < ·>) on both sides, we obtain
< ∆x>=< K >< OMB>
For a well tuned analysis system (with optimal observational and background errors) typically
the trace of K→ Co, an asymptotic value. Therefore < ∆x >∝< OMB >, i.e., mean of OMB and
analysis increment are directly related to each other. Generally speaking, unbiased increments
would be a sign of unbiased OMB (see chapter 5 of Todling (1999)). Similarly, < ∆x∆xT >∝<
OMB >< OMBT >, which implies that a smaller increment (in a norm), is a sign of smaller OMB
residue.
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