laser interferometers and capacitive sensors, including measurement nonlinearity, sensor drift, kinematic transformation error, and multiaxis sensor misalignment [10] . The majority of applications of direct metrology, in both the engineering [3] [4] [5] and the biomedical fields [11] , only involve motion detection in two degrees of freedom (2-DOF), i.e., x and y in-plane motion, within the focus plane of the microscope, whereas more and more methods were reported to achieve 3-DOF motion measurement [12] [13] [14] .
Off-focus imaging [12] , [13] , interferometry [14] [15] [16] , and geometrical reasoning [17] , [18] are three most commonly used methods of detecting out-of-plane motion of objects from 2-D time-lapse images. Compared to the other two techniques, interferometry provides higher measurement resolution, and usually leads to more precise out-of-plane motion estimation [16] . However, traditional interferometry techniques, such as vertical scanning white light interferometry (WLI) [19] , [20] and phase shifting interferometry [21] , are optical methods for surface metrology, i.e., surface profilers. These methods require scanning the object surface along the optical axis to acquire scanned interferograms for each individual pixels and subsequently detecting peaks of these interferograms to determine surface heights using computer software. They are not suitable for motion detection.
In contrast, lateral sampled WLI (LSWLI) [14] [15] [16] quantifies lateral shift of the pixelated fringe pattern superimposed on the object surface in each image frame to detect out-ofplane translation of the object and thus its vertical motion. Peak detection of lateral fringe patterns was initially proposed in [15] to determine 1-D lateral shift. It was mathematically validated that LSWLI along with additional information obtained from typical image processing of shadow projection image content could be used to render 6-DOF visual sensing using a single image frame, comprising both lateral fringe pattern and shadow projection image content of multiple features [15] . It was also experimentally demonstrated in [15] that the z-axis had peak-to-peak ±10 nm sensing stability with a root-mean-square deviation of 9.2 nm. Image registration was later proposed to replace peak detection for determining 1-D lateral shift to improve visual sensing stability in [14] , wherein measurement resolution of 0.46 nm in the z-axis was reported.
Whereas ultrahigh measurement resolution was achieved using image registration to realize LSWLI, the measurement accuracy of long-range motion tracking has not been investigated in [14] and [16] . Bias in image registration has been thoroughly studied and reported, i.e., subpixel image registration using correlation coefficient interpolation (CCI) in [22] [23] [24] , gradient-based image registration [25] [26] [27] [28] , and spatial domain image intensity interpolation-based pattern matching [29] [30] [31] [32] [33] . It is known that bias in image registration [22] [23] [24] [25] [26] [27] [28] , in both primary axis and coupling axis [16] , varies periodically with subpixel image shift while the image content in the region of interest (ROI) moving across multiple pixels. When applying image registration to motion tracking for either in-plane motion or out-of-plane motion, registration bias leads to measurement bias in all axes. As measurement resolution being improved, this measurement bias becomes apparent when undertaking long-range motion tracking. The issue with bias in image registration hinders further improvement of measurement precision. Pattern matching with iterative image intensity interpolation may greatly reduce the measurement bias; however, reconstructing a continuous image model using bi-cubic or higher order interpolation in previously reported methods usually costs too much computation time to be realized for real-time applications [31] .
Real-time image processing algorithms and associated mathematical formulas that render ultraprecise LSWLI-based three-axis visual motion tracking are presented in this paper. Two distinct ROIs, i.e., in-plane ROI and out-of-plane ROI, in a single 2-D image, taken at a single time instant, are processed in real time. The fringe pattern within the out-ofplane ROI is employed to determine its out-of-plane position, whereas the in-plane ROI contains shadow projection image content of the object, the spatial location of which in the camera-centered coordinates is used to locate the object's inplane position. Processing of images is synchronized with realtime image acquisition to realize three-axis motion tracking. Real-time continuous image registration (CIR) is realized to replace CCI for 2-D in-plane motion tracking. It eliminates bias caused by CCI to significantly improve measurement precision. Since the LSWLI fringe pattern, which is used to determine out-of-plane motion, in a preselected rectangleshaped ROI does not meet the periodic boundary restriction required for discrete Fourier transform (DFT), the spectral leakage effect will lead to measurement bias if CIR method is directly applied. Therefore, adaptive 1-D CIR (A1-CIR) is proposed to provide unbiased z-axis motion estimation results.
The remainder of the paper is organized as follows. Section II presents the principle of ultraprecise three-axis visual motion tracking. Results of computer simulations are presented in Section III. They are used to demonstrate bias caused by image registration and to examine its effect on measurement precision. The ability of the proposed approach to eliminate measurement bias is also validated. Three experimental results are presented and discussed in Section IV. They are used to examine measurement resolution for positioning and measurement precision for long-range motion tracking. Conclusion is summarized in Section V.
II. PRINCIPLE OF ULTRAPRECISE THREE-AXIS
VISUAL MOTION TRACKING WLI is an optical method for surface metrology. A schematic of a typical Mirau interferometer is shown in Fig. 1 , wherein a motion control stage moves the target up and down along the optical axis of and within the field of view of an interferometer-equipped optical microscope. Whereas the optical components and the fundamental physics involved in LSWLI-based three-axis visual motion tracking reported in this paper are identical to those of WLI, novel real-time image processing algorithms are developed to achieve threeaxis visual motion tracking of microscopic objects. In this section, the principle of LSWLI based three-axis visual motion tracking is introduced first, followed by parameter calibration, in-plane motion tracking, and out-of-plane motion tracking.
A. Lateral Sampled White Light Interferometry
The dashed line in Fig. 1 denotes the peak coherence plane of the interferometry system which is parallel to the plane of the reference mirror and where the light path length of the object's reflected light is equal to that of the reference beam. When placing an object under the WLI microscope, the intensity of the recorded fringe pattern is related to the vertical z-position of the object surface at the corresponding point/pixel as [15] 
where I 0 is the mean intensity, e(z) is the envelope function, f z is the carrier frequency, and ϕ is the phase. The envelope function e(z) can be modeled as a Gaussian function. When moving the object vertically, the signal recorded by a single pixel in the image sequence is called interferogram, illustrated in Fig. 2(a) . Each interferogram is demodulated in conventional WLI to obtain the envelope function, illustrated in Fig. 2(b) , wherein the z-axis position of the object at the corresponding point can be determined by locating the peak position of the envelope function. LSWLI-based three-axis visual motion tracking utilizes a single 2-D image, taken at a single time instant, to determine the xyz position of the object. Two distinct ROIs, i.e., in-plane ROI and out-of-plane ROI, in each incoming 2-D image are needed for three-axis visual tracking. Fig. 3 shows a typical 2-D image of a microscopic cantilever. The fringe pattern LSWLI fringe pattern on and shadow projection image of a microscopic cantilever.
within the out-of-plane ROI is employed to determine its outof-plane position, whereas the in-plane ROI contains shadow projection image content of the object, the spatial location of which in the camera-centered coordinates is used to locate the object's in-plane position. Three-axis motion tracking can then be realized when processing of images is synchronized with real-time image acquisition.
To avoid the influence of uneven object surface to the shape of the fringe pattern, it is assumed in the following discussions that the object surface being measured is a sufficiently smooth and uniform plane surface and that the object is a rigid body.
In the visual sensor coordinate, the target plane can be expressed by a plane function
where k x and k y indicate the orientation of the target plane in the sensor coordinate frame, and characterize the shift of the target plane along the direction perpendicular to the plane surface. Considering that the mean intensity I 0 in (1) can be discarded without loss of generality and then substituting (2) into (1), the normalized intensity distribution of the LSWLI fringe pattern along the target plane can be denoted asÎ
Assuming that the target plane undergoes a 3-DOF translational displacement T = ( x, y, z), the 2-DOF lateral motion of the fringe pattern, ( x f , y f ), can be related to the 3-DOF translational displacement of the tracking target as
It is worthy of noting that the out-of-plane motion z caused a 1-D shift of the LSWLI interference pattern in the direction normal to the direction of the fringe pattern. Therefore, it is only necessary to calculate the shift of the fringe pattern in either x-or y-direction to obtain the out-ofplane motion according to (4) or (5), respectively. The in-plane motion, ( x, y), can be calculated separately by tracking the lateral motion of the shadow projection image of the object surface within the in-plane ROI, where the WLI fringe pattern has completely diminished.
B. Parameters Calibration
From (4) and (5), it can be seen that the orientation of the target plane, which is characterized by k x and k y , needs to be specified to calculate the out-of-plane motion. Since the orientation of the target plane remains invariant during 3-DOF translational motion, k x and k y can be precalculated from the calibration model image prior to undertaking a real-time motion tracking experiment. In the work reported in [12] , k x and k y were determined by locating the peak spatial frequency of the fringe pattern in frequency domain. The theoretical function that is used to describe the intensity distribution of LSWLI fringe pattern, in (3), shows that the spatial frequencies of the fringe pattern are k x f z and k y f z in x-and y-axes, respectively. Since f z is characterized by the wavelength of the white light illumination source, which can be precalibrated, k x and k y can be obtained once the spatial frequencies of the LSWLI fringe pattern are calculated by using peak frequency locating method in frequency domain. However, the accuracy of this approach had not been discussed in the previous work. The process of locating peak frequency uses the frequency spectrum of the fringe pattern, which is calculated by 2-D DFT. Since the fringe pattern in the ROI, as shown in the blue rectangle-shaped box in Fig. 3 , does not satisfy the periodic boundary condition that is required to perform 2-D DFT, the spectral leakage effect of DFT will lead to error in the estimated image spectrum. Moreover, the quadratic fitting model, which is used to determine the subfrequency-interval position of the peak frequency, will also introduce estimation error since it does not describe the exact distribution of the frequency components around peak. A new calibration method is devised to obtain more accurate k x and k y .
By using Gaussian function to describe the envelope function in (3), the normalized continuous LSWLI fringe pattern model from a plane surface can be written aŝ
where σ is width of the Gaussian function that can be precalibrated by using demodulation method [15] . The initial phase ϕ can then be determined from the phase of the model fringe pattern at the point where the envelope function reaches its peak. After establishing the theoretical normalized continuous LSWLI fringe pattern model (CFPM)Î c (x, y), three unknown parameters, i.e., k x , k y , and , of the model fringe pattern from normalized calibration model imageÎ m (x, y) can be calculated by minimizing the difference between the continuous fringe pattern modelÎ c (x, y) and the calibration model imagê I m (x, y) using least-squares algorithm. The objective function of the least-squares solution is [34] 
The initial guessing of these three parameters can be obtained by using the peak frequency locating method and more accurate solution can be achieved iteratively by updating the CFPM.
C. In-Plane Motion Tracking
In-plane motion of the target plane in the sensor coordinate frame is calculated by detecting the lateral motion of the image formed by the light reflected from the object's surface when the optical light path length's difference between the reference beam and object beam is larger than the coherence length of white light, i.e., when the WLI fringe pattern has completely diminished. With the safe assumption that the image scale remains same within the z-axis motion range, which is usually a few hundred nanometers, the image of the reflected light can be regarded as a directly orthogonal projection from the object's surface to the xy plane in the sensor coordinate. When long-range z-axis motion tracking is desired, an objective z-positioner can be integrated into the microscopic system to continuously following the tracking target and keep the image content in the in-plane ROI always in-focus [14] . Therefore, in-plane xy motion can be decoupled from out-of-plane z-motion. As long as there is variation in the image content distributed along the xy plane in this shadow projection ROI, e.g., the corner feature in the red box of Fig. 3 , lateral motion of the target can be detected using image registration.
During recent years, various image registration algorithms have been developed to calculate 2-DOF lateral displacements of the images in x-and y-directions [21] [22] [23] [24] [25] . Normalized cross correlation (NCC) and two commonly used subpixel image registration algorithms, i.e., CCI and gradient-based linear approximation have been widely discussed and implemented. Whereas both algorithms are computationally efficient and suitable for real-time applications, they lead to bias, which may be too large to meet the precision requirement for many applications. In the previously developed LSWLI system, CCI method was used for lateral motion calculation. Whereas measurement bias was reduced through selecting specific lowbias feature patterns [16] , this method does not fundamentally solve the issue with bias. The lately developed CIR [25] employs a frequency domain approach to achieve subpixel measurement resolution with near-zero bias. In this paper, the CIR method is implemented to replace the CCI method to render ultrahigh precise 2-DOF lateral motion measurement. Both methods are summarized briefly in the following part of this section.
Image registration methods compare each incoming image I t (x, y) with the reference model image I 0 (x, y) to determine the relative shift between them. Normalized cross correlation is commonly used as a measure of similarity in many correlation methods to estimate the shift, s = ( x, y), between the two images. The shift can be partitioned into two parts s = s+δs, where, s = ( m, n) is the integer-pixel image shift and δs = (δx, δy) is the subpixel image shift. Assuming that the incoming image and reference image have been normalized asÎ t (x, y) andÎ 0 (x, y), respectively, the integer-pixel image shift can be obtained by searching for the maximum of the correlation coefficient between the reference image and the shifted target image in the ROI
whereĪ 0 andĪ t are the average gray values of the two images in the ROI, respectively. The subpixel image shift is subsequently determined by subpixel image registration. CCI uses parabola fitting around the sampled peak of the correlation coefficient to achieve pixel measurement resolution. The subpixel image shift is estimated as the interpolated peak. Let C (i, j) = C(i + m, j + n), then the estimated subpixel shift in x-axis is
The measurement bias of CCI method, which is caused by the modeling error of parabola fitting around the peak of correlation coefficient, has been theoretically analyzed [24] .
CIR method [25] , which established a continuously shifting image model (CSIM) from reference image based on the Fourier's shift theorem, calculates the subpixel image shift by iterative gradient-based method wherein the CSIM is updated in each iteration. As long as the pattern in the ROI can satisfy the periodic boundary condition that is required to perform 2-D DFT, this method can provide unbiased subpixel image shift estimation result.
According to the CIR method, the subpixel image shift (δx, δy) can be calculated by the following equation:
where q 0 (m, n) is the frequency spectrum of the normal-
In (10), θ k−1 (m, n) can be updated iteratively to find more accurate measurement result. A comparison of measurement accuracy by using CCI method and CIR method in experiment is presented in Section IV.
D. Out-Of-Plane Motion Tracking
According to (4) and (5), the out-of-plane displacement z can be calculated from the in-plane shift of the fringe pattern, ( x f , y f ). Since the z-motion only encodes the shift of fringe pattern in one direction, pattern matching is reduced to a 1-DOF problem. Lateral shift of the fringe pattern can be calculated in either x-or y-direction to finally obtain z-motion from (4) or (5). In the following discussion, lateral shift of the fringe pattern in x-direction is adopted to calculate z-motion. In prior research work, CCI is used to determine shift of the fringe pattern. CIR is again employed to eliminate measurement bias. However, due to nonperiodic boundary of the LSWLI fringe pattern in the rectangle-shaped ROI, using 2-D DFT to obtain image spectrum introduces error. An A1-CIR method is, therefore, proposed to achieve unbiased estimation of lateral shift, wherein the ROI employed is a parallelogram, a pair of sides of which are parallel to the orientation of the fringe pattern, adaptive to the specific orientation of the target plane. In this section, three subpixel image registration methods that have the computation efficiency to be implemented for real time motion tracking system, i.e., CCI, CIR with normal rectangle-shaped ROI, and the proposed A1-CIR, are discussed and compared.
The CCI method used to measure lateral motion of the fringe pattern is not different from that used for 2-D in-plane motion measurement, as described in (9) . It also causes bias. The regular CIR method used to track out-of-plane motion is similar to the one used for in-plane motion measurement, wherein 2-D DFT is applied to the ROI to obtain image spectrum. There are two major differences. First, due to spectral leakage effect, application of 2-D DFT leads to error in image registration thus causes bias in lateral motion measurement. Second, the calculation equation is reduced to be 1-D as
According to the direction of the fringe pattern, the A1-CIR method uses the parallelogram-shaped ROI to define multiple 1-D ROIs that satisfy the periodic boundary criteria so that the fringe pattern's information in frequency domain can be correctly calculated. According to the orientation of the fringe pattern in the reference image, i.e., k x and k y , a pair of sides of the parallelogram-shaped ROI is aligned along the direction 
where q 0 (m, y i ) and q t (k, m, y i ) are the spectrum of the model image and incoming image at the line y = y i , respectively. After 1-DOF shift of each individual line having been calculated, the fringe pattern's shift in x (horizontal)-direction can be obtained through averaging results from all horizontal lines in the ROI to reduce the effect of image noise, that is
III. COMPUTER SIMULATION Computer simulations are used to validate bias caused by image registration and to examine its effect on measurement precision. The ability of the proposed approach to eliminate measurement bias is also demonstrated in this section. The normalized continuous LSWLI fringe pattern model, denoted by (6) , is used to generate a set of well-defined simulation images, wherein the LSWLI fringe pattern is characterized by the object's orientation and the associated subpixel shift.
A. Calibration of Fringe Pattern Parameters
While undertaking experiments involving three-axis translational motion tracking, the orientation of the target maintains invariant. Therefore, the orientation of the planar surface area of the object, which is determined by k x and k y of the LSWLI fringe pattern, only needs to be calibrated once prior to starting real-time experiments. In order to demonstrate the improvement of the measurement accuracy by using CFPM to calculate k x and k y , a series of images with different k x , varies from 0.1 to 0.12, were generated based on the theoretical LSWLI fringe pattern model in (6) . Meanwhile, k y were kept constant as 0.1, which equals to 5.73°and is right in the range that LSWLI is applicable, for the whole series of simulated images. Each frame of the simulated image, which was regarded as the calibration image, was used to calculate k x and k y by both peak frequency component locating method and CFPM based least-squares algorithm. As shown in Fig. 5 , with the increase of the spatial frequency of the fringe pattern in x-axis, there are periodic measurement errors in the measurement results by using peak frequency locating method. The period of the measurement error (0.0076 pixel −1 ) is equal to the spatial frequency interval of the fringe pattern's spectrum, which is determined by the ROI size (128 pixels) that is used for DFT calculation. The results in Fig. 5 also verified that CFPM based least-squares algorithm can provide unbiased estimation of k x and k y from calibration fringe pattern.
B. Bias Caused by Image Registration
A set of images associated with different k x , varying from 0.05 to 0.25, was employed in computer simulations to examine bias caused by image registration. For each image, a sequence of subpixel shifts in the x-direction, ranging from −0.5 pixels to 0.5 pixels, was generated according to (6) . Two methods, i.e., CCI and CIR with rectangular ROI, were used to estimate subpixel shifts of the fringe pattern. The estimated subpixel shifts are compared to given values to calculate measurement bias. The results are shown in Fig. 6 , wherein bias is related to k x and subpixel lateral displacement of the fringe pattern. It is worth noting that increasing k x leads to denser fringe pattern. It can be seen that bias caused by CCI increases as the fringe pattern becomes denser, since it is directly related to the smoothness of the underlying image content [16] . On the contrary, bias caused by CIR with rectangular ROI decreases because more accurate 2-D DFT can be obtained.
C. Measurement Error Caused by Image Noise
Computer simulations were also performed to evaluate the effect of image noise. In the simulation, k x and k y were set as 0.1, and the lateral shift of the fringe pattern was varied from −0.5 pixels to 0.5 pixels. The random additive image noise was applied to simulated images. The signal to noise ratio was 20:1, comparable to the image noise level under real experimental condition. All three methods were used to render image registration. Measurement errors are calculated and shown in Fig. 7 . It can be seen that both measurement error of CCI and that of CIR have two components, i.e., one is bias caused by image registration and the other caused by image noise, whereas measurement error of the proposed A1-CIR method does not show noticeable bias. It is also evident that the effects of image noise on the measurement accuracy of each of the three methods are similar. This result demonstrates that the A1-CIR method can not only achieve ultrahigh resolution motion tracking, but also render ultrahigh precise tracking of out-of-plane motion of microscopic objects.
IV. EXPERIMENTAL RESULTS
A real-time three-axis motion tracking system has been developed. It was used to perform experimental investigation and to validate the effectiveness of the motion tracking algorithms discussed in Section II.
A. Experiment Setup
An experimental setup of the three-axis visual motion tracking system is shown in Fig. 8 . A Leica DMLM microscope with a 50X objective lens (NA = 0.5) and a CCD camera are used to acquire images of the target in real time. A Mirau type interferometer is attached to the objective lens to render WLI. The camera is a scientific grade, low noise, 12-b resolution CCD camera (Coolsnap EZ monochrome camera, Photometrics), whose pixel pitch is 6.45 μm in square. The sampling rate of this visual motion tracking system is 16 Hz, limited by the camera's frame rate. A precalibrated Nanopositioner (PI P-753) with a capacitive sensor (0.05 nm resolution) is employed to generate precise motion. In order to reduce system vibration, in addition to the supporting structures of the microscope itself, two tripod fixtures are used to fasten the objective lens and the microscope. A personal computer (PC) is integrated to the system to serve three purposes. First, it fetches images acquired by the CCD camera. Second, it is used to realize computer algorithms to render three-axis motion tracking. Both CCI and CIR are realized to enable 2-D in-plane motion tracking, whereas CCI and A1-CIR are implemented for 1-D out-of-plane motion tracking. Third, it is also used to control motion of the Nanopositioner to facilitate experimental investigation.
B. Measurement Resolution
A microscopic cantilever was affixed to the Nanopositioner and placed under the interferometer-equipped microscope to serve as the target. A typical image of the planar surface area of the cantilever is shown in Fig. 9 , wherein the image content inside the red box is the shadow projection ROI for in-plane motion tracking, whereas the fringe pattern inside another ROI shown as the blue box is for out-of-plane motion tracking. To demonstrate the superior measurement resolution achieved by the three-axis visual motion tracking system, the cantilever was kept still for ten seconds and three-axis readings of the system were recorded in real time. The effect of thermal drift was removed from three-axis readings. The results are shown in Fig. 10 . The measurement resolutions are estimated to be 0.74, 0.83, and 0.36 nm in x-, y-, and z-axes, respectively. It is worth noting that system vibration has not yet been completely eliminated and the vibration amplitudes are different due to the asymmetry structure of the microscope. The actual measurement resolution of the three-axis motion tracking system enabled by the proposed method can be even better than that shown in Fig. 10 . Meanwhile, although the image sampling rate is limited by the CCD camera to 16 Hz in the experiment, the total computation time for each frame of image by using the proposed 3-D motion tracking algorithm is about 0.83 ms, which provides the potential to greatly increase the motion tracking bandwidth if a high speed camera is available.
C. Long-Range In-Plane Motion in x-Axis
Tracking of long-range in-plane motion in x-axis was experimentally evaluated. In the experiment, the Nanopositioner was controlled to move the cantilever over a range of 260 nm, equivalent to a range of two pixels in the camera coordinate system. The lateral motion of the shadow projection ROI was estimated to track the in-plane motion. Both CCI and CIR were applied in real-time experiment. Results of motion tracking are shown in the upper Fig. 11(a) and tracking errors in the lower Fig. 11(a) , whereas each individual power spectrum density distributions of the two tracking errors are shown in Fig. 11(b) . The results validate that measurement bias caused by CCI is periodic with period one pixel. It is worth noting that the slow variation of the tracking error associated with CIR is caused by system drift.
D. Long-Range Out-Of-Plane in z-Axis
In the third experiment, the cantilever was controlled to move along the z-axis over a range of 60 nm, leading to shift of the fringe pattern in the x-direction about one pixel. Both CCI and A1-CIR were applied in real-time experiment. Results of motion tracking are shown in the upper Fig. 12 and tracking errors versus subpixel fringe shift in the lower Fig. 12 . The results again validate that measurement bias caused by CCI is periodic with period of one pixel, whereas A1-CIR does not cause noticeable bias.
V. CONCLUSION
Real-time image processing algorithms were devised, realized, and integrated with an interferometer-equipped microscope to create a three-axis visual motion tracking system. The system is capable of ultraprecise three-axis motion tracking of microscopic objects placed under the microscope. The principle of three-axis motion tracking is based on LSWLI and real-time unbiased image registration, including 2-D CIR for in-plane motion tracking and A1-CIR for out-of-plane motion tracking. Unbiased motion tracking was validated through computer simulations and experimental evaluations. A microscopic cantilever was affixed to a Nanopositioner to serve as the target for motion tracking. Measurement resolutions for positioning were experimentally evaluated to be 0.74, 0.83, and 0.36 nm in x-, y-, and z-axes, respectively. Motion tracking precision for both long-range in-plane motion and out-of-plane motion were experimentally demonstrated. Unbiased motion tracking was validated. He is currently a Research Associate with The Ohio State University, Columbus, OH, USA. His current research interests include optical metrology, microscopic imaging and image analysis, and visual sensing-based high-speed real-time multiple-degrees of freedom (DOF) motion tracking.
