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The time-independent projection-operator formalism of Brey et al. [Physica 109A, 425–
444 (1981)] for the derivation of Burnett equations is extended and considered in the
context of multispecies and magnetised plasmas. The procedure provides specific formulas
for the transport coefficients in terms of two-time correlation functions involving both two
and three phase-space points. It is shown how to calculate those correlation functions
in the limit of weak coupling. The results are used to demonstrate, with the aid of
a particular nontrivial example, that the Chapman–Enskog methodology employed by
Catto & Simakov (CS) [Phys. Plasmas 11, 90–102 (2004)] to calculate the contributions
to the parallel viscosity driven by temperature gradients is consistent with formulas
previously derived from the two-time formalism by J. J. Brey [J. Chem. Phys. 79, 4585–
4598 (1983)]. The work serves to unify previous work on plasma kinetic theory with
formalism usually applied to turbulence. Additional contributions include discussions
of (i) Braginskii-order interspecies momentum exchange from the point of view of two-
time correlations; and (ii) a simple stochastic model, unrelated to many-body theory,
that exhibits Burnett effects. Insights from that model emphasize the role of non-
Gaussian statistics in the evaluation of Burnett transport coefficients, including the
effects calculated by CS that stem from the nonlinear collision operator. Together, Parts I
and II of this series provide an introduction to projection-operator methods that should
be broadly useful in theoretical plasma physics.
† Email address for correspondence: krommes@princeton.edu
2CONTENTS
1. Introduction 4
1.1. Introduction to Burnett effects 6
1.2. The relationship between two-time formalism and Chapman–Enskog
theory 9
1.3. Gaussian and non-Gaussian statistics in kinetic theory 10
1.4. Liouvillian dynamics vs kinetic equations; Γ space vs µ space 13
1.4.1. Fluxes in Γ space and µ space 13
1.4.2. Reversible vs irreversible operators 14
1.5. Modified and unmodified propagators 14
1.6. Plan of the paper 15
2. The time-independent projection-operator formalism of Brey et al. 16
2.1. Statistical ensembles and distribution functions 16
2.2. Fundamental microscopic variables 17
2.2.1. Number density N˜ 18
2.2.2. Momentum density P˜ 19
2.2.3. Energy density E˜ 19
2.3. The microscopic fluxes 20
2.4. The local equilibrium distribution 22
2.5. The reference distribution 24
2.6. Projection operators and subtracted fluxes 25
2.6.1. The fundamental projection operator P 25
2.6.2. The basic subtracted fluxes 26
2.7. Formal solution of the Liouville equation using time-independent pro-
jection operators 27
3. The gradient expansion through Burnett order 31
3.1. Term (i) 31
3.2. Term (ii∇) 31
3.2.1. Two-time x-space correlation functions as velocity integrals over
Klimontovich correlations 33
3.2.2. Equation (3.7a) 34
3.2.3. Equation (3.7b) 34
3.3. Term (ii∆) 36
3.3.1. Equation (3.21a) 36
3.3.2. Equation (3.21b) 36
3.4. Term (iii) 37
3.5. Term (iv) 39
3.6. Summary of the gradient expansion 39
4. Some specific formulas for transport coefficients 40
4.1. The Burnett equations for a one-component fluid 40
4.1.1. The one-component Euler equations 41
4.1.2. Dissipative momentum flux for a one-component fluid 41
4.1.3. Dissipative heat flux for a one-component fluid 43
4.2. Integrals of correlation functions 44
4.3. Exchange terms 46
5. Theory of two-time correlation functions for weakly coupled plasmas 46
5.1. Heuristic physics of two-time correlations 46
5.2. The two-time cumulant hierarchy and correlation functions 47
5.3. Two-time, two-phase-space-point correlations 50
35.4. Two-time, three-phase-space-point correlations 53
6. Comparison to the results of Catto & Simakov 56
6.1. Brief review of the calculation of Catto & Simakov (2004) 56
6.2. Comparison of results 57
6.3. Example: The Burnett viscosity coefficient of ∇T ∇T 59
6.3.1. The K1 integral 59
6.3.2. Three-point correlations and the nonlinear collision operator 60
6.4. Explicit formulas from Chapman–Enskog theory 63
7. Summary and discussion 64
Appendix A: A simple stochastic model that exhibits Burnett effects 67
Appendix B: Microscopic and macroscopic forces 70
Appendix C: The conjugate variables 72
Appendix D: The subtracted fluxes 73
Appendix E: Aspects of the first-order exchange terms 76
Appendix F: Evaluation of term (iv) 81
Appendix G: Balescu–Lenard theory 82
G.1. The nonlinear Balescu–Lenard operator 82
G.1.1. Representation of the collision operator in terms of the pair corre-
lation function 82
G.1.2. Calculation of the pair correlation function g 83
G.1.3. Reduction of the pair correlation function to thermal equilibrium 84
G.1.4. Final formula for the Balescu–Lenard operator 84
G.2. The linearized Balescu–Lenard operator 87
G.2.1. The term in qΓ 88
G.2.2. The term in ∂Γ 89
G.2.3. The term in (∆D/D)∗ 89
G.2.4. The terms in (∂f)(EΓ ) 89
G.2.5. The remaining terms in ∂f 90
G.2.6. Summary of the reduction of D̂ 90
G.3. Nonlinear noise terms and the Balescu–Lenard operator 90
G.3.1. The C
(1;1)
+ C
(1;1)
+ contribution 91
G.3.2. The EC
(2;1)
+ terms 92
Appendix H: One-sided correlations and nonlinear noise 92
H.1. Equations for one-sided functions 93
H.2. Example: The classical Langevin equation 94
H.3. The s
(1;1)
+ term 94
Appendix I: Notation 95
I.1. Basic variables and physics symbols 95
I.2. Miscellaneous notation 98
I.3. Acronyms and abbreviations 98
References 99
41. Introduction
The collisional fluid equations for weakly coupled and magnetised plasma, often re-
ferred to as the Braginskii equations, are very well known (Braginskii 1965). In Part I of
this series (Krommes 2018b), I discussed the derivation of the linearized Braginskii equa-
tions by means of the projection-operator formalism (Mori 1965) that has been frequently
used in the context of neutral gases. That formalism is appealing on both heuristic and
technical levels. The use of projection operators fosters a clean separation between the
hydrodynamic and orthogonal subspaces, and it provides an efficient construction of the
subtracted fluxes whose autocorrelations define the transport coefficients. It also leads
to new results. For example, I showed in Part I that for linear response it leads to a
straightforward derivation of fluctuating hydrodynamics, a topic not explicitly discussed
by Braginskii.
Of course, the true fluid equations are nonlinear. The Braginskii equations are really
a hybrid: the Euler parts of the equations, which close without approximation in terms
of the fluid variables (density n, flow velocity u, and temperature T ), are nonlinear and
valid to all orders in the macroscopic gradients, while the dissipative corrections are valid
only to lowest order in the gradients or, in multicomponent systems, the momentum
and energy exchange terms involving (in a quasineutral plasma with one ion species)
∆u
.
= ue − ui and ∆T
.
= Te − Ti. (I use
.
= for definitions.) That is known as Navier–
Stokes order in nonequilibrium statistical mechanics; one obtains standard effects such
as heat fluxes (q = −nκ∇T , where κ is the thermal conductivity) or, in a plasma,
frictional drag and collisional temperature equilibration. Equations valid to next order in
the gradients are called the Burnett equations ; a review is by Garc´ıa-Col´ın et al. (2008).
They contain new linear dissipative fluxes such as κ′∇2T , nonlinear gradient–gradient
interactions such as ∇T · ∇T and, in a multicomponent system, additional terms such
as ∆u ·∇T or |∆u|2. Terms at Burnett order could be important in situations involving
strong fluctuations and/or gradients, such as may obtain in tokamak edges. In the present
paper, I discuss some aspects of the calculation of Burnett transport coefficients for
plasmas. My focus is on the basic principles and technical methodology; I shall not
consider practical implications, for which further research is required.
Although it is clearly desirable to have a description that is superior to Braginskii’s
when the gradients and/or fluctuations are strong, there are daunting technical obstacles.
Of course, when the nonlinearities are extremely large perturbation theory loses its
validity and a renormalized description involving terms of all orders becomes necessary.
Such a theory is beyond the scope of this paper. But even when the gradients are modest,
so that one might expect that regular perturbation theory truncated at second order
would give useful corrections to the Braginskii equations, there is a deeply troubling issue.
It is unfortunately the case that the second-order (Burnett) description may not actually
exist; coefficients such as κ′ can be infinite, signifying an embarrassing breakdown of the
(perturbative and Markovian) approach. The difficulty arises because of the collisional
excitation of long-lived and long-ranged hydrodynamic fluctuations that lead to slowly
decaying tails on correlation functions and violate basic assumptions of locality. There is
a large literature devoted to this topic, which regrettably is too extensive to review here.
A fundamental paper was by Alder & Wainwright (1970), who discovered long-time tails
in molecular-dynamics computer simulations of neutral fluids. The issue arises as well
in plasma kinetic theory, where it was investigated by Krommes & Oberman (1976b);
see that paper for earlier references. The topic is also discussed in the books by Balescu
(1975, Sec. 21.5), Reichl (1998, Sec. S11.A), and Zwanzig (2001, Chap. 9). Brey (1983)
showed that the Burnett coefficients for neutral fluids were infinite. Although the specific
5generalization of Brey’s calculations to plasma kinetic theory at the Burnett level has
not been done, there is no reason to believe that the situation is any better in plasmas.
Why, then, should one proceed? This question was addressed by Wong et al. (1978) as
follows:1
It is known that persistent correlations (Alder & Wainwright 1970, and the
additional references cited by Wong et al. in their Ref. 11) lead to a divergence of
the linear Burnett-order coefficients, which is to say that the expansion used is not
justified; a well-defined expansion involving fractional powers of the wavenumber
has been obtained by Ernst & Dorfman (1972). For the nonlinear case a nonan-
alytic dependence of stress on strain rate has been found (Kawasaki & Gunton
1973, and further references cited by Wong et al. in their Refs. 9 and 13) such
that the corresponding nonlinear Burnett coefficients are also divergent. Thus
an expansion of Chapman–Enskog type is actually not legitimate. However, it is
possible to make a separation into a regular part (for which a Chapman–Enskog
expansion is valid) plus a singular part, and in the cases considered the singular
part is found to be small (Kawasaki & Gunton 1973; Ernst & Dorfman 1972;
Ernst et al. 1978). Hence the formulas . . . will give accurate results if evaluated in
a way which suppresses persistent correlations . . . . Our point of view is therefore
to ignore the effects of persistent correlations, but the results nevertheless shed
some light on the nature of the divergences.
A summary of that same point was given slightly later by Brey et al. (1981):
We want to point out that in spite of the problem of the divergencies, an expansion
in gradients of the transport equations may still be useful. First, it may allow
the calculation of the ‘regular’ or nonsingular part of these coefficients and this
may be interesting since the regular part is probably dominant for small, but not
asymptotically small, gradients.
For those readers used to calculations based on the Landau (or Balescu–Lenard)
collision operator, it is necessary to emphasize that no divergences arise in that context;
those operators produce finite results for transport coefficients at both Navier–Stokes
and Burnett orders. [See the discussion of the calculations of Catto & Simakov (2004) in
§6.] The point is that those operators omit crucial many-body physics related to long-
lived correlations. Although the strength of those effects naively scales with ǫnp , where
n > 2 (ǫp
.
= 1/nλ3D is the plasma discreteness parameter), so they are ignored in the
derivations of the usual operators, such fluctuations are excited for each of an infinity of
long-wavelength modes, the superposition of which need not be negligible and can even
lead to infinities at Burnett order. In the language of the above two quotes, calculations
based on the Landau operator lead to the regular parts of the transport coefficients.
Divergences of the transport coefficients aside, there is another well-known difficulty
with the Burnett equations: they may be mathematically ill-posed in the sense that
singularities in the predicted nonlinear fluid motions may arise for sufficiently large
gradients. Furthermore, the proper choice of boundary conditions is an issue. There
has been a great deal of work on these topics, which can be located through literature
searches. Although they are obviously important, I shall not pursue them here.
In spite of these serious concerns, I shall proceed in the present paper to discuss
the formal structure of the Burnett equations for multispecies and magnetised plasmas
(ignoring any issues with long-time tails and nonlocality); then I shall compare the
results to earlier work for weakly coupled plasma. In plasma physics, equations that
contain (some) Burnett terms have been derived by Mikhaˇilovskiˇi (1967), Mikhaˇilovskiˇi
1The quotation has been modified to accommodate the author-year style of referencing used in
the present article.
6& Tsypin (1971, 1984), and Catto & Simakov (2004). None of those authors remarked on
connections to the extensive work on Burnett equations in neutral gases. In particular,
neither Mikhaˇilovskiˇi & Tsypin (1984) nor Catto & Simakov (2004) seem to have been
aware of the earlier work of Wong et al. (1978) and the more technically efficient
subsequent work of Brey et al. (1981), so they did not attempt to demonstrate consistency
between their calculations and previously known general formulas. One goal of the present
research is to show that the results of Catto & Simakov are, in fact, consistent2 with a
subset of the general formulas of Brey et al. as specialized to a one-component fluid
by Brey (1983) and calculated to the lowest nontrivial order in weak coupling. Another
motivation, quite apart from the possible practical implications of Burnett-level effects
(which are not addressed in this paper), is the elucidation of the proper treatment
of plasma kinetic theory beyond linear order, which is generally instructive and has
implications that transcend the specific application to second-order plasma transport.
The discussion serves to unify several research threads, including traditional plasma
kinetic theory and the results of Rose (1979) on non-Gaussian statistical closures that
embrace both collective turbulence and discrete-particle effects.
The formulas recorded by Brey (1983) apply to an unmagnetised, one-component,
neutral fluid. Adding a background magnetic field B to the general formalism is formally
trivial. However, the resulting symmetry breaking leads to many additional transport
coefficients relative to the unmagnetised case. I shall not give specific formulas for those
coefficients at Burnett order. Although the way to do so is straightforward, in the limit of
large B those coefficients are very small; Catto & Simakov did not calculate them. The
magnetised problem at Navier–Stokes order was treated from the projection-operator
point of view in Part I.
In a multicomponent system, additional interspecies momentum and energy exchange
effects emerge. At Navier–Stokes order, those were treated in Part I, and I shall give
some further discussion in this paper. At Burnett order, the presence of exchange effects
leads to yet more terms. Although I shall indicate where those effects arise in the general
formalism, I shall not derive specific formulas for them because the first-order exchange
effects are already small.
Given the restrictions listed in the last two paragraphs, one sees that the present
paper does not present a complete description of Burnett effects in plasmas. Instead, the
focus is on developing the basic ideas, illustrating the use of projection operators in a
nontrivial context, and discussing the equivalence between the two-time formalism and
Chapman–Enskog theory. Various other insights emerge along the way.
1.1. Introduction to Burnett effects
At first order in a weakly coupled, unmagnetised, one-component plasma, there are
just two nonvanishing dissipative coefficients, namely the kinematic viscosity µ and the
thermal conductivity κ; see §I:2 and §I:A.3 For strong coupling, the bulk viscosity ζ is
2I say ‘consistent’ because in order to be quantitative Catto & Simakov calculate the corrections
to the distribution function approximately (inversion of the collision operator is involved), thus
obscuring the general structure of the theory. However, if one manipulates the basic equations
solved by Catto & Simakov, the equivalence of the formalisms can be demonstrated. That
is done in §6. It can then be seen that the calculations of Catto & Simakov of the parallel
viscosity amount to approximate evaluations of some of the formulas of Brey (1983), and that
straightforward generalization of those unmagnetised formulas would lead to the magnetic-field
effects evaluated by Catto & Simakov.
3Section and equation numbers that refer to Part I or the Supplement to Part II are prefaced
by ‘I:’ or ‘II-S:’, respectively.
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Figure 1. One mechanism leading to a Burnett contribution to the momentum flux that is
proportional to |∇T |2. The thick solid line depicts a temperature profile with constant gradient.
The net second-order momentum flux across the z = 0 plane arises from the unbalanced portion
of the first-order viscous forces exerted on the velocity streams arriving from a mean free
path λmfp away. See the text for further discussion.
also required. At second order, there is an explosion of terms. The general theory of an
unmagnetised, one-component plasma with arbitrary coupling involves at Burnett order
13 additional µ’s and 8 additional κ’s, collectively described in terms of 23 nontrivial
integrals over two-time correlation functions involving two or three phase-space points
(see §4). The details are tedious. However, the basic idea is clear.
I shall illustrate by considering the scaling of the contribution of the unmagnetised
(or parallel) momentum flux proportional to (∇T )2 (here I ignore tensorial properties,
i.e., the distinction between ∇T ∇T and |∇T |2I). One mechanism is illustrated in
figure 1, which is in the spirit of some diagrams used by Braginskii (1965).4 Assume
a constant temperature gradient in the −z direction and zero net flow velocity, uz = 0.
Divide the distribution function into positive- and negative-going streams whose velocities
are ζ+ ≡ ζ and ζ− = −ζ; those streams arrive from distances of the order of the
mean free path λmfp
.
= vt/ν, where vt
.
= (T/m)1/2 is the thermal velocity and ν is the
collision frequency. Arguing heuristically, one can assert that at first order each stream
experiences a viscous force −nmµ∇ζ. Because the streams arrive from regions of differing
temperatures, that force is unbalanced; the net momentum flux π across the plane z = 0
is
π = −nmµ+∇ζ+ − nmµ−∇ζ− ≈ −nm(µ+ − µ−)∇ζ. (1.1)
One has ∇ζ = (∂T ζ)∇T and µ ∼ 〈δv
2 〉/ν, δv being a thermal velocity fluctuation.
Temporarily assuming that ν is constant (the temperature dependence of ν is properly
taken into account in the detailed calculations described later), one has
µ(z) ≈ µ0 + z(ν
−1∂T 〈δv
2 〉)∇T. (1.2)
The µ0 contributions cancel in (1.1). If one assumes that the streams arrive from
distances ∓λmfp, the remainder is
π ≈ −nm[−2λmfp(ν
−1∂T 〈δv
2 〉)∇T ](∂T ζ)∇T ∼ nmµ
(
λmfp
L
)(vt
L
)
. (1.3a)
4This picture cannot possibly be new, but I am unable to cite a reference where it is presented
in the present form, including the subsequent discussion of non-Gaussian statistics.
8The small ratio λmfp/L signifies that this Burnett effect is of one higher order in the
gradients than is the usual first-order viscous stress.
The combinationm〈δv2 〉vt, which appears in the above estimate, arises microscopically
from the kinetic energy flux JE = 12mv
2v. In detail, it is shown later that the present
effect arises from the cross correlation between (subtracted versions of5) the microscopic
momentum flux mvv and JE ; see formula (4.15e), which according to (4.8e) gives one
contribution to the Burnett momentum flux proportional to ∇T ∇T .
It is easy to see that an extension of the above argument to include a nonconstant
temperature gradient will lead to another Burnett term involving ∇2T . Various effects
involving flow gradients follow as well. Detailed formulas for all of those are derived in
the subsequent sections.
The concepts of velocity streams with definite speed, and of a mean free path of
constant value, are useful for simple heuristic arguments. However, they provide a poor
description of the actual particle probability density function (PDF) and cannot be used if
systematic and quantitative results are desired. In reality, both the particle velocities and
the mean free path are random variables at the microscopic level. Consider, for example,
the classical (first-order) viscosity µ ∼ v2t /ν = vtλmfp. More properly, with λ˜ = v˜/ν
and 〈v˜〉 = 0, viscosity is expressed as the statistical average µ ∼ 〈v˜λ˜〉 = 〈δv2 〉/ν =
v2t /ν. (In reality, ν also fluctuates, but that does not affect the basic scaling.) At second
order, we know from the above physical picture that one needs to consider differences in
the statistics of fluctuations in regions separated by a mean free path. This suggests a
Taylor expansion of the velocity fluctuations and implies a second-order contribution to
momentum flux of the form
∆2(nm〈δv δv〉) ∼ nm〈[λ˜(∂T δv)∇T ]δv〉. (1.4)
This involves a triplet correlation function, essentially 〈δv δv δv〉. Whereas at first order
in the gradients it is adequate to assume that δv is Gaussian (only the second cumulant
enters the above expression for µ), one must do better at second order because triplet
correlations vanish for Gaussian statistics. Indeed, the presence of a temperature gradient
distorts the distribution from Gaussian form, and on dimensional grounds it is reasonable
to guess that
〈δv δv δv〉 ∼ 〈δv2 〉〈δv2 〉
1/2
λmfp∇T. (1.5)
Upon inserting this estimate into (1.4), one recovers (1.3a).
More quantitatively, the significance of non-Gaussian triplet correlations for Burnett-
order effects can be demonstrated by a simple stochastic model discussed in appendix A.
That model has nothing to do with many-body physics per se, but it demonstrates the
role of symmetry breaking in producing non-Gaussian statistics. Study of that appendix is
not necessary for the understanding of the remainder of this paper, but it adds additional
perspective and may be of interest to people with backgrounds in statistical turbulence
theory.
Ultimately, all of the Burnett coefficients will be expressed in terms of two-time cor-
relation functions involving the Klimontovich phase-space microdensity [see (2.6) for the
definition of that quantity]. Although from the above argument those coefficients appear
to be related to certain three-point correlation functions (which describe non-Gaussian
symmetry-breaking effects), this (perhaps paradoxically) does not mean that in all cases
one needs to evaluate Klimontovich correlations involving three phase-space points. The
formalism to be described does a preliminary processing that expresses the non-Gaussian
5Subtracted fluxes are discussed in §2.6.2 and calculated in appendix D.
9effects in terms of two-time Klimontovich correlations that can involve either two or three
phase-space points. For example, it turns out that the mechanism estimated above by
(1.3a) can be calculated from a two-point correlation function. [This is plausible because
(1.5) is written in terms of 〈δv2 〉, which is a second-order cumulant.] On the other hand,
other non-Gaussian effects cannot be so expressed, and some contributions to the Burnett
coefficients require calculation of three-point phase-space correlations. See, for example,
(4.8e), which shows that a variety of effects contribute to the coefficient of∇T ∇T in the
momentum equation. Roughly speaking, effects calculable from two-point Klimontovich
correlations are related to the linearized collision operator, while ones calculable from
three-point Klimontovich correlations involve the nonlinear collision operator. This point
will become clearer as we work through the details.
1.2. The relationship between two-time formalism and Chapman–Enskog theory
In its most general form, the present procedure (based on time correlation functions)
produces a plethora of transport effects, not all of which appear in the work of Catto &
Simakov. It must be stated clearly that the absence of certain terms in that work is not
related to the authors’ formalism or to algebraic mistakes; rather, it has to do with their
ordering choices (made for relevance to drift-wave physics in magnetised plasmas). First,
note that in a linear analysis (such as is presented in Part I) it does not make sense to
discuss the size of, say, the perturbed fluid velocity; it is formally infinitesimal. Thus,
there is confusion already with the first sentence of Catto & Simakov (2004), which reads
The short mean free path description of magnetised plasma as originally formu-
lated by Braginskii . . . and Robinson and Bernstein . . . assumes an ordering in
which the ion mean flow is on the order of the ion thermal speed.
While this is a familiar, often-repeated statement, it does not apply to linearized hy-
drodynamics. Instead, that emerges by working to first order in ∆
.
= k‖λmfp ≪ 1 and
δ
.
= k⊥ρ≪ 1. (Here I use the notation of Catto & Simakov for ∆ and δ; k‖
.
= |∇‖| ≡ L
−1
‖
and k⊥
.
= |∇⊥| ≡ L
−1
⊥ .) If one pursues an expansion to second order in ∆ and δ with no
further approximations, the complete set of Burnett effects will appear. For example, if
at first (Navier–Stokes) order in the gradients one finds dissipative fluxes proportional
to ∇u (momentum diffusion due to viscosity) or ∇T (heat diffusion due to thermal
conductivity), at second (Burnett) order cross effects in the fluxes such as (∇u)·(∇T ) will
emerge. However, Catto & Simakov order u itself to be small, u ∼ ∇T . Then (∇u) · (∇T )
becomes formally of third order in the gradients and is neglected in their analysis. As they
state, their ordering is appropriate ‘for most magnetic confinement and fusion devices in
general, and the edge of many tokamaks in particular’, and I am not arguing that they
have made an error with this ordering. Of course, it is possible that the complete set
of terms is required for some esoteric situations. If not, however, it is straightforward
to apply the ordering of Catto & Simakov to the general results and attempt to reduce
them to the smaller set of terms retained by those authors. I shall do that later in the
paper.
Apart from subsidiary orderings, one can ask whether the end points of the several
possible approaches should agree in general. The distinction is between (i) Chapman–
Enskog analysis of a µ-space kinetic theory that includes a nonlinear collision operator
(the approach used by Catto & Simakov); and (ii) a Γ -space formalism based on
multipoint, two-time correlation functions (the approach used by Brey et al.). This
question was answered in the affirmative by Wong et al. (1978) for the dilute neutral
gas. I shall argue that the analogous correspondence holds as well for weakly coupled
plasmas, and I shall illustrate by working out a certain example in detail. While it is clear
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on general principles that the procedures should be equivalent, a detailed demonstration
is decidedly nontrivial, as it requires careful attention to the calculation and subsequent
manipulation of certain correlation functions involving two times and as many as three
phase-space points.
It is interesting to focus on the specific advance made by Catto & Simakov over the
work of previous authors such as Mikhailovskii & Tsypin, which was to calculate heat-flow
contributions to the plasma stress tensor due to the nonlinearity of the plasma collision
operator. I shall show where those terms arise in the theory based on time correlation
functions. That provides an interesting perspective on the role of so-called nonlinear noise
terms that are relevant not only in the many-body theory of discrete particles but also
in continuum turbulence theory.
1.3. Gaussian and non-Gaussian statistics in kinetic theory
Before I delve into formal mathematics, I shall give a brief prelude to motivate
the relationship between single-time, µ-space kinetic theory and the Γ -space theory
of two-time correlations. Consider a simple spatial random walk (Rudnick & Gaspari
2004) and, for example, the associated density diffusion equation, a simplified version
of which is ∂tn = D∇
2n. Similar equations for flow velocity u (involving viscosity µ)
and temperature T (involving thermal conductivity κ) can be derived by Chapman–
Enskog expansion of the one-time Landau kinetic equation for plasmas. On the other
hand, Taylor (1921) showed in the context of turbulence theory that the spatial diffusion
coefficient D (for a test particle or fluid element) can be obtained as the time integral of
the two-time Lagrangian velocity correlation function:6
D =
∫ ∞
0
dτ Cvv(τ ). (1.6)
Similar integrals (Kubo formulas) can be written for µ and κ. Thus, there is an intimate
relationship between one- and two-time theory.
The technical problem with the Taylor formula (1.6) is that Lagrangian correlation
functions are very difficult to calculate in the general case. However, it is well known that
D ∼ ∆x2/∆t, where ∆x is the magnitude of the characteristic spatial step taken during
the step time ∆t. The steps ∆x and ∆t represent two-point Eulerian information: two
distinct spatial points are required in order to measure a spatial difference ∆x, and two
distinct time points are required for ∆t. Of course, these are statistical characteristics, so
the relevant quantities are certain two-point Eulerian correlation functions in space and
time that I shall here denote generically by C(x, t,x′, t′) ≡ C(ρ, τ), where ρ
.
= x − x′
and τ
.
= t − t′. (I assume homogeneous, stationary statistics.) One goal of theories of
turbulence or nonequilibrium statistical mechanics is to establish the specific relationships
between Lagrangian representations of transport coefficients and the relevant Eulerian
correlation functions that enable one to make quantitative calculations.
It is the right-hand side of the equation ∂τC(ρ, τ) = · · · from which C acquires
its characteristic space and time scales. Since in the present paper we are considering
classical spatial transport, those scales are ∆x ∼ λmfp and ∆t ∼ ν
−1. However, in
the usual weakly coupled plasma kinetic theory, those ‘kinetic’ scales do not appear in
6The Lagrangian velocity correlation function is defined by
Cvv(τ )
.
= 〈δv(x˜(τ ), τ)δv(x˜(0), 0)〉,
where δv denotes the velocity fluctuation from the mean and x˜(t) is the random trajectory of a
fluid element (or test particle).
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the lowest-order equation for two-point correlations, which follows from the linearized
Klimontovich equation. That equation contains only Vlasov physics; it describes the
formation over a timescale of ω−1p (ωp is the plasma frequency) of plasma shielding
clouds whose spatial extent is the Debye length λD. This is adequate for discussions of
velocity-space diffusion and test-particle polarization effects (the content of the Balescu–
Lenard and Landau collision operators), but it does not capture the kinetic scales required
for spatial transport. This implies that evaluation of spatial transport coefficients from
two-time theory requires one to consider collisional corrections to the evolution equation
for two-point correlations. By standard arguments, those corrections are represented by
triplet correlation functions,7 which describe (some) non-Gaussian effects. To repeat,
those effects are not included in the derivation of the Landau collision operator, as they
are of higher order in the plasma parameter ǫp.
It is important to be clear about what ‘non-Gaussian’ means in this context. I am not
referring to the fact that the shape of the one-particle distribution function fs(x,v, t) ≡
f(µ, t) (s is a species label and µ
.
= {x,v, s}) usually differs from a Maxwellian in
velocity. In general, the statistics of a Gaussian time series ψ˜(t) are completely specified
by the mean 〈ψ˜(t)〉 and the two-time correlation function 〈δψ˜(t)δψ˜(t′)〉, otherwise known
as the first and second cumulants.8 In the present discussion, the underlying random
variable is the Klimontovich microdensity f˜(µ, t), defined by (2.6) below. Its statistical
mean is the (in general, non-Maxwellian) f(µ, t), and its two-point correlation function
is C(µ, t, µ′, t′)
.
= 〈δf˜(µ, t)δf˜(µ′, t′)〉. At equal times, one has
C(µ, µ′, t) = n−1δ(µ− µ′)f(µ′, t) + g(µ, µ′, t), (1.8)
where n is the mean density and g is the pair correlation function. It is the approximate
calculation of the long-time limit of that g to first order in ǫp, producing a functional g[f ],
that ultimately leads to the weakly coupled plasma collision operator. From this point
of view, one might argue that the plasma kinetic equation with the nonlinear Landau
collision operator is a Gaussian theory, since it involves only (special cases of) the first
two cumulants of f˜ , namely the equal-time f and g.
The reader may recognize a possible paradox here. I have argued that determination of
the characteristic random-walk steps from two-point correlations requires non-Gaussian
corrections. Yet in Part I I showed from several points of view — classical Chapman–
Enskog theory and projection-operator methods — that it is possible to calculate the
correct Braginskii transport coefficients from the linearized Landau kinetic equation,
which does not seem to be aware of non-Gaussian effects. How can this be reconciled?
The first part of the answer involves the reminder (see footnote 8) that a random
process is Gaussian only if all multiple-time cumulants vanish beyond second order. This
is not the case for plasma kinetic theory due to the intrinsic nonlinearity of the Coulomb
interaction.
7This kinetic-theory problem is completely analogous to the problem of Navier–Stokes
turbulence, which has been discussed extensively. A highly incomplete list of discussions of
statistical closure theory includes Kraichnan (1961, 1962), Leslie (1973), McComb (1990),
Krommes (2002), McComb (2014), and Krommes & Parker (2018, and references therein).
8 The Gaussian probability density functional has the form
P [ψ] = N exp
(
−
1
2
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ [ψ(t)− 〈ψ〉(t)]C−1(t, t′)[ψ(t′)− 〈ψ〉(t′)]
)
, (1.7)
where N is a normalization factor and C(t, t′)
.
= 〈δψ(t)δψ(t′)〉. The inverse C−1 is defined by
the equation
∫
dt C(t, t)C−1(t, t′) = δ(t− t′).
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Nevertheless, apparently it is possible to calculate transport effects from either a one-
time theory involving just f(t) and g[f(t)] or a two-time theory of correlation functions.
For consistency, there must therefore be a deep relationship between one- and two-time
theory. This follows as a statistical generalization of the well-known fact that a linear
ordinary differential equation (ODE) of first order in time can be solved by means of a
two-time Green’s function. Namely, the ODE
dψ
dt
+ iLψ = s(t), (1.9)
where L is a linear operator and s(t) is a given source, has the solution
ψ(t) = R(t; 0)ψ(0) +
∫ t
0
dt R(t; t)s(t) (t > 0), (1.10)
where Green’s function R obeys
∂tR(t; t
′) + iLR(t; t′) = δ(t− t′), R(t′ − ǫ; t′) = 0. (1.11)
Formally,
R(t; t′) =
δψ(t)
δη̂(t′)
, (1.12)
where η̂(t) is an arbitrary function9 that replaces s(t) in (1.9). That is, the functional
variation of a one-time field with respect to a time-dependent perturbation is described
by a two-time dynamics. The details of the statistical generalization will be described
later (see §5), but the basic result is that, in essence, an n-point cumulant function can
be obtained from the appropriate functional derivative of an (n − 1)-point cumulant.
Thus, functionally differentiating the (one-time) nonlinear Landau kinetic equation both
linearizes that equation and produces a two-time dynamics that includes collisional
corrections involving the linearized collision operator. In a direct derivation of the
equation for the two-time correlation function (say from the Klimontovich equation),
the collisional corrections arise from triplet correlations. But at first order the forms of
the linearized equations in the t variable are the same in both the two-time theory10 and
the one-time Chapman–Enskog approach (or the equivalent projection-operator approach
described in Part I).
A more difficult question is what happens at second order. Upon pursuing the one-time
Chapman–Enskog approach to that order, Catto & Simakov found contributions to the
Burnett stress tensor from the nonlinear (in fact, bilinear when the Landau operator
is used) collision operator evaluated with the first-order correction to the one-particle
distribution function (i.e., C[f1, f1]).
11 For those to be compatible with the general two-
time theory, it has to be the case that certain triplet correlations are driven in a definite
way by the nonlinear collision operator. Technically, it is by no means immediately
obvious that this is so. In order to demonstrate it, we shall have to proceed systematically.
9The hat on η̂ is used for consistency with the notation of Martin et al. (1973). See Krommes
(2002) for a review of the MSR formalism and for further discussion of source functions.
10The fact that at linear order transport coefficients can be represented in terms of two-time
correlation functions is well known from the work of Kubo on linear response theory. Selected
references include Kubo (1957), Kubo (1959), and Kubo (1974).
11Conventionally, the bilinear Landau collision operator is written as C[f, f ]. I shall instead
write C[f, f ], where the overline indicates dependence on the integration variable v associated
with the field particles. Strictly speaking, the overline is unnecessary because the square-bracket
notation already indicates general functional dependence. However, the notation will make some
subsequent manipulations easier to follow.
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Representations of the unmagnetised Burnett transport coefficients in terms of time
correlation functions were obtained by Wong et al. (1978). In the subsequent discussion,
I shall instead closely follow the later paper of Brey et al. (1981) because it fits more
naturally into the projection-operator formalism that is explicated in this series of
articles, and because it is in some ways more technically concise. This choice is in no
way intended to detract from the importance of the earlier work by Wong et al., whose
general results were correct and were reproduced by Brey et al.
1.4. Liouvillian dynamics vs kinetic equations; Γ space vs µ space
The Chapman–Enskog formalism is explicitly a one-time theory. The following remarks
instead pertain to the representation of transport coefficients in terms of two-time
correlations. Two-time theory can be developed within either a Γ -space or a µ-space
formalism.
The work of Brey et al. proceeds directly from the Liouville equation
∂tPN (Γ, t) + iLPN = 0, (1.13)
where Γ denotes the complete set of phase-space variables for the N -particle system,12
PN is the N -particle PDF, and L is the (first-order, differential) Liouville operator:13
iL
.
=
N∑
i=1
vi · ∇i +
N∑
i=1
( q
m
)
i
(Ei + c
−1vi ×B
ext
i ) ·
∂
∂vi
, (1.14)
where Ei
.
=
∑N
j 6=i ǫijqj and ǫij
.
= −∇i|xi − xj |
−1. I consider only the electrostatic
approximation (no magnetic perturbations are allowed), so Bexti ≡ B
ext(xi) is a given
external or ‘background’ magnetic field. (Brey et al. and others did not include a magnetic
field.) The final formulas are valid, in principle, for arbitrarily strong coupling, although
I shall not evaluate any terms for strongly coupled systems. For weak coupling, an
alternative procedure that was used in Part I is to first derive the kinetic equation (I
shall follow many authors, including Catto & Simakov, and use the Landau form), then
process that equation to obtain two-time correlation functions and, ultimately, transport
coefficients. That is, while Brey et al. work in Γ space, one could in principle proceed in
µ space. The differences between the two approaches manifest in several ways.
1.4.1. Fluxes in Γ space and µ space
In the work of Brey et al., the transport coefficients involve microscopic fluxes that
appear in formulas that are averaged over a Γ -space distribution function. Those formulas
are difficult to evaluate because of the presence of potential-energy terms. For weak
coupling those terms may be neglected,14 but one must still perform a Γ -space average.
12It is much more conventional to use N rather than N for the total number of particles
(and V rather than V for the system volume). The script font is used in this paper in order to
be consistent with a notation of Brey’s for the total (volume-integrated) amount of a quantity.
See §2.2, especially (2.3), for further discussion.
13Brey et al. do not include the i in the definition of the Liouville operator. I prefer to retain it as a
reminder that the operator is time-reversible and so that the i disappears in k space. For example,
under Fourier transformation the operator v · ∇ → ik · v, leading to the streaming operator
Lv =
∑
N
i=1 k ·vi. Dissipative effects in the many-body system arise from a generalization of the
fact that the Maxwellian velocity average of the reversible streaming effect exp(−ik ·vτ ) decays
in τ .
14Of course, potential-energy interactions cannot be neglected everywhere, since the dissipation
arising from Coulomb collisions depends on them. The relevant correlations are contained in the
Liouville operator.
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If one instead works with a µ-space description as was done in Part I, the kinetic fluxes
(mvv and 12mv
2v) appear directly, and the weakly coupled transport coefficients can
be expressed as simple matrix elements in velocity space. For weak coupling, this would
seem to argue in favour of a µ-space approach to the theory of two-time correlations that
begins with the irreversible kinetic equation; however, see the next subsection.
1.4.2. Reversible vs irreversible operators
Because the Liouville operator L is time-reversible whereas the kinetic-equation
approach involves the time-irreversible collision operator, there arise technical differences
in the analyses relating to the absence or presence of a dissipative collision operator in
the kinetic equation. For example, e−iL τ is a propagator that moves the phase-space
variables back in time by an amount τ ,15 so if A(Γ ) and B(Γ ) are two arbitrary phase
functions, one has the useful result
e−iL τ (AB) =
(
e−iL τA
) (
e−iL τB
)
. (1.15)
This property is used by Brey et al. in the course of various manipulations that lead
to the final form of the Burnett coefficients. However, if Ĉ is the linearized collision
operator and if a and b are two functions that live in µ space, it is not true that16
(e−Ĉτa)(e−Ĉτb) = e−Ĉτ (ab). Due to this difficulty, I shall abandon a µ-space approach
in favour of the Γ -space one followed by Brey et al. That has the added advantage of
leading to formulas that are applicable to arbitrary coupling. Although in general those
formulas are difficult to evaluate, it is not difficult to reduce them to the weakly coupled
limit.
1.5. Modified and unmodified propagators
The interspecies coupling in a multispecies plasma introduces some complications that
are absent in a one-component neutral gas. Thus, some generalizations and modifications
of the pure-fluid formulas are required. Were it not for those modifications, the formulas
of Brey (1983) could be used with only the straightforward addition of the Lorentz
force term to the momentum equation and some generalizations of various symmetry
arguments to allow for the anisotropy induced by a background magnetic field. In the
multispecies case, however, one must be careful about the handling of the orthogonal
projector Q, so one must repeat and extend the derivation, paying close attention at every
step to the assumptions that Brey et al. make. To be more specific, I note that in linear
response theory a crucial role is played by the modified propagator GQ
.
= exp(−QiLQt),
where L is the linear operator in the perturbed kinetic equation. As was discussed in
§I:G.3, an identity relates GQ to the unmodified propagator G
.
= exp(−iLt), and for the
15This property follows as a generalization of the basic properties
iLxi = vi =
dxi
dt
, iL vi =
( q
m
)
i
(Ei + c
−1
vi ×B
ext
i ) =
dvi
dt
,
or for arbitrary phase function f(Γ )
iL f(Γ ) =
d
dt
f(Γ (t))|t=0.
An equivalent discussion is given by Piccirelli (1968); see his equations (23) and (24).
16This result would be true if Ĉ were a first-order differential operator with a constant coefficient,
such as ∂v. However, Ĉ is, at the very least, a second-order differential operator in velocity. (In
fact, it is an integro-differential operator.)
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neutral-fluid case transport coefficients follow as the double (ordered) limit
D = lim
ω→0
lim
k→0
k−2Φ̂k(ω), (1.16)
where Φ̂ is the hydrodynamic transport matrix defined with G instead of GQ. At linear
order, Brey et al. (1981) express the transport matrix Σ̂ (defined with GQ) in terms
of the equivalent quantity Φ̂ defined with G, then argue that to second order in the
gradient expansion the correction is negligible. That argument fails for the multispecies
case because there the collision operator does not satisfy QĈQ = Ĉ and because
Ĉ does not vanish with the gradients. The implication is that both the Navier–Stokes
and Burnett transport coefficients for a multispecies plasma are determined by matrix
elements involving (QĈQ)−1 rather than Ĉ−1, and the equations will also contain extra
terms due to the interspecies collisional coupling. The Navier–Stokes interspecies coupling
terms were already treated in Part I for the special case of small electron-to-ion mass
ratio. Because for standard orderings those exchange terms are already small, I shall
eschew discussion of the analogous Burnett effects in this work.
1.6. Plan of the paper
The remainder of the paper is organized as follows. In §2 I introduce the general
time-independent projection-operator formalism of Brey et al. (1981). In §3 I repeat
their reduction of the general formulas through Burnett order, paying careful attention
to modifications introduced by the multispecies and magnetised nature of the plasma.
In §4 I follow Brey (1983) and record the explicit formulas, written in terms of two-
time correlation functions, for the special case of an unmagnetised one-component fluid.
In §5 I discuss some aspects of the theory of those correlation functions, and I show
how to calculate them in the limit of weak coupling. In §6 I compare the predictions of
the two-time formalism to those of (the one-time) Chapman–Enskog theory; I conclude
that they are equivalent. I summarize and discuss the paper in §7. Several appendixes
are included. In appendix A I present a simple stochastic model that shows that Burnett
effects arise in contexts more general than classical many-body theory and emphasizes the
importance of non-Gaussian statistics. In appendix B I discuss the time evolution of the
microscopic momentum density, paying particular attention to modifications introduced
by the long-range nature of the Coulomb force and the presence of multiple species.
In appendix C I discuss the choice of conjugate variables, whose gradients serve as
thermodynamic forces. In appendix D I describe the evaluation of the fundamental
subtracted fluxes from which the transport coefficients are constructed. In appendix E I
evaluate the hydrodynamic portion of the first-order momentum exchange term from its
time-correlation representation and, in a nontrivial calculation, show that one obtains
Braginskii’s result. Some technical manipulations leading to one of the non-Gaussian
terms are described in appendix F. Derivations of both the nonlinear and linearized
plasma collision operators are described in appendix G. Also discussed there is the
relationship between certain so-called nonlinear noise terms and the nonlinear Balescu–
Lenard operator. In appendix H I address some issues with one-sided correlations and
the interpretation of nonlinear noise. Finally, I summarize the principal notation in
appendix I. Some further details and supporting calculations are given in the online
Part II Supplement (Krommes 2018c). Both Part II and its Supplement rely on a basic
understanding of the material in Part I.
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2. The time-independent projection-operator formalism of Brey et al.
In this section I shall review the time-independent projection-operator formalism of
Brey et al. (1981), paying particular attention to the generalizations needed to include a
background magnetic field and especially multiple species.
2.1. Statistical ensembles and distribution functions
We shall consider several kinds of statistical ensembles. Most fundamentally, it is
adequate for present purposes to work in a very large, fixed box of volume V that
is in thermal contact with a heat reservoir at temperature T but is impervious to
particles. Thus, the total particle number N does not change and the mean density
n
.
= N /V is spatially constant. This system is described in thermal equilibrium by
the standard canonical ensemble. I shall consider the thermodynamic limit N → ∞,
V → ∞, n = const. I shall not consider an external electric field Eext, but I shall allow
for an external constant magnetic field Bext.
In principle, all statistical properties of the previous system follow from solution
of the Liouville equation (1.13) (or of multiple-time generalizations of that equation).
However, when the goal is to develop local transport equations in which fluxes are
driven by gradients of thermodynamic forces, direct solution of the Liouville equation
is difficult, particularly when one wants to perturbatively develop expressions to higher
order in the gradients. One cannot impose a constant temperature gradient across the
entire box because the boundaries of the box are supposed to be at the constant bath
temperature T . One can attempt to circumvent that problem by imposing periodic
boundary conditions and considering long-wavelength sinusoidal perturbations. Then one
can imagine dividing V into a large collection of cubic cells of fixed volume ∆V , where
(∆V )1/3 is much larger than a collisional correlation length λmfp but much smaller than
a macroscopic gradient scale length L. Each cell will contain the (variable) number of
particles N˜∆V (r, t), so will be of random density n˜(r, t)
.
= N˜∆V (r, t)/∆V . Thus, on
the average and at lowest order a cell has a local particle density n(r, t), is moving
with a local flow velocity u(r, t), and has a local temperature T (r, t) (i.e., it is in
local thermodynamic equilibrium).17 At next order, velocity and temperature differences
between the cell boundaries induce gradients that lead to small corrections to the locally
Gibbsian statistical distribution. It is those corrections that determine the transport
coefficients.
There are technical difficulties with such a procedure. First, a division into
intermediate-sized cells fails if there are long-ranged correlations at the microscopic
level. But even if that issue is ignored, as I shall do (see the previous quotes from Wong
et al. and Brey et al. in §1), one must face the problem of connecting the cells together
in a way that is compatible with the solution of the Liouville equation in the entire
box. At lowest order, one popular way of doing that begins with the introduction of
the so-called local equilibrium distribution18 FB(Γ ; t). This will be defined and further
discussed in §2.4. Here, it is necessary to clarify the use of the word ‘local’, which may
be confusing. In fact, the local equilibrium ensemble applies to the entire box; it is not
parameterized by any particular spatial location. Rather, ‘local’ refers to the fact that
each cell is approximately in a local equilibrium. Corrections to FB define the dissipative
17Note that if the cells are arranged in a fixed Eulerian tiling, particles can cross cell boundaries
and the lowest-order local cell distribution is a grand canonical ensemble.
18The significance of the B subscript on FB will become clear later. In this context, B denotes
a conjugate variable, not the magnetic field.
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fluxes and, through the transport equations, provide the means of connecting the cells
together.
Unfortunately, direct use of the local equilibrium distribution as a basis for a local
gradient expansion turns out to be technically somewhat unwieldy because FB contains
a nonlocal spatial integral over the entire box. Brey et al. therefore employ a reference
distribution F0(Γ ; r, t) that is intermediate between the two distributions introduced
above. It is essentially a canonical ensemble, but with local parameters β(r, t) and
(βµ)(r, t). (Here β is the inverse temperature and µ is the chemical potential per particle.)
The reference distribution will be defined and further discussed in §2.5.
Following Brey et al., I shall employ two sets of space-time arguments: the position and
time at which the evolution of the hydrodynamic variables is desired are denoted as above
by (r, t), while dependence on space and time at an arbitrary space-time point is denoted
by (x, s). The distinction between dependence on species s (a subscript) and arbitrary
time s (an argument) should be clear. Thus, for example, one can discuss the number
density ns(x, s); its hydrodynamic evolution equation will be written ∂tns(r, t) = · · · .
Although the paper of Brey et al. is fairly self-contained, it is succinct and might
not serve as a suitable starting point for someone who is not familiar with the long
history and extensive technical developments of the field of nonequilibrium statistical
mechanics. A very clear explanation of the basic issues is given by Piccirelli (1968),
who cites earlier fundamental papers. In particular, he discusses the philosophy of the
Bogoliubov–Chapman–Enskog asymptotic methods for the development of transport
equations, he explains the interpretation of the local equilibrium ensemble, and he shows
how an appropriate projection operation can be employed for usefully rearranging the
content of the full Liouville distribution. Some of his appendixes and technical footnotes
may also be useful for the following discussion.
2.2. Fundamental microscopic variables
I shall denote a random variable by a tilde. Given a random time series ψ˜(t) and a
PDF P (ψ, t), the average of a function g(ψ˜(t)) is given by 〈g(ψ˜(t))〉
.
=
∫
dψ g(ψ)P (ψ, t)
(Schro¨dinger representation). The PDF itself is given by
P (ψ, t) = 〈δ(ψ − ψ˜(t))〉. (2.1)
The nonrandom variable ψ is called the observer coordinate. The representation (2.1) is
trivial if the average is taken with the PDF at time t, but is nontrivial if ψ˜(t) has evolved
from random variables at some earlier time t0 and the average is evaluated with P (ψ0, t0)
(Heisenberg representation). It is a common abuse of notation to drop the tildes on
random variables inside expectations and thus to write 〈g(ψ˜(t))〉 ≡ 〈g(ψ)〉t ≡ 〈g(ψ)〉,
the evaluation time t being understood implicitly in the last form.
Brey et al. considered only a single species of particle (i.e., a one-component fluid). I
shall allow S species (S = 2 being the most popular case for plasma physicists), but shall
consider interspecies coupling effects only at lowest (Braginskii) order. The fundamental
random variables are then chosen to be
A˜s(r, t) = (N˜s P˜s E˜s)
T (2.2)
(T denotes transpose), where N˜s(r, t) is the microscopic number density, P˜s(r, t) is the
microscopic momentum density,19 and E˜s(r, t) is the microscopic energy density. (All of
these are defined below.) A script notation will be used for the total (volume-integrated)
19Brey et al. used G˜ instead of P˜ and g instead of p). The boldfaced P˜ for microscopic
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amounts of these and other quantities in the system. That is, for an arbitrary variable A˜,
the total amount of A˜ is
A˜ (t)
.
=
∫
dr A˜(r, t). (2.3)
Such total quantities will be seen to appear in the reference distribution F0 [(2.37) below],
which is a spatially dependent generalization of the Gibbs distribution.
The averages of the microscopic densities will be denoted by lower-case quantities:
as(r, t)
.
= 〈A˜s 〉 = (ns ps es)
T. (2.4)
Lower case will also be used for other intensive quantities such as the pressure p.
(Temperature T is an exception, as lower case would conflict with time t.) The mean
internal energy density will be denoted by u, which in principle conflicts with u
.
= |u|,
where u is the fluid velocity. However, there should be no confusion in context.
I shall use Greek letters to denote the components of the hydrodynamic column vectors:
A˜ → A˜µ and a → aµ, where µ ∈ {n, p, e}. (Brey et al. used upper case for those µ’s.)
The Einstein summation convention will apply for repeated indices. Species labels will
be subsumed into the field indices unless they are written explicitly for emphasis.
2.2.1. Number density N˜
The microscopic number density is
N˜s(r, t)
.
=
∑
i∈s
δ(r − x˜i(t)), (2.5)
where
∑
i∈s denotes summation over all of the Ns particles of species s. Obviously,
N˜s depends on (some of) the random phase-coordinates Γ˜ (t), but that dependence will
be indicated only by the tilde. In terms of the Klimontovich microdensity f˜s as usually
defined (such that its velocity integral is dimensionless),
f˜s(r,v, t)
.
=
1
ns
∑
i∈s
δ(r − x˜i(t))δ(v − v˜i(t)), (2.6)
where ns
.
= Ns/V is the mean density of species s, one has
N˜s(r, t) = ns
∫
dv f˜s(r,v, t). (2.7)
The average over a pure (statistically homogeneous) thermal-equilibrium ensemble is
〈N˜s〉 =
∑
i∈s
∫
dxi
V
δ(r − xi) = Ns/V = ns = const. (2.8)
In an arbitrary ensemble, one has that the mean particle density is
ns(r, t) = 〈N˜s(r, t)〉 = ns
∫
dv fs(r,v, t), (2.9)
momentum density should be distinguished from a projection operator P and a PDF P ;
boldfaced p (mean momentum density) should be distinguished from the pressure p.
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where f
.
= 〈f˜ 〉 is the one-particle distribution function in a convenient normalization.20
The total particle number is
N˜s(t)
.
=
∫
dr
∑
i∈s
δ(r − x˜i(t)) = Ns. (2.10)
Note that although in principle N˜s is random, it is constant in the ensemble considered
here.
2.2.2. Momentum density P˜
The microscopic momentum density is
P˜s(r, t)
.
=
∑
i∈s
msv˜i(t)δ(r − x˜i(t)). (2.11)
The total momentum is
G˜ s(t)
.
=
∫
dr P˜s(r, t) =
∑
i∈s
msv˜i(t) = 0. (2.12)
The last equality is an assumption.21 The mean momentum density is
ps(r, t)
.
= 〈P˜s(r, t)〉 = ns(r, t)msus(r, t), (2.13)
which defines the mean flow velocity us.
2.2.3. Energy density E˜
The microscopic energy density is
E˜s(r, t)
.
=
∑
i∈s
E˜i(t)δ(r − x˜i(t)), (2.14)
where
E˜i
.
=
1
2
mv˜2i (t) + U˜i(t) (2.15)
and the microscopic potential energy is
U˜i(t)
.
=
1
2
N∑
j 6=i
U˜ij(t), (2.16)
with U˜ij(t)
.
= U(x˜i(t)−x˜j(t)) being the two-particle potential energy. (By assumption,
there is no external potential.) Note that the j sum in (2.16) is extended over all particles,
so U˜i contains contributions from multiple species. Equation (2.14) can be written as
E˜s(r, t) =
1
2
msu
2
s(r, t)N˜s(r, t) + E˜0,s(r, t), (2.17)
20In kinetic theory, it is convenient to define n-particle distribution functions fn by fn
.
= V nPn.
I shall write f1 ≡ f . Also, to make the notation more consistent with that of Brey et al., I shall
write PN ≡ F .
21The centre-of-mass velocity of the entire collection of particles is proportional to
∑
s G˜ s, and
that can be set to zero with no loss of generality. I make the more restrictive assumption that
no species has bulk motion. This does not preclude a nonvanishing local fluid velocity us(r, t)
at a particular point in the fluid.
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where, with w˜i
.
= v˜i − us(r, t),
E˜0,s(r, t)
.
=
∑
i∈s
(
1
2
msw˜
2
i (t) + U˜i(t)
)
δ(r − x˜i(t)) (2.18)
is the total thermal energy density with respect to the local moving frame. The total
amount of particle energy (mechanical plus thermal) is22
E˜s(t)
.
=
∑
i∈s
(
1
2
msv˜
2
i (t) + U˜i(t)
)
. (2.19)
The mean energy density, including mechanical motion, is
es(r, t) = 〈E˜s(r, t)〉 =
(
1
2
msu
2
s(r, t)
)
ns(r, t) + 〈E˜0,s(r, t)〉. (2.20)
Upon performing the velocity average according to 12m〈w
2 〉 = 32T , one finds
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〈E˜0,s(r, t)〉 =
3
2
ns(r, t)Ts(r, t) + us(r, t), (2.21)
where u is the internal energy density.
In spite of my convention that a tilde denotes a random variable, I shall frequently drop
it for the particle variables xi and vi, since the presence of a particle index also indicates
a random nature. I shall also drop the time argument for those variables when there is
no possibility of confusion between the Schro¨dinger and Heisenberg representations of
phase-space averages. Thus, I shall write formulas such as N˜s(r)
.
=
∑
i∈s δ(r − xi).
2.3. The microscopic fluxes
For a one-component, unmagnetised system with short-ranged forces, it is well known
that the time derivatives of the microscopic densities can be written as the divergences
of microscopic fluxes or currents according to
∂tA˜(r, t) = −∇ · J˜(r, t), (2.22)
where J˜ is a column vector of random currents. Specifically,
∂tN˜ = −∇ · (m
−1P˜ ), (2.23a)
∂tP˜ = −∇ · τ˜ , (2.23b)
∂tE˜ = −∇ · J˜
E , (2.23c)
22Particle energy is not conserved in a finite-volume canonical ensemble. However, it is well
known that the relative energy fluctuations scale as N −1/2, so they are negligible in the
thermodynamic limit.
23Strictly speaking, if the many-particle system is in contact with a heat bath at temperature T ,
then the equilibrium temperature of all species should be T . However, because interspecies
temperature relaxation is slow, I follow the standard assumption of allowing for different
temperatures Ts (Braginskii 1965). In any event, perturbations from a common temperature
can clearly be species-dependent.
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where the Fourier transforms of the microscopic stress tensor24 τ˜ and energy current J˜E
are
τ˜ (k)
.
=
N∑
i=1
[mvivi +∆τ˜i(k)]e
−ik·xi, (2.24a)
J˜E(k)
.
=
N∑
i=1
[Eivi +∆τ˜i(k) · vi]e
−ik·xi , (2.24b)
with (appendix B)
∆τ˜i(k)
.
= −
1
2
N∑
ij
∂U˜ij
∂xij
xij
(
1− eik·xij
−ik · xij
)
. (2.25)
For multiple species, the density continuity equation (2.23a) holds separately for each
species. However, for a plasma the momentum and energy equations must be revisited
in order to account for the long-ranged nature of the Coulomb force, the Lorentz force,
and random interspecies coupling or exchange terms. As shown in appendix B, one finds
∂tN˜s(r, t) = −∇ · (m
−1
s P˜s), (2.26a)
∂tP˜s(r, t) = (nq)sE + ωcsP˜s × b̂−∇ · τ˜
′
s +
˙˜
P ′∆,s, (2.26b)
∂tE˜s(r, t) = −∇ · J˜
E
s +
˙˜
E∆,s, (2.26c)
where E(r, t) is the macroscopic electric field determined via Poisson’s equation (an
external electric field is assumed to vanish), b̂ is the unit vector in the direction of the
magnetic field, ωcs
.
= (qB/mc)s, a prime denotes removal of any contribution from the
long-ranged mean potential, τ˜ ′s is discussed in appendix B, and
˙˜
P ′∆,s and
˙˜
E∆,s represent
the random momentum and energy exchanges due to interactions with other species.
Ultimately, those terms with a ∆ subscript lead to collisional interspecies relaxation,
which I shall often call exchange effects. For weakly coupled plasmas, the consequences
of those effects are already well known to first order in the interspecies velocity and
temperature differences ∆u and ∆T , as discussed in Part I; with standard orderings,
they are small. At second order, a plethora of additional terms will arise involving
∆u∆u, ∆u∆T , and ∆T 2 as well as cross terms involving products of the differences and
gradients, such as ∆u·∇T . I shall neglect all such effects (as did Catto & Simakov). In the
general, strongly coupled case, analysis of those terms ultimately requires the derivation
of a collision operator that goes beyond the Landau and Balescu–Lenard forms, but that
is beyond the scope of this paper.
For general manipulations, it is useful to write (2.26) succinctly as
∂tA˜s = F˜EM,s −∇ · J˜s +
˙˜
A′∆,s. (2.27)
24In a consistent notation, the microscopic stress tensor would ideally be written in upper
case. However, the symbol for Greek Tau is indistinquishable from T , which is reserved for
temperature.
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This involves the random electromagnetic force25 F˜EM,s, which has only a momentum
component; the generalized random currents J˜s; and the random exchange terms
˙˜
A′∆,s.
2.4. The local equilibrium distribution
The local equilibrium distribution FB(Γ ; t) generalized to include multiple species is
defined by
FB(Γ ; t)
.
= [ZB(t)]
−1 exp
(∑
s
∫
drAs(Γ ; r) ·Bs(r, t)
)
, (2.28)
where
ZB(t; [B])
.
=
∫
dΓ exp
(∑
s
∫
drAs(Γ ; r) ·Bs(r, t)
)
. (2.29)
The choice of the conjugate variables26 Bs will be discussed below and in appendix C.
FB(Γ ; t) is the generalization of an equilibrium Gibbs distribution to the general case
in which the thermodynamic variables vary with time and assume different values in
different local regions of space. (Think of the r integration as a Riemann sum.) A useful
shorthand notation is to define a ⋆ operation27 via∑
s
∫
drAs(r, t) ·Bs(r, t) ≡ A ⋆B; (2.30)
then one can write
FB(Γ ; t) =
eA⋆B∫
dΓ eA⋆B
. (2.31)
The local-equilibrium partition function ZB[t;B], a time-independent functional of
the Bs(r, t)’s at a particular time t, serves as a generating function for the equal-time
moments of the A˜s’s in the local equilibrium ensemble, and its logarithm serves as a
cumulant generating function. For example, upon suppressing the time argument,
as,B(r)
.
= 〈A˜s(r)〉B =
δ lnZB
δBs(r)
, (2.32a)
〈A˜′s,B(r)A˜
′
s′,B(r
′)〉
B
=
δ2 lnZB
δBs(r)δBs′(r′)
=
δ〈A˜s(r)〉B
δBs′(r′)
. (2.32b)
where A˜′s,B
.
= A˜s − 〈A˜s 〉B is the fluctuation with respect to the local mean. Note
that the multipoint correlation functions so defined are not quite the true ones for the
nonequilibrium N -particle system because the expectations are calculated in the local
equilibrium ensemble, not the exact one described by F (Γ, t). The latter contains the
dissipative transport fluxes, while the former does not.
25In general, each of the terms in the product nsE is random when the system is macroscopically
turbulent. However, in this paper fluctuations of those terms are ignored in order to focus on
classical transport.
26I also use B for the magnetic field, but there should be no confusion in context. For the vector
field, I write Bext, but I drop the superscript for B = |Bext| and b̂
.
= Bext/B.
Why are the nonrandom conjugate variables B written in upper case? I yield to the notation
used by Brey et al.
27Brey et al. (1981) used the symbol ∗ for this operation, but I prefer to use ∗ to denote
convolution. A(r) ∗B(r)
.
=
∫
drA(r − r)B(r) depends on r, but A(r) ⋆B(r) as defined by
(2.30) is independent of r. The ⋆ operation is a generalization of Einstein’s convention for
summation and/or integration over repeated indices.
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It is technically convenient to choose the B’s such that the a’s are the true
fluid variables; thus, one enforces the constraint
as(r, t) = as,B(r, t). (2.33)
This choice is discussed at length by Piccirelli (1968). The basic idea is that the local
equilibrium ensemble is supposed to provide a good zeroth-order starting point for a
subsequent expansion in the gradients of the B’s (or, more generally, in differences ∆B,
which include exchange effects). In fact, this choice is not unique, and Piccirelli points
out that a variety of forms for FB will lead to similar expansions in terms of other
quantities ∆B′. However, if the present choice is not made, various difficulties may
ensue: ∆B′ may not have a correspondence to natural thermodynamic forces that can
be measured physically, or there may be difficulty in the preparation of an appropriate
initial state.28
For the one-component fluid, Piccirelli showed that the conjugate variables B are
B(r, t) = (β(µ− 12mu
2) βu −β)T, (2.34)
where β
.
= T−1 and all of the quantities on the right-hand side are functions of r and t.
In appendix C, I give some details of the argument extended to the multispecies case
and conclude that this choice remains valid with the mere addition of species labels to
all quantities in (2.34).
The method to be described shortly will express the time evolution of the a’s in
terms of the B’s; it does not depend on the definition of the B’s. However, in order
to obtain a closed set of transport equations, the B’s must be expressed in terms of
the a’s. For example, in a weakly coupled system the energy density e reduces to 32nT .
With the definition (2.34), the system {∂tn = fn(B), ∂tu = fu(B), ∂tT = fT (B)}
(where the f ’s are certain functions of B and/or ∇B) is then partially closed in terms
of the variables u and T = β−1; the only remaining closure problem is to determine the
chemical potential µ(n, T ). That can be done by using thermodynamic relations valid in
local thermal equilibrium. See §II-S:1.1 for further details.
28An extended quotation from Piccirelli (1968) may be useful. In his discussion of projection
techniques, he says (using the notation D instead of PN ≡ F , and D0 instead of FB),
Since . . . almost closed expressions for the irreversible currents are central to the present
work, the following remarks should be made. The expressions are almost closed only
because we have assumed that D(Γ, t) is split into a differentiable time-independent
functional D0 of the densities and a remainder and not because of the particular form
of D0. [Several sentences of technical justification are omitted here.]
From this point of view, our choice of D0 would appear to be arbitrary; any of a
whole class of choices will yield almost closed expressions for the currents. One should
notice concerning this point: First, that a certain arbitrariness over various generalized
equilibrium distributions is desirable to reflect differences in experimental circumstances.
It will be argued in the concluding section that the final results are invariant to such
choices. Second, we have just seen that the use of generalized equilibrium distributions
for D0 introduces the conjugate variables and their gradients in a very natural way. As
will emerge presently, this yields a structural form of the equations which has a very
strong and complete analogy to the classical ones which must be their limiting form.
Finally, there is no reason to expect that arbitrary choices of D0 will lead by any route
to the classical limit, and in particular, one cannot expect the initial value terms to have
the proper behavior for arbitrary choices of D0 which may not correspond to physically
realizable initial preparations . . . .
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2.5. The reference distribution
Consider a particular reference space-time point (r, t) and reference species s, then
define29
∆Bss(r, r, t)
.
= Bs(r, t)−Bs(r, t). (2.35)
Equation (2.28) can then be written as
FB(Γ ; t) = Z
−1
B exp
(∑
s
A s ·Bs(r, t) +
∑
s
∫
drAs(r) ·∆Bs s(r, r, t)
)
. (2.36)
(This quantity is independent of r, although the individual terms depend on r.) The
reference distribution F0 is defined by omitting the terms in ∆B. (The effects of the ∆B’s
will be seen to be small when appropriate averages are taken, so they can be treated as
perturbative corrections to F0.) Thus,
F0(Γ ; r, t)
.
= [Z0(r, t)]
−1 exp
(∑
s
A s(Γ ) ·Bs(r, t)
)
, (2.37)
where the local partition function is
Z0(r, t)
.
=
∫
dΓ exp
(∑
s
A s(Γ ) ·Bs(r, t)
)
. (2.38)
Here A s(Γ )
.
= A s(Γ˜ (t))|Γ˜ (t)=Γ . The order of the arguments in F0(Γ ; r, t) emphasizes
that F0 is fundamentally a function of Γ but is parameterized by r and t. By rearranging
the dot product and using the definitions (2.34) of the B’s, one can see that
F0(Γ ) = Z
−1
0 exp
(∑
s
Nsβsµs − βsE0s(Γ )
)
, (2.39)
where
E0s(Γ )
.
=
∑
i∈s
(
1
2
msw
2
i + Ui
)
(2.40)
is the total energy with respect to the local reference frame moving with the velocity us.
Note that although the parameters β, µ, and u depend on r and t, the spatial phase-
space dependence of F0 enters only through the internal energy, so F0 is invariant under
translations of the particle positions.
Differentiations with respect to the parameters (βµ)s and −βs generate the system-
mean number and thermal-energy densities:(
∂ lnZ0
∂[(βµ)s(r, t)] β
)
= 〈N˜s〉 = Ns = V ns, (2.41a)(
∂ lnZ0
∂[−βs(r, t)] βµ
)
= 〈E˜0〉 = V
(
e0s(r, t)−
1
2
msnsu
2
s(r, t)
)
. (2.41b)
Note that these are ordinary partial derivatives, not functional derivatives. I shall write,
for example, ∂/∂β|βµ ≡ ∂/∂β when it is clear which variable is being held fixed. One
also holds u fixed when performing those derivatives. Note that n does not depend on r
and t, while the reference energy density e0 does (e.g., through its dependence on the
local temperature).
29I deviate from the notation of Brey et al. and call this quantity ∆B instead of B0 in order to
emphasize with the ∆ that ∆B will be treated as small.
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With
∆Bs(r, r, t)
.
= ∆Bs s(r, r, t) (2.42)
(subsequently, ∆B’s without subscripts will denote this species-diagonal part), it can be
seen from (2.36) that expectations of an arbitrary quantity G˜ with the local equilibrium
distribution FB can be reexpressed in terms of the reference distribution F0 as
〈G˜〉B(t) =
〈G˜ eA˜⋆∆B 〉0
〈eA˜⋆∆B 〉0
. (2.43)
This important result will be used later. Note that the left-hand side of (2.43) does not
depend on r even though both F0 and ∆B do. Clearly, the local equilibrium average
〈. . .〉B and the reference average 〈. . .〉0 are equivalent to zeroth order in ∆B.
2.6. Projection operators and subtracted fluxes
The ultimate goal is the derivation of closed evolution equations for the hydrodynamic
variables: ∂tas = · · · . The strategy is to evaluate the full expectation as = 〈A˜s 〉, which
is taken with respect to the Liouville distribution F , by referring it to the reference
distribution F0:
as(r, t) =
∫
dΓ As(Γ ; r)
(
F (Γ, t)
F0(Γ ; r, t)
)
F0(Γ ; r, t). (2.44)
The ratio F/F0 will be expanded to second order with the aid of projection operators.
Obviously, the utility of the manipulations depends on an apt choice of those operators.
2.6.1. The fundamental projection operator P
Given the definition (2.30) of the ⋆ operator, the form of the projection operator P
used by Brey et al. holds as well for multiple species and is defined for arbitrary phase
function χ˜ in terms of averages over the reference distribution by
Pχ˜
.
= 〈χ˜〉0 + A˜
′T ⋆M −1 ⋆ 〈A˜′ χ˜′ 〉0, (2.45)
where
A′(r, t;Γ )
.
= A˜(r)|Γ˜ (t)=Γ − 〈A˜〉0 ≡ A˜
′(r, t), (2.46a)
M µµ
′
ss′ (x,x
′)
.
= 〈A˜′µs (x, t)A˜
′µ′
s′ (x
′, t)〉0 ≡ M
µµ′(x,x′). (2.46b)
In the last form, the species indices have been subsumed into the field indices. Note that
M is an equal-time cumulant and that averaging with respect to F0(Γ ; r, t) introduces
a dependence on r and t, which is indicated implicitly through the subscript 0 or the
prime that indicates a fluctuation from the reference state. Strictly speaking, each of P,
Q
.
= 1 − P, A′, M , and various other quantities to be introduced below should be
adorned with a subscript 0, as Brey et al. do. I shall eschew those subscripts with the
goal of somewhat uncluttering the notation. In more detail, (2.45) means
Pχ˜ = 〈χ˜〉0 +
∑
µ,µ′
∫
dxdx′A′µ(x, t;Γ )M−1µµ′(x,x
′)〈A˜′µ
′
(x′)χ˜〉0(r, t), (2.47)
with µ denoting both the index for the hydrodynamic column vector as well as species
dependence. Note that P = P(Γ ; r, t), where the (r, t) arises from the various averages
over the reference distribution.
The significance of P is that it projects onto the hydrodynamic subspace based on the
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reference state. Namely, upon suppressing t arguments for brevity,
〈A˜σ(r)Pχ˜〉0 = 〈A˜
σ(r)〉0〈χ˜〉0 +
∑
µ,µ′
∫
dxdx′ 〈A˜σ(r)A˜′µ(x)〉M−1µµ′(x,x
′)〈A˜′µ
′
(x′)χ˜〉0
(2.48a)
= 〈A˜σ(r)〉0〈χ˜〉0 + 〈A˜
′σ(r)χ˜〉0 (2.48b)
= 〈A˜σ(r)χ˜〉0. (2.48c)
If χ
.
= F/F0, the average (2.48c) produces the hydrodynamic variables a
σ [see (2.44);
note that σ incorporates both a species index and a field index].
The Γ -space projection operation P ≡ ΓP defined here generalizes the µ-space one
µP
.
= |Aµ 〉Mµµ′〈A
µ′ | (2.49)
that was used in Part I to project the weakly coupled kinetic equation onto the hydrody-
namic subspace [see (I:3.20)]. That operation is local in space (potential-energy terms are
neglected in the definitions of theA’s). It can be confusing to work with the µ-space Dirac
notation because the scalar product implied by the bra involves a species summation, but
(as explained in Part I) that summation must be inhibited when a specific component Aµ
appears under the expectation. No such difficulty arises with ΓP. The difference arises
because ΓP is built from expectations taken with the N -particle distribution F (Γ ), which
has no preferred species dependence. On the other hand, µP is built from expectations
taken with the one-particle distribution fs(v), which intrinsically involves a particular
species. Given the choice between the Γ -space and the µ-space projection routes, the
Γ -space one used in the present paper is the more general, the cleaner, and the easier to
understand.
Nevertheless, both routes must lead to the same as for the same physics situation.
It is therefore instructive to contemplate the subtle differences in the definitions (2.45)
of ΓP and (2.49) for µP, and of the associated A’s. In the former, the mean is broken out
separately from the remainder of the projection, defined with ΓA
′
s
.
= (N˜ ′s, P˜
′
s, E˜
′
s)
T; in
the latter, the mean is not broken out and the mixed vector µAs = (1, P
′
s(v), K
′
s(v))
T
[see (I:2.25)] is used. It is left as an exercise to convince oneself that both of these
projections produce equivalent results for linear response in a weakly coupled plasma.
2.6.2. The basic subtracted fluxes
The quantities that will be shown to appear in the expressions for the transport
coefficients are the subtracted fluxes Ĵ
.
= QJ˜ , a concept already familiar from the
discussions in Part I. (Note that a hatted quantity is also random, and of course
PQ = QP = 0.) The physical meaning of a subtracted flux is that it is the residual,
gradient-driven portion of the total flux, over and above the microscopic part that already
exists in local thermal equilibrium.
The projections of the basic fluxes are worked out in appendix D; one finds
ĴNs = 0, (2.50a)
ĴPs ≡ τ̂s = τ˜
′
s − I
[
ps +
∑
s
N ′s
(
∂ps
∂ns
)
e
+
∑
s
E′s
(
∂ps
∂es
)
n
]
, (2.50b)
ĴEs = J˜
E
s −
(
h
mn
)
s
P˜s. (2.50c)
Here h
.
= e + p is the enthalpy density. (For an ideal gas, h = 52nT .) As is clear from
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appendix D, the subtracted fluxes are to be evaluated in the local frame with
us = 0.
2.7. Formal solution of the Liouville equation using time-independent projection
operators
In this section I shall describe the process of constructing a formal solution to the
Liouville equation by using projection operators. Because the P as defined above depends
on time due to its dependence on the reference distribution, straightforward application of
the projection procedures described in Part I leads to technical complications involving
time-ordered propagators.30 To circumvent that, Brey et al. use a clever trick. They
describe their strategy as follows:
The technical advantage of our method [over the ones used by Wong et al. (1978)
and earlier workers] will consist of using a reference state that is determined by
the local properties of the system at the position and time of interest. We refer
the evolution of the system for all times s prior to the chosen t to the reference
distribution function F0(Γ ; r, t); i.e., the reference state is the same for the whole
past evolution of the system. The motivation for this choice is clear, if we remember
that we expect F0(Γ ; r, t) to carry the main information about the system at (r, t).
Following Brey et al., I write the solution of the Liouville equation (1.13) as
F (Γ, s) = eW (Γ,s;r,t)F0(Γ ; r, t) (s < t). (2.51)
This exact representation of F is not unique, but it will turn out to be convenient. It is the
Γ -space generalization of the decomposition of the one-particle distribution function f
used in Part I, fs = fM,s + χsfM,s + · · · . Note that the r and t dependence of W must
turn out to be such that F (Γ, s) does not depend on r and t. This is possible because
the functions are related according to
lnF (Γ, s) =W (Γ, s; r, t) + lnF0(Γ ; r, t)]. (2.52)
To find an evolution equation for W , apply the linear operator ∂s + iL to (2.52) (note
that the time derivative is with respect to s, not t) and use (1.13) and (2.37):
0 = (∂s + iL )W +
∑
s
(iLA s) ·Bs. (2.53)
30To eliminate the orthogonal projections, one needs to solve equations of the form
∂tψ(t) + iL̂(t)ψ = s(t).
When L̂(t) is a scalar function, Green’s function is easily seen to be
G(t; t′) = H(t− t′) exp
(
−
∫ t
t′
dt iL̂(t)
)
.
When L̂(t) is instead an operator such that L̂(t1)L̂(t2)− L̂(t2)L̂(t2) 6= 0, iterative solution shows
that Green’s function generalizes to
G(t; t′) = H(t− t′) exp+
(
−
∫ t
t′
dt iL̂(t)
)
,
where the plus subscript indicates that in the series expansion of the exponential the operators
must be ordered such that their time arguments increase from right to left.
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From footnote 15 on page 14 and the spatial integrals of the microscopic evolution
equations (2.26), one has
iLA s = ∂tA s =
∫
dr [(nq)s(E + c
−1us×B
ext)δµp −∇ · Js + A˙
′
∆,s]. (2.54)
The divergence term integrates away. So does the (nqu)s term by virtue of the assumption
(2.12). In the one-component case the A˙∆ term is absent and the E term can be shown to
vanish,31 so one concludes thatW obeys the homogeneous Liouville equation (Brey et al.
1981). More generally, total conservation of momentum and energy gives
∑
s A˙
′
∆,s = 0,
and
∑
s
∫
dr (nq)sE =
∫
dr ρE vanishes by the same manipulation used in footnote 31.
If one refers the Bs to a fixed Bs, one has
S∆
.
= −
∑
s
A˙ s ·Bs(r, t) = −
[∑
s
A˙ s ·∆Bss(r, t) +
(∑
s
A˙ s
)
·Bs
]
(2.55a)
= −
∑
s
A˙
′
∆,s ·∆Bss(r, t). (2.55b)
In obtaining the last result, I required
∫
dr (nq)sE = 0 in order to ensure the constraint
(2.12). Thus, one needs to solve
∂sW + iLW = S∆, (2.56)
where the effect of S∆ is no larger than first order. The source S∆ will ultimately give rise
to the momentum and energy exchange terms; for example, ∆Bueie (r, t)
.
= (βu)i(r, t) −
(βu)e(r, t) ≈ −T
−1[ue(r, t) − ui(r, t)]. Note that although ∆Bss depends on s, S∆ is
independent of s.
It may seem that one has merely traded one very difficult problem — solution of the
original, homogeneous Liouville equation (1.13) — for one of at least equal difficulty,
namely the inhomogeneous Liouville equation (2.56) for W . However, as we shall see, the
fact that both the reference distribution F0 and the projection operator P are built from
the A˜’s and the B’s enables one to make progress when an expansion in the gradients is
desired. The strategy of Brey et al. is to solve for W by calculating QW , then adding the
result to the formal representation of PW . Because the required projection operations
depend only on t, not s, they can be passed through the s derivative in (2.56) and one
has
∂sPW + PiLPW + PiLQW = PS∆, (2.57a)
∂sQW +QiLQW +QiLPW = QS∆. (2.57b)
The solution of (2.57b) is
QW (s) = U(s)W (0)−
∫ s
0
dsU(s− s)iLPW (s) + Υ∆(s), (2.58)
where the modified propagator is
U(s)
.
= Qe−QiLQsQ (2.59)
31 One has E = −∇φ; Poisson’s equation is −∇2φ = 4piρ. In the one-component case, ρ =
(nq)s+(nq)s′ , where s is the active species and s
′ represents the neutralizing background. Thus,∫
dr (nq)sE =
∫
dr [ρ − (nq)s′ ](−∇φ). The n term integrates away. From Poisson’s equation,
−ρ∇φ = (4pi)−1(∇2φ)(∇φ) = (8pi)−1∇|∇φ|2. This term integrates away as well.
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and
Υ∆(s) =
(∫ s
0
dτ U(τ )
)
S∆ = Q
(∫ s
0
dτ e−QiL τ
)
QS∆. (2.60)
From the definition (2.45) of the projection operation, one finds the representation
PW (s) = ω(s) +A′T ⋆ b(s), (2.61)
where ω(s)
.
= 〈W 〉0(s) and
bs(s)
.
= M −1 ⋆ 〈A′sW (s)〉0. (2.62)
Equation (2.58) can thus be written as
QW (s) = U(s)W (0) +
∫ s
0
dsFT(s− s) ⋆ b(s) + Υ∆(s), (2.63)
where
Fs(s)
.
= −U(s)iLA′s. (2.64)
Brey et al. argue that it is legitimate to assert the initial condition QW (0) = 0. That
removes the initial-condition term in (2.58). Then, upon adding (2.61) and (2.63), one
obtains
W (s) = ω(s) +A′T ⋆ b(s) +
∫ s
0
dsFT(s− s) ⋆ b(s) + Υ∆(s). (2.65)
[Note that the P-projected equation (2.57a) has not been used at this point. Its role will
ultimately be to determine the proper representations of the dissipative fluxes in terms
of QW .] Finally, define [for arbitrary vector γ(s)]
ψγ(s)
.
=
∫ s
0
dsFT(s− s) ⋆γ(s). (2.66)
Upon taking the limit s→ t, one then finds that (2.51) can be written as
F (Γ, t) = exp[ω(t) +A′T ⋆ b(t) + ψb(t) + Υ∆(t)]F0(Γ ; r, t). (2.67)
This generalizes formula (36) of Brey et al. to include interspecies exchange effects
(through the Υ∆ term). [The value of ω(t), which plays the role of a normalization factor,
will not be required.]
As Brey et al. emphasize, the representation (2.67) is an exact consequence of the
Liouville equation, given the particular choice of initial condition. Note from (2.62) that
b contains W , thus is still unknown. That is, (2.67) is an implicit representation of
the phase-space distribution; it is not an explicit solution for it. The clever advance
of Brey et al. was to show how to usefully exploit that representation in order to
develop hydrodynamics as a gradient expansion. I now sketch that procedure. Again,
my discussion closely follows that of Brey et al. except for the extra exchange term Υ∆
and the implicit sum over species that resides in the ⋆ operation.
Consider the phase-space average of any random function G˜. From (2.67), one has
〈G˜〉(t) =
∫
dΓ G(Γ )F (Γ ; t) =
〈G˜ exp[A˜′T ⋆ b(t) + ψ˜b(t) + Υ˜∆(t)]〉0
〈exp[A˜′T ⋆ b(t) + ψ˜b(t) + Υ˜∆(t)]〉0
. (2.68)
[The normalization of F has been used to eliminate the exp[ω(t)] factor in (2.67).] As a
special case of (2.68), the hydrodynamic variables are
as(r, t) =
〈A˜s(r, t) exp[A˜
′T ⋆ b(t) + ψ˜b(t) + Υ˜∆(t)]〉0
〈exp[A˜′T ⋆ b(t) + ψ˜b(t) + Υ˜∆(t)]〉0
. (2.69)
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An independent expression for as(r, t) follows from the constraint (2.33) that the con-
jugate variables Bs(r, t) are supposed to be defined such that the mean hydrodynamic
variables are obtained exactly by averaging over the local equilibrium distribution:
as(t) =
∫
dΓ As(Γ ; r)FB(Γ ; t), (2.70)
where FB is given by (2.28). From (2.43), one can reexpress (2.70) as an average over
the reference distribution as
as(r, t) =
〈A˜s(r, t) exp(A˜
′T ⋆∆B)〉0
〈exp(A′T ⋆∆B)〉0
, (2.71)
where again ∆Bs is defined by (2.42) as being the diagonal part of ∆Bss. Because the
average limits the range of the r in the ⋆ operation to lie within a correlation length
of r, ∆Bss(r, r, t) will be assumed to be small. Thus, when a Markovian approximation
is invoked, one has
∆Bss(r, r, t) ≈ ∆Bss(r, r, t) + (r − r) · ∇Bs(r, t) + · · · . (2.72)
The first term vanishes for s = s, leaving only a small gradient contribution; that is
the effect studied by Brey et al. through second order in the gradients. For s 6= s, the
first term does not vanish; it appears in Υ∆ [(2.60)] through the definition (2.55b) of S∆
and will lead to exchange effects. As a fundamental assumption, I shall order the
exchange effects to be small and of the same order as the gradient terms.
If gradients are symbolically represented by ∇ and exchange effects by ∆, this ordering
implies that a general theory of Burnett-order transport will include terms of order ∇2,
∆∇, and ∆2. However, although I shall indicate where the latter two kinds of terms arise,
in this work I shall not calculate terms of order ∆∇ and ∆2.
It will be seen that the unknown bs’s are approximately equal to the ∆Bs’s and
therefore are also small. Thus, one can expand (2.69) in powers of b, expand (2.71) in
powers of ∆B, then equate the two equivalent representations to find an expression for
the b’s in terms of the ∆B’s. The result of this exercise is
b(t) = ∆B(t) + ∆B(2)(t), (2.73)
where
∆B(2)(t)
.
= −M −1 ⋆
(
〈A′ψ∆B(t)A
′T〉0 ⋆∆B(t) +
1
2
〈A′ψ2∆B(t)〉0
)
+O(Υ 2∆, Υ∆∆B) + third-order terms. (2.74)
Since Υ∆(t) is additive to ψb in (2.68), the form of the unwritten second-order terms
in (2.74) involving Υ∆ can be obtained from the explicit terms by replacing ψ∆B by
ψ∆B + Υ∆.
These results can now be used to expand (2.68) to the desired order. I shall retain
gradient effects through second order but exchange effects only through first order. The
result is then
〈G〉(t) ≈ 〈G〉B(t)︸ ︷︷ ︸
(i)
+ 〈G′ψ∆B(t)〉0︸ ︷︷ ︸
(ii∇)
+ 〈G′Υ∆(t)〉0︸ ︷︷ ︸
(ii∆)
+ 〈G′Qψ∆B(t)A
′ 〉0 ⋆∆B(t)︸ ︷︷ ︸
(iiia)
+
1
2
〈G′Qψ2∆B(t)〉0︸ ︷︷ ︸
(iiib)
+ 〈G′ψ∆B(2) 〉0︸ ︷︷ ︸
(iv)
. (2.75)
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This generalizes formula (51) of Brey et al. to include the term (ii∆). See Brey et al. for
a discussion of how some terms have been combined into the local equilibrium average
〈G〉B [term (i)]. Terms (ii)–(iv) will ultimately lead to the dissipative fluxes and exchange
effects.
3. The gradient expansion through Burnett order
I now discuss and simplify each of the terms in (2.75). The discussion follows Brey
et al. closely, but generalizations are necessary at various steps in order to deal with the
magnetic field and especially the interspecies coupling.
3.1. Term (i)
As was noted above, term (i) is the local equilibrium average. As a consistency check,
one can see that when G is replaced by A all terms except for term (i) vanish because of
either explicit or implicit Q’s. [ψγ contains a factor of Q on the left because of definitions
(2.66), (2.64), and (2.59).] In that case, term (i) generates the right-hand side of the
Euler equations.
3.2. Term (ii∇)
Upon using the definitions (2.66) and (2.64), one has
term (ii∇)
.
= 〈G′ψ∆B(t)〉0 = −
∫ t
0
ds 〈G′U(t− s)iLA′T 〉0 ⋆∆B(s). (3.1)
This form is somewhat schematic because only the time dependence is displayed. In
order to process it further, it is necessary to be more explicit. Recall that the transport
equations will be evaluated at the reference variables (r, t), while contributions to those
equations (e.g., the transport coefficients) will involve integrals over the past state of the
system at (x, s). In the following, I shall adopt a somewhat more symmetrical notation
in which the reference variables are unbarred while the integration variables are barred
[i.e., (x, s) → (x, t)]. With µ
.
= {r, s} (here s is a species index) and upon noting that
the propagator U depends on the time difference τ
.
= t− t, one can write term (ii∇) as
〈G′(µ)ψ∆B(t)〉0 = −
∫ t
0
dτ
∫
dµ 〈G′(µ)U(τ )iLA′β(µ)〉0∆Bβ(µ, t− τ ), (3.2)
where
∫
dµ ≡
∑
s
∫
dx, A′(µ)
.
= As(x) − 〈A〉0s(r, t), and ∆B(µ, t)
.
= Bs(x, t) −
Bs(r, t). [The (r, t) dependence on the reference state is implicit in the notation A
′(µ)
and ∆B(µ, t).]
Expression (3.2) displays two difficulties: it involves the modified propagator U
[see (2.59)], which is difficult to work with because of the Q projections in the operator
QiLQ; and it is nonlocal in space and time. The nonlocality is relatively straightforward
to deal with by means of a Markovian approximation. Thus, the characteristic correlation
length introduced by U is, for the case of the weakly coupled plasma, either the collisional
mean free path or the gyroradius; both are assumed to be of short range relative to the
macroscopic gradient scale length. (It is at this point that one ignores the possibility of
long-ranged correlations.) Then, with ρ
.
= r − x and upon noting that ∆Bs s(r, t) = 0,
one has
∆B(µ, t− τ ) = −ρ · ∇Bs(r, t)− τ ∂tB
(1)
s (r, t)
+
1
2
(ρρ) :∇∇Bs(r, t) + τ ρ · ∇∂tB
(1)
s (r, t) +
1
2
τ2∂2tB
(1)
s (r, t) + · · · . (3.3)
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For the terms involving time derivatives, note that it is adequate to calculate ∂tB only
to first order (i.e., from the Euler equations).
The Q projections are more problematical. For a one-component neutral fluid, Brey
et al. argue that for small gradients the QiLQ in U can be replaced merely by iL . The
analogous statement for the one-component plasma at first order in the gradients (§I:2)
is that QĈQ can be replaced merely by Ĉ. I shall first describe the procedure followed
by Brey et al., then indicate a difficulty for the multicomponent case. Brey et al. invoke
the identity32
U(s) = Qe−iL sQ+
∫ s
0
dsQe−iL (s−s)PiLU(s). (3.4)
Because for any phase function g˜ one has iL g˜ = dg˜/dt (see footnote 15 on page 14),
when the form iLA′ appears to the far right of any expression involving phase-space
variables it can be replaced by the right-hand side of (2.27). The electric and magnetic
force terms in the momentum equation do not enter the final expressions because they are
invariably preceded by a Q. In the long-time limit, one is led, after a spatial integration
by parts and with the aid of (3.3), to
〈G′(µ)ψ∆B(t)〉0 = −
∫ t
0
dτ
∫
dµKβG(µ, µ, τ ) · ∇x∆Bβ(µ, t− τ) (3.5)
≈ −
∫ ∞
0
dτ
∫
dµKβG(µ, µ, τ ) · ∇Bβ(r, t)
−
∫ ∞
0
dτ
∫
dµKβG(µ, µ, τ)τ · ∇[∂tBβ(r, t)]
(1)
+
∫ ∞
0
dτ
∫
dµKβG(µ, µ, τ)ρ : ∇∇Bβ(r, t), (3.6)
where K = aK + bK and
aK
β
G(µ, µ, τ )
.
= 〈Ĝ(µ)e−iL τ Ĵβ(µ)〉0, (3.7a)
bK
β
G(µ, µ, τ )
.
= −
∫ τ
0
ds 〈Ĝ(µ)e−iL (τ−s)A′T〉0 ⋆M
−1 ⋆ 〈(iLA′)U(s)Ĵβ(µ)〉0
+ (∆ correction), (3.7b)
To obtain (3.7b), the Liouville operator was integrated by parts under the last F0 average.
The correction terms, not written explicitly, arise from the fact that in general iL F0 6= 0
[see the discussion after (2.56)].
32See the related discussion in footnote 25 of Part I. In detail,
U(s)
.
= Qe−QiLQsQ = Qe−QiLsQ = e−QiLsQ,
∂sU = −QiLU(s) = −(1− P)iLU(s), or ∂sU+ iLU = PiLU,
Solution by means of a Green’s function leads to
U(s) = e−iLsU(0) +
∫ s
0
ds e−iL (s−s)PiLU(s).
One has U(0) = Q2 = Q. Since one knows from the original definition that PU = 0, it must be
the case that applying P to the right-hand side of the last result yields 0. That can be checked
term by term upon expanding in s. Thus, the right-hand side can be multiplied by Q with no
change in value, whereupon one obtains (3.4).
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3.2.1. Two-time x-space correlation functions as velocity integrals over Klimontovich
correlations
Before I consider (3.7) in detail, I digress to discuss expectations of the form
M0(µ, µ
′, τ)
.
= 〈a˜(µ)e−iL τ b˜(µ′)〉0, which appear in each of those equations. Here
a˜(µ)
.
=
∑
i∈s
as(xi,vi)δ(r − xi), (3.8)
where as(x,v) is a prescribed function, and similarly for b˜. (At this point, there may also
be implicit dependence of a and b on the particle coordinates xj 6=i; that is not indicated
explicitly.) A standard manipulation (Klimontovich 1967; Krommes & Oberman 1976a)
shows that such expectations can be written in terms of correlations of the Klimontovich
microdensity f˜ . Namely, upon using the definition (2.6) of f˜ and the fact that e−iL τ
moves phase-space coordinates back in time by interval τ , one has
M0(µ, µ
′, τ) =
〈∑
i∈s
as(xi,vi)δ(r − xi)e
−iL τ
∑
j∈s′
bs′(xj ,vj)δ(r
′ − xj)
〉
0
(3.9a)
= nsns′
〈
1
ns
∑
i∈s
as(xi(0),vi(0))δ(r − xi(0))
×
1
ns′
∑
j∈s′
bs′(xj(−τ),vj(−τ))
〉
0
(3.9b)
= nsns′
〈∫
dv as(r,v)
1
ns
∑
i∈s
δ(r − xi(0))δ(v − vi(0))
×
∫
dv′ bs′(r
′,v′)
1
ns′
∑
j∈s′
δ(r′ − xj(−τ))δ(v
′ − vj(−τ))
〉
0
(3.9c)
= nsns′
∫
dv dv′ as(r,v)〈f˜s(r,v, 0)f˜s′(r
′,v′,−τ)〉0bs′(r
′,v′), (3.9d)
the last result holding when neither a nor b implicitly depends on any phase-space
variable. The random currents on the right-hand side of (2.23) satisfy this property when
the potential-energy contributions involving ∆τi are neglected; then a and b depend only
on v and s. In that case (valid for the weakly coupled plasma), the Γ -space expectation
has been reduced to integrals of the one-point distribution function f and the two-point
Klimontovich correlation function C(τ)
.
= 〈δf(τ)δf(0)〉0:
M0(µ, µ
′, τ) =
(
ns
∫
dv as(r,v)fs(r,v)
)(
ns′
∫
dv′ bs′(r
′,v′)fs′(r
′,v′)
)
+ nsns′
∫
dv dv′ as(r,v)Css′ (r,v, τ, r
′,v′, 0)bs′(r
′,v′). (3.10)
Here the assumption of stationary statistics was used to shift the τ argument.33 In the
uses I shall make of this formula, the mean-field terms [first line of (3.10)] will vanish.
When potential-energy contributions to a and b are included, a generalization of the
33If the expectation were taken in a stationary, homogeneous ensemble, M0(µ, µ
′, τ ) would
depend on only the spatial and temporal difference variables: M0(µ, µ
′, τ )→Mss′(r − r
′, τ ). It
could then be Fourier transformed with respect to that variable, giving the function M̂ss′,k(τ ).
For transport theory, the relevant limit is k → 0. In fact, however, the expectation is taken in
the reference ensemble, which is weakly dependent on {r, t} ≡ r. One must then consider a
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previous argument shows that the Γ -space expectation can be reduced to integrals of
correlation functions with no more than four phase-space points.
The theory of the Klimontovich two-time correlation function C(τ) will be described
in §5. It is shown there that to lowest order in a weakly coupled plasma the time
dependence of the one-sided34 function C+(τ) is given for small k by the linearized
Vlasov response function [which lies at the heart of Rostoker’s Test Particle Superpo-
sition Principle (Krommes 1976, and references therein)] modified to include collisional
corrections given by the linearized collision operator Ĉ. This information is sufficient to
inform the following discussion, in which I shall consider each of (3.7a) and (3.7b) in
turn.
3.2.2. Equation (3.7a)
Eventually, we shall see that the Braginskii (weakly coupled Navier–Stokes) transport
coefficients that multiply gradients will arise from the k → 0 limit of the τ integrals of
expression (3.7a) with Ĝ replaced by Ĵα. The first-order gradient-driven transport fluxes
are then
−
∫ ∞
0
dτ
∫
dv
∑
s
∫
dv Ĵαs (v)Css,k=0(v,v, τ)Ĵ
β
s
T(v) · ∇Bβ,s, (3.11)
where both α and β may assume the values p or e. (Ĵn = 0.) According to the discussion
in the last paragraph, the time dependence is given by exp(−Ĉτ )C(τ = 0), with C(τ = 0)
being given by (1.8). At k = 0 the Fourier transform of the pair correlation function g
vanishes due to the normalization constraint, so one has
Css,k=0(v,v, τ = 0) = n
−1
s δ(v − v)δssf0,s(v); (3.12)
note the appearance of the one-particle reference distribution in this expression. Because
Ĉ is isotropic in velocity space, symmetry considerations restrict β to equal α. Upon
performing the v integration and the s and β summations in (3.11), one is led to the
transport matrices
Dαs =
∫ ∞
0
dτ 〈Ĵα(s) |e
−Ĉτ |ĴαT(s) 〉0
, (3.13)
where the presence of the vertical bar indicates the µ-space scalar product (I:3.15)
used in Part I (here averaged with the local equilibrium distribution). This reproduces
the transport formulas discussed in Part I for the irreversible fluxes that are linearly
proportional to gradients (now evaluated locally rather than with absolute equilibrium
parameters).
3.2.3. Equation (3.7b)
Brey et al. argue that (3.7b) is negligible in a gradient expansion. They say,
function
M0(r, r) ≡M(r−r |
1
2
(r+r)) =
∫
dk
(2pi)4
∫
dq
(2pi)4
M̂k,qe
ik(r−r)eiq(r+r)/2.
Transport coefficients will be given by∫
drM0(r, r) =
∫
dq
(2pi)4
M̂q/2,qe
iqr ≈ M̂(k = 0 | r),
the latter following when the microscopic correlation scales are much smaller than the
macroscopic hydrodynamic scales.
34See appendix H for a discussion of one-sided functions.
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From the definition of P, it follows that the sequence PL introduces factors of LA
and these yield . . . gradient operators acting on B. If we keep terms only up to
second order in gradients of B, we see that [(3.7b)] . . . can be neglected since it
is proportional to 〈G(r)Q exp[−(τ − τ ′)iL ]A′ 〉0 evaluated to zeroth order, which
vanishes. This may easily be seen, because to this order
〈G(r)Q exp[−(τ − τ ′)iL ]A′ 〉0 = 〈G(r)QA
′ 〉0 = 0. (3.14)
This argument must be revised in the multispecies case because of the exchange terms
on the right-hand side of (2.26), which are not proportional to gradients. However, one
does expect that the effects of those terms will be small, proportional to ∆u or ∆T ,
and I have assumed that those are of the same order of smallness as are the gradients.
Therefore, the arguments of Brey et al. might appear to suggest that the effect of (3.7b),
which to lowest order multiplies −∇B, is negligible.
There is, however, a subtlety, which is that the left-hand side of (3.14) appears under
an infinite time integral; it is not clear that arguments based on truncated power-series
expansion are adequate. To make the mathematics match the discussion in Part I as
closely as possible, assume that it is legitimate to replace iL by Ĉ (this ignores a v · ∇
streaming term) and treat the expectations and projections as the µ-space ones used in
Part I. The integral of (3.7b) then becomes
lim
t→∞
∫ t
0
dτ bK
β
G(µ, µ, τ) = limt→∞
∫ t
0
dτ
∫ τ
0
ds 〈Ĝ(µ)|e−Ĉ(τ−s) |PĈU(s)Ĵ(µ)〉0 (3.15a)
= lim
t→∞
∫ t
0
ds
∫ t
s
dτ 〈Ĝ(µ)|e−Ĉ(τ−s) |PĈU(s)Ĵ(µ)〉0 (3.15b)
= lim
t→∞
∫ t
0
ds
∫ t−s
0
dr 〈Ĝ(µ)|e−Ĉr |PĈU(s)Ĵ(µ)〉0. (3.15c)
The modified propagator U(s) constrains s to be less than or of the order of a collision
time, whereas t → ∞. Thus, s is negligible in the second integral, which can then be
performed to give
lim
t→∞
∫ t
0
dτ bK
β
G(µ, µ, τ) = limt→∞
〈
Ĝ(µ)
∣∣∣∣ Ĉ−1 (1− e−Ĉt) ∣∣∣∣PĈ(∫ ∞
0
dsU(s)
)
Ĵ(µ)
〉
0
.
(3.16)
The properties of this expression differ for one-component and multicomponent systems.
In a one-component system, the basis functions from which P is constructed are the null
eigenfunctions of Ĉ; thus, ĈP = 0. One has
QĈ−1
(
1− e−Ĉt
)
P = Q
(
t−
1
2
Ĉ t2 + · · ·
)
P = Q tP = 0. (3.17)
Here ‘zero’ here means that the effect is at least of first order in k, as can be seen
by adding the streaming contribution ik · v to Ĉ. Upon similarly processing the factor
PĈ
∫∞
0
dsU(s)Ĵ(µ), one finds that that too is O(k). Since term b multiplies ∇B, one
concludes that for a one-component system the net effect of term b is of third order in the
gradients, thus is negligible to Burnett order. This recovers the conclusion of Brey et al.,
which was obtained directly from the expression involving the Liouville operator. Brey
et al. did not perform the τ integral as was done above, but rather examined the power-
series expansion of exp(−iL τ ), noting that the ultimate effect of the factor iLA′ is a
term proportional to a gradient. Similar arguments will be used later; the manipulations
above justify that procedure for a one-component system.
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The situation is different for a multicomponent system. In that case ĈP 6= 0 because
momentum and energy can be exchanged between unlike species. Then, in the limit
t → ∞ one has exp(−Ĉt) → 0 and one is left with the construction Ĉ−1PĈ. Although
I shall not work it out in detail, the ultimate value of expression (3.16) will generate a
small exchange contribution that will ultimately multiply ∇B. That second-order term
should be retained, in principle; however, I shall neglect all such effects. The ∆ correction
terms are neglected for the same reason.
Mathematically, the various behaviours are an example of an interchange of limits.
That is, with Ĉ→ ν and τcoll
.
= ν−1, one has
ν−1(1 − e−νt) = τcoll(1 − e
−t/τcoll)→
{
t for t fixed, τcoll →∞;
τcoll for τcoll fixed, t→∞.
(3.18)
In future manipulations of second-order terms, I shall follow Brey et al. in counting the
powers of gradients as though the system contains just one component. That is, the first
limit in (3.18) is used. This can be interpreted as a formal way of ordering out second-
order exchange effects — they may happen, but only on a timescale longer than that of
interest.
3.3. Term (ii∆)
From (2.60) and (2.55b), one has
term (ii∆)
.
= 〈G′(µ)Υ∆(t)〉0 = −
∫ t
0
dτ
∫
dµ K˘βG(µ, µ, τ)Bβ(r, t), (3.19)
where
K˘G(µ, µ, τ )
.
= 〈G′(µ)U(τ )A˙′∆,s(µ)〉0. (3.20)
This formula may again be simplified by using the identity (3.4). Thus, one can write
K˘ = aK˘ + bK˘, where
aK˘G
.
= 〈G′e−iL τ A˙′∆(µ)〉0, (3.21a)
bK˘G
.
=
∫ τ
0
ds 〈G′ . . .〉0 + (∆ correction). (3.21b)
3.3.1. Equation (3.21a)
I show in appendix E that aK˘ gives the hydrodynamic part of the Navier–Stokes
exchange effects as calculated in Part I.
3.3.2. Equation (3.21b)
If one generalizes the above quote that surrounds (3.14) by replacing ‘gradient op-
erators’ with ‘gradient or ∆ operators’, one might be led to conclude that (3.21b) is
negligible, apparently giving a contribution that is at least of third order. However, the
discussion in §I:3.2 of the multicomponent plasma shows that there is a difficulty with
this argument for the multispecies case, for there it was shown that the nonhydrodynamic
part of the momentum exchange is not negligible but is rather of order unity relative to
the hydrodynamic part. Manipulations identical to those done for (3.7b) show that
lim
t→∞
∫ t
0
dτ bK˘
β
G(µ, µ, τ ) =
〈
ĜĈ−1PĈ
∫ ∞
0
dsU(s) ̂˙A′β∆〉. (3.22)
Upon comparing this result to the analogous calculations in Part I, one sees that the last
integral is essentially the orthogonal projection |Qχ〉, and the construction Ĉ−1PĈ|Qχ〉
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is the one that would follow from (I:3.35) by formally multiplying that equation through
by Ĉ−1. Thus, the correct answer for the nonhydrodynamic part of the exchange effect
follows from (3.21b).
3.4. Term (iii)
Term (iiib) is explicitly
1
2
〈G′Qψ2∆B 〉0 =
1
2
〈
G′Q
(
−
∫ t
0
dτ U(τ )iLA′ ⋆∆B(t− τ )
)
×
(
−
∫ t
0
dτ ′U(τ ′)iLA′ ⋆∆B(t− τ ′)
)〉
0
. (3.23)
Because this expression contains two factors of iLA′, each of which generates either
gradients or exchange effects, it is adequate through second order to use the time-local
forms ∆B(t). One then has a construction of the form
1
2
∫ t
0
dτ
∫ t
0
dτ ′ F (τ , τ ′) =
∫ t
0
dτ
∫ τ
0
dτ ′ F (τ , τ ′), (3.24)
upon using the fact that F is a symmetric function. For the τ ′ integral, invoke the
identity35 ∫ τ
0
dτ U(τ )iLA = A− e−QiL τA (3.25)
with τ being replaced by τ . The contribution from the A term (with A → A′) cancels
term (iiia). Furthermore, one has
36
U(τ)
.
= Qe−QiLQτQ = e−QiL τQ = R1(τ)Q. (3.26)
In the last expression, I have used one instance of the shorthand notation
R0(τ)
.
= e−iL τ , R1(τ)
.
= e−QiL τ , R2(τ)
.
= e−QiLQτ . (3.27)
Thus,
term (iii) = −
∫ t
0
dτ
∫
dµ
∫
dµ′ 〈Ĝ(µ)[R1(τ )QiLA
′β(µ)]R1(τ )A
′γ(µ′ 〉0
×∆Bβ(r − ρ, t)∆Bγ(r − ρ
′, t). (3.28)
The first ∆B is operated on by iLA′, so it is already of first order. Because R1(τ ) =
1+O(QiL τ ), use of the expansion (3.3) shows that the second ∆B factor is also at least
of first order.
35It is easy to verify that (3.25) is true by showing that the time derivatives of both sides are
equal. The derivative of the left-hand side is U(τ )iLA, while the derivative of the right-hand
side is e−QiLτQiLA = Qe−QiLτQiLA = U(τ )iLA. The integration constant is zero because
both sides vanish at τ = 0. An explicit proof follows by performing the time integration:∫ τ
0
dτ Qe−QiLQτQiLA =
∫ τ
0
dτ e−QiLτQiLA
= −(e−QiLτ − 1)(QiL )−1QiLA = A− e−QiLτA,
provided that QL is invertible. That can be argued from the properties of Q.
36The identity (3.26) can be verified by comparing the Taylor expansions of the exponentials
and using the fact that Q2 = Q.
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With exchange effects neglected, one may replace QiLA′(µ) by Q∇ · J(µ). Upon
integrating the ∇ by parts and using the definition ρ
.
= r − x and the expansion (3.3),
one finds
term (iii) = −
∫ t
0
dτ
∫
dµ
∫
dµ′ 〈Ĝ(µ)[R1(τ )Ĵ
β(µ)]R1(τ )A
′γ(µ′ 〉0
· [∇Bβ(r, t)]∆Bγ(r − ρ
′, t). (3.29)
Although both factors of expression (3.29) involve R1(τ ), the first R1 acts on the
subtracted flux Ĵ (which lives in the orthogonal subspace) while the second one acts
merely on A′ (which lives in the hydrodynamic subspace). To lowest order in the
gradients, one sees from (3.14) that the first R1 may be replaced by R0. Brey et al.
show that it is fruitful to manipulate the second R1 by using the identity
e−QiL τ = e−iL τ +
∫ τ
0
dτ e−iL (τ−τ)PiL e−QiL τ . (3.30)
Thus, term (iii) = term (iii–c) + term (iii–d), where
term (iii–c)
.
=
∫ t
0
dτ
∫
dµ
∫
dµ′ 〈Ĝ(µ)[R0(τ )Ĵ
β(µ)]R0(τ )A
′γ′(µ′)〉0
· ∇Bβ(r, t)∆Bγ′(r − ρ
′, t), (3.31a)
term (iii–d)
.
=
∫ t
0
dτ
∫
dµ
∫
dµ′ 〈Ĝ(µ)[R0(τ )Ĵ
β(µ)]
·
∫ τ
0
dτ R0(τ − τ
′)PiLR1(τ
′)A′γ
′
(µ′)〉0∇Bβ(r, t)∆Bγ′(r − ρ
′, t). (3.31b)
In term (iii–c), Taylor expansion gives ∆Bγ′(r−ρ
′, t) ≈ ∆Bγ′,s′s(r)−ρ
′
·∇Bγ′(r, t).
∆Bs′s is again neglected, as it generates an exchange effect. Thus, term (iii–c) reduces
to
term (iii–c) ≈ −Nβγ2 [G](µ, t) :∇Bβ∇Bγ , (3.32)
where
N
βγ
2 [G](µ, t)
.
= −
∫ ∞
0
dτ
∫
dxNβγ2 [G](µ, µ, τ ; t)ρ (3.33)
and
N
βγ
2 [G](µ, µ, τ ; t)
.
= 〈[eiL τ Ĝ(µ)][Ĵ βA′γ(µ)]〉0. (3.34)
When only kinetic contributions are used in Ĝ, Ĵ , and A′, it is easy to see that (3.34)
involves the Klimontovich correlation function for three phase-space points.
The further reduction of term (iii-d) is described in appendix B of Brey et al. (1981),
who also use results from their appendix A, in which a representation of (∂tB)
(1) is
derived. The final result, correct to second order in the gradients and in the absence of
exchange effects, is
term (iii–d) = M βγ2 [G](µ, t) · ∇Bβ(r, t)[∂tBγ(r, t)]
(1), (3.35)
where
M βγ2 [G](µ, t)
.
=
∫ ∞
0
dτ
∫
dxNβγ2 [G](µ, µ, τ ; t)τ . (3.36)
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3.5. Term (iv)
We have
term (iv)
.
= 〈G′ψ∆B(2) 〉0, (3.37)
where ∆B(2) is given by (2.74). Although both of the explicit terms in (2.74) are of second
order in ∆B, it is not difficult to show, upon integration by parts, that the second term
is of third order in the gradients, hence is negligible. The evaluation of the first term is
stated by Brey et al. to be
term (iv) ≈ −
∫ ∞
0
dτ
∫
dx 〈[eiL τ Ĝ(µ)]PĴ βA′γ(µ)〉0 · ∇Bβ(r, t)ρ · ∇Bγ(r, t). (3.38)
Since they do not give the detailed manipulations, I present a proof in appendix F. Note
that this term adds to term (iii–c) to change the JA′ in (3.34) to Q(JA′).
3.6. Summary of the gradient expansion
One can now collect all of the terms. Brey et al. show that the terms involving (∂tB)
(1)
can be combined. One ultimately finds
〈G〉 = 〈G〉Euler − k
β
1∇[G](µ, t) · ∇Bβ(r, t)− k
β
1∆[G](µ, t)Bβ(r, t)
− gβ2 [G](µ, t) :∇∇Bβ(r, t)− h
βγ
2 [G](µ, t) :∇Bβ(r, t)∇Bγ(r, t)
+
[
∂t
(
k
β
2 [G](µ, t) · ∇Bβ(r, t)
)](1)
, (3.39)
where
k
β
1∇[G](µ, t)
.
=
∫ ∞
0
dτ
∫
dµ 〈Ĝ(µ)e−iL τ Ĵβ(µ)〉0, (3.40a)
kβ1∆[G](µ, t)
.
=
∫ ∞
0
dτ
∫
dµ 〈Ĝ(µ)e−iQL τ A˙′β∆,s(µ)〉0, (3.40b)
g
β
2 [G](µ, t)
.
= −
∫
dτ
∫
dµ 〈Ĝ(µ)e−iL τ Ĵβ(µ)〉0ρ, (3.40c)
hβγ2 [G](µ, t)
.
= −
∫ ∞
0
dτ
∫
dµ 〈Ĝ(µ)e−iL τQ[Ĵ βA′γ(µ)]〉0ρ, (3.40d)
k
β
2 [G](µ, t)
.
=
∫ ∞
0
dτ
∫
dµ 〈Ĝ(µ)e−iL τĴ β 〉0τ . (3.40e)
We have now found a formula for the nonequilibrium average of any quantity G,
correct through first order in exchange terms and second order in gradients. That formula
can be used to evaluate the right-hand side of the equation for ∂tas [the average of
equations (2.26)]. The averages of the conserved fluxes are
〈Jαs 〉 = 〈J
α
s 〉Euler − k
β
1 [J
α
s ](µ, t) · ∇Bβ(r, t)︸ ︷︷ ︸
∇NS
α
β
−gβ2 [J
α
s ](µ, t) :∇∇Bβ(r, t)︸ ︷︷ ︸
Bα
β
− hβγ2 [J
α
s ](µ, t) :∇Bβ(r, t)∇Bγ(r, t)︸ ︷︷ ︸
Bα
βγ
+
[
∂t
(
k
β
2 [J
α
s ](µ, t) · ∇Bβ(r, t)
)](1)
︸ ︷︷ ︸
Bα∂tkβ + B
α∂tBβ
, (3.41)
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and the averages of the exchange terms are
Xαs ≡ 〈A˙
′α
∆,s〉 = − k
β
1∆[A˙
′α
∆,s](µ, t)Bβ(r, t)︸ ︷︷ ︸
∆NS
α
β
. (3.42)
In the above, the various terms have been concisely identified for future reference. NS
and B stand for Navier–Stokes and Burnett, respectively. The field indices can assume
the values n, p, or e. For example, in the momentum equation the linear Burnett term
generates contributions Bpp and B
p
e .
4. Some specific formulas for transport coefficients
In §4.1 I follow Brey (1983) and write out the general structure of the dissipative fluid
equations for the unmagnetised, one-component fluid. Integrals that define the transport
coefficients are recorded in §4.2. Then in §4.3 I comment on the first-order exchange
effects.
4.1. The Burnett equations for a one-component fluid
An important reference case is the one-component fluid. Those results were recorded
for Bext = 0 in appendix A of Brey (1983), and I shall transcribe them here, following
Brey’s numbering conventions for the various dissipative coefficients. The results will be
used in §6 to demonstrate the consistency of the calculations of Catto & Simakov of
parallel viscosity with the two-time formalism.
Instead of Brey’s η and λ, I shall use µ
.
= η/nm and κ
.
= λ/n, which have the
dimensions of a diffusion coefficient. Subscripted µ’s and κ’s relate to the Burnett
corrections and have various dimensions. Some supporting algebra is given by Krommes
(2018c, §2 and §3).
In the following definitions, d denotes the dimension of space, e denotes the internal-
energy density, h denotes the enthalpy, and s denotes the entropy density. For an ideal
gas, one has
p→ nT, e→
3
2
nT, h→
5
2
nT, s→ ln
[
1
n
(
4pime
3h2P
)3/2]
+
5
2
. (4.1)
(In the last expression, hP is Planck’s constant.) The expansion coefficient α and isother-
mal compressibility κT are
α
.
= −
1
n
(
∂n
∂T
)
p
→
1
T
, κT
.
=
1
n
(
∂n
∂p
)
T
→
1
p
. (4.2)
The strain rate and vorticity tensors are
S
.
=
1
2
[(∇u) + (∇u)T], Ω
.
=
1
2
[(∇u)T − (∇u)]; (4.3a)
the traceless tensor
W
.
= (∇u) + (∇u)T −
2
d
(∇ · u)I (4.4)
is also useful.
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4.1.1. The one-component Euler equations
Let us write τ = pI + π. Then the one-component Euler equations are
∂tn = −∇ · (nu), (4.5a)
mn(∂tu+ u · ∇u) = −nq(E + c
−1u×Bext)−∇p, (4.5b)
∂tT + u · ∇T = −T
(
∂p
∂e
)∣∣∣∣
n
∇ · u. (4.5c)
For the derivation of (4.5c), see the discussion of (II-S:3.126).
4.1.2. Dissipative momentum flux for a one-component fluid
The dissipative momentum flux through Burnett order is
π/nm = −µW − ζ(∇ · u)I
− 2µ1(∇∇p− κT∇p∇p) + (µ7 − αµ1)(∇p∇T +∇T ∇p)
+ µ3∇∇T + µ5∇T ∇T
+
[
µ11 − 2
(
∂(nµ1)
∂n
)
s
]
(∇ · u)S + (µ12 − 2µ1)S · S
T + 2µ1Ω ·Ω
T
+ µ13(S
T
·Ω +ΩT · S)
+
{
−µ2[∇
2p− κT |∇p|
2] + µ4∇
2T + µ6|∇T |
2 + (µ8 − αµ2)∇p · ∇T
+
[
µ9 −
(
∂(nµ2)
∂n
)
s
]
(∇ · u)2 + (µ10 − µ2)Tr(S · S
T) + µ2Tr(Ω ·Ω
T)
}
I . (4.6)
Here the first line gives the Navier–Stokes result; the subsequent lines are the Burnett
corrections. The viscosities are defined in the next several paragraphs in terms of certain
K quantities that are the integrals of two-time correlation functions and are defined in
§4.2. In the following definitions, underbracing indicates the value of an expression for
an ideal gas. The origins of the various terms can be traced by noting which K quantity
enters the expression for a particular viscosity, then referring to §4.2, where each formula
is linked to one or more37 of the terms in the general result (3.39). K’s with wavy
underlining, such as K3
::
, are determined by correlation functions with three phase-space
points; the others follow from two-point correlations.
The Navier–Stokes viscosity coefficients are
µ
.
= (nmT )−1KI, (4.7a)
ζ
.
= (nmT )−1
(
KII +
2
d
KI
)
, (4.7b)
where µ is the kinematic viscosity and ζ is the bulk viscosity.
The Burnett momentum coefficients are
µ1
.
= (nmT )−1KIV, (4.8a)
µ2
.
= (nmT )−1KV, (4.8b)
µ3
.
= −2(nmT 2)−1K1, (4.8c)
µ4
.
= −(nmT 2)−1K2, (4.8d)
37For the cases involving projections, multiple terms lead to each of the integrals K20–K23. For
more specific information, please consult the supplementary details in Krommes (2018c).
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µ5
.
= 4(nmT 3)−1K1 + 2 (h/nT )︸ ︷︷ ︸
5/2
(nmT 3)−1K3
::
− 2(nmT 4)−1K5
::
+ 2n−1(mT )−2
∂
∂T
(
h
n
)
p︸ ︷︷ ︸
5/2
K20, (4.8e)
µ6
.
= 2(nmT 3)−1K2 + (nmT
3)−1 (h/nT )︸ ︷︷ ︸
5/2
K4
::
− (nmT 4)−1K6
::
+ n−1(mT )−2
∂
∂T
(
h
n
)
p︸ ︷︷ ︸
5/2
K21, (4.8f )
µ7
.
= −(n2mT 3)−1K3
::
+ n−1(mT )−2
∂
∂p
(
h
n
)
T︸ ︷︷ ︸
0
K20, (4.8g)
µ8
.
= −(n2mT 3)−1K4
::
+ n−1(mT )−2
∂
∂p
(
h
n
)
T︸ ︷︷ ︸
0
K21, (4.8h)
µ9
.
= −(nmT 2)−1K7
::
− (nmT )−1
(
∂p
∂e
)
n︸ ︷︷ ︸
2/3
K21, (4.8i)
µ10
.
= −2(nmT 2)−1K8
::
+ 2(nmT )−1K21, (4.8j )
µ11
.
= −2(nmT 2)−1(K9
::
+K10
:::
)− 2(nmT )−1
(
∂p
∂e
)
n︸ ︷︷ ︸
2/3
K20, (4.8k)
µ12
.
= −4(nmT 2)−1(K11
:::
+K12)
::::
+ 4(nmT )−1K20, (4.8l)
µ13
.
= −2(nmT 2)−1(K11
:::
−K12
:::
) + 2(nmT )−1K20. (4.8m)
For a weakly coupled gas, these coefficients can be evaluated in the ideal-gas limit. In
that limit, the fact that Tr τ̂ = 0 provides the constraints
KII = −
2
d
KI, KV = −
2
d
KIV, K2 = −
2
d
K1, K4
::
= −
2
d
K3
::
,
K6
::
= −
2
d
K5
::
, K21 = −
2
d
K20. (4.9)
Thus, for a weakly coupled gas the bulk viscosity ζ vanishes [see (4.7b)], one has
µ2 = −
2
d
µ1, µ4 = −
1
d
µ3, µ6 = −
1
d
µ5, µ8 = −
2
d
µ7, µ9 = −
1
d
µ11,
µ10 = −
1
d
µ12, (4.10)
and the dissipative momentum flux reduces to
πwc/nm = −µW
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− 2µ1
[(
∇∇p−
1
p
∇p∇p
)
−
1
d
(
∇2p−
1
p
|∇p|2
)
I
]
+ (µ7 − T
−1µ1)
(
∇p∇T +∇T ∇p−
2
d
∇p · ∇T I
)
+ µ3
(
∇∇T −
1
d
∇2T I
)
+ µ5
(
∇T ∇T −
1
d
|∇T |2I
)
+
[
µ11 − 2
(
∂(nµ1)
∂n
)
s
](
(∇ · u)S −
1
d
(∇ · u)2I
)
+ (µ12 − 2µ1)
(
(S · ST −Ω ·ΩT)−
1
d
Tr
(
S · ST −Ω ·ΩT
)
I
)
+ µ13(S
T
·Ω +ΩT · S). (4.11)
Each line is separately traceless.38 The integral expression for the kinematic viscosity µ
will be shown to agree with the one derived in Part I.
4.1.3. Dissipative heat flux for a one-component fluid
The dissipative heat flux jediss ≡ q through Burnett order is
q/n = n−1π · u− κ∇T
+
[
κ2 − κ1T
(
∂p
∂e
)
n︸ ︷︷ ︸
3/2
]
∇(∇ · u) + κ3∇
2u
+
{
κ4 − κ1
(
∂p
∂e
)
n︸ ︷︷ ︸
3/2
−κ1T
[
∂
∂T
(
∂p
∂e
)
n︸ ︷︷ ︸
0
]
p
−
(
∂(nκ1)
∂n
)
s
}
(∇ · u)∇T
+ [(κ5 − κ1)S + (κ6 + κ1)Ω] · ∇T
+
(
κ7S +
{
κ8 − κ1T
[
∂
∂p
(
∂p
∂e
)
n︸ ︷︷ ︸
0
]
T
}
(∇ · u)I
)
· ∇p, (4.12)
where the Navier–Stokes thermal diffusivity is
κ
.
= n−1T−2KIII (4.13)
and the Burnett energy coefficients are
κ1
.
= (nT 2)−1KVI, (4.14a)
κ2
.
= −(nT )−1(K1 +K2), (4.14b)
κ3
.
= −(nT )−1K1, (4.14c)
κ4
.
= (nT 2)−1
{
K1 +K2 − T
−1(K13
:::
+K19
:::
) + (nT )−1hK17
:::
+ T
[
∂
∂T
(
∂p
∂n
)
e︸ ︷︷ ︸
0
]
p
K22 + T
[
∂
∂T
(
∂p
∂e
)
n︸ ︷︷ ︸
0
]
p
K23
}
, (4.14d)
38For the last line of (4.11), recall that the trace of the product of a symmetric and an
antisymmetric matrix vanishes.
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κ5
.
= (nT 2)−1
{
3K1 +K2 + 2(nT )
−1hK16
:::
− T−1(2K18
:::
+K14
:::
+K15
:::
)
+
[
1 +
(
∂p
∂e
)
n︸ ︷︷ ︸
2/3
]
K23 +
[(
∂p
∂n
)
e︸ ︷︷ ︸
0
−
h
n︸︷︷︸
(5/2)T
]
K22
}
, (4.14e)
κ6
.
= (nT 2)−1
{
K1 −K2 − T
−1(K14
:::
−K15
:::
)
−
[
1 +
(
∂p
∂e
)
n
]
K23 −
[(
∂p
∂n
)
e︸ ︷︷ ︸
0
−
h
n︸︷︷︸
(5/2)T
]
K22
}
, (4.14f )
κ7
.
= −2(nT )−2K16
:::
− 2µ1, (4.14g)
κ8
.
= −(nT )−2K17
:::
− µ2 +
1
nT
[
∂
∂p
(
∂p
∂n
)
e︸ ︷︷ ︸
0
]
T
K22 +
1
nT
[
∂
∂p
(
∂p
∂e
)
n
]
T︸ ︷︷ ︸
0
K23. (4.14h)
Note that all of the Burnett energy corrections are negligible when u is ordered small.
4.2. Integrals of correlation functions
The µ’s and κ’s that appear in the previous subsections are defined in terms of
various integrals of correlation tensors. Symmetry considerations reduce those tensors
to a collection of scalar quantities Ki and Ki defined as follows, using Brey’s numbering
conventions. The origin of each term is indicated by the notation such as NSpp that
was introduced in conjunction with (3.39). The one-component results tabulated here
are correct for the unmagnetised case. When Bext 6= 0, additional transport coefficients
must be introduced. That was done for linear response in §I:3; I shall eschew that exercise
for the Burnett coefficients. For multispecies plasmas, modified propagators must be used
instead of R0.
NSpp :
∫ ∞
0
dτ 〈 τ̂ij(0)R0(τ )T̂jk 〉 = K
I(δikδjl + δilδjk) +K
IIδijδkl, (4.15a)
NSee :
∫ ∞
0
dτ 〈ĴEi (0)R0(τ )Ĵ
E
j 〉 = K
IIIδij , (4.15b)
Btpp :
∫ ∞
0
dτ 〈 τ̂ij(0)R0(τ )T̂kl 〉τ = K
IV(δikδjl + δilδjk) +K
Vδijδkl, (4.15c)
Btee :
∫ ∞
0
dτ 〈ĴEi (0)R0(τ )Ĵ
E
j 〉τ = K
VIδij , (4.15d)
Bpe :
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )Ĵ
E
k (x)〉xl = K1(δikδjl + δilδjk) +K2δijδkl, (4.15e)
Bpen :
∫
dτ
∫ ∞
0
dx 〈 τ̂ij(0)R0(τ )Ĵ
E
k N
′(x)〉xl = K3
::
(δikδjl + δilδjk) +K4
::
δijδkl,
(4.15f )
Bpee :
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )Ĵ
E
k E
′(x)〉xl = K5
::
(δikδjl + δilδjk) +K6
::
δijδkl,
(4.15g)
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Bppp :
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )T̂klG
′
m(x)〉xn
= K7
::
δijδklδmn +K8
::
δij(δkmδln + δknδlm)
+K9
::
δkl(δimδjn + δinδjm) +K10
:::
δmn(δikδjl + δilδjk)
+K11
:::
[δkm(δilδjn + δjlδin) + δlm(δikδjn + δjkδin)]
+K12
:::
[δkn(δilδjm + δjlδim) + δln(δikδjm + δjkδim)], (4.15h)
Beep :
∫ ∞
0
dτ
∫
dx 〈ĴEi (0)R0(τ )Ĵ
E
j G
′
k(x)〉xl = K13
:::
δijδkl +K14
:::
δikδjl +K15
:::
δilδjk,
(4.15i)
Bepn :
∫ ∞
0
dτ
∫
dx 〈ĴEi (0)R0(τ )T̂jkN
′(x)〉xl = K16
:::
(δijδkl + δikδjl) +K17
:::
δilδjk,
(4.15j )
Bepe :
∫ ∞
0
dτ
∫
dx 〈ĴEi (0)R0(τ )T̂jkE
′(x)〉xl = K18
:::
(δijδkl + δikδjl) +K19
:::
δilδjk,
(4.15k)
Bp−P(pp+en+ee) :
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )Pk(x)〉xl
= K20(δikδjl + δilδjk) +K21δijδkl, (4.15l)
Be−P(pn+pe+ep) :
∫ ∞
0
dτ
∫
dx 〈ĴEi (0)R0(τ )N(x)〉xj = K22δij , (4.15m)
Be−P(pn+pe+ep) :
∫ ∞
0
dτ
∫
dx 〈ĴEi (0)R0(τ )E(x)〉xj = K23δij . (4.15n)
These expressions involve two-time correlation functions C(t, t′) with m phase-space
arguments associated with time t and n phase-space arguments associated with time t′; I
shall use the notation C(m,n)(t, t′). For weakly coupled systems, where the potential parts
of the microscopic fluxes may be neglected, one requires only m = 1 (in later discussion,
m > 1 will be required) and n = 1 or n = 2. I shall assume homogeneous, stationary
statistics. By spatial homogeneity, C(1,n) is a function of n spatial differences, which by
convention I shall refer to x (x = 0 in the above formulas). This leads one to introduce
ρ′
.
= x − x′ and ρ′′
.
= x − x′′. By temporal stationarity, C(m,n)(t, t′) depends only on
the time difference τ
.
= t − t′; only the one-sided functions C
(m;n)
+ (τ)
.
= H(τ)C(m,n)(τ)
are required. Thus, for example,
C
(1;1)
+ (1, τ ; 1
′) = C
(1;1)
+ (v, τ ;ρ
′,v′) =
∫
dk′
(2pi)3
eik
′
·ρ′Ĉ
(1;1)
+;k′ (v, τ ;v
′), (4.16a)
C
(1;2)
+ (1, τ ; 1
′, 1′′) = C
(1;2)
+ (v1, τ ;ρ
′,v′,ρ′′,v′′)
=
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
eik
′
·ρ′+ik′′·ρ′′)Ĉ
(1;2)
+;k′,k′′(v1, τ ;v
′,v′′), (4.16b)
C
(2;1)
+ (1, 2; τ ; 1
′) = C
(2;1)
+ (ρ,v1,v2, τ ;ρ
′,v′)
=
∫
dk
(2pi)3
∫
dk′
(2pi)3
eik·ρ+ik
′
·ρ′Ĉ
(2;1)
+,k;k′(v1,v2, τ ;v
′,v′′). (4.16c)
For weak coupling, formulas that involve the total amounts of a flux (e.g., Ĵ E) involve
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the spatial integral over x − x′ and thus require Ĉk′=0. Formulas that involve an
x weighting can be expressed in terms of a wavenumber derivative. Specifically, upon
replacing x by x′′,∫
dx′ dx′′ C
(1;2)
+ (x = 0,v, τ ;x
′,v′,x′′,v′′)x′′
= −
∫
dρ′ dρ′′ C
(1;2)
+ (v, τ ;ρ
′,v′,ρ′′,v′′)ρ′′ (4.17a)
=
∂
∂(−ik′′)
Ĉ
(1;2)
+;k′,k′′(v, τ ;v
′,v′′)
∣∣∣∣
k′=0,k′′=0
. (4.17b)
A discussion of the evaluation of these correlation functions and their time integrals is
given in §5.
4.3. Exchange terms
Equation (3.42), together with the definition (3.40b), provides a representation of first-
order interspecies momentum and energy exchange in terms of two-time correlations. It
is not immediately obvious that those formulas are consistent with the results already
known to Braginskii. Therefore, as an example I work out in appendix E the hydrody-
namic contribution to momentum exchange and demonstrate complete agreement with
the analogous calculation in Part I.
5. Theory of two-time correlation functions for weakly coupled
plasmas
The formulas in §4.2 express the transport coefficients in terms of various two-time
correlation functions. Equations (4.15f)–(4.15k) require three-point correlations in phase
space, while the remainder of equations (4.15) require merely two-point correlations. The
exchange terms discussed in appendix E require four-point correlations. Calculating such
multipoint correlation functions for the general case of strong coupling is a formidable
challenge even though only the low-frequency, long-wavelength behaviour is of interest;
however, the task is relatively simple for weak coupling provided that one ignores issues
with long-ranged correlations (i.e., does calculations that only retain effects that lead to
the Balescu–Lenard or Landau collision operators).
5.1. Heuristic physics of two-time correlations
Before proceeding to the details, I shall give a qualitative introduction that relies on
the fact that cumulants are related to functional derivatives. I have already introduced
this topic in §1.3, where I pointed out that the two-time Green’s function of a linear
equation is the functional derivative of the basic one-time field with respect to an
external source η̂. The generalization to statistical theory is well known. For example,
for continuous classical fields (no particle discreteness effects), Martin et al. (1973) have
shown that the n-time cumulant Cn of the random field ψ˜(t) is the functional derivative
of Cn−1 with respect to a source field η(t).
39 That is, a cumulant generating functional
39η plays the role of a source in a particular adjoint of the primitive amplitude equation for ψ˜.
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is40
Z[η]
.
= ln
〈
exp
(∫ ∞
0
dt ψ˜(t)η(t)
)〉
, (5.1)
and one has
C1(t) =
δZ[η]
δη(t)
, C2(t, t
′) =
δ2Z[η]
δη(t)δη(t′)
=
δC1(t)
δη(t′)
, . . . , (5.2)
with the physical cumulants following in the limit η → 0. For situations in which
particle discreteness effects are important, a one-time cumulant generating functional was
discussed by Dawson & Nakayama (1967), and the generalization to two-time cumulants
was given by Krommes (1975) and Krommes & Oberman (1976a). (These topics are
discussed in detail in §5.2.) Now suppose that the nonlinear kinetic equation holds (setting
Bext = 0 for simplicity and assuming a bilinear collision operator such as the Landau
operator):
∂tf + v · ∇f + (Ef) · ∂f +C[f, f ] = 0. (5.3)
Here E is the electric-field operator defined by (I:2.38). Without worrying about details,
which will be discussed later, functionally differentiate (5.3) to obtain (Krommes &
Oberman 1976a)
∂tC2(t, t
′) + v · ∇C2 + (Ef) · ∂C + (∂f) ·EC2 + Ĉ[f ]C2 = 0, (5.4)
where Ĉ is the linearized collision operator. This shows that at long wavelengths the two-
time function C2(τ) decays on the collisional time scale, and it is only a matter of filling
in the details to integrate C2 according to formulas like (4.15a) and obtain the same
Navier–Stokes transport coefficients that were discussed in Part I. Upon differentiating
again, one obtains schematically
∂C3(t, t
′, t′′)
∂t
+ v · ∇C3 +E · ∂C3 + Ĉ[f ]C3 = −
δĈ[f ]
δf
C2C2 − 2(EC2) · ∂C2, (5.5)
after which one can set t′′ = t′. As we shall see later in more detail, the first term on
the right-hand side is related to the action of the nonlinear collision operator acting
on C2, which then drives the triplet correlation function that determines the non-
Gaussian Burnett transport effects. The significance of the second term is discussed
in the paragraph before §G.3.1 on page 91.
5.2. The two-time cumulant hierarchy and correlation functions
I shall now discuss the formal derivation of the previous results. For conciseness, I shall
continue to set Bext = 0; the way to add the Lorentz force to the final formulas will be
clear. Most powerfully, one has available the renormalized theory of Rose (1979), which
generalizes continuum statistical dynamics [for example, the formalism of Martin et al.
(1973)] to include particle discreteness. However, for a weakly coupled, near-equilibrium
system it is more expeditious to proceed via a two-time generalization of the BBGKY
hierarchy. The one- and two-time hierarchies were discussed in appendix C of Krommes
(1975) via a generating-functional approach; the following material is taken directly from
that appendix; see also appendix A of Krommes & Oberman (1976a). For one-time
40Martin et al. actually consider a more complicated, time-ordered generating functional that
depends on two sources η and η̂ and is capable of generating both correlation functions and
infinitesimal response functions.
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physics, define the generating function
S[η]
.
= 〈eΦ˜η(t)〉, (5.6)
where
Φ˜η(t)
.
=
∫
dq f˜(q, t)η(q) (5.7)
is a functional of η(q). Note that there is no time integration in this formula. The one-time
distribution functions are defined in the thermodynamic limit as (Dawson & Nakayama
1967),
f (s)η (1, . . . , s, t) = DsDs−1 . . .D1〈S 〉, (5.8)
where
Ds
.
=
δ
δη(s)
−
∑
i<s
n−1s δ(i − s) (5.9)
and an underline signifies that time should be omitted from the implied set of variables.
The usual s-body distributions are the η → 0 limit of f
(s)
η . Similarly, one-time cumulants
(denoted here by an overline) follow by differentiating ln 〈S 〉:
f
(s)
η = Ds . . .D1 ln 〈S 〉. (5.10)
The properties of the logarithm lead to the well-known cluster expansion
f (s)η (1, . . . , s) =
s∑
n=1
∑
P
f
(N(P1))
η (P1)f
(N(P2))
η (P2) . . . f
(N(Pn))
η (Pn), (5.11)
where Pi is a subset of {1, . . . , s},N(Pi) is the number of members of Pi,
∑n
i=1N(Pi) = s,
and
∑
P is the sum over all distinct and disjoint subsets of {1, 2, . . . , s}:
∪ni=1 Pi = {1, 2, . . . , s} ≡ {s}. (5.12)
To obtain time-evolution equations, consider the time derivative of the generating func-
tional:
∂S
∂t
=
〈
dΦ˜η
dt
eΦ˜η
〉
(5.13a)
=
〈(∫
dq̂
∂f˜(q̂, t)
∂t
η(q̂)
)
eΦ˜η
〉
(5.13b)
= −
∫
dq̂
〈[
v̂ · ∇̂f˜(q̂, t) +
( q
m
)
ŝ
Ef˜(q̂, t) ·
∂f˜
∂v̂
]
eΦ˜η
〉
η(q̂). (5.13c)
Upon functionally differentiating this equation, one arrives at the usual BBGKY hierar-
chy
0 = ∂tf
(s)
η +
∑
i∈{s}
vi · ∇if
(s)
η +
∑
i6=j∈{s}
ǫij · (qj∂i)f
(s)
η +
∑
i∈{s}
∂i ·E(i, s+ 1)f
(s+1)
η
+O(η). (5.14)
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A similar result holds for the cumulant hierarchy. Upon indicating one-time cumulants
with overlines, one has
0 =
d(s)f
(s)
η
dt
+
∑
i6=j∈{s}
ǫij · (qj∂i)
( s−1∑
n=1
∑
P
f
(s−n)
η (. . . , i, . . . )f
(n)
η (. . . j . . . )
+ f
(s)
η (1, . . . , s)
)
+
∑
i∈{s}
∂i ·E(i, s+ 1)
( s∑
n=1
∑
P
f
(s+1−n)
η (. . . , i, . . . )f
(n)
η (. . . , s+ 1, . . . )
+ f
(s+1)
η (1, . . . , s+ 1)
)
+O(η). (5.15)
Again,
∑
P means to sum over all distinct permutations of disjoint subsets.
I shall use the standard notation f
(1)
≡ f , f
(2)
≡ g, f
(3)
≡ h, and f
(4)
≡ k. Upon
noting that E(1, 1)f(1, t) = E(1) and defining the Landau operator41 for particle 1 as
iL1 ≡ iL(1, 1)
.
= v1 · ∇1δ(1− 1) +E(1) · ∂1δ(1 − 1) + ∂1f ·E(1, 1) (5.16)
(the last term is responsible for crucial polarization or self-consistent response effects),
one can write the first three members of the cumulant hierarchy as
0 = ∂tf(1, t) + v1 · ∇1 +E · ∂1f + ∂1 ·E(1, 2)g(1, 2, t), (5.17a)
0 = (∂t + iL1 + iL2)g(1, 2, t) + ǫ12 · (q2∂1 − q1∂2)[f(1, t)f(2, t) + g(1, 2, t)]
+ [∂1 ·E(1, 3)h(1, 2, 3, t) + (1↔ 2)], (5.17b)
0 = (∂t + iL1 + iL2 + iL3)h(1, 2, 3, t)
+ ǫ12 · (q2∂1)[g(1, 3)f(2) + f(1)g(2, 3) + h(1, 2, 3)]
+ ǫ13 · (q3∂1)[g(1, 2)f(3) + f(1)g(3, 2) + h(1, 2, 3)]
+ ǫ21 · (q1∂2)[g(2, 3)f(1) + f(2)g(1, 3) + h(1, 2, 3)]
+ ǫ23 · (q3∂2)[g(2, 1)f(3) + f(2)g(3, 1) + h(1, 2, 3)]
+ ǫ31 · (q1∂3)[g(3, 2)f(1) + f(3)g(1, 2) + h(1, 2, 3)]
+ ǫ32 · (q2∂3)[g(3, 1)f(2) + f(3)g(1, 2) + h(1, 2, 3)]
+ ∂1 ·E(1, 4)[g(1, 2)g(3, 4) + g(1, 3)g(2, 4) + k(1, . . . , 4)]
+ ∂2 ·E(2, 4)[g(2, 1)g(3, 4) + g(2, 3)g(1, 4) + k(1, . . . , 4)]
+ ∂3 ·E(3, 4)[g(3, 1)g(2, 4) + g(3, 2)g(1, 4) + k(1, . . . , 4)]. (5.17c)
In the above, the terms in ǫij are related to particle noise; see Rose (1979, and references
therein) for discussion of this concept. If one retains terms only through O(ǫp), the terms
in h and k can be ignored.
41The Landau operator L, which describes self-consistent linearized Vlasov dynamics, should
not be confused with the Landau collision operator CL.
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5.3. Two-time, two-phase-space-point correlations
Now consider the extension of these results to two times. Introduce the extended
generating functional42
S2[η, η
′]
.
= exp
(∫
dq f˜(q, t)η(q) +
∫
dq′ f˜(q′, t′)η′(q′)
)
, (5.18)
which involves two independent functions η(q) and η′(q), and define the two-time
cumulants
C(s,1)(1, . . . , s, t, 1′, t′)
.
=
δf
(s)
(1, . . . , s, t)
δη′(1′)
. (5.19)
The superscript pair (s, s′) indicates the number of arguments associated with times t
(namely s) and t′ (namely s′). This notation is redundant when the argument list
is displayed, but it fosters readability. Importantly, C(1,1)(1, 1′) = 〈δf˜(1)δf˜(1′)〉 ≡
C(1, 1′) — this is the fundamental two-time Klimontovich correlation function. The
key result is that the C(s,1) obey the linearization of the one-time BBGKY
cumulant hierarchy — for example, in the ∂tg equation replace g(1, 2, t)→ g(1, 2, t)+
ǫ C(2,1)(1, 2, t, 1′, t′) and collect the terms of first order in ǫ to find ∂tC
(2,1) = · · · . This
follows immediately from the definition of the C’s as functional derivatives. Thus, the
functional derivative of (5.17a) is
0 = ∂tC
(1,1)(1, 1′) + iL1[f ]C
(1,1) + ∂1 ·E(1, 2)C
(2,1)(1, 2, t, 1′), (5.20)
with C(1,1) ≡ C. In deriving this result, it was crucial to not assume prematurely that
the mean field E vanishes; indeed, E 6= 0 when η 6= 0 and the functional derivative of
E[f ] = E(1, 1)f(1, t) with respect to η′ is E(1, 1)C(1,1)(1, t, 1′), which produces the last,
self-consistent response or polarization term in the Landau operator (5.16). Only after
performing all functional derivatives and setting η = 0 may one assert that E = 0.
Equation (5.20) is not closed, as it involves the unknown function C(2,1). It is clear
that the closure problem cannot be solved merely by performing further functional
differentiations. Instead, at some point one needs to express C(n+1,1) in terms of {C(m,1) |
m 6 n}. When this is done for n = 1, the formal equation that results is called the Dyson
equation. Martin et al. (1973) showed how to do this for continuous classical fields,43
and Rose (1979) provided an elegant generalization that handles particle discreteness as
well. Rose’s work is very important, and his equations could be used as the basis for the
subsequent discussion. Instead, I shall continue with an analysis of the two-time hierarchy,
which for weak coupling is somewhat more transparent and leads rather directly to an
approximate closure. Thus, the present discussion adds additional perspective to Rose’s
general results.
Note that near thermal equilibrium one has C(s,s
′) = O(ǫs+s
′−1
p ). In particular,
C(1,1) = O(ǫp); to find collisional corrections, one needs to work only to O(ǫ
2
p). To find
42Krommes (1975) and Krommes & Oberman (1976a) introduced the second independent
function η′ to handle the second discrete time t′; the integrals are over just the phase-space
coordinates, and one applies to S2 functional derivatives with only phase-space arguments. This
is to be contrasted with a generating functional of the MSR type, S[η]
.
= exp(
∫
d1 f˜(1)η(1)),
from which f˜(1′) can be generated from a functional derivative involving arguments involving
both phase space and time. The MSR approach is clearly the more general. Historically, the two-
time generating functional was introduced in order to systematize the linearization procedure
discussed after (5.19), which was originally noticed by Williams (1973).
43The review of Krommes (2002) contains lengthy discussion of the MSR formalism.
51
a representation for C(2,1), consider its equation, which follows from the linearization of
(5.17b):
(∂t + iL1[f ] + iL2[f ])C
(2,1)(1, 2, t, 1′)
= −ǫ12 · (q2∂1 − q1∂2)[C
(1,1)(1, 1′)f(2) + f(1)C(1,1)(2, 1′)]
− ∂1g(1, 2, t) ·E(1, 1)C
(1,1)(1, t, 1′)− ∂2g(1, 2, t) ·E(2, 2)C
(1,1)(2, t, 1′)
− ∂1C
(1;1)(1; 1′) ·E(1, 1)g(1, 2, t)− ∂2C
(1;1)(2; 1′) ·E(2, 2)g(1, 2, t) +O(ǫ3p).
(5.21)
Notation such as f(2) means f(2, t) (i.e., t2 = t). The second and third lines after the
equals sign in this equation arise from the linearization of the second and third terms in
(5.16).
Because the integrals that determine the transport coefficients are integrated in τ
from 0 to ∞, we are interested only in the correlations for t > t′. Thus, consider the
one-sided version of (5.21):
(∂t+iL1[f ]+ iL2[f ])C
(2;1)
+ (1, 2, t; 1
′) = δ(t− t′)C(0,3)(1, 2, 1′, t′)+s
(2;1)
+ (1, 2, t; 1
′), (5.22)
where
s
(2;1)
+ (1, 2, t; 1
′)
.
= −ǫ12 · (q2∂1 − q1∂2)[C
(1;1)
+ (1; 1
′)f(2) + f(1)C
(1;1)
+ (2; 1
′)]
− ∂1g(1, 2, t) ·E(1, 1)C
(1,1)(1, t, 1′)− ∂2g(1, 2, t) ·E(2, 2)C
(1,1)(2, t, 1′)
− ∂1C
(1;1)
+ (1, t; 1
′, t′) ·E(1, 1)g(1, 2, t)− ∂2C
(1;1)
+ (2, t; 1
′, t′) ·E(2, 2)g(1, 2, t). (5.23)
(The semicolon is used to indicate one-sided functions.) Note that the equal-time function
C(0,3)(t′) has entered as an initial condition. Let the causal Green’s function for the
linearized Vlasov equation obey
(∂t + iL1)R(1; 1
′) = δ(1− 1′), (5.24)
and represent the solution as
R(1; 1′) = H(t− t′)Ξ(1, 1′). (5.25)
Then the solution of (5.23) is
C
(2;1)
+ (1, 2, t, 1
′) = H(t− t′)Ξ(1, t, 1, t′)Ξ(2, t, 2, t′)C(0,3)(1, 2; 1′)
−
∫ t
t′
dt Ξ(1, t, 1, t)Ξ(2, t, 2, t)s
(2;1)
+ (1, 2, t; 1
′). (5.26)
If the first line of (5.23) were inserted into (5.26), the last line of (5.26) would have
the same form as the solution for the pair correlation function g in standard Balescu–
Lenard theory (reviewed in §G.1) except that the product f(1, t)f(2, t) that appears
in the classical derivation is replaced here by the Cf terms in the square brackets in
the first line of (5.23). That term emerges as the O(ǫ) term when f is replaced by
f + ǫ C
(1;1)
+ . This suggests that the s
(2;1)
+ -driven contribution of C
(2;1)
+ to (5.20) may be
related to the linearized collision operator. However, this conclusion is not immediate
because in the standard derivation of the Balescu–Lenard operator cancellations occur
between the form of Ξ, which contains an f , and the terms on which the q2∂1 − q1∂2
operates; it is unclear how those cancellations occur when it is C
(1;1)
+ that is differentiated.
Furthermore, a formal linearization of the Balescu–Lenard operator ought to contain
terms involving fluctuations in the strength of the dielectric shielding. Thus, one must
do a serious calculation.
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In order to proceed, it is convenient to work with spatial Fourier transforms. With the
conventions used in (4.16), the Fourier transform of (5.20) is44
∂τC
(1;1)
+;k′ (1, τ ; 1
′) + iLk′(1; 1)C
(1;1)
+;k′′(1, τ ; 1
′)
= δ(τ)C
(0,2)
k′ (1, 1
′)− ∂ ·
∫
dk
(2pi)3
Ek(2)C
(2;1)
+,k;k′(1, 2, τ ; 1
′), (5.27)
and the Fourier transform of (5.23) is
∂τC
(2;1)
+,k;k′ (1, 2, τ ; 1
′) + iLk+k′(1, 1)C
(2;1)
+,k;k′ (1, 2, τ ; 1
′) + iL−k(1, 1)C
(2;1)
+,k;k′(1, 2, τ ; 1
′)
= δ(τ)C
(0,3)
k,k′ (1, 2, 1
′) + s
(2;1)
+,k;k′(1, 2, τ ; 1
′), (5.28)
where
s
(2;1)
+,k;k′(1, 2, τ ; 1
′)
.
=
− (q2∂1 − q1∂2) · [ǫkC
(1;1)
+;k′ (1; 1
′)f(2) + ǫk+k′f(1)C
(2;1)
+;k′ (2; 1
′)
− ∂1gk(1, 2, t) ·Ek′(1)C
(1;1)
+;k′ (1, 2, τ ; 1
′)− ∂2gk+k′(1, 2, t) ·Ek′(2)C
(1;1)
+;k′ (1, 2, τ ; 1
′)
− ∂1C
(1;1)
+;k′ (1, τ ; 1
′) ·Ek(1)gk(1, 2, t)− ∂2C
(1;1)
+;k′ (1, τ ; 1
′) · [Ek+k′(1)gk+k′(1, 1, t)]
∗.
(5.29)
It was shown in §3.2.1 that the two-time, two-phase-space-point correlation functions
required for many of the transport coefficients can be written in terms of weighted
velocity integrals of the basic Klimontovich correlation function C+(τ) ≡ C
(1;1)
+;k′=0(τ).
Upon setting k′ = 0, one can solve (5.28) as
C
(2;1)
+k (1, 2, τ ; 1
′) = H(τ)Ξk(1, 1, τ)Ξ
∗
k (2, 2, τ)C
(0,3)
k,0 (1, 2, 1
′)
+
∫ τ
0
dτ Ξk(1, 1, τ)Ξ
∗
k (2, 2, τ)s
(2;1)
+,k (1, 2, τ − τ ; 1
′), (5.30)
where
s
(2;1)
+,k (1, 1, τ ; 1
′)
.
= −ǫk · (q2∂1 − q1∂2)[C
(1;1)
+ (1, τ ; 1
′)f(2) + C
(1;1)
+ (2, τ ; 1
′)f(1)]
− ∂1C
(1;1)
+ (1, τ ; 1
′) ·Ek(1)gk(1, 2, t)− ∂2C
(1;1)
+ (2, τ ; 1
′) · [Ek(1)gk(1, 1, t)]
∗. (5.31)
Here the terms in (5.29) involving Ek′C
(1;1)
+;k′ |k′=0 were assumed to vanish.
The Ξ’s describe Debye shielding clouds, so their characteristic time scale is the
microscopic autocorrelation time ω−1p . In contrast, all of the τ -dependent terms in
(5.31) involve C+(τ), which (as will be shown) varies on the collisional timescale.
Thus, a Markovian approximation is appropriate and the s
(2;1)
+ contribution to C
(2;1)
+
44Here I have redefined the underline notation such that when spatial or wavenumber arguments
are displayed explicitly, 1 ≡ {v1, s1}. I have also dropped the hats that signify Fourier transforms.
The subscripting convention for a function like C
(2;1)
+,k;k′ is as follows. The comma simply separates
the + that denotes a one-sided function. The wavenumber arguments before the semicolon are
conjugate to the equal-time (t) spatial differences referred to x1 (e.g., ρ → k); the ones after
the semicolon refer to the arguments at t′, again referred to x1 (e.g., ρ
′ → k′). If there is only
one argument at time t, there is no equal-time wavenumber and the slot before the semicolon
is left blank (e.g., C
(1;1)
+;k′
). If all of the arguments are at equal times, the semicolon is omitted
[e.g., the initial condition C
(0,3)
k,k′ (1, 2, 1
′)].
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is approximately (∫ ∞
0
dτ Ξk(1, 1, τ )Ξ
∗
k (2, 2, τ )
)
s
(2;1)
+,k (1, 2, τ ; 1
′). (5.32)
The contribution of this term to (5.27) is analysed in §G.2; it is found that it leads to
the linearized Balescu–Lenard operator ĈBL acting on C
(1;1)
+ . I shall subsequently drop
the BL superscript. Thus, one has
∂τC
(1;1)
+ (1, τ ; 1
′) + ĈC
(1)
+ = δ(t− t
′)C
(0,2)
+ (1, 1
′, t′) + s
(1;1)
+ (1, τ ; 1
′), (5.33)
where
s
(1;1)
+ (1, τ ; 1
′)
.
= −∂1 ·E(1, 2)Ξ(1, τ ; 1)Ξ(1, τ ; 2)C
(0,3)(1, 2, 1′, t′). (5.34)
For the evaluation of transport coefficients, one is required to integrate the solution from 0
to ∞ in τ . An equation for
∫∞
0 dτ C
(1)
+,k→0(τ ) can be obtained by integrating (5.33) from
τ = 0− to ∞ and assuming that correlations decay to 0 at long times:
Ĉ
∫ ∞
0
dτ C
(1;1)
+ (τ ) = C
(0,2)
k=0 (v1,v1′ , t
′) +
∫ ∞
0
dτ s
(1;1)
+,k=0(v1, τ ;v
′
1), (5.35)
where
C
(0,2)
k=0 (v1,v1′ , t
′) = n−1s1 δs1s1′ δ(v1 − v1′)fs1′ (v1′). (5.36)
If the s+ term were negligible, one would find∫
dτ C
(1;1)
+ (τ ) = Ĉ
−1n−1s δss′δ(v − v
′)fs′(v
′) (5.37)
and, with the aid of (3.9d), formulas such as (4.15a) would reduce to the standard velocity-
space matrix elements that emerged in Part I. A discussion that justifies the neglect of s+
is given in §H.3.
5.4. Two-time, three-phase-space-point correlations
For the integrals (4.15f)–(4.15k), one requires two-time correlations with three phase-
space points, i.e., C
(1;2)
+ (1, t; 1
′, t′, 1′′, t′). A natural way of proceeding is to introduce a
third source η′′, generate the equation for C(t, t′, t′′), set t′′ = t′, and evolve forward
from t′ to t. The functional derivative of (5.20) with respect to η′′ is
0 = ∂tC
(1,1,1)(1, 1′, 1′′) + iL1C
(1,1,1) + ∂1 ·E(1, 2)C
(2,1,1)(1, 2, t, 1′, 1′′), (5.38)
and the functional derivative of (5.23) with respect to η′′ is
(∂t+iL1+iL2)C
(2;1,1)
+ (1, 2, t; 1
′, 1′′) = δ(t−t′)C(0,3,1)(1, 2, 1′, t′, t′′)+s
(2;1,1)
+ (1, 2, t; 1
′, 1′′),
(5.39)
where
s
(2;1,1)
+ (1, 2, t; 1
′, 1′′)
.
=
− ǫ12 · (q2∂1 − q1∂2)[C
(1;1,1)
+ (1; 1
′, 1′′)f(2) + f(1)C
(1;1,1)
+ (2; 1
′, 1′′)]
− ǫ12 · (q2∂1 − q1∂2)[C
(1;1)
+ (1; 1
′)C
(1;1)
+ (2; 1
′′) + C
(1;1)
+ (1; 1
′′)C
(1;1)
+ (2; 1
′)]
− ∂1C
(1;1)
+ (1; 1
′′) ·E(1, 1)C
(2;1)
+ (1, 2, t; 1
′)− ∂2C
(1;1)
+ (2; 1
′′) ·E(2, 2)C
(2;1)
+ (1, 2, t; 1
′);
(5.40)
the last two terms arise by differentiating the f in the last term of the Landau operator
(5.16).
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One may now set t′′ = t′. For stationary fluctuations, the one-sided version of (5.38)
becomes
∂tC
(1;2)
+ (1, τ ; 1
′, 1′′) + iL1(1, 1)C
(1;2)
+ (1, τ ; 1
′, 1′′)
= δ(τ)C(0,3)(1, 1′, 1′′, t′)− ∂1 ·E(1, 2)C
(2;2)
+ (1, 2, τ ; 1
′, 1′′), (5.41)
and (5.40) becomes
∂tC
(2;2)
+ (1, 2, t; 1
′, 1′′, t′) + iL1(1, 1)C
(2;2)
+ (1, 2, τ ; 1
′, 1′′) + iL2(2, 2)C
(2;2)
+ (1, 2, τ ; 1
′, 1′′)
= δ(τ)C
(0,4)
+ (1, 2, 1
′, 2′′, t′) + s
(2;2)
+ (1, 2, τ ; 1
′, 1′′), (5.42)
where
s
(2;2)
+ (1, 2, τ ; 1
′, 1′′)
.
=
− ǫ12 · (q2∂1 − q1∂2)[C
(1;2)
+ (1, τ ; 1
′, 1′′)f(2) + f(1)C
(1;2)
+ (2, τ ; 1
′, 1′′)
− [∂1C
(1;2)
+ (1, τ ; 1
′, 1′′) ·E(1, 1)g(1, 2)− ∂2C
(1;2)
+ (2, τ ; 1
′, 1′′) ·E(2, 2)g(1, 2)]
− ǫ12 · (q2∂1 − q1∂2)[C
(1;1)
+ (1, τ ; 1
′)C
(1;1)
+ (2, τ ; 1
′′) + C
(1;1)
+ (1, τ ; 1
′′)C
(1;1)
+ (2, τ ; 1
′)]
− [∂1C
(1;1)
+ (1, τ ; 1
′) ·E(1, 1)C
(2;1)
+ (1, 2, τ ; 1
′′) + (1′ ⇔ 1′′)
+ ∂2C
(1;1)
+ (2, τ ; 1
′) ·E(2, 2)C
(2;1)
+ (1, 2, τ ; 1
′′) + (1′ ⇔ 1′′)]
− [∂1C
(2;1)
+ (1, 2, τ ; 1
′) ·E(1, 1)C
(1;1)
+ (1, τ ; 1
′′) + (1′ ⇔ 1′′)
+ ∂2C
(2;1)
+ (1, 2, τ ; 1
′) ·E(2, 2)C
(1;1)
+ (2, τ ; 1
′′) + (1′ ⇔ 1′′)]
− [∂1g(1, 2) ·E(1, 1)C
(1;2)
+ (1, τ ; 1
′, 1′′) + ∂2g(1, 2) ·E(2, 2)C
(1;2)
+ (2, τ ; 1
′, 1′′)]. (5.43)
With the additional definition ρ′′
.
= x1 − x
′′
1 , one has, for example,
C
(2;2)
+ (1, 2, t; 1
′, 1′′, t′) = C
(2;2)
+ (ρ, 1, 2, τ ;ρ
′, 1′,ρ′′, 1′′) (5.44a)
=
∫
dk
(2pi)3
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
eik·ρ+ik
′
·ρ′+ik′′·ρ′′C
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′). (5.44b)
As discussed in §4.2, one requires i∂k′′C
(1;2)
+;k′=0,k′′(1, τ ; 1
′, 1′′)|k′′=0 [see (4.17b)]. The
function C
(1;2)
+;k′,k′′(τ) evolves according to the Fourier transform of (5.41):
∂τC
(1;2)
+;k′,k′′(1, τ ; 1
′, 1′′) + iLk′+k′′(1, 1)C
(1;2)
+;k′,k′′(1, τ ; 1
′, 1′′)
= δ(τ)C
(0,3)
k′,k′′(1, 1
′, 1′′)− ∂1 ·
∫
dk
(2pi)3
E
∗
k(2)C
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′). (5.45)
Clearly, C
(2;2)
+ is crucial for determining the collisional dynamics of C
(1;2)
+ . The Fourier
transform of (5.43) is
∂τC
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′)
+ iLk+k′+k′′(1, 1)C
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′) + iL∗k(2, 2)C
(2;2)
+,k;k′,k′′(k, 1, 2, τ ; 1
′, 1′′)
= δ(τ)C
(0,4)
k,k′ ,k′′(1, 2, 1
′, 1′′) + s
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′), (5.46)
where
s
(2;2)
+,k;k′,k′′(1, 2, τ ; 1
′, 1′′)
.
=
− (q2∂1 − q1∂2) · [ǫkC
(1;2)
+;k′,k′′ (1, τ ; 1
′, 1′′)f(2) + ǫk+k′+k′′C
(1;2)
+;k′,k′′(2, τ ; 1
′, 1′′)f(1)]
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− {∂1C
(1;2)
+;k′,k′′(1, τ ; 1
′, 1′′) ·Ek(1)gk(1, 2)
+ ∂2C
(1;2)
+;k′,k′′(2, τ ; 1
′, 1′′) · [E∗k+k′+k′′(2)gk+k′+k′′(1, 2)]}
− (q2∂1 − q1∂2) · [ǫk+k′′C
(1;1)
+;k′ 1, τ ; 1
′)C
(1;1)
+;k′′(2, τ ; 1
′′)
+ ǫk+k′C
(1;1)
+;k′′(1, τ ; 1
′′)C
(1;1)
+;k′ (2, τ ; 1
′)]
− [∂1C
(1;1)
+;k′ (1, τ ; 1
′) ·Ek(1)C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′)
+ ∂1C
(1;1)
+;k′′ (1, τ ; 1
′′) ·Ek(1)C
(2;1)
+,k;k′ (1, 2, τ ; 1
′)
+ ∂2C
(1;1)
+;k′ (2, τ ; 1
′) ·E∗k+k′(2)C
(2;1)
+k+k′ ;k′′(1, 2, τ ; 1
′′)
+ ∂2C
(1;1)
+;k′′ (2, τ ; 1
′′) ·E∗k+k′(2)C
(2;1)
+k+k′ ;k′(1, 2, τ ; 1
′)]
− [∂1C
(2;1)
+,k;k′ (1, 2, τ ; 1
′) ·Ek′′(1)C
(1;1)
+;k′′ (1, τ ; 1
′′)
+ ∂1C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′) ·Ek′(1)C
(1;1)
+;k′ (1, τ ; 1
′)
+ ∂2C
(2;1)
+k+k′′ ;k′(1, 2; 1
′) ·Ek′′(2)C
(1;1)
+;k′′ (2, τ ; 1
′′)
+ ∂2C
(2;1)
+k+k′ ;k′′(1, 2, τ ; 1
′′) ·Ek′(2)C
(1;1)
+;k′ (2, τ ; 1
′)]
− [∂1gk(1, 2) ·Ek′+k′′(1)C
(1;2)
+;k′,k′′(1, τ ; 1
′, 1′′)
+ ∂2gk+k′+k′′(1, 2) ·Ek′+k′′(2)C
(1;2)
+k′,k′′(2, τ ; 1
′, 1′′)]. (5.47)
For small k′ and k′′, the underlined terms are negligible. Upon setting k′ = 0, one finds
s
(2;2)
+,k;k′′(1, 2, τ ; 1
′, 1′′)
.
= s
(2;2)
+,k;k′=0,k′′(1, 2, τ ; 1
′, 1′′) =
− (q2∂1 − q2∂2) · ǫk[C
(1;2)
+;0,k′′(1, τ ; 1
′, 1′′)f(2) + C
(1;2)
+;0,k′′(2, τ ; 1
′, 1′′)f(1)]
− {∂1C
(1;2)
+;0,k′′(1, τ ; 1
′, 1′′) ·Ek(1)gk(1, 2) + ∂2C
(1;2)
+;0,k′′(2; 1
′, 1′′) · [E∗k(2)gk(1, 2]
∗}
− (q2∂1 − q1∂2) · ǫk[C
(1;1)
+ (1, τ ; 1
′)C
(1;1)
+;k′′ (2, τ ; 1
′′) + C
(1;1)
+;k′′ (1, τ ; 1
′′)C
(1;1)
+ (2, τ ; 1
′)]
− [∂1C
(1;1)
+ (1, τ ; 1
′) ·Ek(1)C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′)
+ ∂1C
(1;1)
+;k′′(1, τ ; 1
′′) ·Ek(1)C
(2;1)
+,k (1, 2, τ ; 1
′)
+ ∂2C
(1;1)
+ (2, τ ; 1
′) ·E∗k(2)C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′)
+ ∂2C
(1;1)
+;k′′(2, τ ; 1
′′) ·E∗k(2)C
(2;1)
+,k (1, 2, τ ; 1
′)]. (5.48)
Upon following the same arguments as in §5.3, one finds that the second and third lines of
(5.40) lead to a term −ĈC
(1;2)
+;0,k′′(1; 1
′, 1′′, t′) in (5.45). The remaining terms are analysed
in §G.3, where it is shown that they are related to the nonlinear Balescu–Lenard collision
operator. One finds
∂τC
(1;2)
+;0,k′′(1, τ ; 1
′, 1′′) + iLk′′(1, 1)C
(1;2)
+;0,k′′(1, τ ; 1
′, 1′′) + ĈC
(1;2)
+;0,k′′
= δ(τ)C
(0,3)
0,k′′ (1, 1
′, 1′′)− {CBL[f ; C
(1;1)
+;0 (τ ; 1
′), C
(1;1)
+;k′′(τ ; 1
′′)] + (1′ ⇔ 1′′)}. (5.49)
Notice that while the last term of this equation does contain the (generalized, three-
argument) nonlinear collision operator [for an explanation of the notation C[a; b, c], see
the discussion of (G 23)], that construction is not the C[f1, f1] that appears in second-
order Chapman–Enskog theory (f1 does not depend on τ , but is rather an integral over
all τ). We shall see in the next section how C[f1, f1] emerges from the solution of (5.49).
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6. Comparison to the results of Catto & Simakov
For magnetised plasmas, the most complete calculation that involves some Burnett
terms is the one by Catto & Simakov (2004). I shall now discuss the relationship of their
calculation to the present results.
6.1. Brief review of the calculation of Catto & Simakov (2004)
For definiteness, I shall consider the ion version of the calculation of Catto & Simakov.
They begin with the Landau kinetic equation
∂tf(x,v, t) + v · ∇f + (E + c
−1v×Bext) · ∂f = −C[f, f ], (6.1)
where C[f, f ] is the bilinear ion Landau collision operator Cii +Cie. Use of the Landau
operator restricts the calculation to weakly coupled plasma,45 although as is typical for
work that extends the class of calculations reviewed by Braginskii (1965), this important
point is not stressed. (Weak coupling is a good approximation for magnetically confined
fusion plasmas.) With w
.
= v − u(x, t), the variable transformation (x,v, t)→ (x,w, t)
is made; that transforms (6.1) to
∂tf(x,w, t) + u · ∇f +w · ∇f + [(mn)
−1(∇p+∇ · π −R)−w · (∇u)] · ∂wf
+ iM̂ + C[f, f ] = 0, (6.2)
where
iM̂
.
= ωcw× b̂ · ∂w (6.3)
and the exact form of the momentum equation was used to replace the ∂tu that
arises after the variable transformation. The distribution function is expanded as f =∑∞
n=0 ǫ
nfn, where ǫ is an ordering parameter. Catto & Simakov follow the standard
procedure of taking ∇ = O(ǫ),46 but they do not explicitly describe a multiple-scale
procedure as is explicated in appendix I:A; I shall return to this point. Whereas Braginskii
implicitly assumes that u = O(1), Catto & Simakov follow Mikhaˇilovskiˇi & Tsypin (1971)
in taking u = O(ǫ).47 This implies that∇·π = O(ǫ3). The term involving the ion friction
force cancels with Cie to lowest order in the mass ratio. Catto & Simakov are led to the
sequence of equations
iM̂f0 +C[f0, f0] = 0, (6.4a)
iM̂f1 + Ĉf1 = w · ∇f0 + (mn)
−1
∇p · ∂wf0, (6.4b)
iM̂f2 + Ĉf2 = w · ∇f1 + (mn)
−1
∇p · ∂wf1
+ [∂tf0 + u · ∇f0 −w · (∇u) · ∂wf0]− C[f1, f1]. (6.4c)
Solution of (6.4a) leads to the shifted Maxwellian
f0 = n(2pi v
2
t )
−3/2e−w
2/2v2t , (6.5)
45A further assumption is that the effect of the magnetic field is negligible during a collision
(i.e., that ωc/ωp ≪ 1).
46As noted on page 9, Catto & Simakov define the two ordering parameters ∆
.
= λmfp∇‖ and
δ
.
= ρ∇⊥. They assume that δ ∼ ∆ ∼ ǫ.
47This is equivalent to assuming that u⊥ is of the order of the diamagnetic flow u∗
.
= b̂ ×
∇p/(mnωc), since u∗/vt ∼ ρ∇⊥ lnT = O(δ). It is also equivalent to the ordering u ∼ q/p,
where q = q‖+q∗+q⊥ is the classical heat flow, since one has q‖/p ∼ n(v
2
t /ν)∇‖T/(nT ) ∼ vt∆
and q⊥/p ∼ n(ρ
2ν)∇⊥T/(nT ) ∼ vtδ(ν/ωc) ∼ vtδ.
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where n = n(x1, t1, . . . ) and similarly for the T in v
2
t
.
= T/m. Use of the fluid equations
gives
∂tf0 + u · ∇f0 ≈ −
2
3
x2∇ · u−
(
2
3
x2 − 1
)
1
p
∇ · q, (6.6)
where x2
.
= w2/2v2t .
Because Catto & Simakov do not explicitly describe a multiple-scale procedure, the
origin of the terms on the right-hand sides of (6.4b) and (6.4c) may not be totally clear, so
I shall provide a bit more detail. As discussed in appendix I:A, a systematic discussion of
Chapman–Enskog theory includes, in addition to expansion of the distribution function,
a multiple-scale expansion in both space and time:
∂
∂t
=
∂
∂t0
+ ǫ
∂
∂t1
+ ǫ2
∂
∂t2
+ · · · , (6.7)
and similarly for ∂/∂x. Here t0 and x0 are the kinetic scales, t1 and x1 are the transit
scales, and t2 and x2 are the transport scales; for the physics of those scales, see the
discussion after (I:A 2). One then finds [see (I:A 4a)–(I:A 4c)]
iM̂f0 = −C[f0, f0], (6.8a)
Df0
Dt1
= −Ĉf1, (6.8b)
Df0
Dt2
+
Df1
Dt1
= −(Ĉf2 +C[f1, f1]), (6.8c)
which should be compared to the Catto & Simakov equations [(6.4) above]. Clearly, in
those equations one should take ∇ ≡ ∇1. In (6.2) written at first order, one identifies
t ≡ t1; the ∂t1f0 term that is part of the Df0/Dt in (6.8b) is eliminated by using (6.2),
which ultimately leads to the right-hand side of (6.4b). The same procedure applied
to ∂t1f1 leads to the right-hand side of (6.4c), with the t in ∂tf0 being identified as
t ≡ t2.
6.2. Comparison of results
Catto & Simakov focus more on obtaining approximate quantitative results (e.g., by
means of variational methods) than on the general structure of the transport theory.
The presence of a magnetic field complicates the formulas. Magnetic-field-related effects
are obviously important for practical applications, as discussed by Catto & Simakov
(2004, 2005); some of the effects they calculate are essential for a proper determination
of the radial electric field in toroidal devices. In the present paper, my interest is on
the general structure of the theory, so I shall not discuss explicit results for magnetic-
field corrections at Burnett order. However, a connection to the general unmagnetised
formulas may be obtained by examining the result of Catto & Simakov (2004) for the
parallel viscosity tensor π‖. It is not hard to see that they obtain only a subset of the
terms displayed in the general unmagnetised result (4.6); this is a natural consequence of
the subsidiary ordering u ∼ ǫ. Terms quadratic in u [the last four lines of (4.11)] are then
negligible, being of third order. Furthermore, in this unmagnetised theory one must take
the pressure gradient to be O(ǫ2), as can be seen from the balance ∂tu ≈ −(mn)
−1
∇p
with the ordering u = O(ǫ). (Time derivatives are at least of first order.) All Burnett
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terms involving ∇p are thus negligible, and (4.11) reduces to
(nm)−1πwc = −2µ
(
1
2
[∇u+ (∇u)T]−
1
d
∇ · u I
)
,
+ µ3
(
∇∇T −
1
d
∇2T I
)
+ µ5
(
∇T ∇T −
1
d
|∇T |2I
)
, (6.9)
where µ, µ3, and µ5 are given by (4.7a), (4.8c), and (4.8e), respectively. Those coefficients
are defined by the integrals KI, K1, and K20, which are expressed in terms of two-time
correlation functions involving two phase-space points, as well as byK3
::
andK5
::
, which are
expressed in terms of two-time correlation functions involving three phase-space points.
This unmagnetised result should be compared to the result of Catto & Simakov,
(nm)−1π‖ = (nm)
−1(p‖ − p⊥)
(
b̂ b̂−
1
3
I
)
, (6.10)
where
(nm)−1(p‖ − p⊥) ≈
− c1
(
v2t
ν
)(
b̂ · (∇u) · b̂−
1
3
∇ · u
)
−
(
v2t
ν
)
1
p
[
c2
(
b̂ · (∇q) · b̂−
1
3
∇ · q
)
+ c3
(
b̂ · (∇q‖) · b̂−
1
3
∇ · q‖
)]
+ c4
(
v2t
ν
)
1
p
(
q‖∇ ln p−
1
3
q · ∇ ln p
)
− c5
(
v2t
ν
)(
q‖
p
)
∇‖ lnT
− c6
(
q
p
)2
+ c7
(
q‖
p
)2
(6.11)
and the c’s are positive numerical coefficients — for example,
c1
.
= 3 ·
1025
1068
, c7
.
=
1137
17 800
. (6.12)
(Such rational fractions arise from the evaluation of variational forms.) The last two
terms of (6.11) arise from the term C[f1, f1] in (6.4c). The parallel component of the
unmagnetised Navier–Stokes stress [the first line of (6.9)] agrees in form with the first
line of (6.11). For the remainder of this discussion, let us examine the parallel physics
by replacing in (6.9) ∇ → b̂∇‖; then the tensor b̂ b̂ −
1
3 I emerges, in agreement with
(6.10). One anticipates that the c6 and c7 terms in (6.11), which arise from the nonlinear
collision operator, are related to the contributions to (6.9) stemming from three-point
correlations; I shall discuss this further below.
Clearly, both formalisms will generate the same Navier–Stokes coefficients, so I shall
focus on establishing consistency for the Burnett coefficients. That is, one should compare
2
3
µ3∇
2
‖T +
2
3
µ5(∇‖T )
2 (Brey) (6.13)
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with
−
2
3
(
v2t
ν
)
1
p
(c2 + c3)∇‖q‖ − c5
(
v2t
ν
)(
q‖
p
)
∇‖ lnT
− c6
(
q
p
)2
+ c7
(
q‖
p
)2
(Catto & Simakov). (6.14)
Unfortunately, term by term comparison is not possible because Brey expresses his results
solely in terms of gradients of the thermodynamic forces whereas Catto & Simakov
use a mixed representation in which gradients of the heat flux appear in addition to
gradients of pressure and temperature. Since one has q‖ = −κ‖(T )∇‖T , a contribution
to (∇‖T )
2 arises from ∇‖κ in addition to the explicit q‖∇‖T term in (6.14). The overall
forms of the results, involving terms in ∇2‖T and (∇‖T )
2 (having the proper scaling
with the dimensional variables), clearly agree, but this is not surprising since it could
have been predicted on the basis of symmetry considerations. Quantitative comparison
is also not possible because the two-time formulas are formally exact, whereas the results
of Catto & Simakov are approximate. However, one can return to the multiple-scale
expansion employed by Catto & Simakov, inquire about the formal expressions (involving,
for example, Ĉ−1) that it predicts, and compare those to the predictions of the two-time
formalism. That is done for a particular example in the next section.
6.3. Example: The Burnett viscosity coefficient of ∇T ∇T
In (4.11) for the dissipative momentum flux, it is seen that in Brey’s notation the
coefficient of ∇T ∇T is called µ5. Formula (4.8e) for µ5 reduces in the limit of weak
coupling to
µ5 = 4(nmT
3)−1K1 − 2(nmT
2)−1
(
T−2K5
::
−
5
2
T−1K3
::
−
5
2
m−1K20
)
. (6.15)
By solving the equations for the relevant two- and three-point correlation functions that
determine the integrals K1, K3
::
, K5
::
, and K20, I shall make this formula more explicit
and ultimately compare it successfully with the prediction of the Chapman–Enskog
formalism.
6.3.1. The K1 integral
The K1 integral is defined by (4.15e), repeated here for convenience:
I1,ijkl
.
=
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )Ĵ
E
k (x)〉0xl = K1(δikδjl + δilδjk) +K2δijδkl. (6.16)
It was shown in §3.2.1 how to express the required expectations in terms of two- or
three-point correlation functions. With x = −ρ, one has
I1
.
= −
∫
dτ
∫
dρ 〈τ̂ (0)R0(τ )Ĵ
E(−ρ)〉0ρ (6.17a)
= −T
∫
dτ
∫
dρ
∫
dv
∫
dv′ τ̂ (v)C
(1;1)
+ (ρ,v, τ,v
′)β(v′)ρ (6.17b)
= T
∫
dτ
∫
dv
∫
dv′ τ̂ (v)β(v′)
∂C
(1;1)
+;k′ (v, τ ;v
′)
∂(−ik′)
∣∣∣∣∣k′=0, (6.17c)
where
β(v) ≡ ĴE(v)
.
=
(
mv2/2
T
−
5
2
)
v. (6.18)
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The two-time correlation function is governed by (5.27), where the last term of that
equation is replaced by −ĈC
(1;1)
+;k′ . The solution is
C
(1;1)
+;k′ (τ ) = e
−(ik′·v+Ĉ)τ C
(0,2)
k′ (v,v). (6.19)
The initial condition contains a singular term, displayed in (5.36), plus a term in gk′(v,v)
that can be shown to phase-mix away. The v integration can be performed over the
singular term. The τ integration can be done, leading to the operator (ik′ · v + Ĉ)−1.
The operator relation dA−1 = −A−1(dA)A−1 allows the k′ derivative to be evaluated.
The final result is the velocity-space matrix element
I1 = −T 〈τ̂(v) | Ĉ
−1vĈ−1 | β(v)〉0. (6.20)
6.3.2. Three-point correlations and the nonlinear collision operator
I now turn to the evaluation of the remaining terms in (6.15), namely
µ5
::
.
= −2(nmT 2)−1
(
T−2K5
::
−
5
2
T−1K3
::
−
5
2
m−1K20
)
. (6.21)
From (4.15f), (4.15g), and (4.15l), one has(
T−2K5
::
−
5
2
T−1K3
::
−
5
2
m−1K20
)
(δikδjl + δilδjk)
+
(
T−2K6
::
−
5
2
T−1K4
::
−
5
2
m−1K21
)
δijδkl
=
∫ ∞
0
dτ
∫
dx
〈
τ̂ij(0)R0(τ )(T
−1Ĵ Ek )
(
1
T
E′(x)−
5
2
N ′(x)
)〉
0
xl
−
5
2
∫ ∞
0
dτ
∫
dx 〈 τ̂ij(0)R0(τ )m
−1Pk(x)〉0xl. (6.22)
It was shown in §3.2.1 how to express the required expectations in terms of two- or three-
point correlation functions. First consider the last integral, which stems from K20. The
same sequence of operations that led to (6.20) produces
I20 = −
5
2
〈τ̂ (v) | C−1vC−1 | v〉0. (6.23)
Unfortunately, this integral is infinite for a one-component plasma since |v〉 is in the null
space of Ĉ. Upon inquiring into the origin of this term, one learns that it stems from
the expection hee2 [τ̂ ](µ,t) [see (3.40d)], which contains a Q operator. Brey’s integrals K5
::
and K20 arise by writing Q = 1 − P; K5
::
arises from the 1, and K20 arises from the
P operation. The role of Q is precisely to prevent such infinities from occurring; thus,
one expects that K5
::
will contain a singular part that will be exactly cancelled by K20,
and this will be seen to be true.
Now consider the first line of (6.22),
I5-3
.
= −
∫ ∞
0
dτ
∫
dρ
〈
τ̂ (0)R0(τ )(T
−1Ĵ E)
(
1
T
E′(−ρ)−
5
2
N ′(−ρ)
)〉
0
ρ, (6.24)
which can be expressed in terms of the triplet correlation function C
(1;2)
+;k′,k′′ . The presence
of Ĵ E (the total amount of ĴE) in this expression in (6.24) means that only the k′ = 0
limit is required, and the ρ integral requires only ∂/∂(−ik′′)|k′′=0. It was shown in §G.3
that (5.45) for the triplet correlation function C
(1;2)
+ becomes approximately (5.49). The
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solution of (5.49) (which contains an inhomogeneous, τ -dependent source term) is
C
(1;2)
+;0,k′′(1, τ ; 1
′, 1′′) = e−(ik
′′
·v+Ĉ)τC
(0,3)
0,k′′ (1, 1
′, 1′′)
−
∫ τ
0
dτ̂ e−(ik
′′
·v+Ĉ)(τ−τ̂){C[f ; C
(1;1)
+ (τ̂ ; 1
′), C
(1;1)
+;k′′(τ̂ ; 1
′′)] + (1′ ⇔ 1′′)}. (6.25)
(For brevity, I shall drop the BL label on C[f ; a, b].) In addition to the β(v) defined by
(6.18), let us define γ(v)
.
= 12mv
2/T − 52 ; one has β = γv. To evaluate I5-3, the solution
(6.25) must be multiplied by β(v′) and γ(v′′), integrated over τ , v, v′, and v′′, and
differentiated with respect to −ik′′ at k′′ = 0. Performing those operations first on the
singular initial-condition term leads48 to the matrix element
− 〈τ̂ | Ĉ−1vĈ−1 | βγ 〉0. (6.26)
Write βγ = (P + Q)βγ. By symmetry, only the momentum projection contributes. One
has
P|βγ 〉 → |v〉
1
v2t
· 〈v βγ 〉 =
5
2
|v〉. (6.27)
This contribution is seen to exactly cancel I20, as was predicted.
49 For future use, note
that
Q|βγ 〉 = |βγ 〉 − P|βγ 〉 =
(
γ2 −
5
2
)
|v〉. (6.28)
Now consider the processing of the source term (second line) of (6.25). The time
integral from 0 to∞ of a one-sided function is its ω = 0 Fourier component. Because the
source term is in convolution form, its Fourier transform is the product of the individual
Fourier transforms of exp[−i(k′′ · v + Ĉ)τ ] and C[f ;C′(τ), C
′′
(τ)]. Because C[f ; a, b] is
multiplicative in its last two slots [involving a(v)b(v), where v is the integration variable
in the collision operator], that τ dependence is exp[−(Ĉ + ik′′ · v + Ĉ)τ ] + (v ⇔ v).
Therefore, the collisional contribution is
IC5-3 =
∫
dv τ̂ (v)
(
[i(k′′ · v + Ĉ)]−1
× {C[f ; (Ĉ + ik′′ · v + Ĉ)−1 |βf, γf ] + (v ⇔ v)}
) ←−
∂
∂(−ik′′)
∣∣∣∣∣k′′=0. (6.29)
Here I have introduced the notation C[f ;λ | a, b] to indicate that the scaling factor λ
operates on the product a(v)b(v). The k′′ derivative50 generates two contributions, one
from each of the operator inverses. I shall consider each in turn.
• Differentiating C[f ;λ(k′′) | a, b]: Upon performing the k′′ derivative on the second
line of (6.29), one is led to the integrand
Ikl
.
= (Ĉ + Ĉ)−1[vl(Ĉ + Ĉ)
−1βkfγf + (v ⇔ v)]. (6.30)
48A contribution from the derivative of C
(0,3)
0,k′′ with respect to k
′′ can be shown to phase-mix
away.
49Obviously, this consistency check is being done here in the limit of weak coupling. However,
such cancellations must occur in general if the formalism is to be consistent.
50The k′′ integral appears here on the right, operating to the left, in order to retain the proper
order of the tensor indices. In the subsequent expressions, I shall not bother with that nicety
because the tensor can be shown to be symmetric in its last two indices.
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Because |γ 〉 is a null eigenfunction of Ĉ, Ikl reduces to
Ikl = (Ĉ + Ĉ)
−1[(Ĉ−1βkf)(βlf) + (v ⇔ v)]. (6.31)
Now use the identity
(Ĉ + Ĉ)−1 = Ĉ
−1
− (Ĉ + Ĉ)−1ĈĈ
−1
(6.32)
to find that
Ikl = (Ĉ
−1βkf)(Ĉ
−1βlf)− (Ĉ + Ĉ)
−1[βk(Ĉ
−1βlf ] + (v ⇔ v). (6.33a)
The construction
|ζ 〉
.
= −Ĉ−1|β〉 (6.34)
can be recognized as the velocity-dependent part of the first-order distribution function
driven by temperature gradients; see (I:A 21). Equation (6.33a) thus reduces to
Ikl = 2ζkζl − Ilk, (6.35)
which determines the symmetric part of Ikl to be
Skl
.
=
1
2
(Ikl + Ilk) = ζkζl. (6.36)
Only the symmetric part contributes to IC5-3. Thus, when (6.36) is inserted into (6.29),
one obtains
aI
C
5-3 =
∫
dv τ̂ (v)Ĉ−1C[f ; ζ, ζ]. (6.37)
• Differentiating [i(k′′ · v + Ĉ)]−1C: Upon differentiating the first term of (6.29), one
is led to the contribution
bI
C
5-3
.
=
∫
dv τ̂ (v)Ĉ−1vĈ−1{C[f ; (Ĉ + Ĉ)−1 |βf, γf ] + (v ⇔ v)} (6.38a)
= −
∫
dv τ̂ (v)Ĉ−1vĈ−1{C[f ; ζ, γf ] + C[f ; γf, ζ]}. (6.38b)
[Recall that ζ was defined by (6.34).] It is useful to manipulate this result as follows.
Define α(v)
.
= 12mv
2/T , then add and subtract a factor of 12 to each of the γ factors
(note that γ + 12 = α−
3
2 ):
C[ζ, γf ] + C[f ; γf, ζ] = C[f ; ζ, (α− 32 )f ] + C[f ; (α−
3
2 )f, ζ]
−
1
2
(C[f ; Ĉ−1βf, f ] + C[f ; f, Ĉ−1βf ]). (6.39)
The expression in the second line can be recognized as − 12 Ĉ(Ĉ
−1|β〉) = − 12 |β〉. When
this term is inserted into (6.38b), it produces a term that cancels half of the matrix
element I1 [(6.20)].
I shall now summarize these results in a form that can be directly compared with
the predictions of Chapman–Enskog theory, which are obtained in the next section.
Upon taking into account the coefficients in (6.15) and the 50% cancellation noted above
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(reflected by the factor of 12 in the square brackets in the next equation), one needs
1
2
[
4
(
1
2
)
T−1I1 − (I5-3 + I20
]
= −〈τ̂ |Ĉ−1vĈ−1 |β〉︸ ︷︷ ︸
(a)
+ 〈τ̂ |Ĉ−1vĈ−1 |
(
γ2 − 52
)
v〉︸ ︷︷ ︸
(b)
+ 〈τ̂ |Ĉ−1vĈ−1 |f−1{C[f ; ζ, (α− 32 )f ] + C[f ; (α−
3
2 )f, ζ]}〉︸ ︷︷ ︸
(c)
−〈τ̂ |Ĉ−1 |f−1C[f ; ζ, ζ]〉︸ ︷︷ ︸
(d)
. (6.40)
These tensors are to be contracted with T−2∇T ∇T . [By symmetry, that introduces a
factor of 2, which is accounted for by the first factor of 12 on the left-hand side of (6.40).]
6.4. Explicit formulas from Chapman–Enskog theory
One may now compare these predictions from the two-time theory to those that follow
from standard Chapman–Enskog theory applied to the Landau kinetic equation. One
must solve (6.8c),
Ĉf2 = −
Df0
Dt2
−
Df1
Dt1
− C[f1, f1]. (6.41)
The solvability conditions for this equation were discussed in appendix I:A; they amount
to requiring that the equations are satisfied at Navier–Stokes order. The term in Df0/Dt2
merely leads to second-order multiple-scale corrections to the first-order equation, so I
focus on the last two terms. One has
f1 = −Ĉ
−1
[
1
T
(
α−
5
2
)
v · ∇Tf0
]
. (6.42)
I shall evaluate −Df1/Dt1 using the small-flow ordering of Catto & Simakov. Then ∂tf1 is
negligible through second order, as is the term in E ·∂. Upon noting that ∂Tα = −T
−1α
and that ∇ ln f0 = (α−
3
2 )T
−1
∇T when only temperature gradients are considered, one
has
−v · ∇f1 =
1
T 2
v · Ĉ−1
{[
−
(
α−
5
2
)
︸ ︷︷ ︸
(a)
f0−α+
(
α−
5
2
)(
α−
3
2
)
︸ ︷︷ ︸
(b)
]
vf0
}
· ∇T ∇T
+ vĈ−1(∇Ĉ)f1 · ∇T︸ ︷︷ ︸
(c)
+O(∇2T ). (6.43)
Note that it was necessary to differentiate the collision operator because it is a functional
of f0.
51 I shall not calculate the term in ∇2T because in this example I am restricting
my attention to just the coefficient of (∇T )2.
Upon noting that the previously defined β(v) = [α(v)− 52 ]v, one finds that the second-
order perturbation driven by term (a) is
|aχ2〉 = −T
−2Ĉ−1vĈ−1|β〉 : ∇T ∇T. (6.44)
51Catto & Simakov do not explicitly differentiate a formal collision operator; however, they do
differentiate the solution of their first-order Chapman–Enskog equation, which is equivalent.
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Term (b) can be rewritten more conveniently as
(b) =
(
α−
5
2
)2
−
5
2
=
(
γ2 −
5
2
)
, (6.45)
which gives rise to the contribution
|bχ2〉 =
1
T 2
Ĉ−1vĈ−1
∣∣∣∣(γ2 − 52
)
v
〉
:∇T ∇T. (6.46)
Term (c) can be reduced by explicitly performing the gradient operation on f0 to find
(∇Ĉ)f1 = T
−1{C[(α− 32 )f0, ζ] + C[ζ, (α −
3
2 )f ]} · ∇T. (6.47)
Finally, the nonlinear collision operator drives the correction
|dχ2 〉 = −Ĉ
−1|f−10 C[f1, f1]〉. (6.48)
It can now be seen that when one forms the matrix element 〈τ̂ |χ2 〉, each of the
contributions (a)–(d) matches with the corresponding ones of (6.40), which summarizes
the predictions of the two-time theory for the coefficient of T−2∇T ∇T . Thus, we have
obtained agreement between the two formalisms at least for the coefficients of∇T ∇T . It
should be clear on conceptual grounds that if one is careful — very careful — agreement
for the other myriad of Burnett coefficients will follow as well.
It is important to note that agreement has been found only when the Landau collision
operator is used. I point out in §G.3.2 that in the more complete Balescu–Lenard theory
arises a second-order cross term that involves fluctuations in the dielectric shielding.
Formally, that effect is of the same order as that driven by C[f1, f1]. It could easily
be incorporated into the Chapman–Enskog expansion by adding to the right-hand side
of (6.41) the last line of (G 46). Calculation of the analogous effect in two-time theory
involves a tedious evaluation of the contributions of the last four lines of (G 45), as
discussed in §G.3; that is left as an exercise for the future.
7. Summary and discussion
The principal contributions and limitations of this paper are as follows:
• An introduction to Burnett effects was given.
◦ A physical picture of one particular mechanism, arising from unbalanced viscous
forces in the presence of a temperature gradient, that contributes to the coefficient of
∇T ∇T in the momentum equation was described.
◦ It was emphasized that the Burnett effects arise from gradient-induced symmetry
breaking that lead to non-Gaussian statistics.
◦ Burnett effects arise in contexts more general than many-body theory. In ap-
pendix A I describe a simple stochastic model (containing no discrete-particle effects)
that exhibits Burnett effects due to a certain kind of non-Gaussian statistics; it
demonstrates the role of symmetry breaking. Knowledge of that appendix is not
necessary in order to appreciate the body of the paper, but perhaps it adds some
additional useful perspectives.
• The time-independent projection-operator formalism of Brey et al. (1981) was ex-
tended to include multiple species and a magnetic field.
◦ Momentum exchange between species was expressed as a two-time correlation, and
an algebraically nontrivial calculation was done to demonstrate the equivalence of the
hydrodynamic part of that formula to the corresponding one derived by Braginskii.
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◦ Although it was pointed out where Burnett-level exchange effects arise in the
formalism, specific formulas for those effects were not displayed.
◦ Also not displayed in detail were the additional Burnett-level formulas for perpen-
dicular transport coefficients in the magnetised limit. (It is clear how to proceed;
one must merely relax the symmetry assumptions that hold for B = 0, then do
perturbation theory for small ν/ωc. However, the effects are very small.)
• A formalism appropriate for evaluating the relevant two-time correlation functions,
involving either two or three phase-space points, in the weakly coupled limit was de-
scribed.
• Solutions of the two-time equations were used to evaluate a representative Burnett
parallel viscosity, and agreement with one-time Chapman–Enskog theory (applied to the
Landau kinetic equation) was obtained.
◦ It was shown where contributions calculated from the Chapman–Enskog expansion
employed by Catto & Simakov arise in the two-time formalism.
◦ In particular, nonlinear noise terms are responsible for effects relating to the
nonlinear collision operator.
◦ An additional second-order effect involving fluctuations in the dielectric shielding
was not evaluated either by Catto & Simakov or in the present paper.
Clearly, setting up and working out the two-time formalism of Brey et al. involves a
fair amount of effort. In view of the agreement between that formalism and standard
Chapman–Enskog theory, which is relatively straightforward, a natural question is, why
should one bother? The answer depends on one’s goals as well as the physical situation.
If one is interested solely in the regular parts of the transport coefficients in the limit
of weak coupling, it seems clear that Chapman–Enskog calculations, for example as
implemented approximately by Catto & Simakov (2004), are more direct. Indeed, some
of the manipulations that were done in the present paper in working out the weakly
coupled two-time formulas appear to be almost redundant. For example, the algebra
that was done in §G.2 to obtain the linearized Balescu–Lenard operator from the two-
time hierarchy and in appendix E to obtain the interspecies momentum transfer involves
repeated instances of familiar manipulations involving the Vlasov response function —
the same class of manipulations used in deriving the original nonlinear Balescu–Lenard
operator (§G.1). This is not surprising because, as I discussed, the two-time equations
follow from the one-time ones by functional differentiation. If one already knows the one-
time kinetic equation, there is no need to rederive its implications at the two-time level52
— although the calculations done here provide important confidence-building consistency
checks.
However, one knows the one-time kinetic equation only in the limit of weak coupling
and with the neglect of long-ranged correlations. For stronger coupling, in order to
proceed via Chapman–Enskog expansion, at the very least one would have to derive a
collision operator that is more complete than the Balescu–Lenard or Landau operators. If
that operator were local in physical space (involving correlation lengths shorter than the
mean free path), then the usual Chapman–Enskog formulas would apply; complication
would arise only in the quantitative evaluation of certain matrix elements. But in either
one- or two-time theory, one must ultimately face up to the concerns expressed in §1 about
possible divergences of the transport coefficients due to nonlocal collective effects. Some
sort of renormalized formalism is required even at the level of discrete particles. The most
52Obviously, this statement is true only in the hydrodynamic limit and when the focus is merely
on the calculation of transport coefficients. A general two-time correlation function contains
much more information than can be obtained from the one-time kinetic equation.
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complete such description is by Rose (1979), who shows how to handle the effects of both
discrete particles and continuum turbulence within a unified framework and presents a
so-called particle direct-interaction approximation (PDIA). However, mere possession of
a renormalized theory of two-time correlation functions will not solve all issues relating to
divergences of the Burnett coefficients. Although the formulas in §4.2 involve correlation
functions that could be calculated from a renormalized theory, those formulas follow from
the assumption that it is permissible to proceed with a regular perturbation expansion
in the gradients. However, various authors53 have demonstrated that it is necessary to
expand in fractional powers of the gradients or to assume more general nonanalytic
dependence. Considerable further work is required in order to establish the detailed
connections between such research and Rose’s formalism.
It is fortunate that the weak-coupling limit has outsized importance in many plasma-
physics applications. Although in that limit it is unnecessary to calculate transport
coefficients from two-time formulas, proceeding in that way does have value beyond
consistency checking. The calculations in §6.3.2, where I showed how the weakly coupled,
nonlinear collision operator emerges in second-order kinetic theory, can be viewed as
providing additional perspective on the nonlinear noise terms that have been extensively
discussed in standard turbulence theory — generally treated in terms of renormalized
approximations such as the direct-interaction approximation (DIA) — and appear as
well in Rose’s more-encompassing formalism. In turbulence theory, in particular the
DIA and related approximations, the noise terms describe the internal stochastic forcing
associated with the nonlinear interactions; that forcing is required in order to maintain
the fluctuation level against the tendency for it to decay by nonlinear scrambling. More
generally, that balance shows up in the consistency that must be enforced between
the one- and two-time functions (Rose 1979); see appendix H for further discussion.
Contributions from singular initial-condition terms were crucial in establishing in §6.3
the agreement between Chapman–Enskog calculations and two-time theory. Also, as I
showed, nonlinear-noise terms involving discrete particles lead directly to contributions
to transport coefficients involving the nonlinear collision operator. The key, stochastic-
forcing role of nonlinear noise makes it seem inevitable that those nonlinear C[f1, f1]
effects must be present, although they were missed by plasma physicists prior to Catto
& Simakov.
I have done nothing in this paper to address the practical relevance of Burnett-
order transport effects. Rather, the discussions and calculations in Part I and the
present Part II of this series are intended to raise awareness in the plasma-physics
community of the significant utility of projection-operator methods. Applied to many-
body theory, they provide a beautiful, compact, and unified representation of dissipative
transport by mapping the orthogonal subspace, containing rapid fluctuations, into the
slow, hydrodynamic subspace. The formalism evokes poetry:
They were so amply beautiful, the maps,
With their blue rivers winding to the sea,
So calmly beautiful, who could have blamed
Us for believing, bowed to our drawing boards,
In a large and ultimate equivalence,
One map that challenged and replaced the world?
— from Projection, by H. Nemerov (1967)
53I have not done a complete literature survey. For some entry points, see the citations in the
quotation by Wong et al. (1978) reproduced on page 5.
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This paper is written in memory of the late Prof. Carl Oberman, who introduced me to
plasma kinetic theory. Carl taught me many things, one of which has fostered patience in
numerous calculations: He observed that, as one struggles to analytically understand
the generic theory research problem, first one incorrectly finds infinity; then (again
incorrectly) zero; then the correct, finite answer. Clearly, infinities and zeros abound
in projection-operator manipulations. Carl would have enjoyed the present ones.
I am grateful to G. Hammett for useful discussions on the physical and mathematical
difficulties with the Burnett equations. P. Catto graciously provided some background
to his 2004 paper with Simakov; he also asked insightful questions about the manuscript
that led me to include some clarifying remarks. This work was supported by the U. S.
Department of Energy Contract DE-AC02-09CH11466.
Appendix A. A simple stochastic model that exhibits Burnett effects
The only way to obtain a detailed description of Burnett effects for a plasma is to
attack the many-body problem head-on with the methods of nonequilibrium statistical
mechanics, as was done in the body of the paper. However, the general problem is difficult
because of dynamical nonlinearity. Here I shall discuss aspects of a simpler model that,
although dynamically linear, is stochastically nonlinear and thus displays under statistical
averaging many of the features of the full problem. The model is called the stochastic
oscillator ; variations of it have been frequently used to illustrate aspects of statistical
closure.54 The primitive amplitude equation is taken to be
dψ˜
dt
+ νψ˜ + ik · V˜ ψ˜ = f˜(t), (A 1)
where V˜ and f˜ are random variables whose statistics are prescribed as follows.
The random velocity V˜ (t) is assumed to be independent of both space and time, with
specified (passive) centred, stationary, non-Gaussian55 statistics:
〈V˜ 〉 = 0, 〈δV˜ δV˜ 〉 = U I , 〈δV˜ δV˜ δV˜ 〉 = T , (A 2)
where U and T are specified. Because U has the dimensions of velocity squared, it can be
written as U = u2, where u is a characteristic rms velocity fluctuation. In the absence of
a preferred direction, the fully symmetric third-rank tensor T would vanish.56 However,
the goal is to emulate features of the hydrodynamic transport problem, in which long-
wavelength gradients break the symmetry of the equilibrium state. Therefore, I choose
Tijk =W (δijwk + δjkwi + δkiwj), (A 3)
where the coefficient W also has the dimensions of u2. The significance of the constant
vector w will become clear momentarily.
The random forcing f˜(t) is taken to be another independent time series with white-
noise statistics:
〈f˜(t)〉 = 0, 〈δf˜(t+ τ)δf˜ (t)〉 = 2Dvδ(τ). (A 4)
54Some references in which the stochastic-oscillator model are discussed include Kraichnan
(1961), Kraichnan (1964), Krommes (2002), Krommes & Reiman (2009), and Krommes (2015).
55In all of the references cited in the previous footnote, the multiplicatively random coefficient
is chosen to be Gaussian. In the present discussion, non-Gaussianity is essential.
56In the absence of any vector, the only third-rank tensor available from which to construct Tijk
is the Levi–Civita tensor ǫijk; however, that is antisymmetric. Useful discussions of symmetry
considerations are by Robertson (1940) and Mathews & Walker (1970, §3–2).
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Finally, the nonrandom relaxation rate ν (analogous to the collision frequency in kinetic
theory) is assumed to vanish in the equation for 〈ψ˜〉. (This emulates the hydrodynamic
conservation properties of the collision operator.)
With these assumptions, the mean and fluctuating equations become
d〈ψ˜〉
dt
+ ik · 〈δV˜ (t)δψ˜(t)〉 = 0, (A 5a)
dδψ
dt
+ νδψ + ik · δV˜ (t)〈ψ˜〉+ ik · (δV˜ (t)δψ(t) − 〈. . .〉) = δf˜(t). (A 5b)
At k = 0, the equation for fluctuations reduces to the well-known classical Langevin
equation for the velocity of a Brownian test particle (Wang & Uhlenbeck 1945). Thus, it
is clear that a statistically steady state can be reached in which the collisional dissipation
balances in mean square against the random forcing, the strength of which is measured
by the diffusion coefficient Dv.
The k-dependent terms drive corrections to that steady state. In terms of the infinites-
imal response function (Green’s function)
R(t; t′)
.
= H(t− t′)e−ν(t−t
′), (A 6)
where H(t) is the Heaviside unit step function, an exact integral equation is
δψ(t) =
∫ t
−∞
dt R(t; t)δf˜(t)−
∫ t
−∞
dt R(t; t)ik · δV˜ (t)〈ψ〉(t)
−
∫ t
−∞
dt R(t; t)ik · (δV˜ (t)δψ(t)− 〈. . .〉). (A 7)
At first order in k (not first order in the size of the fluctuations!), one has
δψ(1)(t) = −
∫ t
−∞
dt R(t; t)ik · δV˜ (t)〈ψ〉(t), (A 8)
which gives an O(k2) contribution to (A 5a):
ik · 〈δV˜ (t)δψ(1)(t)〉 = k2
∫ t
−∞
dt R(t; t)U(t, t)〈ψ〉(t). (A 9a)
= k2
∫ ∞
0
dτ R(τ )U(τ )〈ψ〉(t− τ ) (A 9b)
≈ k2D(1)〈ψ〉(t), (A 9c)
where
D(1)
.
=
∫ ∞
0
dτ R(τ)U(τ ). (A 10)
Since the velocity correlation function U(τ) has been chosen to be time-independent, one
has D(1) = u2/ν. This agrees with the scaling of the classical Navier–Stokes transport
coefficients if u is identified with the thermal velocity vt.
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At second order in k, one has
δψ(2)(t) = −
∫ t
−∞
dt R(t; t)ik · (δV˜ (t)δψ(1)(t)− 〈. . .〉) (A 11a)
= −
∫ t
−∞
dt R(t; t)k ·
(
δV˜ (t)
∫ t
−∞
dt
′
R(t; t
′
)k · δV˜ (t
′
)〈ψ〉(t
′
)− 〈. . .〉
)
;
(A 11b)
this contributes to (A 5a)
ik · 〈δV˜ (t)δψ(2)(t)〉
= −i
∫ t
−∞
dt
〈
k · δV˜ (t)R(t; t)
(
k · δV˜ (t)
∫ t
−∞
dt
′
R(t; t
′
)k · δV˜ (t
′
)〈ψ〉(t
′
)− 〈. . .〉
)〉
(A 12a)
= −3ik2Wk ·w
∫ t
−∞
dt R(t; t)
∫ t
−∞
dt
′
R(t; t
′
)〈ψ〉(t
′
). (A 12b)
With the changes of variables τ
.
= t− t and τ ′
.
= t− t
′
, one has∫ t
−∞
dtR(t; t)
∫ t
−∞
dt
′
R(t; t
′
)〈ψ〉(t
′
) =
∫ ∞
0
dτ R(τ)
∫ ∞
0
dτ ′R(τ ′)〈ψ〉(t− τ − τ ′)
(A 13a)
≈
(∫ ∞
0
dτ R(τ)
)(∫ ∞
0
dτ ′R(τ ′)
)
〈ψ〉(t). (A 13b)
Therefore, one has
ik · 〈δV˜ (t)δψ(2)(t)〉 ≈ −ikD(2)(k · ŵ)(k〈ψ〉), (A 14)
where
D(2) ∝ (u2/ν)(u/ν). (A 15)
This effect is analogous to the unmagnetised Burnett transport coefficients that I discuss
in the body of the paper. They scale with ν−2. (The factor u/ν is analogous to the colli-
sional mean free path λmfp.) The Burnett fluxes, represented here by −D
(2)(k · ŵ)(k〈ψ〉),
are of second order in the gradients and are smaller than the Navier–Stokes ones by a
factor of kλmfp. (In many-body theory, the limit k → 0 is taken and the reduction factor
becomes λmfp/L, where L is the system size.) In reality, those fluxes involve products
of hydrodynamic variables such as |∇T |2. Here one of those gradients is represented by
the factor k · ŵ because the stochastic model is passive, so the advecting velocity is not
linearly proportional to ψ.
This calculation demonstrates several important points that generalize to the full
many-body problem:
• Transport effects in the equations for mean fields arise from the symmetry breaking
of the equilibrium state by the hydrodynamic gradients.
• The Burnett coefficients arise from non-Gaussian statistics. (The many-body theory
described in the body of the paper expresses the non-Gaussian effects in terms of two-
time Klimontovich correlations involving either two or three phase-space points. It is
shown in §6.4 that the contributions calculated by Catto & Simakov (2004) from the
nonlinear collision operator are related to three-point Klimontovich correlations.)
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Appendix B. Microscopic and macroscopic forces
To find the time evolution of the microscopic momentum density, differentiate the
definition (2.11) to find
∂P˜s(r, t)
∂t
=
∂
∂t
∑
i∈s
msvi(t)δ(r − xi(t)) (B 1a)
=
∑
i∈s
msvi[−vi∇δ(r − xi)]
+
∑
i∈s
(
qs(E
ext + c−1vi ×B
ext)−
∂U˜i
∂xi
)
δ(r − xi), (B 1b)
where Eext and Bext are externally imposed electric and magnetic fields (I shall assume
that Eext = 0) and U˜i
.
=
∑N
j 6=i qi|xi − xj |
−1qj is the interparticle potential energy.
The first term of (B 1b) is −∇ · τ˜K,s, where the kinetic momentum flux is τ˜K,s
.
=∑
i∈smsviviδ(r − xi). The Lorentz-force term is easily written as ωcsP˜s × b̂, where
ωcs
.
= (qB/mc)s, B
.
= |Bext|, and b̂
.
= Bext/B.
While the kinetic term is in the form of a divergence, the potential-energy
term is not (yet). A well-known trick is to work with the Fourier transform
and to symmetrize the potential term. Upon Fourier transforming, that becomes
−
∑
i∈s
∑
s′
∑Ns′
j 6=i ∂U˜ij/∂xi e
−ik·xi . The contributions with s′ = s can be symmetrized
by interchanging i and j; one finds
−
1
2
Ns∑
ij
(
∂U˜ij
∂xi
e−ik·xi +
∂U˜ji
∂xj
e−ikxj
)
= −
1
2
Ns∑
ij
(
∂U˜ij
∂xi
e−ik·xi −
∂U˜ij
∂xi
e−ik·xj
)
(B 2a)
= −
1
2
Ns∑
ij
∂U˜ij
∂xi
(
1− eik·(xi−xj)
)
e−ik·xi (B 2b)
= −
1
2
Ns∑
ij
∂U˜ij
∂xij
(
1− eik·xij
−ik · xij
)
(−ik · xij)e
−ik·xi
(B 2c)
= −ik ·∆τ˜s(k), (B 2d)
where
∆τ˜s(k)
.
= −
1
2
Ns∑
ij
∂U˜ij
∂xij
xij
(
1− eik·xij
−ik · xij
)
e−ik·xi . (B 3)
The limit of the parenthesized expression57 as k→ 0 is 1. The tensor ∆τ˜s(k) is symmetric
for central forces since
∂Uij(r)
∂r
r = r̂
(
∂Uij(r)
∂r
r
)
r̂. (B 4)
Note that for the Coulomb potential Uij(r) = qiqj/r, one has −(∂Uij/∂r)r = Uij(r).
The terms s′ 6= s cannot be symmetrized.
From these formulas, one wants to distill a macroscopic electrostatic potential φ(r)
57The form (B3) agrees with equation (A10) of Brey (1983) since he uses the opposite sign of k
in his definition of the Fourier transform; for example, ik · xij → −ik · xij = +ik · xji, which
reproduces the exponent in Brey’s term.
71
and microscopic fluctuating stresses for use in (2.26b) with E
.
= −∇φ being the
macroscopic (collective or internal) electric field. To do so, it is necessary to be more
precise about the nature of the statistical ensemble. One possibility is to assume that
one works in a large box of volume V containing N =
∑
s Ns particles with zero
net charge. However, this obscures the distinction between short-ranged correlations
and long-ranged forces. This is crucial for the plasma, which can support nontrivial,
spatially varying electric fields E(r, t) over distances much larger than the microscopic
correlation length λD. (The paradigmic example are the Langmuir oscillations ω
2 ≈ ±ω2p.)
One would like to write the microscopic forces as an average plus a fluctuating piece,
−∇·∆τ˜s(r, t) = −∇· 〈∆τs 〉(r, t)−∇·δτs(r, t), where notably 〈∆τs 〉 depends on r. An
average with the exact nonequilibrium ensemble accomplishes this; however, one wants
to express that average in terms of a local reference distribution. A uniform distribution
of particles over the entire box is not satisfactory since symmetry considerations would
lead to a spatially constant 〈∆τ 〉. One could imagine dividing the system into boxes
whose sides are larger than λD, and local charge imbalances in those boxes would lead
to internal electric fields Eint = −∇φ. However, such boxes are not necessarily in local
thermal equilibrium due to high-frequency oscillations. Instead, the basic coarse-graining
procedure discussed in §2.1 uses boxes ∆V of side large compared to the collisional mean
free path (but small compared to the macroscopic gradient scale length). Now an average
over the charge distribution of particles in ∆V produces from the terms with s′ = s a
〈∆τs 〉(r, t) = (nq)sφs(r, t)I , where φs is the contribution to the total low-frequency
electrostatic potential due to species s. Note that
∑
j∈s =
∑∆V (r)
j∈s +
∑∆V ′ 6=∆V
j∈s . The
last term gives nonlocal contributions to the mean potential.58
The terms s′ 6= s can be broken into two kinds of effects: those arising from unlike-
species particles all within ∆V , and contributions from other cells ∆V ′. The former
generate local random momentum and energy exchange effects as well as a local contri-
bution to the mean potential; the latter gives the nonlocal unlike-species contribution to
the mean potential.
Apparently both coarse-graining procedures mentioned above support collective elec-
tric fields. The choice of box size is not irrelevant, however; it affects the approximate
procedure (involving Novikov’s theorem) that is used in appendix D to establish formulas
for the subtracted fluxes in terms of certain thermodynamic derivatives. For a discussion
of low-frequency, long-wavelength classical transport, scaling the box side to λmfp is the
correct choide.
Thus, the momentum flux obeys (2.26b). With prime denoting the fluctuation from
the mean of the potential-energy terms, the portion of the microscopic stress tensor that
contributes to local transport coefficients is defined by
τ˜ ′s(r, t) =
∫
dk
(2pi)3
eik·rτ˜ ′s(k, t), τ˜s(k, t) =
∑
i∈s
[msvivi +∆τ˜s,i(k)]e
−ik·xi , (B 5)
and
∆τ˜s,i(k)
.
= −
1
2
∑
j∈s
∂U˜ij
∂xij
xij
(
1− eik·xij
−ik · xij
)
. (B 6)
58In principle, the densities in each of the boxes can be macroscopically random if the system
is turbulent. That effect is ignored in the present work in order to focus on the microscopic
fluctuations that give rise to classical transport.
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The total amount of this flux is
T˜ ′s(t) =
∫
dr τ˜ ′s(r, t) = τ˜
′
s(k = 0, t) =
∑
i∈s
[msvivi +∆τ˜
′
s,i(0)], (B 7)
where for the Coulomb interaction ∆τ˜s,i(0) =
1
2
∑
j∈s x̂ijUijx̂ij .
When the stress tensor is used in formulas for transport coefficients, it invariably
appears in its subtracted form (see §D). That subtraction naturally removes any mean
potential.
For the exchange terms, one has
P˙ ′∆,s = −
∑
i∈s
∑
s′ 6=s
∑
j∈s′
∇iUijδ(r − xi). (B 8)
Since the mean field has already been extracted (denoted by the prime), the j sum should
in principle be restricted to particles lying in the same coarse-graining cell. The statistical
effects of
˙˜
P∆ will be discussed in appendix E.
Appendix C. The conjugate variables
Here I give some details about the choice (2.34) of conjugate variables B. The
constraint (2.33) that the mean hydrodynamic variables as are given by the local
equilibrium average of the microscopic densities leads, according to (2.32a), to a set
of functional differential equations that determine the B’s in terms of the a’s:
as =
nsps
es
 =

δ/δBn,s
δ/δBp,s
δ/δBe,s
 lnZB[B], (C 1)
where, upon using the definitions of the microscopic variables, performing the r integra-
tion implied in the ⋆ operation, and defining βs
.
= −Be,s for convenience, one finds
ZB =
∫
dΓ exp
{∑
s
∑
i∈s
[
Bn,s(xi) +msvi ·Bp,s(xi)−
(
1
2
msv
2
i + Ui
)
βs(xi)
]}
.
(C 2)
Although Ui implicitly depends on all xj 6=i, which implies that ZB contains two-point
spatial correlations, all of the dependence on vi is explicit and uncoupled. The integra-
tions over each of the vi can therefore be performed by completing the square:
ZB =
∫
dX exp
[∑
s
∑
i∈s
(
3
2
ln[2piσ2s (xi)]
+Bns(xi) +
1
2
ms|Bps|
2(xi)β
−1
s (xi)− Uiβs(xi)
)]
, (C 3)
where σ2
.
= (mβ)−1. Upon using the basic result
δBns(xi)
δBns(r)
= δssδ(xi − r), (C 4)
one finds from the density component of (C 1) that
ns(r, t) = 〈N˜s(r, t)〉B, (C 5)
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where the expectation is taken with the normalized exponential in (C 3). That is,
FB(Γ ) = exp
[
− lnZB +
∑
s
∑
i∈s
(
3
2
ln[2piσ2s (xi)]
+Bns(xi) +
1
2
ms|Bps|
2(xi)β
−1
s (xi)− Uiβs(xi)
)]
. (C 6)
Similarly, upon evaluating the functional derivative of ZB with respect to Bps(r) and
making use of (C 5) and the definition (2.13) of the flow velocity, one finds
Bp,s(r, t) = (βu)s(r, t). (C 7)
Next, the functional derivative with respect to Bes = −βs provides contributions to (C 1)
from each of the σ2, β−1, and β terms. Upon using (2.20) and (2.21), one ultimately finds
that the energy component of (C 1) expresses the mean internal energy as
us(r, t) = 〈U˜s〉B (C 8)
provided that β−1s (r, t) is identified with the local temperature Ts(r, t). With this crucial
result, the analogy to the thermal-equilibrium Gibbs distribution is sufficiently close so
that one can identify
Bns(r, t) = βs(r, t)
(
µs(r, t)−
1
2
msu
2
s(r, t)
)
, (C 9)
where µ is the chemical potential59 per particle.
Appendix D. The subtracted fluxes
In order to calculate the subtracted fluxes, it is necessary to understand the implica-
tions of the projection operator P, defined by (2.45). First observe that in the reference
distribution F0 there are no cross correlations between the relative velocities wi and
particle positions, and also that F0 is an isotropic function of the wi’s. Thus, the
covariance matrix M decomposes into a 2× 2 density–energy submatrix M 2 and
M ppss′ (x,x
′) = 〈P ′s(x)P
′
s′(x
′)〉0 (D 1a)
=
∑
i∈s
ms
∑
j∈s′
ms′〈wiwj 〉〈δ(x− xi)δ(x
′ − xj)〉0 (D 1b)
= msTs(r, t)I
∑
i∈s
〈δ(x− xi)〉0δ(x− x
′)δss′ (D 1c)
= (mnT )s(r, t)δ(x− x
′)δss′ I . (D 1d)
59The chemical potential is discussed in virtually every introductory book on statistical physics.
Its derivation for a monatomic ideal gas often begins with the Sackur–Tetrode entropy formula
S = kN
{
ln
[
V
N
(
4pimE
3N h2P
)3/2 ]
+
5
2
}
,
then uses the result µ = −T ∂S /∂N to find
βµ = ln
[
n
(
4pime
3h2P
)3/2 ]
. (C 10)
In the presence of a mean electrostatic potential φ(r, t), a term qsφ must be added to µ.
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Here the mean density n rather than the true density n(r, t) has entered because the
expectation is taken in the reference ensemble, which is translationally invariant; see
(2.8).
The specific form of M 2 will not be needed. Note, however, that it is not delta
correlated because of spatial correlations arising from internal-energy corrections.
Consider a quantity χ˜ that is even in the w’s (particularly, χ˜ = N˜ or E˜) and whose
average in the reference ensemble is χ
.
= 〈χ˜〉0. I shall prove that
Pχ˜(r, t) ≈ χ(r, t) +
∑
s
N˜s(r, t)
(
∂χ
∂ns
)
e
+ E˜s(r, t)
(
∂χ
∂es
)
n
, (D 2)
where the thermodynamic derivatives are taken in the reference ensemble. This result
was quoted by Brey (1983) for the one-component fluid. The argument relies on the
assumption (used throughout this work) that in a local region the system is close to local
thermal equilibrium. Thus, one can imagine dividing the system into cells whose sides are
much larger than the spatial correlation length but much smaller than the macroscopic
gradient scale length. One expects that all of the cumulants of N˜ ′ and E˜′ will be small
when at least two of their spatial arguments lie in different cells. This implies that the
coarse-grained N˜ ′ and E˜′ can be considered to be Gaussian random variables to lowest
order. Then the expectations required to evaluate Pχ˜ can be calculated with the aid of
Novikov’s theorem (Krommes 2015, appendix B, and references therein), whose basic
form for a centred random scalar field φ˜′ is
〈φ′(x)F [φ′]〉 =
∫
dxC(x,x)
〈
δF [φ′]
δφ′(x)
〉
, (D 3)
where F denotes an arbitrary functional, C(x,x′)
.
= 〈φ′(x)φ′(x′)〉, and δ denotes a
functional derivative. In the present context with several species-dependent fields, this
generalizes to
y(µ)
.
=
〈(
N ′(µ)
E′(µ)
)
χ˜
〉
0
= M 2(µ, µ) ⋆
(
〈δχ˜/δN ′(µ)〉0
〈δχ˜/δE′(µ)〉0
)
. (D 4)
Then, upon noting that M −12 ⋆M 2 = I and omitting dependence on t, one finds
Pχ˜(r) = χ(r) + (N ′, E′) ⋆M −12 ⋆y =
∑
s
∫
dx (N ′, E′)s(x) ·
(
〈δχ˜(r)/δN ′s(x)〉0
〈δχ˜(r)/δE′s(x)〉0
)
.
(D 5)
By definition of the coarse-graining, the support of the functional derivatives lies es-
sentially within the cell centred on r, so the first x under the integral can be replaced
by x. The remaining x integration changes the functional derivatives to ordinary partial
derivatives, and one is led to (D 2).
One can now construct the subtracted fluxes Ĵ
.
= QJ = (1− P)J .
• The subtracted density flux Ĵns
.
= m−1s P̂s vanishes because Ps lies in the hydrody-
namic subspace.60
• For the subtracted momentum flux, note that the velocities of particles of species s
are in the frame moving with us, so 〈τ˜
′
s 〉 = psI . Therefore, in that frame one has, with
60Explicitly, as a simple exercise in the use of the projection operator,
P̂s = P˜s − (〈P˜s〉0 + P˜
′ ⋆M −1pp ⋆ 〈P˜
′
P˜s 〉0) = P˜s − (〈P˜ 〉s + P˜
′
s) = 0.
75
the aid of (D 2), that
τ̂s ≈ τs − I
[
ps +
∑
s
N ′s
(
∂ps
∂ns
)
e
+
∑
s
E′s
(
∂ps
∂es
)
n
]
. (D 6)
Without the frame change, terms of O(u2s) would appear.
• Now consider the subtracted energy flux. In the local frame, symmetry considerations
and the result (D 1d) lead to
PJ˜es (r) = 〈J˜
e
s 〉0 +
∑
s
∫
dxP ′s(x)(mnT )
−1
s 〈P
′
s(x)J˜
e
s (r)〉0. (D 7)
It is not difficult to show that61
〈J˜es 〉0 = hsus =
(
h
mn
)
s
ps, (D 8)
where h
.
= e+ p is the enthalpy, and that62
Xss(r,x)
.
= 〈P ′s(x)J˜
e
s (r)〉0 = T I
∫
dk
(2pi)3
eik·(x−r)
(
e0 + nT +
1
3
nT∆τ0(k)
)
s
. (D 9)
The k-independent terms are proportional to δ(x − r). The ∆τ (k) term decays within
one cell; thus, ∫
dxP ′(x) · X(r − x) ≈ P ′(r) ·
∫
dρX(ρ). (D 10)
The last integral extracts the k = 0 component, whereupon
∫
dρX(ρ) = Th(n/n)I .
Finally,
PJ˜es (r) =
(
h
mn
)
s
ps(r) +
(
h
mn
)
s
P ′(r) =
(
h
mn
)
s
Ps(r), (D 11)
so
ĴEs = J˜
E
s −
(
h
mn
)
s
P˜s. (D 12)
61Symmetry considerations lead to
J
e
s (r) =
∫
dk
(2pi)3
eik·r
×
〈∑
i∈s
(
1
2
ms|wi + us|
2(wi + us) + U˜i(wi + us) +∆τ˜i(k) · (wi + us)
)
e−ik·xi
〉
0
=
[(
1
2
mnu2 +
3
2
nT + u
)
︸ ︷︷ ︸
e
+(nT +∆p)︸ ︷︷ ︸
p
]
s
us = hsus.
62One uses the facts that (i) there are no velocity correlations in the reference ensemble, and
(ii) 〈w2n 〉 = (2n+ 1)!! v2nt .
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Appendix E. Aspects of the first-order exchange terms
In this section I consider aspects of the first-order exchange term
Xαs
.
= −kβ1∆[A˙
′α
∆s](µ, t)Bβ(r, t) (E 1a)
= −
∫ ∞
0
dτ
∫
dµ 〈QA˙′α∆s(µ)e
−iQL τ A˙′β∆(µ)〉0Bβ,s(r, t). (E 1b)
There is no density contribution to this term since A˙′n∆ = 0. For α = p or α = e, one
can divide Xα into a hydrodynamic and a nonhydrodynamic part, Xα = Xαh + X
α
nh,
corresponding to the two terms associated with the Q = 1−P in the propagator. I shall
not give a complete discussion of all of the exchange effects in this appendix, but as an
example of the manipulations I shall show that for weakly coupled plasma Xph reduces
to the hydrodynamic contribution to the exchange term calculated in Part I, namely (for
two-species plasma)
Xαs = −(nm)sνss′ (us − us′) (E 2)
[see (I:3.28) and (I:3.29b)].
Symmetry in velocity space constrains β to equal α. I shall calculate the hydrodynamic
momentum exchange (α = p). The random exchange force P˙ ′∆ is given by (B 8). When
only the kinetic parts of the A’s are retained, it is easy to see that PP˙ ′∆,s vanishes by
symmetry. Therefore, one must calculate
−Xph
.
=
∫ ∞
0
dτ
∫
dµ 〈P˙ ′∆s(µ)e
−iL τ P˙ ′∆s(µ)〉0 ·Bp,s, (E 3)
where Bp,s
.
= T−1s us. Upon writing this in terms of the Klimontovich microdensity, one
finds
−Xph = (nq)s
∑
s′ 6=s
(nq)s′
∑
s
(nq)s
∑
s′ 6=s
(nq)s′
×
∫ ∞
0
dτ
∫
dv
∫
dr′
∫
dv′
∫
dr
∫
dv
∫
dr′
∫
dv′ǫ(r − r′) ǫ(r − r′)
× 〈f˜s(r,v, τ )f˜s′(r
′,v′, τ)f˜s(r,v, 0)f˜s′(r
′,v′, 0)〉0 ·Bp,s, (E 4)
where
ǫ(r)
.
= −∇(r−1) =
∫
dk
(2pi)3
eik·rǫk, ǫk
.
= −4piik/k2 (E 5)
gives the electric field due to a unit point charge at the origin. Cumulant expansion of
the four-point correlation function gives schematically
〈f˜ f˜ f˜ f˜ 〉 = ffff + 6ffC2 + 4fC3 + 3C2C2 + C4, (E 6)
where Cn denotes the nth-order cumulant. It is assumed that f is a Maxwellian fM to
lowest order; this is equivalent to subtracting out the contributions due to a long-ranged
mean potential. Then all of the terms involving f vanish under spatial integration due
to the presence of an ǫ and the isotropy of fM. Of the three terms involving CC, where
C ≡ C2, one involves the equal-time correlations Css′ (r− r
′,v,v′, 0)Css′(r− r
′,v,v′, 0).
That term also does not contribute because to lowest order C(r − r′) = C(|r − r′|)
and
∫
dρ ǫ(ρ)C(ρ) = 0 due to isotropy. Because for thermal noise Cn = O(ǫ
n−1
p ), C4 is
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negligible for weak coupling. This leaves
−Xph = (nq)s
∑
s′ 6=s
(nq)s′
∑
s
(nq)s
∑
s′ 6=s
(nq)s′
×
∫ ∞
0
dτ
∫
dv
∫
dr′
∫
dv′
∫
dr
∫
dv
∫
dr′
∫
dv′ǫ(r − r′) ǫ(r − r′)
× [Css(r − r,v, τ ;v)Cs′s′(r
′ − r′,v′, τ ;v′)
+ Css′(r − r
′,v, τ ;v′)Cs′s(r
′ − r,v′, τ ;v)] ·Bp,s. (E 7)
In the plasma ordering, n = O(ǫ−1p ), q = O(ǫp), and T = O(ǫp); I have already noted that
C = O(ǫp). The coefficient of u is therefore O(ǫp). Thus, it is adequate to calculate C
only to lowest order in ǫp (i.e., to use just the collisionless Vlasov response). Since the
integration is extended only from 0 to∞, only the one-sided correlation function C+(τ)
.
=
H(τ )C(τ ) enters; its evolution is expressed by the Vlasov response function R(0):
C+(τ ) ≈ R
(0)(τ ) ∗C(0), (E 8)
where ∗ denotes convolution (i.e., integration/summation over intermediate space, veloc-
ity, and species arguments). The initial condition is
Css′(r,v, r
′,v′, 0) = δss′δ(r − r
′)δ(v − v′)n−1s′ fs′(r
′,v′, 0) + gss′(r,v, r
′,v′, 0), (E 9)
where g is the pair correlation function.63 Consistent with the assumptions used in
deriving the Balescu–Lenard collision operator, I shall use the g appropriate for Debye-
length scales; one may use the thermal-equilibrium result since Xα is calculated as a
linearization from a Maxwellian. That formula is well known;64 one finds (for Vlasov-
scale wavenumbers)
gss′(k,v,v
′, 0) ≈ −
(qsqs′
T
) 4pi/k2
D(k, 0)
, (E 10)
where the static dielectric function is
D(k, ω = 0)
.
= 1 +
k2D
k2
. (E 11)
Here the Debye wavenumber kD obeys k
2
D =
∑
s k
2
Ds with kDs
.
= (4pinq2/T )
1/2
s . Upon
Fourier transformation, one is led to
−Xph = (nq)s
∑
s′ 6=s
(nq)s′
∑
s
(nq)s
∑
s′ 6=s
(nq)s′
∫
dv
∫
dv′
∫
dv
∫
dv′
∫
dω
2pi
∫
dk
(2pi)3
ǫk ǫ
∗
k
× [C∗+,ss(k, ω,v;v)C+,s′s′(k, ω,v
′;v′)− C∗+,ss′(k, ω,v;v
′)C+,s′s(k, ω,v
′;v)] ·Bp,s.
(E 12)
To be specific, consider s = e and a single species of ions. The expression (E 12) then
reduces to
− aX
p
h = (nq)
2
e(nq)
2
i
∫
dv
∫
dv′
∫
dv
∫
dv′
∫
dω
2pi
∫
dk
(2pi)3
ǫk ǫ
∗
k
× [C∗+,ee(k,v;v)C+,ii(k, ω,v
′;v′)− C∗+,ei(k, ω,v;v
′)C+,ie(v;v)] ·∆B, (E 13)
63Both f and g are to be calculated in the reference ensemble, so they should be adorned with
the subscript 0; however, I shall drop that in the remainder of this appendix.
64Several different approaches are described by Montgomery & Tidman (1964). One route is
worked out in §G.1.3.
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where
∆B
.
= Bp,e −Bp,i = (βu)e − (βu)i ≈ T
−1(ue − ui). (E 14)
To obtain (E 13), I interchanged v and v′ after expanding out the species dependence of
the Bi term. The approximation of a common temperature in the last form of (E 14) is
justified because I am ignoring second-order exchange effects.
To complete the calculation, one needs according to (E 8) an expression for the response
function R(0). It is well known (Krommes 2002) that operational methods lead to the
general expression for the fully renormalized electrostatic response function
R = r − r∂f D−1 ·Er, (E 15)
where r is the single-particle response function, ∂
.
= (q/m)∂/∂v, D is the dielectric
function
D = 1 +Er · ∂f, (E 16)
and E is the electric-field operator whose kernel is Es,s(k, ω,v;v) = ǫk(nq)s. In the
presence of fluctuations, the actual evaluation of r and D is entirely nontrivial and
occupies a good portion of the formal discussion of plasma turbulence theory (Krommes
2002). But, as noted above, one only requires the collisionless approximation R(0). In
that case
r
(0)
ss (k, ω,v;v) =
δssδ(v − v)
−i(ω − k · v + iǫ)
(E 17)
(the positive infinitesimal ǫ enforces causality) and
D(k, ω) = 1 +
∑
s
χs(k, ω), (E 18)
where the zeroth-order susceptibility is
χ
(0)
s (k, ω) =
ω2ps
k2
∫
dv
k · ∂vfs(v)
ω − k · v + iǫ
. (E 19)
The delta functions in (E 17) then allow (E 15) to be simplified to
R
(0)
ss (k, ω,v;v) =
δssδ(v − v)
−i(ω − k · v + iǫ)
−
(
ǫk · ∂fs
−i(ω − k · v + iǫ)
)
1
D(0)(k, ω)
(
(nq)s
−i(ω − k · v + iǫ)
)
. (E 20)
This expression can now be used in conjunction with (E 8) to evaluate (E 13). After
somewhat lengthy but straightforward algebra that includes a number of cancellations,
one finds
− aX
p
h = (nq
2)e(nq
2)i
∫
dv
∫
dv′
∫
dω
2pi
∫
dk
(2pi)3
1
D(k, 0)
ǫk ǫ
∗
k
×
(
1 + χ
(0)
i
∗(k, ω) + χ
(0)
e (k, ω)
|D(0)(k, ω)|2
)(
fe(v)fi(v
′)
(ω − k · v − iǫ)(ω − k · v′ + iǫ)
)
. (E 21)
The static shielding factor D(k, 0)−1 that appears in this expression is built from two
contributions corresponding to the two terms of (E 9):
1
D(k, 0)
= 1−
k2D/k
2
D(k, 0)
. (E 22)
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It reflects the shielding of a test particle [the first term of (E 9)] by polarization [the
second term of (E 9)].
The following remarks are relevant to the goal of obtaining expression (E 2): (i) (E 21)
cannot be immediately reduced by residue methods applied to the ω integration because
of the factor |D(0)(k, ω)|−2, which contains structure in both of the top and bottom halves
of the complex ω plane; (ii) the expression (E 2) was derived from the Landau collision
operator linearized around a Maxwellian; (iii) the Landau operator is an approximation
to the more fundamental Balescu–Lenard operator. It is rather clear that from the present
approach one should ultimately obtain the linearized-Balescu–Lenard generalization of
(E 2). However, (E 21) holds for arbitrary f ; to obtain agreement, one needs to specialize
that to f = fM and is free to use special properties of the Maxwellian.
One algebraic route is as follows. Because all susceptibilities from this point forward
will be evaluated at zeroth order, I shall drop the (0) superscripts in order to unclutter
the notation. Note that
1 + χ∗i + χe = 1 + χ
∗
i + χ
∗
e + (χe − χ
∗
e ) = D
∗ + 2i Imχe. (E 23)
The D∗ term cancels one factor of the |D |−2, leaving the integral
I1
.
=
∫
dω
2pi
1
D(k, ω)(ω − k · v − iǫ)(ω − k · v′ + iǫ)
(E 24a)
=
i
D(k,k.v)[k · (v − v′) + iǫ]
(E 24b)
= i
(
D ′(k,k · v)− iD ′′(k,k · v)
|D(k,k · v)|2
)[
Pr
(
1
k ·∆v
)
− ipi δ(k ·∆v)
]
, (E 24c)
where prime and double prime denote the real and imaginary parts. Only the real part
of this expression is required:
Re I1 =
1
|D(k,k · v)|2
[
[ 1︸︷︷︸
(a1)
+χ′e(k,k · v)︸ ︷︷ ︸
(b1)
+χ′i(k,k · v)︸ ︷︷ ︸
(c1)
]pi δ(k ·∆v)
+ [χ′′e (k,k · v)︸ ︷︷ ︸
(d1)
+χ′′i (k,k · v)︸ ︷︷ ︸
(e1)
] Pr
(
1
k ·∆v
)]
. (E 25)
The last term of (E 23) contributes
I2
.
= 2i
∫
dω
2pi
(
χ′′e (k, ω)
|D(k, ω)|2
)(
1
(ω − k · v − iǫ)(ω − k · v′ + iǫ)
)
, (E 26)
the real part of which is
Re I2 = −Pr
(
1
k ·∆v
)(
χ′′e (k,k · v)
|D(k,k · v)|2︸ ︷︷ ︸
(d2)
+
χ′′e (k,k · v
′)
|D(k,k · v′)|2︸ ︷︷ ︸
(f2)
)
. (E 27)
Term (d2) cancels with term (d1).
The remaining terms must be averaged over fe(v) and fi(v
′) according to (E 21).
Progress can be made upon specializing to f = fM and using the property ∂vfM =
−(v/v2t )fM. It is then easy to show that
χs(k, ω) =
k2Ds
k2
− ω
(
k2Ds
k2
)∫
dv
fs(v)
ω − k · v + iǫ
, (E 28)
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or
χ′s(k, ω) =
k2Ds
k2
− ω
(
k2Ds
k2
)∫
dv Pr
(
1
ω − k · v
)
fs(v), (E 29a)
χ′′s (k, ω) = piω
(
k2Ds
k2
)∫
dv δ(ω − k · v)fs(v). (E 29b)
Upon using (E 29b) to evaluate term (f2), then interchanging v and v, one can show that
−
∫
dv dv′ Pr
(
1
k · (v − v′)
)
χ′′e (k,k · v
′)
|D(k,k · v′)|2︸ ︷︷ ︸
(f2)
fe(v)fi(v
′)
= pi
∫
dv dv′
(
k2De
k2︸︷︷︸
(ae)
−χ′e(k,k · v)︸ ︷︷ ︸
(b2)
)
δ(k · (v − v′))
|D(k,k · v)|2
fe(v)fi(v
′). (E 30)
Term (ae) adds to term (a1), while term (b2) cancels with term (b1). Similarly, the
contribution of term (e1) can be evaluated by interchanging v
′ and v; one finds
∫
dv dv′ Pr
(
1
k · (v − v′)
)
χ′′e (k,k · v
′)
|D(k,k · v′)|2︸ ︷︷ ︸
(e1)
fe(v)fi(v
′)
= pi
∫
dv dv′
(
k2Di
k2︸︷︷︸
(ai)
−χ′i(k,k · v)︸ ︷︷ ︸
(g1)
)
δ(k · (v − v′))
|D(k,k · v)|2
fe(v)fi(v
′). (E 31)
[Note the overall sign difference between (E 30) and (E 31).] Term (ai) adds to term (a1),
while term (g1) cancels with term (c1). One obtains
Xpe = −
(
pi (nq2)enq
2)i
∫
dv
∫
dv
∫
dk
(2pi)3
ǫk ǫ
∗
k
|D(k,k · v)|2
δ(k · (v − v))fe(v)fi(v)
)
·∆B,
(E 32)
where ∆B is given by (E 14). This is the Balescu–Lenard generalization of the matrix
element that defines the hydrodynamic part of the momentum exchange term. Specifi-
cally, the positive-definite term in large parentheses is (to within a normalization factor)
−i(ΩC)
p
p, where ΩC is the collisional contribution to the frequency matrix defined by
(I:2.54b). The Landau form of this term (used by Braginskii) is obtained in the standard
way by setting D(k,k·v) to one and integrating in wavenumber magnitude k between kD
and kmax. (Classically, kmax = b
−1
0 , where b0 is the impact parameter for 90
◦ scattering.
See footnote 70 on page 86 for more discussion about the cutoff.) The final result is in
complete agreement with the calculations of Part I.
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Appendix F. Evaluation of term (iv)
Here I provide some details that were omitted by Brey et al. (1981). Upon inserting
the first term of (2.74) into (3.37), one has
term (iv) ≈
∫ t
0
ds 〈G′U(s)iLA′ 〉0 ⋆M
−1 ⋆ 〈A′ψ∆B(t− s)A
′T〉0 ⋆∆B(t− s) (F 1a)
= −
∫ t
0
ds
∫ t−s
0
ds′
∫
dx
∫
dx′ 〈G′U(s)iLA′ 〉0 ⋆M
−1
⋆ 〈A′[U(s′)iLA′β(µ′)]A′γ(µ′)〉0∆Bβ(µ
′, t− s− s′)∆Bγ(µ, t− s). (F 1b)
Upon replacing s′ by τ
.
= s+ s′, one is led to
term (iv) = −
∫ t
0
ds
∫ t
s
dτ
∫
dx
∫
dx′ 〈Ĝ(µ)U(s)iLA′ 〉0 ⋆M
−1
⋆ 〈A′[U(τ − s)iLA′β(µ′)]A′γ(µ)〉0∆Bβ(r − ρ
′, t− τ )∆Bγ(r − ρ, t− s)
(F 2a)
≈
∫ ∞
0
dτ
∫ τ
0
ds
∫
dx 〈Ĝ(µ)U(s)iLA′ 〉0 ⋆M
−1
⋆ 〈A′[U(τ − s)Ĵ β ]A′γ(µ)〉0 · ∇Bβ(r, t)ρ · ∇Bγ(r, t). (F 2b)
This requires evaluation of
I
.
=
∫ τ
0
dsU1(s)iL1A
′
1U2(τ − s). (F 3)
(The subscripts distinguish the propagators, which appear under different expectations
and thus operate on different variables.) Use the identity (3.25) and integrate the
U1 factor by parts:
I = (A′1 − e
−Q1iL1τA′1)U2(0)︸ ︷︷ ︸
1
−
∫ τ
0
ds (A′1 − e
−Q1iL1sA′1)U2(τ − s)Q2iL2Q2. (F 4)
The first A′1 factor in each parenthesis does not contribute because 〈Ĝ(µ)A
′ 〉 = 0.
Use of the identity (3.30) shows that to lowest order in the gradients one can replace
exp(−QiL τ ) by exp(−iL τ ). From the last term in (F 4) arises the quantity
K
.
= 〈A′[e−QiLQ(τ−s)QiLQĴ β ]A′γ 〉0 = −〈[QiLQe
QiLQ(τ−s)A′A′γ ]Ĵ β 〉0 (F 5a)
= −〈[QiL eQiL (τ−s)Q(A′A′γ)]Ĵ β 〉0. (F 5b)
Because Q(A′A′) = A′A′ −A′ ⋆M−1 ⋆ 〈A′A′A′ 〉 and L is a linear operator, it can be
seen that K contains at least one power of iLA′ and thus is at least of first order in
the gradients. The contribution of the integral term in (F 4) is thus negligible, and one
obtains
term (iv) ≈ −
∫ ∞
0
dτ
∫
dx 〈[eiL τ Ĝ(µ)]PĴ βA′γ(µ)〉0 · ∇Bβ(r, t)ρ · ∇Bγ(r, t). (F 6)
This is the result quoted by Brey et al.
82
Appendix G. Balescu–Lenard theory
Various of the calculations in the main text based on multiple-time hierarchies produce
equations that after appropriate Markovian approximations lead to some variant of the
Balescu–Lenard collision operator. Here I shall review the basic manipulations.
G.1. The nonlinear Balescu–Lenard operator
Although the simplest derivation of the Balescu–Lenard operator is accomplished
with the Klimontovich formalism (Klimontovich 1967), I shall proceed instead from
the BBGKY hierarchy since that was used in the main text. [A historically important
monograph on plasma kinetic theory that contains closely related manipulations is by
Montgomery & Tidman (1964). See also the modern introduction to that subject by
Swanson (2008).] The first member of the BBGKY hierarchy has the form
∂tf(1) + · · · = −∂ ·E(2)g(1, 2, t)→ −C[f ]. (G 1)
The last result, which introduces the nonlinear, irreversible collision operator C[f ] as a
functional of the one-particle distribution function f , holds for space-time scales much
longer than the microscopic correlation scales, which for weakly coupled, unmagnetised
plasmas are the Debye length λD and inverse plasma frequency ω
−1
p . Thus, one must
calculate the pair correlation function g in that limit.
G.1.1. Representation of the collision operator in terms of the pair correlation function
The pair correlation function g obeys (5.17b), which for weakly coupled plasma reduces
to
(∂t + iL1 + iL2)g(1, 2, t) = −ǫ12 · (q2∂1 − q1∂2)f(1, t)f(2, t). (G 2)
With Green’s function for the linearized Vlasov equation being defined as in (5.24) and
(5.25), the inhomogeneous solution65 is
g(1, 2, t) = −
∫ t
−∞
dt Ξ(1, t; 1, t)Ξ(2, t; 2, t)ǫ1 2 · (q2∂1 − q1∂2)f(1, t)f(2, t). (G 3)
(Summations/integrations over repeated barred indices are understood.) It is assumed
that on the timescale for the formation of a Debye shielding cloud f is essentially
stationary; this justifies the Markovian approximation f(t) → f(t). The time integral
can then be extended to ∞. It is also assumed that f is essentially spatially constant on
the scale of the Debye length. Use of Parseval’s theorem leads one to the representation
C[f ] = ∂ ·
∫
dk
(2pi)3
E
∗
k(2)gk(1, 2,∞), (G 4)
where
gk(1, 2,∞) =
∫
dω
2pi
gk,ω(1, 2) (G 5)
with
gk,ω(1, 2)
.
= −Ξk,ω(1; 1)Ξ
∗
k,ω(2; 2)ǫk · (q2∂1 − q1∂2)f(1)f(2). (G 6)
The result for the Vlasov response function Ξ is given by (E 15)–(E19). Because one
requires only the electric-field operator applied to g, it is possible to immediately simplify
(G 4) by using the fundamental shielding identity
EΞ = D−1Er. (G 7)
65The contribution from the initial condition can be shown to phase-mix away.
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However, for various purposes it is useful to first find a formula for gk itself.
G.1.2. Calculation of the pair correlation function g
To simplify (G 6), use the result (E 15) to find (upon omitting underlines as well as
frequency and wavenumber arguments for brevity)
gk,ω(1, 2) =
(
r(1)− r(1)(∂f)1 ·
1
D
E(1)r(1)
)(
r∗(2)− r∗(2)(∂f)2 ·
1
D∗
E
∗(2)r∗(2)
)
× (q2∂1 − q1∂2) · ǫ
∗
kf(1)f(2). (G 8)
[The minus sign in (G 6) was absorbed by using −ǫk = ǫ
∗
k.] Here
r(1)
.
= [−i(ω − k · v1 + iǫ)]
−1, E(1)
.
= ǫk(nq)1, D
.
= 1 +Er · ∂f. (G 9)
Only derivatives in the direction of k enter, so introduce the scalar quantities
Ek
.
= k̂ ·Ek, ǫk
.
= k̂ · ǫk = −4pi i/k, ∂k
.
= k̂ · ∂, (G 10)
so that D = 1 + Er∂f . Also define
F
.
= Erqf. (G 11)
Then, upon multiplying out the right-hand side of (G 8) and using the above definitions,
one finds
gk,ω(1, 2) = r(1)r
∗(2)
(
(∂f)1(qf)2︸ ︷︷ ︸
(a1)
− (qf)1(∂f)2︸ ︷︷ ︸
(b1)
− (∂f)1D
−1( D︸︷︷︸
(a2)
−1)(qf)2 + (∂f)1D
−1F (∂f)2︸ ︷︷ ︸
(c1)
+ (∂f)2D
−1∗( D︸︷︷︸
(b2)
−1)∗(qf)1 − (∂f)2D
−1∗F∗(∂f)1︸ ︷︷ ︸
(d1)
+
(∂f)1(∂f)2
|D |2
[( D︸︷︷︸
(d2)
−1)F∗ − ( D︸︷︷︸
(c2)
−1)∗F ]
)
ǫ∗k . (G 12)
Due to the cancellations indicated by the underbraces, this reduces to66
gk,ω(1, 2) = r(1)r
∗(2)
(
(∂f)1(qf)2
D
−
(∂f)2(qf)1
D∗
+
(∂f)1(∂f)2
|D |2
2iF ′′
)
ǫ∗k , (G 13)
where r(1)r∗(2) = [(ω − k · v1 + iǫ)(ω − k · v2 − iǫ)]
−1, double prime denotes imaginary
part, and
F ′′ = −ipiǫk
∑
s
(nq2)s
∫
dv δ(ω − k · v)fs(v). (G 14)
The formula (G 14) must be integrated over frequency according to (G 5). Upon noting
that rω(1) and D(ω) are analytic in the upper half-plane, the first term of (G 13) can be
integrated by residues by closing the contour in the upper half-plane, where r∗ω(2) has a
simple pole at k · v2 + iǫ. Similarly, the second term can be integrated by closing in the
66As a partial sign check, note that in general one has gk(1, 2) = g
∗
k(2, 1). That symmetry is
obeyed by (G14). (Note that ǫ∗k = −ǫk.)
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lower half-plane. One finds
gk(1, 2) =
1
(k · v1 − k · v2 − 2iǫ)
(
(∂f)1(qf)2
D(k · v2)
+
(∂f)2(qf)1
D∗(k · v1)
)
ǫ∗k
+ 2i
∫
dω
2pi
rω(1)r
∗
ω(2)(∂f)1 (∂f)2
F ′′(ω)
|D(ω)|2
ǫ∗k . (G 15)
The presence of the delta function in (G 14) for ImF allows one to perform the frequency
integration in the last term of (G 15), as I shall do later. However, a different approach is
useful for the reduction to thermal equilibrium, which I shall discuss in the next section.
G.1.3. Reduction of the pair correlation function to thermal equilibrium
A physically relevant limit that is also useful for checking signs is the case of thermal
equilibrium. Here one has f = fM and the result ∂fM = −(q/T )vfM. A simple
manipulation of the formula for D(ω) then leads to
F (ω) = −(k/ω)T [D(ω)− D0], (G 16)
where D0
.
= 1 + k2D/k
2 is the static dielectric function. Upon taking the imaginary part
of (G 16) to obtain F ′′ = −(k/ω)TD ′′ (this relation expresses the equilibrium balance
between emission and absorption of fluctuations by the discrete particles), one finds that
the last term of (G 15) can be written as
I
.
= 4pi iT
∫
dω
2piω
rω(1)r
∗
ω(2)
(
1
D(ω)
−
1
D∗(ω)
)
(∂f)1 (∂f)2. (G 17)
Note that the integrand of this integral has no singularity at ω = 0. Thus, one may
employ the standard trick [which amounts to an application of the Kramers–Kronig
relations (Ichimaru 1973)] of deforming the contour to include a semicircular arc around
the origin and closing at ∞.67 For the term in D−1, the simplest contour is shown in
figure 2. For the term in (D∗)−1, the reflection of that contour into the lower half-plane
is appropriate. The contributions from the residues at ω = k ·v1 and ω = k ·v2 cancel the
first two terms of (G 15). The contributions from the arc around the origin then lead68
to the final, well-known result69
g
(eq)
k (1, 2) = −
q1q2
T
4pi
k2D0(k)
. (G 18)
G.1.4. Final formula for the Balescu–Lenard operator
Formula (G 13) can be used to obtain the Balescu–Lenard collision operator according
to (G 4). One has
E
∗(2)g(1, 2) = r(1)
(
(∂f)1
D
F∗ −
(D∗ − 1)(qf)1
D∗
+
(∂f)1(D∗ − 1)
|D |2
(F − F∗)
)
ǫ∗k .
(G 19)
67This trick is commonly used in discussions of the fluctuation–dissipation theorem [see, for
example, Birdsall & Langdon (1985, §12–3)], where one evaluates the integral Im
∫
dω [ωD(ω)]−1.
In that case, there is a contribution from the arc at ∞ because D(∞) = 1. There is no such
contribution in (G 17) because of the additional factors of rωr
∗
ω ∼ ω
−2.
68One has r0(1)r
∗
0 (2) = [k
2(k̂ · v1)(k̂ · v2)]
−1. The velocities cancel with those arising from
(∂fM)1(∂fM)2.
69As a sign check, note that g
(eq)
k < 0 for like-signed particles, signifying repulsion.
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Figure 2. Contour of integration used for evaluating the term involving D−1 in (G17).
Upon rearranging this expression and integrating over ω, one finds∫
dω
2pi
E
∗(2)gk,ω(1, 2) =
∫
dω
2pi
rω(1)
[
(∂f)1
(
F∗(ω)
D(ω)︸ ︷︷ ︸
(a1)
+
D∗(ω)
|D(ω)|2
[F (ω)︸ ︷︷ ︸
0
−F∗(ω)︸ ︷︷ ︸
(a2)
]
)
−
(
1−
1
D∗(ω)
)
(qf)1︸ ︷︷ ︸
(c)
−
(∂f)1
|D(ω)|2
2iF ′′(ω)︸ ︷︷ ︸
(d)
]
ǫ∗k . (G 20)
Terms (a1) and (a2) cancel. The underbraced term that vanishes does so by Cauchy’s the-
orem because its sole frequency dependence arises from the product rω(1)D−1(ω)F (ω),
which is analytic in the upper half-plane and falls off sufficiently rapidly at ∞. Term (c)
can be evaluated by residues, and term (d) can be reduced by integrating over the delta
function in (G 14). Only the real part survives integration over k. With v1 → v, the final
result is Cs[f ] =
∑
sC
BL
ss [f ], where
CBLss [f ]
.
= pi (nm)−1s (nq
2)s(nq
2)s
∂
∂v
·
∫
dv
∫
dk
(2pi)3
ǫk ǫ
∗
k
|D(k,k · v)|2
δ(k · v − k · v)
·
(
1
ms
∂
∂v
−
1
ms
∂
∂v
)
fs(v)fs(v), (G 21)
which is the Balescu–Lenard operator. Its most important feature is that the natural
interacting entities are shielded test particles [ǫk/D(k,k · v)] rather than bare particles.
The first term describes polarization drag, while the second term describes velocity-space
diffusion. For future use, note that with my convention for the sign of C polarization drag
enters with a plus sign while diffusion enters with a minus sign.
For practical calculations, it is customary to approximate the effect of dielectric
shielding by setting D → 1 and inserting a cutoff at a small wavenumber magnitude
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of the order of the Debye wavenumber kD. This results in the Landau collision operator
CLss[f ]
.
= 2pi (nm)−1s (nq
2)s(nq
2)s lnΛss
×
∂
∂v
·
∫
dvU(v − v) ·
(
1
ms
∂
∂v
−
1
ms
∂
∂v
)
fs(v)fs(v), (G 22)
where Λss
.
= λD/bmin,ss (bmin being classically the impact parameter for 90
◦ scattering70)
and U(v)
.
= (I− v̂ v̂)/|v|. Because this operator is bilinear in form, it is often represented
as CL[f ] = CL[f, f ]. The Balescu–Lenard operator has a more complicated functional
dependence, since D = D [f ]. A nonstandard notation is to write
CBL[f ] ≡ CBL[f ; f, f ], (G 23)
thus defining an operator C[a; b, c] that is bilinear in its last two slots; the first slot
handles the functional dependence of the dielectric properties. The linearization of that
operator, discussed in the next section, is then
∆C[f,∆f ] =
∫
d1
δC[a; f, f ]
δa(1)
∣∣∣∣
a=f
∆f(1) + C[f ; f, ∆f ] + C[f ; ∆f, f ] (G 24)
or explicitly
∆CBL[f, Γ ] = pi (nm)−1s (nq
2)s
∂
∂v
·
∑
s
(nq2)s
∫
dv
∫
dk
(2pi)3
ǫk ǫ
∗
k
|D(k,k · v)|2
δ(k · v − k · v)
×
[
−2Re
(
∆D(k,k · v)
D(k,k · v)
)(
1
ms
∂
∂v
−
1
ms
∂
∂v
)
fs(v)fs(v)
+
(
1
ms
∂
∂v
−
1
ms
∂
∂v
)
[fs(v)Γs(v) + Γs(v)fs(v)]
]
, (G 25)
where
∆D [Γ ]
.
= Er∂Γ. (G 26)
For perturbations around a Maxwellian equilibrium, the ∆D/D term vanishes. In §G.3,
we shall encounter the second-order operator CBL[f ; Γ ′, Γ ′′]+CBL[f ; Γ ′′, Γ ′] for certain
correlation functions Γ ′ and Γ ′′; that operator plays a crucial role in second-order
Chapman–Enskog theory and the Burnett transport coefficients.
70The wavenumber integration is logarithmically divergent at large k (small impact parameter)
because large-angle scattering is not treated correctly. At low temperatures, that can be rectified
by asymptotically matching to the Boltzmann operator (Frieman & Book 1963) or, more
commonly, by inserting a cutoff at kmax = b
−1
0 , where b0,ss
.
= qsqs/T . (b0 is the impact parameter
for 90◦ scattering; the distance of closest approach is 2b0. In a more precise definition, T is
replaced by µ v2rel, where µ is the reduced mass and vrel is the relative velocity.) The Landau
operator is accurate only to terms of O(1) relative to lnΛ.
When the de Broglie wavelength λB,ss
.
= hP/(µss|v − v|) is greater than b0 (which is true for
sufficiently high temperatures), b0 must be replaced by λB. The argument is summarized, and
original references are given, by Krommes (2018a).
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G.2. The linearized Balescu–Lenard operator
The two-time hierarchy equations for both two- and three-point correlation functions
lead to terms of the form
D̂[f, Γ ]
.
= −∂1 ·
∫
dk
(2pi)3
∫
dω
2pi
E
∗
k(2)Ξk,ω(1; 1)Ξ
∗
k,ω(2; 2
′
)
× {ǫk · (q2′∂1 − q1∂2′)[Γ (1)f(2
′
) + Γ (2
′
)f(1)]
+ ∂1Γ (1) · [E
∗
k(1̂)gk(2
′
, 1̂)]∗ + ∂2′Γ (2
′
) · [E∗k(2̂)gk(1, 2̂)]} (G 27)
for some Γ [e.g., Γ (1) = C
(1;1)
+;k′=0(1, τ ; 1
′) or Γ (1) = C
(1;2)
+;k′=0,k′′(1, τ ; 1
′, 1′′)]. I shall show
that D̂ is the linearized Balescu–Lenard operator: D̂[f, Γ ] = ∆CBL[f, Γ ] [see formula
(G 25)].
To begin, note that the construction E∗k(2̂)gk(1, 2̂) (the coefficient of the last ∂2′Γ
term) is the same one [the last line of formula (G 20)] used in the calculation of the
Balescu–Lenard operator in the last section; the coefficient of ∂1Γ can be obtained from
that result by replacing 1 → 2′ and complex conjugating. Cancellations occur between
the unshielded part of the qf terms in the last line of (G 27) and the qf terms in the
second line of (G 27). Upon omitting most k arguments for brevity, using the notation
ω1 ≡ k · v1 [e.g., D(1) ≡ D(k,k · v1)] and rω(1) ≡ rω(v1) ≡ [−i(ω − k · v1 + iǫ)]−1, and
using −ǫk = ǫ
∗
k, one thus has
D̂[f, Γ ] = ∂1 ·
∫
dk
(2pi)3
∫
dω
2pi
Ξω(1; 1)
1
D∗(ω)
E
∗(2)r∗ω(2)
×
[
− (qΓ )1(∂f)2 + (qΓ )2(∂f)1
+ (∂Γ1)
(
(qf)2
D(2)
+ 2i
∫
dω
2pi
r∗ω(2)(∂f)2
F ′′(ω)
|D(ω)|2
)
− (∂Γ )2
(
(qf)1
D∗(1)
− 2i
∫
dω
2pi
rω(1)(∂f)1
F ′′(ω)
|D(ω)|2
)]
ǫ∗k , (G 28a)
= ∂1
∫
dk
(2pi)3
∫
dω
2pi
Ξω(1; 1)
1
D∗(ω)
×
[
− (qΓ )1[D
∗(ω)− 1] + (ErωqΓ )
∗(∂f)1
+ (∂Γ )1
(
E
∗(2)r∗ω(2)
(qf)2
D(2)
+ 2i
∫
dω
2pi
[E(2)rω(2)rω(2)(∂f)2]
∗ F
′′(ω)
|D(ω)|2
)
−∆D∗(ω)
(
(qf)1
D∗(1)
− 2i
∫
dω
2pi
rω(1)(∂f)1
F ′′(ω)
|D(ω)|2
)]
ǫ∗k , (G 28b)
where the ω in term (d) of (G 20) has been replaced by ω and
∆D(ω)
.
= E(2)rω(2)(∂Γ )2. (G 29)
As I noted previously, the ω integral can be performed because
F ′′(ω) = −ipiEs(v)δ(ω − k · v)(qf)s(v). (G 30)
However, I choose to defer that for notational clarity. Upon inserting the formula [cf.
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(E 20)] Ξω(1; 1)A(1) = rω(1)A(1)− rω(1)∂1fD−1(ω)E(1)rω(1)A(1), one finds
D̂[f, Γ ] = ∂1 ·
∫
dk
(2pi)3
∫
dω
2pi
{
rω(1)
[
− (qΓ )1
(
1−
1
D∗(ω)
)
+ (ErωqΓ )
∗ (∂f)1
D∗(ω)︸ ︷︷ ︸
(a1)
]
+ rω(1)
(∂Γ )1
D∗(ω)
(
E
∗(2)r∗ω(2)
(qf)2
D(2)
+ 2i
∫
dω
2pi
[E(2)rω(2)rω(2)(∂f)2]
∗ F
′′(ω)
|D(ω)|2
)
+ rω(1)(−)
(
∆D(ω)
D(ω)
)∗ (
(qf)1
D∗(1)
− 2i
∫
dω
2pi
rω(1)(∂f)1
F ′′(ω)
|D(ω)|2
)
− rω(1)
(∂f)1
D(ω)
[
− (ErωqΓ )
(
1︸ ︷︷ ︸
(b)
−
1
D∗(ω)
)
+
(
ErωqΓ )
D(ω)
)∗
[D(ω)︸ ︷︷ ︸
(a2)
−1]
]
− rω(1)
(∂f)1
|D(ω)|2
[
∆D(ω)
(
E
∗(2)r∗ω(2)
(qf)2
D(2)
+ 2i
∫
dω
2pi
[E(2)rω(2)rω(2)(∂f)2]
∗ F
′′(ω)
|D(ω)|2
)]
− rω(1)
(∂f)1
|D(ω)|2
[
−∆D∗(ω)
(
E(2)rω(2)
(qf)2
D∗(2)
− 2i
∫
dω
2pi
Erω(1)rω(1)(∂f)1
F ′′(ω)
|D(ω)|2
)]}
ǫ∗k . (G 31a)
Terms (a1) and (a2) cancel. Term (b) vanishes by analyticity in the upper half of the
ω plane. The sum of the square-bracketed terms (times ǫ∗k ) in the last two lines can
be recognized as twice the imaginary part of the term in ∆D∗(ω). I shall now reduce
each of the terms. In the algebra, I shall omit the ∂1 · (2pi)
−3
∫
dk for brevity; however,
it is important to remember the k integration, which enforces the reality of the final
expression.
G.2.1. The term in qΓ
The ω integration can be performed by closing the contour in the lower half-plane,
giving rise to −(qΓ )1{1 − [D∗(1)]−1}ǫ∗k . The first term vanishes by reality or upon
interchanging k and −k. The remaining expression can be written as
(qΓ )1
|D(1)|2
[1 + E(1)r1(1)(∂f)1]ǫ
∗
k . (G 32)
The first term again vanishes by reality, and only Re r1(1) = pi δ(k · v1−k · v1) survives.
One is led to the +Γ ∂f term71 in the linearized Balescu–Lenard operator (G 25).
71When quoting this and similar results, I include an explicit plus or minus sign so that one can
quickly check against the expected terms in the linearized Balescu–Lenard operator. Those are
− 2Re
(
∆D
D
)
(f ∂f − ∂f f) + f ∂Γ − ∂f Γ + ∂f Γ − f ∂Γ.
When eyeballing signs, it is helpful to remember that ǫ ǫ∗ > 0 and Re r > 0.
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G.2.2. The term in ∂Γ
The ω integration can be performed by closing the contour in the lower half-plane,
giving rise to
−
(∂Γ )1
D∗(1)
(
E
∗(2)r∗1 (2)
(qf)2
D(2)︸ ︷︷ ︸
(c)
+2i
∫
dω
2pi
[E(2)rk·v1−iǫ(2)rω(2)(∂f)2]
∗ F
′′(ω)
|D(ω)|2︸ ︷︷ ︸
(d)
)
ǫ∗k . (G 33)
Now invoke the identity
rω(2)rω(2) =
rω(2)− rω(2)
i(ω − ω)
(G 34)
and perform the ω integration using (G 26) to find that term (d) becomes
−
(∂Γ )1
D∗(1)
E(1)r1(1)[D
∗(1)︸ ︷︷ ︸
(d1)
−D∗(1)︸ ︷︷ ︸
(d2)
]
)
(qf)1
|D(1)|2
ǫ∗k . (G 35)
Term (d2) cancels term (c). In term (d1), the D∗’s cancel and under the k integration
only Re r1(1) contributes. One is led to the −(∂Γ )f term of (G 25).
G.2.3. The term in (∆D/D)∗
The ω integration can be performed by closing the contour in the lower half-plane,
giving rise to
−
(
∆D(1)
D(1)
)∗(
(qf)1
D∗(1)︸ ︷︷ ︸
(e)
− 2i
∫
dω
2pi
rω(1)(∂f)1
F ′′(ω)
|D(ω)|2︸ ︷︷ ︸
(f1)
)
ǫ∗k . (G 36)
Term (f1) will combine with a later term. (Only its real part contributes.) Term (e) can
be manipulated as follows:
−
(
∆D(1)
D(1)
)∗
(qf)1
D∗(1)
ǫ∗k = −
(qf)1
|D(1)|2
[(
∆D(1)
D(1)
)∗
D(1)
]
ǫ∗k . (G 37)
The term in square brackets can be arranged as(
∆D
D
)∗
D =
[(
∆D
D
)∗
+
∆D
D
]
D −∆D (G 38a)
= 2Re
(
∆D
D
)
( 1︸︷︷︸
(e1)
+Er∂f︸ ︷︷ ︸
(e2)
)− ∆D︸︷︷︸
(e3)
. (G 38b)
Term (e1) vanishes by reality under the k integration. Only Re r contributes to term (e2);
one is led to the −f ∂f term in (G 25). The contribution of term (e3) is easily seen to
produce the +f ∂Γ term in (G 25).
G.2.4. The terms in (∂f)(EΓ )
These terms combine to
−
∫
dω
2pi
rω(1)
(∂f)1
|D(ω)|2
2Re[(ErωqΓ )ǫ
∗
k ]. (G 39)
This reduces to the −(∂f)Γ term of (G 25).
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G.2.5. The remaining terms in ∂f
The last two terms in (∂f)1 reduce to∫
dω
2pi
rω(1)
(∂f)1
|D(ω)|2
× 2Re
[
∆D∗(ω)
(
E(2)rω(2)
(qf)2
D∗(2)︸ ︷︷ ︸
(g1)
− 2i
∫
dω
2pi
Erω(1)rω(1)(∂f)1
F ′′(ω)
|D(ω)|2︸ ︷︷ ︸
(h)
)
ǫ∗k
]
.
(G 40)
Thus, only Re rω(1) = pi δ(ω − k · v1) contributes. Use of the identity (G 34) and the
result (G 30) leads to the expression of term (h) as
2i
∫
dω
2pi
Erw(1)rω(1)(∂f)1
F ′′(ω)
|D(ω)|2
= E(v)
(
D(ω)−D(k · v)
i(ω − k · v)
)(
(qf)v
|D(k · v)|2
)
. (G 41)
In the first term in large parentheses, there is no singularity at ω = k ·v. Thus, the value
of that term is inessentially changed by replacing [i(ω−k · v)]−1 → [i(ω−k ·v+ iǫ]−1 =
−rω(k · v). Expression (G 41) thus becomes
D(ω)E(v)rω(v)
(qf)v
|D(k · v)|2︸ ︷︷ ︸
(f2)
−E(v)rω(v)
(qf)v
D∗(k · v)︸ ︷︷ ︸
(g2)
. (G 42)
Term (g2) cancels term (g1). Upon performing the ω integration, one finds that the entire
value of term (f2) becomes
(f2) = Re
[(
∆D(1)
D(1)
)
E(v)r1(v)
(qf)v
|D(k · v)|2
ǫ∗k
]
. (G 43)
This can be seen to combine with term (f1) in (G 36). Upon using r1(v) + rv(1) =
2Re r1(v), one readily finds that the sum of terms (f1) and (f2) reduces to the +∂f f
term in (G 25).
G.2.6. Summary of the reduction of D̂
This completes the reduction of the operator D̂. I have shown that D̂[f, Γ ] is indeed
the linearized Balescu–Lenard operator ∆CBL[f, Γ ]. As I discuss in the main text, this
operator appears in various of the equations for two-time correlation functions.
G.3. Nonlinear noise terms and the Balescu–Lenard operator
I now turn to the analysis of the contributions from the terms in the last five lines of
(5.48) for the source term s
(2;2)
+ in (5.45) for C
(1;2)
+ . Equation (5.46) for C
(2;2)
+ can be
solved in terms of the unperturbed response function as usual, so one must evaluate
D[Γk′′ ]
.
= −∂1 ·
∫ τ
0
dτ
∫
dk
(2pi)3
E
∗
k(2)Ξk(1, τ ; 1)Ξ
∗
k (2, τ ; 2)∆s
(2;2)
+,k;k′′ (1, 2, τ − τ ; 1
′, 1′′),
(G 44)
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where
∆s
(2;2)
+,k;k′′(1, 2, τ ; 1
′, 1′′)
.
=
− (q2∂1 − q1∂2) · ǫk[C
(1;1)
+ (1, τ ; 1
′)C
(1;1)
+;k′′ (2, τ ; 1
′′) + C
(1;1)
+;k′′(1, τ ; 1
′′)C
(1;1)
+ (2, τ ; 1
′)]
− [∂1C
(1;1)
+ (1, τ ; 1
′) ·Ek(1)C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′)
+ ∂1C
(1;1)
+;k′′(1, τ ; 1
′′) ·Ek(1)C
(2;1)
+,k (1, 2, τ ; 1
′)]
− [∂2C
(1;1)
+ (2, τ ; 1
′) ·E∗k(2)C
(2;1)
+,k;k′′ (1, 2, τ ; 1
′′)
+ ∂2C
(1;1)
+;k′′(2, τ ; 1
′′) ·E∗k(2)C
(2;1)
+,k (1, 2, τ ; 1
′)]. (G 45)
Consider the evaluation of the τ integral in (G 44), and notice that the τ dependence
of the first line of (G 45) differs in character from that of the subsequent four lines.
The C
(1;1)
+ ’s in the first line vary on the collisional timescale, as they are all evaluated
at k′ or k′′, both of which are small. That is true as well of the ∂C
(1;1)
+ ’s in the last
four lines. However, the C
(2;1)
+ factors in those lines are evaluated at k, which appears
under an integral and is a characteristic Debye-scale wavenumber. Thus, they vary on
the microscopic autocorrelation timescale, which is the same as that on which the Ξ’s
vary. The consequence is that while a Markovian approximation is immediately valid for
the contribution of the first line, the remaining terms require further processing.
Before proceeding with the details, it is helpful to gain an intuitive understanding of
what to expect. For a weakly coupled plasma, collisional effects on the one-body distri-
bution function f are captured by the nonlinear Balescu–Lenard operator CBL[f ; f, f ].
Upon expanding f = f0 + ǫf1 + ǫ
2f2, one is led at first order to the linearized operator
Ĉf1
.
= C[f0; f0, f1] + C[f0; f1, f0]; the first-order variation with respect to the first
argument (which describes the functional dependence of the dielectric function on the
distribution function) vanishes. At second order, one finds
C[f ; f, f ]2 = Ĉf2 +C[f0; f1, f1]
+
∫
dv′
(
δC[a; f0, f1]
δa(v′)
∣∣∣∣
a=f0
+
δC[a; f1, f0]
δa(v′)
∣∣∣∣
a=f0
)
f1(v
′). (G 46)
(The second variation with respect to the first argument vanishes.) These terms are
mirrored in the theory of two-time correlations. The term analogous to Ĉf2 was derived
in §G.2. The term analogous to C[f0; f1, f1] will be shown in the next section to stem
from the C(1;1)C(1;1) terms [the second line of (G 45)]. This leaves the last four lines of
(G 45) to capture the effect described by the last line of (G 46), which arises from the
first-order variation of Ĉ[f0] (i.e., fluctuations in the dielectric shielding).
G.3.1. The C
(1;1)
+ C
(1;1)
+ contribution
The initial manipulations of the C
(1;1)
+ C
(1;1)
+ terms proceed as in the derivation of the
original Balescu–Lenard operator discussed in §G.1. Because the second line of (G 45) is
identical in form to the driving term for the pair correlation function g [see (G 3)], it is
easy to see that the contribution from the ΓΓ terms to D[Γ ] is
CBL[f ; C
(1;1)
+ (τ ; 1
′), C
(1;1)
+ (τ ; 1
′′)] + (1′ ⇔ 1′′). (G 47)
The crucial role of this term in the theory of triplet correlations will be analysed in §6.3.2.
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G.3.2. The EC
(2;1)
+ terms
I now briefly discuss the last four lines of (G 45). A term like C
(2;1)
+,k (1, 2, τ ; 1
′) is
evaluated by time-convolving [Ξk(1, τ)Ξ
∗
k (2, τ)] with a certain, slowly varying source S.
That result must be convolved with another pair of Ξ’s according to (G 44). The resulting
contribution to D[Γk′′ ] drives C
(1;2)
+ according to (5.45). Ultimately, contributions to
transport coefficients are determined from
∫∞
0
dτ C
(1;2)
+ (τ ). Thus, with Ξ2
.
= ΞΞ, one
must consider (schematically)
I
.
=
∫ ∞
0
dτ
∫ τ
0
dτ̂ Ξ2(τ̂ )
∫ τ−τ̂
0
dτ ′ Ξ2(τ
′)S(τ − τ̂ − τ ′). (G 48)
Upon interchanging the order of integration of the first and second integrals, then of the
second and third ones, one finds that
I =
∫ ∞
0
dτ̂ Ξ2(τ̂ )
∫ ∞
0
dτ ′ Ξ2(τ
′)
∫ ∞
0
dτ S(τ). (G 49)
Each Ξ2 integral can be expressed in frequency space as (2pi)
−1
∫∞
−∞
dω Ξ(ω)Ξ∗(ω). The
second of each pair of Ξ’s is operated upon by E, which allows simplifications according
to (G 7).
Thus, evaluation of the contributions of the EC
(2;1)
+ terms is feasible in principle, as it
involves nothing more than multiple instances of the manipulations done in §G.2 to obtain
the linearized Balescu–Lenard operator. The algebra is tedious, however, and I shall not
pursue it here. Note that effects related to fluctuations in the dielectric properties of the
plasma disappear when dielectric shielding is taken into account by a cutoff at the Debye
wavenumber kD and if fluctuations in kD are subsequently ignored. I shall return to this
point in §6.4.
Appendix H. One-sided correlations and nonlinear noise
Equation (5.33) and similar equations contain (i) a left-hand side that includes colli-
sional damping, (ii) an initial condition, and (iii) a source term. These are special cases
of Dyson equations, the general form of which is
(∂t + v · ∇)C(q, t, q
′, t′) +
∫ t
0
dt dqΣ(q, t; q, t)C(q, t, q′, t′)
=
∫ t′
0
dt dq F (q, t, q, t)R(q′, t′; q, t), (H 1)
where in the choice of signs and symbols for Σ and F I have adopted the conventions
used in Krommes (2002). For example, Rose (1979) has proposed his PDIA, which has
this form.
I shall discuss some elementary implications of equations with the Dyson form. Note
that in (H 1) there is no ordering of t and t′; C(t, t′) is two-sided, not one-sided. It is
useful to understand the relationship between this equation and the one-sided equations
discussed earlier in the paper. To develop intuition, assume that Σ and F are both
positive.72 Then if F were omitted, C would decay to zero. That is incompatible with
the fact that C(t, t) has a nonzero value in thermal equilibrium (or in steady-state
72For turbulence, that is indeed true for F ; the nonlinear contribution to Σ is not always positive
as a function of wavenumber, but it is typically so.
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turbulence). Therefore, an F term must always be present. Another way of saying this is
that F is necessary in order that conservation laws associated with the nonlinearity are
satisfied.
H.1. Equations for one-sided functions
In order to make explicit the nonzero value of C(t, t), it is useful to introduce functions
that are one-sided in time. Define
C+(t, t
′)
.
= H(t− t′)C(t, t′), C−(t, t
′)
.
= H(t′ − t)C(t, t′), (H 2)
such that C(t, t′) = C+(t, t
′) + C−(t, t
′). Consider an equation of the general form
∂tC(t, t
′) + νC = s(t, t′). (H 3)
This has the same form as the general Dyson equation (with nondissipative terms
ignored), with a positive damping coefficient on the left-hand side of the equation for C
(not C+ or C−). The equation for C+ is readily found by time-differentiating its definition:
∂tC+(t, t
′) = δ(t− t′)C(t, t) +H(t− t′)∂tC (H 4a)
= δ(t− t′)C(t, t) +H(t− t′)[−νC(t, t′) + s(t, t′)]; (H 4b)
thus,
∂tC+(t, t
′) + νC+ = δ(t− t
′)C(t, t) + s+(t, t
′). (H 5)
This has the same form as (5.33). Green’s function for the operator on the left-hand side
is
R(t; t′) = H(t− t′)Ξ(t, t′), Ξ(t, t′)
.
= e−ν(t−t
′). (H 6)
Thus, the solution of (H 5) is, with C0
.
= C(t′, t′)
C+(t, t
′) =
∫ ∞
−∞
dt R(t; t)[δ(t− t′)C0 + s+(t, t
′)] (H 7a)
= H(t− t′)
(
Ξ(t; t′)C0 +
∫ t
t′
dt Ξ(t, t)s+(t, t
′)
)
. (H 7b)
Notably, the contribution from the initial condition decays as t→∞.
In a similar fashion, one finds
∂tC−(t, t
′) + νC− = −δ(t− t
′)C0 + s−(t, t
′). (H 8)
(Note the minus sign in the initial-condition term.) With the ansatz
C−(τ) = H(−τ)e
−ντD(τ), (H 9)
one has
∂τC− = −νC− − δ(τ)D(0) +H(−τ)e
−ντ∂τD (H 10a)
= −νC− − δ(τ)C0 +H(−τ)ŝ(τ), (H 10b)
where s−(τ) = H(−τ)ŝ(τ) and (H10b) is a rewrite of (H 8). For consistency, one must
therefore satisfy D(0) = C0 and
D(τ) = C0 +
∫ τ
0
dτ eντ ŝ(τ ). (H 11)
Now if C(t, t′) is to describe a physical correlation function, it should decay as τ → −∞.
However, the contribution to (H 9) from the initial-condition term in (H 11) does not do
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that; rather, it explodes. Therefore, it is clear that s− cannot vanish and must be related
in a particular way to C0.
H.2. Example: The classical Langevin equation
To see how this works for a simple example, consider the classical Langevin equation
(Wang & Uhlenbeck 1945)
v˙ + νv = δa(t), (H 12)
where δa is centred Gaussian white noise such that 〈δa(t)δa(t′)〉 = 2Dvδ(t − t
′). The
two-time correlation function obeys
∂tC(t, t
′) + νC = 〈δa(t)δv(t′)〉 (H 13a)
=
∫ t′
−∞
dt 〈δa(t)e−ν(t−t)δa(t)〉 (H 13b)
= 2Dv
∫ t′
−∞
dt e−ν(t
′−t)δ(t− t) (H 13c)
=

0 for t > t′,
Dv for t = t
′,
2Dve
−ν(t′−t) for t < t′.
(H 13d)
One therefore concludes that for this model
s+(t, t
′) = 0, s−(t, t
′) = 2DvH(t
′ − t)Ξ(t′, t). (H 14)
The integral in (H 11) can now be done; it is 2Dv
∫ τ
0 dτ e
2ντ = (Dv/ν)
(
e2ντ − 1
)
. From
(H 9), the final solution is therefore
C−(τ) = H(−τ)
[
e−ντ
(
C0 −
Dv
ν
)
+
Dv
ν
eντ
]
. (H 15)
To ensure convergent behaviour as τ → −∞, one must require C0 = Dv/ν; then C−(τ) =
H(−τ)eντC0 and the two-sided solution is
C(τ) = e−ν|τ |C0. (H 16)
This is a well-known result for the classical Langevin problem.
This example shows that the two-time source and the one-time ‘initial’ value are not
independent for a physical correlation function; one concludes that the noise term F
cannot be neglected. This establishes the conceptual connection between the treatment in
the main text, which used the multiple-time BBGKY hierarchy and one-sided functions,
and the Dyson equations used by Rose, which do not involve one-sided correlation
functions explicitly. When confronted with the complicated hierarchy equations, one
might have naively attempted to ignore the initial-condition terms. As hopefully clarified
by the above example, that is incorrect, as it would deal inconsistently with the nonlinear
noise. Indeed, one sees explicitly in the calculations of §6.3.2 that a contribution from an
initial condition plays a key role in establishing the correct correspondence between the
two-time formalism and Chapman–Enskog theory.
H.3. The s
(1;1)
+ term
Now it is possible to discuss the significance of the s
(1;1)
+ term on the right-hand side
of (5.33) or (5.35). Its size is set by C(0,3) = O(ǫ2p). It is thus nominally of the same order
95
as the ĈC
(1)
+ term on the left-hand side of (5.33); it describes a contribution to nonlinear
noise. However, the correlation time of s
(1;1)
+ , being set by Ξ(τ), is the short Debye-
cloud autocorrelation time ω−1p ; therefore, the
∫∞
0
dτ s
(1;1)
+ term in (5.35) is negligible,
being O(ǫ2p), relative to the initial-condition term C
(0,2) = O(ǫp). The small s
(1;1)
+ term
is analogous to the s+ term in the above Langevin calculation. There the term vanishes
altogether as a consequence of the assumption of zero autocorrelation time for the random
acceleration. The s
(1;1)
+ term would play a role for short times, but it can be neglected in
a one-sided equation coarse-grained on the kinetic timescale.
Appendix I. Notation
The following list of notation merges symbols used in both Part I and Part II.
I.1. Basic variables and physics symbols
– a –
A(v) — The fundamental vector in the
µ-space description:
A
.
= (1, P ′, K ′)T.
A˜(x, t) — The fundamental random
variables in the Γ -space
description: A˜
.
= (N˜ , P˜ , E˜)T.
A∆ — Momentum and energy exchange
terms
a(x, t) — The fundamental mean
densities: a
.
= 〈A˜〉.
α — Thermal expansion coefficient:
α
.
= −n−1(∂n/∂T )p.
α(v) — The normalized kinetic energy:
α(v)
.
= 12mv
2/T .
– b –
B — Variables conjugate to A˜
Bext — External magnetic field
B — B
.
= |Bext|.
b — Auxiliary vector approximately
equal to ∆B, the deviation of
the conjugate variables from
their values at the reference
point; see (2.62).
b̂ — Unit vector in the direction of
the magnetic field
b0 — Impact parameter for 90
◦
scattering: b0
.
= q1q2/T .
β — Inverse temperature: β
.
= T−1.
β(v) — Subtracted kinetic energy flux:
β(v)
.
= [a(v)− 52 ]v = γ(v)v.
– c –
C(t, t′) — Correlation function
C[f ] — Nonlinear collision operator
Ĉ — Linearized collision operator:
∂t|χ〉+ · · · = −Ĉ|χ〉, where
f
.
= (1 + χ)fM.
C[f, f ] — The bilinear Landau operator.
The first slot refers to test
particles, the second to field
particles.
CBL[f ; a, b] — The nonlinear
Balescu–Lenard operator. The
first slot describes functional
dependence of the dielectric
function, the second slot operates
on test particles, and the third
slot operates on field particles.
cp, cv — Specific heats at constant
pressure and volume
cs — Sound speed: cs
.
= (ZTe/mi)
1/2.
χk,ω — Dielectric susceptibility:
D = 1 + χ.
χ(µ) — Correction to the lowest-order
one-particle distribution
function: f = (1 + χ)f0.
– d –
D — Diffusion coefficient
D(k, ω) — Dielectric function
D0(k) — Static dielectric function:
D0(k)
.
= 1 + k2D/k
2.
D⊥ — Dielectric constant for strongly
magnetised plasma:
D⊥
.
= ω2pi/ω
2
ci.
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∆ — Ordering parameter: ∆
.
= k‖λmfp.
∆Bss(r, r, t) — Bs(r, t)−Bs(r, t)
∆B — ∆B(µ) ≡ ∆Bs(r, t) ≡
∆Bs s(r, r, t).
∆T — Interspecies temperature
difference: ∆T
.
= Te − Ti.
∆u — Interspecies flow-velocity
difference: ∆u
.
= ue − ui.
d — Number of spatial dimensions
δ — Ordering parameter: δ
.
= k⊥ρ.
δ(x) — Dirac delta function
δij — Kronecker delta function
– e –
E — Energy
E˜(x, t) — Microscopic energy density
E(x, t) — Electric field
E — Electric-field operator
e — Electronic charge (positive)
e(x, t) — Macroscopic energy density. For
an ideal gas, e = 32nT .
ǫ — Ordering parameter; positive
infinitesimal
ǫp — Plasma parameter: ǫp
.
= 1/nλ3D.
ǫ(x1,x2) — Interparticle electric field for
unit charges:
ǫ12
.
= −∇1|x1 − x2|
−1;
ǫ(x) = (2pi)−3
∫
dk eik·xǫk.
ǫk — ǫk
.
= −4pi ik/k2.
– f –
F (Γ, t) — Liouville distribution: F ≡ PN .
FB(Γ ; t) — Local-equilibrium
distribution
F0(Γ ; r, t) — Reference distribution
f(µ, t) — One-particle distribution
function: f
.
= 〈f˜ 〉.
f˜(µ, t) — Klimontovich phase-space
distribution function:
f˜
.
= n−1
∑
i δ(µ− µ˜(t)).
fM — Maxwellian distribution function
flM — Local Maxwellian
f — Random force
φ — Electrostatic potential
– g –
Γ — Phase-space coordinates of the
many-body system
g(1, 2, t) — Pair correlation function
γ(v) — α(v) − 52
– h –
H(τ) — Heaviside unit step function
Hen — Probabilistic Hermite polynomial
hP — Planck’s constant
h(x, t) — Enthalpy density. For an ideal
gas, h = 52nT .
h(1, 2, 3, t) — Triplet correlation function
η — Matrix of transport coefficients
η, η̂ — Source functions
– j –
J — Generic flux or current
Ĵ — Subtracted flux: Ĵ
.
= QJ .
– k –
K(v) — Kinetic energy: K
.
= 12mv
2.
k — Wavevector
kD — Debye wavenumber:
k2D
.
=
∑
s k
2
Ds, where
kDs
.
= (4pinq2/T )
1/2
s .
κ — Thermal conductivity
κT — Isothermal compressibility:
κT
.
= n−1(∂n/∂p)T .
– l –
L — Box size or gradient scale length
L1 — Landau operator for particle 1
~L
2
— Square of the angular momentum
operator
L — Liouville operator
Λ — Argument of the Coulomb
logarithm: Λ
.
= λD/b0 in the
classical limit.
λmfp — Mean free path: λmfp
.
= vt/ν.
λB — de Broglie wavelength:
λB,ss
.
= ηP/(µss|v − v|).
λD — Debye length: λD
.
= k−1D .
– m –
M̂ — Magnetic-field operator:
M̂
.
= −iωc∂/∂ζ.
Mss′ — Total mass: Mss′
.
= ms +ms′ .
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M — Covariance matrix in the
reference ensemble:
M
.
= 〈A′A′T〉0.
m — Mass
m — Fourth-rank viscosity tensor
µ — Viscosity; generic observer
arguments µ
.
= {x,v, s} or
{x, s}; field index; mass ratio
me/mi
µss′ — Reduced mass:
µ−1ss′ = m
−1
s +m
−1
s′ .
– n –
N˜(x, t) — Microscopic number density
N , N — Total number of particles
n(x, t) — Macroscopic (averaged)
number density
n — Mean density: n
.
= N /V .
ν — Collision frequency
– ξ –
Ξ(τ) — Response function for the
linearized Vlasov equation, sans
H(τ): R(τ) = H(τ)Ξ(τ).
– ω –
Ω — Frequency matrix; vorticity
tensor: Ω
.
= 12 [(∇u)
T − (∇u)].
ω — Fourier transform variable
conjugate to t
ωp — Plasma frequency: ω
2
p =
∑
s ω
2
ps,
where ωps
.
= (4pinq2/m)
1/2
s .
– p –
P — Projection operator
P lm — Associated Legendre function of
the first kind
P (v) — µ-space kinetic momentum flux:
P
.
= mv.
P˜ (x, t) — Microscopic momentum
density
p(x, t) — Macroscopic momentum
density
p(x, t) — Macroscopic pressure. For an
ideal gas, p = nT .
π — Pressureless part of the stress
tensor: π
.
= τ − pI .
– q –
Q — Orthogonal projection operator:
Q
.
= 1− P.
Q — Heat generation
q — Signed charge
q — Heat-flow vector
– r –
R{0,1,2} — R0(τ)
.
= e−iL τ ,
R1(τ)
.
= e−QiL τ ,
R2(τ)
.
= e−QiLQτ .
R(t; t′) — Causal infinitesimal response
function
R — Friction force
r(t; t′) — Single-particle causal response
function
r — Reference position at which the
fluid equations are evaluated
ρ(r, t) — Charge density. Poisson’s
equation is −∇2φ = 4piρ.
ρs — Gyroradius of species s.
ρs — Sound radius: ρs
.
= cs/ωci.
ρ — Spatial difference: ρ
.
= x− x′.
– s –
S — Number of species
Sss′ — Coefficient in the Landau
operator:
Sss′
.
= (nq2)s(nq
2)s′ lnΛss′ .
S — Rate-of-strain tensor:
S
.
= 12 [(∇u) + (∇u)
T].
s — Species index (e.g., s ∈ {e, i});
also an arbitrary time for the
evolution of orthogonal
perturbations
s(x, t) — Macroscopic entropy density
– t –
T — Temperature
t — Time at which the fluid
equations are evaluated (cf. s)
τ — Time lag: τ
.
= t− t′.
τe, τi — Collision times
τ — Stress tensor: τ = pI + π.
– u –
U — Modified propagator:
U(τ)
.
= Qe−iQLQτQ.
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U — Potential energy
U — Projection operator in the
Landau operator:
U(v)
.
= (I − v̂ v̂)/v.
u(x, t) — Fluid velocity
– v –
V , V — System volume
vt — Thermal velocity: vt
.
= (T/m)1/2.
v — Velocity
– w –
W (Γ, s; r, t) — W
.
=
ln(F (Γ, s)/F0(Γ ; r, t))
W — W
.
=∇u+ (∇u)T − 23 (∇ · u)I .
w(x,v, t) — Peculiar velocity:
w(x,v, t)
.
= v − u(x, t).
– x –
Xα — Mean exchange terms
x — Generic spatial position (cf. r)
Ξ — Vlasov response function sans
H(τ)
– y –
Y lm — Spherical harmonic
Υ∆ — Orthogonal source term for
exchange effects
– z –
Z — Partition function; atomic
number
ζ — Bulk viscosity; gyroangle
I.2. Miscellaneous notation
A˜ — A tilde indicates a random
quantity.
A′ — Fluctuation in the reference
ensemble: A′
.
= A˜− 〈A〉0.
A∗ — Complex conjugate of A
Â — On most symbols, a hat indicates
the orthogonal projection:
Â
.
= QA. The symbol Ĉ is an
exception that denotes the
linearized collision operator.
A+ — One-sided function
AT — Transpose of A
A
::
— A quantity dependent on a
correlation function involving
three phase-space points
Aµ, Aµ — Contravariant and covariant
components of A
A(s) — Parentheses around an index
defeat the Einstein summation
convention.
∆A — First-order linearization of A
A — Total amount of A:
A =
∫
drA(r).
A[ψ] — Square brackets indicate
functional dependence
∂ — (q/m)∂/∂v
1 — A set of coordinates sans time
x — Typically, an overline denotes an
integration variable or
summation index.
.
= — Definition
⋆ — Nonlocal integral in the local
equilibrium distribution: A⋆B
.
=∑
s
∫
drAs(r, t) ·Bs(r, t).
∗ — Convolution
I.3. Acronyms and abbreviations
B — Burnett
BBGKY — Bogoliubov, Born, Green,
Kirkwood, and Yvon
NS — Navier–Stokes
ODE — ordinary differential equation
PDF — probability density function
DIA — direct-interaction approximation
PDIA — particle direct-interaction
approximation
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1. Introduction
The following calculations are to be read in conjunction with the paper of Brey et al.
(1981), which describes a general projection-operator formalism for obtaining the Burnett
equations for an unmagnetized one-component fluid, and Appendix A of Brey (1983),
where the formulas are written out more explicitly. The purpose of this Supplement is to
† Email address for correspondence: krommes@princeton.edu
2provide a reference for the details of that reduction, which were not given by Brey. Those
details provide necessary background for the discussion by Krommes (2017) (Part II for
short). The exposition will be somewhat more informal than the published Part II.
1.1. Thermodynamic relations
Let us review various thermodynamic relations. With E being the total (mean) amount
of energy in the system and S being the total entropy, the fundamental expression is
dE = T dS − p dV + µ dN. (1.1)
Here T is the temperature, p is the pressure, µ is the chemical potential, and N is the
total number of particles. One also has the Euler expression
E = TS − pV + µN, (1.2)
which leads to the Gibbs–Duhem relation
0 = S dT − V dp+N dµ. (1.3)
It is convenient to recast these expressions in terms of the densities n
.
= N/V , e
.
= E/V ,
and s
.
= S/V . Thus, (1.1) becomes
d(V e) = T d(V s)− p dV + µ d(V n), (1.4)
or
de = T ds+ µ dn+ (−e+ Ts− p+ nµ)dV. (1.5)
But dividing (1.2) by V gives
e = Ts− p+ µn, (1.6)
so (1.5) simplifies to
de = T ds+ µ dn, (1.7)
and the Gibbs–Duhem relation is
0 = s dT − dp+ n dµ. (1.8)
From (1.7), one has
T =
(
∂e
∂s n
)
, µ =
(
∂e
∂n s
)
. (1.9)
This implies the Maxwell relation(
∂T
∂n s
)
=
(
∂µ
∂s n
)
. (1.10)
The Gibbs–Duhem relation (1.8) also leads to(
∂µ
∂T p
)
= −
s
n
,
(
∂µ
∂p T
)
=
1
n
. (1.11)
1.2. The microscopic fluxes
For a one-component system, the time derivatives of the microscopic densities can be
written as the divergence of microscopic fluxes or currents according to
∂tA˜(r, t) = −∇ · J˜(r, t). (1.12)
3Those currents were discussed in §II:2.3. As a summary of the principle notation and
results, one has
∂tN˜ = −∇ · (m
−1P˜ ), (1.13a)
∂tP˜ = −∇ · τ˜ , (1.13b)
∂tE˜ = −∇ · J˜
E , (1.13c)
where
τ˜ (k)
.
=
N∑
i=1
[mvivi +∆τ˜i(k)]e
−ik·xi , (1.14a)
J˜E(k)
.
=
N∑
i=1
[Eivi +∆τ˜i(k) · vi]e
−ik·xi , (1.14b)
with ∆τ˜i(k) being defined by (II:B 6).
1.3. The general formula for the dissipative fluxes
Brey et al. (1981) show that the general expression for the fluxes through second order
is
〈Jα 〉 = 〈Jα 〉Euler − k
β
1 [J
α] · ∇Bβ(r, t)︸ ︷︷ ︸
NSαβ
−gβ2 [J
α] :∇∇Bβ(r, t)︸ ︷︷ ︸
Bαβ
− hβγ2 [J
α] :∇Bβ(r, t)∇Bγ(r, t)︸ ︷︷ ︸
Bαβγ
+
[
∂
∂t
(
k
β
2 [J
α] · ∇Bβ(r, t)
)](1)
︸ ︷︷ ︸
∂B
α
β
. (1.15)
Here the various terms are tersely identified for future reference; NS and B stand for
Navier–Stokes and Burnett, respectively. The indices α and β refer to1 N , P , or E. For
example, in the momentum equation the linear Burnett term generates contributions BPP
and BPE . The various coefficients are defined as
k
β
1 [J˜
α](µ, t)
.
=
∫ ∞
0
ds
∫
dr′ 〈Ĵα(r)e−iL sĴβ(r′)〉0 =
∫ ∞
0
ds 〈Ĵα(r)e−iL sĴ β 〉0,
(1.16a)
k
β
2 [J˜
α](µ, t)
.
=
∫ ∞
0
ds s〈Ĵα(r)e−iL sĴ β 〉0, (1.16b)
g
β
2 [J˜
α](µ, t)
.
=
∫ ∞
0
ds
∫
dr′ 〈Ĵα(r)e−iL sĴβ(r′)〉0(r
′ − r), (1.16c)
h
βγ
2 [J˜
α](µ, t)
.
=
∫ ∞
0
ds
∫
dr′ 〈Ĵα(r)e−iL sQ[Ĵ βA′γ(r′)]〉0. (1.16d)
(Brey writes these formulas with eiL s on the left, which is a permissible manipulation
with the Liouville operator.) As discussed in Part II, the hats denote subtracted quanties.
With previous notation, one has specifically J˜α = (m−1P˜ , τ˜ , J˜E)T. I shall now work out
all of the contributions one by one. Note that all of the terms with α = N vanish because
ĴN = 0. Also, one can make use of the isotropy of the reference state to conclude that
various integrals vanish to lowest order in the gradients — e.g., 〈τ̂ e−iL sĴE 〉 = O(∇).
1In Part II, lower case is used for these indices.
4Finally, one has Bβ = (β(µ−
1
2mu
2), βu, −β)
T
. (Here β is being used as both an index
and as the inverse temperature.)
In the subsequent reductions, one makes use of the various integrals of correlation
functions defined in Eq. (A7) of Brey (1983) and also tabulated in §II:4.2.
2. Navier–Stokes terms (NSαβ)
2.1. Navier–Stokes momentum flux (NSPP )
〈τ 〉
NS
diss = −
∫ ∞
0
ds 〈τ̂ (r)e−iL sĴ P 〉 · ∇BP −
∫ ∞
0
ds 〈τ̂ (r)e−iL sĴ E 〉︸ ︷︷ ︸
0
·∇BE (2.1a)
= −
∫ ∞
0
ds 〈τ̂ij(r)e
−iL sT̂ kl 〉∇l(βuk) (2.1b)
= −[KI(δikδjl + δilδjk) +K
IIδijδkl]
1
T
∇luk (2.1c)
= −
1
T
{KI[(∇u)T + (∇u)] +KII(∇ · u) I} (2.1d)
= −
1
T
[
KI
(
(∇u)T + (∇u)−
2
d
(∇ · u) I
)
+
(
KII +
2
d
KI
)
(∇ · u)I
]
(2.1e)
= −η
(
(∇u) + (∇u)T −
2
d
(∇ · u)I
)
− ζ(∇ · u) I , (2.1f )
where the kinematic and bulk viscosities are
η
.
=
1
T
KI, ζ
.
=
1
T
(
KII +
2
d
KI
)
. (2.2)
Notice that the kinematic, η contribution has been constructed to be traceless.
In the limit of weak coupling, it is well known that the bulk viscosity ζ vanishes. To
show this, one proceeds as follows. One has
ζ δij =
1
dT
∫ ∞
0
ds 〈 τ̂ij(r)e
−iL sTr T̂ 〉. (2.3)
Now
τ̂ (r′) = τ˜ (r′)− I [p(r′) +N ′(r′)pn + E
′(r′)pe]. (2.4)
For the weakly coupled gas, one has p ≈ nT and e ≈ (d/2)nT , so (pn)|e = 0 and
(pe)|n = 2/d. Since those thermodynamic derivatives are constants, one has
T̂ =
∫
dr′ [τ˜ (r′)− p(r′)I ], (2.5)
since
∫
dr′N ′(r′) = 0 and similarly
∫
E′ = 0. Also, one may ignore the internal-energy
contributions to τ˜ and p. Thus,
T̂ →
N∑
i=1
m(wiwi − d
−1〈w2i 〉I) (2.6)
and
Tr T̂ →
N∑
i=1
m(w2i − 〈w
2
i 〉). (2.7)
5In the absence of particle correlations, all particles will be equivalent. The term mw2 −
(d/2)T is the orthogonalized single-particle kinetic energy — a null eigenfunction of the
weakly coupled collision operator that lies in the hydrodynamic subspace. The remainder
of the expression for ζ will involve a weakly coupled Q; thus, ζ vanishes in the limit of
weak coupling.
2.2. Navier–Stokes energy flux (NSEE)
〈JE 〉
NS
diss = −
∫ ∞
0
ds 〈ĴE(r)e−iL sĴ P 〉0︸ ︷︷ ︸
0
·∇BP −
∫ ∞
0
ds 〈ĴE(r)e−iL sĴ E 〉0 · ∇BE
(2.8a)
= −(KIIII) · ∇(−T−1) (2.8b)
= −λ∇T, (2.8c)
where
λ
.
=
1
T 2
KIII. (2.9)
3. Burnett terms
3.1. Linear Burnett terms (Bαβ)
3.1.1. Linear Burnett — momentum (BPE )
〈τ 〉
B1
diss = −
∫ ∞
0
ds
∫
dr′ 〈τ̂ (r)e−iL sĴP (r′)〉0(r
′ − r)︸ ︷︷ ︸
0
:∇∇BP
−
∫ ∞
0
ds
∫
dr′ 〈τ̂ (r)e−iL sĴE(r′)〉(r′ − r) : ∇∇BE (3.1a)
= −[K1(δikδjl + δilδjk) +K2δijδkl]∇k∇l(−T
−1). (3.1b)
Now
∇∇(−T−1) =∇(T−2∇T ) = T−2∇∇T − 2T−3(∇T )(∇T ). (3.2)
Thus,
〈τ 〉
B1
diss = −[T
−2(K1∇∇T +K2∇
2T I)] + 2T−3[2K1(∇T )(∇T ) +K2|∇T |
2I ] (3.3a)
= η3∇∇T + η4∇
2T I + ηB15 (∇T )(∇T ) + η
B1
6 |∇T |
2I , (3.3b)
where
η3
.
= −2T−2K1, η4
.
= −T−2K2, η
B1
5
.
= 4T−3K1, η
B1
6
.
= 2T−3K2. (3.4)
63.1.2. Linear Burnett — energy (BEP )
〈JE 〉
B1
diss = −
∫ ∞
0
ds
∫
dr′ 〈ĴE(r)e−iL sĴP (r′)〉(r′ − r) :∇∇BP
−
∫ ∞
0
ds
∫
dr′ 〈ĴEe−iL sĴE 〉0(r
′ − r)︸ ︷︷ ︸
0
:∇∇BE (3.5a)
= −
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sτ̂jk(r
′)〉0(r
′ − r)l∇k∇l(T
−1uj). (3.5b)
Now
∇k∇l(T
−1uj) = ∇k[T
−1∇luj − T
−2(∇lT )uj] (3.6a)
= T−1∇k∇luj − T
−2[(∇kT )(∇luj) + (∇lT )(∇kuj)]. (3.6b)
Thus,
〈JE 〉
B1
diss = −[K1(δjiδkl + δjlδki) +K2δjkδil]
× [T−1∇l∇kuj − T
−2[(∇lT )(∇kuj) + (∇kT )(∇luj)] (3.7a)
= −{T−1K1[∇
2u+∇(∇ · u)] + T−1K2∇(∇ · u)}
+ T−2K1{2∇T · (∇u) + [(∇u) · ∇T ) +∇T (∇ · u)]}
+ T−2K2[∇T (∇ · u) + (∇u) · ∇T ]} (3.7b)
= −T−1K1∇
2u− T−1(K1 +K2)∇(∇ · u)
+ T−2{K1[2(∇u)
T + (∇u)] +K2(∇u)} · ∇T
+ T−2(K1 +K2)∇T (∇ · u). (3.7c)
Now introduce
S
.
=
1
2
[(∇u)T + (∇u)], Ω
.
=
1
2
[(∇u)T − (∇u)] (3.8)
such that
(∇u)T = S +Ω, (∇u) = S −Ω. (3.9)
The second line of the last equation then becomes
T−2[(3K1 +K2)S + (K1 −K2)Ω] (3.10)
and one finds
〈JE 〉
B1
diss = λ2∇(∇ · u) + λ3∇
2u+ λB14 (∇ · u)∇T + λ
B1
5 S · ∇T + λ
B1
6 Ω · ∇T, (3.11)
where
λ2
.
= −T−1(K1 +K2), λ3
.
= −T−1K1, (3.12)
and
λB14
.
= T−2(K1 +K2), λ
B1
5
.
= T−2(3K1 +K2), λ
B1
6
.
= T−2(K1 −K2). (3.13)
3.2. Nonlinear Burnett terms (Bαβγ)
The terms involving (∇B)(∇B) stem from hβγ2 [J
α](µ, t), which contains Q = 1 − P.
I shall work out the terms coming from the 1 and coming from the P separately.
7I shall signify the various terms by Bαβγ ≡ (1− P)(α, β, γ). (Of course, the P does not
multiply the entire term; this is just a notation.) Note that the β component involves a
total flux J β; thus, there is no β = N contribution.
3.2.1. Nonlinear Burnett — momentum
Since P is odd in velocity, the (β, γ) components must be either both even or both
odd. Therefore,
〈τ 〉
B(2)
diss = (1− P)[(P , E,N) + (P , E,E) + (P ,P ,P )]. (3.14)
(P , E,N):
(P , E,N) = −
∫ ∞
0
ds
∫
dr′ 〈 τ̂ij(r)e
−iL sĴ Ek N
′(r′)〉(r′ − r)l(∇kBE)(∇lBN ) (3.15a)
= −[K3(δikδjl + δilδjk) +K4δijδkl](T
−2∇kT )(∇lBN ) (3.15b)
= −T−2[K3(∇T ∇BN +∇BN ∇T ) +K4(∇T · ∇BN )I ]. (3.15c)
Now
∇BN =∇
[
β
(
µ−
1
2
mu2
)]
→∇(βµ) (3.16a)
= −T−2µ∇T + T−1∇µ. (3.16b)
One can think of µ as depending on T and P . Thus,
∇BN = −
1
T
[
µ
T
−
(
∂µ
∂T p
) ]
∇T +
1
T
[(
∂µ
∂p T
) ]
∇p. (3.17)
One only needs to evaluate the thermodynamic derivatives in the reference ensemble,
so one can use the local thermodynamic relations discussed in §1.1. From (1.11), (3.17)
becomes
∇BN = −T
−2(µ+ Tsn−1)∇T + T−1n−1∇p (3.18a)
= (nT )−1(−hT−1∇T +∇p), (3.18b)
where again h
.
= e+ p and the Euler equation (1.6) was used.
Thus,
(P , E,N) = −(nT 3)−1{K3[∇T (−T
−1h∇T +∇p) + (−T−1h∇T +∇p)∇T ]
+K4∇T · (−T
−1h∇T +∇p) I ] (3.19a)
= (nT 4)−1[2K3h∇T ∇T +K4h|∇T |
2 I ]
− (nT 3)−1[K3(∇T ∇p+∇p∇T ) +K4∇T · ∇p I ] (3.19b)
= η
B
(2)
EN
5 ∇T ∇T + η
B
(2)
EN
6 |∇T |
2 + η
B
(2)
EN
7 (∇T ∇p+∇p∇T ) + η
B
(2)
EN
8 ∇T · ∇p I ,
(3.19c)
where
η
B
(2)
EN
5
.
= 2(nT 4)−1hK3, η
B
(2)
EN
6
.
= (nT 4)−1hK4, (3.20)
and
η
B
(2)
EN
7
.
= −(nT 3)−1K3, η
B
(2)
EN
8
.
= −(nT 3)−1K4. (3.21)
8−P(P , E,N):
− P(P , E,N) =
∫ ∞
0
ds
∫
dr′ 〈 τ̂ij(r)e
−iL sP[Ĵ Ek N
′(r′)]〉(r′ − r)l(∇kBE)(∇lBN ).
(3.22)
Now
P[Ĵ Ek N
′(r′)] = 〈Ĵ Ek N
′(r′)〉︸ ︷︷ ︸
0
+(N ′E′) ∗M −12 ∗ 〈(N
′E′)TĴ Ek N
′(r′)〉︸ ︷︷ ︸
0
+ P ′ ∗M −1PP ∗ 〈P
′Ĵ Ek N
′(r′)〉. (3.23)
The averages vanish because they are vectors, so they must be proportional to u, which
vanishes in the local frame. Because M PP (x,x
′) = mnTδ(x− x′), the last term is∫
dx dx′P ′(x) ·M −1PP (x,x
′) · 〈P ′(x′)Ĵ EN ′(r′)〉0
= (mnT )−1
∫
dxP ′(x) · 〈P ′(x)Ĵ EN ′(r′)〉0. (3.24)
Now
〈P ′(x)Ĵ EN ′(r′)〉 =
〈( N∑
i=1
mwiδ(x− xi)
)
×
[ N∑
j=1
Ejwj +∆τ˜j ·wj −
(
h
n
)
i
wj
]
N ′(r′)
〉
0
. (3.25)
Averaging over velocity restricts j to i. Thus,
〈P ′(x)Ĵ EN ′(r′)〉 =
N∑
i=1
〈
δ(x− xi)mwi
[
EiI +∆τ˜i −
(
h
n
)
i
I
]
·wiN
′(r′)
〉
0
(3.26a)
= T I
N∑
i=1
〈
δ(x− xi)
[
5
2
T + Ui +
1
3
Tr∆τ˜i −
(
h
n
)
i
]
N ′(r′)
〉
0
(3.26b)
= T I
〈(
h
n
)′
(x)N ′(r′)
〉
0
. (3.26c)
One may replace 〈. . .〉0 ≈ 〈. . .〉B. Then
〈P ′(x)Ĵ EN ′(r′)〉 = nT I
δh(x)
δ[(βµ)(r′)]
. (3.27)
The functional derivative essentially gives back a δ(x− r′), so performing the integral in
the projection brings one to
−P(P , E,E) = [K20(δikδjl + δilδjk) +K21δijδkl]
×
[
∂
∂(βµ)
(
h
mn
)]
β
(T−2∇kT )[(nT )
−1(−hT−1∇lT +∇lp]. (3.28)
From the Gibbs–Duhem relation
s dT − dp+ n dµ = 0 (3.29)
9at constant T , one finds (
∂χ
∂(βµ) β
)
= nT
(
∂χ
∂p T
)
. (3.30)
Thus, the pressure term gives a contribution
− P(P , E,N)∇p = η
B
(2)
PEN
7 (∇T ∇p+∇p∇T ) + η
B
(2)
PEN
8 (∇T · ∇p), (3.31)
where
η
B
(2)
PEN
7
.
= T−2
∂
∂p
(
h
mn
)
K20, η
B
(2)
PEN
8
.
= T−2
∂
∂p
(
h
mn
)
K21. (3.32)
The remaining term in −h∇T will be canceled by a contribution from −P(P , E,E).
(P , E,E):
(P , E,E) = −
∫ ∞
0
ds
∫
dr′ 〈 τ̂ij(r)e
−iL sĴ Ek E
′(r′)〉(r′ − r)l(∇kBE)(∇lBE) (3.33a)
= −[K5(δikδjl + δilδjk) +K6δijδkl]T
−4∇kT∇lT (3.33b)
= −T−4[2K5∇T ∇T +K6|∇T |
2 I ] (3.33c)
= η
B
(2)
EE
5 ∇T ∇T + η
B
(2)
EE
6 |∇T |
2I , (3.33d)
where
η
B
(2)
EE
5
.
= −2T−4K5, η
B
(2)
EE
6
.
= −T−4K6. (3.34)
−P(P , E,E):
The evaluation of this term proceeds along the same lines as for −P(P , E,N), and
leads to a contribution proportional to
δ
δ[−β(r′)]
(
h(x)
mn
)
T−4∇T ∇T. (3.35)
Now (
∂
∂(−β) βµ
)
=
(
∂
∂(−β) p
)
+
(
∂p
∂(−β) βµ
) (
∂
∂p T
)
(3.36a)
= T 2
(
∂h
∂T p
)
+ T 2
(
∂p
∂T βµ
) (
∂h
∂p T
)
. (3.36b)
To evaluate ∂p/∂T , rewrite the Gibbs–Duhem relation
s dT − dp+ n dµ = 0 (3.37)
as
s dT − dp+ nβ−1d(βµ) − nµ β dβ︸︷︷︸
dT/T
= 0 (3.38)
or at constant βµ, (
∂p
∂T βµ
)
= β(Ts+ nµ) = βh. (3.39)
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The ∂/∂p term cancels with the ∇T term in −P(P , E,N). Thus, one gets a contribution
− P(P , E,E)∇T = η
B
(2)
PEE
5 ∇T ∇T + η
B
(2)
PEE
6 |∇T |
2, (3.40)
where
η
B
(2)
PEE
5
.
= T−2
[
∂
∂T
(
h
mn
)]
p
K20, η
B
(2)
PEE
6
.
= T−2
[
∂
∂T
(
h
mn
)]
p
K21. (3.41)
(P ,P ,P ):
(P ,P ,P ) = −
∫ ∞
0
ds
∫
dr′ 〈 τ̂ij(r)e
−iL sT̂klG
′
m(r
′)〉0(r
′ − r)n∇l(T
−1uk)∇n(T
−1um)
(3.42a)
= −{K7δijδklδmn +K8δij(δkmδln + δknδlm)
+K9δkl(δimδjn + δinδjm) +K10δmn(δikδjl + δilδjk)
+K11[δkm(δilδjn + δjlδin) + δlm(δikδjn + δjkδin)]
+K12[δkn(δilδjm + δjlδim) + δln(δikδjm + δjkδim)]}
× T−2(∇luk)(∇num) (3.42b)
= −T−2K7(∇ · u)
2 I − T−2K8(∇luk)(∇luk +∇kul) I
− T−2{K9(∇ · u)[(∇u)
T + (∇u)] +K10(∇ · u)[(∇u)
T + (∇u)]}
− T−2K11[(∇iuk)(∇juk) + (∇juk)(∇iuk)
+ (∇lui)(∇jul) + (∇luj)(∇iul)]
− T−2K12[(∇iuk)(∇kuj) + (∇juk)(∇kui)
+ (∇lui)(∇luj) + (∇luj)(∇lui)]. (3.42c)
= −T−2K7(∇ · u)
2I − T−2K8(S +Ω) : (2S)I − T
−2(K9 +K10)(∇ · u)(2S)
− T−2{K11[2(∇u) · (∇u)
T + (∇u)T · (∇u)T + (∇u) · (∇u)]
+K12[(∇u) · (∇u) + (∇u)
T
· (∇u)T + 2(∇u)T · (∇u)]}. (3.42d)
The last two lines are
− T−2{K11[2(S −Ω) · (S +Ω) + (S +Ω) · (S +Ω) + (S −Ω) · (S −Ω)]
+K12[(S −Ω) · (S −Ω) + (S +Ω) · (S +Ω) + 2(S +Ω) · (S −Ω) (3.43a)
= −T−2[4(K11 +K12)S · S + 2(K11 −K12)(S ·Ω −Ω · S). (3.43b)
Thus,
(P ,P ,P ) = η
B
(2)
PP
9 (∇ · u)I + η
B
(2)
PP
10 S : S + η
B
(2)
PP
11 (∇ · u)S
+ η
B
(2)
PP
12 S · S + η
B
(2)
PP
13 (S ·Ω −Ω · S), (3.44a)
where
η
B
(2)
PP
9
.
= −T−2K7, η
B
(2)
PP
10
.
= −2T−2K8, η
B
(2)
PP
11
.
= −2T−2(K9 +K10), (3.45)
and
η
B
(2)
PP
12
.
= −4T−2(K11 +K12), η
B
(2)
PP
13
.
= −2T−2(K11 −K12). (3.46)
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−P(P ,P ,P ):
− P(P ,P ,P ) =
∫ ∞
0
ds
∫
dr′ 〈 τ̂ij(r)e
−iL sPT̂mnG
′
s(r
′)〉(r′ − r)lT
−2(∇num)(∇lus).
(3.47)
Symmetry implies that only P ′ enters the projection. Thus, one needs to calculate
〈P ′(x)T̂ P ′(r′)〉kmns. Recall that
τ̂ = τ − I(p+N ′pn + E
′pe). (3.48)
Therefore,
T̂ = T − I
[ ∫
dy p(y) +
(
E˜ −
∫
dy e(y)
)(
∂p
∂e n
)
︸ ︷︷ ︸
pe
]
. (3.49)
[Note
∫
dyN ′(y) = 0.] One thus has
〈P ′(x)T̂ P ′(r′)〉 = m
∑
ijk
〈
δ(x− xi)δ(r
′ − xk)
×
[
mwi(mwjwj +∆τj)− IN
−1
(∫
p+
∑
l
(El − 〈El 〉)
)]
wk
〉
.
(3.50a)
Consider the integration over velocity directions. If k 6= i, this vanishes. There are then
the possibilities j 6= i (with l = j and λ6=j) and j = i. For j 6= i, one has〈
mwjwj +∆τj − IN − 1
∫
p
〉
= 0. (3.51)
The energy terms contribute
− Imn〈mwiwi(Ei − 〈Ei〉)〉 = −aδksδmn, (3.52)
where
a =
1
3
〈
mw2
(
1
2
m(w2 − 〈w2 〉)
)〉
=
1
6
T 2(15− 9) = T 2. (3.53)
Remaining is
m2
〈
w
(
ww −
1
3
〈w2 〉I
)
w
〉
kmns
= aδksδmn + b(δkmδns + δknδms). (3.54)
Taking traces with (ks) and (mn) gives
3(3a+ 2b) = m2〈w2(w2 − 〈w2 〉)〉 = 6. (3.55)
Taking traces with (km) and (ns) gives
3a+ 12b = 〈w2w2 − 13 〈w
2 〉w2〉 = 15− 3 = 12. (3.56)
The solution of the system
3a+ 2b = 2, (3.57a)
3a+ 12b = 12 (3.57b)
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is a = 0 and b = 1. Therefore,
〈P ′(x)T̂ P ′(r′)〉kmns = mnT
2δ(x− r′)(δkmδns + δknδms − pe δksδmn). (3.58)
Upon dividing by mnT (from M PP ) and performing the integral over x, one has
− P(P ,P ,P )
= T−1[K20(δikδjl + δilδjk) +K21δijδkl]
× [δkmδns + δknδms − pe δksδmn](∇num)(∇lus) (3.59a)
= T−1[K20(δikδjl + δilδjk) +K21δijδkl]
× [(∇nuk)(∇lun) + (∇kum)(∇lum)− pe (∇ · u)(∇luk)] (3.59b)
= T−1K20{(∇nui)(∇jun) + (∇nuj)(∇iun) + (∇ium)(∇jum) + (∇jum)(∇ium)
− pe(∇ · u))[(∇jui) + (∇iuj)]}
+ T−1K21δij [(∇nul)(∇lun) + (∇kum)(∇kum)− pe(∇ · u)
2] (3.59c)
= T−1K20[(∇u)
T
· (∇u)T + (∇u) · (∇u) + (∇u) · (∇u)T + (∇u) · (∇u)T
− pe(∇ · u)((∇u)
T + (∇u))]
+ T−1K21I{Tr[(∇u)
T + (∇u)] · (∇u)]− pe(∇ · u)
2} (3.59d)
= T−1K20[4S · S + 2(S ·Ω −Ω · S)− 2pe(∇ · u)S] + T
−1K21I [2S : S − pe(∇ · u)
2]
(3.59e)
= η
B
(2)
PPP
12 S · S + η
B
(2)
PPP
13 (S ·Ω −Ω · S) + η
B
(2)
PPP
11 (∇ · u)S
+ η
B
(2)
PPP
10 S : S + η
B
(2)
PPP
9 (∇ · u)
2I , (3.59f )
where
η
B
(2)
PPP
9
.
= −T−1peK21, η
B
(2)
PPP
10
.
= 2T−1K21, (3.60)
and
η
B
(2)
PPP
11
.
= −2T−1peK20, η
B
(2)
PPP
12
.
= 4T−1K20, η
B
(2)
PPP
13
.
= 2T−1K20. (3.61)
3.2.2. Nonlinear Burnett — energy
Again there are no β = N terms, so
〈JE 〉
B(2)
diss = (E,P , N) + (E,P , E) + (E,E,P ). (3.62)
(E,E,P ):
(E,E,P ) = −
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sĴ Ej G
′
k 〉(r
′ − r)l[∇j(−T
−1)](∇l(T
−1uk)
(3.63a)
= −(K13δijδkl +K14δikδjl +K15δilδjk)T
−3(∇jT )(∇luk) (3.63b)
= −T−3[K13(∇ · u)∇T +K14(∇u)
T
· ∇T +K15(∇u) · ∇T ] (3.63c)
= λ
B
(2)
EP
4 (∇ · u)∇T + λ
B
(2)
EP
5 S · ∇T + λ
B
(2)
EP
6 Ω · ∇T, (3.63d)
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where
λ
B
(2)
EP
4
.
= −T−3K13, λ
B
(2)
EP
5
.
= −T−3(K14 +K15), λ
B
(2)
EP
6
.
= −T−3(K14 −K15).
(3.64)
−P(E,E,P ):
−P(E,E,P ) = T−3
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sP[Ĵ Ej G
′
k(r
′)]〉(r′ − r)l(∇jT )(∇luk).
(3.65a)
By symmetry, only the scalar quantities enter the projection. One thus needs to work
out 〈N ′(x)Ĵ EP ′(r′)〉 and 〈E′(x)Ĵ EP ′(r′)〉. Then
−P(E,E,P ) = T−3
(∫∞
0
ds
∫
dr′ 〈ĴEi e
−iL sN ′(x)〉(r′ − r)l∫∞
0 ds
∫
dr′ 〈ĴEi e
−iL sE′(x)〉(r′ − r)l
)T
·M −12 (x,x
′) ·
(
〈N ′(x′)Ĵ Ej G
′
k(r
′)〉
〈E′(x′)Ĵ Ej G
′
k(r
′)〉
)
(∇jT )(∇luk). (3.66a)
From Novikov’s theorem for arbitrary A (= N ′ or E′),
M −12 (x,x
′) ·
(
〈N ′(x′)Ĵ Ej G
′
k(r
′)〉
〈E′(x′)Ĵ Ej G
′
k(r
′)〉
)
=

〈
δ[Ĵ EP ′(r′)]
δN ′(x)
〉
〈
δ[Ĵ EP ′(r′)]
δE′(x)
〉
 . (3.67)
Now
Ĵ EP ′(r′) =
N∑
i=1
[Eivi +∆τi · vi − (h/n)vi]
N∑
j=1
mvjδ(r
′ − xj). (3.68)
Because N ′ and E′ are scalars, one can average over the velocity angles. Individual
particles are uncorrelated, so j = i. Isotropy makes the result proportional to the unit
tensor. Thus,
〈Ĵ EP ′(r′)〉Ω =
N∑
i=1
[(
1
2
mv2i + Ui
)
1
3
mv2i I +∆τ
(
1
3
mv2i
)
−
(
h
n
)(
1
3
mv2i
)
I
]
δ(r′−xi).
(3.69)
Now average over velocity magnitudes:
〈Ĵ EP ′(r′)〉
v
=
N∑
i=1
[(
5
2
T 2 + TUi
)
I +∆τi −
(
h
n
)
T I
]
δ(r′ − xi). (3.70)
After the remaining average, the entire result will be proportional to I , so ∆τi →
1
3 Tr∆τ .
Note that the last, h term is proportional to N˜(r′). One has
−
(
h
n
)
N˜ = −
(
h
n
)
N ′ − h, (3.71)
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so
〈Ĵ EP ′(r′)〉
v
= T
[
3
2
N ′(r′)T + U ′(r′)︸ ︷︷ ︸
E′
+P ′(r′)−
(
h
n
)
N ′(r′)
]
, (3.72)
where the identification with E′ is made at constant T . Thus,
M −12 (x,x
′) ·
(
〈N ′(x′)Ĵ Ej G
′
k(r
′)〉
〈E′(x′)Ĵ Ej G
′
k(r
′)〉
)
=

〈
δ[Ĵ EP ′(r′)]
δN ′(x)
〉
〈
δ[Ĵ EP ′(r′)]
δE′(x)
〉
 (3.73a)
= T

〈
δ
δN ′(x)
[
E′(r′) + P ′(r′)−
(
h
n
)
N ′(r′)
]〉
〈
δ
δE′(x)
[
[E′(r′) + P ′(r′)−
(
h
n
)
N ′(r′)
]〉

(3.73b)
= T

〈
δP ′(r′)
δN ′(x)
−
(
h
n
)
δ(x− r′)
〉
δ(x− r′) +
〈
δP ′(r′)
δE′(x)
〉
 (3.73c)
and
−P(E,E,P ) = T−2
[
K22
(
∂p
∂n
−
h
n
)
+K23
(
1 +
∂p
∂e
)]
(∇jT ) (∇iuj)︸ ︷︷ ︸
S −Ω
. (3.74a)
= λ
B
(2)
PEP
5 S · ∇T + λ
B
(2)
PEP
6 Ω · ∇T, (3.74b)
where
λ
B
(2)
PEP
5
.
= T−2K22
(
∂p
∂n
−
h
n
)
+K23
(
1 +
∂p
∂e
)
, (3.75a)
λ
B
(2)
PEP
6
.
= −T−2
[
K22
(
∂p
∂n
−
h
n
)
+K23
(
1 +
∂p
∂e
)]
. (3.75b)
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(E,P , N):
(E,P , N) = −
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sT̂jkN
′〉(r′ − r)l[∇k(T
−1uj)](∇lBN ) (3.76a)
= −T−1[K16(δijδkl + δikδjl) +K17δilδjk](∇kuj)(∇lBN) (3.76b)
= −T−1[2K16S · ∇BN +K17(∇ · u)∇BN (3.76c)
= −(nT 2)−1[2K16S · (−hT
−1
∇T +∇p)
+K17(∇ · u)(−hT
−1
∇T +∇p)] (3.76d)
= λ
B
(2)
PN
4 (∇ · u)∇T + λ
B
(2)
PN
5 S · ∇T + λ
B
(2)
PN
7 S · ∇p+ λ
B
(2)
PN
8 (∇ · u)∇p,
(3.76e)
where
λ
B
(2)
PN
4
.
= (nT 3)−1hK17, λ
B
(2)
PN
5
.
= 2(nT 3)−1hK16, (3.77)
and
λ
B
(2)
PN
7
.
= −2(nT 2)−1K16, λ
B
(2)
PN
8
.
= −(nT 2)−1K17. (3.78)
−P(E,P , N):
−P(E,P , N) = T−1
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sPT̂jkN
′ 〉(r′ − r)l(∇kuj)(∇lBN )
(3.79a)
= (nT 2)−1
(∫∞
0 ds
∫
dr′ 〈ĴEi e
−iL sN ′(x)〉(r′ − r)l∫∞
0 ds
∫
dr′ 〈ĴEi e
−iL sE′(x)〉(r′ − r)l
)T
·M −12 (x,x
′) ·
(
〈N ′(x′)T̂jkN ′(r′)〉
〈E′(x′)T̂jkN ′(r′)〉
)
(∇kuj)(−hT
−1∇lT +∇lp).
(3.79b)
By symmetry,
〈N ′(x)T̂jkN
′(r′)〉 =
1
3
〈N ′(x′)Tr T̂ N ′(r′)〉δjk (3.80a)
= −
〈
N ′(x′)
(∫
dy [N ′(y)pn(y) + E
′(y)pe(y)]
)
N ′(r′)
〉
δjk.
(3.80b)
By Novikov’s theorem for arbitrary A,
V
.
=
∫
dxA(x)M −12 (x,x
′) ·
∫
dxA(x)
(
〈N ′(x′)T̂jkN ′(r′)〉
〈E′(x′)T̂jkN
′(r′)〉
)
=

〈
δ
δN ′(x)
[(∫
dy [N ′(y)pn(y) + E
′(y)pe(y)]
)
N ′(r′)
]〉
〈
δ
δE′(x)
[(∫
dy [N ′(y)pn(y) + E
′(y)pe(y)]
)
N ′(r′)
]〉
 . (3.81a)
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In the first line, the expectation vanishes if the δ/δN ′ operates on either of the N ′’s.
Thus,
V =
∫
dxA(x)

〈
N ′(r′)
∫
dy
(
N ′(y)
δpn(y)
δN ′(x)
+ E′(y)
δpe(y)
δN ′(x)
)〉
〈
N ′(r′)
∫
dy
(
N ′(y)
δpn(y)
δE′(x)
+ E′(y)
δpe(y)
δE′(x)
)〉
 (3.82a)
≈ A(r′)

∂
∂(βµ)
(
∂p
∂n
)
∂
∂(βµ)
(
∂p
∂e
)
 . (3.82b)
Thus,
−P(E,P , N) = (nT 2)−1
[
K22
∂
∂(βµ)
(
∂p
∂n
)
+K23
∂
∂(βµ)
(
∂p
∂e
)]
× (∇ · u)(−hT−1∇T +∇P ) (3.83a)
= T−1
[
K22
∂
∂p
(
∂p
∂n
)
+K23
∂
∂p
(
∂p
∂e
)]
(∇ · u)(−hT−1∇T +∇p).
(3.83b)
In obtaining the last line, I used the result(
∂
∂(βµ) β
)
= nT
∂
∂p
, (3.84)
which was derived in (3.30). The term in (∇ · u)∇p is thus
λ
B
(2)
PPN
8 (∇ · u)∇p, (3.85)
where
λ
B
(2)
PPN
8
.
=
∂
∂p
(
∂p
∂n
)
K22 +
∂
∂p
(
∂p
∂e
)
K23. (3.86)
The term in ∇T will cancel against a contribution from −P(E,P , E).
(E,P , E):
(E,P , E) = −
∫ ∞
0
ds
∫
dr′ 〈ĴEi (r)e
−iL sT̂jkE
′ 〉(r′ − r)l[∇k(T
−1uj)](∇lBE) (3.87a)
= −T−3[K18(δijδkl + δikδjl) +K19δilδjk](∇kuj)(∇lT ) (3.87b)
= −T−3[2K18S · ∇T +K19(∇ · u)∇T ] (3.87c)
= λ
B
(2)
PE
4 (∇ · u)∇T + λ
B
(2)
PE
5 S · ∇T, (3.87d)
where
λ
B
(2)
PE
4
.
= −T−3K19 λ
B
(2)
PE
5
.
= −2T−3K18. (3.88)
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−P(E,P , E):
The evaluation of P(E,P , E) proceeds similarly to that for P(E,P , N), and leads to
− P(E,P , E) = T−3
[
K22
∂
∂(−β)
(
∂p
∂n
)
+K23
∂
∂(−β)
(
∂p
∂e
)]
(∇ · u)∇T. (3.89)
Now (
∂
∂(−β) (βµ)
)
= T 2
(
∂
∂T (βµ)
)
. (3.90)
We have (
∂
∂T (βµ)
)
=
(
∂
∂T p
)
+
(
∂p
∂T (βµ)
) (
∂
∂p T
)
, (3.91)
where the result (
∂p
∂T (βµ)
)
= βh (3.92)
was derived in (3.39). The ∂/∂p term cancels with the ∇T term in −P(E,P , N). Thus,
the ∇T contributions from the E projections are
− [P(E,P , N) + P(E,P , E)]∇T = λ
B
(2)
PP (N+E)
4 (∇ · u)∇T, (3.93)
where
λ
B
(2)
PP (N+E)
4
.
= T−1
∂
∂T
(
∂p
∂n
)
K22 + T
−1 ∂
∂T
(
∂p
∂e
)
K23. (3.94)
3.3. Nonlinear Burnett terms — time derivatives
The nonlinear Burnett terms relating to first-order time derivatives are[
∂
∂t
(
k
β
2 [J
α](µ, t) · ∇Bβ(r, t)
)](1)
︸ ︷︷ ︸
Bα∂tkβ + B
α∂tBβ
, (3.95)
where
k
β
2 [J˜
α](µ, t)
.
=
∫ ∞
0
ds
∫
dr′ s 〈Ĵα(r)e−iL sĴβ(r′)〉 =
∫ ∞
0
ds s〈Ĵα(r)e−iL sĴ β 〉0.
(3.96)
3.3.1. Nonlinear Burnett — momentum (∂t)
Note that N̂ = 0, so (P , N)∂t = 0.
(P ,P )∂t :
(P ,P )∂t =
∂
∂t
( ∫ ∞
0
ds s 〈τ̂ (r)e−iL sT̂ 〉ijkl︸ ︷︷ ︸
KIV(δikδjl + δilδjk) +K
Vδijδkl
: [∇(βu)]kl
)(1)
. (3.97a)
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One needs
∇∂t(βu) =∇(−T
−2∂tT u+ T
−1∂tu) (3.98a)
= −T−2(∂tT )(∇u)− T
−2(∇T )(∂tu) + T
−1
∇(∂tu). (3.98b)
The momentum equation is through first order
∂tu = −u · ∇u− (mn)
−1
∇p. (3.99)
Hence
∇∂t(βu) = −T
−2(∂tT )(∇u) + [. . . ], (3.100)
where
[. . . ]
.
= (mnT 2)−1(∇T )(∇p)−T−1[(∇u)·(∇u)+(mn)−1∇∇p−(mn)−1(n−1∇n)(∇p)].
(3.101)
Define
α
.
= −
1
n
(
∂n
∂T p
)
(expansion coefficient), (3.102a)
κT
.
=
1
n
(
∂n
∂p T
)
(isothermal compressibility) (3.102b)
Then the contribution from ∂t∇(βu) is
[KIV(δikδjl + δilδjk) +K
Vδijδkl]
× {−T−2(∂tT )(∇u)
+ [(mnT )−1(T−1 − α)(∇T )(∇p)
− T−1(∇u) · (∇u)− (mnT )−1∇∇p+ (mnT )−1κT (∇p)(∇p)]}, (3.103)
where the [. . . ] piece is
(mn)−1η1(T
−1 − α)(∇T ∇p+∇p∇T ) + (mn)−1η2(T
−1 − α)∇T · ∇p
− 2η1[S · S +Ω ·Ω]− η2(S : S +Ω : Ω)
− 2(mn)−1η1(∇∇p− κT∇p∇p)− (mn)
−1η2(∇
2p− κT |∇p|
2) (3.104)
with
η1
.
= T−1KIV, η2
.
= T−1KV. (3.105)
The first term combines with the time derivative of the K’s to give
2(∂tη1)S + (∂tη2)(∇ · u)I . (3.106)
If one uses n and s as variables, the time derivatives can be worked out in terms of
∂tn = −∇ · (nu)→ −n∇ · u and ∂ts. To find the entropy equation, begin with
ds = β(de − µ dn). (3.107)
Thus, to first order,
∂ts = β(∂te− µ∂tn) (3.108a)
= β(−h∇ · u+ nµ∇ · u) = −β(e+ p− nµ)(∇ · u) (3.108b)
= −s∇ · u. (3.108c)
In a homogeneous ensemble, one can choose a constant of integration that makes
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s(n, T ) = 0. Assume that this can still be done to lowest order in the gradients in the
reference ensemble. Then the derivatives of the η’s do not enter, and one obtains
(P ,P )∂t = −2n
(
∂η1
∂n s
)
(∇ · u)S − n
(
∂η2
∂n s
)
(∇ · u)2I . (3.109)
(P , E)∂t :
(P , E)∂t =
∂
∂t
(∫ ∞
0
ds s 〈τ̂ (r)e−iL sĴ E 〉 · (T−2∇T )
)(1)
. (3.110)
By symmetry, the expection (a third-rank tensor) vanishes to lowest order, but in general
it can be built from a gradient such as ∇T . Since it vanishes to lowest order, the time
derivatives of the T factors do not enter through second order. Thus, one only needs to
evaluate ∂t〈τ̂e
−iL sĴ E 〉. It can be shown that the contribution from this term cancels
the T−1 term in the (T−1 − α) factors in (3.103). For more detailed discussion, see the
closely related calculation in §3.3.2.
3.3.2. Nonlinear Burnett — energy (∂t)
Note that N̂ = 0, so (P , N)∂t = 0.
(E,P )∂t :
(E,P )∂t =
∂
∂t
(∫ ∞
0
ds s 〈ĴE(r)e−iL sT̂ 〉 : [∇(T−1u)]
)(1)
. (3.111)
The expectation is a third-rank tensor. By symmetry in velocity space, it vanishes to
lowest order; however, in general it does not vanish, as it can be built from a vector such
as u.
Since the expectation vanishes to lowest order, the term in ∂t(∇u) will not contribute
through second order in the gradients. Thus, one need to calculate
T
.
=
∂
∂t
(∫ ∞
0
ds s 〈ĴE(r)e−iL sT̂ 〉
)
. (3.112)
One has
ĴE =
∫
dk
(2pi)3
eik·(r−xi)
N∑
i=1
[
E˜ivi +∆τ˜i(k) · vi −
(
h
n
)
vi
]
, (3.113a)
T̂ =
N∑
i=1
m[vivi +∆τ˜i(0)]− I
∫
dy [p+N ′pn + E
′pe)(y)]. (3.113b)
Contributions to the time derivative come from the projected parts of ĴE and T̂ , as well
as from the time derivative of f0. The integrals of the projections leave leave expectations
that are odd in velocity, so those will be proportional to u, which one can take to vanish.
Thus, we focus on ∂tf0. One has
f0 = e
−βE˜0/Z0, (3.114)
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where
E˜0
.
=
N∑
i=1
(
1
2
m(vi − u)
2 + U˜i
)
, Z0
.
=
∫
dΓ e−βE˜ . (3.115)
Thus,
∂tf0 = (−β)(−∂tu) ·
N∑
i=1
m(vi − u)f0 − ∂tβ E˜0f0
− f0
〈(
(−β)(−∂tu) ·
N∑
i=1
m(vi − u)− ∂tβ E˜0
)〉
(3.116a)
= β(∂tu) ·
( N∑
i=1
mwi
)
f0 − (∂tβ)E˜
′
0f0. (3.116b)
The ∂tβ term again leads to an expectation that is odd in velocity, which one can ignore.
Thus, one finds that
T = β(∂tu)·
∫ ∞
0
ds s
∫
dk
(2pi)3
〈
eik·(r−xi)
N∑
i=1
×
[
E˜imwiwi +mwi∆τ˜i(k) ·wi −
(
h
n
)
mwiwi
]
e−iL sT̂
〉
. (3.117)
From the Euler equation for u, one can replace ∂tu → −(mn)
−1
∇p. Now the integral
β
∫∞
0 ds s . . . has the same dimensions as
∫∞
0 ds s 〈τ̂e
−iL sT̂ 〉, so it can be written as
that term plus a correction:
[. . . ] = (E˜i − T )mwiwi + Tmwiwi +m
(
wiwi −
1
3
〈w2 〉I
)
: ∆τ˜i(k) + T∆τ˜i(k)
−
(
h
n
)
m
(
wiwi −
1
3
〈w2 〉I
)
−
(
h
n
)
IT (3.118a)
= T [mwiwi +∆τ˜i(k)− n
−1I(p+N ′pn + E
′pe)]
+ (E˜i − T )m
(
wiwi −
1
3
〈w2 〉I
)
+ (E˜i − T )T I +m
(
wiwi −
1
3
〈w2 〉I
)
: ∆τ˜i(k)
−
(
h
n
)
m
(
wiwi −
1
3
〈w2 〉I
)
− n−1eT I + n−1I(N ′pn + E
′pe). (3.118b)
The first line leads to contributions
− (mn)−1∇p · [KIV(δikδjl + δilδjk) +K
Vδijδkl](T
−1∇luk)
= λ∂
BE
P
7 S · ∇p+ λ
∂B
E
P
8 (∇ · u)∇p, (3.119a)
where
λ∂
BE
P
7
.
= −2(mn)−1η1, λ
∂B
E
P
8
.
= −(mn)−1η2, (3.120)
η1 and η2 having already been defined in (3.105).
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(E,E)∂t :
(E,E)∂t =
∂
∂t
(∫ ∞
0
ds s 〈ĴEe−iL sĴ E 〉︸ ︷︷ ︸
KVII
·∇BE
)(1)
. (3.121a)
First let us calculate ∂t∇BE. One has
∇∂tBE =∇∂t(−T
−1) (3.122a)
=∇(T−2∂tT ) (3.122b)
= −2T−3(∂tT )∇T + T
−2
∇(∂tT ). (3.122c)
It is convenient to express T in terms of n and e, which have simple Euler equations:
∂tT (n, e) = Tn(∂tn) + Te(∂te) (3.123a)
= −[Tn(n∇ · u+ u · ∇n) + Te(h∇ · u+ u · ∇e)]. (3.123b)
For ∂tT itself, after setting u = 0,
∂tT → −(nTn + hTe)(∇ · u). (3.124)
Now one can show that
nTn + hTe = Tpe, (3.125)
so the Euler temperature equation is2
∂tT = −Tpe∇ · u. (3.126)
To prove (3.125), note that from
de = T ds+ µ dn (3.127)
one has
0 = T ds+ µ dn (e = const), (3.128a)
de = T ds (n = const). (3.128b)
Thus, upon expressing p = p(n, s),(
∂p
∂e n
)
=
(
∂s
∂e n
) (
∂p
∂s n
)
=
1
T
(
∂p
∂s n
)
, (3.129a)(
∂T
∂n e
)
=
(
∂T
∂n s
)
+
(
∂s
∂n e
) (
∂T
∂s n
)
=
(
∂T
∂n s
)
−
( µ
T
)(∂T
∂s n
)
, (3.129b)(
∂T
∂e n
)
=
(
∂s
∂e n
) (
∂T
∂s n
)
=
1
T
(
∂T
∂s n
)
. (3.129c)
Then
n (Tn)|e+ h (Te)|n = n (Tn)|s+ T
−1(−nµ+ e+ p︸ ︷︷ ︸
s
) (Ts)|n. (3.130)
From the Gibbs–Duhem relation,
0 = s dT − dp+ n dµ, (3.131)
2When the ideal-gas values of p and e are used, (3.126) reduces to 3
2
n∂tT = −nT∇ · u, which
is the Euler part of the familiar Braginskii temperature equation.
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so
(ps)|n = s (Ts)|n+ n (µs)|n. (3.132)
The relationship is then proven if
(µs)|n = (Tn)|s. (3.133)
But this is the Maxwell relation that follows from
de = T ds+ µ dn. (3.134)
Thus,
∇∂tBE = 2T
−2
(
∂p
∂e n
)
(∇·u)∇T −T−2∇[Tn(n∇·u+u ·∇n)+Te(h∇·u+u ·∇e)].
(3.135)
The last term is −T−2[. . . ], where
[. . . ] = (∇Tn)n(∇ · u) + (∇Te)h(∇ · u)
+ Tn[(∇n)(∇ · u) + n∇(∇ · u) + (∇u) · ∇n]
+ Te[(∇h)(∇ · u) + h∇(∇ · u) + (∇u) · ∇e]. (3.136a)
= (∇Tn)n(∇ · u) + (∇Te)h(∇ · u)
+ (nTn + hTe)∇(∇ · u) + (∇ · u)I(Tn∇n+ Te∇h)
+ (∇u) · (Tn∇n+ Te∇e) (3.136b)
= [∇(nTn + hTe)](∇ · u) + (nTn + hTe)∇(∇ · u) + (∇u) · ∇T (3.136c)
=
[
∂(Tpe)
∂T
∇T +
∂(Tpe)
∂p
∇p
]
(∇ · u) + Tpe∇(∇ · u) + (∇u) · ∇T. (3.136d)
The full set of terms one needs to calculate is
(∂tK
VI)T−2∇T +KVI∇∂tBE . (3.137)
Now KVI depends on time only through its dependence on the state variables. It is
convenient to view it as a function of n and s, since the Euler equation for s is trivial.
Thus,
∂tK
VI =
(
∂KVI
∂n s
)
(∂tn) = −
[
n
(
∂KVI
∂n s
)
+ s
(
∂KVI
∂s n
) ]
(∇ · u). (3.138)
One therefore has
(∂tK
VI)T−2∇T = −
[
n
(
∂KVI
∂n s
)
+ s
(
∂KVI
∂s n
) ]
(∇ · u)T−2∇T (3.139a)
=
[
−n
∂
∂n
(T−2KVI)− 2T−3n
(
∂T
∂n s
)
KVI − s
(
∂KVI
∂s n
) ]
(∇ · u)∇T.
(3.139b)
The second term adds to the first term of (3.135) to give
2T−3(∇ · u)∇T
[
T
(
∂p
∂e n
)
− n
(
∂T
∂n s
) ]
KVI = 2T−3(∇ · u)∇T
[
s
(
∂T
∂s n
) ]
KVI;
(3.140)
adding that to the third term gives a correction
− s
∂
∂s
(T−2KVI)(∇ · u)∇T (3.141)
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which vanishes with s = 0. (Compare the analogous situation with η1.)
If one defines
λ1
.
= T−2KVI, (3.142)
then
(E,E)∂t = −n
(
∂λ1
∂n s
)
− λ1
∂
∂T
[(
∂p
∂e
)
n
]
(∇ · u)∇T − λ1T
∂
∂p
[(
∂p
∂e n
) ]
(∇ · u)∇P
− λ1T
(
∂p
∂e n
)
∇(∇ · u)− λ1(S −Ω) · ∇T, (3.143)
which generates all of the λ1 terms in Eq. (A2) of Brey (1983).
4. Summary of the dissipative fluxes
Here I summarize the dissipative fluxes that have been derived. The results agree with
those of Brey (1983), although I have slightly reordered some of the terms.
The dissipative part of the momentum flux is
τdiss = −η
(
(∇u) + (∇u)T −
2
d
(∇ · u)I
)
− ζ(∇ · u) I
+ η3∇∇T + η5∇T ∇T
+ [η7 − (mn)
−1αη1](∇T ∇p+∇p∇T )− 2(mn)
−1η1(∇∇p− κT∇p∇p)
+
[
η11 − 2n
(
∂η1
∂n s
)
︸ ︷︷ ︸
∂B
P
P
]
(∇ · u)S + (η12 − 2η1)S · S
T + 2η1Ω ·Ω
T
+ η13(S
T
·Ω +ΩT · S)
+ I
{
η4∇
2T + η6|∇T |
2
+ [η8 − (mn)
−2αη2]∇T · ∇p− (mn)
−1η2(∇
2p− κT |∇p|
2)
+
[
η9 − n
(
∂η2
∂n s
)
︸ ︷︷ ︸
∂B
P
P
]
(∇ · u)2 + (η10 − η2)S : S
T + η2Ω : Ω
T
}
. (4.1)
Note that ST = S and ΩT = −Ω. A consequence is that the trace of the η13 term
vanishes.
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The dissipative part of the heat flux is
jEdiss = u · τdiss − λ∇T
+
[
λ2 + (−λ1)T
(
∂p
∂e n
)
︸ ︷︷ ︸
∂B
E
E
]
∇(∇ · u) + λ3∇
2u
+
(
λ4 −
{
λ1
(
∂p
∂e n
)
+ λ1T
[
∂
∂T
(
∂p
∂e n
) ]
p
+ n
(
∂λ1
∂n s
) }
︸ ︷︷ ︸
∂B
E
E
)
(∇ · u)∇T
+ (λ5 − λ1)S · ∇T + (λ6 + λ1)Ω · ∇T + λ7S · ∇p
+
{
λ8 − λ1T
[
∂
∂p
(
∂p
∂e n
)
︸ ︷︷ ︸
∂B
E
E
]
T
}
(∇ · u)∇p. (4.2)
In the above expressions,
η
.
= T−1KI︸ ︷︷ ︸
NSPP
, ζ
.
= T−2(KII + 2d−1KI)︸ ︷︷ ︸
NSPP
, (4.3a)
η1
.
= T−1KIV︸ ︷︷ ︸
∂B
P
P
, (4.3b)
η2
.
= T−1KV︸ ︷︷ ︸
∂B
P
P
, (4.3c)
η3
.
= − 2T−2K1︸ ︷︷ ︸
BPE
, (4.3d)
η4
.
= −T−2K2︸ ︷︷ ︸
BPE
, (4.3e)
η5
.
= 4T−3K1︸ ︷︷ ︸
BPE
+2(nT 4)−1hK3︸ ︷︷ ︸
BPEN
− 2T−4K5︸ ︷︷ ︸
BPEE
+2T−2
[
∂
∂T
(
h
mn
)]
p
K20︸ ︷︷ ︸
BP−PEE
, (4.3f )
η6
.
= 2T−3K2︸ ︷︷ ︸
BPE
+(nT 4)−2hK4︸ ︷︷ ︸
BPEN
−T−4K6︸ ︷︷ ︸
BPEE
+T−2
[
∂
∂T
(
h
mn
)]
p
K21︸ ︷︷ ︸
BP−PEE
, (4.3g)
η7
.
= − (nT 3)−1K3︸ ︷︷ ︸
BPEN
+T−2
[
∂
∂p
(
h
mn
)]
T
K20︸ ︷︷ ︸
BP−PEN
, (4.3h)
η8
.
= − (nT 3)−1K4︸ ︷︷ ︸
BPEN
+T−2
[
∂
∂p
(
h
mn
)]
T
K21︸ ︷︷ ︸
BP−PEN
, (4.3i)
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η9
.
= −T−2K7︸ ︷︷ ︸
BPPP
−T−1
(
∂p
∂e n
)
K21︸ ︷︷ ︸
BP−PPP
, (4.3j )
η10
.
= − 2T−2K8︸ ︷︷ ︸
BPPP
+2T−1K21︸ ︷︷ ︸
BP−PPP
, (4.3k)
η11
.
= − 2T−2(K9 +K10)︸ ︷︷ ︸
BPPP
− 2T−1
(
∂p
∂e n
)
K20︸ ︷︷ ︸
BP−PPP
, (4.3l)
η12
.
= − 4T−2(K11 +K12)︸ ︷︷ ︸
BPPP
+4T−1K20︸ ︷︷ ︸
BP−PPP
, (4.3m)
η13
.
= − 2T−2(K11 −K12)︸ ︷︷ ︸
BPPP
+2T−1K20︸ ︷︷ ︸
BP−PPP
, (4.3n)
and
λ
.
= T−2KIII, (4.4a)
λ1
.
= T−2KVI︸ ︷︷ ︸
∂B
E
E
, (4.4b)
λ2
.
= −T−1(K1 +K2)︸ ︷︷ ︸
BEP
, (4.4c)
λ3
.
= −T−1K1︸ ︷︷ ︸
BEP
, (4.4d)
λ4
.
= T−2(K1 +K2)︸ ︷︷ ︸
BEP
−T−3K19︸ ︷︷ ︸
BEPE
−T−3K13︸ ︷︷ ︸
BEEP
+ (nT 3)−1hK17︸ ︷︷ ︸
BEPN
+T−1
{[
∂
∂T
(
∂p
∂n e
) ]
p
K22 +
[
∂
∂T
(
∂p
∂e n
) ]
p
K23
}
︸ ︷︷ ︸
BE−PPN
, (4.4e)
λ5
.
= T−2(3K1 +K2)︸ ︷︷ ︸
BEP
+2(nT 3)−1hK16︸ ︷︷ ︸
BEPN
− 2T−3K18︸ ︷︷ ︸
BEPE
− T−3(K14 +K15)︸ ︷︷ ︸
BEEP
+T−2
{[(
∂p
∂n e
)
−
h
n
]
K22 +
[
1 +
(
∂p
∂e n
) ]
K23
}
︸ ︷︷ ︸
BE−PEP
, (4.4f )
λ6
.
= T−2(K1 −K2)︸ ︷︷ ︸
BEP
−T−3(K14 −K15)︸ ︷︷ ︸
BEEP
− T−2
{[(
∂p
∂n e
)
−
h
n
]
K22 +
[
1 +
(
∂p
∂e n
) ]
K23
}
︸ ︷︷ ︸
BE−PEP
, (4.4g)
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λ7
.
= −2(nT 2)−1K16︸ ︷︷ ︸
BEPN
− 2(mn)−1η1︸ ︷︷ ︸
∂B
E
P
, (4.4h)
λ8
.
= − (nT 2)−1K17︸ ︷︷ ︸
BEPN
+T−1
{[
∂
∂p
(
∂p
∂n e
) ]
T
K22 +
[
∂
∂p
(
∂p
∂e n
) ]
T
K23
}
︸ ︷︷ ︸
BE−PPN
− (mn)−1η2︸ ︷︷ ︸
∂B
E
P
.
(4.4i)
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