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Quelques mélanges parfaits de artes
par Aimé LACHAL
∗
I Desription du problème
Le problème suivant m'a été soumis par l'un de
mes élèves
1
qui a une grande pratique de la magie.
On dispose d'une pile de 2n jetons dont les n du
bas sont verts et les n du haut sont rouges. Il divise
la pile en deux parties : l'une ontenant les n je-
tons verts, l'autre ontenant les n jetons rouges.
Ave une dextérité remarquable, de sa seule main
droite il prend simultanément les deux piles de je-
tons, puis proède à un mélange de es deux der-
nières pour former une unique pile (de 2n jetons)
alternant parfaitement jeton rouge et jeton vert.
Cette nouvelle pile est divisée à son tour exate-
ment en son milieu donnant deux tas de n jetons et
notre magiien proède à un nouveau mélange in-
teralant alternativement un jeton de haque tas
pour former une nouvelle pile de 2n jetons qu'il
reoupe de nouveau en deux piles de n jetons et
ainsi de suite.
Après plusieurs expérienes (pour n 6 8), notre
magiien s'aperçut qu'il retombait au bout d'un
ertain nombre de tels mélanges sur la pile ini-
tiale : les n jetons du bas sont verts et les n du
haut sont rouges (voir Fig. 16 pour n = 4).
Plus frappant enore, en numérotant et ordon-
nant les jetons, il semblerait que la première fois
que l'on retrouve une pile de n jetons verts onsé-
utifs et de n rouges de bas en haut, les jetons
soient en fait exatement dans l'ordre initial. Les
questions qu'il m'a soumises étaient alors les sui-
vantes : étant donnée une pile de 2n jetons numé-
rotés 1, 2, . . . , 2n − 1, 2n (n ∈ N∗) et superposés
de bas en haut dans l'ordre roissant,
1. le proessus de mélange dérit i-dessus
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onduit-il néessairement au lassement ini-
tial en un temps ni ?
2. si oui, peut-on exprimer en fontion de n
le nombre minimum de mélanges néessaires
pour retrouver le lassement initial ?
3. si les n premiers jetons sont verts et les n der-
niers rouges, peut-on arriver au regroupement
initial des jetons (la pile du bas onstituée de
jetons verts, elle du haut de rouges) éven-
tuellement dans le désordre quant à la numé-
rotation ?
Il s'agit d'un problème lassique bien onnu du
monde de la magie des artes, la manipulation pré-
édente étant souvent faite ave des artes à jouer.
Le jeu habituel de 32 artes est priviligié ar le
nombre 32 se déompose en 25, e qui onduit à
des propriétés remarquables. Dans la littérature,
e type de problème est abordé sous le voable
anglophone de  hip-shue  pour les jetons, de
 rie-shue  pour les artes et plus préisément
de  in-shue  et de  out-shue  selon le pla-
ement des artes initiales de haque paquet lors
d'un mélange. Il a été onsidéré entre autres par le
élèbre informatiien et magiien Elmsley en 1957
([6℄). On trouvera également une large desription
historique du problème dans la setion intitulée
 some history of perfet shue  de [5℄.
Les in-shues et out-shues sont des mélanges
très prohes. Disposant d'un jeu de artes que l'on
oupe au milieu donnant deux paquets de artes
(un premier et un deuxième), l'in-shue du jeu
initial onsiste à démarrer le proessus en plaçant
la première arte du bas du premier paquet sur la
première arte du bas du deuxième paquet. À l'op-
posé, l'out-shue onsiste à démarrer en plaçant
la première arte du bas du premier paquet sous
la première arte du bas du deuxième paquet. No-
tons que dans le as de l'out-shue, les première
et dernière artes restent immobiles tout au long
de l'expériene. On pourra onsulter les sites in-
ternet [17, 18℄ pour un reensement de es divers
mélanges ainsi que d'autres.
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1 V
2 V
3 V
4 V
5 R
6 R
7 R
8 R
=⇒
1 V
2 V
3 V
4 V
5 R
6 R
7 R
8 R
+
Fig. 1  Premier déoupage
5 R
1 V
6 R
2 V
7 R
3 V
8 R
4 V
=⇒
5 R
1 V
6 R
2 V
7 R
3 V
8 R
4 V
+
Fig. 2  Deuxième déoupage
7 R
5 R
3 V
1 V
8 R
6 R
4 V
2 V
=⇒
7 R
5 R
3 V
1 V
8 R
6 R
4 V
2 V
+
Fig. 3  Troisième déoupage
7 R
8 R
5 R
6 R
3 V
4 V
1 V
2 V
=⇒
7 R
8 R
5 R
6 R
3 V
4 V
1 V
2 V
+
Fig. 4  Quatrième déoupage
3 V
7 R
4 V
8 R
1 V
5 R
2 V
6 R
=⇒
3 V
7 R
4 V
8 R
1 V
5 R
2 V
6 R
+
Fig. 5  Cinquième déoupage
1 V
3 V
5 R
7 R
2 V
4 V
6 R
8 R
=⇒
1 V
3 V
5 R
7 R
2 V
4 V
6 R
8 R
+
Fig. 6  Sixième déoupage
Elmsley se posait la question plus omplexe :
est-il possible de déplaer la arte du dessus du
paquet à une position donnée à l'avane à l'aide
d'une suession de mélanges de nature in-shue
ou out-shue ([6℄) ? La réponse est positive et il
obtint un proédé pour aomplir une telle mani-
pulation. Inversement, est-il possible de faire ap-
paraître une arte donnée dans le jeu sur le haut
du paquet de artes, voire à une plae quelonque
selon un préédé similaire ? Réemment, les ma-
thématiiens Diaonis et Graham (le premier au-
teur est également magiien) ont répondu posi-
tivement à la question générale du déplaement
d'une arte donnée vers une position donnée. Ils
ont proposé un algorithme indiquant le hemin à
suivre (suession de in- et out-shues, [4℄).
Reprenons les questions posées par mon élève.
La réponse à la première question est armative
et la raison en est très simple. Sommairement, on
travaille dans un groupe ni de permutations, on
revient don à la position initiale au bout d'un
nombre ni d'expérienes, il s'agit d'un proessus
périodique. La réponse à la deuxième question est
également armative ; 'est un alul de période
et une formule impliite est disponible, voir e.g.
les livres de Conway & Guy, [3, p. 163165℄, de
Herstein & Kaplansky, [8, Chap. 3.4℄, ou d'Us-
pensky & Heaslet, [16, p. 244245℄. Néanmoins,
une formule expliite ne semble pas aessible ex-
epté pour les as partiuliers où n est une puis-
sane de 2 à ±1 près. La troisième question semble
rester à ma onnaissane ouverte.
Dans et artile, je détaille le proessus de l'in-
shue  elui de l'out-shue s'en déduisant ai-
sément  à l'aide de permutations de l'ensemble
{0, 1, 2, . . . , 2n − 1} ou {1, 2, 3, . . . , 2n}. L'un des
deux ensembles sera d'une utilisation plus om-
mode que l'autre selon le as étudié. Les permu-
tations assoiées à {0, 1, 2, . . . , 2n− 1} sont parti-
ulièrement bien adaptées au alul expliite des
itérations suessives (orrespondant à la sues-
sion de mélanges parfaits) par le truhement des
éritures binaires. Aussi, je détaille toutes les per-
mutations relatives aux deux numérotations en si-
gnalant laquelle permet de formuler le plus simple-
ment possible la période reherhée. Je porte un
intérêt partiulier aux as spéiques mentionnés
plus haut, à savoir lorsque n est une puissane de 2
à ±1 près. J'examine également d'autres exemples
de mélanges parfaits : les mélanges de Monge qui
sont des in/out-shues déformés par une symétrie
2
(voir e.g. [3, 17, 18℄). Toute ette analyse permet
d'aéder au alul des périodes de haun des mé-
langes dérits ii.
Par soui d'homogénéité des notations, on no-
tera f, g, h, . . . les permutations relatives à l'énu-
mération 1, 2, 3, . . . , 2n et f˜ , g˜, h˜, . . . elles asso-
iées à 0, 1, 2, . . . , 2n − 1. On passe par exemple
de la permutation f à la permutation f˜ se-
lon la relation f˜(i) = f(i + 1) − 1 pour tout
i ∈ {0, 1, 2, . . . , 2n − 1}.
Il est remarquable de onstater que, bien au-
delà de son aspet ludique, e problème susite
des questions de nature algébrique avanées (théo-
rie des groupes, [5, 7℄). L'étude approfondie de
ertaines permutations mises en jeu a été entre-
prise indépendamment de e ontexte par Lévy
([9, 10, 11℄). Ce problème onnaît également des
appliations notamment en informatique (alul
parallèle, réseaux, [2, 14, 15℄). Mentionnons en-
n l'existene d'autres types de mélanges d'une
importane notoire qui ont retenu l'attention des
mathématiiens : les mélanges aléatoires (voir [1℄
pour plus d'informations onernant e type de
mélange).
Plan de l'artile
 Dans la setion II, nous présentons la modé-
lisation du problème en introduisant toutes
les permutations relatives aux diérents mé-
langes de artes. Certaines permutations
redondantes ne seront pas néessairement
utiles, mais nous avons hoisi de les érire
systématiquement an de garder une homo-
généité de notations ainsi qu'une logique de
présentation. Selon les as étudiés, ertaines
d'entre elles serviront à aluler la période du
mélange en question, alors que d'autres per-
mettront le alul expliite des itérations su-
essives.
 Dans la setion III, nous formulons de manière
impliite les réponses relatives au alul de
périodes des mélanges étudiés.
 Dans les setions IV et V, nous alulons ex-
pliitement, en faisant appel au alul bi-
naire, toutes les itérations suessives de er-
taines permutations signiatives, dans les
as partiuliers où n est une puissane de 2 à
±1 près, e qui permet de fournir une réponse
expliite aux questions posées.
 Dans la setion VI, nous examinons briève-
ment le as d'un jeu ontenant un nombre
impair de artes.
 Dans la setion VII, nous dérivons un pro-
édé simple pour déplaer une arte donnée
vers une position prédénie dans le as où n
est une puissane de 2.
 Nous terminons dans la setion VIII par une
tentative de généralisation à un paquet de
artes divisible par un nombre supérieur à
deux.
II Modélisation
Le jeu de artes numérotées de bas en haut
dans l'ordre 1, 2, 3, . . . , 2n est oupé en son milieu
et donne les deux paquets de artes numérotées
1, 2, . . . , n pour le premier et n + 1, n + 2, . . . , 2n
pour le deuxième. On onstitue un nouveau jeu de
2n artes en prenant à tour de rle une arte de
haun des paquets de n artes.
II.1 In-shue
Si l'on démarre le mélange par le deuxième pa-
quet (as d'un in-shue), on obtient dans l'ordre
la suite de artes n
os n+1, 1, n+2, 2, n+3, 3, . . . ,
2n − 1, n− 1, 2n, n (voir Fig. 7).
1
2
n−1
n
n+1
n+2
2n−1
2n
1
er
paquet 2
e
paquet
.
.
.
.
.
.
=⇒
1
2
3
4
2n−3
2n−2
2n−1
2n
n+1
1
n+2
2
2n−1
n−1
2n
n
n
o
de plae n
o
de arte
✲
f
.
.
.
Fig. 7  In-shue, permutation f
Cela se traduit par une orrespondane entre
numéros d'ordre avant et après mélange : à l'issue
du mélange, la première arte porte le n
o n+1, la
deuxième le n
o 1, la troisième le no n + 2, la qua-
trième le n
o 2, et. De manière générale, la ie arte
porte le n
o i/2 lorsque i est pair et le no (i+1)/2+n
lorsque i est impair. Cette orrespondane dé-
nit une permutation f des entiers 1, 2, 3, . . . , 2n
donnant le numéro de la arte se situant à la ie
3
position à l'issue du mélange :
f(i) =


i
2
si i est pair,
i+ 1
2
+ n si i est impair,
que l'on peut enore érire f(i) = [ i+12 ]+ ε(i)n où
[ ] est la fontion partie-entière et ε(i) = 0 si i est
pair, ε(i) = 1 si i est impair.
La permutation réiproque est un peu plus
simple à érire :
f−1(j) =
{
2j si 1 6 j 6 n,
2j − 2n− 1 si n+ 1 6 j 6 2n.
Rappelant la dénition d'une ongruene arith-
métique,  a ≡ b [mod n]  signie  a − b est
divisible par n , on a en partiulier la ongruene
remarquable
f−1(j) ≡ 2j [mod (2n + 1)]
qui sera utile pour aluler la période de f . Cette
réiproque indique qu'une arte portant un nu-
méro j entre 1 et n oupe à l'issue du mélange la
plae n
o 2j, et qu'une arte portant un numéro j
entre n + 1 et 2n oupe la plae no 2j − 2n − 1.
Par exemple, la arte n
o 1 oupe la plae no 2, la
arte n
o 2 oupe la plae no 4, . . . , puis la arte
n
o n oupe la plae no 2n, la arte no n+1 oupe
la plae n
o 1, la arte no n+2 oupe la plae no 3,
et.
Il est utile de transrire ette modélisation
en translatant simplement la numérotation des
artes d'une unité. Cela fournit la permuta-
tion f˜ des entiers 0, 1, 2, . . . , 2n − 1 dénie par
f˜(i) = f(i+ 1)− 1, soit :
f˜(i) =


i
2
+ n si i est pair,
i− 1
2
si i est impair,
et la permutation réiproque s'érit :
f˜−1(j) =
{
2j + 1 si 0 6 j 6 n− 1,
2j − 2n si n 6 j 6 2n− 1.
Les permutations f et f˜ nous permettront de
aluler expliitement la période de l'in-shue
dans les as partiuliers n = 2p−1 et n = 2p−1−1.
II.2 Out-shue
Si on démarre le mélange à présent par le pre-
mier paquet (as d'un out-shue), on obtient
dans l'ordre les artes n
os 1, n + 1, 2, n + 2, 3,
n+ 3, . . . , n− 1, 2n − 1, n, 2n (voir Fig. 8).
1
2
n−1
n
n+1
n+2
2n−1
2n
1
er
paquet 2
e
paquet
.
.
.
.
.
. =⇒
1
2
3
4
2n−3
2n−2
2n−1
2n
1
n+1
2
n+2
n−1
2n−1
n
2n
n
o
de plae n
o
de arte
✲
g
.
.
.
Fig. 8  Out-shue, permutation g
Ce proessus dénit alors la permutation g des
entiers 1, 2, . . . , 2n suivante :
g(i) =


i
2
+ n si i est pair,
i+ 1
2
si i est impair,
de réiproque
g−1(j) =
{
2j − 1 si 1 6 j 6 n,
2j − 2n si n+ 1 6 j 6 2n.
On observe que g(1) = 1 et g(2n) = 2n, i.e. les
artes n
os 1 et 2n restent immobiles tout au ours
de la manipulation.
Retransrivons ette modélisation en transla-
tant la numérotation des artes d'une unité.
Cela fournit la permutation g˜ des entiers
0, 1, 2, . . . , 2n − 1 dénie par g˜(i) = g(i + 1) − 1,
soit :
g˜(i) =


i
2
si i est pair,
i− 1
2
+ n si i est impair,
et la permutation réiproque s'érit :
g˜−1(j) =
{
2j si 0 6 j 6 n− 1,
2j + 1− 2n si n 6 j 6 2n − 1.
Notons en partiulier la ongruene
g˜−1(j) ≡ 2j [mod (2n − 1)].
La restrition de g˜ à l'ensemble {1, . . . , 2n−2} est
une permutation qui orrespond à un in-shue de
2n−2 artes. Cette observation indique qu'un out-
shue de 2n artes est identique à un in-shue de
e jeu auquel on a retiré les première et dernière
artes, donnant ainsi un jeu de 2n− 2 artes.
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II.3 Mélange de Monge : première ver-
sion
Le mélange de Monge onsiste à faire passer
les artes d'un jeu omplet d'une main à l'autre
en interalant alternativement les artes l'une au-
dessus et au-dessous de l'autre.
II.3.1 Première façon de démarrer le proes-
sus
On numérote les artes de 1 à 2n. On om-
mene par prendre la arte n
o 1 qui va démar-
rer le nouveau paquet, puis la arte n
o 2 que l'on
plae au-dessous du nouveau paquet (don au-
dessous de la arte n
o 1), puis la arte no 3 que
l'on plae au-dessus du nouveau paquet (don au-
dessus de la n
o 1), puis la arte no 4 que l'on plae
au-dessous du nouveau paquet (don au-dessous
de la n
o 2), puis la arte no 5 que l'on plae au-
dessus du nouveau paquet (don au-dessus de la
n
o 3), et ainsi de suite (voir Fig. 9). On obtient
alors dans l'ordre, de bas en haut, les artes n
os
2n, 2n− 2, 2n− 4, . . . , 4, 2, 1, 3, . . . , 2n− 3, 2n− 1.
On renontre don les artes de numéros pairs
dans l'ordre déroissant puis elles de numéros im-
pairs dans l'ordre roissant.
paquet initial
1
2
4
3
2n−3
2n−2
2n−1
2n
.
.
.
2n−1
2n−3
4
1
2
3
2n−2
2n 1
2
n−1
n
n+1
n+2
2n−1
2n
n
o
de arte n
o
de plae
✲
h1
.
.
.
.
.
.
Fig. 9  Mélange de Monge, permutation h1
Ce mélange orrespond à la permutation h−11
des entiers 1, 2, . . . , 2n où h1 est donnée par
h1(i) =


i+ 1
2
+ n si i est impair,
n+ 1−
i
2
si i est pair.
La permutation h−11 s'érit
h−11 (j) =
{
2n+ 2− 2j si 1 6 j 6 n,
2j − 2n− 1 si n+ 1 6 j 6 2n.
La permutation analogue h˜1 assoiée à la numé-
rotation 0, 1, 2, . . . , 2n− 1 est donnée par
h˜1(i) =


i
2
+ n si i est pair,
n−
i+ 1
2
si i est impair,
et sa réiproque par
h˜−11 (j) =
{
2n− 1− 2j si 0 6 j 6 n− 1,
2j − 2n si n 6 j 6 2n − 1.
II.3.2 Deuxième façon de démarrer le proes-
sus
On ommene par prendre la arte n
o 1 qui va
démarrer le nouveau paquet, puis la arte n
o 2 que
l'on plae à présent au-dessus du nouveau paquet
(don au-dessus de la arte n
o 1), puis la arte no 3
que l'on plae au-dessous de la n
o 1, puis la arte
n
o 4 que l'on plae au-dessus de la no 2, puis la
arte n
o 5 que l'on plae au-dessous de la no 3, et
ainsi de suite (voir Fig. 10). On obtient ette fois
dans l'ordre, de bas en haut, les artes n
os 2n− 1,
2n− 3, . . . , 3, 1, 2, 4 . . . , 2n− 2, 2n, 'est-à-dire les
artes de numéros impairs dans l'ordre déroissant
puis elles de numéros pairs dans l'ordre roissant.
paquet initial
1
2
3
4
2n−3
2n−2
2n−1
2n
.
.
.
2n−1
2n−3
3
1
2
4
2n−2
2n
1
2
n−1
n
n+1
n+2
2n−1
2n
n
o
de arte n
o
de plae
✲
h2
.
.
.
.
.
.
Fig. 10  Mélange de Monge, permutation h2
Remarquons que e mélange se déduit du pré-
édent simplement en retournant le jeu, ou en-
ore en eetuant la symétrie j 7−→ 2n + 1 − j.
En notant h−12 la permutation des entiers
1, 2, . . . , 2n orrespondant à e mélange, on a pré-
isément la relation h−12 (j) = h
−1
1 (2n + 1 − j)
pour tout j ∈ {1, 2, . . . , 2n}, qui est équivalente à
h2(i) = 2n+1−h1(i) pour tout i ∈ {1, 2, . . . , 2n}.
Don
h2(i) =


i
2
+ n si i est pair,
n−
i− 1
2
si i est impair,
et
h−12 (j) =
{
2n+ 1− 2j si 1 6 j 6 n,
2j − 2n si n+ 1 6 j 6 2n.
5
La permutation h˜2 relative à la numérotation
0, 1, 2, . . . , 2n − 1 s'érit :
h˜2(i) =


i− 1
2
+ n si i est impair,
n− 1−
i
2
si i est pair,
et sa réiproque :
h˜−12 (j) =
{
2n− 2− 2j si 0 6 j 6 n− 1,
2j − 2n+ 1 si n 6 j 6 2n − 1.
II.4 Mélange de Monge : deuxième ver-
sion
Une autre version du mélange de Monge
onsiste à ouper le jeu de artes initialement nu-
mérotées 1, 2, . . . , 2n en deux paquets de artes
numérotées 1, 2, . . . , n et n+1, n+2, . . . , 2n, à re-
tourner le deuxième paquet qui devient ordonné
selon 2n, 2n − 1, . . . , n + 2, n + 1, puis de mé-
langer le premier paquet et le deuxième ainsi re-
tourné via un in-shue ou un out-shue. Cela
donne un mélange  à l'espagnole  : on dispose les
deux paquets sous forme d'éventails, on retourne
le deuxième éventail (Olé !) et on interale parfai-
tement les deux éventails.
II.4.1 In-shue de Monge
On interale les deux paquets de artes numé-
rotées 1, 2, . . . , n et 2n, 2n− 1, . . . , n+ 2, n+1 en
ommençant par le deuxième (as d'un in-shue,
voir Fig. 11). Cela donne la suession de artes
n
os 2n, 1, 2n − 1, 2, . . . , n + 2, n − 1, n + 1, n.
1
2
n−1
n
2n
2n−1
n+2
n+1
1
er
paquet 2
e
paquet
retourné
.
.
.
.
.
.
=⇒
1
2
3
4
2n−3
2n−2
2n−1
2n
2n
1
2n−1
2
n+2
n−1
n+1
n
n
o
de plae n
o
de arte
✲
h3
.
.
.
Fig. 11  Mélange de Monge, permutation h3
Cette séquene est représentée par la permuta-
tion h3 des entiers 1, 2, . . . , 2n suivante :
h3(i) =


i
2
si i est pair,
2n −
i− 1
2
si i est impair,
de réiproque
h−13 (j) =
{
2j si 1 6 j 6 n,
4n+ 1− 2j si n+ 1 6 j 6 2n.
On a en partiulier la ongruene importante
h−13 (j) ≡ ±2j [mod (4n+ 1)].
Les permutations analogues des entiers 0, 1, 2, . . . ,
2n − 1 sont alors les suivantes :
h˜3(i) =


i− 1
2
si i est impair,
2n − 1−
i
2
si i est pair,
et
h˜−13 (j) =
{
2j + 1 si 0 6 j 6 n− 1,
4n− 2− 2j si n 6 j 6 2n − 1.
Ce mélange est relié à elui dérit dans II.3.1 selon
la relation 2n+1− h3(2n+1− i) = h1(i) valable
pour tout i ∈ {1, 2, . . . , 2n}, soit enore en notant
s la symétrie i 7−→ 2n + 1− i,
h3 = s ◦ h1 ◦ s = s ◦ h1 ◦ s
−1.
Les permutations h1 et h3 sont don onjuguées
dans le groupe des permutations (S2n, ◦).
II.4.2 Out-shue de Monge
On interale à présent les deux paquets de
artes numérotées 1, 2, . . . , n et 2n, 2n − 1, . . . ,
n + 2, n + 1 en ommençant par le premier (as
d'un out-shue, voir Fig. 12). Cela onduit à la
séquene de artes n
os 1, 2n, 2, 2n−1, . . . , n−1, n+
2, n, n + 1.
1
2
n−1
n
n+1
n+2
2n−1
2n
1
er
paquet 2
e
paquet
retourné
.
.
.
.
.
. =⇒
1
2
3
4
2n−3
2n−2
2n−1
2n
1
2n
2
2n−1
n−1
n+2
n
n+1
n
o
de plae n
o
de arte
✲
h4
.
.
.
Fig. 12  Mélange de Monge, permutation h4
D'où les permutations des entiers 1, 2, . . . , 2n
suivantes :
h4(i) =


i+ 1
2
si i est impair,
2n + 1−
i
2
si i est pair,
6
et
h−14 (j) =
{
2j − 1 si 1 6 j 6 n,
4n+ 2− 2j si n+ 1 6 j 6 2n.
On a h4(1) = 1, e qui signie que la arte n
o
1
reste immobile dans ette manipulation. Les per-
mutations des entiers 0, 1, 2, . . . , 2n − 1 assoiées
sont les suivantes :
h˜4(i) =


i
2
si i est pair,
2n −
i+ 1
2
si i est impair,
et
h˜−14 (j) =
{
2j si 0 6 j 6 n− 1,
4n− 1− 2j si n 6 j 6 2n − 1.
On a en partiulier la ongruene notoire
h˜−14 (j) ≡ ±2j [mod (4n− 1)].
À l'instar du mélange de la setion II.4.1, e mé-
lange est relié à elui dérit dans II.3.2 selon
h4 = s ◦ h2 ◦ s
−1.
Les permutations h2 et h4 sont don onjuguées.
Pour résumer et avoir une vision onise des
divers mélanges onsidérés, nous avons déni les
permutations f (in-shue), g (out-shue) et
h1, h2, h3, h4 (mélanges de Monge) ainsi que leurs
translatées f˜ , g˜, h˜1, h˜2, h˜3, h˜4 et leurs réiproques.
III Une formulation de la solution
du problème
Les mélanges répétés orrespondent mathéma-
tiquement aux itérations suessives des permu-
tations dérites préédemment. Travaillons par
exemple ave la permutation de l'in-shue f . L'is-
sue des k premiers mélanges est représentée par la
permutation
fk = f ◦ · · · ◦ f︸ ︷︷ ︸
k fois
.
Plus préisément, la quantité fk(i) désigne le nu-
méro de la arte se trouvant à la position n
o i.
Ainsi l'intégralité de l'expériene (supposée illi-
mitée...) est modélisée par l'ensemble des itéra-
tions suessives de f suivant : {id, f, f2, f3, . . .}
= {fk, k ∈ N}. C'est un sous-ensemble de l'en-
semble ni S2n des permutations de {1, 2, . . . , 2n},
il est don ni lui-même et il y a au moins deux
entiers distints k et l tels que fk 6= f l. Comme
f est bijetive, on a en supposant par exemple que
k < l et en posant alors r = l − k, f r = id, ou
enore (f−1)r = id. Cela signie qu'au bout de
r mélanges parfaits, on retombe néessairement
sur l'ordre initial des artes. Cei répond arma-
tivement à la première question posée dans l'in-
trodution.
L'ensemble {fk, k ∈ N}, qui est a posteriori
identique à {fk, k ∈ Z}, s'érit en extension se-
lon {id, f, f2, . . . , f r−1}. Le nombre r est une pé-
riode de l'appliation k ∈ Z 7−→ fk ∈ S2n. Re-
marquons que la permutation f˜ qui est dénie par
f˜(i) = f(i + 1) − 1 vérie f˜k(i) = fk(i + 1) − 1.
Ainsi, l'équation d'inonnue r, f r = id est équiva-
lente à f˜ r = id. Cela signie que les permutations
f et f˜ (et aussi f−1 et f˜−1) ont même période, e
qui est bien sûr naturel puisque le retour à l'ordre
initial ne dépend pas du hoix de la numérotation.
Nous pourrons travailler indiéremment ave f ou
f˜ selon le as. Le alul de ette période  le plus
petit r > 1 tel que f r = id  est préisément
l'objet de la deuxième question posée dans l'in-
trodution. Une méthode de alul est proposée
dans les théorèmes 1, 4, 6 et 7 i-dessous, on peut
la trouver e.g. dans les divers livres [3, 8, 16℄ ainsi
que dans les artiles [6, 12℄.
La dernière question posée dans l'introdution
onerne la possibilité de retrouver, partant d'une
pile de 2n jetons ontenant de bas en haut n je-
tons verts et n jetons rouges, une pile visuellement
identique, mais éventuellement orrespondant à
un ordre de jetons (s'ils étaient disernables) dif-
férent. Cela revient à déterminer pour la permu-
tation f le plus petit entier r′ > 1 tel que
f r
′
({1, 2, . . . , n}) = {1, 2, . . . , n}
et
f r
′
({n+1, n+2, . . . , 2n}) = {n+1, n+2, . . . , 2n}.
Une des deux égalités est redondante puisque f
est bijetive. Il est lair que r′ 6 r. En fait,
l'entier r′ divise la période r. En eet, en ee-
tuant la division eulidienne de r par r′, on a
r = ar′ + b pour deux entiers a et b tels que
0 6 b 6 r′ − 1. Alors, par dénition de r,
f r = f (a+1)r
′
−(r′−b) = id, don f r
′
−b = (f r
′
)a+1
et f r
′
−b
vérie f r
′
−b({1, 2, . . . , n}) = {1, 2, . . . , n}.
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Par dénition de r′, omme 1 6 r′ − b 6 r′, on
a néessairement b = 0 et don r′ divise r. La re-
herhe de r′ semble déliate, nous ne l'aborderons
pas dans e travail.
III.1 Cas de l'in-shue
Théorème 1 La période de l'in-shue de 2n
artes est le plus petit entier r > 1 vériant
2r ≡ 1 [mod (2n + 1)]. En d'autres termes, r est
l'ordre de 2 modulo (2n+ 1).
Démonstration. Rappelons la ongruene pour
la permutation f assoiée à l'in-shue :
f−1(j) ≡ 2j [mod (2n + 1)].
On a alors pour tout k ∈ N,
f−k(j) ≡ 2kj [mod (2n + 1)].
La période de f est don le plus petit entier
r > 1 vériant 2r ≡ 1 [mod (2n + 1)]. Notons
qu'un tel entier existe eetivement. En eet, en
adaptant le raisonnement préédent et en rap-
pelant la notation amod n qui désigne le reste
de la division eulidienne de a par n, l'ensemble
{2k mod (2n + 1), k ∈ N} est ni, il existe au
moins deux entiers distints k et l tels que k < l et
2k ≡ 2l [mod (2n + 1)]. Les nombres 2 et (2n+1)
étant premiers entre eux, 2 est inversible modulo
(2n + 1) et on peut don  diviser  par 2k pour
obtenir 2l−k ≡ 1 [mod (2n + 1)] ave l − k > 1.
Remarque. Un théorème d'Euler stipule que, si
ϕ(2n + 1) est le nombre d'entiers premiers ave
2n+1 ompris entre 1 et 2n+1 (fontion india-
trie d'Euler), on a 2ϕ(2n+1) ≡ 1 [mod (2n+ 1)].
Ainsi ϕ(2n + 1) est une période de f . Lorsque
2n + 1 est premier, ϕ(2n + 1) = 2n et ei n'est
rien d'autre que le petit théorème de Fermat :
22n ≡ 1 [mod (2n+ 1)].
La disussion préédente montre que l'évolution
de la ie arte (i ∈ {1, 2, 3, . . . , 2n}) est dérite par
l'orbite de i sous l'ation de f (ou de manière équi-
valente de f−1) :
O(i) = {fk(i), k ∈ Z}
= {i, f(i), f2(i), . . . , f r−1(i)}
= {2ki mod (2n + 1), 0 6 k 6 r − 1}.
L'orbite de 1 est en partiulier
O(1) = {2k mod (2n+ 1), 0 6 k 6 r − 1}.
Par dénition de r, le ardinal de O(1) est exa-
tement r : cardO(1) = r. Pour les autres i, on
a cardO(i) 6 r. On voit par ailleurs, puisque
O(1) ⊂ {1, 2, 3, . . . , 2n}, que r 6 2n. L'égalité
r = 2n signie que l'on a une seule orbite : pour
tout i ∈ {1, 2, 3, . . . , 2n},
O(i) = {1, 2, 3, . . . , 2n}.
Dans e as, une arte donnée visite toutes les
plaes du jeu avant de revenir à sa position initiale.
Proposition 2
• Pour tout i ∈ {1, 2, . . . , n}, le ardinal de l'or-
bite de i est un diviseur de elui de l'orbite de 1 :
cardO(i) divise cardO(1).
• Dans le as partiulier où i est un nombre pre-
mier ave 2n+ 1, es orbites ont même ardinal :
cardO(i) = cardO(1).
• Si 2n + 1 est premier, toutes les orbites ont
même ardinal r et il y a 2n/r orbites distintes.
Démonstration.
• Introduisons le pgd des entiers i et 2n + 1 :
di = pgcd(i, 2n + 1) et posons ri = cardO(i)
(on a en partiulier r1 = r). Le ardinal ri
est le plus petit entier stritement positif tel
que 2ki ≡ i [mod (2n + 1)]. Cette dernière éga-
lité est équivalente à l'assertion  (2n + 1) di-
vise i(2k − 1) , ou enore  (2n + 1)/di divise
(i/di)(2
k − 1) . Par dénition de di, les entiers
i/di et mi = (2n+ 1)/di sont premiers entre eux,
e qui montre que mi divise 2
k − 1. On voit ainsi
que ri = min{k ∈ N
∗ : 2k ≡ 1 [mod mi]}.
Prouvons que ri divise r. Commemi divise 2n + 1,
on a l'impliation x ≡ y [mod (2n + 1)] =⇒
x ≡ y [mod mi] ; on peut alors dénir de manière
ohérente, entre les groupes multipliatifs
O(1) = {2k mod (2n + 1), 0 6 k 6 r − 1}
et
Gi = {2
k mod mi, 0 6 k 6 ri − 1},
un morphisme
φi : O(1) −→ Gi
2k mod (2n + 1) 7−→ 2k mod mi
qui est lairement surjetif. Les groupes
O(1)/ ker φi et Gi sont don isomorphes e
qui montre bien que card(Gi) (qui vaut ri) divise
cardO(1).
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• Lorsque i est premier ave 2n + 1, i est
inversible modulo (2n + 1) et l'appliation de
multipliation par i
O(1) −→ O(i)
2k mod (2n+ 1) 7−→ 2ki mod (2n + 1)
est une bijetion entre les orbites O(1) et O(i).
Les orbites de 1 et de i ont don même ardinal
(qui vaut r).
• Enn, si 2n + 1 est un nombre premier, tout
i ∈ {1, 2, . . . , 2n} est premier ave 2n + 1 et don
ri = r. La réunion des diérentes orbites oïni-
dant ave {1, 2, . . . , 2n}, il y a alors 2n/r orbites
distintes.
Exemple. Cas d'un jeu de 52 artes (quatre séries
de artes numérotées de 2 à 10, valet, dame, roi,
as, de ouleurs arreau, pique, ÷ur, trèe). Ce
as orrespond à n = 26. L'étude de l'in-shue
de e jeu s'eetue modulo 2n + 1 = 53 qui est
premier. En renumérotant toutes les artes de 1 à
52, il y a une seule orbite : O(1) = {1, 2, 3, . . . , 52}
et l'in-shue est de période 52.
Exemple. Cas d'un jeu de 54 artes (jeu préé-
dent ave deux jokers diérents). Ce as orres-
pond à n = 27. L'étude de l'in-shue de e mé-
lange se mène modulo 2n+1 = 55. On trouve, en
renumérotant toutes les artes de 1 à 54, quatre
orbites distintes :
O(1) = {1, 2, 4, 7, 8, 9, 13, 14, 16, 17,
18, 26, 28, 31, 32, 34, 36, 43, 49, 52},
O(3) = {3, 6, 12, 19, 21, 23, 24, 27, 29, 37,
38, 39, 41, 42, 46, 47, 48, 51, 53, 54},
O(5) = {5, 10, 15, 20, 25, 30, 35, 40, 45, 50},
O(11) = {11, 22, 33, 44}.
On vérie que les ardinaux de O(3),O(5),O(11),
valant respetivement 20, 10, 4, divisent le ardi-
nal de O(1) qui vaut 20. Ainsi, l'in-shue est de
période 20.
Corollaire 3
• La période de l'in-shue d'un jeu de 2p artes
(p > 1) est 2p.
• La période de l'in-shue d'un jeu de 2p − 2
artes (p > 2) est p.
Démonstration. Érivons l'orbite de 1.
• Si n = 2p−1, alors 2n + 1 = 2p + 1. On
voit que 2p ≡ −1 [mod (2n+ 1)], puis, en éle-
vant au arré, que 22p ≡ 1 [mod (2n+ 1)]. D'après
le théorème 1, on tire que 2p est une période
de l'in-shue. On a ensuite, pour tout k ∈ {p,
p + 1, . . . , 2p}, 2k ≡ 2p − 2k−p + 1 [mod (2n+ 1)]
ave l'enadrement 1 6 2p − 2k−p + 1 6 2n. L'or-
bite de 1 est dans e as
O(1) = {1, 2, 22, . . . , 2p−1, 2p,
2p+1 mod (2n+ 1), 2p+2 mod (2n + 1),
. . . , 22p−1 mod (2n+ 1)}
= {1, 2, 22, . . . , 2p−1, 2p,
2p − 1, 2p − 3, . . . , 2p − 2p−1 + 1}
= {2k, 0 6 k 6 p− 1}
∪ {2p − 2k + 1, 0 6 k 6 p− 1}.
On onstate que cardO(1) = 2p et don que 2p
est la période de l'in-shue.
• Si n = 2p−1− 1, alors 2n+1 = 2p− 1 et don
2p ≡ 1 [mod (2n + 1)]. Cette fois, l'orbite de 1 est
donnée par
O(1) = {1, 2, 22 , . . . , 2p−1}
et l'on obtient cardO(1) = p. Le nombre p est la
période de l'in-shue.
Remarque. D'après la remarque suivant le théo-
rème 1, on a prouvé au passage que p divise
ϕ(2p − 1) et 2p divise ϕ(2p + 1).
Exemple. Cas d'un jeu de 32 artes (quatre séries
de artes numérotées de 7 à 10, valet, dame, roi,
as, de ouleurs arreau, pique, ÷ur, trèe). Ce
as orrespond à n = 16 et p = 5. L'étude de l'in-
shue de e jeu se réalise modulo 2n + 1 = 33.
En renumérotant les artes de 1 à 32, l'évolution
progressive de la arte n
o 1 est dérite selon le
yle
f−1(1) = 2, f−2(1) = 4, f−3(1) = 8, f−4(1) = 16,
f−5(1) = 32, f−6(1) = 31, f−7(1) = 29,
f−8(1) = 25, f−9(1) = 17, f−10(1) = 1.
Plus généralement, on trouve quatre orbites dis-
tintes :
O(1) = {1, 2, 4, 8, 16, 17, 25, 29, 31, 32},
O(3) = {3, 6, 9, 12, 15, 18, 21, 24, 27, 30},
O(5) = {5, 7, 10, 13, 14, 19, 20, 23, 26, 28},
O(11) = {11, 22}.
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On vérie que les ardinaux de O(3),O(5),O(11),
valant respetivement 10, 10, 2, divisent le ardi-
nal de O(1) qui vaut 10. Ainsi, l'in-shue de e
jeu est de période 10 qui oïnide préisément ave
2p.
III.2 Cas de l'out-shue
Théorème 4 La période de l'out-shue d'un jeu
de 2n artes est le plus petit entier s > 1 vériant
2s ≡ 1 [mod (2n− 1)]. En d'autres termes, s est
l'ordre de 2 modulo (2n− 1).
Démonstration. Rappelons la relation remar-
quable pour la permutation g˜ assoiée à l'out-
shue :
g˜−1(j) ≡ 2j [mod (2n − 1)]
qui donne pour tout k ∈ N,
g˜−k(j) ≡ 2kj [mod (2n − 1)].
La période de g˜ et don de g est alors le plus petit
entier s > 1 vériant 2s ≡ 1 [mod (2n − 1)].
Remarque. Le théorème 4 déoule également du
théorème 1 : en eet, il a été observé qu'un out-
shue de 2n artes est identique à l'in-shue du
jeu de 2(n − 1) artes obtenu en retirant les pre-
mière et dernière artes.
La disussion préédente montre que l'évolution
de la ie arte (i ∈ {0, 1, 2, . . . , 2n− 1}) est dérite
par l'orbite de i sous l'ation de g˜ (ou de manière
équivalente de g˜−1) :
O˜(i) = {g˜k(i), k ∈ Z}
= {i, g˜(i), g˜2(i), . . . , g˜s−1(i)}
= {2ki mod (2n − 1), 0 6 k 6 s− 1}.
L'orbite de 1 est en partiulier
O˜(1) = {2k mod (2n − 1), 0 6 k 6 s− 1}.
Exemple. Cas d'un jeu de 52 artes. L'étude
de l'out-shue de e jeu s'eetue modulo
2n − 1 = 51. On trouve, en numérotant les artes
de 0 à 51, les neufs orbites suivantes :
O˜(0) = {0},
O˜(1) = {1, 2, 4, 8, 13, 16, 26, 32},
O˜(3) = {3, 6, 12, 24, 27, 39, 45, 48},
O˜(5) = {5, 7, 10, 14, 20, 28, 29, 40},
O˜(9) = {9, 15, 18, 21, 30, 33, 36, 42},
O˜(11) = {11, 22, 23, 31, 37, 41, 44, 46},
O˜(17) = {17, 34},
O˜(19) = {19, 25, 35, 38, 43, 47, 49, 50},
O˜(51) = {51}.
Les ardinaux de es orbites sont 1, 2 ou 8. La
période de l'out-shue est s = 8.
Exemple. Cas d'un jeu de 54 artes. L'étude de
l'out-shue de e jeu se mène modulo 2n − 1 = 53
qui est premier. On trouve à présent, en numéro-
tant les artes de 0 à 53, trois orbites distintes :
O˜(0)={0}, O˜(1)={1, 2, 3, . . . , 52}, O˜(53)={53}.
La période dans e as est s = 52.
La remarque suivant le théorème 4 fournit l'ana-
logue suivant du orollaire 3.
Corollaire 5
• La période de l'out-shue d'un jeu de 2p
artes (p > 1) est p.
• La période de l'out-shue d'un jeu de 2p + 2
artes (p > 1) est 2p.
Exemple. Cas d'un jeu de 32 artes. Ce as or-
respond à n = 16 et p = 5. L'étude de l'out-shue
se réalise modulo 2n − 1 = 31. En numérotant
les artes de 0 à 31, l'évolution de la arte no 1
est dérite selon le yle g˜−1(1) = 2, g˜−2(1) = 4,
g˜−3(1) = 8, g˜−4(1) = 16, g˜−5(1) = 1. Plus géné-
ralement, on trouve huit orbites distintes :
O˜(0) = {0},
O˜(1) = {1, 2, 4, 8, 16},
O˜(3) = {3, 6, 12, 17, 24},
O˜(5) = {5, 9, 10, 18, 20},
O˜(7) = {7, 14, 19, 25, 28},
O˜(11) = {11, 13, 21, 22, 26},
O˜(15) = {15, 23, 27, 29, 30},
O˜(31) = {31}.
Les ardinaux de es orbites valent 1 ou 5 et l'out-
shue de e jeu est de période 5 qui oïnide pré-
isément ave p.
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III.3 Cas d'un mélange de Monge
Théorème 6 La période ommune de h1 et de
h3 est le plus petit entier u > 1 vériant l'une
des deux ongruenes 2u ≡ 1 [mod (4n+ 1)] ou
2u ≡ −1 [mod (4n + 1)].
Expliation du théorème. Ou bien il existe
une puissane de 2 ongrue à −1 modulo (4n + 1)
et l'on hoisit pour u la plus petite. Dans e
as, 2u est l'ordre de 2 modulo (4n + 1) :
22u ≡ 1 [mod (4n + 1)]. Ou bien il n'existe au-
une puissane de 2 ongrue à −1 modulo (4n+1)
et l'on hoisit alors pour u l'ordre de 2 modulo
(4n + 1).
Démonstration. Rappelons tout d'abord que
h1 et h3 sont onjuguées : h3 = s ◦ h1 ◦ s
−1
.
Cette propriété s'étend à toutes les itérées :
hk3 = s ◦ h
k
1 ◦ s
−1
. Ainsi l'équation hk1 = id est
équivalente à l'équation hk3 = id, prouvant que
h1 et h3 ont même période. Rappelons la relation
h−13 (j) ≡ ±2j [mod (4n+ 1)].
On a
h−k3 (j) ≡ ±2
kj [mod (4n+ 1)],
le signe ± dépendant de j et k est déterminé sans
ambiguïté par la ontrainte 1 6 h−k3 (j) 6 2n.
Plus préisément, si 2kj admet un représen-
tant modulo (4n + 1) ompris entre 1 et 2n,
alors h−k3 (j) oïnide ave e représentant et
on hoisit le signe + dans la ongruene :
h−k3 (j) ≡ +2
kj [mod (4n+ 1)]. Sinon, 2kj admet
un représentant entre 2n+1 et 4n (0 ne peut pas
être un représentant ar 2k et (4n + 1) sont pre-
miers entre eux et 1 6 j 6 2n). Dans e as, −2kj
admet un représentant entre 1 et 2n et l'on hoisit
le signe − : h−k3 (j) ≡ −2
kj [mod (4n + 1)].
Pour avoir en partiulier h−k3 (1) = 1, on
doit hoisir k tel que 2k ≡ ±1 [mod (4n+ 1)].
Considérons don le plus petit entier u > 1 tel que
2u ≡ 1 [mod (4n + 1)] ou 2u ≡−1 [mod (4n + 1)].
On a ensuite pour tout j ∈ {1, 2, . . . , 2n},
h−u3 (j) ≡ ±j [mod (4n+ 1)], le signe ± dé-
pendant de j et u. En fait, le représentant de
−j mod (4n+ 1) ompris entre 1 et 4n + 1 est
4n + 1 − j. Mais e représentant est supérieur à
2n et la ondition 1 6 h−u3 (j) 6 2n n'est remplie
que dans le as où h−u3 (j) = j. Ainsi h
−u
3 = id et
u est la période de h3.
Exemple. Cas d'un jeu de 52 artes. L'étude
de e mélange de Monge s'eetue modulo
4n + 1 = 105. On trouve les orbites suivantes :
O(1) = {1, 2, 4, 8, 13, 16, 23, 26, 32, 41, 46, 52},
O(3) = {3, 6, 9, 12, 18, 24, 27, 33, 36, 39, 48, 51},
O(5) = {5, 10, 20, 25, 40, 50},
O(7) = {7, 14, 28, 49},
O(11) = {11, 17, 19, 22, 29, 31,
34, 37, 38, 43, 44, 47},
O(15) = {15, 30, 45},
O(21) = {21, 42},
O(35) = {35}.
Ce mélange a pour période 12.
Exemple. Cas d'un jeu de 54 artes. L'étude
de e mélange de Monge s'eetue modulo
4n + 1 = 109. On trouve les trois orbites sui-
vantes :
O(1) = {1, 2, 4, 8, 16, 17, 19, 23, 27,
32, 33, 34, 38, 41, 43, 45, 46, 54},
O(3) = {3, 5, 6, 7, 10, 12, 13, 14, 20,
24, 26, 28, 29, 40, 48, 51, 52, 53},
O(9) = {9, 11, 15, 18, 21, 22, 25, 30, 31,
35, 36, 37, 39, 42, 44, 47, 49, 50},
Ce mélange a pour période 18.
De manière similaire, la ongruene préédem-
ment signalée
h˜−14 (j) ≡ ±2j [mod (4n − 1)]
fournit la période de h4.
Théorème 7 La période ommune de h2 et de
h4 est le plus petit entier v > 1 vériant l'une
des deux ongruenes 2v ≡ 1 [mod (4n− 1)] ou
2v ≡ −1 [mod (4n− 1)].
Exemple. Cas d'un jeu de 52 artes. L'étude
de e mélange de Monge s'eetue modulo
4n − 1 = 103. On trouve les deux orbites
O˜(0) = {0} et O˜(1) = {1, 2, 3, . . . , 51}. La pé-
riode de e mélange est 51.
Exemple. Cas d'un jeu de 54 artes. L'étude
de e mélange de Monge s'eetue modulo
4n − 1 = 107. On trouve les deux orbites
O˜(0) = {0} et O˜(1) = {1, 2, 3, . . . , 53}. La pé-
riode de e mélange est 53.
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Corollaire 8 La période d'un mélange de Monge
de 2p artes (p > 1) est p+ 1.
Démonstration. Pour n = 2p−1, on a 4n + 1
= 2p+1 + 1. Don 2p+1 ≡ −1 [mod (4n+ 1)] et
2p+1 ≡ 1 [mod (4n− 1)]. D'après les théorèmes 6
et 7, p + 1 est une période de h1, h2, h3 et h4.
Dans les deux as, l'orbite de 1 est l'ensemble
{1, 2, 22 , . . . , 2p} de ardinal p + 1, e qui prouve
le orollaire.
Exemple. Cas d'un jeu de 32 artes. L'étude du
mélange de Monge assoié à h3 s'eetue modulo
4n + 1 = 65. On trouve les orbites suivantes :
O(1) = {1, 2, 4, 8, 16, 32},
O(3) = {3, 6, 12, 17, 24, 31},
O(5) = {5, 10, 15, 20, 25, 30},
O(7) = {7, 9, 14, 18, 28, 29},
O(11) = {11, 19, 21, 22, 23, 27},
O(13) = {13, 26}.
L'étude du mélange de Monge assoié à h˜4 s'ef-
fetue modulo 4n − 1 = 63. On trouve les orbites
suivantes :
O˜(0) = {0},
O˜(1) = {1, 2, 4, 8, 16, 31},
O˜(3) = {3, 6, 12, 15, 24, 30},
O˜(5) = {5, 10, 17, 20, 23, 29},
O˜(7) = {7, 14, 28},
O˜(9) = {9, 18, 27},
O˜(11) = {11, 13, 19, 22, 25, 26},
O˜(21) = {21}.
Dans les deux as, la période est 6 et oïnide bien
ave p+ 1 (ii n = 2p−1 ave p = 5).
III.4 Quelques valeurs numériques
Nous donnons i-dessous les périodes des in-
shues et des mélanges de Monge assoiés à h1
et h2 (baptisés dans le tableau de  in-Monge  et
 out-Monge ) pour des jeux de 2n artes ave
2n 6 64.
2n 2 4 6 8 10 12 14 16
in-shuffle 2 4 3 6 10 12 4 8
in-Monge 2 3 6 4 6 10 14 5
out-Monge 1 3 5 4 9 11 9 5
2n 18 20 22 24 26 28 30 32
in-shuffle 18 6 11 20 18 28 5 10
in-Monge 18 10 12 21 26 9 30 6
out-Monge 12 12 7 23 8 20 29 6
2n 34 36 38 40 42 44 46 48
in-shuffle 12 36 12 20 14 12 23 21
in-Monge 22 9 30 27 8 11 10 24
out-Monge 33 35 20 39 41 28 12 36
2n 50 52 54 56 58 60 62 64
in-shuffle 8 52 20 18 58 60 6 12
in-Monge 50 12 18 14 12 55 50 7
out-Monge 15 51 53 36 44 24 20 7
IV In-shue : as partiuliers
Dans ette partie, nous alulons expliitement
les itérations suessives de la permutation asso-
iée à l'in-shue dans les deux as partiuliers
n = 2p−1 et n = 2p−1 − 1. L'astue de alul
onsiste à travailler ave les éritures binaires des
numéros de artes.
Nous ne alulerons pas les itérations sues-
sives de l'out-shue dans les as n = 2p−1 et
n = 2p−1 + 1, l'out-shue étant équivalent à l'in-
shue assoié aux as respetifs n = 2p−1 − 1 et
n = 2p−1.
IV.1 Cas d'un jeu de 2
p
artes
Nous nous plaçons dans le as d'un jeu de 2p
artes, 'est-à-dire n = 2p−1. Nous travaillons
ii ave f˜ . Introduisons l'ériture binaire d'un
i ∈ {0, 1, . . . , 2n − 1} :
i = ip−1 . . . i0 =
p−1∑
k=0
ik2
k
où les i0, i1, . . . , ip−1 sont des bits 0 ou 1. On a
en partiulier n = 10− 0︸ ︷︷ ︸
p−1
et 2n− 1 = 1− 1︸ ︷︷ ︸
p
. Dans
es onditions, l'image de i par la permutation f˜
s'érit
f˜(i) =
{
1ip−1 . . . i1 si i0 = 0,
ip−1 . . . i1 si i0 = 1,
soit enore
f˜(i) = (1− i0)ip−1 . . . i1.
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IV.1.1 Calul des itérées f˜k(i) pour haque i
Ave ette représentation de f˜ , on voit progres-
sivement que
f˜(i) = (1− i0)ip−1 . . . i1,
f˜2(i) = (1− i1)(1− i0)ip−1 . . . i2
et plus généralement, pour 0 6 k 6 p,
f˜k(i) = (1− ik−1) . . . (1− i0)ip−1 . . . ik.
Pour k = p, on obtient
f˜p(i) = (1− ip−1) . . . (1− i0)
que l'on peut réérire
f˜p(i) = 1− 1︸ ︷︷ ︸
p
− ip−1 . . . i0 = 2n− 1− i.
Ainsi f˜p est la symétrie des entiers 0, 1, . . . , 2n−1.
Cela signie que dans le as d'une pile de 2n jetons
dont les n jetons du bas sont verts et les n du
haut sont rouges, on obtient au bout de pmélanges
parfaits une pile inversée : les n jetons du bas sont
rouges et les n du haut sont verts.
En poursuivant, on trouve pour p 6 k 6 2p,
f˜k(i) = ik−p−1 . . . i0(1− ip−1) . . . (1− ik−p)
pour aboutir nalement à
f˜2p(i) = ip−1ip−2 . . . i0 = i.
On retrouve bien le fait que, dans le as où
n = 2p−1, le nombre 2p est une période de f˜ (et
aussi de f ).
IV.1.2 Calul des itérées f˜k(0)
L'évolution en binaire de la première arte (nu-
méro 0) est intéressante en soi. Les aluls préé-
dents donnent
f˜(0) = 10 − 0︸ ︷︷ ︸
p−1
= n.
Plus généralement, pour 0 6 k 6 p,
f˜k(0) = 1− 1︸ ︷︷ ︸
k
0− 0︸ ︷︷ ︸
p−k
= 2p−1 + 2p−2 + · · · + 2p−k = 2p − 2p−k
qui onduit à
f˜p(0) = 1− 1︸ ︷︷ ︸
p
= 2p − 1 = 2n− 1.
Puis, pour p 6 k 6 2p,
f˜k(0) = 1− 1︸ ︷︷ ︸
2p−k
= 22p−k − 1
et nalement f˜2p(0) = 0. Ainsi, l'orbite de 0 sous
l'ation de f˜ est
O˜(0) = {2p − 2p−k, 1 6 k 6 p}
∪ {22p−k − 1, p 6 k 6 2p − 1}
= {2k − 1, 1 6 k 6 p}
∪ {2p − 2k, 1 6 k 6 p}.
On voit que card O˜(0) = 2p. Le nombre 2p est
bien la période de f˜ .
IV.2 Cas d'un jeu de 2
p − 2 artes
Nous nous plaçons dans le as où n = 2p−1− 1.
Nous travaillons ii ave f . Introduisons de nou-
veau l'ériture binaire d'un i ∈ {1, 2 . . . , 2n} :
i = ip−1 . . . i0. On a n+ 1 = 2
p−1 = 10− 0︸ ︷︷ ︸
p−1
. Dans
es onditions, l'image de i par la permutation f
s'érit
f(i) =
{
ip−1 . . . i1 si i0 = 0,
1ip−1 . . . i1 si i0 = 1,
soit enore
f(i) = i0ip−1 . . . i1.
Dans e as, la permutation f orrespond à
une simple permutation irulaire des hires
de la déomposition binaire de la variable :
(i0, i1, . . . , ip−1) 7−→ (i1, i2 . . . , ip−1, i0).
IV.2.1 Calul des itérées fk(i) pour haque i
On obtient immédiatement, pour 0 6 k 6 p,
fk(i) = ik−1ik−2 . . . i0ip−1 . . . ik.
Finalement pour k = p :
fp(i) = ip−1ip−2 . . . i0 = i.
Ce proédé est signalé dans [1, 5℄. On retrouve le
fait que, dans le as où n = 2p−1 − 1, p est une
période de f .
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IV.2.2 Calul des itérées fk(1)
Examinons l'évolution binaire de la première
arte (n
o 1) : la permutation irulaire des hires
donne
f(1) = 10− 0︸ ︷︷ ︸
p−1
= 2p−1 = n+ 1,
puis, pour 0 6 k 6 p,
fk(1) = 10− 0︸ ︷︷ ︸
p−k
= 2p−k.
On arrive nalement à fp(1) = 1 et p est bien la
période de f .
V Mélange de Monge : as d'un
jeu de 2
p
artes
Dans toute ette setion, nous nous plaçons
dans le as où n = 2p−1.
V.1 Version assoiée à h1
Nous travaillons ii ave la permutation h˜1 des
entiers 0, 1, . . . , 2n− 1. On a, pour i = ip−1 . . . i0,
h˜1(i) =
{
(1− i0)ip−1 . . . i1 si i0 = 0,
(1− i0)(1 − ip−1) . . . (1− i1) si i0 = 1.
L'expression de h˜1(i) i-dessus dépendant de la
parité de i, nous sommes amenés à déomposer
l'ériture binaire de i en blos de 0 et de 1 onsé-
utifs. Notons m (m > 1) le nombre de blos ap-
paraissant dans i et l1, l2, . . . , lm leurs longueurs
respetives en partant de la droite vers la gauhe
(l1, . . . , lm > 1 et l1+· · ·+lm = p). Pourm = 1, on
a les deux possibilités i = 0− 0 et i = 1− 1. Pour
m > 2, on a les quatre possibilités génériques :
i = 0− 0︸ ︷︷ ︸
lm
1− 1︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
,
i = 0− 0︸ ︷︷ ︸
lm
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1
,
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
,
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1
.
V.1.1 Calul des itérées h˜k1(i) pour haque i
Nous onsidérons par exemple le as d'un
nombre i se déomposant sous la forme
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
.
On a
h˜1(i) = 1− 1︸ ︷︷ ︸
lm+1
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1−1
.
.
.
h˜l11 (i) = 1− 1︸ ︷︷ ︸
lm+l1
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
puis
h˜l1+11 (i) = 0− 0︸ ︷︷ ︸
lm+l1+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2−1
h˜l1+21 (i) = 1 0− 0︸ ︷︷ ︸
lm+l1+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2−2
.
.
.
h˜l1+l21 (i) = 1− 1︸ ︷︷ ︸
l2−1
0− 0︸ ︷︷ ︸
lm+l1+1
1− 1︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l3
puis
h˜l1+l2+11 (i) = 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
lm+l1+1
0− 0︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l3−1
.
.
.
h˜l1+l2+l31 (i) = 1− 1︸ ︷︷ ︸
l3−1
0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
lm+l1+1
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l4
.
On ontinue ainsi de suite pour arriver à
h˜
l1+···+lm−1
1 (i) = 1− 1︸ ︷︷ ︸
lm−1−1
0− 0︸ ︷︷ ︸
lm−2
. . . 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
lm+l1+1
h˜
l1+···+lm−1+1
1 (i) = 0− 0︸ ︷︷ ︸
lm−1
1− 1︸ ︷︷ ︸
lm−2
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
lm+l1
.
.
.
h˜l1+···+lm+11 (i) = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
.
Finalement, le résultat de la dernière étape s'érit
exatement
h˜p+11 (i) = i.
Les aluls menés i-dessus s'étendent aisément
aux autres formes possibles de déompositions bi-
naires par blos de i quitte à faire l1 = 0 ou/et
lm = 0.
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V.1.2 Calul des itérées h˜k1(0)
Les aluls de la setion préédente donnent en
partiulier les itérations suessives de h˜1 en 0 :
h˜1(0) = 10− 0︸ ︷︷ ︸
p−1
= n, h˜21(0) = 110 − 0︸ ︷︷ ︸
p−2
.
Plus généralement, on a pour 0 6 k 6 p,
h˜k1(0) = 1− 1︸ ︷︷ ︸
k
0− 0︸ ︷︷ ︸
p−k
jusqu'à
h˜p1(0) = 1− 1︸ ︷︷ ︸
p
= 2n− 1
et enn h˜p+11 (0) = 0.
V.2 Version assoiée à h2
En e qui onerne la permutation h˜2 des entiers
0, 1, . . . , 2n − 1, on a pour i = ip−1 . . . i0,
h˜2(i) =
{
i0(1− ip−1) . . . (1− i1) si i0 = 0,
i0ip−1 . . . i1 si i0 = 1,
V.2.1 Calul des itérées h˜k2(i) pour haque i
Considérons de nouveau l'exemple où
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
.
On a
h˜2(i) = 0− 0︸ ︷︷ ︸
lm+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1−1
h˜22(i) = 10− 0︸ ︷︷ ︸
lm+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1−2
.
.
.
h˜l12 (i) = 1− 1︸ ︷︷ ︸
l1−1
0− 0︸ ︷︷ ︸
lm+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l2
puis
h˜l1+12 (i) = 0− 0︸ ︷︷ ︸
l1
1− 1︸ ︷︷ ︸
lm+1
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2−1
.
.
.
h˜l1+l22 (i) = 1− 1︸ ︷︷ ︸
l2−1
0− 0︸ ︷︷ ︸
l1
1− 1︸ ︷︷ ︸
lm+1
0− 0︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l3
puis
h˜l1+l2+12 (i) = 0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1
0− 0︸ ︷︷ ︸
lm+1
1− 1︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l3−1
.
.
.
h˜l1+l2+l32 (i) = 1− 1︸ ︷︷ ︸
l3−1
0− 0︸ ︷︷ ︸
l2
1− 1︸ ︷︷ ︸
l1
0− 0︸ ︷︷ ︸
lm+1
1− 1︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l4
.
On ontinue ainsi de suite pour arriver à
h˜
l1+···+lm−1
2 (i) = 1− 1︸ ︷︷ ︸
lm−1−1
0− 0︸ ︷︷ ︸
lm−2
. . . 1− 1︸ ︷︷ ︸
l1
0− 0︸ ︷︷ ︸
lm+1
h˜
l1+···+lm−1+1
2 (i) = 0− 0︸ ︷︷ ︸
lm−1
1− 1︸ ︷︷ ︸
lm−2
. . . 0− 0︸ ︷︷ ︸
l1
1− 1︸ ︷︷ ︸
lm
.
.
.
h˜l1+···+lm2 (i) = 1− 1︸ ︷︷ ︸
lm−1
0− 0︸ ︷︷ ︸
lm−1
. . . 0− 0︸ ︷︷ ︸
l1
1
h˜l1+···+lm+12 (i) = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
.
Finalement, la dernière étape donne exatement
h˜p+12 (i) = i.
V.2.2 Calul des itérées h˜k2(0)
Les itérations suessives de h˜2 en 0 s'érivent
h˜2(0) = 01− 1︸ ︷︷ ︸
p−1
= n− 1, h˜22(0) = 101 − 1︸ ︷︷ ︸
p−2
.
Plus généralement, on a pour 0 6 k 6 p,
h˜k2(0) = 1− 1︸ ︷︷ ︸
k−1
01− 1︸ ︷︷ ︸
p−k
jusqu'à
h˜p2(0) = 1− 1︸ ︷︷ ︸
p−1
0 = 2n− 2
et enn h˜p+12 (0) = 0.
VI Cas d'un jeu ontenant un
nombre impair de artes
On onsidère ii rapidement le as d'un jeu de
2n + 1 artes, as étudié dans [12℄. Dans ette si-
tuation, le oupage de e jeu en deux parties peut
se faire de deux manières : soit à la ne arte, soit à
la (n+ 1)e. En d'autres termes, après oupage, le
premier paquet ontient n artes et le deuxième en
ontient n+1, ou bien le premier paquet ontient
15
n + 1 artes et le deuxième en ontient n. On in-
terale alors le paquet de n artes dans elui de
n+ 1.
Examinons les deux situations possibles.
• Premier oupage : le jeu de artes numéro-
tées dans l'ordre 1, 2, 3, . . . , 2n, 2n + 1 est oupé
en deux paquets de artes numérotées 1, 2, . . . , n
pour le premier et n + 1, n + 2, . . . , 2n, 2n + 1
pour le deuxième. On onstitue un nouveau jeu
de 2n + 1 artes en interalant le premier paquet
dans le deuxième, donnant ainsi la suite de artes
n
os n+ 1, 1, n + 2, 2, . . . , n− 1, 2n, n, 2n + 1 (voir
Fig. 13). On observe que la arte n
o (2n+1) reste
immobile et qu'en la retirant du jeu, ette mani-
pulation est identique à l'in-shue du jeu des 2n
artes restantes.
• Deuxième oupage : le jeu de artes
renumérotées dans l'ordre 0, 1, 2, 3, . . . , 2n est
oupé à présent en deux paquets de artes
numérotées 0, 1, 2, . . . , n pour le premier et
n+ 1, n + 2, . . . , 2n pour le deuxième. On forme
un nouveau jeu de 2n + 1 artes en interalant le
deuxième paquet dans le premier, fournissant ainsi
la suite de artes n
os 0, n+1, 1, n+2, 2, . . . , 2n−1,
n−1, 2n, n (voir Fig. 13). Dans e as, la arte no 0
reste immobile ; en la retirant du jeu, ette mani-
pulation est identique à l'in-shue du jeu des 2n
artes restantes.
1
2
n−1
n
n+1
n+2
n+3
2n−1
2n
2n+1
1
er
paquet 2
e
paquet
.
.
.
.
.
.
0
1
2
n−2
n−1
n
n+1
n+2
2n−1
2n
1
er
paquet 2
e
paquet
.
.
.
.
.
.
Fig. 13  Jeu à un nombre impair de artes
En onlusion, on a le résultat suivant.
Théorème 9 La période du mélange parfait de
2n + 1 artes est l'ordre de 2 modulo (2n+ 1).
VII Déplaement d'une arte vers
une position donnée dans le
as d'un jeu de 2
p
artes
Dans ette setion, nous onsidérons le pro-
blème d'Elmsley onsistant à déterminer une su-
ession d'in- et d'out-shues déplaçant une arte
donnée à une position donnée. Nous nous pla-
çons dans le as simple d'un jeu de 2p artes
(p > 1) et renvoyons le leteur à [4℄ où une pro-
édure algorithmique est proposée dans le as gé-
néral. Les artes sont numérotées de bas en haut
0, 1, 2, . . . , 2p − 1.
VII.1 Proédure générale
Rappelons que les déplaements de la arte n
o j
où j = jp−1 . . . j0, par un in- et un out-shues sont
représentés, en posant pour simplier les notations
f˜−1 = f et g˜−1 = g, par
f(j) = jp−2 . . . j0(1− jp−1),
g(j) = jp−2 . . . j0jp−1.
Si l'on eetue onséutivement k1 in-, k2 out-, k3
in-, k4 out-, . . . , km−1 in- et km out-shues où
k1, k2, . . . , km sont des nombres positifs (éventuel-
lement k1, km pouvant être nuls) de somme p, la
arte n
o j se retrouve à la position de numéro
i = (gkm ◦ fkm−1 ◦ · · · ◦ gk4 ◦ fk3 ◦ gk2 ◦ fk1)(j).
Déterminons expliitement l'ériture binaire du
numéro i. On a
fk1(j) = jp−k1−1 . . . j0(1− jp−1) . . . (1− jp−k1)
puis
(gk2 ◦ fk1)(j)
= jp−k1−k2−1 . . . j0
(1− jp−1) . . . (1− jp−k1)jp−k1−1 . . . jp−k1−k2
puis
(fk3 ◦ gk2 ◦ fk1)(j)
= jp−k1−k2−k3−1 . . . j0
(1− jp−1) . . . (1− jp−k1)
jp−k1−1 . . . jp−k1−k2
(1− jp−k1−k2−1) . . . (1− jp−k1−k2−k3).
De prohe en prohe, on arrive à
(fkm−1 ◦ gkm−2 ◦ · · · ◦ gk2 ◦ fk1)(j)
= jp−k1−···−km−1−1 . . . j0
(1− jp−1) . . . (1− jp−k1)jp−k1−1 . . . jp−k1−k2
. . .
(1− jp−k1−···−km−2−1) . . . (1− jp−k1−···−km−1)
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= jkm−1 . . . j0(1− jp−1) . . . (1− jp−k1)
jp−k1−1 . . . jp−k1−k2
. . .
(1− jkm+km−1−1) . . . (1− jkm)
et enn à
(gkm ◦ fkm−1 ◦ · · · ◦ gk2 ◦ fk1)(j)
= (1− jp−1) . . . (1− jp−k1)︸ ︷︷ ︸
k1
jp−k1−1 . . . jp−k1−k2︸ ︷︷ ︸
k2
. . .
(1− jkm+km−1−1) . . . (1− jkm)︸ ︷︷ ︸
km−1
jkm−1 . . . j0︸ ︷︷ ︸
km
.
En d'autres termes, les bits de i oïnident ave les
bits de j ou leur omplémentaire (le omplémen-
taire d'un bit  étant 1−) selon la règle suivante :
de gauhe à droite,
 les k1 premiers bits de i sont les omplémen-
taires de eux des k1 premiers de j,
 les k2 bits de i suivants sont identiques aux
k2 suivants de j,
 les k3 bits de i suivants sont les omplémen-
taires des k3 suivants de j,
 les k4 bits de i suivants sont identiques aux
k4 suivants de j,
 et.
Ce alul permet d'élaborer un algorithme pour
déplaer une arte de numéro donné j vers une
position de numéro donné i (i 6= j). On déom-
pose i et j en ériture binaire : i = ip−1 . . . i0
et j = jp−1 . . . j0. Puis on ompare les bits de i
et j situé à haque même plae et l'on fait appa-
raître dans i des blos de bits suessifs identiques
à eux de j et des blos de bits suessifs omplé-
mentaires à eux de j. On déompose ainsi i en
 blos de oïnidene  et  blos de omplé-
mentarité  ave eux de j. Plus préisément, en
introduisant la suite des longueurs de es blos
λ1 = min{k > 0 : ik = 1− jk},
λ2 = min{k > λ1 : ik+λ1 = jk+λ1},
λ3 = min{k > λ2 : ik+λ2 = 1− jk+λ2},
λ4 = min{k > λ3 : ik+λ3 = jk+λ3},
.
.
.
on a, s'il y a m tels blos (λ1 + · · ·+ λm = p ave
λ1, λm > 0 et λ2, . . . , λm−1 > 1),
i = (1− jp−1) . . . (1− jp−λm)︸ ︷︷ ︸
λm
jp−λm−1 . . . jp−λm−λm−1︸ ︷︷ ︸
λm−1
. . .
(1− jλ1+λ2−1) . . . (1− jλ1)︸ ︷︷ ︸
λ2
jλ1−1 . . . j0︸ ︷︷ ︸
λ1
.
Les aluls préédents montrent, en hoisissant
k1 = λm, k2 = λm−1, . . . , km = λ1, que
(gλ1 ◦ fλ2 ◦ · · · ◦ gλm−1 ◦ fλm)(j) = i.
Cela indique que λm in-, λm−1 out-, . . . , λ2 in- et
λ1 out-shues mènent la arte n
o j à la position
n
o i. En d'autres termes, le proédé reherhé se
shématise selon la suession suivante (de gauhe
à droite) :
I − I︸ ︷︷ ︸
λm
O −O︸ ︷︷ ︸
λm−1
. . . I − I︸ ︷︷ ︸
λ2
O −O︸ ︷︷ ︸
λ1
.
D'un point de vue pratique, on eetue un out-
shue haque fois que l'on renontre, dans la le-
ture de gauhe à droite des éritures binaires de
i et j, une oïnidene de bits et un in-shue
lorsque l'on renontre une omplémentarité de
bits. Notons que les numéros i et j jouent un rle
symétrique dans ette analyse. Ainsi, e proessus
qui déplae la arte n
o j à la plae no i déplae
également la arte n
o i à la position no j.
Exemple. Considérons le as d'un jeu de 32
artes numérotées 0, 1, 2, . . . , 31. On souhaite dé-
plaer la arte n
o 19 vers la position no 7. On
érit les nombres 7 et 19 en binaire 7 = 00111
et 19 = 10011, on superpose les deux séries de
bits et on ompare les paires de bits vertiaux.
Lorsque l'on a une paire de bits identiques, on
insrit un out-shue ; lorsque l'on a une paire de
bits diérents, on insrit un in-shue. Cela donne
onrètement :
0
1
−
I
0
0
−
O
1
0
−
I
1
1
−
O
1
1
−
O
L'algorithme pour amener la arte n
o 19 à la plae
n
o 7 est shématisé par la suession d'in- et d'out-
shues IOIOO, soit : f(19) = 6, g(6) = 12,
f(12) = 25, g(25) = 19, g(19) = 7. Globalement,
(g2 ◦ f ◦ g ◦ f)(19) = 7.
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L'algorithme pour amener la arte n
o 7 à la plae
n
o 19 est le même : f(7) = 15, g(15) = 30, f(30)
= 28, g(28) = 25, g(25) = 19, qui donne
(g2 ◦ f ◦ g ◦ f)(7) = 19.
On observe que ette proédure est loin d'être op-
timale dans le premier as puisque seul un out-
shue sut à déplaer la arte n
o 19 vers la po-
sition n
o 7 : g(19) = 7... Néanmoins, elle a l'avan-
tage de fontionner systématiquement. D'ailleurs
dans le deuxième as, nous avons vérié à l'aide
de Maple qu'auune omposition de moins de inq
in-/out-shues ne permettait la manipulation re-
quise ; dans e as, l'algorithme se révèle optimal.
Dans [4℄, les auteurs proposent un algorithme mi-
nimal pour exéuter le déplaement souhaité et et
algorithme est valable dans le as d'un jeu onte-
nant un nombre quelonque de artes.
VII.2 Déplaement de la arte du des-
sous du paquet vers une position
donnée
Examinons le déplaement de la arte du des-
sous du paquet, i.e. la arte n
o 0, vers la position
donnée n
o i. Les aluls préédents donnent immé-
diatement
(gkm ◦ fkm−1 ◦ · · · ◦ gk2 ◦ fk1)(0)
= 1− 1︸ ︷︷ ︸
k1
0− 0︸ ︷︷ ︸
k2
. . . 1− 1︸ ︷︷ ︸
km−1
0− 0︸ ︷︷ ︸
km
.
Introduisons la déomposition binaire de i par
blos
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
,
où les l1, . . . , lm sont les longueurs positives des
blos de bits de i lus de droite à gauhe. Éven-
tuellement, on posera lm = 0 si la déomposition
démarre par un blo de 0 et l1 = 0 si elle nit par
un blo de 1. La règle préédente nous enseigne
que
(gl1 ◦ fl2 ◦ · · · ◦ glm−1 ◦ flm)(0) = i.
Dans le as où lm = 0, 'est-à-dire dans le as
où la déomposition de i ommene par un blo
de 0, puisque g(0) = 0 (un out-shue n'aete
pas la arte n
o 0), on peut retirer la manipulation
redondante glm−1 i-dessus pour obtenir
(gl1 ◦ fl2 ◦ · · · ◦ glm−3 ◦ flm−2)(0) = i.
Ainsi, en eetuant suessivement lm in-, lm−1
out-, . . . , l2 in- et l1 out-shues, la arte n
o i se
retrouve au bas du paquet. C'est le fameux algo-
rithme proposé par Elmsley [6℄. D'un point de vue
pratique, omme ela est mentionné dans [4℄, [5℄
et [6℄, on suit le shéma d'in/out-shues dité par
l'ériture binaire de i de gauhe à droite en inter-
prétant un bit 1 par un in-shue I et un bit 0 par
un out-shue O, le premier blo de O étant omis
lorsque lm = 0 :
I − I︸ ︷︷ ︸
lm
O −O︸ ︷︷ ︸
lm−1
. . . I − I︸ ︷︷ ︸
l2
O −O︸ ︷︷ ︸
l1
.
Remarque. En fait, la proédure préédemment
dérite pour amener la arte n
o 0 à la position no i
reste valable pour un jeu de 2n artes, n étant un
nombre quelonque. En eet, rappelons que pour
j ∈ {0, 1, . . . , n − 1}, f(j) = 2j + 1 et g(j) = 2j.
Soit alors un j ∈ {0, 1, . . . , n−1} d'ériture binaire
j = jp−1 . . . j0. Pour un tel j, on a
f(j) = jp−1 . . . j01, g(j) = jp−1 . . . j00.
Plus généralement, si jp−1 . . . j01− 1︸ ︷︷ ︸
k
6 2n − 1,
(ette ondition montrant que jp−1 . . . j01− 1︸ ︷︷ ︸
k−1
6 n − 1 et que l'utilisation de l'expression de f
i-dessus est liite), alors
fk(j) = jp−1 . . . j01− 1︸ ︷︷ ︸
k
.
De même, si jp−1 . . . j00− 0︸ ︷︷ ︸
k
6 2n− 1, alors
gk(j) = jp−1 . . . j00− 0︸ ︷︷ ︸
k
.
Ainsi, pour lm tel que 1− 1︸ ︷︷ ︸
lm
6 2n− 1, on a
flm(0) = 1− 1︸ ︷︷ ︸
lm
,
puis, pour lm−1 tel que 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
6 2n− 1, on a
(glm−1 ◦ flm)(0) = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
.
De manière générale, si les nombres l1, . . . , lm vé-
rient 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
6 2n− 1, alors
(gl1 ◦ · · · ◦ flm)(0) = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
.
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Cette dernière égalité prouve que la arte n
o 0
peut eetivement atteindre n'importe quelle po-
sition i ∈ {1, 2, . . . , 2n − 1}.
VII.3 Déplaement de la arte du dessus
du paquet vers une position donnée
De manière analogue, regardons le déplaement
de la arte du dessus du paquet, i.e. la arte
n
o 2p − 1, vers la position no i. Puisque 2p − 1 ad-
met la simple déomposition binaire 1− 1︸ ︷︷ ︸
p
, on a,
en inversant l'ordre de f et g dans les aluls pré-
édents et en se souvenant que g(2p− 1) = 2p− 1,
(fkm ◦ gkm−1 ◦ · · · ◦ fk2 ◦ gk1)(2p − 1)
= (fkm ◦ gkm−1 ◦ · · · ◦ fk2)(2p − 1)
= 1− 1︸ ︷︷ ︸
k1
0− 0︸ ︷︷ ︸
k2
. . . 1− 1︸ ︷︷ ︸
km−1
0− 0︸ ︷︷ ︸
km
.
Don, pour atteindre la position i ave
i = 1− 1︸ ︷︷ ︸
lm
0− 0︸ ︷︷ ︸
lm−1
. . . 1− 1︸ ︷︷ ︸
l2
0− 0︸ ︷︷ ︸
l1
,
on suivra le shéma
I − I︸ ︷︷ ︸
lm−1
O −O︸ ︷︷ ︸
lm−2
. . . O −O︸ ︷︷ ︸
l2
I − I︸ ︷︷ ︸
l1
.
VII.4 Déplaement d'une arte donnée
vers le dessous du paquet
Regardons maintenant le déplaement d'une
arte de numéro donné i vers le dessous du pa-
quet, i.e. vers la position n
o 0. Ave la même dé-
omposition binaire de i, on a
(gl1 ◦ fl2 ◦ · · · ◦ glm−1 ◦ flm)(i) = 0.
Puisque g(0) = 0, on peut omettre la manipula-
tion redondante gl1 i-dessus pour obtenir
(fl2 ◦ gl3 ◦ · · · ◦ glm−1 ◦ flm)(i) = 0.
Ainsi, le shéma suivant déplae la arte n
o i au-
dessous du paquet :
I − I︸ ︷︷ ︸
lm
O −O︸ ︷︷ ︸
lm−1
. . . O −O︸ ︷︷ ︸
l3
I − I︸ ︷︷ ︸
l2
.
VII.5 Déplaement d'une arte donnée
vers le dessus du paquet
Enn, le déplaement de la arte de numéro
donné i vers le dessus du paquet, i.e. vers la posi-
tion n
o 2p − 1, est dérit par la relation
(fl1 ◦ gl2 ◦ · · · ◦ flm−1 ◦ glm)(i) = 2p − 1.
Ainsi, le shéma suivant, en omettant le dernier
blo de O lorsque l1 = 0, déplae la arte n
o i
au-dessus du paquet :
O −O︸ ︷︷ ︸
lm
I − I︸ ︷︷ ︸
lm−1
. . . O −O︸ ︷︷ ︸
l2
I − I︸ ︷︷ ︸
l1
.
VIII Généralisation : k paquets
de n artes
On dispose de k paquets de n artes, don de kn
artes que l'on numérote de 1 à kn ou de 0 à kn−1.
Cette situation peut se réaliser ave le onours de
k joueurs installés à une table ronde, ayant haun
un jeu de n artes en supposant que toutes les
artes sont diérentes : le premier joueur a un jeu
de artes numérotées de bas en haut 1, 2, . . . , n,
le deuxième a un jeu de artes numérotées de bas
en haut n + 1, n + 2, . . . , 2n, et., le ke a un jeu
de artes numérotées de bas en haut (k− 1)n+1,
(k−2)n+2, . . . , kn. On réalise un in-shue ou un
out-shue en prenant une arte à partir du haut
du paquet à haque joueur dans un ordre irulaire
jusqu'à épuisement des artes. On onstitue ainsi
un nouveau jeu de kn artes que l'on reoupe en k
paquets de n artes que l'on redistribue à haque
joueur et l'on reproduit la manipulation ad lib.
Cette généralisation est abordée dans [13℄.
VIII.1 In-shue
Dans le as d'un in-shue généralisé, on om-
mene par prélever la arte de dessus au premier
joueur, puis elle de dessus au deuxième que l'on
plae sous la préédente, et., puis elle de des-
sus au dernier joueur que l'on plae au-dessous
des préédentes. On reommene à partir du pre-
mier joueur et ainsi de suite jusqu'à épuisement
des artes. On obtient de la sorte un paquet de
artes réparties de bas en haut selon la suession
(k − 1)n + 1, (k − 2)n + 1, . . . , 2n + 1, n + 1, 1,
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puis (k− 1)n+2, (k− 2)n+2, . . . , 2n+2, n+2, 2,
puis (k− 1)n+3, (k− 2)n+3, . . . , 2n+3, n+3, 3,
et ainsi de suite jusqu'à kn, (k−1)n, . . . , 3n, 2n, n
(voir Fig. 14).
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Fig. 14  In-shue généralisé
L'in-shue généralisé est mathématiquement
dérit par la permutation f des entiers 1, 2, . . . , kn
suivante (voir Fig. 15) :
f(i) =


i− 1
k
+ (k − 1)n + 1 si i ≡ 1 [mod k],
i− 2
k
+ (k − 2)n + 1 si i ≡ 2 [mod k],
.
.
.
i− k + 1
k
+ n+ 1 si i ≡ k−1[mod k],
i
k
si i ≡ 0 [mod k].
De manière plus ondensée, pour l ∈ {0, 1, 2, . . . ,
k − 1} et i ≡ l [mod k],
f(i) =
i− l
k
+ (k − l)n+ 1.
La réiproque de f est donnée par
f−1(j) =


kj si 1 6 j 6 n,
kj − (kn + 1) si n+ 1 6 j 6 2n,
kj − 2(kn + 1) si 2n+ 1 6 j 6 3n,
.
.
.
kj − (k − 1)(kn + 1)
si (k − 1)n + 1 6 j 6 kn.
La forme générique est, pour l ∈ {0, 1, 2, . . . , k−1}
et ln+ 1 6 j 6 (l + 1)n,
f−1(j) = kj − l(kn + 1).
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✲
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Fig. 15 Mélanges généralisés,permutationsf et g˜
On note en partiulier la ongruene
f−1(j) ≡ kj [mod (kn + 1)].
Cette observation onduit à la formulation sui-
vante de la période de f .
Théorème 10 La période de f est l'ordre de k
modulo (kn + 1), 'est-à-dire le premier entier
r > 1 tel que kr ≡ 1 [mod (kn+ 1)].
Corollaire 11 Si n est de la forme kp−1 pour un
p > 1, alors la période de f est 2p.
Démonstration. Lorsque n = kp−1, alors kn+1
= kp + 1 et kp ≡ −1 [mod (kn+ 1)]. On a don
k2p ≡ 1 [mod (kn+ 1)] qui prouve que f2p = id.
Par ailleurs, l'orbite de la arte n
o 1 sous l'ation
de la permutation f est
O(1) = {1, k, k2, . . . , kp−1, kp − kp−1,
kp − kp−2, . . . , kp − k, kp − 1}
qui est de ardinal 2p. C'est la période de f .
VIII.2 Out-shue
Dans le as d'un out-shue généralisé, on om-
mene par prélever la arte de dessus au der-
nier joueur, puis elle de dessus à l'avant-dernier
que l'on plae sous la préédente, et., puis elle
de dessus au premier joueur. On reommene à
partir du dernier joueur et ainsi de suite jus-
qu'à épuisement des artes. On obtient alors la
répartition des artes de bas en haut selon la
suession 0, n, 2n, . . . , (k − 2)n, (k − 1)n, puis
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1, n + 1, 2n + 1, . . . , (k − 2)n + 1, (k − 1)n + 1,
puis 2, n+2, 2n+2, . . . , (k− 2)n+2, (k− 1)n+2,
et ainsi de suite jusqu'à n− 1, 2n− 1, 3n− 1, . . . ,
(k − 1)n − 1, kn− 1 (voir Fig. 16).
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Fig. 16  Out-shue généralisé
L'out-shue généralisé est modélisé par la per-
mutation g˜ des entiers 0, 1, 2, . . . , kn − 1 suivante
(voir Fig. 15) :
g˜(i) =


i
k
si i ≡ 0 [mod k],
i− 1
k
+ n si i ≡ 1 [mod k],
i− 2
k
+ 2n si i ≡ 2 [mod k],
.
.
.
i− k + 1
k
+ (k − 1)n si i ≡ k−1[mod k].
La réiproque de g˜ est donnée par
g˜−1(j) =


kj si 0 6 j 6 n− 1,
kj − (kn− 1) si n 6 j 6 2n− 1,
kj − 2(kn− 1) si 2n 6 j 6 3n − 1,
.
.
.
kj − (k − 1)(kn − 1)
si (k − 1)n 6 j 6 kn− 1.
On a en partiulier la ongruene
g˜−1(j) ≡ kj [mod (kn− 1)]
qui onduit à la formulation suivante de la période
de g˜.
Théorème 12 La période de g˜ est l'ordre de k
modulo (kn − 1), 'est-à-dire le premier entier
s > 1 tel que ks ≡ 1 [mod (kn− 1)].
Corollaire 13 Si n est de la forme kp−1 pour un
p > 1, alors la période de g˜ est p.
Démonstration. Lorsque n = kp−1, on a kn−1
= kp−1 et alors kp ≡ 1 [mod (kn+ 1)]. On a don
g˜p = id. L'orbite de la arte no 1 sous l'ation de
la permutation g˜ est simplement
O˜(1) = {1, k, k2, . . . , kp−1}
qui est de ardinal p. C'est la période de g˜.
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