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Abstract
In this thesis, a new large-eddy simulation solver, LES−AIR, has been
developed, tested and applied to a practical situation of flow and pollutant
dispersion in urban environments. The novelty of the present research re-
sides in the application of a high resolution, accurate, CFD technique to
the simulation of real-life flows. The code uses a body fitted curvilinear
grid to account for the macro geometry such as terrain slopes, and is thus
able to reproduce in detail the complex conditions typical of urban areas;
by utilizing the technique of immersed boundaries, the code is also able to
mimic the presence the micro complexities such as anthropic structures (i.e.
buildings). The first part of the thesis presents a detailed description of
the mathematical and numerical model on which the code is based. An ex-
tensive set of validation tests was performed in flow configurations having
an increasing degree of complexity in terms of forcing and geometry. The
numerical model thus validated is applied for obtaining flow and pollutant
dispersion in the Servola-Valmaura suburban area of the city of Trieste in
Italy. The pollutant was introduced into the domain from a line source
near the ground, mimicking the emission from vehicular traffic. In spite of
the idealizations inherent to the model, LES − AIR is able to predict the
flow and dispersion patterns well, and has proven to be a reliable tool for
adaptation in urban pollution studies.
Nella presente tesi e` stato sviluppato, testato ed applicato ad un caso
studio applicativo un nuovo solutore numerico, chiamato codice LES−AIR,
capace di predire i campi di vento e la dispersione di inquinanti in ambienti
urbani. La maggiore novita` di questo lavoro risiede nell’utilizzo di una tec-
nica fluidodinamica molto accurata e ad alta risoluzione per la simulazione di
flussi reali. Il codice LES−AIR e` capace di riprodurre con grande dettaglio
le geometrie complesse tipiche delle aree urbane tramite l’utilizzo congiunto
di una griglia curvilinea, che si adatta all’ orografia del terreno, e della tec-
nica dei corpi immersi, con la quale vengono riprodotti gli ostacoli antropici,
quali gli edifici. Nella prima parte della tesi viene fornita una descrizione
dettagliata del modello matematico e numerico su cui si basa il codice. Il
modello e` stato validato per mezzo di un esteso set di casi test, aventi un
grado crescente di complessita` in termini di forzanti e di configurazione ge-
ometriche. Il modello cos`ı validato e` stato applicato alla riproduzione di un
caso applicativo nel quale i campi di vento e la dispersione di un inquinante
nella zona di Servola-Valmaura, situata nella periferia di Trieste, sono stati
simulati. L’ inquinante e` stato introdotto da una sorgente lineare posta in
prosimita` del terreno e rappresentante l’emissione derivante dal traffico cit-
tadino. Nonostante le condizioni idealizzate di vento considerate, il codice
LES −AIR si e` dimostrato molto efficace nella predizione del flusso e della
dispersione dell’inquinante e quindi si e` attestato essere un valido strumento
negli studi d’ inquinamento urbani.
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Chapter 1
Introduction
The problem of air pollution in the lower regions of the atmospheric bound-
ary layer is nowadays becoming an extremely important issue. The pollution
can have both natural and human causes. There is a big variety of pollutant
substances that can be present in liquid, solid and gaseous phases. Since
there is a constant trend of people moving from rural to urban areas and,
in the year 2008, for the first time in history, the urban population has
surpassed the rural one [28], it is very important to acquire a deep under-
standing of the pollution risks related to urban zones where a lot of people
live in a very limited space. Hence we want to focus attention on the specific
problem of urban air quality where the emissions coming from traffic, heat-
ing systems and industrial activities concur to lower the air quality level.
The problem presents a multiplicity of facets and involves several fields of
study which range from fluid dynamics to chemistry, to meteorology, to ur-
ban sciences. To this end a specific new branch of fluid dynamics, called
urban fluid mechanics (UFM), has developed in the past decades to deal
with the specific multidisciplinary problems of air and water quality in ur-
ban areas (see [33] for an overview). UFM is a broad discipline which ranges
from fundamental to applied urban flow problems. Theoretical studies, ex-
perimental works and numerical modeling are used in UFM to understand
the flow dynamics. Hereafter, we will refer to UFM indicating the subject
of interest for this thesis. In many cases it is very important to have an
accurate estimation of the dynamics of pollutant dispersion in city areas as
a tool in future urban planning. In this sense, a big role in air quality studies
in urban areas is played by numerical simulations.
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1.1 The numerical approach to urban studies
In the framework of a numerical approach to UFM there is a broad variety
of models which are alternatively employed depending on the specific goal
of the study. Indeed, it has no sense to speak of good or bad models in
the field of UFM: rather one must verify their fitness-for-purpose. The
types of models used in UFM air studies are ordered by computing cost
following the distinction made in [15]: the large eddy simulation models
(LES), the Reynolds averaged models (RANS), the semi-empirical and the
empirical models. The LES models are the more sophisticated ones and
also the most computationally expensive. This is followed by RANS which
are less demanding but need a-priori calibration of the turbulence model.
These simulations produce only mean fields. Finally, the empirical or semi
empirical models which are the simplest and fastest ones. The drawback of
these models is that they furnish only qualitative solutions when compared
to RANS and LES.
1.1.1 The urban LES simulations
A particularly promising class for UFM is the one of LES models where
only the big scales are solved directly while the small, more isotropic, scales
are parametrized with a subgrid model [69]. In this way it is possible to
perform, with a lower computational cost with respect to a direct numerical
simulation (DNS), a three dimensional non stationary simulation, without
any need of a-priori parametrization (like in RANS), at Reynolds numbers
typical of practical applications (a detailed description of the LES methodol-
ogy will be given in section 2.2). In combination with the flow field obtained
through LES, the pollutant dispersion can be simulated both in a Eulerian
or in a Lagrangian way depending on the simulation goals. For urban simu-
lations the uncertainty coming from the subgrid parametrized scales on the
Lagrangian moving pollution particles, together with the elevated computa-
tional cost makes the usage of the Eulerian approach preferable.
LES models have been mainly used for more fundamental and simplified
UFM studies. For example, a LES model cannot be used for regulatory
purposes where hundreds of runs usually are made to take into account all
the different flow configurations, nor for obtaining a fast response in case
of an accident where toxic substances are released but their accuracy in
the prediction of the flow field could be fundamental for air quality studies.
Furthermore, the increasing available computer power, and the advancement
in modeling strategies extends the field of application for LES to more and
more complex problems. Conversely there are plenty of semi-empirical mod-
els and a lot of RANS models which deal with UFM, the number of urban
LES models is still relatively limited.
In the last years some outstanding research groups have worked on de-
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veloping urban LES models. In the LES of the Copenhagen area reported in
[52], performed with the SUBMESO model, the monthly and diurnal vari-
ability of heat surface fluxes is studied. A uniform horizontal grid resolution
of 1.5 km was used while the grid points were clustered near the terrain
surface in the vertical direction. A terrain following coordinate system was
adopted and, since their simulation covers a domain of about 100 km2, the
urban area presence was taken into account through the surface heat and
momentum fluxes, which were related to the specific terrain usage. On the
contrary in the LES simulation performed by [20] with the FEM3MP model
(see [21], [37]), where a dispersion of a toxic release was simulated, a much
smaller domain was considered and the grid resolution was of the order of a
few meters (2− 5 meters) for a total domain extension of 300× 330m2. A
non-staggered mesh in conjunction to a finite element method was used to
accurately reproduce building shapes. In the study of [17] authors adopted
a multi-scale approach: starting from the consideration that the urban dis-
persion problem crosses three different scales where different physics are
predominant (atmospheric mesoscale, city scale and building scale) they
employed three different models each one accounting for the predominant
physics at that scale. Specifically, they use the COAMPS (see [40]) model
for mesoscale prediction, HIGRAD LES model for urban scale flow solu-
tion (see [70]) and the FEM3MP model for building scale dynamics. The
COAMPS model was run on an area of 240×240km, data derived from this
simulation were used to drive the HIGRAD LES simulation which covered
an area of 1.6×1.6km with an horizontal grid resolution of 10m and variable
spacing in the vertical (with a minimum of 3m at the surface). The profiles
produced by HIGRAD were further used to drive the FEMMP3 simulation
which has a grid resolution of the order of meters. A different strategy was
adopted in developing the FAST3D−CT MILES model (see [13], [26], [25])
where a monotone integrated LES (MILES) was included. This technique
belongs to the class of the implicit large eddy simulations (ILES) where the
dissipation at the small scales is obtained using very dissipative numerical
schemes and no subgrid scale models are adopted. ILES was considered to
be suited for urban-scale scenarios because it is less computationally expen-
sive than a classical LES although this kind of approach is not universally
accepted because of the lack of mathematical basis. Several case studies
performed with the FAST3D−CT MILES model are described in [38]. A
case study of downtown Stockholm is reported in which two simulations of
the flow dynamics in an area of 1750× 830 × 1000m3 were executed using
a non uniform structured grid of 1.6M and 6.4M points respectively.
1.1.2 Boundary conditions
To obtain an accurate description of the flow field and of the pollutant dis-
persion patterns an appropriate set of boundary conditions must be used.
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The choice of the right set of boundary conditions is a very delicate matter.
At the terrain surface basically the heat and momentum fluxes have to be
reproduced. The models, depending on their purpose, can reach different
degrees of detail. Indeed the air terrain interface is very complex in the
urban environment because of the presence of a variety of human activi-
ties, of heating/cooling of the buildings, of cars and so on. All of them are
important factors. Some powerful surface models have been developed sep-
arately to reproduce ground/air interface processes, like in the case of the
FUMAPEX MODEL described in [10]. When this kind of models are used
separate simulations are run in order to obtain good boundary conditions
for the urban atmospheric models. Another problem is represented by the
lateral and upper boundary conditions. There is no agreement about the
kind of boundary conditions to be adopted at the lateral sides of the do-
main. However, at the urban scale simulations, where the air flow can be
considered as incompressible, often authors adopt a kind of boundary condi-
tion open downstream and closed upstream (ODCU) meaning that the flow
enters in the domain through one side, the so called inflow hard wall, and
then it is free to evolve trough the other boundaries where both waves and
other perturbations are allowed to pass out of the domain while no waves
or perturbation can be advected in. The transport equation for this kind of
boundary conditions was first written by Orlanski [64] and improved during
the past decades. Nevertheless the Orlanski boundary conditions have sev-
eral problems (see [78]) especially when the flow has a recirculation through
the boundary. Another issue is represented by the generation of a proper
turbulent inflow plane to be used at the hard wall. Various techniques are
adopted. In [27] authors employed a method based on proper orthogonal
decomposition and on a linear stochastic estimation. In [55] a perturbation
recycling method has been used, while in the FAST3D−CT model described
in [38] a complicated analytic function is used to reproduce the inflow and
the initial turbulent field. Then the surface boundary condition depends
strictly on the resolution and on the goals of the model. When the scale
of the simulation is not so large (up to order of kilometers square) a free
slip condition can be use for the velocity field, while an imposed heat flux
is suited for the energy equation. To get more realistic predictions from
the model, more attention has to be paid to the BC. A way to improve the
model veracity is to use as lateral and upper boundary conditions a nest-
ing of data coming from simulation of larger scale models or from some field
measurements. Nesting procedures are currently employed in the LES of the
atmospheric boundary layer (ABL) as described in the work of [60] where
authors describe a nesting procedure between two simulations performed
with the LES WRF model [57] at two different scales. Also in the case of
urban LES nesting procedures have been successfully employed as reported
in [17].
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1.2 The LES − AIR model
In the present dissertation the development, the validation and an applica-
tion to a real case study of a new large eddy simulation model suited for
UFM studies, called the LES−AIR model, will be presented. LES−AIR
has been developed from a marine model, LES −COAST , which is a code
suited for the study of flow dynamics and pollution problems in marine
coastal areas (the LES − COAST code description can be found in [75]).
LES − COAST in turn was derived from a LES code previously used for
more fundamental studies (see [5], [43] among the others). The development
of this new tool for the study of air pollution is the scope of the thesis that
has been partially supported by the regional agency for environmental pro-
tection of the Friuli-Venezia-Giulia region (ARPA-FVG) in Italy, partially
by the Abdus Salam International Center for Theoretical Physics (ICTP)
Italy and partially by the Universita` degli Studi di Trieste, Italy .
In LES − AIR the joint usage of the immersed boundary (IB) method
and of a curvilinear grid allow to face problems with a high geometric com-
plexity. For example the terrain slopes can be taken into account through
the curvilinear grid while the smaller obstacles, like buildings, can be repro-
duced with the IB technique. The main developments in the passage from
the LES − COAST to the LES −AIR code have been:
• the testing of the subgrid model in case of Reynolds numbers larger
than the marine ones;
• the development of appropriate wall models for momentum to be ap-
plied at the body-fitted grid base and at IB surfaces;
• the development of wall modeling for the heat fluxes;
• refinement of the joint usage of curvilinear grid and IB technique to
the specific reproduction of building-like obstacles.
It has to be highlighted that this thesis is the first part of a broader
project which is aimed at a further development of the computational model.
Hence, there are still several things which have to be improved before the
LES−AIR development is completed. The main limits at the present time
are:
• only dry air is considered;
• there is only a basic level of heat surface fluxes’ description;
• all the obstacles smaller than the grid cells are taken into account
through a constant roughness length.
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Thus we are aware that various improvements are still necessary to obtain a
fully reliable model. On the other hand some of the quality of the LES−AIR
code are really worth noting. They are the very detailed description of
the friction stresses on the buildings and at the body-fitted grid which is
fundamental to have a detailed flow prediction, the ability to face problems
with complex geometries.
As regards the pollution treatment in the LES − AIR code the Eule-
rian approach is adopted. The code is able to solve the advection-diffusion
equation for a large number of dispersed pollutants.
1.2.1 The neighborhood scale simulations
The target studies of the LES−AIRmodel will be the so called neighborhood-
scale simulations, a particular kind of simulations where the flow and dis-
persion are reproduced only for a portion (neighborhood) of the city. In this
type of simulations usually the geometry of the ground slopes as well as of
each building are taken into account in the model. Their typical domains
cover areas of some kilometers square and typically the domain height is of
the order of a kilometer and the simulated period is of the order of one day.
Thus, these are a particularly challenging kind of simulations since one has
not only to be able to solve with good detail the dynamics at street level
but also the dynamics which develops at the scale of one kilometer has to be
caught. As may be seen in Fig. 1.1, this implies that these simulations must
reproduce phenomena which go from the mechanical eddies, to the cross-
canyon vortex, to the building wakes, to the chimneys plumes and range
over three orders of magnitude.
1.2.2 The Servola-Valmaura suburban area of Trieste
The neighborhood scale simulations can be used to investigate the air quality
status in some particular part of the cities where critical pollution exists.
To do this it is of fundamental importance a deep knowledge of turbulent
flow characteristics. LES − AIR has been applied to the study of the flow
dynamics in the Servola-Valmaura zone, which is a suburban area of the
city of Trieste, in Italy, which has the shape of a valley that ends in the
sea (see Fig. 1.2). The particular terrain configuration, the heterogeneity of
the anthropic elements which are present and the nearness to the sea made
this place well-suited for the first case study of the LES − AIR. In this
application conditions of light wind coming from the sea and aligned with
the direction of the valley depression will be contemplated and the resulting
turbulent flow field will be analyzed. Also it will be presented the study
of the dispersion of a pollutant introduced in the domain through a near
ground line source resembling an emission from vehicular traffic.
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Figure 1.1: This plot, taken from [63], illustrates the phenomena occurring
at different length and time scales in the atmosphere: 1 - mechanical eddies
shed by obstacles; 2 - cross-canyon vortex; 3 - individual building wake; 4
-chimney stack plume; 5 - urban park breeze circulation; 6 - urban -rural
breeze system; 7 - uplift in city plume.
1.2.3 Validation procedure
A crucial issue of urban LES, and of urban simulations in general, is the
validation of the models. Indeed, there are rarely field data suited for a
comparison, and if there are such kind of data, they are taken in only a few
points. So to give a proof of the model validity just by comparing it with field
measurements is very hard. As described in [38] there are three main kinds
of possible validation techniques. The first consists in the reproduction of a
small scale wind tunnel experiment for which a sufficient amount of data has
been measured. The second is to compare data coming from the simulation
of the same urban area made by different models. The third is to reproduce
the dispersion pattern of a contaminant for which measures have been taken.
Neither the above cited techniques is completely satisfactory. The first kind
11
a)
b)
Figure 1.2: a) Three dimensional view of the location of the Servola-
Valmaura suburban area in the city of Trieste. The light yellow zone in-
dicates the simulation domain. Picture taken from Google Earth. b) Top
view of the location of the Servola-Valmaura suburban area in the city of
Trieste. The portion of terrain reproduced in the simulation is highlighted
by the blue rectangle. Picture taken from Google Maps.
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of validation, despite being the one with the biggest number of comparison
data, is perhaps the weakest one. Also the second method is weak in the
sense that the comparison is between numerical simulations and all of them
can have unknown, and even systematic, errors. The feebleness of the third
is the sensitivity to the initial conditions of the flow equations that govern
the dispersion of a substance. It is clear that it is impossible to reproduce
the exact concentrations of a contaminant at a certain point, while it is
possible to predict, with multiple runs, its average concentration.
For all these reasons to validate the LES−AIR model a broad series of
test cases with an increasing level of physical and geometrical difficulty has
been studied. The model has been tested against the results of wind tunnel
experiments, as well as coming from other simulations as well as against
data coming field measurement campaigns.
1.2.4 Thesis major results
The validation procedure performed to test the LES −AIR model showed
its good ability to reproduce flows having forcing and geometries typical of
urban flows. During this stage the best performing numerical configuration
to be used in this kind of simulations was detected. It was found that the im-
proved near wall treatment at the body fitted grid, described in section 2.6,
is able to give very good results when applied to flows conditions typically
found in the atmospheric boundary layer. In particular, good results were
achieved in the simulations performed using a centered second order inter-
polation scheme to derive the convective fluxes. This method is preferable to
the QUICK scheme because, being less dissipative, is able to reproduce in a
better way also the smallest turbulent structures. The centered scheme was
applied successfully also to more numerically unstable flows, like the simula-
tions with the IB, supported by an additional higher order filtering to damp
the potential rise up of spurious numerical oscillations. Nevertheless some
concerns about the goodness of its application in case of pollution dispersion
studies where the filtering operation could later the real dispersion patterns
are still present. However we just tried a numerical configuration where all
the variables are filtered. The response of the procedure when the velocity
field only is filtered may be different from that discussed in the present work.
When applied to the real-life case study of the Servola-Valmaura area the
LES − AIR was able to reproduce in a good way the flow patterns both
in the canopy layer and in the upper inertial sublayer furnishing useful in-
formation about the bulk parameters associated with the urban boundary
layer. Finally it was able to predict in a very detailed way also the dispersion
pattern of the emitted pollutant.
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1.2.5 Thesis structure
This thesis is organized as follows: in chapter 2 the mathematical model
will be described. Chapters 3 and 4 concern the validation procedure which
has been applied to the model, with chapter 3 being devoted to the vali-
dation test cases with simple geometries (without the use of the immersed
boundaries) while chapter 4 concerns test cases with an increasing degree
of geometrical and flow complexity (with the use of immersed boundaries).
In chapter 5 the case study of the Servola-Valmaura suburban area of Tri-
este is reported and finally in chapter 6 the conclusions about the work are
reported.
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Chapter 2
Description of the LES −AIR
model
In this chapter the mathematical and numerical models that are at the ba-
sis of the LES − AIR solver are described. First the governing equations
together with an analysis of the approximations used in the derivation are
presented in section 2.1. In sections 2.2 and 2.3 the mathematical and nu-
merical models are presented respectively. In section 2.4 the IB methodology
is described while in section 2.5 the scalar treatment is shown. Then in sec-
tions 2.6 and 2.7 the wall models derived to describe the momentum and
temperature fluxes at the body-fitted grid are described. Finally in section
2.8 a brief description of the LES−AIR requirements in terms of computer
resources is presented.
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2.1 The governing equations
To study atmospheric flows we will consider air as a continuum describing
it through the Navier-Stokes equations. The air will be regarded as dry
and incompressible and density variations will be taken into account within
the Boussinesq approximation (see sections 2.1.1 and 2.1.2 for a justification
about these assumptions). Under these premises the continuity, momentum
and density equations become:
∂uj
∂xj
= 0 (2.1)
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρ0
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− 2Ωi × ui + ρ
ρ0
gi (2.2)
∂ρ
∂t
+
∂ρuj
∂xj
= k
∂2ρ
∂xj∂xj
(2.3)
Hereafter we will refer to x1, or x, as the horizontal axis aligned with the
main flow, to x2, or y, as the horizontal axis directed along the spanwise
direction and to x3, or z, as the axis directed in the vertical direction.
The velocity components aligned with x, y and z are called respectively u,
or u1, v, or u2, and w, or u3. In the above equations Ωi is the Earth’s
angular velocity, ρ0 is the reference air density, ρ is the deviation from the
reference density, gi = (0, 0,−g) is the gravitational force vector, ν is the
fluid kinematic diffusivity, k is the heat diffusivity and p is the pressure.
In the model it is assumed that the density depends only on tempera-
ture and that this dependence is linear, so that ∆ρρ0 = −αT∆T , where αT is
the thermal expansion coefficient. Note that, since the Boussinesq approx-
imation is applied, the adiabatic lapse rate which in atmosphere is about
9.8Kkm−1 is not taken into account, or, if one prefers, the temperature that
we are solving is the potential temperature [48].
2.1.1 The Boussinesq approximation
In this section it is shown that the use of the Boussinesq approximation is
appropriate for the target simulations of the LES − AIR code. Under this
approximation the density ρ is treated as a constant except for the buoyancy
term of the momentum equation (2.2) where it is multiplied by g and can-
not be neglected. Another assumption of the Boussinesq approximation is
that the fluid properties like the dynamic viscosity µ, the heat diffusivity k,
and the specific heat at constant pressure Cp, are considered constant. This
allows to noticeably simplify the equations to be solved. For this approxi-
mation to be valid one needs the compressibility effects to be not relevant
and density variations small.
Compressibility effects are important in all cases where there is strong
flow unsteadiness (like shock waves), the air velocities are large, or the ver-
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tical domain extension is big. The first cause usually does not apply in
every-day urban flows, and it will be shown that also the second and the
third ones are far from important in the target LES − AIR simulations.
Specifically, to avoid strong pressure variations which cause strong density
variations, the Mach number, which is the ratio of a typical flow velocity
U to the speed of sound c, has to be small M = U/c ≪ 1. Since for typ-
ical atmospheric conditions c ≈ 350 ms−1, and it can be shown that the
compressible effects are negligible if M < 0.3 [48] the assumption is valid
if U < 105 ms−1 which is always verified for the urban flows. The sec-
ond reason which could cause compressibility effects to be relevant is a big
vertical extension of the domain: in this case the hydrostatic pressure vari-
ations could cause a large change in density. It can be shown [48] that in an
isothermal atmosphere the vertical scale after which the hydrostatic effects
are important is of the order of c2/g ≈ RT/g ≈ 12.5 km consistent with the
e− folding height which is the height after which the pressure decreases by
a factor e (the base of the natural logarithmic) for hydrostatic effects in an
isothermal atmosphere. Since the LES − AIR typically deals with vertical
domain heights ranging from hundreds of meters up to one kilometer also
this assumption is quite well verified.
Finally, to lie within the range of validity of the Boussinesq approxima-
tion density variations due to thermal stratification inside the air column
have to be small so that the continuity equation reduces to its incompressible
form. This can be done if
1
ρ
Dρ
Dt
≪ ∂uj
∂xj
(2.4)
where DρDt is the material derivative. If we consider air like a perfect gas,
then the thermal expansion coefficient αT ≡ −1ρ( ∂ρ∂T )p reduces to αT ≃ 1T .
If U an L are two typical velocity and length scales of the problem, then
condition (2.4) can be expressed as ([48]):
(1/ρ0)(∂ρ/∂t)
∂uj/∂xj
∼ (1/ρ0)(U∆ρ/L)
U/L
=
∆ρ
ρ0
= αT∆T ≪ 1
Thus ∆T ≪ 1/αT ≃ T . Considering a urban temperature of 300K, then
the temperature variations should be ∆T ≪ 300K, which is largely verified
in all the every-day typical urban flows.
Note that the Boussinesq approximation ceases to be valid if larger scale
atmospheric motions, like deep convection phenomena, are considered.
2.1.2 The assumption of dry air
The assumption of dry air made in the LES − AIR has the advantage to
make the computations faster since it is not necessary to solve an equation
for humidity. From a physical point of view this approach is also more
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conservative for the study of the pollution dispersion because it does not
take into account the effects associated with the wet deposition that will be
described in the next paragraph.
Nonetheless there are two main drawbacks which derive from the as-
sumption of dry air.
The first one is a dynamic drawback, and concerns the fact that the
presence of humidity affects the stability of the air column, in particular
the convection processes. For example, when warm humid air is convected
upward, it undergoes a process of cooling, finally leading to condensation,
which releases latent heat that modifies the convective dynamics ([7], [79])
(hence the concept of equivalent temperature widely used in meteorology
[44]). This, and similar kind of processes, cannot be captured if only dry air
is assumed.
The second drawback regards the effects that the presence of water could
have on the dispersed, gaseous or particulate phase dynamics. Indeed a lot
of complex processes take place, which goes under the name of wet depo-
sition, that refers to the natural processes by which material is scavenged
by atmospheric hydrometeors (cloud and fog drops, rain and snow) and is
consequently delivered to the Earth’s surface [79]. Since we do not consider
humidity in the LES −AIR, we are not able to take into account all these
processes in the treatment of the dispersed pollutants.
2.2 The mathematical model
Atmospheric flows are characterized by the presence of turbulence and can
be described, with some approximations, by equations (2.1), (2.2), (2.3) as
mentioned in section 2.1. The accuracy of the numerical solution of these
equations depends largely on the accuracy of the spatial and temporal rep-
resentation of the coherent structures (eddies) that govern to a very large
extent the transfer of momentum and energy [68]. The direct numerical solu-
tion (DNS) of the equations implies that the grid spacing and the time steps
have to resolve the Kolmogorov length and time scales. The nowadays avail-
able computer power limits the DNS solution to flows at modest Reynolds
number or in small domains. This is not the case in atmospheric flows. An
alternative approach, much less expensive than DNS and very widespread,
consists in RANS simulations where the flow is decomposed into a mean and
a fluctuating part and the non linear term is parametrized through a RANS
eddy-viscosity model. This technique, although being computationally less
expensive, is not adequate to resolve flows strongly varying in space and
with complex geometries such urban flows.
The LES technique lies between DNS and RANS both in terms of com-
putational cost and of accuracy of the solution. It is based on the consid-
eration that in turbulent flows the size of the largest vortical structures is
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determined by various factors like domain boundary conditions, air stratifi-
cation conditions, wind intensity. These largest eddies extract energy from
the main field directly, while the eddies that are somewhat smaller take their
energy from the largest ones through a vortex stretching mechanism. The
kinetic energy is then, on average, moved from large to small eddies in a
series of steps. This process of energy cascade is essentially inviscid [48] and
takes place until the scales are very small and dissipative viscous effects are
dominant. These smallest scales present a universal character and tend to
be isotropic. The large energy containing eddies and the small dissipative
scales are separated by a range of scales, called the inertial sub-range, where
the energy is transferred and neither energy production nor energy dissipa-
tion effects are important. Thus the large scales are very dependent on the
specific flow characteristics while the small scales present universal charac-
ter, are isotropic, react more rapidly to perturbations and recover quickly
to equilibrium ([68]).
The idea behind LES is to resolve directly the large scales while modeling
all the the scales that lie below a certain filter width. The separation be-
tween large and small scales is obtained through a filtering operation math-
ematically represented in one-dimensional physical space as a convolution
product:
a(x) =
∫
D
a(xS)G(x− xS ; ∆)dxS (2.5)
where a is the flow field variable before the filtering, a is the filtered, or
resolved, variable, D is the domain, G is the filtering function and ∆ is the
filter width. The solution a will be the sum of the subgrid-scale (SGS) part
aS and of the resolved part a. There are various kind of filters, we consider
a top-hat filter defined in real space:
G(x) =
{
1/∆ if |x| ≤ ∆/2
0 otherwise
All the structures that are smaller than ∆ are modeled with a SGS model.
The choice of the filter width ∆ has to satisfy, from one hand the necessity
to model as much scales as possible, on the other, it is needed that the
associate wave number 2π/∆ lies in the turbulence inertial sub-range. When
the filtering operation is applied to the governing equations the latter take
the following form:
∂uj
∂xj
= 0 (2.6)
∂ui
∂t
+
∂ujui
∂xj
= − 1
ρ0
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− 2Ωi × ui − ρ
ρ0
gi − ∂τij
∂xj
(2.7)
∂ρ
∂t
+
∂ujρ
∂xj
= k
∂2ρ
∂xj∂xj
− ∂λj
∂xj
(2.8)
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The effects of the small scales appears through the terms τij = uiuj − ui uj
in the momentum equations and λj = ujρ − uj ρ in the scalar equation.
They are called respectively the SGS stress and the SGS density flux.
2.2.1 The Smagorinsky sub-grid scale model
The LES technique was first used to reproduce atmospheric flows by Smagorin-
sky in [81] who developed a sub-grid scale model, now called the Smagorinsky
model, which is still one of the most widespread SGS models.
The original formulation of the Smagorinsky model was for quasi two-
dimensional motions in the atmosphere, since only the horizontal com-
ponents of the strain rate were used. It was then generalized to three-
dimensional flows in [50]. It is based on the consideration that the small
scales if perturbed recover very quickly to equilibrium. By assuming that
the viscous dissipation term is in balance with the production term in the
SGS turbulent kinetic energy equation, it is possible to derive an expression
for the eddy viscosity νT :
νT = (C
2
S∆
2)|S| (2.9)
where CS is a model constant, and |S| =
√
2SijSij is the contraction of
the resolved part of the strain rate tensor Sij . The SGS stresses are then
expressed through the law τSGS ij = −2νTSij .
The weak side of this model is that it becomes problematic close to
walls, where the eddy viscosity does not vanish but on the contrary becomes
large due to the large value of Sij . There have been many attempts to
overcome this problem. During the last decades other SGS models have
been developed, like the dynamic models [36], the mixed models [4], the
scale invariant dynamics models [56].
Nevertheless, in the framework of atmospheric simulations, where the
grid is necessarily very coarse, the Smagorinsky model, with some near
wall modifications, is at the present time one of the most used. A more
wide panoramic of the improvements brought about during the years to the
Smagorinsky model will be given in section 2.6 where also the new proposed
near wall SGS correction will be described.
2.2.2 The subgrid model for density
As in the case of the SGS treatment of the momentum equation, also for the
SGS treatment of the scalar fluxes several SGS models have been developed
(like the eddy-diffusivity models, the dynamic diffusivity models [71]). One
of the simplest approaches, which is adopted in the LES −AIR code, is to
use an eddy-diffusivity model, in which the SGS scalar fluxes are derived
from the SGS eddy-diffusivity by assuming a constant value of the SGS
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Prandtl number PrSGS = νT /kT . In this way the flux term λj in eq. (2.8)
is specified through the following relation:
λj = kT
∂ρ
∂xj
=
νT
PrSGS
∂ρ
∂xj
Usual values for PrSGS are around unity in analogy with the Reynolds
analogy concept (see [5]). In this way heat and momentum diffusivity co-
efficients are equalized even if it has to be remembered that the PrSGS is
not the same of the turbulent Prandtl number PrT since the first one refers
to a filtered approach of the turbulent field which depends both on time
and space whereas the second one is related to a statistical approach of tur-
bulence which involves ensemble and time averaging. This SGS model for
scalar fluxes holds for low stratification levels and when there are no sharp
scalar gradients or sharp scalar interfaces [22]. Both requirements will be
usually satisfied in the urban flows we are going to consider.
2.3 The numerical solution
In order to reduce the number of computational cells in the calculations
the strategy adopted in the LES − AIR code is to use a terrain-following
curvilinear coordinate system. The equation set (2.6), (2.7), (2.8) written
in curvilinear coordinates is:
∂Um
∂ξm
= 0 (2.10)
∂J−1ui
∂t
+
∂Umui
∂ξm
=
− ∂
∂ξm
(
∂J−1ξm
∂xi
pd
)
− ∂τij
∂ξm
∂ξm
∂xi
+
∂
∂ξm
(
νGmn
∂ui
ξm
)
+ J−1Bi (2.11)
∂J−1ρ
∂t
+
∂Umρ
∂ξm
=
∂
∂ξm
(
kGmn
∂ρ
∂ξn
)
+
∂λj
∂ξm
∂ξm
∂xj
(2.12)
where ξi are the curvilinear coordinates, J
−1 is the inverse of the Jaco-
bian or the volume of the cell, ui are the Cartesian velocity components,
Um = J−1
∂ξm
∂xj
uj are the contravariant volume fluxes across the ξm = const
planes, Gmn = J−1 ∂ξm∂xj
∂ξn
∂xj
is the so called mesh skewness, or contravariant,
tensor, pd is the pressure divided by the fluid density and Bi represents the
gravitational and Coriolis terms.
The equations (2.10), (2.11) and (2.12) are solved following the frac-
tional step formulation of [90]. Second order central finite differences are
used for the spatial discretization in the computational space ξ η ζ, while
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temporal integration is carried out using the second-order accurate Adams-
Bashforth scheme for the convective terms and the implicit Crank-Nicolson
scheme for the diagonal viscous terms. A collocated grid is used where the
pressure and the Cartesian velocity components are defined at the center of
the cells while the volume fluxes are defined at the mid points of the cell
faces [90]. The Poisson equation for the pressure field is solved by means
of a multigrid method and, in order to avoid the rising of spurious pressure
oscillations, it utilizes the contravariant velocity defined at the cell sides. A
third order quadratic up-wind interpolation scheme (QUICK) for the spa-
tial discretization of the convective terms can alternatively be adopted. The
overall scheme is second-order accurate.
2.4 The immersed boundary methodology
While the terrain macroscopic variations are taken into account through
the curvilinear grid, the small obstacles, like buildings, are accounted for
by means of the immersed boundary (IB) methodology. This technique is
based on the identification in the computational grid of solid regions which
are separated from the fluid by an interface surface ψ. In the direct forcing IB
method, which was developed in [30] and which is followed in the LES−AIR
model, the presence of the solid bodies is accounted for through two extra
terms that are a forcing term fi and a mass source/sink term gm added in
the RHS of the momentum end continuity equations respectively. In most of
the relevant IB literature, however, good results have been obtained without
considering the source/sink terms gm in the continuity equation and hence
it has not been taken into account:
∂Um
∂ξm
= 0 (2.13)
∂J−1ui
∂t
+
∂Umui
∂ξm
= − ∂
∂ξm
(
∂J−1ξm
∂xi
pd
)
−∂τij
∂ξm
∂ξm
∂xi
+
∂
∂ξm
(
νGmn
∂ui
ξm
)
+ J−1Bi + J−1fi (2.14)
where fi is designed in such a way to obtain the desired (no-slip) boundary
conditions at the solid-fluid interface [74] forcing the velocities in the fluid
computational nodes, called IB points, that surround the ψ surfaces. These
points do not lie in ψ rather they are the closest fluid nodes.
When the IB methodology is activated a pre-processing phase is neces-
sary in which the solid regions of the computational domain are identified.
During this stage the IB are coupled with the curvilinear grid. First of
all the surface ψ is discretized in space using an unstructured grid made
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by triangular elements. Then the gridded ψ surface is interfaced with the
computational structured grid and, through a ray-tracing algorithm well de-
scribed in [74] the solid regions are detected. From each domain cell starts a
ray which passes through the centroid of a arbitrary triangular mesh element
of ψ. Depending on whether the ray will cross ψ an even or an odd number
of times the node will be classified respectively as fluid or a solid node (see
Fig. 2.1). This method has been refined in [74] so that very complex solid
Figure 2.1: Ray tracing method to find the solid nodes in the computational
domain: scheme of the method in two (a) and in three (b) dimensions (this
figure is a courtesy of [74]).
geometries having convex and concave shapes can be dealt with (see Fig.
2.2). Then all the nodes that surround the solid nodes are classified as IB
Figure 2.2: Complex shapes treatment: the IB nodes which are in the con-
vexity are considered like solid nodes and the ψ interface is translated in
order to incorporate them in the solid region. Black points refer to solid
nodes, gray points to IB nodes and open circles refer to the fluid nodes (this
figure is a courtesy of [74]).
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nodes. Here the velocity is forced by the fi term. Specifically, referring
to Fig 2.3, for each IB node two other points are identified considering the
normal to ψ passing in the IB point: an intersection point IP in which this
normal crosses ψ and a projection point PP which lies on the normal at a
distance from the IB equal or greater the distance between IP and IB. The
Figure 2.3: Schematic of the disposition of the IB, IP, and PP points with
respect to the solid fluid interface ψ (this figure is a courtesy of [74]).
fluid velocity at the point PP is derived by the surrounding velocity nodes
by means of an interpolation suited for curvilinear grids [53] which is based
on the Taylor series expansion around the PP node. Once the velocity at
the PP nodes is obtained, the velocity at the IB nodes is corrected. The
most simple, and widespread way of find the IB velocity is to assume that
the velocity profile linearly goes to zero from PP to IP. However, to assume
a linear profile, especially when coarse grids are used, means to get a wrong
prediction of the drag that the solid regions exert on the surrounding flow.
On account of this an IB wall model to supply the right stresses was devel-
oped in [73]. Specifically, instead of using a linear interpolation to find the
IB velocity, the IB velocity tangential to ψ is found assuming that it belongs
to a logarithmic profile, while the normal component is found from parabolic
interpolation considering that at IP it has to be zero. Furthermore, also the
value of the SGS eddy viscosity is corrected at the IB points considering a
RANS-like eddy viscosity. Specifically the eddy viscosity at the IB nodes is
derived analytically from the mixing length theory through an equation of
the type νT = Cκu∗dIB, where C is an intensification coefficient, u∗ is the
friction velocity, dIB is the distance of the IB node from the interface and
κ = 0.41 is the Von Karman constant.
The aforesaid methodology allow to to treat the solid bodies presence
but the solid-fluid interactions are not simulated, hence the solids are treated
like passive bodies.
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2.5 Eulerian treatment of n-dispersed phases
The density equation (2.12) has been extended in order to compute the
Eulerian dispersion of a set of NS scalars. This step has been very important
since it allows to study pollutant dispersion under the influence of thermal
stratification of the air. The additional equation (or equations) for the NS
scalars are solved in terms of concentrations:
∂Cn
∂t
+
∂ujCn
∂xj
= kn
∂2Cn
∂xj∂xj
− ∂λnj
∂xj
(2.15)
where Cn denotes the concentration of the n-th species with n = 1, ..., Ns,
λnj = kT
∂Cn
∂xj
.
Different sets of boundary conditions (for example of constant concen-
tration and constant flux) can be assigned for each scalar.
2.6 Improved wall model for momentum
When LES is applied at large Reynolds number (Re), such the flows usually
reproduced in the neighborhood-scale urban simulations, a wall model has
to be employed in order to mimic the solid walls. This happens because in
the near wall boundary layer the flow structures become extremely small
and anisotropic. Thus LES, which is based on the idea that the unresolved
scales are homogeneous and isotropic, becomes unreliable unless the grid
resolution is taken of the order of the wall units, where a wall unit is defined
as z+ = zu∗/ν, z is the wall distance and u∗ is the friction velocity which
gives a measure of the turbulence level. This resolution is not achievable
with current computer resources particularly since the Re is high and the
domains are very large. So the grid spacing is usually larger than thousands
of wall units.
The main strategies for LES with wall-layer models (WLES) of high
Reynolds flows can be grouped as follows. The first class of models are the
off-wall type where a velocity signal is imposed as boundary condition at
some height from the wall. While they are simple to implement, they are
unfortunately strongly conditional on constrains related to the coupling of
the velocity signal used as boundary condition and the outer flow field [8]. A
second kind is one in which the wall stress is supplied as part of the boundary
condition. They can be further divided into two groups. Equilibrium-stress
models if the stress is derived from the logarithmic law of the wall [59]; they
are not expensive but valid only under the equilibrium layer assumption.
The other type are zonal models in which the stress derives from the solution
of a separate set of equations on a refined near-wall grid [18]; they have
potential problems if a perturbation propagates from the wall to the outer
layer. Finally, there are the hybrid models where a RANS-like eddy viscosity
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is adopted in the near wall region; they are quite promising despite the fact
that a spurious merging region could arise at the RANS-LES interface [9].
As pointed out in a recent review [66], each of the above mentioned strategies
works properly in some particular flow configuration but a general model is
yet to be achieved. Thus WLES is still an open issue in the LES community.
We have developed a LES equilibrium-stress wall model where the stress
imposed at the wall is derived from an instantaneous matching of the log-
law to the computed velocity profile. For the subgrid-scales a modified
Smagorinsky model is adopted with a correction applied for the computa-
tion of the SGS eddy viscosity at the first near wall computational node in
order to take into account the modeled shear. This set-up is particularly
suited for atmospheric boundary layer simulations where the equilibrium
layer assumption is valid in most of the situations [66] and where the grids
are very coarse in terms of wall units so that the instantaneous application
of the log-law to the velocity profile is a reasonable procedure [54]. Specif-
ically, to supply the stress at the grid base we adopt an equilibrium-stress
model where the law:
V +P =
{
1
κ ln(z
+
P ) +B if z
+
P > 11
z+P if z
+
P ≤ 11
(2.16)
is imposed to the instantaneous velocity profile. In (2.16) , V +P = VP /u∗ =
(
√
u2 + v2)/u∗, is the instantaneous non-dimensional velocity modulus eval-
uated at the first near wall computational node P at a distance zP from the
wall, τw = ρu
2
∗
is the wall shear stress, κ = 0.41 the von Ka´rma´n constant
and B = 5.1. At each time step of the simulation the distance z+P is eval-
uated and, depending on its value, either the logarithmic or the linear law
of 2.16 is used to find the friction velocity and hence the local stress τw, to
be used as boundary condition at the cell boundary face. If z+P ≤ 11 the
profile is matched in this method to a linear law as in [66]; however, in the
LES − AIR typical simulations, where coarse grids are usually used, this
limit is rarely achieved.
The stress τw derived from (2.16) is decomposed into two components
according to:
τwx = τw cosα (2.17)
τwy = τw sinα (2.18)
Since α, which is the angle of the surface stress with the x direction, is not
known a-priori we assume that it is equal to the angle of deviation from
the x direction of the first off-wall velocity vector. Namely we will have
α = arctan(vP /uP ). This procedure can be in general applied to all flow
fields having the wall shear stress not aligned with a coordinate direction.
In this way, we do not need to know the tangential velocity at the wall.
Note that this way of finding the tangential stress supposes that the first
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off-wall grid node is in the logarithmic region of the velocity profile. The
extension of this region, which usually occupies 20% of the total boundary
layer thickness [48], obviously is very dependent on the Reynolds number. So
a constraint is also that the first grid node should not be too far from the wall
in order to fall into the log-zone. However, this limit is not very restrictive
since we deal mainly with very high Reynolds flows. Furthermore, in the
environmental flows that typically will be simulated by the LES − AIR,
rough walls will be considered in which the logarithmic velocity profile is
shifted from the wall of a distance dependent on the roughness length.
As already explained in section 2.2.1 the Smagorinsky model cannot
reproduce the correct value of the eddy viscosity near the wall, since the
integral scale of the flow is larger than the grid size used in LES. Moreover,
even when one uses an SGS eddy viscosity at the wall in the Smagorinsky
model, its evaluation would require the knowledge of the contraction of the
resolved strain rate tensor. This quantity is not known at the wall due to the
fact that here the tangential velocity is not determined. In particular, when
the grid is coarse near the wall, in the computation of |S| the terms in which
a non-zero velocity gradient is present, which are expected to be the leading
terms of Sij , become increasingly wrong since they are derived assuming the
no-slip condition. So, apart fromthe conceptual drawbacks, the Smagorinsky
model is incorrect also from the point of view of the implementation at the
first grid cell off-the-wall. We thus modify the way the Smagorinsky eddy
viscosity is calculated. In particular, the leading terms of the strain-rate
tensor Sij are calculated from the derivative of (2.16). If the first point zP
is located in the logarithmic region the leading terms of Sij are modified as
follows:
S13 =
u∗
κzP
u
VP
(2.19)
S23 =
u∗
κzP
v
VP
(2.20)
In case the point is located in the linear region the leading terms of Sij are
modified in the following manner:
S13 =
u2
∗
ν
u
VP
(2.21)
S23 =
u2
∗
ν
v
VP
(2.22)
In this way, the resulting eddy viscosity at the near wall point adjusts consis-
tently with the imposed stress. At a first approximation, considering a flow
directed along direction 1, with the applied correction νTP ∼
√
2C2S∆
2S12 ∼√
2C2S∆
2u∗/(κzP ). Further, if the grid has the same grid spacing in each
direction, since the velocity is evaluated at the cell center with ∆2 = (2zP )
2,
we have νT ∼ 4
√
2C2SzPu∗/κ = DzPu∗ where D = 4
√
2C2S/κ ∼ 13.7C2S is
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a constant quantity. Hence, in case of equispaced grids, νTP reduces to a
RANS-like eddy viscosity. This allows us to overcome the main drawback of
the use of the Smagorinsky model at the wall, since the correction proposed
here allows us to set a proper integral scale at the wall. Thus, at the first
near-wall point, we use an eddy viscosity which is based on a characteristic
length scale which is the wall distance zP and a characteristic velocity which
is the friction velocity u∗. No averaging is used to obtain νTP since u∗ is
evaluated instantaneously from the solution of eqs. 2.16.
The wall model formulation holds in case of smooth surfaces. However,
since the LES − AIR model, in its typical simulations, will almost always
deal with rough surfaces, it has been extended also for the case of rough
walls. This is a more complicated situation. Usually the roughness is taken
into account in the logarithmic laws (2.16) introducing the so called rough-
ness height z0 and also in the LES − AIR formulation this procedure is
followed:
V +P =
1
κ
ln
zP
z0
zP > z0 (2.23)
here z0 is not the average height of the roughness elements but is extrap-
olated from the measured shifted velocity profiles. The main drawback
from this formulation is that roughness elements having the same roughness
height could produce different effects on the flow due to their geometrical
differences but such effects cannot be caught.
Only the simplified case of elements with constant roughness height z0
will be considered. The same procedure already described for the case of
smooth walls is then adopted to find the wall stress and to modify the leading
terms of Sij . The only difference now is that the distinction between the
linear and logarithmic regions becomes useless the main constraint being
that the first off-wall point must be greater than the roughness length.
Note that, as explained [45], the flow can be considered reasonably free
from direct roughness effects and similarity laws can be applied only if δ/d ≥
50 (even if experimental results indicate a value as large as 80), where δ is
the boundary layer thickness and d is the average height of the roughness
elements. At the same time, to have a well developed roughness regime,
the roughness Reynolds number has to be d+ = du∗/ν > 80. Note that the
requirement of large values of δ/d and of d+ means to have a large value of
the friction Reynolds number which is the product of the two. Specifically,
the requirements implies Re∗ = δu∗/ν ≥ 4000 [45]. There is no univocal way
to relate the roughness length z0 to the average element height d, but their
ratio falls within the range z0/d = 0.03− 0.25 and increases with increasing
d [7].
If we consider a boundary layer which develops over grasslands, typ-
ical values are z0/d ≃ 0.1/0.6 ≃ 0.15 ([7]). Also during typical nighttime
conditions the friction velocity is of the order of u∗ ≃ 0.01ms−1, the air kine-
matic viscosity is 10−5m2 s−1, and the boundary layer depth is δ ≃ 500m
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(see [87]). Thus we have that δ/d = 833≫ 50 and d+ = 600 > 80 hence the
constraints on the roughness Reynolds number and on the boundary layer
height are always verified (to have considered daytime conditions would be
even more favorable). From these considerations it is reasonable to adopt
the logarithmic law 2.23 which implies a full roughness regime to find the
wall stress.
An extensive validation of the above described momentum wall model
will be given in chapter 3.1.
2.7 Improved wall model for temperature
Similarly to the procedure adopted for the momentum equation, assuming
that the temperature at the first near wall grid node belongs to a logarith-
mic profile, we have derived the instantaneous heat flux to be imposed as
boundary condition through the formula derived by Kader [46] for the plane
channel flow:
TP − TW
T∗
= [2.12ln(1 + z+P )C + β]e
(−1/Γ) + Prz+P e
−Γ (2.24)
where the friction temperature is defined as T∗ = −qW /u∗, TP and TW are
the temperatures at the wall and at point P respectively, qW is the heat flux
at the wall, β = f(Pr), C = f(zP , δ) and Γ = f(z
+
P , P r). At each time step
after u∗ is evaluated, using the TP of the previous time step, the value of
qW to be imposed at the boundary is derived from (2.24).
2.8 Computer resources requirements
The LES − AIR model is an in-house code developed by the IE − Fluids
research group. It is written in the Fortran77 programming language, and
it uses also Fortran90 procedures. The typical simulations are performed
on parallel architectures using the Message Passing Interface (MPI) com-
munication protocol. The simulation domain is decomposed in a number of
slices equal to the number of processors that are used following the domain
decomposition strategy. Typically, a number of processors ranging from 4
to 64 (depending on the domain size and the desired grid resolution) is em-
ployed for each run and a maximum of 7GB of memory per CPU is required
for the most demanding runs. The first parallel version of the code was
developed and described in [76].
The simulations discussed in the present thesis were partly carried out on
the Linux cluster Tartaglia of the University of Trieste, partly on the Linux
cluster BCX and on the IBM supercomputer SP6 of the CINECA (Con-
sorzio Interuniversitario Nord Orientale, Bologna, Italy), and partly on the
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IBM SP5 supercomputer on the Matrix Linux cluster of the CASPUR (Con-
sorzio Interuniversitario per le Applicazioni di Supercalcolo per Universita`
e Ricerca, Rome, Italy).
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Chapter 3
LES − AIR code validation:
body-fitted approach
In this chapter validation tests of the LES−AIR code are presented. They
consist of the reproduction of flow in relatively simple configurations. First,
in section 3.1 the wall model for momentum and heat will be tested in the
classical plane turbulent channel flow configuration and compared to the
analytical expected profiles. Then, in section 3.2 a low Reynolds number
Ekman flow will be reproduced and the results tested against DNS [84].
Finally, in section 3.3 a shear-driven full-scale atmospheric boundary layer
will be studied and the results compared with the LES simulation of [61].
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3.1 Channel flow
A canonical plane turbulent channel flow driven by a constant pressure gra-
dient has been reproduced with the LES − AIR model. First, in section
3.1.1 the wall model for momentum described in 2.6 will be tested for two
values of the friction Reynolds number, both for rough and smooth walls.
Then in section 3.1.2 also the wall model for temperature will be tested in
case of forced convection.
3.1.1 Wall model for momentum
We test the model using a canonical plane channel flow at two Reynolds
numbers, Re∗ = u∗δ/ν = 4000 (simulations labeled A) and Re∗ = 20000
(simulations labeled B). The domain dimensions, made non-dimensional
with the channel half-height δ, are 2π × π/3× 2, respectively, in x (stream-
wise), y (span-wise) and z (wall-normal) directions. We use a 323 equispaced
grid, with a resolution of ∆x+ = ∆xu∗/ν ≃ 785, ∆y+ ≃ 262, ∆z+ = 250
in the low Re∗ cases and of ∆x
+ ≃ 3927, ∆y+ ≃ 1309 , ∆z+ = 1250 in the
large Re∗ cases. Periodic boundary conditions are applied in the horizontal
directions while the new momentum wall model is used on the upper and
lower surfaces. The flow is driven by a constant pressure gradient and all
statistics have been collected after reaching a statistically steady state. In
the default configuration, the simulations have been run with a constant
Courant-Friedrichs-Levi number CFL = 0.1, using a central, second-order
accurate, spatial discretization.
Smooth walls results
In this paragraph the momentum wall model described in section 2.6 will be
tested in case of smooth walls. The equations (2.16) will be used to derive
the stress at the walls. The results with and without the correction on the
computation of the leading terms of the strain rate tensor for the evaluation
of νT (see eqs. (2.19)- (2.21)) will be presented.
In Fig. 3.1(a) the mean velocity profiles of the Re∗ = 4000 case are re-
ported. In simulation A0 no correction on the near-wall SGS eddy-viscosity
is applied and the model constant is CS = 0.065, a typical value for channel
flow simulations [39]. The resulting mean velocity profile is poorly predicted
since the slope is overestimated in the first three near-wall points and under-
estimated in the remaining profile. To overcome this problem, in simulation
A1 the corrected νTP is used (here the index P refers to the points located
near the walls where the wall model is applied), letting unaltered all the other
parameters: the slope is in general better captured except for the segment
between the second and the third point from the wall, where it is strongly
underestimated, thus generating a too low profile in the outer region. To
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test the influence of the model constant two additional simulations, A2 and
A3, have been performed with CS = 0.09 and CS = 0.1, respectively. It was
found that, with a larger constant, the under prediction of the slope between
the second and the third points is reduced and the profile obtained in A3
is closer to the analytical law. However, to generalize this result, a broader
range of Cs values should be tested. A summary of the characteristics of all
the performed simulations is reported in Table 3.1
Re∗ Cs Scheme Near − wall correction CFL
A0 4000 0.065 CS NO 0.1
A1 4000 0.065 CS YES 0.1
A2 4000 0.090 CS YES 0.1
A3 4000 0.010 CS YES 0.1
A4 4000 0.010 QUICK YES 0.1
A5 4000 0.005 QUICK YES 0.1
A6 4000 NO-MODEL QUICK NO 0.1
A7 4000 0.010 CS YES 0.4
B0 20000 0.100 CS NO 0.1
B1 20000 0.090 CS YES 0.1
B2 20000 0.190 CS YES 0.1
Table 3.1: Main parameters of the channel flow simulations. In the table,
CS indicates a simulation in which the centered second order interpolation
scheme was used to derive the convective fluxes, while QUICK indicates a
simulation where the quadratic upwind interpolation was used.
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Figure 3.1: Mean velocity profiles at Re∗ = 4000 (a) and at Re∗ = 20000
(b). The dotted lines denote the log-law of eq. 2.16.
The mean velocity profiles for cases B are shown in Fig. 3.1(b). Simu-
lation B0 (CS = 0.1), carried out without correction on the near-wall eddy-
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viscosity, gives a wrong velocity profile from the third off-the-wall point up
to the channel centerline. Simulations B1 (CS = 0.09) and B2 (CS = 0.1)
use the corrected νTP near the wall. Again, the near-wall correction is able
to give a correct velocity profile even in case of a very coarse grid, typical of
full-scale environmental applications. As in cases A the value CS = 0.1 gives
accurate results. It is well known that the optimal value of this constant
in the Smagorinsky model depends on numerical issues, as for example the
discretization scheme. However, once the numerical model is set, as in our
simulations, it appears that the value of the constant which gives the most
accurate results (CS = 0.1) does not depend on the value of the Reynolds
number.
The results of the simulations have shown that a simple correction on the
evaluation of the eddy-viscosity near the wall can improve the performance
of the Smagorinsky model. This is because the RANS-like calculation of the
leading term of the strain-rate tensor near the wall is able to better capture
the integral scale of the flow, and consequently able to set a good slope of
the velocity profile.
However, it has to be noted that the constant κ predicted by this simple
model is equal to 0.45, slightly larger than the nominally accepted value of
0.41.
To test the dependency of the results on the spatial discretization scheme,
runs A4, A5 and A6 were carried out using the QUICK scheme, widely in
use for high Reynolds number LES. The dissipative features of QUICK are
well known in the framework of near-wall resolution in LES, see for example
[58] and [31]. Our results corroborate and extend the findings of the previous
authors to the case of LES with momentum wall models. Specifically, it is
possible to see that the mean velocity is nonphysically increased giving rise
to a strong under prediction of the friction coefficient (see Fig. 3.1a)). The
velocity profile is particularly wrong in case A4 where all the parameters,
except for the interpolation scheme, were kept equal to those used in case
A3. A slight improvement is obtained in simulation A5 where the model
constant is halved with respect to that for A4. Finally, the SGS model
in simulation A6 has been switched off in order to investigate the relative
contribution to the overall dissipation of the QUICK scheme with respect to
the SGS model. This simulation corresponds to an implicit LES (ILES) (see
[38] for a detailed discussion). The velocity profiles obtained in simulations
A5 and A6 differ very little from each other, thus showing that the numerical
dissipation supplied by the numerical scheme overwhelms that given by the
SGS model. This result poses doubts on the validity of the family of ILES,
where the dissipation comes entirely from the usage of dissipative spatial
interpolation schemes.
In Figs. 3.2(a) and 3.2(b) the root-mean-square (rms) profiles of the
resolved velocity fluctuation are reported for Re∗ = 4000 and Re∗ = 20000,
respectively. In Fig. 3.2(a) the comparison is made among simulations A0,
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A3 and A7, the latter run with CFL = 0.4. When compared with the ref-
erence profiles evaluated in the resolved LES of [47], the profiles obtained in
the present study are somewhat overestimated in the streamwise direction
while being underestimated in the spanwise and in the wall-normal direc-
tions. Further, their peak values occur further away from the wall compared
to the reference data of [47]. However, our rms profiles are consistent with
those obtained in standard LES with wall-layer models (see for example
[18]).
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Figure 3.2: Root-mean-square profiles of the velocity fluctuations made non-
dimensional with u∗: dashed lines are used for the streamwise components,
dash-dotted for the wall-normal and solid for the spanwise ones. In (a) the
results for the Re∗ = 4000 case are reported; the dotted lines denote the
reference profiles from the resolved LES of [47]. In (b) the Re∗ = 20000
profiles of simulations B0 and B2 are shown.
The peak of streamwise fluctuations that takes place at the second off-
wall point, already detected in [9], is probably due to the merging of the
near-wall RANS-like region with the outer LES one, causing the formation
of unphysical streamwise-oriented vortical structures whose size depends on
the grid spacing. When the corrected νTP is used, the large spurious peak
of the streamwise component that occurs at the second computational node
is significantly reduced while no evident differences are detected among the
A3 and A7 streamwise profiles. Looking at the wall-normal and spanwise
fluctuations, it is possible to see that, again, the correction on the near-wall
νTP makes the near-wall statistics closer to the reference data. In Fig. 3.2(b)
the Re∗ = 20000 B0 and B2 profiles are shown. Again, it is possible to see
that the correction reduces the streamwise peak and minimizes drawback
associated to the so-called low Reynolds number effect that tends to shift
the maximum of the fluctuation intensity components away from the wall
[9].
Figure 3.2(a) also reports a test carried out with a larger value of time
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Figure 3.3: Averaged SGS eddy-viscosity νT profiles made non-dimensional
with u∗δ = Re∗ν.
step, obtained using CFL = 0.4 (simulation A7). The results show that the
mean velocity profiles are not affected notably by the time step, whereas the
level of fluctuations appears to be enhanced in the core region of the channel.
We have checked that the time step of the simulation A7 was smaller than
the diffusive accuracy limit, and smaller than any turbulent time scale, so
the incorrect prediction must be attributed to the fractional step method
herein employed. However, our tests show that the value of CFL = 0.1
gives accurate second order statistics.
In Fig. 3.3, the averaged SGS eddy-viscosity profiles are reported, with
(A3) and without (A0) the corrected νTP . The near-wall value of the A3
profile is reduced consistently with the applied correction on the evaluation
of |Sij |. Furthermore, when the QUICK scheme is activated in A4 the profile
peak moves from the first to the second computational node.
To summarize, we have shown results of WLES carried out with a simple,
modified Smagorinsky model. The near-wall eddy-viscosity is calculated
imposing an analytical value of the leading term of the resolved strain-rate
tensor. On one hand, this strengthens the fact that, when the wall stress is
imposed, the tangential velocity at the wall does not correspond to a physical
value. On the other hand, the correction gives a more correct integral scale
compared to that obtained by classical SGS models. The results obtained
with the use of such a modification were satisfactory even in case of very
high Reynolds numbers, although the slope of the velocity profile was slightly
different from the theoretical one.
As secondary results, we have tested the performance of QUICK, a dis-
cretization scheme commonly used for LES at high Reynolds numbers. The
QUICK scheme has been successfully employed in the past for wall-resolving
LES. However, in case of high Reynolds number flows on coarse grids it
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clearly shows to give inaccurate results. This can be attributed to the fact
that, as shown in [58] the upwind high order schemes always modify the en-
ergy spectrum in the range of high wave numbers. In case of wall-resolving
LES (also named quasi-DNS after [85]) the modification of the spectrum oc-
curs in a dissipative region and thus the velocity profile is little affected by
numerical dissipation. Conversely, in case of WLES and grids “realistically
coarse”, the cutoff always occurs in an energetic part of the spectrum and
consequently the discretization scheme introduced numerical dissipation in
energy-containing scales of the flow. As a result the velocity profile as well
as the turbulent fluctuations are strongly affected by the dissipative scheme.
Our tests also show that the QUICK scheme always gives poor predictions
of the velocity profiles, also when used in the framework of ILES. This casts
doubts on the claim that a dissipative scheme is equivalent to a SGS model.
Finally, we warn about the use of large time steps in practical high
Reynolds applications. Our tests show that although the scheme remains
stable for CFL = 0.4, spurious fluctuations can arise in the core region
making the prediction of the second-order statistics less satisfactory in the
channel center; however, a reduction of CFL to 0.1 gives accurate and grid-
independent results.
Rough walls results
The same channel flow configuration has been used also to test the wall
model in presence of roughness. A constant roughness length z0 has been
set to find the shear stress at the wall through (2.23). A ratio of z0/d = 0.03
typical of uniform sand surfaces ([7]) has been assumed where d is the average
height of the roughness elements. Also for the rough regime the model has
been tested for two values of the friction Reynolds numbers. The constraints
necessary to fall back in the full roughness regime already mentioned in
section 2.6, δ/d ≥ 50 and d+ = du∗/ν > 80, have been satisfied since
δ/d = 50 and d+ = 80 in the Re∗ = 4000 case and δ/d = 50, d
+ = 400 in
the Re∗ = 20000 case. Based on the results for the smooth walls simulations
all the rough wall cases have been carried out using CFL = 0.1 and adopting
the centered difference scheme.
A first simulation R0 has been carried out at Re∗ = 4000 without the
correction on the computation of the contraction of the strain rate tensor.
In this simulation the model constant has been set to CS = 0.08. In Fig.
3.4 it is possible to see that the velocity profile is overestimated along the
whole channel height. In simulation R1 the correction on the computation
of νTP has been used letting unaltered all the other parameters with respect
to simulation R0. It is possible to see in Fig. 3.4 that there is a much better
agreement except for the first near-wall point where the velocity is much
higher than the analytical one. Two additional values of the model constant
(CS = 0.09 and CS = 0.1) have been used respectively in simulations R2
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Figure 3.4: Averaged velocity profiles of the rough wall simulations made
non-dimensional with the friction velocity u∗. Both the Re∗ = 4000 and
Re∗ = 20000 results are shown. Simulations performed at Re∗ = 4000:
open squares, simulation R0; open circles, case R1; open diamonds case R2;
solid circles, case R3. Simulation performed at Re∗ = 20000: solid squares,
case R4. The dotted lines refer to the log-law profiles at the two Re∗ values.
and R3. It is possible to see that a larger constant has the effect to obtain
larger velocities at the channel core. Hence the model is very sensitive to
the value of the SGS constant and this is probably due to the very coarse
grids adopted in this study.
Finally in case R4 the rough wall model has been tested for Re∗ = 20000
with CS = 0.1 and CFL = 0.1, parameters which have given the best results
for the Re∗ = 4000 case. Satisfactory agreement is found with the reference
profile.
3.1.2 Heat flux wall model
The same channel flow configuration has been used also to test the wall
model for the temperature presented in section 2.7. All the flow field pa-
rameters were left unchanged with respect to those described in 3.1.1. The
two walls have been kept at constant temperature during the simulations
and with a constant temperature gap between the two. Thus the heat flux
to be imposed at each time step has been derived by means of eq. 2.24.
The model has been tested against different values of PrSGS and the re-
sulting simulations, labeled with the letter T , will be presented in the next
paragraph.
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Figure 3.5: Averaged non-dimensional temperature profiles obtained with
the improved temperature wall model described in section 2.7 for different
values of PrSGS . In the upper plot there are the results from the Re∗ = 4000
cases: solid circles refer to simulation T0, open squares refer to T1, open
diamonds refer to T2, open triangles refer to T3. In the lower panel there
are the results from the Re∗ = 20000 cases: open triangles are for case T4
while filled circles refer to case T5. The dotted lines refer to the logarithmic
Kader law 2.24.
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Passive scalar results
First the temperature wall model has been applied for theRe∗ = 4000 case to
the best performing configuration namely the one having CS = 0.1, CFL =
0.1 and the new wall model for the momentum fluxes, which was named
case A3. Simulation T0 has been run with PrSGS = 0.9 a value classically
adopted in literature (see [22]). The resulting mean temperature profile
shown in Fig. 3.5 gives a larger temperature with respect to the reference
profile. Note that, even if at a minor extent, also for the temperature the
worst predicted point is just the second off-wall point where the merging of
the near-wall RANS-like eddy-viscosity with the outer LES field takes place.
This is due to the fact that, since a constant PrSGS is used, the correction
applied at the computation of νTP also influences kT . A slightly lower and
larger values of the PrSGS , PrSGS = 0.8 and PrSGS = 1.1, have been tested
in simulations T1 and T2. As may be seen to see in Fig. 3.5 the profile
obtained in T1 is closer than the T2 one to the reference profile. Thus
the trend seems to give better results for lowest values of PrSGS . Another
simulation, case T3 performed with PrSGS = 0.5, verified the trend giving
a profile in excellent agreement with the analytic law.
To check whether this results was fortuitously related to the value of Re∗
or it holds also in general cases two additional simulations were performed
at Re∗ = 20000 the first with PrSGS = 0.5 (case T4) and the second with
PrSGS = 0.9 (case T5). Again, from the resulting temperature profiles
reported in the lower panel of Fig. 3.5 the value of PrSGS = 0.5 gives an
excellent agreement with the reference law while in case T5 the simulated
temperature profile has been overestimated. This can be considered a first
promising result for which undoubtedly it is worth carrying out further
investigations, testing a broader range of PrSGS values, topic of a successive
research.
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3.2 The Ekman layer tests
3.2.1 The Ekman layer
The aim of this section is the validation of the equilibrium stress wall model
for the momentum equation described in section 2.6 in a case of interest
to the atmospheric boundary layer community, namely the surface Ekman
layer. This is a boundary layer that develops in a rotating reference frame.
This flow can be considered to be archetypal of the ABL. In the upper part
of the Ekman flow the Coriolis force is in balance with an imposed constant
pressure gradient directed along the y direction (see Fig.3.6 for the reference
coordinate system). This condition, called geostrophic balance, generates
a flow, the geostrophic wind G, which is directed along the x direction
perpendicularly to the pressure gradient. Getting closer to the bottom wall
the friction forces due to the presence of a solid wall become important and
the flow direction deviates from that of the upper geostrophic wind, hence
producing a non zero velocity component in the y-direction. The important
parameters that characterize the Ekman flow are:
• the Ekman Reynolds number ReE = GD/ν, where D is a viscous
Ekman layer depth defined as D =
√
2ν/f and f is the Coriolis pa-
rameter;
• the ratio of friction velocity to the geostrophic wind u∗/G;
• the angle α of deviation of the surface stress τW with respect to the
geostrophic wind direction;
• the smooth-surface Rossby number u2
∗
/(fν) that, since δT = u∗/f is a
typical turbulent Ekman layer scale, can be also considered a turbulent
Ekman Reynolds number (δTu∗)/ν.
This flow is a good test for the evaluation of the wall model performance
since the wall stress to be imposed at the lower surface has to be derived
from the tangential velocity modulus and it has to be decomposed into
two horizontal components according to the instantaneous velocity deviation
angle α. For this purpose the DNS results of [84] at ReE = 2000 have
been reproduced. Despite the ultimate goal of this study, which is the
development of a wall model suited for full-scale atmospheric simulations,
we have chosen to test the model in this relatively low ReE case since in this
way a comparison with numerical data having no turbulence closure errors
has been possible. As in the study of [84] in all tests we have considered only
the z-directed (vertical) component of the angular velocity thus resembling
polar case simulations, we have not considered thermal stratification and
the lowest surface has been considered smooth.
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Figure 3.6: Schematic of the Ekman layer flow with the reference coordinate
system.
3.2.2 The numerical model
The equation set governing the Ekman bottom B.L. is:
∂uj
∂xj
= 0 (3.1)
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρ0
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
+ 2Ωi × (Gi − ui) (3.2)
where ρ0 is the reference density, Ωi is the angular velocity and Gi is the
i-component of the geostrophic wind vector. The quantity p is the deviation
of the pressure from the imposed pressure field given by:
∂Pi
∂xi
= −2ρ0Ωi ×Gi (3.3)
3.2.3 Results
We reproduce the DNS analysis of [23, 84] at ReE = 2000. It has to be
pointed out that this is not the best test case for an equilibrium-stress
model, that is designed for applicative, high-Reynolds number flows. The
simulations have been performed using CFL = 0.1 and the smooth wall
model described in 2.6. At the upper domain surface a constant geostrophic
wind Gi = (G, 0, 0), with G = 10ms
−1, has been imposed, while at the
lower surface the wall model has been applied. On the lateral sides of the
domain periodic boundary conditions have been set. To fit the numerical
setup of [23], the vertical component of the angular velocity Ωi = (0, 0,Ω3)
has been considered only, with f = 2Ω3 = 10
−2s−1. In order to obtain
the same ReE as in the reference numerical experiment, a kinematic vis-
cosity ν = 5 · 10−3m2s−1 has been used. The domain extensions have
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been taken equal to Lx = Ly = 185.9m, Lz = 116.2m corresponding to
Lx = Ly ≈ 4u∗/f and Lz ≈ 2.5u∗/f . This domain size is sufficiently large
to capture the largest scales of motion (see [23]). All the statistics have been
collected after a statistical steady state has been reached and averaged over
a period of at least tf = 2π to avoid the influence of inertial oscillations like
in [23].
Different simulations have been performed varying the grid resolution,
the grid aspect ratio and the model constant to find the best performing
configuration. The main output parameters of the reference DNS data from
the study of [84] at ReE = 2000 are a ratio of the friction velocity to the
geostrophic wind u∗/G = 0.0461 and a surface stress deviation angle α =
16.967◦. A view of the characteristics of the simulations performed with the
LES −AIR code is reported in Table 3.2.
Run nx = ny nz ∆x
+ = ∆y+ ∆z+ AR CS
CA1 96 60 147.82 147.82 1 0.065
CA2 96 60 145.27 145.27 1 0.1
CC1 48 60 328.62 164.31 2 0.065
CC2 48 60 311.19 155.59 2 0.1
CD1 24 60 692.76 173.19 4 0.065
CD2 24 60 734.19 183.55 4 0.1
CD3 48 120 340.46 85.12 4 0.065
CD4 48 120 362.88 90.72 4 0.1
CD5 24 120 721.02 90.12 8 0.1
Table 3.2: Main parameters of the LES −AIR simulations: nx, ny and nz
are the grid points adopted respectively in the x, y and z directions. ∆x+i is
the grid spacing in the i-direction expressed in wall units. AR stands for the
grid aspect ratio defined as AR = ∆x/∆z, while CS is the SGS Smagorinsky
model constant. Note that the friction velocity used to calculate the inner
variable ν/u∗ is that obtained in the numerical simulations.
Cases CA1 and CA2 have the highest horizontal resolution and they
differ from each other for the value of the SGS model constant only. In Fig.
3.7 it can be observed that CA1 and CA2 mean velocity profiles, made non-
dimensional with the geostrophic wind G and plotted as a function of the
Ekman layer depth u∗/f , are quite different from the reference DNS ones.
The profiles of simulation CA2, which has CS = 0.1, are only slightly better
than the CA1 ones.
The new set of simulations (CC1 and CC2) has been performed halving
the horizontal grid resolution and testing, as in the previous case, two values
of the Smagorinsky constant. From the resulting mean velocity profiles,
shown in Fig. 3.8, it is possible to observe that increasing the grid spacing
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Figure 3.7: Comparison of the averaged velocity profiles for cases CA1 and
CA2. Solid lines, CA1; solid lines with dark circle, CA2. The dotted lines
are the reference profiles from [84].
produces better agreement with the reference data. This is consistent with
the wall layer model herein employed which applies log-layer velocity values
instantaneously. Further, the largest model constant gives the best results.
In order to verify this trend two additional cases (CD1 and CD2) have
been considered, characterized by having even coarser resolution with re-
spect to the previous simulations (see Table 3.2).
It can be observed that in case AD2 with CS = 0.1, the LES − AIR
profiles collapse very well on the reference ones thus confirming that a low
horizontal resolution in conjunction with CS = 0.1 are optimal conditions
for the turbulence model to work properly at this ReE number. To further
investigate the influence of the vertical resolution three new simulations have
been done, named CD3, CD4 and CD5. They respectively correspond
to cases CC1 and CC2 and CD2 but with a grid resolution doubled in
the vertical direction. From Figs. 3.10 and 3.11 it is possible to see that
the results obtained with an increased grid resolution in the wall-normal
direction do not deviate significantly from the corresponding low-vertical-
resolution cases. This indicates that the discrepancy in our results from
DNS does not depend on a low resolution in the vertical direction. Rather,
the results indicate that the adopted wall model works better, as expected,
when the grid is coarse in the horizontal directions. It has to be pointed
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Figure 3.8: Comparison of the averaged velocity profiles for cases CC1 and
CC2. Solid lines, CC1; solid lines with dark circle, CC2. The dotted lines
are the reference profiles from [84].
out that in high-vertical-resolution cases the model performance could have
been somewhat affected by the large values of the aspect ratio AR.
In Table 3.3 the significant output parameters of the Ekman layer are
reported for all simulations. It is possible to see that cases CD2 and CD5 are
those giving values of u∗/G and α close to the DNS data. These simulations
are characterized by having low grid resolution and C = 0.1. In all our
simulations the angle α results underestimated. , it has to be pointed out
that the value of α that we are able to derive from our simulations is obtained
at a certain distance from the wall and it may differ from the actual surface
value. For this reason we compare our value with the angle αeq which is the
angle of deviation from the geostrophic wind direction of the reference DNS
profile calculated at the same non-dimensional wall distance zf/u∗ of our
first grid point. A value of αeq = 14.21 smaller than the superficial DNS
value, which was equal to 16.97, has been found.
It is interesting to see how the above described results are placed with
respect to the generalized similarity law proposed by [83]. This law furnishes
the characteristic Ekman quantities as a function of theReE number through
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Figure 3.9: Comparison of the averaged velocity profiles for cases CD1 and
CD2. The solid lines refer to simulation CD1 while the solid lines with dark
circle refer to case CD2. The dotted lines are the reference profiles from
[84].
the following relationships:
κ
G
u∗
cos θ − ln u
2
∗
fν
= −A (3.4)
κ
G
u∗
sin θ = B (3.5)
where θ = α0 +
C5
u2
∗
/fν
, and the constants are respectively equal to A = 0,
B = 2.1, C5 = −52, κ = 0.41. In Figs. 3.12a) and 3.12b) the characteristic
quantities are plotted together with the generalized similarity theory laws
3.4 and 3.5. It is possible to see in Fig.3.12a that cases CA and CC, as
well as cases CD3 and CD4 are far from the expected value, whereas case
CD2 lies on the similarity curve. The behavior is a little bit different for
the deviation angle α shown in Fig. 3.12b: here the best value is the one
relative to simulation D5 and this is probably due to the large vertical grid
resolution of case D5 which is able to best capture the near surface gradient.
In Fig. 3.13 the CD2 and CD5 velocity profiles in components aligned
with the surface shear stress, made non-dimensional with the friction ve-
locity, are plotted in terms of wall units. It is possible to see that for the
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Figure 3.10: Comparison of the averaged velocity profiles for cases CC1,
CC2, CD3, CD4. Solid lines, CC1; dashed line, CC2; dash-dot lines, CD3;
solid lines with dark circle, CD4. The dotted lines are the reference profiles
from [84].
shear-wise component the logarithmic profile is reproduced slightly better
in case CD2 than in case CD5 due the merging of the near wall RANS-like
model with the outer LES model. On the other hand, the cross-shear com-
ponent results to be better predicted in the high vertical resolution case.
To further investigate the model behavior the second order statistics of
the best performing cases D2 and D5 have been investigated. In Fig. 3.14
the total (resolved plus SGS) diagonal components of the Reynolds stress
tensor are plotted together with the profiles from [84]. As already noticed
in 3.1 the usage of this RANS-like near wall model gives rise to diagonal
Reynolds stresses more similar to those obtained for a lower Reynolds num-
ber case since the peaks values of the three profiles are shifted away from the
wall with respect to the expected position (see Fig. 3.14). This behavior is
also probably due to the formation of unphysical spurious streaky structures
near the wall whose size depends on the grid resolution [9]. From Fig. 3.14
it is possible to notice that all the three Reynolds stress components are un-
derestimated both for case CD2 and CD5, although CD5 seems better than
CD2. Thus, with regards to the second order statistics, a finer grid spacing
in the vertical direction helps in obtaining a slightly better prediction.
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Figure 3.11: Comparison of the averaged velocity profiles for cases CD2 and
CD5. Solid lines, CD1; solid lines with dark circles, CD5. The dotted lines
are the reference profiles from [84].
In Fig. 3.15 the off-diagonal components of the resolved and total (re-
solved plus SGS) Reynolds stress tensor for cases D2 and D5 are plotted
together with the [84] reference profiles. In Fig. 3.15a, where the < u′w′ >
component is shown, it is possible to see that as the wall is approached the
SGS contribution becomes stronger and, both the profiles from cases D2 and
D5 collapse very well on the reference one meaning that the near wall SGS
correction is able to give a correct prediction of these stresses. Significant
deviations are observed in the first point off the wall only. However, it has
to be recalled that this point is meaningless since here the SGS correction
on the strain rate tensor modulus evaluation has been applied.
In Fig. 3.15b, where the < u′v′ > profile is reported, it is possible to
see that the contribution from the SGS scales is very small and that the
LES − AIR profile have larger values than the DNS ones. Specifically the
D2 profile seems to differ strongly from the one reported in [84].
In Fig. 3.15c the < v′w′ > component is shown; as in Fig. 3.15a it
is possible to see that the total profile collapses very well to the reference
one. The profile of case D2 slightly better predicts the reference than D5.
Note that also in this case the first off-the-wall point is affected by the SGS
correction and we should not account for it. Note that most of the dis-
crepancies found in the present test have to be attributed to the application
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Run u∗/G α[
◦]
CA1 0.038163490 10.595713
CA2 0.037504673 12.300609
CC1 0.042420676 10.803833
CC2 0.040170673 13.968327
CD1 0.044714140 14.772342
CD2 0.047387838 13.695643
CD3 0.043949386 13.691995
CD4 0.044684296 14.095588
CD5 0.046537617 14.834691
Table 3.3: Significant mean quantities obtained in the simulations of the
bottom Ekman layer.
of the model to a very low Reynolds number case, where a significant part
of the domain is affected by viscous effects. Tests at applicative values of
Re, for whom the wall-layer model is designed, are expected to give better
results.
3.2.4 Concluding remarks
The wall model described in section 2.6 has been extended to the case in
which two horizontal velocity components are present and it has been tested
reproducing a bottom Ekman layer flow at ReE = 2000 for whom DNS
literature results are available. Simulations have been carried out at constant
value of CFL equal to 0.1 varying both the grid spacing and the model
constant. From the tests resulted that:
• the wall model, as expected, works better in case of coarse grids and
it has been shown that the horizontal resolution is of particular im-
portance for the model performances;
• the characteristics Ekman parameters u∗/G and α have been best
reproduced in case D2 which has the lowest vertical and horizontal
resolutions;
• the deviation angle α is always somewhat underestimated with respect
to the surface deviation DNS angle but this underestimation are less
marked if compared to the DNS deviation angle αeq evaluated at the
same wall distance of the first LES grid point;
• the diagonal Reynolds stress component values, evaluated for the coars-
est grid cases, are underestimated and the flow behavior is similar to
a lower Reynolds flow.
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• the SGS correction on the evaluation of the strain rate tensor mod-
ulus has been able to give an excellent prediction of the off-diagonal
Reynolds stress components for the coarsest grid cases.
• The similarity laws have been correctly reproduced in the coarse grid
cases. This comes from the fact that the model is designed to work
in conjunction with grid cells such that the near wall region can be
treated as a RANS-like region.
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Figure 3.12: LES − AIR results against the generalized similarity theory.
The black circles are the [23] results, while the open white diamonds are the
results from [19].
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Figure 3.13: Comparison of the averaged velocity profiles of cases CD2 and
CD5 aligned with the surface stress direction and made non-dimensional
with the inner scaling. Solid lines, CD2; dashed lines, CD5. The dotted
lined are the reference DNS profiles of [84].
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Figure 3.14: Diagonal components of the Reynolds stress tensor for cases
CD2 (solid lines with open symbols) and CD5 (solid lines with filled sym-
bols) plotted together with the reference DNS profiles from [84]. Circles
refer to the x component, squares refer to the y component while triangles
to the z component.
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Figure 3.15: Outer diagonal resolved and total components of the stress
tensor for cases CD2 and CD5 plotted together with the reference DNS
profiles of [84] (dotted lines): a) < u′w′ >, b) < u′v′ > and c) < v′w′ >.
Black solid lines, CD2 (resolved part denoted by black circles). Red lines,
CD5 (dash lines is the resolved part and the solid line with red squares is
the total quantity).
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3.3 Reproduction of a full scale atmospheric bound-
ary layer
3.3.1 The atmospheric boundary layer
After the LES − AIR model testing on the plane channel flow and on the
low ReE Ekman layer, the natural further validation step has been the re-
production of a full scale atmospheric boundary layer (ABL). Specifically,
we have chosen to reproduce the shear driven ABL studied in [61]. This flow
is similar to an Ekman layer whose height is not free to develop. Rather it is
constrained by a thermal stable stratification, called the capping inversion
under which the flow presents a neutral thermal stratification. The turbu-
lence is generated mainly near the surface from the velocity shear production
mechanism while in the upper part of the domain there is a buoyancy domi-
nated region where internal waves are present and turbulence is not allowed
to develop. Such a flow is representative of the atmospheric boundary layer
although in real life it is rare to find exactly neutral stratification condi-
tions. This flow is governed by the following governing equation set which
is similar to the one used for the Ekman layer (3.1) with buoyancy forces
added in the momentum budget:
∂uj
∂xj
= 0 (3.6)
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρ0
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
+ 2Ωi × (Gi − ui)− ρ
ρ0
g3 (3.7)
∂T
∂t
+
∂Tuj
∂xj
= k
∂2T
∂xj∂xj
(3.8)
where temperature is related to density through the equation of state ∆ρ =
−αTρ0∆T where ∆T = t − T0 is the deviation of the temperature from a
reference state T0,ρ0.
In this case the characteristic parameters are the surface stress devia-
tion angle α and the ratio of the friction velocity to the geostrophic wind
u∗/G, but the boundary layer depth is evaluated as the height zi where the
minimum of the buoyancy fluxes takes place and typical Ekman scale u∗/f
looses its meaning because now the vertical development of the boundary
layer is determined by the height at which the capping inversion takes place.
Other important flow indicators that we will consider are the eddy turnover
time τ∗ = zi/u∗, and the ratio of the boundary layer height to the Ekman
scale zi/(u∗/f).
3.3.2 Simulation parameters
The shear driven atmospheric boundary layer (case S) of the study in [61]
has been reproduced to validate the LES −AIR code. In the S simulation
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authors took into account the Earth’s rotation, considering only the vertical
component (the component which is directed along the gravitational force
direction) of the angular velocity vector like in a polar case but choosing a
typical mid-latitude value Ωi = (0, 0,Ω3) = (0, 0, 1.0 10
−4s−1). The choice
to neglect the horizontal components was probably driven by the consider-
ation that, when a capping inversion is present, the horizontal components
do not affect in a significant way the boundary layer development. Another
possible reason is that in case the horizontal component is present, a new
free parameter is introduced in the flow field, namely the angle between the
geostrophic wind and the horizontal background vorticity. In fact, as shown
in recent literature (see, among the others [23], [77]) not only the horizontal
components of the angular velocity vector can affect the turbulence genera-
tion mechanisms but also their orientation with respect to the geostrophic
wind direction could affect the Ekman flow characteristics. At the initial
time of the S simulation, the authors set a laminar velocity field with a
value of the geostrophic wind equal to G = 15ms−1. The initial tempera-
ture field of the study of [61] consisted in a constant value T = 300K up to
an initial boundary layer depth of (zi)0 = 468m; above that there was a re-
gion where the temperature increased by 8K in 62.5m and then it decreased
with a constant gradient of 3K km−1 up to the upper domain limit. For the
first 3000 s of simulations the authors imposed a surface heat flux equal to
Q∗ = 0.0 5ms−1K to reach a fully developed turbulent flow. The resulting
flow, over which they collected the statistics, consisted in a boundary layer
capped by a stable stratification. In the reference S simulation the authors
collected the statistics over a period of five τ∗ starting from the time τ∗ = 12.
The period over which the statistics were collected in S was not a steady
state condition, since this state cannot be obtained in this kind of simulation
due to the progressive erosion of the upper thermal stratification. Therefore,
the exact reproduction of the results obtained in S is very difficult since the
time needed for the turbulence spin up was found to depend greatly on the
numerical model. The LES − AIR code is a finite differences solver which
employs a SGS Smagorinsky model while the code used in [61] uses the finite
difference method in the vertical direction and the spectral method in the
horizontals. Also it uses as different SGS model. Furthermore to start our
simulations we have adopted a strategy different from that adopted in [61]:
the fluctuating velocity components coming from previous turbulent Ekman
fields interpolated on the present domain have been added to the mean ex-
pected velocity components. In our simulation (S1) the initial temperature
gradient was set equal to that of the S simulation.
In the simulation we have retained the same parameters as in [61] as
reported in table 3.4. Note that here, and in the following simulations, a
value of CFL = 0.3 was used while the channel flow simulations of section
3.1 were made at CFL = 0.1 and CFL = 0.4. There it was found that
CFL = 0.4 gives rise to a too high level of fluctuations at the channel
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center and so the value of CFL = 0.1 was suggested for future calculations.
However, in [73] good results were obtained also in simulations performed
at CFL = 0.3 using the LES − COAST code that has a numerical set-
up very similar to the LES −AIR (see section 1.2). Hence the simulations
presented hereafter have been done at CFL = 0.3. For sake of parallelization
our domain was slightly larger than that of simulation S.
nx = ny = nz Alx = Aly[m] Alz [m] G[ms
−1] CS CFL
128 4000. 1333. 15. 0.1 0.3
Table 3.4: Main parameters of the full scale ABL simulation S1.
Periodic boundary conditions were set in the horizontal directions, at the
lower surface the momentum wall model for a rough wall described in 2.6
was applied while at the upper boundary the geostrophic wind was imposed.
As boundary conditions for the temperature a constant value has been set at
the lowest boundary and a constant gradient of 0.003km−1 at the upper one.
3.3.3 Results
In this section the results from simulations S1 will be presented and com-
pared with those of simulation S of the study of [61]. As already explained
in the previous section the exact reproduction of the S data is not possible
due to the intrinsic differences of the numerical models. Thus the results
from our simulation should be compared only in a qualitative way to the ref-
erence one. All the statistics have been collected over the same time interval
as used in S.
In Table 3.5 characteristic ABL quantities of simulations S and S1 are
reported. It can be seen that the friction velocity is perfectly reproduced,
thus indicating that the wall model works very well also in case of very coarse
grids. This is expected due to the intrinsic characteristics of the wall-layer
model that matches the analytic logarithmic velocity to the instantaneous
velocity to obtain the stress (see section 2.6 for the related discussion). Look-
ing at the boundary layer height zi it is possible to see that the minimum of
the buoyancy fluxes takes place at an height slightly smaller than the initial
ABL height (zi)0. This does not happen in the reference study. Also the
peak value of the buoyancy fluxes is slightly smaller than that obtained in
S. These differences have to be mainly ascribed to the different way the
simulations were carried out.
In Fig. 3.16 the S1 vertical profiles of temperature and buoyancy flux
are shown.
In the region of the strongest gradient the temperature profile is a little
bit jagged. This may be attributed to the fact that in these regions the flow
is under-resolved. It has to be recalled that in an LES of a stably stratified
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Case u∗[ms
−1] zi[m] τ∗[s] (w′T ′)i[ms
−1K] zi/(u∗/f)
S 0.50 478 956 -0.007 0.1
S1 0.50 369 738 -0.0062 0.07
Table 3.5: Resulting quantities from simulations S and S1.
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Figure 3.16: Averaged vertical temperature (left panel) and buoyancy flux
(right panel) profiles. The temperature is made non-dimensional with the
surface temperature Ts while the buoyancy flux is presented in its dimen-
sional form.
flow the grid resolution has to be sufficiently high to resolve the Ozmidov
scale LO =
√
ǫ/N3 which is the smallest scale affected by buoyancy (here
ǫ is the kinetic energy dissipation rate and N is the buoyancy frequency).
Practically, this is the smallest scale at which the stratification effects are
important. So if this scale is much smaller than the LES filter width the
assumption of sub-grid scales homogeneity completely fails and wrong results
are achieved. This scale varies from a few centimeters in the thermocline
region to several hundred meters in weakly stratified and/or highly energetic
flows. Thus, this under-resolution is confined within the thermocline region
which is of scarce interest for our investigations. In practical cases where
the model has to be employed for the study of mixing under strong stable
stratification, the vertical dimension of the cells must be small enough to
avoid such problems.
In Fig. 3.17 the dimensional mean velocity profiles are reported. The
streamwise velocity obtained in S1 is underestimated with respect to S,
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Figure 3.17: Mean velocity profiles of simulations S and S1: the solid lines
refer to the velocity component aligned with the upper geostrophic wind,
the dashed lines to the component transverse to the upper geostrophic wind
while the dotted lines are the modulus of the velocity. The black lines
without symbols are for case S, the blue lines with filled circles refer to
simulation S1.
while the spanwise velocity is more similar. This discrepancy probably is
due to a different evolution of the transient. Another difference that can
be seen in Fig. 3.17 consists in the behavior of the velocity profiles at
the boundary layer top: in S1 the velocities reach their reference upper
geostrophic values in a smoother way and this is caused by a different evo-
lution of the thermocline erosion during the unsteady simulation. In Fig.
3.18 the components of the momentum fluxes are plotted. Specifically, we
plot the component along the geostrophic wind and the cross geostrophic
wind one. The streamwise component is larger than the spanwise one and
both decrease linearly with height. The fluxes obtained with LES − AIR
are larger than the reference ones for both the components and near the
surface they have a particularly large value where the merging between the
near wall RANS-like model and the outer LES model takes place. As for
the velocities, the height at which they go to zero is somewhat higher than
the height zi.
Finally, in Fig. 3.19 the total velocity variances are reported. The agree-
ment is satisfactory for the wall normal component profiles. The spanwise
profile is larger than in the reference case whereas the streamwise profile
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Figure 3.18: Along geostrophic wind (solid lines) and cross geostrophic
wind (dashed lines) total (resolve plus SGS) momentum fluxes made non-
dimensional with u2
∗
. Black lines without symbols refer to the reference
simulation S of [61], the blue lines with filled circles refer to case S1.
Figure 3.19: Total (resolved plus SGS) velocity variances made non-
dimensional with u2
∗
. Solid lines are the streamwise component, dashed
lines refer to the spa-wise components, dotted lines refer to the vertical
components. Black lines without symbols are from the reference profiles of
S of [61]. The blue lines with circles are the S1 profiles.
59
fits the reference data only in the outer layer below the thermocline. At the
boundary layer top a large fluctuation level is present for all the components.
Conclusions
The following conclusions can be made:
• the comparison of the LES − AIR results with the reference one has
been only qualitative because of the intrinsic differences in the numeri-
cal models (different SGS model, different method of spatial discretiza-
tion) and the intrinsic unsteadiness of the flow that made difficult to
choose the right time window over which made the averages to obtain
the statistics;
• the wall model has reproduced very well the stress at the lowest sur-
face;
• in general acceptable qualitative agreement with reference data has
been obtained both for the first and second order statistics.
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Chapter 4
LES − AIR code validation
with immersed boundaries
We validate the LES −AIR code with the immersed boundaries reproduc-
ing two flow configurations having an increasing geometric difficulty. First,
in section 4.1 high resolution wind tunnel data have been used to test the
LES − AIR model in case of a small-scale flow developing around an iso-
lated rectangular obstacle. Second, in section 4.2, the case of a full scale
atmospheric flow developing over a regular array of low rising buildings has
been reproduced. In light of the results reported in chapter 3, all simula-
tions discussed in this chapter have been carried out at a constant value of
the CFL = 0.3 (see the discussion in section 3.3.2), and using two different
values of the Smagorinsky constant (Cs = 0.065 and Cs = 0.1 respectively)
depending on the grid resolution. The larger value was used for coarse grids.
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4.1 The CEDVAL experiment
In the framework of the validation of CFD codes it is common to reproduce
laboratory experiments, like wind tunnel flows, which are well controlled
and whose data do not exhibit the large scatter of real atmospheric measure
([65], [14]). The drawback of this methodology resides in the fact that in the
experiments it is difficult to reproduce all the factors present in atmosphere
like humidity or thermal stratification. Nevertheless, the comparison with
these kind of well-controlled data is a good first step in the model validation
procedure.
There are two possible strategies to be adopted when a wind tunnel
experiment is reproduced by means of numerical simulations: one is to re-
produce the flow at the same experimental scale; the other is to reproduce
the same flow configuration at real-life scale and then compare the data
with the re-scaled experimental results. In this section, for the validation of
the LES − AIR model in cases characterized by the presence of geometric
complexities we have chosen the first approach leaving the simulation of full
scale urban flows for the next section 4.2.
A wind tunnel experiment has been chosen as reference dataset in which
the flow and the dispersion of a released tracer in the vicinity of a rectangular
building have been measured. Specifically the case A1-5 of the CEDVAL
wind tunnel experiments performed at the Meteorological Institute of the
University of Hamburg has been reproduced and the LES − AIR results
compared with the experimental ones that are available at www.mi.uni-
hamburg.de/Category-A.628.0.html.
In the experiment a single rectangular obstacle has been placed in the
wind tunnel set up and an atmospheric boundary layer was reproduced at
a scale-factor 1 : 200 (see Fig. 4.1). The incoming turbulent boundary layer
was generated using Standen Spires [86] and a uniform LEGO-like roughness
was set at the floor. The resulting flow was validated and then four emission
sources were mounted in the lee-side obstacle edge resembling an emission
from an underground parking garage (Fig. 4.2). In the experiment the
measures were taken in one horizontal and one vertical planes (see Fig. 4.1),
placed at z = 0.28H and y = 0.0H respectively, where H is the building
height. The height H is such that the scaled corresponding real-size building
would have an height of 25 m and the horizontal plane of measurements
would have a real height of 7m. The reference coordinate system is the one
reported in Fig. 4.1 with the origin placed at the building center.
4.1.1 Flow dynamics around an isolated building
The presence of a building strongly influences the flow field thus also affect-
ing the dispersion of a released pollutant. Indeed, despite the quite simple
geometry of a cubical obstacle, the flow dynamics is rather complex [41].
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Figure 4.1: Details about the obstacle used in the A1-5 case of the CEDVAL
wind tunnel experiments [1].
Hereafter, the time-averaged flow patterns will be described. Note that the
instantaneous flow can exhibit strong intermittency. A conceptual model of
the flow developing around an isolated building is sketched in Fig. 4.3. The
background flow approaching the building is first displaced upward because
of the adverse pressure gradient caused by the presence of the building. The
streamlines separate from the ground at the upwind stagnation point. Below
this separated region a flow recirculation takes place. The flow then reat-
taches to the vertical windward building edge. When it reaches the corner,
a second separation takes place due to geometric effects. The streamlines
depart from the upwind building corner because of the sharp edge. They
eventually reattach to the ground (or to the building roof if the building has
a sufficient along-wind length) at the down-wind stagnation point. Below
there is a stagnant zone where there is a flow recirculation which is called
cavity region characterized by low flow velocities and by an high level of
turbulent fluctuations. Due to the low velocities of the cavity region the
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Figure 4.2: Details about the emission apparatus used in A1-5 test of the
CEDVAL wind tunnel experiments [1].
pollutants that are emitted in this area remain entrapped for a long time.
Hence often high pollutant concentrations are found in the cavity [7]. The
region downwind of the building which surrounds the cavity zone, and which
is still affected by the building presence, is called the wake region. The di-
mension of the cavity region depends on the building aspect ratiosW/H and
L/H, on the characteristics of the approach flow, like the boundary layer
depth over the building height, and on the flow stability.
To gain a deeper understanding of the around-building dynamics it is
better to look at the whole three-dimensional representation which is shown
in Fig. 4.4. Near the ground at the windward edge the flow moves out from
the building and a standing eddy in front of the building is present. The
position of the upwind stagnation point depends on the W/H ratio, on the
ground roughness and in general on the approach flow characteristics. For
very wide obstacles the upwind displacement zone can reach a distance of
5− 10H ahead the obstacle with an upwind stagnation point located at 2H
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Figure 4.3: Schematic of the mean streamline pattern (a) and of the mean
velocity profiles (b) around an isolated building [7]. The main flow regions
are highlighted. XF and XR respectively represent the upward and down-
ward separation lengths.
from the obstacle. If the building is not very wide the upwind stagnation
point takes place at less than 2H. Hosker in [41] reported an empirical
formula to estimate (within a range of ±20%) the separation point distance
from the windward edge XF
XF /H ≃ 2W/H
1 + 0.8W/H
Also in [41] the typical height is indicated for the flow reattachment to the
building upwind face as 0.6 (±25%). The flow structure at the upper and
lateral building sides depends mainly on the L/H ratio. Hosker in [41] gave
an indication of the minimum ratio of (L/H)∗ to have the reattachment over
the roof which is given by the formula:
(L/H)∗ =
0.72(W/H)
1 + 0.51(W/H)
The roof reattachment is also influenced by the turbulent intensity of the
approach flow, the larger the level of the turbulence intensities the more
probable is the roof reattachment. A plot from [41], showing the zone of
intermittent separation, is reported in Fig. 4.5. Reattachment regions could
take place also on the lateral building sides after the flow separation on the
lateral windward corners. The estimation of the reattachment point position
is more difficult. In the cavity region the three dimensional motion is very
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Figure 4.4: The conceptual model of the 3D flow around an isolated building
proposed by [88].
complex. Two vortices are formed behind the leeward building edges. They
can to lift up a near-ground parcel of fluid, thus playing an important role
in the dispersion dynamics. Also, they present an intermittent character
and they are shed periodically. There are various formulas to estimate the
cavity extension, a good agreement is found from the empirical formula by
[29] within an uncertainty of ±50%:
xR/H ≃ 1.8W/H
(L/H)0.3(1 + 0.24W/H)
(4.1)
The height of the cavity region, in case the flow does not reattach at the
roof and side walls, could vary from 1.5H to 2.5H, depending on the ap-
proach flow characteristics. Another vortex system arises from the so called
horseshoe vortex structure. It is an horizontally oriented standing vortex
which starts from the upwind cavity vortex and then trails downwind as a
counter rotating vortex pair as illustrated in Fig. 4.4.
4.1.2 Simulation set-up
The same parameters as those used in the physical experiment were retained
in the present numerical simulations. A 128×128×64 non-uniform Cartesian
grid was used to reproduce the flow at the same scale as in the wind-tunnel
experiment. The dimensions of the simulation domain are Lx = 10.6 H,
Ly = 12H and Lz = 5.3H respectively in the x (stream-wise), y (span-wise)
and z (wall-normal) directions. The grid nodes were equispaced in the x and
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Figure 4.5: The critical length to height ratio (L/H)∗ for the roof flow
reattachment from [41]. The curve of (H/L)∗ from the formula of [29] is
shown as well as the limits of stability proposed by [72].
y directions and clustered near the bottom surface in the z direction with a
minimum cell dimension ∆zmin = 0.0416H near the bottom and a maximum
grid spacing ∆zmax = 0.1648H close to the top surface. This choice allowed
placing the first 20 vertical computational nodes within z ≤ H. The grid
spacing in the x and y directions were respectively equal to ∆x = 0.08H and
∆y = 0.09H. The horizontal resolution is slightly coarser than the coarse
grid case of the work of [24]. In that work authors used also a finer mesh and
found that there were not large differences between the mean field results
of their coarse and fine cases. However, more substantial differences were
observed in the turbulence kinetic energy distribution.
As boundary conditions, the wall-layer model described in 2.6 was ap-
plied at the ground with a value of the roughness length equal to z0 =
7 · 10−4 m = 0.0056H. Periodic boundary conditions were set in the span-
wise direction, while a free slip condition was applied at the top surface.
At the lateral domain side located upwind of the obstacle turbulent planes
generated by a pre-simulation were used as inflow boundary condition (see
[6]).
At the lateral sections of the domain a zero-flux boundary condition has
been set. At the downstream boundary section a particular treatment has
been applied with the aim to avoid the rise up of spurious reflections in the
domain. To this aim a wave-absorbing sponge region was implemented in
the latter portion of the domain near the outflow side. This sponge region
consists of a Rayleigh damping function applied along the x direction to all
three velocity components. This kind of condition has been chosen to avoid
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the usage of the dangerous Orlanski-kind radiative boundary conditions that
could easily bring the simulation to blow up in case of flow recirculation
through the downstream boundary section (see [55], [78]). The damping
function has the form θdi = θi + σx(θi − θi0) where θi is the i component
of the flow variable to be damped, θdi is the damped value and θi0 is the
relaxed value of the variable which is expected at the domain boundary. The
damping function σx is a Gaussian function of the type σx = Ae
−(bxs/LS)
2/2
for 0 ≤ xi ≤ LS , where LS is the extension of the sponge region, A = 0.01
and b = 3.5 are empirical coefficients, and xs = x − (Lx − LS). Following
the approach of [80] the Rayleigh damping function has been applied before
the projection step (i.e., to the intermediate velocity) of the fractional step
advancement to avoid unphysical divergence sources. It has to be recalled
that the Rayleigh damping function is known to absorb the short waves
more efficiently than the long waves and that the accuracy of the damping is
related to the extension of the region LS over which it is applied. To optimize
its efficiency while minimizing the computational cost in our simulations it
has been applied to the last eight computational cells which were stretched
near the boundary with a stretching factor equal to 1.1.
The rectangular building-like obstacle has been reproduced with the im-
mersed boundaries (IB) method. The height of the obstacle is H = 0.125m,
its width W = 1.2H and its length L = 0.8H.
In the pre-simulation a turbulent flow was generated in a domain whose
dimensions were equal to Lxp = 10.8 H, Lyp = 12 H and Lzp = 5.28 H
respectively using a grid of nx = 33, ny = 129 and nz = 65 nodes equispaced
in the x and y directions and clustered near the bottom surface in the z
direction. In the vertical direction the same grid point distribution as in the
simulation with the obstacle was used. The pre-simulation was carried out at
constant flow rate thus maintaining a constant bulk velocity and allowing the
wall shear stress to adjust to the flow conditions. The same bottom, upper
and lateral boundary conditions of the simulation with the obstacle were
used the only difference being in the x-direction in which periodic boundary
conditions set in the pre-simulation. Both in the building simulation and in
the pre-simulation a value of the SGS constant equal to Cs = 0.065 was used.
This value was checked to be optimal to give good first- and second-order
statistics for the plane channel flow configuration.
For the simulation with the obstacle, it has to be pointed out that the
domain dimensions have been chosen in order to satisfy all the requirements
given by the guidelines for urban CFD simulations [34]. Specifically, the
domain height was taken equal to 5.6H which, considering the small blockage
effect of this configuration, is shown to be sufficient to prevent the formation
of artificial flow accelerations over the building. The lateral boundaries of
the domain were placed at a distance of 5.5H from the building side walls.
This distance is close to the value 5.4H recommended in [24] as well as
of the distance 5H advised by some studies cited in [34]. As regards the
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streamwise direction, from the discussion in [34] it comes out that there is
no univocal suggested value for the distance by which the building wind
ward side should be placed downstream the inflow section. Typical values
range from 2H for a single obstacle to 8H when the blockage effect is large.
Since we have only one building with a low blockage effect, our distance
of 5.0H is considered sufficient. Finally, the outflow section is placed 4.5H
downstream the leeward side of the building, which is sufficient (see the
discussion of the results) also in consideration of the special treatment of
the outflow region.
When the IB technique is used to reproduce a bluff body, like the present
building, spurious numerical oscillations arising from the upper windward
corner are often observed as can be seen in Fig. 4.6 showing contour levels of
the stream-wise velocity around the building in a longitudinal plane. These
are both due to the pressure solution and to the way the velocity is found at
the IB points at the building’s corners (see section 2.4). The velocity at the
IB nodes is found using the value of the projection point PP, which in turn
is derived from the closest fluid velocity node. If the IB exhibits a sharp
edge, like the building corner, the flow often presents sharp gradients, that
may invalidate the velocity interpolation at the nodes PP and the following
extrapolation at the IB nodes. Furthermore, even if a very fine grid is used,
all the wall models based on the equilibrium boundary layer assumption
applied at the IB nodes fail due to the strong geometric complexity. These
numerical oscillations might also be enhanced by the intermittent character
of the flow, but this point needs further investigations. To summarize, the
treatment of the velocity components near the solid-fluid interface at sharp
IB edges is very delicate. To remove these spurious numerical oscillations
two strategies have been adopted in the present study. The first strategy
consisted of the usage of the centered second order scheme for the spatial
discretization of the advective terms with the application of an high-order
filter to the three intermediate velocity components at fixed time intervals
to be set empirically. Specifically, a fourth order implicit filtering has been
applied in the streamwise and vertical directions while a sixth order explicit
scheme has been preferred for the span-wise direction due to parallelization
reasons. The filter’s schemes herein employed are described in [49]. This
strategy allows to filter out spurious numerical oscillations still retaining the
physical velocity fluctuations associated to the turbulent field. The second
approach consisted of using a third order QUICK interpolation scheme for
the discretization of the advective terms which, being very dissipative, is able
to damp the spurious numerical oscillations (see Section 3.1). This strategy
does not require tests to choose the time interval over which to apply the
filter. However, it has the drawback to filter out an amount of physical
turbulent fluctuations which depends on the grid size. Furthermore, for each
of the QUICK (labeled with Q) and filtered (labeled with F ) simulations
three kinds of IB velocity treatment at the IB nodes have been tested. In the
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Figure 4.6: Top (upper panel) and side (lower panel) views of the contour
plot of the u velocity components obtained with the LES−AIR simulations.
The zig-zag behavior is evident in the area located upwind of the obstacle.
first case the IB velocity has been derived by means of a linear interpolation
between the IP and the PP points (simulations labeled with LIN) (see Fig.
2.3 for the nomenclature at the IB nodes). In the second case the wall-layer
model developed in [73] has been used as boundary condition (simulations
labeled with WM). In the third case a modified version of the IB wall model
of [73] was used more suited for flows which are not parallel to the IB sides
(simulations labeled with WM-MOD). In the original WM formulation of
[73] the velocity at the IB nodes normal to the solid body is found through
a quadratic interpolation of the PP velocity. This formulation tends to
fail when the flow hits the body with a large angle of incidence, since it
reduces too drastically the velocities normal to the IB sides. To counteract
this bad feature in the WM-MOD cases the IB nodes normal velocity is
derived through the following scaling of PP points velocity: VnormIB =
VnormPP (VtanPP /VtanIB), where Vnorm and Vtan are the components normal
and tangential to the IB lateral surface. In this way, the reduction of the
normal velocity near the solid boundaries is less dramatic than in the original
WM formulation and more realistic flow patterns are predicted.
The characteristics of the different simulations are shown in table 4.1. It
is worth to be pointed out that it is common practice in urban simulations
to neglect the usage of a wall model at the IB sides, like in [82]. This
might be reasonable when complex urban areas are reproduced. In that
case the buildings act like a fully developed roughness, the drag is governed
by the pressure drop around the obstacles and the tangential stress has a
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Run Scheme Order IB nodes treatment
F-LIN Central differences 2 linear interpolation
F-WM Central differences 2 wall model
F-WM-MOD Central differences 2 modified wall model
Q-LIN QUICK 3 linear interpolation
Q-WM QUICK 3 wall model
Q-WM-MOD QUICK 3 modified wall model
Table 4.1: Characteristics of the simulations performed with the LES−AIR
code to reproduce the case A1-1 of the CEDV AL experiments.
minor importance (see [16] and [11] for a detailed discussion on the effect
on the momentum flux on the urban canopy layer). However, when the flow
around a single obstacle is simulated, the proper reproduction of the stress
at the wall is very important, hence the need to use a proper wall modeling
strategy. In this work we compare simulations performed with and without
the wall model at the IB edges to obtain a deeper understanding of the
influence of wall models on the flow prediction. Lastly, it is worth to recall
that this is also a good test to check the combined usage of the wall model
with a body-fitted grid and of the wall model with immersed boundaries.
4.1.3 LES − AIR velocity fields
In this section the flow field produced with the LES − AIR model will be
compared with the wind tunnel data. We compare statistics obtained on the
horizontal and on the vertical planes where the experimental measurements
have been taken. The data from the LES − AIR simulations have been
collected after reaching statistical steadiness and averaged over at least 9
eddy turn-over times (H/Uref with Uref defined later in this section). It
is worth to be noticed that in this set of simulations the mean velocities
obtained in the F- and Q-simulations are very similar to each other since
the flow speed is driven by the inflow velocity planes derived from a constant
flow rate pre-simulation. However, as we will discuss later, differences arise
in the overall friction drag obtained with the two different methods. In
general, the use of a centered discretization scheme together with high-order
filtering better captures the smallest turbulent scales as will be shown in the
next paragraphs. To make the results non dimensional the building’s height
H and the reference velocity Uref evaluated at 5.28H have been used, as
in the CEVDAL experiment. The value of the reference velocity obtained
from the LES − AIR simulations, Uref = 5.13ms−1, was slightly smaller
than the one of the A1-1 CEDV AL case where UrefCED = 6ms
−1. This can
be a small difference in the value of the bulk Reynolds numbers, however,
both flow and concentration fields have been experimentally verified to be
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independent on Reynolds number effects (B. Leitl, personal communication).
In Figs. 4.7 and 4.8 the resulting mean velocity vector fields from the
CEDV AL experiment are reported. These plots will be used as reference
fields for the analysis of the LES −AIR results.
Figure 4.7: Top view of the velocity vector field on the horizontal measure-
ment plane located at z = 0.28H as obtained in the A1-1 case of CEDVAL
experiments.
In Figs. 4.9 and 4.10 the flow streamlines evaluated at the same hori-
zontal and vertical planes for the six different LES − AIR simulations are
plotted. It can be seen that the largest differences in the flow patterns occur
among different treatments of the IB velocity nodes rather than between an
F and a Q-simulation with the same IB treatment. Looking at the panels
containing the vertical planes, it is possible to see that the reattachment
point at the windward building edge is located at an height of z ≃ 0.5H
while in the CEDV AL experiments it is situated at z ≃ 0.7H. Thus, for
the upwind reattachment point, LES−AIR results are within the range in-
dicated by [41] but slightly smaller than the experimental data. As regards
the flow behavior at the roof, since the building has the ratios W/H = 1.2
and L/H = 0.8, this case lies just at the border of the intermittent sep-
aration region shown in Fig. 4.5. It is possible to see that, while in the
reference experiment the flow forms a vortex on the building top and then
reattaches to the roof (see Fig. 4.8), this vortex is not reproduced in the
LES −AIR simulations. This can be attributed to several reasons. A pos-
sible cause is the low grid resolution in the along-stream direction. Another
possible reason is the treatment of velocity components at the IB nodes.
Indeed, looking at the vertical planes reported in Figs. 4.9 and 4.10, also at
the roof the main differences are not between the Q and F-simulations but
rather among the different IB velocity treatments. In the WM-simulations
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Figure 4.8: Side view of the velocity vector field on the central vertical mea-
surement plane resulting from the A1-1 case of the CEDVAL experiments.
the flow tends to remain more parallel to the building edges: this happens
probably because in this formulation the velocity normal to the immersed
body surface at the IB nodes is derived from the velocity at the PP ones
through a quadratic interpolation assuming a zero velocity at the IB edges.
This issue needs re-gridding tests to be assessed. This model, that works
very well in cases where the main flow direction is perpendicular to the body
surfaces may fail in case of flows having a large angle of incidence because
of a too drastic damping of the velocity component normal to the body.
The flow becomes parallel to the roof soon after passing the upwind
corner and this has the effect to limit the vertical development of the down-
wind cavity vortex. Similar features, but less enhanced, are found in the
WM-MOD simulations.
The cavity height is almost the same as the building height in the WM
and in the WM-MOD simulations while it is about 1.2H in the LIN simula-
tions. Note that in the wind-tunnel experiment the cavity height is H, and
it has been reproduced more realistically in the WM and WM-MOD simu-
lations. Probably in the LES −AIR simulations we have two main effects:
the lack of the roof vortex tends to give rise to a cavity whose height is larger
than expected. On the other hand the IB wall model tends to let the flow
be more parallel to the building roof thus, when it is used, the cavity height
remains constrained eventually being more similar to the experiment.
The position of the downwind stagnation point is almost the same for all
the LES−AIR runs and takes place at a distance of 2.5H from the leeward
edge against a distance of 1.5H measured in the CEDV AL experiment.
Hence, the flow reattachment is delayed in the simulations. This feature is
unfortunately often found in large eddy simulations with wall models and
it is due to the fact that the wall model is not able to react quickly to
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Figure 4.9: Streamlines at the horizontal
plane z = 0.28 H and at the vertical plane
y = 0 for the F LES −AIR simulations.
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Figure 4.10: Streamlines at the horizontal
plane z = 0.28 H and at the vertical plane
y = 0 for the Q LES −AIR simulations.
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Figure 4.11: Vector fields at the horizontal
plane z = 0.28H for the different types of
F-simulations. Also the contour plot of
the vertical velocity component is shown.
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Figure 4.12: Vector fields at the horizontal
plane z = 0.28 H for the different types of
Q-simulations. Also the contour plot of
the vertical velocity component is shown.
adverse pressure gradients (see [67]). Note that in this case the formula
(4.1) proposed by [41] would have given a cavity extension of 3.27H, very
different from both the experimental and numerical results.
Lastly, from the horizontal planes shown in Figs. 4.9 and 4.10 it is
possible to see that the size of the vertical vortices that are present at the
leeward corners seems to be quite unaffected by the interpolation scheme
and by the IB nodes specific treatment.
To have a better understanding of the dynamics of the horizontal planes
the vector fields evaluated at these height are reported in Figs. 4.11 and
4.12 for the different LES−AIR simulations. Also the contour values of the
vertical velocities are shown. This picture is of particular interest to check
how the complex dynamics of the flow around the building is reproduced by
the LES−AIR model. The first thing that can be noticed is that in the F-
simulations (plots of the left panels) weak spurious numerical oscillations of
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the vertical velocity are still present in the region upwind the obstacle. This
means that the filtering of the velocity field has not been able to completely
suppress the oscillations and probably a more frequent filtering would have
been necessary. Also, it can be noticed that the strength of the spurious
oscillations is larger in the F-WM case, while it is smaller in the F-LIN
and in the F-WM-MOD cases. Probably these oscillations are related to
the bad WM functioning at IB nodes located close to the upwind corner.
On the contrary they are absent in the Q-simulations whose discretization
scheme is strongly dissipative. Differences are found also in the strength of
the windward stagnation region: the latter is particularly strong in the WM
cases and in general when the QUICK scheme is used. The flow behavior
at the lateral sides of the building varies more from one IB nodes treatment
to the other than among simulations F and Q. Specifically when the IB
velocities are found through linear interpolation the first half of the lateral
boundary presents negative vertical velocities. This feature is absent in
the other IB nodes treatments. This difference also generates a different
behavior in the downwind cavity zone denoted by the different disposition of
the positive vertical velocities. Also the vertical vortices that are present at
the leeward corners and whose effect is to rise up the fluid particles from the
lower regions seem to have a more intense uplifting action in the LIN cases.
Another difference is that in the Q runs there are longer tails of positive
vertical velocities behind the obstacle in the cavity region. Probably this
is due to the fact that the height at which the horseshoe vortices (which
bound laterally the cavity region) are located changes from case to case.
Unfortunately there are no vertical velocity measures at the z = 0.28H
plane available for the CEDV AL experiment to be used for comparison.
A deeper insight at the model performance can be obtained looking
at Fig. 4.13 where the streamwise velocity profiles are reported at three
downstream locations. To obtain these (and all the following) results the
LES − AIR fields have been interpolated on the CEDV AL measurement
locations. The upwind profiles do not differ very much except for the fact
that in the F-simulations at z = H a slight zig-zag behavior is visible.
Looking at the vertical profiles at x = 0 (situated at the middle of the
obstacle) it is possible to see that the best results are from the F-LIN and
Q-LIN simulations. The streamwise velocity is larger than the reference one
in the other cases. Also it can be noticed that the negative values taking
place at the roof in the CEDV AL are never found in the LES − AIR
simulations.
The situation is different looking at the downwind cavity profile: here the
largest discrepancies are found for the LIN cases while the other cases are in
good agreement with the experimental data. Only the lowest node (near the
ground) presents a value of the stream-wise velocity which is close to zero
while in the reference profile the value is about −0.2. At this downstream
location the better agreement is found in the WM simulations both for the
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F and Q cases.
The situation is different for the vertical velocity components reported in
Fig. 4.14. Also in this case the upstream profiles are similar to the reference
ones for all the computed cases and the region of positive and negative
velocities are well captured. At x = 0 the situation for the vertical velocities
components is reversed with respect the one for the streamwise velocities.
Namely in this case the better agreement is found for the WM and WM-
MOD simulations. Also for the vertical components negative velocity values
are absent at the roof at x = 0. F and Q simulations behave in a similar
way except for LIN case where in the Q case the velocity components are
overpredicted. Downwind the obstacle at x = 1.0H the vertical velocity
reproduction completely fails when the wall model is switched off at the IB
sides indicating that that in these cases the center of the downind cavity is
shifted downstream. Conversely when the wall model is active, in the WM
and WM-MOD simulations the regions of positive and negative velocities
are well reproduced.
A similar analysis has been made also for the horizontal profiles at the
same downstream locations. In Fig. 4.15 the streamwise velocity profiles
are shown. As for the other cases good agreement is found for all profiles at
x = −1.0H. At x = 0 all the LES-AIR simulations slightly overpredict the
velocity values in the region far from the obstacle. However, this feature,
which is present also at x = 1H, is probably due to the finite lateral sizes
of the wind tunnel. Larger differences are visible at x = 1.0H also in the
central part of the flow. Here the profiles remain negative for a longer
distance from the centerline according to the fact that the downwind cavity
has a larger width in the LES −AIR computations. This can be seen also
comparing the streamlines on the horizontal planes of Figs. 4.9 and 4.10
with the CEDV AL fields of Fig. 4.7.
In Fig. 4.16 the spanwise velocity components are shown. Note that
negative values here refer to fluid moving laterally away from the obstacle.
For the upstream profile the same comments made in the previous case hold.
At x = 0 the only cases where positive values are found at the building sides
are the LIN ones. As regards the downstream region (x = 1.0H) located at
large negative y (far from the obstacle) the signs of the LES−AIR profiles
are in disagreement with the CEDV AL ones. In the simulations negative
values are found (the fluid is moving away from the centerline) while the
opposite is true for the experiment profile. Thus, the lateral wake region
sourrounding the cavity predicted in the model is larger than the real one
as a consequence of the larger predicted cavity width. Also in this case this
behavior can be attributed to the slowness of reaction of the wall model at
the grid base.
So far, only first-order statistics have been considered. A similar analysis
has been made also for the rms velocities whose data were available from
CEDV AL. Numerical values report resolved quantities without subgrid
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scale contribution. In Fig. 4.17 the streamwise rms velocities are reported
for the three downstream locations discussed above. Note that the rms
velocities at the vertical plane x = −H are smaller than the experimental
ones. This has to be expected since the rms contribution associated to the
subgrid scale is not considered. The x = 0 profiles are also smaller than the
reference ones. They have a similar qualitative behavior except at the lowest
node where smaller values are found. The profiles at x = H also present a
behavior which is similar to that obtained from the experiments. At x = 0
and x = H the LIN and the WM-MOD simulations exhibit the largest and
the smallest values respectively. The maximum level of fluctuations of the
profiles at x = H occurs at an higher location for the LIN simulations.
This peak of the u-rms takes place at the top of the downwind cavity. This
result is in agreement with the fact that in the LIN cases the height of the
downwind cavity was higher than the other. Significant differences were not
found between the Q and L simulations.
In Fig. 4.18 the vertical rms velocities are reported for the same loca-
tions. Coversely to what happened for the rms distribution along the x-axis,
in this case the LES−AIR values were always larger than the experimental
ones. This indicates an overprediction of the turbulent activity. Also in this
case there are no significant discrepancies between the Q and F results and
the qualitative behavior is captured at all the three downstream locations.
A better agreement is found for the WM and WM-MOD cases.
In Fig. 4.19, where the horizontal profiles of the streamwise intensities
are reported, it is possible to see that the upwind ones are very similar to
the CEDV AL ones, at x = 0 and x = H the best reproductions are given
by the WM and WM-MOD simulations. At the downwind location the peak
of rms, which takes place at the cavity edge is shifted laterally. Finally in
Fig. 4.20 the horizontal distribution of the spanwise velocity component is
shown. As for the vertical components the numerical intensities are larger
than the experimental ones. The profiles have a similar trend at x = −H
and x = 0, while their shape is quite different from the reference one at
x = H. The results for the spanwise and for the vertical turbulent intensities
may look unsatisfactory. However it has to be considered that the rms
values were not directly available from the CEDV AL experiment. Thus the
reference CEDV AL profiles shown in the plots have been obtained from
the turbulence intensities uT i expressed in percentage, where uT i = 100 ·
urmsi/ < u(x, y, z)) > and < u(x, y, z)) > is the mean velocity at a given
location. Note that wherever the mean velocity goes to zero the uT i presents
a singularity. Hence it should have been more appropriate to use directly the
rms values rather than passing through the turbulent intensities, especially
for the vertical and spanwise components that are associated to low values
of the averaged velocities.
In the next two plots the two outer diagonal Reynolds stresses are shown.
These quantities were directly available from the experiment. In Fig. 4.21
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the resolved non dimensional < u′w′ > vertical profiles are shown. As
already noticed for the previously discussed cases, there are not large dif-
ferences between the F and Q simulations. The negative peak values are
found at the top of the recirculation regions for all the downstream loca-
tions. Since at the roof of the building the recirculation is not seen (x = 0
profiles) in the simulations the peak is absent. Furthermore, at x = −H,
the minimum peak is less intense. The same occurs at x = H where the
peaks take place at two different vertical locations, at z = H in the WM
and WM-MOD case, and around z = 1.25H in the LIN simulations.
In Fig. 4.22, where the resolved < u′v′ > horizontal profiles are reported
it is possible to see that large discrepancies among the experiment and the
simulations take place at x = 0. Here the simulations predicted negative
values in proximity of the building sides while in the experiments positive
values are found. As regards the profiles at z = H, the maximum values take
place at a larger distance from the centerline, due to the larger downwind
cavity width.
A final consideration is made on the values of the friction velocities
predicted by the F and the Q simulations. In all cases the friction velocity
evaluated at the ground predicted by the Q simulations was smaller than
the one predicted by the corresponding F simulation. Thus, since the same
averaged velocities resulted from F and Q simulations, this means that Q
simulations predicted a lower value of the skin friction coefficient cf . This is
consistent with the behavior found in the QUICK channel flow simulations
discussed in 3.1. There the predicted friction velocities were the same of the
other simulations but very large bulk velocities were found thus resulting,
also in that case, in a lower Cf value.
Conclusion about the velocity fields analysis
To summarize from this analysis it came out that:
• a wind tunnel experiment of a flow around an isolated building has
been reproduced with the LES−AIR code at the same experimental
scale;
• to avoid the rising of spurious numerical oscillations that are found
at the upwind building sharp edge from the LES-AIR simulations two
strategies have been adopted
• a first set of simulation were carried out with the usual centered second
order scheme applying also an higher filtering of the velocity field to
damp the oscillations (F simulations);
• the second solution was to minimize the spurious oscillations has being
the usage of the more dissipative QUICK scheme (Q-simulations);
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• additionally also three different ways to find the IB nodes were tested:
in the LIN simulations the velocity was found by means of a linear
interpolation of the PP nodes velocities, in the WM simulations the
wall model described in [73] has been used, and in the WM-MOD
simulation a modification of this wall model for the velocity normal to
the IB surfaces was made;
• the results from the F and Q simulations were, in general, very similar.
This happened for two major reasons. The first one is that in this flow
configuration it is the complex geometry to drive the flow. Secondly
the total flow rate had been kept constant since the flow were driven
by the inflow conditions;
• the oscillations were completely suppressed in the Q simulations be-
cause of the very dissipative character of the discretization scheme;
• some oscillations were still visible in the F simulations despite the
velocity field filtering;
• the flow dynamics around the building was better reproduced when
the wall model was used in the WM and WM-MOD simulations which
should be preferred at least in the case of flow around an isolated
building;
• the WM-MOD simulations should be preferred to the WM ones be-
cause in the latter the treatment of the IB nodes closed to the upwind
corner is very wrong and enhances the rising of spurious oscillations
4.1.4 The pollutant emission
Once a statistically steady flow field has been obtained, the emission of a
dye from the building has been simulated with the LES − AIR code. The
case A1-5 of the CEDV AL experiments was reproduced. In this test the
emission source was placed at the downwind edge of the building. The source
had the following characteristics: it was composed by four distinct emission
elements (see the scheme of Fig. 4.2 for a detailed picture) that were placed
close to the ground thus resembling the emission from a parking garage.
The emission took place at a low flow rate so that its influence on the flow
field was negligible making valid the momentum-free discharge assumption.
The source exhaust velocity presented a range of values spanning from UE =
0.015ms−1 to UE = 0.033ms
−1 for a total emission area As = 4 ·0.000115 =
0.00046m2.
To study the tracer dispersion with the LES −AIR model, an Eulerian
approach has been adopted. The advection dispersion equation reported in
eq. (2.15) has been solved for the dispersed phase that has been considered
as a passive scalar, thus having no effect on the flow field.
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To reproduce the source, a particular treatment of the IB nodes located
at the leeward building side in the ground proximity has been implemented.
Specifically, at the four IB nodes whose coordinates were the closest to the
source position in the experiment a fixed velocity UsLES has been imposed.
This resembles the source exhaust velocity, normal to the building lateral
side. UsLES is directed in the x direction and its value has been chosen such
to obtain a volumetric flow rate as close as possible to the experimental one.
So UsLES = UEAs/AsLES , where UE is the average value of UE and AsLES
is the lateral building area covered by the four modified IB cells. At these
four IB nodes a concentration of the dispersed species equal to C = 1 has
been set. The background concentration at the initial emission time has
been set to zero. The boundary conditions for the emitted scalar were of
zero flux at ground and at the outflow boundary, of periodicity in the y
direction and of C = 0 at the inflow plane. As boundary conditions at the
building sides, the concentration of the IB nodes has been set equal to the
concentration of the PP nodes, miming a zero flux condition.
In light of the results presented in the previous section, the emission has
been simulated only in the best performing cases that are the F-WM-MOD
and in the Q-WM-MOD simulations.
The concentration of the emitted species from the CEDVAL experiment
KCED were made non dimensional as follows.
KCED = (
CM
CS
UrefH
2)/Qs
where CM is the measured concentration, CS is the concentration at the
source, Qs is the source volumetric flow rate expressed as the ratio of the
total source strength over the source flow rate. Note that in the LES−AIR
simulations only scalar is emitted from the source while in the experiment
the tracer has been emitted in a diluted solution because of the difficult to
measure very high concentration levels. Hence the Qs value of the experi-
ment and of the simulations were different. Thus from the simulations it has
not been possible to obtain the same non dimensional concentration values
of the experiment. Hence the LES − AIR concentrations, KLES , reported
in the following plots are compared only qualitatively to the CEDV AL con-
centrations KCED. To take into account the fact that in the experiment a
diluted tracer has been released the LES − AIR concentrations have been
empirically scaled by a factor of 30. Thus the discussion from the LES−AIR
runs will be mainly aimed to detect the differences encountered with the two
numerical schemes and only a qualitative comparison with the experimental
data will be done.
In Fig. 4.23 the averaged concentration values at the central vertical
plane are compared between the F-WM-MOD and the Q-WM-MOD sim-
ulations. It should be recalled that the scalar treatment was identical for
the two runs except for the fact that in F simulations the filtering opera-
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tion that was performed each 200 time-steps was extended also to the scalar
field. It is possible to see that in the F case large KLES values are found
in the region z ≤ H for all the building downwind region. This feature is
absent in the Q simulation where the largest concentrations are confined
mainly in the cavity region. The latter behavior seems to be more realistic
if compared to KCED values. A possible explanation for the less satisfactory
result in the F case could be found analyzing the effect of filtering. Indeed
this can play a very important role in the flow region located at the upper
cavity border. Here the scalar, whose concentration naturally accumulates
in the low velocity cavity region, through the filtering has probably been
spread also on the cells located over the cavity top. As it may be seen from
the streamline patterns reported in Figs. 4.9 and 4.10 at the cavity upper
border it is sufficient a little vertical displacement for a parcel of fluid, or
for a concentration, to be displaced outside the cavity region, in the wake
region. Once a non zero concentration reaches the wake region, this would
be easily advected in all the downstream wake. The last thing to be noticed
from Fig. 4.23 is that the boundary condition for the scalar at the grid base
gives rise to some accumulation of concentration in the lower part of the
cavity around x/H = 0.5. Here large KLES values are found at the grid
base (z = 0).
In Fig. 4.24 contour plots of the concentrations at an horizontal plane
located at z/H = 0.08 are reported. This plane would correspond to a
real height of 2 m. In the simulations this is the plane where the first
grid nodes in the z (vertical) direction are located and so these are the
nodes where the grid base wall model (see section 2.6) is applied. From the
plots it is possible to see that a situation similar to the one encountered for
the above discussed vertical plane is found. The F-WM-MOD simulation
presents a broader region with quite high concentration values while in the
Q-WM-MOD case that region is more confined in the cavity area. It is not
completely clear whether in the experiment large tracer concentrations are
present in the last part of the domain going downwind from the obstacle
due to the lack of point of measurements at large values of x/H. In the F
simulation it is possible to notice that some spurious reflections are present
close to the outflow.
Finally, in Fig. 4.25 the contour plots of the concentration at the hor-
izontal plane placed at x = 0.28H are shown. Besides the considerations
already made during the discussion of the two previous pictures about the
downstream spreading of the large KLES region, it is possible to notice that
at this elevation, while in the experiment the tracer goes back around the
obstacle until about x/H = −0.5, in the simulations large KLES values are
found only for x/H ≥ 0.4 downstream the source. Probably this discrep-
ancy is related to the IB nodes treatment. In the IB nodes the value of the
scalar is set equal to the value of the scalar at the projection node PP. The
drawback of this kind of treatment is that neighboring IB nodes do not feel
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the influence of the concentrations that are present at the neighboring IB
nodes.
Conclusion about the emission field
• the experimental case of emission from an isolated building has been
reproduced with the best performing LES − AIR simulations, case
F-WM-MOD and Q-WM-MOD;
• the source has been reproduced through a special treatment of the
velocity normal to the IB sides;
• a qualitative comparison with the experiment results has shown a bet-
ter agreement in the Q-WM-MOD simulation;
• the discrepancies found in the F-WM-MOD simulations could proba-
bly be attributed to the action of the filtering that spreads the con-
centration also outside the downwind cavity in the wake region.
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Figure 4.13: Vertical profiles of the stream-wise velocities made non dimen-
sional with Uref at three different downstream locations from F-simulations
(upper panels) and Q-simulations (lower panels). Black circles, experimen-
tal results; solid lines, LIN-simulations; dashed lines, WM-simulations, solid
lines with filled squares, WM-MOD simulations.
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Figure 4.14: Vertical profiles of the vertical velocities made non dimensional
with Uref at three different downstream locations from F-simulations (upper
panels) and Q-simulations (lower panels). Black circles, experiment results;
solid lines, LIN-simulations, dashed lines, WM-simulations; solid lines with
filled squares, WM-MOD simulations.
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Figure 4.15: Horizontal profiles of the streamwise velocities made non dimen-
sional with Uref at three different downstream locations from F-simulations
(upper panels) and Q-simulations (lower panels). Black circles, experiment
results; solid lines, LIN-simulations; dashed lines, WM-simulations; solid
lines with filled squares, WM-MOD simulations.
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Figure 4.16: Horizontal profiles of the spanwise velocities made non dimen-
sional with Uref at three different downstream locations from F-simulations
(upper panels) and Q-simulations (lower panels). Black circles, experiment
results; solid lines, LIN-simulations; dashed lines, WM-simulations; solid
lines with filled squares, WM-MOD simulations.
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Figure 4.17: Vertical profiles of the rms streamwise velocities made non
dimensional with Uref at three different downstream locations from F-
simulations (upper panels) and Q-simulations (lower panels). Black cir-
cles, experiment results, solid lines, LIN-simulations, dashed lines, WM-
simulations; solid lines with filled squares, WM-MOD simulations.
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Figure 4.18: Vertical profiles of the rms vertical velocities made non dimen-
sional with Uref at three different downstream locations from F-simulations
(upper panels) and Q-simulations (lower panels). Black circles, experiment
results; solid lines, LIN-simulations; dashed lines, WM-simulations; solid
lines with filled squares, WM-MOD simulations.
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Figure 4.19: Horizontal profiles of rms of the streamwise velocity component
made non dimensional with Uref at three different downstream locations
from F-simulations (upper panels) and Q-simulations (lower panels). Black
circles, experiment results; solid lines, LIN-simulations; dashed lines WM-
simulations, solid lines with filled squares, WM-MOD simulations.
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Figure 4.20: Horizontal profiles of rms the spanwise velocities made non
dimensional with Uref at three different downstream locations from F-
simulations (upper panels) and Q-simulations (lower panels). Black cir-
cles, experiment results; solid lines, LIN-simulations; dashed lines, WM-
simulations; solid lines with filled squares, WM-MOD simulations.
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Figure 4.21: < u′w′ > component of the Reynolds stress tensor made
non dimensional with U2ref at three different downstream locations from
F-simulations (upper panels) and Q-simulations (lower panels). Black cir-
cles, experiment results; solid lines, LIN-simulations; dashed lines, WM-
simulations; solid lines with filled squares, WM-MOD simulations.
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Figure 4.22: < u′v′ > component of the Reynolds stress tensor made
non dimensional with U2ref at three different downstream locations from
F-simulations (upper panels) and Q-simulations (lower panels). Black cir-
cles, experiment results; solid lines, LIN-simulations; dashed lines, WM-
simulations; solid lines with filled squares, WM-MOD simulations.
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Figure 4.23: Contour plots of the averaged concentration values on the cen-
tral vertical plane at y = 0. Upper panel KLES values from F-WM-MOD
simulation; middle panel KLES values from Q-WM-MOD simulation; lower
panel KCED values from CEDV AL experiment.
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Figure 4.24: Contour plots of the averaged concentration values on the hor-
izontal plane at x/H = 0.08. Upper panel KLES values from F-WM-MOD
simulation; middle panel KLES values from Q-WM-MOD simulation; lower
panel KCED values from CEDV AL experiment.
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Figure 4.25: Contour plots of the averaged concentration values on the hor-
izontal plane at x/H = 0.28. Upper panel KLES values from F-WM-MOD
simulation; middle panel KLES values from Q-WM-MOD simulation; lower
panel KCED values from CEDV AL experiment.
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4.2 The MUST experiment
A very important step in a micrometeorological model validation procedure
is the reproduction of full scale atmospheric studies. To this aim several
field campaigns have been made where wind, temperature, pressure and dis-
persion data have been carefully collected. Among others we can mention
the Salt Lake City Urban 2000 tracer dispersion field experiment [3], the
Mock Urban Setting Test (MUST) field campaign [12], and the Joint Urban
2003 Oklahoma City (OKC) Atmospheric Dispersion Study [2]. MUST and
the OKC are recommended by [14] because of their own very detailed and
accurate measures and furthermore because they have been reproduced in
small-scale laboratory experiments [35]. It is indeed very difficult to exactly
reproduce a full scale flow field with a numerical model because there are a
number of effects that cannot be taken into account in the numerical simu-
lation even in the most sophisticated models. It is much simpler to compare
the model results with a wind tunnel experiment where all parameters are
very carefully controlled an hence the model results can be better tested.
It has to be said that at this point of the LES − AIR model validation
additional tests against wind tunnel experiments are not necessary since the
model has been already compared with the CEDV AL wind tunnel dataset
(see section 4.1). Thus we have chosen to reproduce the full-scale MUST
experiment for the quality and the completeness of measured data.
4.2.1 The MUST field campaign description
The Mock Urban Setting Test (MUST) was held in September 2001 in the
West Desert Center of the Utah desert. The campaign was sponsored by
the U.S. Defense Threat Reduction Agency and coordinated by the U.S.
Army Dugway Proving Ground. In the experiment, 120 shipping containers
resembling building-like obstacles were disposed in a large array to study
the flow and dispersion in a ordered neighborhood of low rising buildings
(see Fig. 4.26). The test site was located in the Utah Great Basin Desert
at 40◦ 12.606′ N. 113◦ 10.635 W at an elevation of 1310 m above the sea
level. The region presents predominantly flat terrain with uniformly spaced
brushes and grass land so that a constant roughness can be assumed (see Fig.
4.27). The only inhomogeneities of the site are some sand dunes 4−6 meters
high located approximately 1 km north of the array, but they have no effect
on the approaching flow characteristics. The nearest terrain inhomogeneity
is represented by the Granite Mountain which rises about 700m above the
basin level and which is located 12 km south east from the test site. The
containers have a parallelepiped shape with horizontal dimensions equal to
W = 12.2m and L = 2.42m, and are < H >= 2.54m high. The building
array has been aligned with the direction of the predominant wind.
The reference x axis is aligned along the small containers side array and
97
Figure 4.26: Sketch of the MUST building array, picture from [89].
oriented about 30◦ west from north see Fig. 4.26 for the reference coordinate
system. Each array row is labeled with a letter while each column is labeled
with a number for an easy reference with the building A0 placed in the
north-east corner and the building 9L placed in the south-west corner. The
averaged array spacings are < l >= 12.9 m and < w >= 7.9 m in the x
and y directions respectively hence following the classification given by [41]
and then improved by [42] we are in the isolated roughness regime (see the
scheme of Fig. 4.28): the obstacles are far enough one from the other so
that the wake of the upwind building does not interfere with the upstream
vortex of the downwind building. In the obstacles spacing the flow has
time to readjust to the upstream profile shape before encountering the next
obstacles.
The obstacles array has been placed around a 32m tower instrumented
with four three dimensional sonic anemometer/thermometers placed at the
heights of z = 4−, 8−, 16− and 32m. The approaching flow characteristics
have been measured with a 16m m tall mast located 30.5m upwind of the
center of the array and equipped with three horizontal 2D sonic anemome-
ter/thermometers at z = 4−, 8−, 16m . A similar mast was placed 30.5m
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Figure 4.27: A photograph of part of the MUST container array, picture
from [32]
Figure 4.28: Threshold H/W ratios for the transition from the wake inter-
ference to the isolated roughness regime [42].
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downwind the back of the array. Four 6− m towers instrumented with two
3-axis Solent WindMaster anemometers at z = 2.4, 6 m were placed at or
near the center of the four quadrants. Other four 3D sonic anemometers able
to measure at z = 1.15m were placed in the obstacle array in the regions of
largest interest, depending on the test case.
During the MUST measurements the boundary layer conditions ranged
from near neutral to weakly stable. A total of 66 measurements events where
carried out. They have been classified in relation to the angle of incidence
α of the wind with respect to the obstacles array (specifically α is the angle
between the averaged wind direction measured at the upwind mast and the
x axis with positive values for anti-clockwise turning).
4.2.2 α = −41◦ test case
The LES − AIR model has been tested reproducing a MUST case with a
very low stratification level. For this purpose the case referred as number
11 in the study of [89] has been chosen, in which nearly neutral atmospheric
conditions are present and where the incoming flow has an angle α = −41◦.
The upwind average wind speed of case 11, evaluated at an height of 4
meters from the ground, is S04 = 7.93 ms−1 whereas the friction velocity
u∗ = [(u′w′)
2+(v′w′)2], the turbulent kinetic energy k = 0.5(σ2u+σ
2
v +σ
2
w),
the Monin-Obukhov length LMO = − u
3
∗
T
κgw′T ′
, evaluated at the central tower,
are respectively equal to u∗ = 1.1 ms
−1, k = 1.46 m2s−2(?) and LM0 =
28000m.
At the grid base (ground) we have applied the wall model described in
section 2.6, while at the upper surface of the domain a free slip condition was
imposed. To reproduce the obstacles we have used the IB technique applying
the wall model described in section 2.4 (the one used in the WM simulations
of section 4.1) at the IB lateral surfaces . Both the grid base and the IB sides
are considered like smooth walls. In the simulations the model constant is
equal to Cs = 0.1, value suited for coarse grids (see section 3.1), and the
Courant Friedrics Lewy number is taken constant and equal to CFL = 0.3,
the air kinematic viscosity is equal to ν = 1.41× 10−5 m2s−1. The Coriolis
force has not been taken into account due to the small extension of the
domain and the flow has been considered as neutrally stratified because of
the large value of LMO. The full scale flow has been reproduced.
Since we were mainly interested in the flow characteristics in the core of
the array we have set up some simulations with periodic horizontal boundary
conditions in order to reproduce the flow in the central part of the array.
In particular two horizontal domain extensions have been contemplated, the
smaller one containing only one obstacle and the larger with four obstacles
(see Fig. 4.29) where the buildings were placed at the domain center. The
horizontal extensions of the small domain simulation were Lxs = 15.3m ≃
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Figure 4.29: Schematic of the simulation domains: the larger domain has
extensions LxL, LyL and contains four obstacles. The small domain, marked
with the dashed red line, has extensions Lxs, Lys and contains only one
obstacle. Also the points P and Q, where the resulting profiles are compared
with the MUST measures, are shown.
6H and Lys = 20.1 m ≃ 8H, while in the large domain simulations the
domain sides were LxL = 30.63m = 12H and LyL = 40.2m ≃ 16H. This has
been done in order to test the solution dependency on the domain extension.
Indeed, in the LES technique the domain must be sufficiently large to capture
the largest scales of motion. The grid spacing has been taken constant in
all cases as illustrated in table 4.2 where the most important simulation
parameters are summarized. In all simulations, the domain height was set
equal to Lz = 16m ≃ 6.3H. In the vertical direction five grid points were
located at z ≤ H, while in the horizontal direction, 19 and 5 points fell
within the building width and length respectively. This may seem a coarse
grid resolution but it has been intentionally chosen in order to verify the
LES − AIR performances when few grid point are located in the region
z < H.
As already noticed in section 4.1, when a bluff body with sharp edges
is reproduced through the IB technique, spurious numerical oscillations are
often generated because of the undetermined pressure boundary conditions
at the IB sides. These oscillations are usually damped using a dissipative
interpolation scheme, as for example the QUICK scheme, or they can be
damped through a filtering of the flow field. We have performed two kinds
of simulations one with the QUICK interpolation scheme and the other
with a central second order scheme and filtering of the intermediate velocity
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components as described in section 4.1 performed every 200 time steps,
like in the F and Q simulations of section 4.1. The goal was checking the
performance of the two scheme when applied to a full scale simulation like
in this case.
The label F will identify the simulations in which a filtering operation
is performed to the flow field obtained by means of a centered second order
scheme, while the label Q will identify a simulation in which the QUICK
scheme is adopted. Note that, with a fixed CFL = 0.3, the time step of the
simulation is approximately equal to dt ≃ 1.2×10−2 s the filtering operation
takes place about every 2.4 s.
The flow is driven by a constant pressure gradient which has two compo-
nents respectively in the x and y directions that have been derived assuming
a balance with the wall stress. Specifically, since the wall stress is related
to the friction velocity through τw = u
2
τ/ρ0 and assuming a steady state
balance between the pressure and the wall stress, knowing that the incident
flow has an angle of α = −41◦ then we can write:
1
ρ0
∆PxLyLz = τwxLxLy (4.2)
1
ρ0
∆PyLxLz = τwyLxLy (4.3)
with τwx = u
2
τ cosα, τwy = u
2
τ sinα. The mean wind intensities obtained
with this forcing were very overestimated with respect to the wind speed
measured in case 11. This discrepancy is mainly due to the fact that the
balance of equations 4.2 and 4.3 would be exactly satisfied only if there
were no obstacles and only if the uτ was constant from the 4 meters level
down to the ground. Since the velocity at four meters from the ground
obtained in theM0 simulations was approximately two times larger than the
average velocity of case 11 of [89] we have performed a second simulation set,
referred as simulations M1, having the same parameters as M0 except for
the driving pressure gradient which has been set exactly four times smaller
than the M0 pressure gradient (remcall that the drag coefficient is equal to
CD = τw/(
1
2ρ0U
2)).
4.2.3 The resulting velocity field
The first series of simulations has been performed with the LES−AIR code
with a large value of the imposed pressure gradients (simulations labeled as
0). As already mentioned in the previous section, only a portion of the
MUST array has been reproduced in the simulations. A first subset of simu-
lations (S) was performed on a domain containing only one building placed
at the domain center. To check whether this domain was sufficiently large to
capture the larger turbulent structures of this kind of flow, a second subset
of simulations (labeled with the letter L) was performed with a domain four
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∆Px
ρ0
[m2s−2]
∆Py
ρ0
[m2s−2] Lx [m] Ly [m] Nx Ny Nz
M0FS 0.87324 0.9972414 15.32 20.1 32 32 32 FILTER
M0QS 0.87324 0.9972414 15.32 20.1 32 32 32 QUICK
M1FS 0.21831 0.2492903 15.32 20.1 32 32 32 FILTER
M1QS 0.21831 0.2490903 15.32 20.1 32 32 32 QUICK
M0FL 1.74648 1.9944828 30.64 40.2 64 64 32 FILTER
M0QL 1.74648 1.9944828 30.64 40.2 64 64 32 QUICK
M1FL 0.43662 0.4985805 30.64 40.2 64 64 32 FILTER
M1QL 0.43662 0.4985805 30.64 40.2 64 64 32 QUICK
Table 4.2: Main parameters of the M simulations. The label F refers to
simulations where a centered interpolation scheme together with filtering op-
eration has been adopted; the label Q refers to simulations with the QUICK
scheme. Furthermore the L simulations are the ones with the largest domain
while the S have the smaller domain. Finally the 0 simulations are driven
by the largest pressure gradient while the 1 simulations have the smallest
pressure gradient.
times larger in the horizontal directions. No significant discrepancies were
found between the two subsets indicating that a small domain is sufficient to
capture the relevant turbulent scales. To further verify the domain suitabil-
ity, the autocorrelation coefficient Riujuj was evaluated at three different
elevations. In Fig. 4.30 the autocorrelation coefficient computed in the x
directions is reported for each velocity component. The plots contain the
results for the M0Q and the M0F simulations for the two domain exten-
sions. It may be seen that both autocorrelation of the horizontal and of
the vertical velocity components, Rxuu and Rxww, decay in less than half
of the domain length at all the three vertical elevations. Also the quantity
Rxvv entirely decays when evaluated at the two upper heights. In all these
cases some small non zero values are present in the middle of the domain
but they could be attributed to the finite size of the data over which the
statistics have been performed.
In Fig. 4.31 a similar analysis is reported for the autocorrelations eval-
uated along the y direction. It can be observed that all the autocorrelation
functions decay within half the domain.
From the above statistics it can concluded that both domains are suited
for simulating this type of flow. Furthermore, since in the 0 simulations
we obtained an average velocity which was far too large with respect to
the average velocity S04 measured in the MUST experiment, the pressure
gradient was decreased in the simulations labeled with number 1 calibrating
it in order to obtain an average velocity more similar to the reference one.
Hereafter, we will discuss the results coming from the simulations performed
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Figure 4.30: Comparison of autocorrelation function Rx evaluated at three
different heights for the large pressure gradient cases. Solid lines, M0FL;
dashed lines, M0QL; solid lines with the filled circles M0FS , dashed lines
with open triangles M0QS . Lx is the domain length in the x direction
associated to each simulation.
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Figure 4.31: Comparison of autocorrelation function Ry evaluated at three
different heights for the large pressure gradient cases. Solid lines, M0FL;
dashed lines, M0QL; solid lines with the filled circles M0FS , dashed lines
with open triangles M0QS .
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Figure 4.32: Comparison of the dimensional velocity profiles at points P and
Q for simulations M1FL and M1QL.
with the decreased pressure gradient and on the larger domain.
The averaged velocity and the turbulent kinetic energy vertical profiles
were computed at two points, P and Q, placed respectively between two
buildings and at the intersection in the middle of four buildings (see Fig.
4.29).
In Fig. 4.32 the values of the mean horizontal velocity are reported in
their dimensional form and compared with three measurements made in the
case 11 of [89]. It is possible to see that in simulation M1QL the velocities
are larger than in case M1FL. Note that this simulation, differently from
the ones presented in the CEDVAL section 4.1 made at constant flow rate,
has been carried out imposing a constant pressure gradient. This leads to a
behavior similar to the one encountered in the channel flow simulations with
QUICK scheme, although in this case the discrepancies obtained applying
the QUICK scheme are not as large as in that case. This is probably due to
fact that in this case the building presence changes the flow dynamics.
In Fig. 4.33 the same plots of Fig. 4.32 are reported in a non dimensional
form. Since the results in the reference case were made non dimensional with
the value of the upwind velocity measured four meters above the ground,
S04, and since this velocity has a ratio SM4/S04 = 0.61 (from Fig. 2
of [89]), where SM4 is the average velocity measured four meters above
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Figure 4.33: Comparison of the averaged non dimensional velocity profiles
at points P and Q for simulations M1FL and M1QL.
the ground in the central measurement tower of the MUST array (see Fig.
4.26), we kept this proportion to estimate the value of the hypothetical
upwind velocity S04LES starting from our average value in the middle of
the array. The velocity S04LES has been used to make non dimensional
the velocity profiles of Fig. 4.33. In this way the results collapse quite
well on the measurements, especially for point Q, while at point P larger
deviations from the measured profiles were found in the upper part of the
domain. Specifically the M1FL profiles have in the upper part values that
are smaller that the M1QL profile which is more similar to the measured
data.
In Fig. 4.34 the dimensional profiles of the turbulent kinetic energy
are reported. It can be seen that in general the value of TKE resulting
from the simulations are smaller than the one measured in the atmosphere.
This feature is in agreement with the fact that in the real atmospheric flow,
turbulence can be generated by a number of causes that cannot be controlled
nor reproduced through a numerical simulation. Two comments come out
after looking at Fig. 4.34. The first is that the level of turbulent kinetic
energy in the M1QL simulation is lower than in the M1FL simulation and
this was expected given the dissipative character of the QUICK scheme. The
second is that in theM1FL profile there is a little zig-zag behavior at z = H
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Figure 4.34: Comparison of the dimensional turbulent kinetick energy for
simulations M1FL and M1QL.
symptom that the spurious oscillations arising from the building upwind
corners is present also in this case. However this is a secondary effect which
can be easily eliminated once a proper calibration of the application of the
filter is performed
The value of TKE can be better compared to the measurements once
made non dimensional with the u2
∗
evaluated like in the case number 11 of
[89]. The non dimensional TKE values are shown in Fig. 4.35. The profiles
are now larger than in the reference case near the ground then decreasing
in the upper part where the differences are smaller.
Finally in Fig. 4.36 the instantaneous fields from simulations M1FL and
M1QL are shown. It can be noticed that in the F simulation there are smaller
turbulent structures with respect to the Q simulation. This is in agreement
with the more dissipative nature of the QUICK scheme which tends to smear
the small-scale turbulent structures. This can be observed by looking both
at the SGS eddy viscosity and at the vertical velocity contour plots. It has
to be noticed that this case is different from the simulations discussed of
the previous section 4.1 since now a much coarser grid is used and so the
dissipation given by the QUICK scheme is enhanced. Another consideration
that can be done looking at Fig. 4.36 is that the flow is directed along the
y direction and this is coherent with the findings of [89] that noticed that
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Figure 4.35: Comparison of the non dimensional turbulent kinetic energy
for simulations M1FL and M1QL.
in the MUST campaign, whenever the angle of incidence of the approach
wind was α > 20◦ there was a predominant channeling effect directed in the
y direction while if α ≤ 20 the flow felt the effect of a channeling in the x
direction.
Conclusions about the MUST simulations
• A portion of the MUST obstacle array has been reproduced through
horizontally periodic simulations where particularly coarse grid reso-
lutions were used;
• two domain sizes containing respectively one and four obstacles have
been contemplated and it has been found that both are sufficiently
large to adequately capture all the scales of motion;
• furthermore, as in the CEDVAL, two sets of simulations differring for
the spatial discretization scheme of the convective terms have been
ran. In F-simulations a centered second order scheme was used and an
additional filtering was applied to the velocity field, while the QUICK
scheme was used in Q-simulations;
• F-simulations presented a better agreement than the Q-simulations
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Figure 4.36: View of the instantaneous fields obtained in simulation M1FL
(upper plots) and in simulation M1QL (lower plots) at the horizontal plane
z = 1.75m. On the left panels the contour plots of the SGS eddy viscosity
are shown together with the streamlines paths while on the right plots the
velocity vectors are shown with the contour of the vertical velocity.
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with the reference velocities and predicted a larger amount of turbulent
kinetic energy;
• on the contrary in Q-simulations predicted too large velocities because
of two reasons. The first is that the simulations were driven by a con-
stant pressure gradient but the mass flow rate was not fixed. Thus
the QUICK, which often fails in the prediction of the friction coeffi-
cient, gave worst results than in the CEDVAL simulations. Secondly
the MUST grid was coarser than in CEDVAL and this enhanced the
QUICK dissipative character;
• this is confirmed also by the absence of the smaller turbulent structures
in the QUICK simulations;
• From these considerations it can be concluded that a centered scheme
should be preferred to a QUICK scheme when coarse grids are used
and/or when the simulations are not ran at constant mass flow rate.
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Chapter 5
Simulation of the
Servola-Valmaura suburban
area of Trieste
In chapter 3 and 4 two groups of validation test cases have been presented.
In chapter 3 the heat and momentum wall models implemented in the
LES − AIR code have been tested for a number of flows having different
grid resolutions and different kinds of forcing, like stratification and rotation.
Subsequently, in chapter 4, additional simulations, presenting increasing ge-
ometric complexity, have been performed. In these cases the geometry has
been taken into account by the combined usage of a body fitted curvilinear
grid and by the immersed boundary method, IB, which is able to treat more
complex shapes. A great attention has been payed to test the sensitivity of
the results to the treatment of the nodes placed at the solid-fluid interface at
the IB sides. Also two different ways of treating the spatial discretization of
the advective terms of the momentum and scalar transport equations have
been investigated. A centered second order scheme (CS) and a quadratic
upwind interpolation (QUICK) have been alternatively employed in the sim-
ulations. When CS was used with the IB some numerical oscillations arose
making necessary the use of an additional high order filtering of the velocity
field.This was not necessary when the QUICK scheme was used due to its
own intrinsically dissipative nature.
In this chapter it is presented an applicative test case in which the flow
in the Servola-Valmaura suburban area of the city of Trieste, in Italy, has
been reproduced with the LES − AIR model. The simulated area has an
extension of 1.5km2 and a grid resolution sufficiently high to reproduce each
single building shape and street canyons. The simulation set up has been
chosen in light of the results obtained in the validation test cases performed
in the two previous chapters. Specifically two sets of simulations have been
performed, the first using the centered scheme and the second with the
112
QUICK scheme. The analysis will be devoted to a careful comparison of the
two methods.
In section 5.1 the simulation setting will be described, in 5.2 details about
the procedure employed to reconstruct the complex geometries as well as the
simulation parameters will be presented. In section 5.3 the analysis of the
resulting flow fields will be reported. Further in section 5.4 the results about
the emission coming from a line source will be described.
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5.1 Servola-Valmaura district of Trieste
The simulated area is located in the Servola-Valmaura district of the city of
Trieste. This area, which is confined on one side by the sea, is characterized
by the presence of civil habitations, sport facilities, and industrial plants for
the cast-iron processing. A great anthropic heterogeneity is thus present.
The simulated domain, denoted by the light yellow area in Fig. 5.1, is
a rectangular area whose larger and shorter sides are respectively 1500 m
and 1000 m long. Following the classification proposed in the review of
[16], this domain falls into the category of the so called neighborhood scale
simulations. The larger side of this area, whose perimeter is shown in Fig.
Figure 5.1: Three dimensional view of the location of the Servola-Valmaura
suburban area in the city of Trieste. The light yellow zone indicates the
simulation domain. Picture taken from Google Earth.
5.2, has an angle of 30◦ with the East-West direction. By the orographic
point of view it has the shape of a valley, where the depression is directed
parallel to the major domain side. The terrain has gentle hill sides without
steep slopes. As it is possible to see in Fig. 5.2, the domain is crossed
by three main streets. Two of them, the Nuova Sopraelevata and Strada
Vecchia dell’Istria, are more or less parallel to the minor domain sides and
are connected by the third arterial road, via Valmaura, which flows aligned
to the major domain sides. The South-West part of the domain, the one
below the Nuova Sopraelevata, is occupied by the industrial plant. In the
portion South of via Valmaura the sport facilities are located, while the
remaining of the domain is occupied by civil habitations.
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Figure 5.2: Top view of the location of the Servola-Valmaura suburban area
in the city of Trieste. The portion of terrain reproduced in the simulation
is highlighted by the blue rectangle. Picture taken from Google Maps.
5.2 Simulation set-up
A schematic of the simulation domain is reported in Fig. 5.3 where also the
orientation of the axes coordinate system is shown. It is possible to see that
the terrain elevations range from about the sea level to approximately 60m.
During the simulations a constant South-west breeze wind forcing directed
along the x direction will be considered.
5.2.1 Reproduction of complex geometries
Grid base
The strategy that has been undertaken to reproduce this complex domain is
the following. A curvilinear body-fitted grid has been used to reproduce the
terrain orography. A number of nx = ny = 256 grid nodes have been used
in the x and y directions. The nodes have a constant spacings respectively
equal to dx = 5.86 m and dy = 3.9 m. A larger resolution has been used
in the y direction both because most of the buildings has the short side
directed along the y direction and because the turbulent vortical structures
that form near the ground are usually directed in the main stream direction.
The resolution in the x direction is increased in the last 6 grid nodes with
a stretching factor of 1.2. In the y direction the same stretching factor is
applied to the first three and the last three points.
The elevations of the nodes belonging to the grid base have been de-
rived from the dataset of the Shuttle Radar Topography Mission that has
a definition of ∼ 90 m, corresponding to 3arc − sec (SRTM3). To inter-
polate the SMRT3 data on the grid nodes positions the option ’v3’ of the
MATLAB R©griddata function, which makes use of a bi-harmonic spline, has
been used. The point P0 of coordinates (x = 0, y = 0) has a latitude and a
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Figure 5.3: Top view of the domain with the height contour lines. All the
smaller obstacles (buildings, plants...) reproduced through the IB method
are colored in gray.
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longitude equal to 45◦ 36′ 57.56′′ N and 13◦ 47′ 7.33′′ E.
On the stretched regions, that have been generated to better apply the
boundary conditions as it will be discussed in the next section, the terrain
elevation are the same as those of the last non stretched grid nodes (see the
height contour lines of Fig. 5.3).
In the vertical a number of nz = 60 grid nodes was employed with a
maximum near ground resolution equal to dzmin = 1m a minimum resolution
of dzmax ∼ 40m at the domain top that was placed at z = Lz = 600m.
Note that the stretched regions close to the downstream and lateral
boundaries must be considered as buffer regions where the flow is free to
evolve in such a way to avoid contamination of the results within the internal
region. This issue is discussed with details later in this chapter.
Buildings
The small-scale geometric complexities, like buildings, have been treated as
immersed bodies. Note that only the obstacles larger than 2dx have been
considered in the simulations, so all the smallest blocks like trees, small walls
and so on, have not been considered.
The shape of the buildings has been simplified considering them as hav-
ing an horizontal roof whose height is equal to the average height of the
real roof. A further simplification was made considering their lateral sides
composed by a number n of vertical surfaces, thus not taking into account
small details like windows or doors. Also, the buildings having a circular
plan have been reproduced with a large number of small segments (verti-
cal planes). The data for the building coordinates and heights have been
furnished by the Regional Agency for the Environmental Protection of the
Friuli-Venezia-Giulia (ARPA-FVG).
The coordinates of the side corners were used to locate the obstacle
in the body-fitted domain. Note that, since the resolution of the original
elevation data is ∼ 90 m, and an interpolation has been made to find the
height at each grid node, it happened that some building resulted completely
underneath the ground level or that others had their base located above the
ground level. The buildings placed below the ground have been not taken
in consideration, while the ones with the too high base elevation have been
corrected so that to report their base level below the grid base level. This
was done in order to ensure the intersection of the building sides with the
grid base.
The building volumes have been then meshed using a triangular mesh
having the average size of the elements similar to the grid resolution. Once
the mesh was obtained it has been interfaced with the curvilinear grid base
by means of a pre-processing tool, ricerca ibm27.f90, whose first version
was developed in [74]. The pre-processing phase has the scope to let the
LES − AIR code aware of which cells are fluid, which are boundary nodes
117
and which are fluid nodes. Also the geometric information necessary to
adequately reproduce the solid/fluid interfaces are furnished to the code at
this stage. In Fig. 5.4 a 3D view of the grid-base and of the IB sides is
reported.
Whenever the spacing between two adjacent buildings was resolved only
by one or two grid nodes, that nodes were considered to be solid, because of
the obvious problem arising from such an under-resolution (see Fig. 5.5).
5.2.2 Physical and numerical parameters of simulations
As already mentioned an idealized wind condition was contemplated in the
simulation with the mean flow directed along the x direction (referred as
stream-wise direction). Hereafter we will refer to this simulation as R.
An inflow boundary condition was set at the lateral side of the domain
located at x = 0. To generate the turbulent planes to be used as boundary
condition at the inflow boundary also in this case a pre-simulation (called
PR) has been used. As already recalled in section 4.1, according to litera-
ture findings this is considered to be the best option to generate a realis-
tic turbulent inflow velocity field. PR was driven at a constant flow rate,
with periodic boundary conditions in the x direction on a grid composed by
128 × 256 × 60 grid nodes. The points were equispaced in the x direction
while presenting the same stretching of the R-simulation in the other two
directions y and z. The grid base was derived considering the elevations on
the line x = 0, z = 0 of simulation R and reporting this heights for all the
x of simulation PR. Once a turbulent steady flow was obtained in PR its
turbulent y − z planes were used as inflow condition for simulation R. The
average velocity profile at the inflow plane had a logarithmic shape with
velocity values ranging from 0m/s to ∼ 3.5m/s typical of a breeze regime.
At x = Lx a zero flux outflow condition was used in R. Furthermore,
as in the CEDVAL simulations, a damping function was applied at the last
6 grid nodes in order to avoid spurious reflection in the domain from the
outflow boundary (see section 4.1.2). At the body-fitted grid base the rough-
wall model described in section 2.6 was applied. In the PR simulation the
roughness height z0 was taken equal to 0.001m, a typical value for off-sea
wind in coastal areas (see [7]). In the R simulation the value of z0 was
increased up to z0 = 0.05m to take into account the effect of all the small
obstacles (like brushes, cars, small walls, trees..) that are not seen by the
model.
At the lateral and upper sides of the PR and R simulations free-slip con-
ditions were applied. Note that free slip boundary conditions were preferred
to the dangerous Orlansky kind open boundary conditions at the two do-
main sides despite the less realistic representation of the lateral circulations.
However, since the lateral walls of the domain are placed far from the do-
main of interest, the boundary conditions are expected to have a negligible
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Figure 5.4: Detail of the grid base and the obstacles.
119
Figure 5.5: Detail about the buildings reproduced through the triangular
mesh. In red the grid base mesh is reported while the blue points are the
nodes that have been switched to solid because under-resolved.
effect on the flow field. For the latter effect, in the region close to these sides,
no IB were considered and the grid was stretched since only the core region,
less affected by the boundary condition, was of interest for our study.
As regards the buildings, they have an average height of H = 9.36 .
At their sides a linear interpolation was used to derive the velocity at the
IB nodes. This method was preferred to the application of the wall models
tested ob the IB sides in chapter 4 because of the great geometric complexity.
Indeed when a large group of building is present the inertial drag exerted
by the buildings is more important that the single stresses exerted by the
building faces. In other words the building canopy acts as a fully developed
roughness where drag is mainly related to the presence of pressure drops
due to geometric features in the obstacle regions. In the simulations neither
stratification nor rotation effects have been taken into account. Simulations
were carried our at constant CFL = 0.3 with a value of the Smagorinsky
constant equal to Cs = 0.1.
Also in this case two simulation sets were performed, one using the cen-
tered second order scheme plus the filtering of the velocity field and the
other with the QUICK scheme. Depending on the adopted spatial interpo-
lation scheme we will refer to the simulations as PR-F and R-F or PR-Q
and R-Q cases. The filtering was applied in simulation R-F every 50 time
steps. The number of time steps has been reduced compared to that used
in the previous section to completely eliminate the small scale wiggles still
present close to the obstacles.
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Figure 5.6: Different scales at which the atmospheric boundary layer is
affected by the urban area [62]. a) Mesoscale; b) local scale; c) microscale.
5.3 Obtained wind fields
In this section the results coming from the R-F and R-Q simulations will be
presented.
When the atmospheric turbulent boundary layer flows over an urban
area it undergoes deep changes both because of the large drag exerted by
the building presence and for the buoyancy effects always present in built-up
zones. Indeed these areas are sources of heat since they are covered by a a
large percentage of concrete and asphalt, materials that have a small albedo
and a large heat capacity, and hence are able to store a larger amount of heat
with respect to the surrounding countryside [87]. This is called the urban
heat island effect. However, for sake of simplicity, in the present study we
will not consider the urban heat effects focusing the attention only on the
mechanical effects on the boundary layer turbulence.
When considering the flow dynamics in urban areas it is of fundamental
importance to reason in terms of scales. In [62] a distinction is made among
the micro, local and meso scale (see Fig. 5.6). At each of these scales
different phenomena take place. In this classification on one side there is
the mesoscale which involves the phenomena occurring at the whole city
scale (like the urban boundary layer development). On the other side there
is the microscale, that regards the influence on the flow of the single houses
and obstacles. In between there is the local scale, that goes from one to
several kilometers, and it is very important because over this scale, by means
of averages and integrations, it this possible to collect regions with similar
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Figure 5.7: Schematic of the flow through and over an urban area [16].
urban flow features. In this perspective, where the presence of the buildings
is seen like a roughness, once these region are identified, then one could find
out the local characteristics of the boundary layer like the roughness height
and the friction velocity.
To better understand the flow dynamics over the urban areas, in Fig.
5.7, taken from [16], a cross section of a typical urban area is reported. Here
we are considering phenomena ranging from micro to local scales. In the
lower part there is the urban canopy layer, where the flow is locally affected
by the obstacle presence, that has the same height of the tallest buildings.
Above there is a region, called the roughness sub layer, where the flow is
still adjusting because of the building presence. The roughness sub layer
in turn is capped by the inertial sublayer, where the urban boundary layer
has adapted to the underneath urban presence and can be treated with the
standard boundary layer formulations. A big issue in this field of UFM
consists in the determination the shape of the velocity profile at the various
heights from the ground. Of course one has to reason in terms of vertical
profiles spatially and temporally averaged over regions having homogeneous
characteristics because the profiles are locally affected by the single obstacle
effect. The estimation of the wind speed profile over the canopy layer is
given by the following formula:
u(z) = (u∗/κ) ln[(z − zd)/z0] (5.1)
where z0 is the surface roughness and zd is the zero-plane displacement (see
Fig. 5.8). It is common practice in the urban meteorology field to measure
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Figure 5.8: Spatially and temporally averaged mean velocity profile near an
urban area [62]. It is possible to detect the exponential profile typical of the
canopy region and the logarithmic profile typical of the inertial sub layer.
the velocity value at a certain height from the ground and then, assuming
it belonging to the log-profile of (5.1), to estimate the three characteristic
boundary layer parameters, z0, u∗ and d. Note that, to have a reliable
definition of the logarithmic wind profile, the velocity measures should be
taken above the roughness sublayer, that extends up to an height of about
2H where H is the average building height. To take measurements at such
an height is in practice very difficult. Because of these practical difficulties
various methods to parametrize u∗, z0 and zd have been developed [16].
It is even more difficult to determine an average velocity profile shape in
the canopy layer where the velocity is more similar to an exponential profile.
In the work by [51] a formula is found to describe the velocity inside the
canopy layer:
u(z) = uH exp(a(z/H − 1)) (5.2)
where uH is the mean velocity measured at the top of the obstacles and a is
a constant related to the building height H, to a mixing length-scale lc inside
the canopy and to the friction coefficient σf in the following way a
3 =
H3σf
2l2c
.
These premises were necessary to introduce the first analysis made on
the results from R-F and R-Q simulations. As it is possible to see from
Fig 5.3, the studied domain is very heterogeneous both for the different ter-
rain slopes, for the building sizes and for the building packing density. We
have chosen three sites having different characteristics, where the averaged
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Figure 5.9: Location of the areas where the averaged vertical velocity profiles
have been evaluated.
velocity profiles have been evaluated and then compared to the above de-
scribed exponential and logarithmic laws. Averaging was performed over
three square areas, shown in Fig. 5.9, located sufficiently far from the do-
main lateral sides in order to minimize the influence of the unphysical lateral
boundary conditions. In the location A the terrain is almost flat and few
large irregularly shaped buildings are present. On the contrary in the site
B a lot of small regular houses are placed on the side of the hill with the
terrain slope almost aligned with the main stream direction. In region C a
big amount of small irregular houses are placed in a region of more sustained
slope, with the slope directed transversely to the main flow direction. All the
square areas have a side about 180m long. The coordinates of the lower left
corners of these areas as well as the average building heights H and the mean
velocities uH evaluated at z = H are reported in table 5.1. In Fig. 5.10 the
vertical profile of the horizontal velocity modulus averaged in time and is
space over each of the three zones are shown in their dimensional form. The
Zone x[m] y[m] H [m] uH [m/s] (R-F) uH [m/s] (R-Q)
A 492.4 343.6 8.95 0.954 0.902
B 210.6 715.0 9.33 0.788 0.713
C 565.2 93.5 9.85 1.167 1.124
Table 5.1: Coordinates of the left lower corner of the square regions of Fig.
5.9. Also the average building heights and the average velocity at z = H
are reported.
first observation to be made is that there is no a large difference between
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Figure 5.10: Vertical dimensional profiles of the horizontal velocity modulus
averaged in time and in space over the three square areas of figure 5.9. Solid
lines R-F simulations; dashed lines R-Q simulations. Black lines without
symbols zone A; red lines with open triangles, zone B; blue lines with open
diamonds, zone C.
each of the R-F and R-Q cases. As already observed in chapter 4, the two
schemes give similar results in term of mean quantities when the simulations
are carried out at constant flow rate, as in this case. The differences are more
evident looking at the instantaneous fields, as it will be shown later on in
this chapter. From Fig. 5.10 it is possible to see that in the A profiles the
transition between the lower exponential profile of the canopy layer and the
upper logarithmic one takes place at an higher elevation, and in a smoother
way. On the contrary, in the B and C profiles this transition is more sudden
and takes place about at the height of the building roof. Probably this is
due to the fact that in A zone there is the lowest building density. Another
difference consists in the fact that the B and C profiles present larger values
than A in the inertial sub-layer. Probably some accelerations occur because
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of the terrain slope.
To better understand the flow dynamics these profiles have been re-
plotted in non dimensional form. Note that the scaling velocities are different
in the canopy and in the upper inertial sublayer where the uH and u∗ are
used respectively. To make non dimensional the vertical coordinates the
average height of the building of each of the three zones was used for both
layers.
In Fig 5.11 the non dimensional profiles are reported for the canopy
region. With this scaling the differences between the Q and F schemes are
even less evident. Furthermore the A and B profiles collapse almost on
the same curve. The A and B profiles have been fitted to the theoretical
exponential profile of (5.2) using a value of a = 0.8 and a good match was
found. The C profile presents lower values of u/uH and the exponential
profile gave a good fitting for a value of a = 1.5. We will not enter too much
in details about all the factors that determined the changes of a. What
it is possible to conclude is that in A and B areas, the average canopy
velocities present more similar exponential profiles. This is a good example
that introduce the problem that the same values of the a constant could be
found for very different canopy layers. Hence the flow description should
not be only based on these parameters [51]. Nevertheless the LES − AIR
code has proved to be a powerful tool to derive the characteristics of the
canopy exponential profile. Its strong point relies in the ability to find these
parameters for all kinds of building density, shapes and terrain slopes with
a great accuracy.
In Fig. 5.12 the non dimensional profiles are reported for the inertial
sub layer. To obtain their non-dimensional form the two values of u∗, from
the R-F and R-Q simulations, averaged over all the simulation domain, were
used. Since in R-F a larger friction velocity u∗ = 0.0957ms
−1 was obtained
with respect to the R-Q case, where u∗ = 0.084ms
−1, the R-Q profiles are,
in this plot, always larger than the R-F ones. Note that a more proper
non dimensionalization would have used the value of the friction velocities
averaged over each of the three different zones. Unfortunately this quantity
was not stored during the simulations. What it is possible to see from the
profiles of Fig. 5.12 is that the displacement height decreases going from A to
B to C which has the smaller vertical displacement. Then, as already noticed
from Fig. 5.10, the B and C profiles present larger values in this region. As a
final remark it has to be said the exponential and logarithmic laws proposed
in (5.2) and (5.1) are thought for flat terrains. So their application to region
having slopes involves a further approximation. Nevertheless this procedure
seems reasonable as far as the terrain slopes are small as it is the case for
our simulation domain.
The first and second order statistics have been evaluated also on a curvi-
linear plane located at a distance from the ground equal to the average build-
ing height H. Here H = 9.39m is meant as the mean height of the buildings
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Figure 5.11: Vertical non dimensional profiles of the horizontal velocity mod-
ulus averaged in time and in space over the three square areas of figure 5.9
(canopy layer scaling). Solid lines R-F simulations; dashed lines R-Q simu-
lations. Black lines without symbols zone A; red lines with open triangles,
zone B; blue lines with open diamonds, zone C. The pink dash dot line and
the green dash dot dot lines have been derived from (5.2) using a = 0.8 and
a = 1 respectively.
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Figure 5.12: Vertical non dimensional profiles of the horizontal velocity mod-
ulus averaged in time and in space over the three square areas of figure 5.9
(log-law scaling). Solid lines R-F simulations; dashed lines R-Q simulations.
Black lines without symbols zone A; red lines with open triangles, zone B;
blue lines with open diamonds, zone C.
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averaged over the whole domain area. In Fig. 5.13 the time averaged values
of the streamwise velocity components are reported for simulations R-F. The
low velocity regions correspond to the location of the tallest buildings and
of their wakes.
In Fig. 5.14 the values of the time average span-wise velocities are shown
for the same surface. Some large velocity spots are present in the central
part of the domain. This region corresponds to the flow channeling on the
side streets of via Valmaura.
In Fig. 5.15 the vertical velocity component is reported for the same
plane. Localized regions of high and low values are found close to the upwind
and downwind edges of the buildings respectively.
The corresponding first order statistics from simulation R-Q are not
shown because of negligible differences were observed between the two cases.
The Reynolds stresses have been evaluated at the same surface. In Fig.
5.16 the streamwise component is shown both for the R-F and R-Q simula-
tions. It is possible to see that a spot having very large fluctuation values is
located in the proximity of the inflow plane in the R-F simulation. This fea-
ture is absent in the R-Q simulation. There are no other qualitative relevant
differences between the two.
More marked differences are present between the R-F and R-Q simula-
tions looking at the spanwise components reported in Fig. 5.17. In the F-R
case a larger level of fluctuations is present, in all the domain. This trend
is very well visible from Fig. 5.18 where the vertical fluctuation component
is shown. Here it is clearly visible that the in R-F case the fluctuation level
is generally higher.
The final part of the flow field analysis consisted in the comparison of the
instantaneous flow characteristics. In Fig. 5.19 the instantaneous contour
values of the SGS eddy viscosity νT are reported on a surface located about
at an height z = 8m from the ground. It is possible to detect differences
between the shape and the sizes of the instantaneous turbulent structures in
the R-F and in the R-Q simulations. In simulation R-Q the structures are
more elongated, and smeared while in case R-F smaller and locally stronger
spots are present. This is a symptom of the larger dissipation present in
the QUICK scheme that it is not able to reproduce the smaller structures of
the turbulent field. In other words, the LES cut off is shifted to lower wave
numbers.
5.4 Results about traffic-like emissions
In the R-F simulation a concentration has been emitted from a line source
placed near the ground in the central street of the domain, Via Valmaura.
This type of source is representative of an emission coming from vehicular
traffic.
129
Figure 5.13: Top view of the mean mean streamwise velocity component at
the curvilinear surface placed at a distance z = H from the ground for R-F
simulation.
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Figure 5.14: Top view of the mean mean spanwise velocity component at
the curvilinear surface placed at a distance z = H from the ground for R-F
simulation.
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Figure 5.15: Top view of the mean mean vertical velocity component at the
curvilinear surface placed at a distance z = H from the ground for R-F
simulation.
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Figure 5.16: Top view of the mean mean streamwise component of the
fluctuation intensities at the curvilinear surface placed at a distance z = H
from the ground. Upper panel, R-F simulation; lower panel, R-Q simulation.
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Figure 5.17: Top view of the mean mean spanwise component of the fluctu-
ation intensities at the curvilinear surface placed at a distance z = H from
the ground. Upper panel, R-F simulation; lower panel, R-Q simulation.
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Figure 5.18: Top view of the mean mean vertical component of the fluctu-
ation intensities at the curvilinear surface placed at a distance z = H from
the ground. Upper panel, R-F simulation; lower panel, R-Q simulation.
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Figure 5.19: Top view of the contour plots of the SGS eddy viscosity values
reported at an height z = 8m from the ground. Upper panel R-F simulation;
lower panel R-Q simulation.
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The concentration has been emitted over four cells along the x direc-
tions for a total source length of Ls = 24 m. The source location is illus-
trated in Fig. 5.20. The coordinate of the left point are (x = 500.9m, y =
600.58m, z = 0.5m) and the source line is aligned with the x direction. In
the source area a concentration C = 1 was imposed. Other boundary condi-
tions for the scalar were of zero flux at the lower, outflow, upper and lateral
sides of the domain. At the inflow plane zero concentration was assumed.
At the IB nodes the concentration has been set equal to the concentration
of the closest fluid nodes. At the starting emission time the background
concentration was set to zero. Also the emitted scalar has been filtered like
the flow velocity components.
In the following plots the instantaneous concentration plots after 1.4 h
from the beginning of the emission are shown. In Fig. 5.21 the non dimen-
sional concentration plot is shown on a curvilinear surface placed very close
to the ground at an height z = 0.5. It is possible to see that the result-
ing plume is channeled mainly along via Valmaura. Some deviations occur
whenever the flow finds large lateral streets. In Fig. 5.22 a similar sur-
face located at an higher elevation is shown. Here the higher concentration
values are encountered at a certain downstream distance from the source,
that is the distance at which the plume rise up to this elevation. Finally in
Fig. 5.23 the concentrations on a vertical x-z section located at the same y
location of the source are reported. The high concentration spots, that are
driven by the turbulent ejection events are clearly visible.
These results, although preliminary, were inserted in the thesis to give
an example of the LES-AIR code capability to deal with the contaminant
dispersion also in case of very complex geometries. Indeed such a detailed
flow and domain reproductions are a very powerful tools and could be used
for many practical applications.
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Figure 5.20: Top view of the line source location.
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Figure 5.21: Contour plot of the instantaneous concentrations on the curvi-
linear surface located at z = 0.5m from the ground.
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5.5 Conclusions
The LES − AIR code has been used to reproduce the flow and dispersion
in a suburban area of the city of Trieste, in Italy.
The simulated area, which has the shape of a valley, has an extension of
1.5 km2 in the horizontal and a height of 600m in the vertical, thus falling
in the so called neighborhood scale simulations.
The terrain slopes have been taken into account by means of the curvi-
linear body-fitted grid, while the buildings have been reproduced with the
IB method.
Idealized wind conditions have been considered with the mean wind di-
rected along the direction of the valley depression.
Two simulations have been performed: simulation R-F where a centered
second order interpolation scheme has been used to discretize spatially the
convective terms of the equations, and simulation R-Q where a quadratic
upwind interpolation scheme was used instead of the centered scheme.
In R-F a high-order filtering of the velocity field has been applied as well.
R-F predicted a smaller value of the average friction velocity with respect
to R-Q but both furnished similar results in terms of mean velocities.
More evident differences were found for second order statistics where a
larger level of fluctuations was present in R-F.
Also, in the instantaneous plots of the eddy viscosity smaller turbulent
structures were present in the R-F field. On the contrary these small struc-
tures were absent in R-Q because of its more dissipative scheme.
In the simulation F-R, a line source resembling the emission coming
from vehicular traffic was located near the ground in the central part of the
domain.
Three preliminary plots showing the values of the concentrations after
1.4 hours from the initial emission time were presented to show the ability
of the LES −AIR code to reproduce dispersion patterns in urban complex
geometries.
140
Figure 5.22: Contour plot of the instantaneous concentrations on he curvi-
linear surface located at z ∼ 10m from the ground.
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Figure 5.23: Contour plot of the instantaneous concentrations on the vertical
x-z plane located in correspondence of the line source.
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Chapter 6
Summary and perspectives
6.1 Overall conclusions
The present thesis contains the results of a research project aimed at the
development and validation of a new large eddy simulation (LES) solver,
LES −AIR, suited to study the dispersion of pollutants in urban environ-
ments. Specifically, LES − AIR has been designed to reproduce the flow
and dispersion patterns at neighborhood scale. In this particularly challeng-
ing kind of simulations a sufficient degree of detail has to be kept in order
to resolve each single building, and, at the same time, a sufficiently large
domain has to be used to capture the large scales dynamics. This class of
simulations is very useful to study problems of urban pollution, for example
to understand the extent the pollution emitted from a certain source (i.e.
industrial point source or traffic line source) is diffused and deposited in
the neighboring area. The LES techniques are routinely employed in fluid
dynamics problems which demand large computing power, but their use for
purposes like the present is relatively new because it is only in the last few
years that computer power has reached the required power and accessibility.
The strategy adopted in the LES −AIR code to reproduce the geome-
tries typical of urban areas treats in a different way the micro and macro
complexities. The terrain slopes are taken into account by means of a curvi-
linear body-fitted grid while the smaller obstacles, like the buildings, are
reproduced through the technique of the Immersed Boundaries (IB). The IB
are portion of the domain that are considered like solid regions. A detailed
geometric description of the solid-fluid interface makes possible a realistic
representation of the stresses induced by the IB to the fluid region. Part
of the thesis was devoted to met the IB technique, developed in [74] and
in [73], with an improved wall stresses description at the body-fitted grid
developing wall models suited for situations typically found in atmospheric
flows.
The subgrid scales (SGS) effect was taken into account through the clas-
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sic Smagorinsky model which proved to give satisfactory predictions when
corrected near the wall to take into account the proper scales of motion. For
this purpose a RANS-like momentum wall model was derived close to the
wall.
Also a new modulus to follow in a Eulerian way the dispersion of a
number of scalars was introduced into the LES − AIR code together with
a refined wall treatment for the temperature in case of isothermal walls.
Finally the behavior of two different schemes for the spatial interpola-
tion of the advective fluxes has been investigated. The results coming from a
third order quadratic upwind interpolation (QUICK), commonly employed
in the reproduction of complex flows, have been compared with those ob-
tained with a second order centered scheme (CS) associated with an addi-
tional high order velocity filtering when used with the IB.
The whole numerical setup has been extensively tested and then applied
to the reproduction of the flow of a suburban area of the city of Trieste in
Italy.
A detailed description of the mathematical and numerical models that
are at the basis of LES − AIR code as well as of the improved modulus
implemented during this thesis work, are reported in Chapter 2.
In Chapter 3 the first part of the LES − AIR code validation proce-
dure is presented. This part of the thesis was devoted to the validation of
the wall models for the body-fitted grid, to be used as boundary condition
for the momentum and scalar equations. The code was tested reproducing
first the canonical plane turbulent channel flow, also in case of forced con-
vection, at very high values of the friction Reynolds number, intentionally
using very coarse grids. In these simulations at constant pressure gradient
the model exhibited good performances in reproducing the first and sec-
ond order statistics when the CS scheme was employed. On the contrary
the QUICK scheme produced strong velocity overpredictions because it es-
timated a too small friction coefficient. Probably this happened because of
the combined usage of coarse grids, of the QUICK scheme, and of the al-
ready dissipative SGS Smagorinsky model. As side result it was found that
when the CS simulations were made at CFL > 0.3 an nonphysically high
level of fluctuations occurred in the core of the channel.
In a successive section a neutrally stratified bottom Ekman layer, which
is a boundary layer that develops in a rotating frame of reference, has
been reproduced and results compared with DNS data. The wall treat-
ment proved to give good predictions also in presence of rotation and to
work especially well in conjunction with the coarsest grid resolutions. An
important finding from these first two tests was also that the best perform-
ing values of the Smagorinsky constant for the LES − AIR code setup are
Cs = 0.065 and Cs = 0.1 in case of fine and coarse meshes respectively.
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The numerical setup that performs best (CS scheme, CFL = 0.3, Cs =
0.1) was applied to the reproduction of a full scale atmospheric bound-
ary layer and results compared qualitatively with previous LES simulations.
In this case an extremely coarse grid was utilized to reproduce the whole
boundary layer whose vertical development was constrained in height by a
capping thermal inversion. This test case, that was particularly challenging
both because of the presence of the thermal stratification and of the low
resolution, furnished acceptable results.
In Chapter 4 the second part of the LES − AIR code validation was
developed. In this stage the code has been tested in presence of complex
geometries that have been taken into account by means of the IB method.
First a small scale wind tunnel experiment concerning the flow and dis-
persion around a rectangular building has been reproduced. When bluff
bodies are treated like IB regions spurious velocity oscillations sometimes
arise from the upwind edge of the obstacles probably because of the unde-
termined pressure boundary conditions at the body side. Two strategies
were used to overcome this problem. The first consisted in the use of the
CS scheme in conjunction with an high order velocity filtering performed
every a certain number of iterations. The second one consisted in the usage
of the QUICK scheme. In the latter, since the simulations were carried out
at a constant flow rate, the friction coefficient underestimation was due to
the underprediction of the averaged friction velocity. At the same time the
results concerning the turbulent velocity field coming from the QUICK and
CS simulation were in general very similar.
Special care was taken in the analysis of the IB nodes treatment. At
these points the velocities have to be derived from the closest fluid nodes.
When the IB has sharp edges, like the rectangular obstacle here reproduced,
to derive correctly the IB nodes velocity in the proximity of these edges is
particularly difficult and it is still an open issue in the CFD community.
For this reason three different methods of finding the IB nodes velocities
were tested. In the first case the velocity was found by means of a linear
interpolation. In the second case the velocity tangential to the body was
found by means of a fitting to a logarithmic profile while the normal compo-
nent was obtained through a parabolic interpolation; also an enhancement
of the SGS eddy viscosity was done at these nodes. The third way differs
from the second in the method by which the normal velocity was derived.
Specifically it was obtained by scaling the normal velocity of the projection
node by the same factor of the tangential component. The first way is simple
to implement and powerful in all the cases where a detailed representation
of the shear stresses at the IB edges is not requested, like in the case of big
clusters of buildings where the inertial drag drives the flows. In these cases
the building canopy is seen by the outer field as a fully rough wall, where the
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pressure drag dominates over the friction one. However, when an isolated
building is considered, a correct prediction of the wall stresses at the obsta-
cle is very important to obtain a realistic flow field. In this case the second
method should be preferred although it does not predict the normal velocity
well when the incoming flow is not parallel to the body. This drawback is
overcome in the third strategy which indeed gave the best results.
Hence the latter IB treatment was adopted in the simulations performed
to study the dispersion of the emitted concentrations. Here the low flow-rate
emission source was placed near the ground at the downwind edge of the
building, resembling the emission from a parking garage, in correspondence
of four IB nodes. The analysis of the obtained concentration fields showed
that the best results were achieved in the QUICK simulations because in
the other case a too large region of large concentrations was predicted. This
was probably due to the role played by the filtering operation in dispersing
the scalar also outside of the boundaries of the downwind cavity.
In the second part of the chapter the full scale flow over an array of low
rising buildings measured during the MUST atmospheric field campaign was
reproduced with the LES − AIR code. Only the core of the obstacle ar-
ray was considered with horizontally periodic simulations, testing both the
QUICK and CS schemes, in conditions of neutral air thermal stratification.
Since only a portion of the array was reproduced, two domains were con-
templated in order to verify the domain size adequacy to reproduce all the
scales of motions. The flow characteristics were compared with the field
measurements and quite good agreement was achieved when the non di-
mensional results were compared. Larger velocity values were found when
the QUICK scheme was utilized both because the simulations were made
at constant pressure gradient and because a coarser grid was used than in
the reproduction of the wind tunnel experiment. A larger level of turbulent
kinetic energy was associated with the CS scheme where smaller turbulent
structures were present in the domain. These small structures were absent
in the QUICK simulations because of the larger dissipation.
Chapter 5 consists of the application of the LESAIR code in a real
urban situation, and completes the thesis. The considered domain is a sub-
urban area of the city of Trieste, in Italy, with a horizontal and vertical
extensions of 1.5 km2 and 0.6 km respectively. In this domain, which has
the shape of a valley, idealized flow conditions were considered. The curvi-
linear grid base was created using the real terrain heights. A near ground
resolution of the order of the meter allowed to consider each building like a
separate IB body. Since the building canopy has mainly the effect to induce
a pressure drag on the approach flow, the velocity at the IB nodes was de-
rived by a linear interpolation since an accurate description of the stresses
at the IB sides would have resulted useless.
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Also in this case two types of simulations were made, one with the
QUICK and one with the CS scheme plus the velocity filtering. In par-
ticular the simulations carried out at constant flow rate furnished similar
velocity profiles but the QUICK one predicted a lower value of the average
friction velocity. Coherently to what found in the validation tests, due to the
larger dissipation given by this scheme, the small scale turbulent structures
were absent in the QUICK field.
An accurate description of the flow was obtained in the city streets.
Three distinct domain zones were considered each of them having different
characteristics in terms of terrain slopes, building height, distribution and
density. The velocity profiles, averaged in time and over these three areas,
were derived and made non dimensional with two different scaling in the
canopy and the inertial regions. The associated bulk quantities, which char-
acterize the urban boundary layer, were derived and discussed for each zone.
In this frame the LES − AIR demonstrated to be a very good tool in the
determination of these quantities also in case of very complex terrain and
building geometries.
Lastly, the concentration emitted from a line source, resembling the emis-
sion from vehicular traffic, was also introduced in the domain. This source
was placed in the central part of the domain of the CS simulation. Prelimi-
nary results showed a good ability of the LES-AIR code in reproducing the
dispersed concentration field also in this case of very complex geometries.
6.2 Perspectives
The present work is part of a broader research project aimed to apply the
LES technique to realistic urban simulations. Many refinements were made
to the LES−AIR code during the thesis yet there is still room for substantial
improvements.
At the moment, the major limitation of the code resides in the treatment
of the lateral open boundaries. Up to now only idealized wind conditions
have been considered with the flow passing through an inflow and an out-
flow boundaries. Since a realistic prediction of the pollutant dispersion can
be achieved only if the right flow conditions are reproduced, it would be
desirable to introduce a true-life description of the flow forcing. This could
be done by means of the implementation of a nesting procedure to insert the
LES − AIR domain in a larger simulation domain. In this way a realistic
flow could be simulated for some characteristic days and then the results
compared with measurements of air quality indicators.
Another future plan consists in performing applicative simulations also
considering air thermal stratification. In this framework another improve-
ment would be to take into account the air humidity that greatly affects the
buoyancy fluxes.
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The description of heat fluxes exchanged at the ground should also be
improved, for example in considering the diurnal cycle
Finally, future goals involve simulations in which more than one emit-
ted pollutants are considered, taking into account their own characteristic
deposition velocities and the chemical interactions between them.
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