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Results of existence as well as orbital stability/instability of periodic waves associated
with sine-Gordon and sinh-Gordon equations will be treated in this manuscript. The sine-
Gordon equation is known to be completely integrable, exactly solvable and it has several
special solutions as soliton and breather solutions. We obtain in both cases, a periodic
sign-changed wave which is smooth when posed on whole real line. The main tool used is
the Grillakis, Shatah and Strauss’ theory.
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1. Introduction
The aim of this paper is to present the existence as well as the orbital stability/instability of periodic traveling waves
associated with the sine-Gordon equation (SG henceforth),
utt − u − sin(u) = 0, (1.1)
and sinh-Gordon equation (SHG henceforth),
utt − u − sinh(u) = 0. (1.2)
In both cases, function u : Rd × R → R, d ∈ N represents the amplitude u(x, t) of a wave at a point in a space-time with
d spatial dimensions. The SG and SHG equations have been applied to a wide class of physical problems. For instance, if
d = 1 these models are related to the propagation of crystal dislocations, models of elementary particles, propagation of
splaywaves in membranes, Blochwall motion in magnetic crystals and magnetic ﬂux in Josephson lines. It is well known
that this type of equation has classical soliton solutions which are richer than those of the Korteweg–de Vries and modiﬁed
Korteweg–de Vries equations and their non-dissipative properties could be explained as a ﬁnely-tuned balance between
self-interactions and dispersion (see [3] and references therein). Moreover, when d = 2 Eq. (1.1) describes the local elec-
trodynamics of the Josephson junctions or bounded vortex states below the critical temperature for the Kosterlitz–Thouless
phase transitions in spin systems with an anisotropy, created by an external magnetic ﬁeld or by a crystal anisotropy
ﬁeld [26].
We restrict ourselves to the case d = 1 and u : R × R → R being an L-periodic function in space. The main reason for
this is because Eqs. (1.1) and (1.2) admit explicit periodic traveling waves of the form u(x, t) = ϕc(x − ct), where ϕc is
a smooth L-periodic function and c ∈ R is called wave-speed. In fact, substituting this form of solution in (1.1), we obtain
the following second order differential equation,(
c2 − 1)ϕ′′c − sin(ϕc) = 0. (1.3)
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ωϕ′′ω + sin(ϕω) = 0, (1.4)
where ϕω := ϕω(c) . Next, by multiplying Eq. (1.4) by ϕ′ω we obtain after integration, the following differential equation in
quadrature form,
ϕ′2ω =
2
ω
[
a + cos(ϕω)
]
, (1.5)
where a is an integration constant. Next, if one considers in Eq. (1.5), |a| < 1 and −π < ϕω < π an L-periodic solution for
(1.4) is obtained
ϕω(ξ) = 2arcsin
(
k sn
(
ξ√
ω
;k
))
, (1.6)
where a = 2k2 −1, sn is the well-known Jacobi elliptic function called snoidal, k ∈ (0,1) is called modulus (see next section).
Since sn has real period equal to 4K it follows that 1√
ω
= 4K (k)L . Here, function k ∈ (0,1) → K (k) denotes the complete
elliptic integral of the ﬁrst kind,
K (k) =
1∫
0
dt√
(1− t2)(1− k2t2) .
Thus, by making use of the Implicit Function Theorem we guarantee the existence of a smooth branch ω ∈ (0, L2
4π2
) →
ϕω ∈ Hnper([0, L]), n ∈ N, of periodic traveling wave solutions for Eq. (1.4). Next, since ω = 1 − c2 > 0, we obtain that for
0< L < 2π , c ∈ I˜ → ϕc = ϕω(c) ∈ Hnper([0, L]), n ∈ N, is a smooth curve of solutions which depends on the wave-speed c.
Similarly, by substituting u(x, t) = ϕc(x− ct) in Eq. (1.2) one has(
c2 − 1)ϕ′′c − sinh(ϕc) = 0. (1.7)
Next, taking ω = 1− c2 > 0, we reduce Eq. (1.7) in the following second order differential equation
ωϕ′′ω + sinh(ϕω) = 0. (1.8)
Eq. (1.8) has an explicit periodic solution given by
ϕω(ξ) = 2arctanh
(
k sn
(
ξ√
ωa
;k
))
, (1.9)
where a = 1− k2 > 0, k ∈ (0,1).
Eqs. (1.1) and (1.2) can be reduced as an abstract Hamiltonian system,
Ut = JE′(U ), (1.10)
where U = (u, v) := (u,ut), J is the skew-symmetric matrix,
J =
(
0 1
−1 0
)
, (1.11)
and E′ denotes the Fréchet derivative of the functional E : H1per([0, L]) × L2per([0, L]) → R deﬁned by
E(u, v) = 1
2
L∫
0
(
u2x + v2 + 2G(u)
)
dx, (1.12)
where G(s) = cos(s) if one considers Eq. (1.1). For Eq. (1.2) we must consider G(s) = − cosh(s).
The purpose of this paper is to establish the orbital stability/instability of periodic traveling waves of the form (1.6) for
Eq. (1.1). In our context, we say that
−→
Φc-orbit deﬁned by
OΦc :=
{
T (y)
−→
Φc := −→Φc(· + y); y ∈ R
}
,
is stable in the Banach space X , if for all ε > 0 there exists δ > 0 such that if ‖U0 −−→Φc‖X < δ and U (t) = (u,ut) is a solution
(in the sense of Theorem 2.2) of (1.1) with U (0) = U0 satisfying
sup inf
y∈R
∥∥U (t) − T (y)−→Φc∥∥X < ε.
t0
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Φc-orbit is said to be orbitally unstable. In particular, this would happen if solutions ceased to exist after a ﬁnite
time.
The approach in order to obtain our results will be the one developed by Grillakis, Shatah and Strauss in [6]. Indeed, if
J above is onto these authors have determined a complete theory of suﬃcient conditions to obtain the stability/instability
for more general abstract Hamiltonian systems of the form (1.10). Thus, by considering the matrix operator
L=
(−∂2x + G ′′(ϕω) c∂x−c∂x 1
)
. (1.13)
We obtain the existence of one negative eigenvalue which is simple and the eigenvalue zero is simple with eigenfunction
(ϕ′ω, cϕ′′ω), if one considers Eq. (1.1), that is, G ′′(ϕω) = − cos(ϕω). Similarly, for Eq. (1.2), by considering operator L deﬁned
on H1m,per([0, L]) × L2per([0, L]) whose domain is H2per([0, L]) ∩ H1m,per([0, L]) × H1per([0, L]) it is possible to determine that
L possesses only one negative eigenvalue which is simple and zero is a simple eigenvalue associated with eigenfunction
(ϕ′ω, cϕ′′ω). Here G ′′(ϕω) = − cosh(ϕω) and H1m,per([0, L]) is constituted by functions f ∈ H1per([0, L]) such that
∫ L
0 f (x)dx = 0.
Moreover, denoting H = E− cF where
F(u, v) =
L∫
0
uxv dx, (1.14)
we have, H′(ϕω, cϕ′ω) = E′(ϕω, cϕ′ω) − cF′(ϕω, cϕ′ω) = 0, that is, (ϕω, cϕ′ω) is a critical point of H. Moreover
H′′(ϕω, cϕ′ω) =L. Next, since H′(ϕω, cϕ′ω) = 0, we deﬁne d(c) = E(ϕω, cϕ′ω) −ωF(ϕω, cϕ′ω). So, being the map
c ∈ I → ϕc ∈ Hnper
([0, L]),
smooth for all n ∈ N, it follows that
d′(c) = −F(ϕω, cϕ′ω)= −c L∫
0
(
ϕ′ω(c)(x)
)2
dx.
Therefore, by using standard properties associated to Jacobi elliptic functions we deduce that d′′(c) < 0 when Eq. (1.1)
is being considered. Regarding Eq. (1.2) we have d′′(c) > 0 if c ∈ (−
√
1− L2
4π2
,−c0) ∪ (c0,
√
1− L2
4π2
) and d′′(c) < 0 if
c ∈ (−c0, c0) where
c0 =
√
1− L
2
16(1− k20)K 2(k0)
.
Therefore, the spectral property obtained above for operator L, combined with these informations about the sign of d′′
enable us to use the abstract theory in [6] in order to obtain our result of stability/instability.
Literature overview. Regarding the stability/instability for a general class of nonlinear long wave equations of the form,
utt − u + g
(|u|) f (u) = 0, (1.15)
where u : Rd ×R → R (or C), |u|2 = u21 +u22, for u = u1 + iu2, we have a considerable number of collaborators. For instance,
when f (u) = u, Grillakis [8] (see also [6,9]) has determined suﬃcient conditions for the orbital instability of the standing
waves eictϕ(x) in the space of radial functions, where ϕ(x) = ϕ(|x|) has a ﬁnite number of nodes (with some restrictions on
the nonlinearity). Shatah [23] has established suﬃcient conditions of stability for a particular case of (1.15), namely,
utt − 
u + u + g
(|u|)ei arg(u) = 0, t ∈ R, x ∈ Rd. (1.16)
When g(|u|)argu = −|u|p−1u, with p > 1 integer, the author has proved a result of stability of the standing waves of the
form eictϕ , where ϕ is a least energy steady-state solution of (1.16), when 1 < p < 1 + 4/d, d  3 and
√
p−1
4−(d−1)(p−1) <
|c| < 1. Here C :=
√
p−1
4−(d−1)(p−1) is called the critical frequency. A result of instability for Eq. (1.16) was obtained by the
same author in [22] when 1+4/d < p < 1+4/(d−2). Another interesting result is due to Shatah and Strauss in [24] where
it is proved that eictϕ is orbitally unstable when 1< p < 1+ 4/d, d 3 and |c| < C or when p  1+ 4/d and |c| < 1.
In periodic context, Natali and Pastor in [18] have determined stable/unstable families of periodic standing wave solutions
for Eq. (1.15), when g(|u|) = |u|2, f (v) = 1− v and f (v) = v (with d = 1). In this case, the authors have used the abstract
theory established in [6,7].
Derks, Doelman, van Gils and Visser in [4] have determined the linearized stability of traveling front solutions of a
perturbed sine-Gordon equation
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whose main focus was to calculate the associated Evans function in order to study the behavior of the eigenvalues. The Evans
function is a complex valued function with the property that to the right of the continuous spectrum the zeros of this
function correspond to isolated eigenvalues of the linearized system. It is important to mention that in this case the
Evans function is not deﬁned near the essential spectrum but in the literature there have been several extensions of the
Evans function to deal with this problem.
A particular case of Eq. (1.17) for γ = β = 0, α = 1 and ε > 0 small enough was studied by Lebowohl and Stephen [15].
In this case, the authors have determined some kind of blow-up phenomena of periodic solutions by using spectral analysis
of the Schrödinger operators (see also [5,17,20] for further references).
Now, if one considers the perturbed sine-Gordon equation with a periodic phase-shift
utt − uxx + sin
(
u + θ(x))+ γ = 0, (1.18)
where θ is deﬁned by
θ(x) =
{
0, 0< x < L2 ,
−κ, L2 < x < L,
which determines the phase discontinuities, Susanto, Goldobin, Koelle, Kleiner and van Gils in [25] have determined the
control of fractional vortex crystals without reﬂection symmetry and study the nonequilibrium transport by using spectral
analysis (see also [10] for a numerical approach).
Regarding Eq. (1.2) we do not have a rich literature, specially in stability/instability settings. However, we can cite a work
due to Joseph and Baby [13]. Indeed, the authors have used the Hirota transformation in order to deduce explicit solutions
associated with the following sinh-Gordon equation
utt − uxx + 1
2
η2 sinh(4u) − 2η sinh(2u) = 0, (x, t) ∈ R × R, (1.19)
where η is a real parameter. A consequence of this fact is that possible to establish the linear stability of solitary waves,
asymptotic property and zero topological charge.
Our paper is organized as follows: In Section 2 we present results of well-posedness in H1m,per([0, L]) × L2per([0, L])
associated with Eqs. (1.1) and (1.2) by using classical semigroup arguments. In Section 3 we establish the existence of
a smooth branch of periodic waves for Eq. (1.3) as well the instability in H1per([0, L]) × L2per([0, L]) related to them. Finally,
Section 4 is devoted to discuss about the stability of periodic waves for Eq. (1.2).
2. Notation and well-posedness results
The L2-based Sobolev spaces of periodic functions are deﬁned as follows: if P = C∞per denotes the collection of all func-
tions f : R → C which are C∞ and periodic with period L > 0, collection P′ of all continuous linear functionals from P
into C. If Ψ ∈ P′ we denote the evaluation of Ψ at ϕ by Ψ (ϕ) = 〈Ψ,ϕ〉, for ϕ ∈ P. For k ∈ Z, let Θk(x) = e 2ikπxL , x ∈ R.
The Fourier transform of Ψ ∈ P′ is a function Ψ̂ : Z → C deﬁned by Ψ̂ (k) = 1L 〈Ψ,Θ−k〉, k ∈ Z. Ψ̂ (k) are called the Fourier
coeﬃcients of Ψ . As usual, a function ψ ∈ Lp([0, L]), p  1 is an element of P′ by deﬁning
〈ψ,ϕ〉 = 1
L
L∫
0
ψ(x)ϕ(x)dx, ϕ ∈ P.
If ψ ∈ Lp([0, L]) for some p  1, then for k ∈ Z,
ψ̂(k) = 1
L
L∫
0
ψ(x)e−
2ikπx
L dx.
We denote by Cper the space of the continuous and L-periodic functions. For s ∈ R, the Sobolev space Hsper([0, L]) := Hsper is
the set of all f ∈ P′ such that
‖ f ‖2Hsper := ‖ f ‖
2
s ≡ L
+∞∑
k=−∞
(
1+ |k|2)s∣∣ f̂ (k)∣∣2 < ∞.
Collection Hsper is a Hilbert space with inner product
( f , g)Hsper := ( f , g)s = L
+∞∑ (
1+ |k|2)s f̂ (k)̂g(k).
k=−∞
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0 f (x)g(x)dx. Space H
0
per will be denoted by L
2
per and its norm will be ‖.‖0. Of course, Hsper ⊆ L2per for all s  0, and, we
have for s > 1/2 the Sobolev’s embedding Hsper ↪→ Cper . We denote H1m,per([0, L]) by
H1m,per
([0, L])={ f ∈ H1per([0, L]); [ f ] := 1L
L∫
0
f (x)dx = 0
}
.
The arguments above can be found in [12].
We present some notations about Jacobian elliptic functions which will be used in whole paper, for more details we
refer the reader to see [2]. In fact, the normal elliptic integral of the ﬁrst kind, is
y∫
0
dt√
(1− t2)(1− k2t2) =
ϕ∫
0
dθ√
1− k2 sin2 θ
≡ F (ϕ,k),
where y = sinϕ , whereas, the normal elliptic integral of the second kind, is
y∫
0
√
1− k2t2
1− t2 dt =
ϕ∫
0
√
1− k2 sin2 θ dθ ≡ E(ϕ,k).
The number k is called the modulus and belongs to the interval (0,1). The number k′ = √1− k2 is called the comple-
mentary modulus. The parameter ϕ is called the argument of the normal elliptic integrals. It is usually understood that
0 y  1 or 0 ϕ  π2 . For y = 1, the integrals above are said to be complete. In this case, one writes
1∫
0
dt√
(1− t2)(1− k2t2) =
π
2∫
0
dθ√
1− k2 sin2 θ
≡ F
(
π
2
,k
)
≡ K (k) ≡ K ,
and
1∫
0
√
1− k2t2
1− t2 dt =
π
2∫
0
√
1− k2 sin2 θ dθ ≡ E
(
π
2
,k
)
≡ E(k) ≡ E.
The Jacobian elliptic functions are usually deﬁned as follows. It considers the elliptic integral
u(y1;k) ≡ u =
y1∫
0
dt√
(1− t2)(1− k2t2) =
ϕ∫
0
dθ√
1− k2 sin2 θ
≡ F (ϕ,k),
which is a strictly increasing function of the variable y1. Its inverse function is written y1 = sinϕ ≡ sn(u;k), or brieﬂy
y1 = snu when it is not necessary to emphasize the modulus k. The other two basic elliptic functions, the cnoidal and
dnoidal functions, are deﬁned in terms of sn by
cn(u;k) =
√
1− y21 =
√
1− sn2(u;k), dn(u;k) =
√
1− k2 y21 =
√
1− k2 sn2(u;k).
Note that these functions are normalized by the requirement sn(0;k) = 0, cn(0;k) = 1 and dn(0;k) = 1. The functions
cn(·;k) and dn(·;k) are even functions. These functions are periodic with sn(u + 4K (k);k) = sn(u;k), cn(u + 4K (k);k) =
cn(u;k), dn(u + 2K (k);k) = dn(u;k). We also have the following explicit values, sn(0) = 0, cn(0) = 1, sn(K ) = 0, cn(K ) = 0,
and the asymptotic behavior sn(u;0) = sinu, cn(u;0) = cosu, sn(u;1) = tanhu, cn(u;1) = sechu.
Now, we discuss brieﬂy about the existence and uniqueness associated with the Cauchy problem,{
utt − uxx − B(u) = 0, (t, x) ∈ R × [0, L],
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ [0, L], (2.1)
where B(u) = sin(u) or B(u) = sinh(u). We use the framework in [11]. Indeed, ﬁrst of all it is possible to reduce the Cauchy
problem in (2.1) as an abstract equation,{
Ut = AU + R(U ), (t, x) ∈ R × [0, L],
U (0, x) = U0(x), x ∈ [0, L], (2.2)
where U = ( u ), A = ( 0 I2 ) and R(U ) = ( 0 ).ut ∂x 0 B(u)
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is a generator of a contraction semigroup on X . In this case, the domain associated with operator A is
D(A) = H2per
([0, L])∩ H1m,per([0, L])× H1m,per([0, L]).
The next lemma summarize our intention.
Lemma 2.1. Operator A with domain D(A) = H2per([0, L])∩ H1m,per([0, L])× H1m,per([0, L]) is a generator of a contraction semigroup{T (t)}t0 on X.
Proof. In fact, it is clear that A is a densely deﬁned, closed and unbounded linear operator on X . In addition, we see from
the classical Poincaré–Wirtinger inequality applied on the space H1m,per([0, L]) that
β0‖u‖2H1m,per  b(u,u), (2.3)
for some β0 > 0. Here, b : H1m,per([0, L])× H1m,per([0, L]) → R denotes the bilinear form b(u, v) := (vx,ux)L2per which is clearly
symmetric and continuous on H1m,per([0, L]) × H1m,per([0, L]). The estimate (2.3) give us the coercivity of b. Now, for X =
H1m,per([0, L]) × L2per([0, L]) we set∥∥(u, v)∥∥X := (b(u,u) + ‖v‖L2per )1/2.
Next, let us consider λ > 0. For ( f , g) ∈ X the goal is to obtain existence and uniqueness related to the following equation
λ
(
u
v
)
− A
(
u
v
)
=
(
f
g
)
. (2.4)
Indeed, Eq. (2.4) is equivalent to{
λu − v = f ,
λv − uxx = g. (2.5)
However, (2.5) implies that
λ2u − uxx = λ f + g. (2.6)
Since λ2 > 0 and λ f + g ∈ L2per([0, L]) we have from estimate (2.3) and Lax–Milgram Lemma that Eq. (2.6) has a unique
solution u ∈ H2per([0, L]) ∩ H1m,per([0, L]) and therefore, for v = λu − f ∈ H1m,per([0, L]) we get that (2.4) possesses a unique
solution
( u
v
) ∈ D(A). So, (0,+∞) ⊂ ρ(A), where ρ(A) denotes the resolvent of A. This argument completes the proof. 
The arguments contained in Lemma 2.1 can be used in order to establish a local well-posedness result associated to the
Cauchy problem in (2.1) (see [11]).
Theorem 2.2. The Cauchy problem (2.1) is locally well-posed for every data (u0,u1) ∈ X in the mild sense. More precisely, there is a
T ′ > 0 and a unique solution u ∈ C([0, T ′); H1m,per([0, L]))∩ C1([0, T ′); L2per([0, L])) associated to Eq. (2.1) with u(0, x) = u0(x) and
ut(0, x) = u1(x). Moreover, for every 0 < T < T ′ the mapping U0 → U (t) is continuous from X → C([0, T ]; X). If (u0,u1) ∈ D(A)
we have a strong solution.
Global solutions associated with Eq. (1.1) can be established by using a standard energy argument (in this case, we have
T ′ = +∞ in Theorem 2.2). In fact, we have
L∫
0
(
u2x + v2 + 2cos(u)
)
dx =
L∫
0
(
u20,x + v20 + 2cos(u0)
)
dx

L∫
0
(
u20,x + v20
)
dx+ M2‖u0‖L2per︸ ︷︷ ︸
C(‖(u0,v0)‖X )
+ M1L.
Therefore, from the Poincaré–Wirtinger inequality one has
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(
u2x + v2
)
dx C
(∥∥(u0, v0)∥∥X)+ M1L + 2
L∫
0
∣∣cos(u)∣∣dx
 M3L + C
(∥∥(u0, v0)∥∥X)
that is, we have a uniform bound∥∥ux(t)∥∥2L2per + ∥∥v(t)∥∥2L2per  M3L + C(∥∥(u0, v0)∥∥X).
Regarding Eq. (1.2) it is not possible to apply a similar argument as above since cosh(s) is an unbounded function.
However, the result contained in Theorem 4.3 (see Section 4) enable us to conclude that for every ε > 0, there is δ > 0 such
that for all∥∥(u0, v0) − (ϕc, cϕ′c)∥∥X < δ,
there is a T ′ > 0 and a unique pair solution (u, v) ∈ C([0, T ′); X) with u(x,0) = u0(x), v(x,0) = v0(x) satisfying
inf
y∈R
∥∥(u(t), v(t))− (ϕc(· + y), cϕ′c(· + y))∥∥X < ε
for all t ∈ [0, T ′), provided that c ∈ (−
√
1− L2
4π2
,−c0) ∪ (c0,
√
1− L2
4π2
), where
c0 =
√
1− L
2
16(1− k20)K 2(k0)
.
Since ∥∥(u(t), v(t))∥∥X < ε + ∥∥(ϕc, cϕ′c)∥∥X , for t ∈ [0, T ′),
it is possible to choose T ′ = +∞ in Theorem 2.2.
3. Instability of periodic waves for Eq. (1.1)
3.1. Existence of periodic waves
Let us consider the SG equation
utt − uxx − sin(u) = 0, (3.1)
where u : R × R → R is an L-periodic function in space. If we substitute a traveling wave solution of the form u(x, t) =
ϕc(x− ct) = ϕc(ξ), where ϕω is a smooth L-periodic function, c > 0, in (3.1), one has
c2ϕ′′c − ϕ′′c − sin(ϕc) = 0. (3.2)
Denoting ω = ω(c) = 1− c2 > 0, we get from (3.2) the following pendulum equation without damping,
ωϕ′′ω + sin(ϕω) = 0. (3.3)
Next, by multiplying Eq. (3.3) by ϕ′ω and integrating once, we obtain the following differential equation in quadrature form,
ϕ′2ω =
2
ω
[
a + cos(ϕω)
]
, (3.4)
where a is an arbitrary constant of integration. We consider parameter a ∈ R and solution ϕω satisfying
|a| < 1 and −π < ϕω < π.
Hence, if we deﬁne
ϕω(x) = 2arcsin
(
ψω(x)
)
, x ∈ [0, L], (3.5)
we conclude from (3.4)
ψ ′2ω
1− ψ2 =
1
2ω
[
a + 1− 2ψ2ω
]
,ω
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that is,
ψ ′2ω =
1
2ω
[
a + 1− (3+ a)ψ2ω + 2ψ4ω
]
. (3.6)
Eq. (3.6) is an ordinary differential equation in quadrature form. This kind of equation can be integrate in order to ob-
tain ψω . In fact, by using the theory of elliptic integrals in [2] we see that function
ψω(ξ) = k sn
(
ξ√
ω
;k
)
,
is a periodic solution for Eq. (3.6). Then, from (3.5) we have that
ϕω(ξ) = 2arcsin
(
k sn
(
ξ√
ω
;k
))
, (3.7)
is a periodic sign-changed solution associated to Eq. (3.3) such that −π < ϕω < π , with a = 2k2 − 1, k ∈ (0,1) (see Fig. 1).
For convenience, the reader can obtain solution in (3.7) by using Maple program. Since function snoidal has real period equal
to 4K (k), we must have
1√
ω
= 1√
1− c2 =
4K (k)
L
. (3.8)
Let L ∈ (0,2π) be ﬁxed. From (3.8) we deduce that dkdω < 0. Therefore, from the Implicit Function Theorem we get ω ∈
(0, L
2
4π2
) → ϕω ∈ Hnper([0, L]), n ∈ N, is smooth. Since ω = 1− c2 > 0, we are in position to present the following theorem.
Theorem 3.1. Let us consider 0 < L < 2π . Then, there is a smooth branch of periodic traveling wave solutions for Eq. (3.3) with
ω = 1− c2 , ω > 0, given by
c ∈
(
−
√
1− L
2
4π2
,
√
1− L
2
4π2
)
→ ϕc = ϕω(c) ∈ Hnper
([0, L]), for all n ∈ N, (3.9)
where ϕc(ξ) = 2arcsin(k sn( ξ√
1−c2 ;k)).
Remark 3.2. A kink wave solution for Eq. (3.2) (see Fig. 2) can be determined from the asymptotic properties of Jacobi
elliptic function sn given in (3.7). In fact, let |c| < 1 be ﬁxed. Since sn(·,1−) ≈ tanh(·), function
ϕc(y) = 2arcsin
(
tanh
(
y√
1− c2
))
, |c| < 1, y ∈ R, (3.10)
is a kink wave solution for (3.3). This fact can be veriﬁed by using Maple program by substituting (3.10) into (3.4).
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3.2. Spectral analysis
Let ϕω := ϕω(c) be a periodic wave solution given in (3.7), where ω = 1 − c2 > 0. In this section, the aim is to analyze
the behavior of the ﬁrst two eigenvalues of the matrix operator,
LSG =
(−∂2x − cos(ϕω) c∂x−c∂x 1
)
. (3.11)
Operator LSG in (3.11) is obtained by considering the conserved quantities,
E(u, v) = 1
2
L∫
0
(
u2x + v2 + 2cos(u)
)
dx, (3.12)
and
F(u, v) =
L∫
0
uxv dx, (3.13)
where v = ut . Then, if one considers H = E− cF we have
H′
(
ϕω, cϕ
′
ω
)= E′(ϕω, cϕ′ω)− cF′(ϕω, cϕ′ω)= 0,
that is, U0 := (ϕω, cϕ′ω) is a critical point of H. Further,
LSG =H′′
(
ϕω, cϕ
′
ω
)= (−∂2x − cos(ϕω) c∂x−c∂x 1
)
, (3.14)
and (ϕ′ω, cϕ′′ω) ∈ ker(LSG). Moreover, Eq. (3.1) has an abstract Hamiltonian form,
Ut = JE′(U ), (3.15)
where J is given by (1.11) and U = (u, v) = (u,ut).
Let us consider the quadratic form associated with matrix operator (3.11),
QSG(g,h) = 1
2
〈
LSG(g,h), (g,h)
〉
= 1
2
L∫
0
{(
1− c2)(g′)2 − cos(ϕω)g2}dx+ ∥∥cg′ − h∥∥2L2per
= Q 1(g) + 1
∥∥cg′ − h∥∥2L2 . (3.16)2 per
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Q 1(g) := 1
2
L∫
0
(
1− c2)(g′)2 − cos(ϕω)g2 dx, (3.17)
represents the quadratic form of the operator
L1 = −
(
1− c2)∂2x − cos(ϕω). (3.18)
Moreover, we see from Eq. (3.2) that L1ϕ′c = 0. So, we deduce that zero is an eigenvalue whose eigenfunction is ddxϕc , for
all c ∈ (−1,1)
We have the following result.
Theorem 3.3. We suppose that 0 < L < 2π . Let ϕ = ϕω(c) be the periodic wave solution given in (3.7) with ω ∈ (0, L24π2 ), and
ω = 1− c2 > 0, then operator L1 deﬁned in L2per([0, L]) with domain H2per([0, L]) has its ﬁrst two eigenvalues simple. The eigenvalue
zero the second one with eigenfunction ϕ′c . Moreover, the remainder of the spectrum is a discrete set and bounded away from zero.
Proof. Indeed, L1 is clearly a self-adjoint operator. Thus spec(L1) = specdisc(L1) ∪ specess(L1), where spec(L1) denotes the
spectrum of L1, specdisc(L1) and specess(L1) denote, respectively, the discrete and essential spectra of L1. Since H
2
per([0, L])
is compactly embedded in L2per([0, L]), the operator L1 has compact resolvent. Consequently, specess(L1) = ∅ and spec(L1) =
specdisc(L1) consists of isolated eigenvalues with ﬁnite algebraic multiplicities (see Section III.6 in Kato [14]). Therefore
operator L1 has only point spectrum. We note that ϕ′c , with ϕc given by (3.7), has two zeros in [0, L) (see Fig. 1). Thus,
from Oscillation Theorem in [16] eigenvalue zero is the second or the third eigenvalue of L1. We prove that zero is the
second one and it results to be simple. Indeed, the periodic boundary value problem associated with (3.18) is given by{
L1 f = λ f ,
f (0) = f (L), f ′(0) = f ′(L). (3.19)
On the other hand, since −π < ϕω < π and cos(2s) = cos2(s) − sin2(s), s ∈ R, we have
cos
(
ϕω(ξ)
)= cos(2arcsin(k sn( ξ√
ω
;k
)))
= 1− k2 sn2
(
ξ√
ω
;k
)
− k2 sn2
(
ξ√
ω
;k
)
= 1− 2k2 sn2
(
ξ√
ω
;k
)
, (3.20)
ξ ∈ [0, L].
Next, if one considers Ψ (x) = χ(γ x) where γ 2 = ω = 1− c2 > 0, we get from (3.19) and (3.20) the equivalent problem,⎧⎨⎩
d2
dx2
Ψ + [1− n(n + 1)k2 sn2(x;k)]Ψ = λ˜Ψ,
Ψ (0) = Ψ (4K (k)), Ψ ′(0) = Ψ ′(4K (k)), (3.21)
where λ˜ = −λ with n = 1. We recall that the second order differential equation in (3.21) is called the Jacobian form of Lamé’s
equation. Now, since n = 1 we conclude from Floquet’s theory that Lamé equation in (3.21) has two intervals of instability.
Therefore, the ﬁrst three eigenvalues associated with (3.21) are simple.
We establish an explicit formula for the ﬁrst three eigenvalues λ˜0, λ˜1, λ˜2. We borrowed the arguments from Theorem 1
in [19] (see also Lemma 4.2 in Angulo [1]). In fact, we see that λ˜1 = 0 is a simple eigenvalue, whose eigenfunction is
Ψ1(x) = cn(x,k). Therefore, λ1 = −λ˜1 = 0 is a simple eigenvalue with eigenfunction ϕ′c . Next, λ˜0 = −k2 whose eigenfunction
is Ψ0(x) = sn(x,k). Thus, λ2 = −λ˜0 = k2 is a positive eigenvalue. Finally, λ˜2 = 1−k2 is a simple eigenvalue with eigenfunction
Ψ2(x) = dn(x,k). Then λ0 = −λ˜2 = k2 − 1< 0 is the ﬁrst negative eigenvalue which is simple. 
Theorem 3.3 able us to conclude that operator L1 in (3.18) has exactly one negative eigenvalue which is simple; zero is
a simple eigenvalue with eigenfunction ϕ′c . Let κ be the unique negative eigenvalue of L1 with eigenfunction υ . Since Q 1
assumes a negative value, from (3.16) we have that QSG also assumes a negative value. Indeed, consider
−→
ψ = (υ, cυ ′), then
QSG(
−→
ψ) = Q 1(υ) + 1
∥∥cυ ′ − cυ ′∥∥2L2 = Q 1(υ) = 1κ < 0.2 per 2
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σ2 := 0 (which is simple) and also, the third eigenvalue, σ3, is strictly positive. To show these facts we use the min–max
characterization of eigenvalues in [21], namely, for Z = H1per([0, L]) × L2per([0, L]), we have
σ2 = max
(ψ1,ψ2)∈Z
min
(g,h)∈Z\{0}
(g,ψ1)1+(h,ψ2)0=0
QSG(g,h)
‖g‖21 + ‖h‖20
. (3.22)
Then, if one considers ψ1 = υ and ψ2 = 0 we get
σ2  min
(g,h)∈Z\{0}
(g,υ)1=0
QSG(g,h)
‖g‖21 + ‖h‖20
 0 (3.23)
and therefore, σ2 = 0. The proof that σ3 > 0 is obtained from the same arguments used above when we take the two-
dimensional subspace spanned by (υ,0) and (ϕ′,0) since in this case Q 1(g)  σ3‖g‖20, for g⊥υ , g⊥ϕ′ , where σ3 is the
third eigenvalue related to L1 which is obviously positive. Therefore, we are in position to conclude that LSG has one
negative eigenvalue which is simple and zero is a simple eigenvalue with eigenfunction (ϕ′c, cϕ′′c ).
3.3. Orbital instability
We employ the Instability Theorem due to Grillakis et al. in [6] in order to establish the orbital instability. Firstly, we
note that the existence of a smooth curve c ∈ I˜ → ϕc ∈ Hnper([0, L]), n ∈ N, ϕc given by (1.6), of periodic solutions was
determined in Theorem 3.1. The spectral property was established in Theorem 3.3. Thus, it remains to verify that d′′(c) < 0,
where d(c) = E(ϕω, cϕ′ω) − ωF(ϕω, cϕ′ω) with ω = ω(c) = 1− c2 > 0. In fact, since H′(ϕω, cϕ′ω) = 0, one has
d′(c) = −F(ϕω, cϕ′ω)= −c L∫
0
(
ϕ′ω(c)(x)
)2
dx.
Then
d′′(c) = − d
dc
(
c
L∫
0
(
ϕ′ω(c)(x)
)2
dx
)
< 2c2
d
dω
L∫
0
(
ϕ′ω(x)
)2
dx. (3.24)
Since k2 sn2 +dn2 = 1, we obtain from (3.4), (3.8), (3.20) and formula 314.02 in Byrd and Friedman [2] that
L∫
0
(
ϕ′ω(x)
)2
dx = 2
L∫
0
1
ω
[
a − 1+ 2dn2
(
x√
ω
;k
)]
dx
= 2
[
a − 1
ω
]
L + 64K E
L
, (3.25)
where E denotes the complete elliptic integral of the second kind
E(k) =
1∫
0
√
1− k2t2
1− t2 dt.
Statements (3.24) and (3.25) give us
d′′(c) < 4c2 d
dω
[
a − 1
ω
]
L + 128c
2
L
d
dω
(K E)
= 128c
2
L
d
dω
[
K E − k′2K 2]. (3.26)
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d
dω
[
K E − k′2K 2]= d
dk
[
K E − k′2K 2] dk
dω
< 0.
Therefore, (3.26) enable us to deduce that d′′(c) < 0. This argument combined with the Instability Theorem in [6] establishes
the next result.
Theorem 3.4.We suppose that 0 < L < 2π . Let ϕc , c ∈ (−
√
1− L2
4π2
,
√
1− L2
4π2
) be the periodic wave solution determined in Theo-
rem 3.1. Then the periodic wave solution ϕc(x− ct) is orbitally unstable by the periodic ﬂow of the SG equation (3.1).
4. Stability and instability of periodic waves for Eq. (1.2)
4.1. Existence of periodic waves
In this section let us consider the following nonlinear wave equation
utt − uxx − sinh(u) = 0, (4.1)
where u : R×R → R is an L-periodic function in space. Similarly as in Section 3, we substitute a traveling wave solution of
the form u(x, t) = ϕc(x− ct) = ϕc(ξ), where ϕω is a smooth L-periodic function, c > 0, in (4.1), in order to obtain
c2ϕ′′c − ϕ′′c − sinh(ϕc) = 0. (4.2)
Denoting ω = ω(c) = 1− c2 > 0, we get from (4.2) the following differential equation
ωϕ′′ω + sinh(ϕω) = 0. (4.3)
Next, by multiplying Eq. (4.3) by ϕ′ω and integrating once, we obtain the following differential equation in quadrature form
as
ϕ′2ω =
2
ω
[
a + cosh(ϕω)
]
, (4.4)
where a is an arbitrary integration constant. Thus, from a similar idea as determined in Section 3, we obtain a smooth
periodic wave solution given by
ϕω(ξ) = 2arctanh
(
k sn
(
ξ√
ω(1− k2) ;k
))
, (4.5)
where a = 1 − k2 > 0, k ∈ (0,1) (see Figs. 3 and 4). For one better understanding of the reader, it is possible to obtain
solution in (4.5) by using Maple program.
Again, since function snoidal has real period equal to 4K (k), we must have
1√
ω(1− k2) =
1√
(1− c2)(1− k2) =
4K (k)
L
. (4.6)
Moreover, let L ∈ (0,2π) be ﬁxed. By using equality in (4.6) we deduce that dkdω > 0. Therefore, from Implicit Function
Theorem we get ω ∈ (0, L2
4π2
) → ϕω ∈ Hnper([0, L]), n ∈ N, is smooth. Since ω = 1− c2 > 0, we are in position to present the
following theorem.
Theorem 4.1. Let us consider 0 < L < 2π . Then, there is a smooth branch of periodic traveling wave solutions for Eq. (4.2) with
ω = 1− c2 , ω > 0, given by
c ∈
(
−
√
1− L
2
4π2
,
√
1− L
2
4π2
)
→ ϕc = ϕω(c) ∈ Hnper
([0, L]), for all n ∈ N, (4.7)
where ϕc(ξ) = 2arctanh(k sn( ξ√
(1−c2)(1−k2) ;k)). Furthermore, ϕc ∈ H
n
m,per([0, L]) for all n ∈ N.
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Fig. 4. Function ϕc in (4.5) with L = 1 and k = 0.9.
4.2. Spectral analysis
Let ϕω := ϕω(c) be a periodic wave solution given in (4.5), where ω = 1 − c2 > 0. In this subsection, we analyze the
behavior of the ﬁrst three eigenvalues of the matrix operator,
LSHG =
(−∂2x − cosh(ϕω) c∂x−c∂x 1
)
. (4.8)
As in Section 3, operator LSHG in (4.8), is obtained by considering the conserved quantities,
E(u, v) = 1
2
L∫
0
(
u2x + v2 − 2cosh(u)
)
dx, (4.9)
and
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L∫
0
uxv dx, (4.10)
where v = ut . Then, if one considers H = E− cF we have
H′
(
ϕω, cϕ
′
ω
)= E′(ϕω, cϕ′ω)− cF′(ϕω, cϕ′ω)= 0,
that is, U0 := (ϕω, cϕ′ω) is a critical point of H. In addition,
LSHG =H′′
(
ϕω, cϕ
′
ω
)= (−∂2x − cosh(ϕω) c∂x−c∂x 1
)
, (4.11)
and (ϕ′ω, cϕ′′ω) ∈ ker(LSHG). Moreover, Eq. (4.1) has an abstract Hamiltonian form,
Ut = JE′(U ), (4.12)
where J is given by (1.11) and U = (u, v) = (u,ut).
Next, let us consider the quadratic form associated with matrix operator (4.8),
QSHG(g,h) = 1
2
〈
LSHG(g,h), (g,h)
〉
= 1
2
L∫
0
{(
1− c2)(g′)2 − cosh(ϕω)g2}dx+ ∥∥cg′ − h∥∥2L2per
= Q 2(g) + 1
2
∥∥cg′ − h∥∥2L2per , (4.13)
here for ω = 1− c2 > 0,
Q 2(g) := 1
2
L∫
0
(
1− c2)(g′)2 − cosh(ϕω)g2 dx, (4.14)
represents the quadratic form of operator
L2 = −
(
1− c2)∂2x − cosh(ϕω). (4.15)
In addition, we see that L2ϕ′ω = 0.
We have the following result.
Theorem 4.2. We suppose that 0 < L < 2π . Let ϕ = ϕω(c) be the periodic wave solution given in (4.5) with ω ∈ (0, L24π2 ), and
ω = 1 − c2 > 0, then operator L2 deﬁned in L2per([0, L]) with domain H2per([0, L]) has its ﬁrst three eigenvalues simple, being the
eigenvalue zero the third one with eigenfunction ϕ′c . Moreover, the remainder of the spectrum is a discrete set which is bounded away
from zero.
Proof. The proof of this result has the same spirit as established in Theorem 3.3 and because of this, we present only the
main steps. Indeed, since ϕ′c , with ϕc given by (4.5), has two zeros in [0, L) it follows from Oscillation Theorem in [16] that
zero is the second or the third eigenvalue of L2. We prove that zero is the third eigenvalue and it results to be simple.
Indeed, the periodic boundary value problem related to (4.15) is given by{
L2 f = λ f ,
f (0) = f (L), f ′(0) = f ′(L). (4.16)
Next, since
cosh(2s) = 2cosh(s)2 − 1 and cosh(arctanh(s))= 1√
1− s2 , |s| < 1,
we have
cosh(ϕω) = 2
1− k2 sn2( ξ√
2
;k) − 1. (4.17)ω(1−k )
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L2 = −
(
1− c2)∂2x + 1− 2
1− k2 sn2( ξ√
ω(1−k2) ;k)
. (4.18)
By letting Ψ (x) = χ(γ x) where γ 2 = ω(1− k2) = (1− c2)(1− k2) > 0, we get from (4.16) the equivalent problem,⎧⎪⎨⎪⎩
1
1− k2
d2
dx2
Ψ +
[
1+ k2 − 2k2 sn2(x;k)
1− k2
]
Ψ = λ˜Ψ,
Ψ (0) = Ψ (4K (k)), Ψ ′(0) = Ψ ′(4K (k)), (4.19)
where λ˜ = −λ. The boundary value problem (4.19) can be rewritten as⎧⎨⎩
d2
dx2
Ψ + [1− 2k2 sn2(x;k)]Ψ = μΨ,
Ψ (0) = Ψ (4K (k)), Ψ ′(0) = Ψ ′(4K (k)), (4.20)
where μ = λ˜(1 − k2) − k2. Now, from arguments established in Theorem 3.3 we see that: the ﬁrst three simple eigen-
values associated with (3.21) are −k2, 0 and 1 − k2 whose eigenfunctions are, respectively sn(x,k), cn(x,k) and dn(x,k).
Therefore, problem (4.20) has two negative eigenvalues, namely, −1
1−k2 and
−k2
1−k2 associated with eigenfunctions dn(x,k) and
cn(x,k), respectively. Moreover, zero is a simple eigenvalue associated to sn(x,k). This argument completes the proof of the
theorem. 
Theorem 4.2 enables us to conclude that operator L2 has two negative simple eigenvalues. Next, it is clear that the
smallest eigenvalue associated with linear operator LSHG is negative. Moreover, let us consider the eigenvalue equation
LSHG
(
g
h
)
= γ
(
g
h
)
. (4.21)
Suppose that γ = 1. So, from (4.21) we get the following relations:
−g′′ − cosh(ϕω)g + ch′ = γ g (4.22)
and
h = c
1− γ g
′. (4.23)
Hence, substituting (4.23) into (4.22), we obtain
L2g + c
2γ
1− γ g
′′ = γ g. (4.24)
Now, by applying Theorem 4.2 we get γ = 0 is a simple eigenvalue associated to LSHG . In fact, if γ = 0 is not simple for
LSHG there is (q, cq′) ∈ ker(LSHG) such that (q, cq′) does not belong to span{(ϕ′ω, cϕ′′ω)}. From (4.24) we obtain that L2q = 0.
So, being ϕ′ω simple for L2 we see that q = αϕ′ω , for some α = 0. Therefore from (4.23) we have (q, cq′) = α(ϕ′ω, cϕ′′ω) which
is a contradiction.
Unfortunately, we cannot know to decide the quantity of negative eigenvalues of the operator LSHG for all c ∈ (−1,1). In
fact, it is not possible to apply the min–max theorem as in Section 3 since we do not have only one negative and simple
eigenvalue related to the operator L2. However, we can give a positive answer if one considers operator LSHG restrict to the
subspace
D(LSHG) ∩ X = H2per
([0, L])∩ H1m,per([0, L])× H1per([0, L]).
In this case the quadratic form related to operator LSHG in (4.13) is now deﬁned on the Hilbert space H2per([0, L]) ∩
H1m,per([0, L]) × H1per([0, L]).
From Theorem 4.2 we conclude that the ﬁrst eigenvalue related to operator L2 is associated with a one-signed function
and the second eigenvalue is associated with an eigenfunction which belongs to H1m,per([0, L]). Thus, we see that operator
L2 has only one negative eigenvalue which is simple and zero is a simple eigenvalue whose eigenfunction is ϕ′c . Therefore,
we can use the min–max theorem as in Section 3 in order to deduce that operator LSHG possesses only one negative
eigenvalue which is simple and zero is a simple eigenvalue whose eigenfunction is (ϕ′c, cϕ′′c ).
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Collecting the results obtained above, it is possible to apply the Stability/Instability Theorem due to Grillakis et al. in
[6] to get our stability result. In fact, the existence of a smooth curve c ∈ I˜ → ϕc ∈ Hnm,per([0, L]), n ∈ N, ϕc given by (4.5),
of periodic solutions was determined in Theorem 4.1. The spectral property was established in the previous subsection.
Then, similarly as in Section 3, it remains to determine the sign of d′′(c), where d(c) = E(ϕω, cϕ′ω) − ωF(ϕω, cϕ′ω) with
ω = ω(c) = 1− c2 > 0. In fact, since H′(ϕω, cϕ′ω) = 0 we have
d′(c) = −F(ϕω, cϕ′ω)= −c L∫
0
(
ϕ′ω(c)(x)
)2
dx.
Then
d′′(c) = − d
dc
(
c
L∫
0
(
ϕ′ω(c)(x)
)2
dx
)
= −
L∫
0
(
ϕ′ω(x)
)2
dx+ 2c2 d
dω
L∫
0
(
ϕ′ω(x)
)2
dx. (4.25)
We calculate the integral in (4.25) by using (4.5), (4.6) and formula 320.02 in [2] as
L∫
0
(
ϕ′ω(x)
)2
dx = 16√
ω(1− k2)
[
K (k) − E(k)]= 64K (k)
L
[
K (k) − E(k)] := Υ (k). (4.26)
Thus, from (4.25) and (4.26) one has
d′′(c) = −Υ (k) + 2c2 d
dk
(
Υ (k)
) dk
dω
. (4.27)
After some calculations we can reduce (4.27) as
d′′(c) = −1024K
3
(K − E)L3
[(
1− 2k2 + k4)K 2 − 2(1− k2)EK + (1− k2)E2 + L2k2
16
]
︸ ︷︷ ︸
PL(k)
. (4.28)
Since, K (k) − E(k) > 0 for all k ∈ (0,1) we must analyze the sign of PL(k) = Θ(k) + L2k216 where L ∈ (0,2π) is ﬁxed. In fact,
function
Θ(k) = (1− 2k2 + k4)K 2(k) − 2(1− k2)E(k)K (k) + (1− k2)E2(k), k ∈ (0,1),
is a differentiable function such that α0 < Θ(k) < 0, where α0 ≈ −0.77. Furthermore, limk→0+ Θ(k) = limk→1− Θ(k) = 0.
Let L ∈ (0,2π) be ﬁxed. We see that limk→0+ PL(k) = 0 and limk→1− PL(k) = L216 > 0. Next, the ﬁrst two derivatives of PL
with respect to k ∈ (0,1) are given by
d
dk
PL(k) = k
8
[−16(1− k2)K 2 + 32E(K − E) + L2]
and
d2
dk2
PL(k) = − 1
8k′2
[
16K 2
(
k4 − 2k2 + 1)+ 16E2(4− 6k2)− 64k′2K E − k′2L2],
where k′2 = 1 − k2. Since limk→0+ ddk P L(k) = 0 and limk→0+ d
2
dk2
PL(k) = −π22 + L
2
8 < 0, there is 0 < δ0 <
1
2 such that PL is
decreasing in (0, δ0) and therefore PL(k0) = 0 for some k0 ∈ (0,1).
We claim that function ddk P L has only one real root in the open interval (0,1). This fact shows that k0 ∈ (0,1) such
that PL(k0) = 0 is unique (by using Rolle’s Theorem). In fact, since k ∈ (0,1) → −16(1 − k2)K 2 + 32E(K − E) is a strictly
decreasing function which assumes positive and negative values in (0,1), we conclude that it has only one root in the
interval (0,1). Moreover, by using a similar argument when we established the existence of k0 ∈ (0,1) such that PL(k0) = 0,
one has
f (k) := −16(1− k2)K 2 + 32E(K − E) + L2,
350 F. Natali / J. Math. Anal. Appl. 379 (2011) 334–350has a real root in k1 ∈ (0,1). Now, if k1 and k2 are different roots for f then
−16k′21 K (k1)2 + 32E(k1)
(
K (k1) − E(k1)
)+ L2 = −16k′21 K (k2)2 + 32E(k2)(K (k2) − E(k2))+ L2.
Since function k ∈ (0,1) → −16(1− k2)K 2 + 32E(K − E) is one-to-one we have k1 = k2 which is a contradiction.
From (4.28) it follows that d′′(c) > 0 if k ∈ (0,k0) and d′′(c) < 0 if k ∈ (k0,1). Thus, by using the Stability/Instability
Theorem in [6] we are capable to enunciate the following result.
Theorem 4.3.We suppose that 0 < L < 2π . Let ϕc , c ∈ (−
√
1− L2
4π2
,
√
1− L2
4π2
) be the periodic wave solution determined in Theo-
rem 4.1. Then the periodic wave solution ϕc(x− ct) is orbitally stable on X = H1m,per([0, L]) × L2per([0, L]) by the periodic ﬂow of the
SHG equation (4.1) if c ∈ (−
√
1− L2
4π2
,−c0) ∪ (c0,
√
1− L2
4π2
) and orbitally unstable if c ∈ (−c0, c0), where
c0 =
√
1− L
2
16(1− k20)K 2(k0)
.
Remark 4.4. By using a similar argument as established in this section, we obtain that operator LSG in (3.11) is a non-
negative operator if it is deﬁned on H1m,per([0, L]) × L2per([0, L]) whose domain is H2per([0, L]) ∩ H1m,per([0, L]) × H1per([0, L]).
More precisely, LSG has zero as the ﬁrst eigenvalue which is simple with eigenfunction (ϕ′ω(c), cϕ
′′
ω(c)). Thus, if one considers
the statements in Section 3.3, we have that n(LSG) = p(d′′(c)) where n(LSG) is the number of negative eigenvalues of LSG
and p(d′′(c)) denotes the number of positive eigenvalues of d′′(c). So, taking the Stability Theorem in [6] into account we
obtain that the periodic wave solution ϕc(x− ct) in (1.6) is orbitally stable by the periodic ﬂow of the SG equation (3.1).
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