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Abstract
The characteristic polynomial of a low rank bordered matrix of special structure is de-
termined by elementary means. This result includes as a special case formula (13) in [A.
Farkas, P. Rózsa, Data perturbations of matrices of pairwise comparisons, preprint, 2000]
obtained there by the Sherman–Morrison formula. Another application is a simple formula
for the pseudoinverse of these bordered matrices. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let u, v, p, q be n-dimensional real vectors. In this paper we are interested in
calculating the spectrum and the pseudoinverse of the (n+ 1)× (n+ 1) bordered
matrix
A =
[
1 pT
q uvT
]
. (1)
In particular we would like to find all the eigenvalues and the corresponding eigen-
vectors of A and AAT. Matrices of the kind (1) appear in linear algebra problems of
some applied fields (see, e.g., [4] and references therein). For example, in decision
analysis and economics, one considers transitive and symmetrically reciprocal ma-
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trices, and the spectral properties of pairwise comparison matrices that are used in
the analytic hierarchy process [6] to the paired comparison matrix entries of which
are positive numbers and in the dynamic input–output analysis [7] to the matrix
of economic growth elements of which might become both positive and negative.
Such pairwise comparison matrices and their perturbations are special cases of (1)
in which p = Dv and q = D−1u, where D is a diagonal matrix and corresponding
components of u and v are reciprocals of each other [4,5]. In this special case the
characteristic polynomial for A has been obtained in [4] with the help of the Sher-
man–Morrison formula for the inverse of a matrix modified by a rank-one matrix.
This approach is tedious and may not be applicable for the general bordered matrix
A as given in (1). The purpose of this paper is to give an alternative simple approach
with which we can completely solve the spectrum problem for the matrix A.
2. The spectrum of A
Let A be as given in (1). By definition the characteristic polynomial of A is the
polynomial φ(λ) = det(λI − A) of degree n+ 1, where I is the (n+ 1)× (n+ 1)
identity matrix. We first begin with two preliminary results from which the main
theorem can be obtained easily.
Lemma 2.1. A has an eigenvalue 0 of geometric multiplicity at least n− 2.
Proof. Let w = (x, yT)T ∈ R × Rn. Then
Aw =
[
1 pT
q uvT
] [
x
y
]
=
[
x + pTy
xq + uvTy
]
.
Choose y ∈ {v, p}⊥, which is the orthogonal complement of span{v, p}. Let w =
(0, yT)T. Then it is easy to see that Aw = 0. Moreover, {0} × {v, p}⊥ has a dimen-
sion of at least n− 2. 
Next, we show that under the condition that u and q are linearly independent, A has
eigenvectors in span{(1, 0), (0, uT)T, (0, qT)T} and their corresponding eigenvalues
are the roots of a readily computable monic cubic polynomial. First, we shall have
need of some notation. Define the scalar
a = pTu · vTq − vTu · pTq (2)
and the polynomial
ψ(λ) = λ3 − (1 + vTu)λ2 + (vTu− pTq)λ− a. (3)
Lemma 2.2. Suppose that the two vectors u, q are linearly independent. If ψ(λ) =
0, then λ is an eigenvalue of A with a corresponding eigenvector of the form
J. Ding, W.C. Pye / Linear Algebra and its Applications 331 (2001) 11–20 13
w =
[
γ
αu+ βq
]
. (4)
Proof. Let
w =
[
γ
αu+ βq
]
, γ , α, β ∈ R.
Then, since u, q are linearly independent, w /= 0 if and only if (γ, α, β) /= (0, 0, 0).
Now from
Aw=
[
1 pT
q uvT
] [
γ
αu+ βq
]
=
[
γ + pTu · α + pTq · β
γ q + (αvTu+ βvTq)u
]
,
and the linear independence of u and q, we infer that Aw = λw if and only if
γ + pTu · α + pTq · β = λγ,
vTu · α + vTq · β = λα,
γ = λβ,
or equivalently
1 − λ pTu pTq0 vTu− λ vTq
1 0 −λ



γα
β

 =

00
0

 ,
which has a nonzero solution (γ, α, β) if and only if∣∣∣∣∣∣
1 − λ pTu pTq
0 vTu− λ vTq
1 0 −λ
∣∣∣∣∣∣ = 0.
Expanding the above 3 × 3 determinant, we see that it is just −ψ(λ). Hence any zero
λ of ψ satisfies that Aw = λw for some nonzero vector w. 
Combining the above two lemmas we get:
Theorem 2.1. The characteristic polynomial of A is
φ(λ) = λn−2
(
λ3 − (1 + vTu)λ2 + (vTu− pTq)λ− a
)
. (5)
Proof. First we assume that the matrix A is such that a /= 0 and u, q are linearly
independent. Then any root of the cubic polynomial ψ(λ) in Lemma 2.2 is nonzero.
Since A has eigenvalue zero of geometric multiplicity at least n− 2 (in this case
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exactly n− 2) by Lemma 2.1, we see immediately that the theorem is true in this
case. Now for the general matrix A given by (1), A can be written as the limit of a
sequence of matricesAk , each of which satisfies the above condition. From the above
proof, the characteristic polynomial of each Ak is of the same pattern (5). Since the
characteristic polynomial is a continuous function of the entries of the matrix, (5) is
still true for A. 
Corollary 2.1. If a = 0, then the characteristic polynomial of A is
φ(λ) = λn−1
(
λ2 − (1 + vTu)λ+ vTu− pTq
)
. (6)
If in addition vTu = pTq, then
φ(λ) = λn (λ− (1 + vTu)) , (7)
so in this case the only nonzero eigenvalue is 1 + vTu if vTu /= −1. In particular,
(6) is true if any of the following conditions is satisfied:
(i) v, p are linearly dependent;
(ii) u, q are linearly dependent;
(iii) vTu = 0 and either pTu = 0 or vTq = 0;
(iv) pTq = 0 and either pTu = 0 or vTq = 0.
Proof. If (iii) or (iv) is true, then obviously a = 0. To prove (i), since v, p are
linearly dependent, there is (c, d) /= (0, 0) such that cv + dp = 0. Therefore,[
vTu pTu
vTq pTq
] [
c
d
]
=
[
0
0
]
.
So the determinant of the above matrix is zero, which means that a = 0. Similarly
we can prove (ii). 
Next we apply Theorem 2.1 to two special matrices. The special matrices are
A1 =
[
1 vTD
D−1u uvT
]
and A2 =
[
1 uTD
D−1v uvT
]
,
where D is an n× n nonsingular matrix.
Corollary 2.2. The characteristic polynomial of A1 is
φ(λ) = λn−2
(
λ3 − (1 + vTu)λ2 − a
)
, (8)
where a = vTDu · vTD−1u− (vTu)2. In particular, if D is a diagonal matrix with
positive diagonal elements d1, d2, . . . , dn, and if v = (1, x1, . . . , xn−1)T and u =
(1, 1/x1, . . . , 1/xn−1)T, where x1, . . . , xn−1 are positive, then the characteristic
polynomial of A1 is
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φ(λ) = λn−2
(
λ3 − (n+ 1)λ− C
)
, (9)
where
C =
n∑
i=1
di
n∑
i=1
1
di
− n2.
Remark 2.1. Eq. (9) is formula (13) of [4] which was obtained there via the Sher-
mann–Morrison formula.
Corollary 2.3. The characteristic polynomial of A2 is
φ(λ) = λn−2
(
λ3 − (1 + vTu)λ2 − a
)
, (10)
where a = uTDu · vTD−1v − (uTv)2. In particular, if D is symmetric and positive
definite, then a  0.
Proof. Only the last conclusion needs a proof, but this is just Theorem 12 in Chapter
2 of [1]. 
The ideas which led to Theorem 2.1 can be directly extended to the (n+ 2)×
(n+ 2) matrix B of the form
B =
[
I P T
Q UV T
]
, (11)
where I is the 2 × 2 identity matrix, and U , V , P , Q are n× 2 matrices. The proof
of the following result is basically the same as for Lemma 2.1, so it will be omitted.
Lemma 2.3. B has an eigenvalue 0 of geometric multiplicity at least n− 4. The
corresponding eigenspace contains {0} × {V,P }⊥ ⊂ R2 × Rn, where {V,P }⊥ de-
notes the orthogonal complement of the space spanned by all the columns of V and
P.
Let
(λ) =
∣∣∣∣V TU − λI V TQP TU P TQ+ λ(1 − λ)I
∣∣∣∣ . (12)
Lemma 2.4. Suppose that the four column vectors ofU,Q are linearly independent.
If (λ) = 0, then λ is an eigenvalue of B with a corresponding eigenvector of the
form
w =
[
γ
Uα +Qβ
]
, (13)
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where γ = (γ1, γ2)T, α = (α1, α2)T, β = (β1, β2)T.
Proof. Let
w =
[
γ
Uα +Qβ
]
.
Then Bw = λw for some w /= 0 if and only if∣∣∣∣∣∣
(1 − λ)I P TU P TQ
0 V TU − λI V TQ
I 0 −λI
∣∣∣∣∣∣ = 0. (14)
Using Gaussian elimination it is easy to see that the 6 × 6 determinant above is the
same as (λ) defined by (12). 
Theorem 2.2. The characteristic polynomial of B is
(λ) = λn−4 (λ), (15)
where(λ) is defined by (12).
Finally let D be nonsingular and let
B1 =
[
I V TD
D−1U UV T
]
and B2 =
[
I UTD
D−1V UV T
]
. (16)
Corollary 2.4. The characteristic polynomial of B1 is
(λ) = λn−4 (λ), (17)
where
(λ) =
∣∣∣∣V TU − λI V TD−1UV TDU V TU + λ(1 − λ)I
∣∣∣∣ . (18)
Corollary 2.5. The characteristic polynomial of B2 is
(λ) = λn−4 (λ), (19)
where
(λ) =
∣∣∣∣V TU − λI V TD−1VUTDU UTV + λ(1 − λ)I
∣∣∣∣ . (20)
Remark 2.2. Such results can be further generalized to matrices of the form[
I P T
Q UV T
]
,
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where U , V , P , Q are n× k matrices.
Remark 2.3. The referee has pointed out the following way to get the eigenvalues of
A, although this approach fails to obtain the eigenvectors. Applying the right equality
of ∣∣∣∣Ir V TU In
∣∣∣∣ = |In − UV T| = |Ir − V TU |,
where U , V are n× r matrices, we have
det(λIn − UV T)=λn det
(
In − 1
λ
UV T
)
=λn det
(
Ir − 1
λ
V TU
)
=λn−r det(λIr − V TU).
The matrix A given by (1) can be written as A = UV T, where
U =
[
0 1 1
u q 0
]
, V =
[
0 1 0
v 0 p
]
.
Then,
V TU =

0 vT1 0
0 pT

[0 1 1
u q 0
]
=

vTu vTq 00 1 0
pTu pTq 0

 ,
whose characteristic polynomial is nothing but ψ(λ) given by (3). Hence (5) follows.
3. The pseudoinverse of A
We now consider the problem of calculating the pseudoinverse of the matrix A of
form (1). Pseudoinverses of matrices are widely used in numerical linear algebra and
optimization; see [2] for more details. Since A is of special structure, we can employ
a classic result of [3] to compute the pseudoinverseA† quite easily. For this purpose,
we need to find the characteristic polynomial of the matrix AAT.
Lemma 3.1. AAT has an eigenvalue 0 of geometric multiplicity at least n− 2.
Proof. Since AT is of the same form as A, by Lemma 2.1, it has an eigenvalue 0
of geometric multiplicity at least n− 2. Let w be a corresponding eigenvector. Then
AATw = A0 = 0, hence w is an eigenvector of AAT associated with eigenvalue
0. 
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Define the monic cubic polynomial
(λ) = λ3 + a1λ2 + a2λ+ a3, (21)
where
a1 = −(1 + ‖p‖2 + ‖q‖2 + ‖u‖2 · ‖v‖2), (22)
a2=(1 + ‖p‖2 + ‖q‖2)‖u‖2‖v‖2 + ‖p‖2‖q‖2
−‖u‖2(pTv)2 − ‖v‖2(qTu)2 − 2pTv · qTu, (23)
a3 = −
(
‖p‖2‖v‖2 − (pTv)2
) (
‖q‖2‖u‖2 − (qTu)2
)
. (24)
Mimicking the proof of Lemma 2.2 with AAT in place of A, we see that under the
assumption that u and q are linearly independent,AAT must have eigenvectors in the
space span{(1, 0T)T, (0, uT)T, (0, qT)T} whose eigenvalues are roots of (λ). So we
have the following.
Lemma 3.2. If u and q are linearly independent and (λ) = 0, then λ is an eigen-
value of AAT with a corresponding eigenvector of the form (4).
Proof. Since
AAT =
[
1 + pTp qT + pTvuT
q + uvTp qqT + uvTvuT
]
, (25)
for a vector w of the form (4), AATw = λw gives[
1 + pTp qT + pTvuT
q + uvTp qqT + uvTvuT
] [
γ
αu+ βq
]
= λ
[
γ
αu+ βq
]
.
It follows that
(1 + pTp)γ + (qT + pTvuT)(αu+ βq) = λγ,
(q + uvTp)γ + (qqT + uvTvuT)(αu+ βq) = λ(αu+ βq)
and so we have
(1 + pTp)γ + (qT + pTvuT)α + (qTq + pTvuTq)β = λγ,
vTp · γ + vTvuTu · α + vTvuTq · β = λα,
γ + qTu · α + qTq · β = λβ.
Since u and q are linearly independent, w /= 0 if and only if (γ, α, β) /= 0. Hence,
the eigenvalue λ must satisfy
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1 + pTp − λ qTu+ pTvuTu qTq + pTvuTq
vTp vTvuTu− λ vTvuTq
1 qTu qTq − λ
∣∣∣∣∣∣ = 0,
or, after subtracting the last row from the first one,∣∣∣∣∣∣∣
pTp − λ pTvuTu pTvuTq + λ
vTp vTvuTu− λ vTvuTq
1 qTu qTq − λ
∣∣∣∣∣∣∣ = 0.
After expansion we see that the determinant above is exactly −(λ), where (λ) is
given by (21). 
Theorem 3.1. The characteristic polynomial of AAT is
λn−2(λ3 + a1λ2 + a2λ+ a3), (26)
where a1, a2, a3 are given by (22)–(24).
Proof. First assume that a3 /= 0, which is equivalent to the linear independence of
q, u and p, v. Then any root of (λ) is nonzero. Now AAT must have eigenvalue 0
of geometric multiplicity exactly n− 2. So the theorem is true in this case. Finally,
the case where q, u or p, v are linearly dependent follows by a limiting argument
as before. 
As an application of Theorem 3.1, we compute the pseudoinverse A† of A using
a result in [3].
Theorem 3.2. If k = max{j : aj /= 0, j = 1, 2, 3}, then
A† = − 1
ak
AT
[
(AAT)k−1 + a1(AAT)k−2 + · · · + ak−1I
]
, (27)
where a0 = 1.
Proof. See Theorem 3 in [3]. 
4. Conclusion
In this paper we have obtained results on the spectrum of a class of bordered
matrices A with a unified approach, and using the spectrum of AAT and a classic
result we have also obtained a formula for A†.
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