We show that solutions of the chemical reaction-diffusion system associated to A + B C in one spatial dimension can be approximated in L 2 on any finite time interval by solutions of a space discretized ODE system which models the corresponding chemical reaction system replicated in the discretization subdomains where the concentrations are assumed spatially constant. Same-species reactions through the virtual boundaries of adjacent subdomains lead to diffusion in the vanishing limit. We show convergence of our numerical scheme by way of a consistency estimate, with features generalizable to reaction networks other than the one considered here, and to multiple space dimensions. In particular, the connection with the class of complexbalanced systems is briefly discussed here, and will be considered in future work.
Introduction
Fueled in part by the advent of systems biology, the dynamical behavior of spatially homogeneous mass-action reaction systems has been the focus of much recent research. A great number of results on the possibility of bistability or oscillation, local and global stability of equilibria, persistence of solutions etc. have been developed for ODE systems corresponding to well-mixed reaction networks. This effort started forty years ago [18, 23, 24] , and has seen a surge of interest in more recent years: [3] [4] [5] [6] 9, [12] [13] [14] [15] 27, 33, 34] , to cite but a few examples. In particular, some of this work led to a proof of the Global Attractor Conjecture [11] , a global asymptotic stability result for a large class of systems (called complex balanced networks).
On the other hand, much less is known about the corresponding reaction-diffusion setting, where the focus has largely been on the asymptotic behavior of solutions. One of the most studied examples is the reaction-diffusion system A + B C, whose solutions approach a spatially homogeneous distribution; this was shown by way of semigroup theory [30] and entropy methods [16] . Entropy considerations have also been used to successfully tackle other reaction-diffusion systems, including dimerization systems 2 A B [16] , weakly reversible monomolecular reactions and other classes of linear systems [19] , and classes of complex balanced systems with and without boundary equilibria [17] . The latter work lays out a general method for complex balanced systems, but some of the technicalities depend on the specific network considered. This difficulty goes away under the assumption of equal diffusion coefficients, where general results on the asymptotic stability of positive equilibria have been shown in [28] .
In this work our focus is different from that of the literature cited above, although the asymptotic behavior of complex-balanced systems was part of our motivation (see Sect. 5.3). Namely, we are concerned with the convergence of a certain space-discretization scheme-the so-called method of lines-for mass-action reaction-diffusion systems. We adopt the framework for convergence analysis introduced by Verwer [35] , and concentrate on the proof-of-concept reaction
within 1D space, while at the same time noting that our techniques are readily generalizable to other reaction-diffusion networks and to more than one space dimension. Indeed, it will be obvious how to extend our proofs to the multi-dimensional case; we only note that the proof of the comparison principle (the continuous and the discrete versions; see Sect. 3) imposes a limitation on the spatial dimension (should be at most five; see [7] for details). The Method of Lines (MOL) is not a mainstream numerical tool and the specialized literature is rather scarce. The method amounts to discretizing evolutionary PDE's in space only, so it produces a semi-discrete numerical scheme which consists of a system of ODE's (in the time variable). To prove convergence of the semi-discrete MOL scheme to the original PDE one needs to perform some more or less traditional analysis: it is necessary to show that the scheme is consistent with the continuous problem, and that the discretized version of the spatial differential operator retains sufficient dissipative properties in order to allow an application of Gronwall's Lemma to the error term. As shown in [35] , a uniform (in time) consistency estimate is sufficient to obtain convergence; however, the consistency estimate we proved is not uniform for small time, so we cannot directly employ the results in [35] to prove convergence in our case. Instead, we prove all the required estimates "from scratch", then we use their exact quantitative form in order to conclude convergence.
The Method of Lines for (1) can be thought of within the paradigm of "multicell reaction systems" (Sect. 5.3): we envision splitting the spatial domain into N equal subintervals in each of which we treat the concentrations of the three species as approximately constant in space (they still vary with time). This, of course, is a fairly reasonable assumption for large N . We assume that a version of (1) takes place in each "cell" k, and the diffusion of any of the three species can be thought of as reactions transforming adjacent replicas of the same species into each other. Here the coefficients of these "transport" reactions must be proportional to N 2 in order to get diffusion in the N → ∞ limit (see also [21] for an explanation of this scaling). The multicell network is suggested in Fig. 1 ; while this intuition was the starting point of this work, it is not involved in the technical developments of Sects. 2-4. We defer the rigorous discussion of the connection between MOL and multicell systems to Sect. 5. Finally, the plan is to show that the standard reaction-diffusion system corresponding to (1) is obtained from these approximating reaction systems in the N → ∞ limit.
Current literature contains other numerical methods that construct approximations of reaction-diffusion systems. For example, the splitting method (successive integrations of the reaction part alone, followed by diffusion part alone) was shown to converge for a certain reaction-diffusion equation [25] . It is not immediately clear to us whether one method has an advantage over the other (although we note that the splitting method involves time-discretization as well, and therefore exhibits different errors to be accounted for). Regardless, our motivation was not only to provide a numerical method and then prove its convergence to our system, but rather prove convergence for the specific method which arises naturally when diffusion is seen as a limit of "transport" reactions between adjacent cells.
The paper is organized as follows. The next section sets up the notation and preliminaries needed to state our main result, Theorem 1. In Sect. 3 we discuss comparison principles for solutions of the reaction-diffusion equation corresponding to (1) and for its space discretization, which we then use to prove consistency and boundedness of the logarithmic norm (in the spirit of [35] , even though we had to make do with a nonuniform estimate). This completes the proof of Theorem 1, and it is done in Sect. 4 . MOL has an interesting interpretation in the context of mass-action reaction-diffusion systems, and particularly for complex-balanced networks. This is explored in Sect. 5, and discussed in connection with asymptotic results from literature and future directions of work. Finally, the appendix collects a few technical results regarding the heat kernel and needed in the proof of Theorem 1.
Main result
Let I := (0, 1). The primary concern of this work is the system of semi-linear parabolic partial differential equations
together with the homogeneous Neumann boundary conditions
Here k 1 , k −1 and T are positive constants and k A , k B and k C are the constant positive diffusion coefficients.
The problem should be well-posed once appropriate initial conditions a(0, x) = a 0 (x), b(0, x) = b 0 (x) and c(0, x) = c 0 (x) are given. In the case of reactiondiffusion systems, there are two different aspects of existence to consider: local (in time) existence and global (in time) existence of solutions. The existence question is, in general, difficult to deal with. The well-posedness for a general form of nonlinear parabolic system was obtained in [26] . In addition, they established existence and uniqueness for specific, three species systems when the diffusion coefficients are the same for all three species. In [7] the authors established global existence and uniqueness of solutions to (E1) with constants
Discretization by the method of lines (MOL)
We now discretize (E1) in space only: more precisely, we use the standard three-point stencil to approximate the second-order spatial derivatives. Let N ≥ 2 and divide the interval [0, 1] into N subintervals of equal length h := 1/N , so that we have N + 1 mesh points spaced by h and numbered from 0 to N . The discretized problem is
for k = 1, . . . , N , and
For the left endpoint x = 0 (k = 0) we use the forward difference approximation
For the right endpoint x = 1 (k = N ) we use the backward difference approximation
The same holds for b and c. Let
denote a solution of (E2) with the column vector a
What we presented above is known as Method of Lines (MOL) [31] ; this nomenclature comes from the fact that we have reduced the original problem of finding a solution for (E1) at all points in the space-time rectangular domain I × [0, T ] to the problem of finding a solution u N on a finite number of lines in the space-time domain. By this method we store the concentrations at N + 1 mesh points spaced by h and numbered 0 to N , and estimate the second derivatives of these concentrations at every point by using these values. The result of carrying out this procedure is a discretization of the system. The discretization is a set of ODEs (E2) which formally reduce to the original PDE (E1) in the N → ∞ limit. Note that this method is also called semi-discretization because (E1) is discretized in space only.
The setup of MOL described above is particularly intuitive for chemical networks. The space is divided into N equal "boxes" of homogeneous chemical compositions, with species transitions between adjacent boxes accounting for diffusion; see Fig. 1 . The result is a reaction network with 3N species whose mass-action dynamics for a certain choice of parameters is given by (E2). A detailed discussion of this construction is discussed in Sect. 5.3.
We now define the following functions in a piecewise fashion. For t > 0 let
Throughout the paper we denote by · 2 the L 2 (0, 1)-norm, and by | · | and ·, · the Euclidian norm and inner product in any R n .
We are now ready to present the main result of our paper:
for all t ∈ [0, T ).
The comparison principle (continuous and discrete problems)
Chen, Li and Wright [7] established a maximum principle for a version of (E1) on the whole real line and the constants
We adapt their proof to our case; the adaptation (Theorem 2 below) is quite straightforward but we show its proof in some detail, mainly because the same proof will work for the discrete problem (E2) if one replaces the heat kernel by its discrete version. We change the variables by setting
and the boundary conditions become
We also know that (see [7] or [30] ) the solutions u 1 , u 2 , u 3 stay nonnegative if the initial data u 1,0 , u 2,0 and u 3,0 are nonnegative. The following lemma, adapted from [7] , will be used to prove Theorem 2. Proof Equations (4) yield
and therefore
or, using the boundary conditions (5):
It follows that
is constant. Since u 1 , u 2 , u 3 are nonnegative [7] , we end up with Proof Let H i (t, x, y) denote the Neumann heat kernel of the linear parabolic equation
where
, where H is the Neumann heat kernel defined in Appendix.
First, from the nonnegativity of the solutions, we have
For each fixed T > 0, we compare u 1 (T + ·, ·) with the solution of the linear equation
We know that the solution of (8) is
With I 1 and I 2 denoting the first and second integral terms above, it now follows that
When t is bounded away from 0, H (t, x, y) is bounded in a pointwise sense. In the following, we assume that δ/2 ≤ t ≤ δ for some δ > 0. According to (64) (Appendix), the Neumann heat kernel satisfies the bounds
where f is defined in Appendix (6.4). Therefore, the integral I 1 can be easily bounded as
where, by Lemma 1, C is a constant which is independent of T . As for the integral I 2 , we can rewrite it as
Next we estimatê
For the integralĨ 2 , we use Hölder's inequality to get, for any ∞ > p, q > 1 such that 1/ p + 1/q = 1,
Therefore, we get
where the constant C 1 depends on δ (in fact, due to the integrability of f , C 1 tends to zero as δ tends to zero). Since
Applying the same argument to the equation for u 2 from the system (4), we also have
Finally, from the third equation of the system (4), we have
which implies
Just as before, one gets
As in [7] , we can use (9)- (11) to get
We choose
Once more, as in [7] , we infer
Denote
Then, one can derive (see [7] ) from (14) that
Since 0 < ω < 1, we deduce u 3 is bounded for all time if M( δ 2 ) < ∞, and thus, u 1 and u 2 are also bounded for all time. This completes the proof of the theorem.
Note that the proof of the Theorem 2 goes through if we replace H by H N (i.e. the discrete Neumann heat kernel on I ). Indeed, as shown in Appendix, Sect. 6.4, H N has all the desired properties. 
Theorem 3 Assume that the initial data a
Proof We can apply the same proof as above, by replacing the heat kernel H by H N and using (55), (56) and (57). Note that, as in the proof of Theorem 2, we will need the nonnegativity of
this follows from Proposition 3 in Sect. 5.3.
Convergence
In this section we will prove the main result. We first need to check the consistency of the MOL scheme when applied to our system.
We solve (E1) with initial data a 0 , b 0 , c 0 , and denote by (α, β, γ ) a solution. Let N ≥ 2 be integer. For each t ≥ 0, we define the column vectors
and let
Also, let us denote the discrete Laplacian matrix with Neumann boundary condition on I by
Next, consider the vector field F N : R 3N → R 3N given by
Note that the discrete system (E2) can now be written as
and consists of three coupled systemṡ
A consistency estimate
We begin by proving an estimate on the space truncation error; this is called a consistency estimate. This is the error obtained by "plugging" the solution to the continuous problem (E1) into the approximating discrete scheme. In order to do that, note that we can write a system of equations for v (defined in (16)) in the form
Here
and ε N ,β , ε N ,γ are defined similarly. It is readily seen that
and similarly for β, γ ; this implies that a consistency estimate boils down to bounding the third spatial derivates, which we pursue next:
Then for any integer j ≥ 1 and any
Proof By Duhamel's Principle, we have
It is easy to see that
Therefore, we can differentiate under the integral in (21) to see that, if 2δ ≤ t ≤ T , then α(t, ·) is differentiable on (0, 1), and
Now, using Property (5 ) of H again, and and replacing ∂ x H by −∂ y H D , we get
Therefore, α(t, ·) is differentiable on (0, 1). The Neumann boundary conditions also give that ∂ x α(t, 0) = ∂ x α(t, 1) = 0, so α(t, ·) is differentiable on I , with zero slopes at boundary.
Obviously, β and γ enjoy the same regularity. Thus, we can integrate by parts (in space) (22) to get
where we used that
x g = 0 with Dirichlet boundary conditions, we conclude that each term whose absolute value is taken in the right hand side of the above inequality is the solution of the Dirichlet problem originating from the indicated function and evaluated at a later time; by Property (2) of H D (Appendix 6.1) we conclude
Likewise, we get
By addition and an application of Gronwall's Lemma, we get
(25) We now return to (23) and, using now that the Dirichlet Kernel satisfies (see Appendix 6.1)
we conclude that we can differentiate again with respect to x under the integral signs. Therefore, we have 
Property (2 ) of H in Sect. 6.1 implies
We use (25) to bound the term u(s, ·) ∞ v(s, ·) ∞ , write the corresponding inequalities for the β and γ terms, add them up and use Gronwall's Lemma again to get a bound
From (26), we differentiate again in x to get (after using the Property (5 ) for H yet again)
This time we deal with the Dirichlet Kernel once more, so even if ∂ 2 y α(δ, y) and the likes do not vanish at y = 0, 1, H D (t, x, ·) does for all t > 0 and all x ∈ I . Therefore, we can once more integrate by parts to get
Again, by Gronwall's Lemma, we get
The procedure can be continued to get bounds of the type
for all orders of differentiation j ≥ 1.
Remark 1
The regularity assumed on initial data in Theorem 4 prevents us from obtaining uniform bounds as δ → 0. Thus, Theorem 3.1 in [35] cannot directly be applied here to yield a uniform (in time) consistency estimate.
Since k 1 , k −1 , and M are fixed here, the bound in Theorem 4 for third order derivatives only depends on δ and T . Denoting this quantity by C(δ, T ), the consistency estimate now follows:
Proof of Theorem 1
Fix
Let us begin by noticing that (3) hold for t = 0 (see Appendix, Sect. 6.5). For t ∈ (0, T ) the proof is presented in three steps: first we prove that
This is a straightforward consequence of Theorem 4, for j = 1. Indeed, since
the bound on ∂ x α(t, ·) provided by Theorem 4 shows that this quantity tends to vanish as N → ∞. The same is, obviously, true about the β and γ terms. Thus, (3) would follow from
(30) Next, let us prove (30) . Let us define e N (t) by 
Thus,
Take the time derivative to see thaṫ
From (18), (19) and (31) we obtaiṅ
For the first term in the right hand side of the above display we use the Mean Value Theorem for vector fields to write
where y(t) := u N (t) − v N (t) and D F N denotes the Jacobian matrix of F N , i.e.
D F N ([a
with generic column vectors a, b, c ∈ R N and A = −k 1 diag(a), B = −k 1 diag(b) and C = k −1 I (I denotes the identity matrix). Equation (33) yields (we drop the argument t to unburden the notation):
We now fix 
(this is what is generally known as a bound on the logarithmic norm of the Jacobian). Thus,
where C(M) = 2k 1M + k −1 ∈ R is independent of N , t and T . The term in the middle of the right hand side of (32) is nonpositive because −Δ N is a nonnegative-definite matrix. Finally, in light of the Cauchy-Schwarz inequality and (29), the last term in the right hand side of (32) is bounded above by
Thus, we havė
for some constant C 1 = (C(M) + 1) which is independent of t, N and E(N , δ) := 3C(δ,T )
Fix 0 < t < T for given T > 0, and let δ ∈ (0, t). Integrate (37) from δ to t to get
and then let N go to infinity to conclude lim sup
Finally, let δ → 0 + to obtain lim sup
where C(T ) = exp(C 1 T ). In view of (38) the proof of the theorem is complete once we show that lim inf
which we do next.
Recall that
we have
Similarly, using the discrete heat kernel H N 1 , N (s, y) .
Fix k ∈ {1, . . . , N } to get the estimate 
y)| dy ds
Since f (t) = ∞ k=1 e −k 2 t is positive and integrable on (0, ∞) (see Appendix, Sect. 6.4), we have
We have thus obtained bounds on the last two terms in the right hand side of (41), depending only on δ, and not on k, N . Moreover, these bounds tend to 0 as δ → 0 + . Now focus on the first term in the right hand side of (41) (call it T 1). We have
Equation (64) in Appendix 6.4 yields H 1 (δ, kh, y) ≤ 1 + 2 f (4k A δ) =: C(δ) for all y ∈ I . Since a N 0 converges in L 1 (I ) to a 0 , we may take N sufficiently large so that
But for all t > 0, H N 1 (t, ·, ·) converges uniformly to H 1 (t, ·, ·) (see Appendix 6.3). Therefore, we haveM
if N is sufficiently large, and so
It is shown similarly that the exact same bound works for |β(δ, kh) − b N (δ, kh)| and |γ (δ, kh) − c N (δ, kh)|, and therefore for sufficiently large N (40) yields
The bound B(δ) above depends on δ only, and thus lim inf
This concludes the argument for (38), and the proof of Theorem 1.
Multicell networks, complex balanced systems and asymptotic behavior
One of the motivations for this work was the study of asymptotic behavior of complexbalanced reaction-diffusion systems. In the spatially homogeneous case, complexbalanced networks are known to be well behaved, and their study has been central in the field of chemical reaction networks. We briefly, and rather informally, introduce terminology and present some results relevant to this paper.
Background
Here we provide a minimal introduction to chemical reaction networks (CRNs), and we refer the interested reader to the rich literature on the subject (e.g. [6, 12, 15, 18, 24] ) for details. Given a set of n chemical species X = (X 1 , . . . , X n ), a complex is a formal linear combination a 1 X 1 +· · ·+a n X n where a i ∈ Z ≥0 , and can be identified with the vector a = [a 1 , . . . , a n ] T ∈ R n . A reaction transforms one complex into another, and it is indicated by a reaction arrow a 1 X 1 + . . . + a n X n → a 1 X 1 + . . . + a n X n from the reactant complex to the product complex. It is often useful to write a pair of reverse reactions as a single reversible reaction a 1 X 1 + · · · + a n X n a 1 X 1 + · · · + a n X n . Conveniently, the short form notation a → a and a a can be used for the reactions above.
A reaction network is a set of reactions on a given set of species. For example, the network depicted in Fig. 2 is made out of four reactions A + B → C, C → Note that, as is Fig. 1, a CRN can be viewed as a directed graph having complexes as nodes. The structure of this graph has important implications on the CRN behavior [11, 18, 23, 36] .
A reaction a → a defines its reaction vector a − a ∈ R n ; the reaction vector encodes the net change in the number of molecules for each species during one occurrence of the reaction. When arranged as columns of a matrix, the reaction vectors give rise to the stoichiometric matrix of a network. We denote this by ; it is an n × m real matrix, where n and m are the number of species, respectively reactions in the network. The stoichiometric matrix depends on a (usually fixed) order on species and reactions; for example, using the enumeration above, the stoichiometric matrix of the network in Fig. 1 is
In spatially homogeneous, deterministic, continuous time models, the temporal evolution of vector of concentrations x = (x 1 , . . . , x n ) ∈ R n ≥0 of species X 1 , . . . , X n is modeled by way of an autonomous ODE system. Each reaction is assigned a reaction rate; here we restrict our discussion to the mass-action rates (commonly used in biochemical models). Under mass-action, the rate of a reaction is proportional to the product of reactant concentrations: more precisely, the reaction a 1 X 1 +· · ·+a n X n → a 1 X 1 +· · ·+a n X n has reaction rate v a→a (x) = kx ). This is a polynomial ODE system defined on R n ≥0 -indeed, it is easy to see that it leaves the nonnegative orthant invariant. This is because a negative monomial in the expression ofẋ i must necessarily contain x i , and therefore vanishes on facet x i = 0 of the positive orthant, which implies thatẋ i is nonnegative on that facet, and the vector field points inside R n ≥0 or on its boundary, leaving it invariant.
For reference, we state this as a proposition (for a more general result on positivity of solutions for ODEs on graphs see [32] ):
Proposition 1 All solutions of (42) (with initial condition in
Note that (42) can be written in the matrix forṁ
where is the stoichiometric matrix of the network, and the vector v(x) ∈ R m contains all the rate functions v a→a (x) as entries. For example, letting x A , x B , x C denote the concentrations of A, B, C in Fig. 1, and denoting by k 1 , k 2 , k 3 , k 4 the rate constants of reactions A + B → C, C → A + B, C → 2 A, 2 A → A + B respectively, the corresponding system of mass-action ODEs is given by
Yet another useful way to write the mass-action ODEs is to merge pairs of reverse reactions a → a and a → a into single reversible reactions a a with reaction vector a − a and overall rate v a−a − v a −a . In this way, (44) can be rewritten as
This form of the equation can be very useful in situations when reversible reactions are part of the network: it now involves a matrix with fewer columns, at the cost of introducing binomials (rather than monomials) in the vector of reaction rates. The smaller matrix obtained this way is sometimes also termed stoichiometric matrix, but this should produce no confusion once each reaction is recorded as irreversible/reversible, see [6] . We will use this convenient abuse of terminology further below. We also note, for future reference, that a reaction network endowed with mass-action rates and fixed rate constants is term reaction system. Integrating (43) yields
so trajectories are constrained to translations of the stoichiometric subspace im . In fact it is easy to show that trajectories stay nonnegative, and therefore are bound to stoichiometric classes (x(0) + im ) ∩ R n ≥0 . Linear elimination allows one to rewrite the dynamics on stoichiometric classes (reducing the number of variables to rank , see [6] for a general framework) . Specifying a stoichiometric class is equivalent to assigning values to the network's conservation laws. These are linear first integrals of (43): more precisely, any c ∈ ker T satisfies c Tẋ = 0, and therefore c T x stays constant along trajectories. Clearly, there are n − rank independent conservation laws. It's easy to see that our example in Fig. 1 has 3 − 2 = 1 conservation laws, for example x A + x B + 2x C = const.
Complex balanced CRNs
A CRN is called complex balanced [24] if it admits a positive equilibrium where the net flux at each complex is zero. To be precise, x * ∈ R n ≥0 is a complex balanced equilibrium if for each (fixed) complex a we have
The sum on the left combines the rates of all outgoing reactions from complex a, whereas the sum on the right combines the rates of all incoming reactions into complex a (both are computed at the steady state x * ). A CRN is called complex balanced if it admits a positive complex balanced equilibrium, in which case it turns out that all its positive equilibria are complex balanced. Interestingly, the complex balance property has implications on the structure of a CRN, which must necessarily be weaklyreversible, i.e. its directed graph must have strongly connected components. A lot is known about space homogeneous complex balanced systems: they have a unique positive equilibrium in each stoichiometric class, and it is locally asymptotically stable [24] . A long-standing conjecture states that positive equilibria for complex-balanced systems are in fact globally asymptotically stable. The reader is referred to [3, 12, 15, 20, 29] for partial results towards this conjecture, and to [11] for a recently announced proof of the general case.
Note that the network (1) A + B C considered in this paper is complex balanced for any choice of rate constants k 1 and k 2 (this follows straight from the definition). However, in general the property of complex balance depends on the specific values of rate constants. One remarkable exception is that of weakly reversible, deficiency zero networks, which are complex balanced for all choices of rate constants [18] . A deficiency zero network is of for which n − l − rank = 0, where, n is the number of species, l is the number of connected components in the reaction graph, and denotes the stoichiometric matrix of the network. Our example CRN in Fig. 1 is clearly weakly reversible, has deficiency 3 − 1 − 2 = 0, and it is therefore complex balanced for all values of k 1 , k 2 , k 3 , k 4 .
Multicell reaction systems
While the ODE system (E2) was obtained by the Method of Lines from the reactiondiffusion system (E1), it also has a natural interpretation as a mass-action system for a multicell network of "copies" of A + B C, and therefore multicell networks can be viewed as approximations to reaction-diffusion. Interestingly, we show below that a multicell network constructed from a complex balanced network (like A + B C) is itself complex balanced and enjoys nice asymptotic properties, which one then hopes to transfer to the reaction-diffusion system. This idea was one of the motivations for this work, and we intend to pursue it further in future work.
Let R be a CRN system with species X 1 , . . . , X n and fixed reaction rate constants. Denote by ∈ R n×m its stoichiometric matrix. We now fix a positive integer N , and let 1 ∈ R N denote the column vector of ones. We let 1 ⊗ R define the linear graph multicell reaction system (see [21] , [2] , and [32] for related terminology), consisting of a collection of N copies of R with species X k i , i = 1, n, k = 1, N . Precisely, each reaction a 1 X 1 + · · · + a n X n k a→a − −− → a 1 X 1 + · · · + a n X n in R gives rise to N reactions
having the same reaction rate constant. These, together with "transport" reactions
define the multicell reaction system 1 ⊗ R. We emphasize that the forward and backwards rate constants in transport reactions are equal and only depend on i, i.e. are independent of the cell index. On the other hand, the values of k X i are arbitrary, as opposed to k a→a above, which is inherited from R.
We let x k i denote the concentration of species X k i , and 
(46) The n N × (r N + n(N − 1)) matrix above is the stoichiometric matrix of 1 ⊗ R, henceforth denoted 1⊗R . Here v(x) is the reaction rate vector of R, and
T is the overall rate vector for transport reactions between cells k and k + 1.
As one would expect, there are connections between structural or dynamical features of R and 1 ⊗ R. For example, the conservation laws of 1 ⊗ R are in direct correspondence with those of R: Proof Suppose x * ∈ R n >0 is a complex balanced equilibrium of R. It follows straight from the definition that 1 ⊗ x * is a complex balanced equilibrium of 1 ⊗ R: indeed, pick any complex of 1 ⊗ R, say a 1 X k 1 + · · · + a n X k n , or a · X k in short notation. If the complex is not one of X k i , i = 1, n then the reactions starting/ending at a are in direct correspondence to those starting/ending at the complex of R a·X = a 1 X 1 +· · ·+a n X n :
Here {e 1 , . . . , e N } denotes the standard euclidean basis of R n , and so e k ⊗ (a − a) is the stoichiometric vector of a · X k → a · X k in 1 ⊗ R. The second equality follows since x * is a complex balanced equilibrium of R. If in fact a · X k is one of X k i , then the net flux at a · X k computed at 1⊗ x * is composed of reactions corresponding to R (this part is zero as seen above), plus transport fluxes
MOL and multicell reaction systems. The method of lines for reaction-diffusion systems yields an ODE system that can be interpreted in a natural way as the mass-action equations for a multicell reaction system. We next explain in detail this connection for the ODE system (E2), i.e. the MOL discretization of the reaction-diffusion system corresponding to R :
Note that the interpretation is immediately generalizable to any reaction network.
Let 1 denote the vector of ones in R N and consider the multicell reaction system
Letting a k , b k , c k denote the concentrations of A k , B k and C k respectively, the corresponding mass-action ODEṡ
. This is clear for k = 1, N − 1; for k = 1 and k = N one uses the fact that a N 0 = a N 1 and a N N +1 = a N N . In particular, Proposition 1 now implies Proposition 3 Solutions u N (t) of (E2) are non-negative for all t ≥ 0.
Proposition 2 above has interesting implications: if R is complex balanced, then all positive equilibria of 1 ⊗ R are asymptotically stable within their compatibility class. This fact, together with the connection made in Theorem 1 between the reactiondiffusion system (E1) and the ODEs corresponding to 1 ⊗ R, may yield a way of studying the asymptotic behavior of (E1), and perhaps of more general classes of complex-balanced systems. This kind of an approach is similar to recent work of Aminzare and Sontag [1, 2] , and an alternative to entropy-based techniques [16, 17, 19] . We plan to pursue this line of research in future work.
The Neumann heat kernel associated to the discrete case
Now, we solve the systeṁ
and rewrite the system (53) asU
Note that the matrix Δ N has eigenvalues
, where
If V N is the N × N matrix whose columns are v j , j = 1, . . . , N , then we have
where exp D N t is the diagonal matrix whose diagonal entries are e 
From the explicit formulae for the v j 's we compute
Going back to the discrete system (E2), we have
Convergence of H N (t, x, y) to H(t, x, y)
Fix t > 0. Recall that
Of course, in the expression for H N above, both k and i depend on N and x, y (respectively), i.e. k = k (N , x), i = i(N , y) .
Take an arbitrary ε > 0 and fix an integer m ≥ 1 such that, as the tail of a convergent positive term series, we have
We only consider N > m from now on and look at
where we have used 
Note that N ( j) can be chosen independently of x and/or y, because the (L) limits above are approached uniformly with respect to x, y (because of (60) and the fact that the cosine function is Lipschitz).
A special function
Let f n (t) := n k=1 e −k 2 t defined on (0, ∞). Clearly, { f n } n is an increasing sequence of positive decreasing functions on (0, ∞).
Note that, for every n ∈ N and every T > 0, we have
Thus, f n is integrable on (0, ∞) for all n ≥ 1 and But in Sect. 6.3 we proved that for any t > 0, H N (t, ·, ·) converges uniformly to H (t, ·, ·), so we also get 
The triangle inequality now yields
