The anisotropic diffusion model plays an important role on image denoising and some other applications, such as image enhancement, image inpainting. In this paper, drawbacks of the anisotropic diffusion model and the fourth-order PDE model are discussed and examined. In order to compensate these drawbacks, two modified diffusion models are proposed and numerical results show that the modified models produce better results by checking against the PSNR and two other metrics. * Corresponding author. X.Liu@gre.ac.uk methods have many advantages, such as easier description of local features of an image, having a stronger mathematical and theoretical foundation with many efficient numerical algorithms. In the literature, the history of PDE methods dated back from the filter method given by Lee [1] in 1980. Founded on this research, scale space was introduced by Witkin [2] and Koenderink [3] made a convolution between an image and the Gaussian function to implement a lowpass filter, which lay a good theoretical foundation for these methods. In 1990, Perona and Malik [4] proposed the anisotropic diffusion based on scale space that made the nonlinear diffusion widely applied in image denoising, image edge detection, image segmentation, image inpainting and so on (See references [5] [6] [7] ). In 1992, the total variation regularization for image denoising [8] proposed by Rudin and Osher, from another aspect, energy functional, made the PDE method more competitive in image processing.
INTRODUCTION
Image noise involves random errors which are introduced into an image due to many different processes, including the process of digitization. Such noise is usually unwanted, unpredictable and its properties may be studied by means of probability and statistical methods. The presence of noise leads to undesirable appearance of the image and can conceal and reduce the visibility of certain features of the image. Image denoising becomes an essential part of image preprocessing. With complicated random features of noise, irregular shapes of images, and complexity and diversity of image singularity, image denoising becomes a challenging problem.
In the past two decades, the denoising method using partial differential equations (PDE) becomes an important fundamental branch in image processing. Comparing with the traditional methods for image denoising, PDE
BRIEF OVERVIEW OF PREVIOUS WORK
In this section, a brief overview of previous work on the anisotropic diffusion model and fourth-order PDE model is provided. Drawbacks associated with these models are discussed. These provide a foundation for the improved models in this paper.
Suppose maps the coordinates to a grey value , the processing of an image can be written as with the initial condition . Here, t is a time parameter and is the algorithm applied to the image, which generally depends on the image and the first and second order derivatives of the image. The result of such PDE is an approximation to the unpolluted image. To simplify the notation, I(x, y, t) is denoted by I in next sections.
Anisotropic Diffusion Model
In physics, the physical quantity which steers the heat transfer due to the asymmetry of temperature distribution in a conductive medium is known as the heat conductivity or heat diffusivity. The temperature distribution is related to the heat diffusivity by means of the time-dependent PDE,
where c is a diffusion coefficient. Supplemented with suitable boundary conditions, this equation reveals the diffusion of heat energy in the temperature field and settles the temperature of the conductive medium into equilibrium. In the light of this idea, Koenderink [3] imported the heat conduction equation for image processing which took I as the grey-value function and set c as 1 in an image support due to the fact that denoising process involves the smoothing certain random noise and this process can be considered as the diffusion of noise in the image. Then the above diffusion equation, also called the isotropic diffusion model, is (2) Here t is also known as the scale parameter in the context of image processing. The solution of this equation can be obtained by the convolution between Gaussian kernel and I 0 (x, y), that is (3) where is the Gaussian kernel, and a is a constant. It considers an image as a panel with different heat quantity, and the temperature of the panel becomes equilibrium as time goes on. Although this (1) . The aim is to reduce the diffusion coefficient while crossing potential edges. This model is known as P-M model for short and is an anisotropic diffusion given by (4) where s = s(x, y, t) contains certain information of an image. If c(s) = 1, it reduces to the isotropic diffusion equation as used by Koenderink. In order to satisfy the two rules described above, i.e., the immediate localization and piecewise smoothing, the diffusion coefficient c(s) has to be a non-negative monotonically decreasing function with c(0) = 1 and as depicted in Figure 1 .
The diffusion coefficients proposed in the P-M model are given below.
where K is a threshold to control the diffusion process. Since the former equation is more stable than the latter one, it is subsequently adopted by other research groups. The φ-variable defined below may be used to explain the role of the threshold K.
Figure 2(a) shows the diffusion coefficient defined in Eqn. (5) and the corresponding φ-variable defined in Eqn. (7) is shown in figure 2(b) for the case when K=10. From Figure 2 (a), it can be seen that Eqn. (5) is a non-negative monotonically decreasing function.
It can be also easily seen that when , the φ-variable increases as the norm of the gradient increases, whereas when , the φ-variable decreases as the norm of the gradient increases. Two cases of extreme values of 
exist. First, when
, the smoothing is weak by virtue of small φ-variable in the homogeneous regions of the image. Second, when which represents edges, the φ-variable is also small in order to preserve edges. Values of other than the two cases given above are considered as the noisy area. Thus the larger the value of the φ-variable the smoother is the area.
Experiments show that during image smoothing, the P-M model makes use of the local intensity information of the image involving simple operations. Although it can remove noise effectively and meanwhile preserve the edges, it generates the "block effect" (See Figure 3 ). In addition, if there exists particle noise (such as salt and pepper noise) that has unbounded gradient norm, it would be preserved as edges. Furthermore, it was shown by Maître [10] that the P-M model used in Eqn. (4) makes it ill-posed and hence the uniqueness of the solution cannot be guaranteed.
Fourth-Order PDE Model
As mentioned before, the P-M model takes strong diffusion in smoothing areas and weak diffusion in areas with large norms of gradient. Therefore, as the number of iteration increases, the image will evolve to several regions of which the grey values are the same in each region. This is known as the "block effect" [11] . In such case, the gradient of an arbitrary point in these regions becomes zero.
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On a Modified Diffusion Model for Noise Removal Figure 3 . "Block effect" generated by P-M model.
To reduce the "block effect" and make a trade-off between noise removal and edge preservation, You and Kaveh established the fourth-order PDE [7] (Y-K model for short) as shown below. . Y-K model uses the Laplacian operator rather than the gradient operator and approximates the boundaries by piecewise inclined planes (for 1-D signal, piecewise sloped lines) to avoid the "block effect". Take a 1-D signal for instance, both the second-order and fourth-order PDEs provide piecewise lines to approximate the signal. Nevertheless, the line in the second-order PDE model is horizontal whilst it is sloped in the fourth-order PDE model when . Obviously, the approximation obtained by using the fourth-order PDE is more accurate than that obtained by the second-order PDE.
However, the drawback of the Y-K model is that it produces some black or white isolated points which are strong contrast to their adjacent points. To avoid this, You and Kaveh gave a revised resolution by taking the medium filtering on the denosied image by the Y-K model. Although it can remove the isolated points, the image becomes blurred after medium filtering. Therefore it does not settle the drawback of the Y-K model.
AN IMPROVED NOISE REMOVAL MODEL 3.1 Model Description and Analysis
In the literature, the choice of diffusion coefficient in the P-M model is a vital step for image denoising because it can prevent diffusion across edges and allow diffusion in smooth regions of the image. Besides the coefficients given by Perona and Malik, many researchers proposed different types of diffusion coefficients [12] [13] [14] , which also gave good results. According to the work by You [11] , the P-M model is well-posed if and only if the φ-variable satisfies (9) Otherwise, for some functions c(s) with non-increasing φ(s), a nondeterministic and unstable process may happen, which means that slightly perturbed images might produce very different edges and solutions.
. Ω According to the above description and in order to take care of the wellposedness, a new coefficient is proposed and analysed. This new coefficient is defined as (10) It is easy to verify that Figure 4 shows the shape of Eqn. (10) when p = 1.3. Then the improved P-M model can be written as (short for IPM model) (11) In order to analysis the new improved coefficient and understand how the anisotropic diffusion works locally, the Gauge coordinate system as shown in Figure 5 is adopted.
The two orthogonal unit vectors η and ξ represent the gradient vectors, which means the direction of maximal change of intensity, and its perpendicular vector which is tangential to the isophote, respectively. Generally, these two vectors can be written as By using the Hessian matrix of the original coordinates, arbitrary second-order directional derivatives can be calculated by,
With Eqn. (12), the second-order derivatives of I with regard to η and ξ are show as below.
It can be easily seen that By using the Gauge coordinate system, the anisotropic diffusion can be rewritten as (13) Substituting Eqn. (10) into Eqn. (13) , the equation becomes (14) Equation (14) is a nonlinear anisotropic diffusion equation. The diffusion coefficients and control the diffusion in the directions of ξ and η respectively. The first term of Eqn. (14) represents a degenerated forward diffusion in the direction orthogonal to the gradient. Thus, this directional smoothing process should be encouraged since it represents a well-posed smoothing operation that would preserve edges by reason of that an edge is also orthogonal to the gradient. The second term is always non-negative which ensures that the PDE is well-posed. In other words, the value of p is required to be chosen properly so that the diffusion results becomes meaningful in image processing.
There are two special cases as listed below, (1) For , Eqn. (11) degenerates to the TV model which is diffusive only on the direction tangential to the gradient. 
Numerical Implementation
Suppose that the image size is , where h means the grid size of discretization, ∆t is the temporal step size. The discretization scheme used in this paper is represented as below, In order to avoid which makes the algorithm unstable, a small positive regularisation parameter ε is used, i.e., , Eqn. Figure 6 . The discretized scheme of IPM model.
In the experiments, the values of λ, ∆t and h are chosen as respectively.
A MODIFIED FOURTH-ORDER MODEL FOR IMAGE DENOISING 4.1 The Drawback of Y-K Model
The replacement of the gradient operation by the Laplacian operator in Y-K model takes advantage of those values of Laplacian being zero at the spatial domain when the image is planar in the neighbourhood of those points. Hence, the "block effect" can be avoided by using piecewise inclined planes to approximate the image without noise.
An example of the isolated points generated by Y-K model is shown in Figure 8 . You and Kaveh considered it as that the piecewise planar image has less masking capability than the step image which is used to approximate the original image in the anisotropic diffusion model.
Consider a pixel with a grey value near 255 (white colour) locating near an edge, as shown in Figure 7 , denoting by I*. If the edge is almost black, the value of would be large. From Figure 2 small and negative. However, the absolute value of the Laplacian at the centre point (denoted by I center ) is very small but is relatively large. In the case of , the difference between I center and I * is larger such that I center is sharpened and is brighter than its neighbourhood. Likewise, the reason for generating the black points is similar. In other words, an improper choice of c(·) and s may leave certain brighter points in dark areas (See Figure 8(b) ) and darker points in brighter areas (See Figure 8(c) ).
The Weighted Sum Model
To avoid the isolated points generated by Y-K model, a modification is proposed. In essence the term used in is the main reason for causing isolated points, thus the coefficient c should not depend solely on . Since represents the edge information, it would be sensible to include the gradient term into the variable s. Therefore, the authors propose the following weighted sum (15) in order to handle the generation of isolated points. Here ω 1 and ω 2 are the weighted coefficients satisfying ω 1 + ω 2 = 1. As a result, there are different choices between edge preserving and isolated points removal. Eqn. 
. ω ω Figure 8 . Isolated points generated by Y-K model.
Equation (16) is abbreviated as the WYK model. When ω 1 = 1 and ω 2 = 0 , Eqn. (16) becomes the Y-K model. In order to ensure the fourth-order PDE is well-posed [11] , i.e.
where φ(s) is defined in Eqn. (7) , a new improved coefficient is adopted to replace Eqn. (5) [17] as follow.
where K is a positive constant. It can be shown that i.e., it satisfies the well-posed condition. The improved coefficient aims to avoid the isolated points brought in by the Y-K model.
Numerical Implementation
Equation (16) can be solved by means of an iterative method. Rewrite Eqn. (16) as:
The discretization scheme is the same as that in Section 3.2. The iterative process is listed below. 
Experiment 1: 1-D Signal Experiment
Using different models acting on 1-D signal with different Gaussian noise (For values of t between 0 and 5, 151 and 200, there is no noise. For values of t between 51 and 100, there is Gaussian noise with variance 1. For values of t between 101 and 150, there is Gaussian noise with variance 5), the results are shown in Figure 9 and the related parameters are listed on Table 1 .
From the 1-D signal experiment, it is shown that all the models do not influence the original signal without noise except Y-K model which causes the vibration in the area of noiseless signal. As to the edge preserving, IPM model and WYK models are apparently better than the other two models.
Experiment 2:
Noise removal for the grey image Lena.bmp Different models are adopted to restore the polluted image with 10DB Gaussian noise. The results are shown in Figure 9 : The values of parameters in algorithms are listed on Table 2 . By comparing the results of (c), (d) and (e), (f) in Figure 10 , it is easily seen that IPM model makes a great progress than P-M model with respect to edge preserving. In addition the "block effect" is almost diminished by using the IPM model. Next by comparing (g), (h) and (i), (j) in Figure 10 , it is found that WYK model generates hardly isolated points and makes a good effect on edge preserving. Table 3 compares the metrics with different models.
Experiment 3: Noise removal for the grey image camera.bmp
In order to test the robustness of the algorithms, this experiment focuses on another benchmarking image known as camera.bmp. The same set of experiments was carried out for camera.bmp.
It seems that the results from Experiment 3 are almost the same as those from Experiment 2. Note that since the sharp contrast of camera, the isolated points
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On a Modified Diffusion Model for Noise Removal Figures  (c) and (d are clearly in Y-K model, which corresponds to the conclusion in Section 4.1.
Note also that the WYK model avoids the isolated points successfully which is the purpose of the experiments showing the robustness the proposed method. Finally, Table 4 lists the three different metrics which demonstrate that the results of IPM and WYK models are better than P-M and Y-K models in all metrics. 
