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Je´re´mie Chalopin, Emmanuel Godard et Antoine Naudin
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Nous nous inte´ressons a` l’exploration de graphes par un agent mobile. Il est connu que sans information ”globale” sur le
graphe (taille, diame`tre,...), un agent peut explorer et s’arreˆter uniquement si le graphe est un arbre. Afin d’explorer plus
de graphes avec arreˆt sans information ”globale” sur le graphe explore´, l’agent est e´quipe´ de jumelles lui permettant de
voir le graphe induit par les sommets voisins du sommet courant. Avec des jumelles, il est possible d’explorer une tre`s
large famille maximale de graphes avec arreˆt ([CGN15]). Cependant, tout algorithme d’exploration universel pour cette
famille a une complexite´ non calculable. Nous conside´rons donc dans cette e´tude une sous famille de ces graphes, les
graphes de Weetman, qui sont une ge´ne´ralisation de la famille des graphes triangule´s. Nous pre´sentons un algorithme
d’exploration pour cette famille ne ne´cessitant aucune information globale sur le graphe explore´. Cet algorithme est
efficace dans le sens ou` meˆme si les graphes de Weetman peuvent eˆtre tre`s denses (un nombre quadratique d’areˆtes),
le nombre de mouvements effectue´s par l’agent restera line´aire en le nombre de sommets. De plus, notre algorithme
permet e´galement de construire une carte du graphe.
Mots-clefs : Agent mobile, Exploration de graphes, Graphes anonymes, Reveˆtement, Graphes Triangule´s
1 Introduction
Le Mode`le. Cet article continue l’e´tude du mode`le d’agent avec jumelles introduit dans [CGN15]. Ce
mode`le est une extension du mode`le standard d’agent mobile (voir [Das13]). Un agent mobile est une
entite´ mobile naviguant dans un graphe G = (V,E) de sommet en sommet via les areˆtes. Chaque sommet
v ∈ V (G) dispose d’une e´tiquette label(v). De plus, les graphes sont anonymes, c.a`.d., l’e´tiquette label(v)
ne permet pas d’identifier le sommet v de manie`re unique. Afin de permettre a` l’agent de se de´placer dans le
graphe, les sommets sont dote´s d’un e´tiquetage des ports localement injectif δ = {δv}v∈V (G) donnant pour
un sommet v ∈ V (G), une identite´ unique a` chacun de ses voisins. On note δu(v), le nume´ro de port en u
de´signant l’areˆte uv. Nous noterons v0 le sommet base de l’agent, i.e., sa position initiale dans le graphe G.
Un agent visitant un sommet du graphe peut utiliser des jumelles lui permettant de ”voir” le graphe induit
par le sommet visite´ et ses voisins ainsi que les nume´ros de ports pre´sents dans ce graphe. De manie`re
e´quivalente, nous supposons que chaque sommet du graphe posse`de une e´tiquette, appele´e e´tiquetage de
jumelles, encodant cette boule de rayon 1 autour du sommet.
Exploration de graphes anonymes. Un algorithme A est un algorithme d’Exploration si pour toute
exe´cution sur un graphe G avec e´tiquetage de jumelles et pour tout sommet de de´part v0 ∈ V (G), l’agent
visite tous les sommets de G et s’arreˆte, ou l’agent ne s’arreˆte jamais (exploration perpe´tuelle). Un graphe
G est explorable s’il existe un algorithme d’Exploration qui, pour tout sommet de de´part, explore G et
s’arreˆte. Un algorithme A explore une famille de graphes F si A explore tout graphe G ∈ F et s’arreˆte
et pour tout G /∈ F , si A s’arreˆte alors G est explore´. Il est connu que dans un mode`le ”sans jumelles” (et
sans pouvoir marquer les noeuds), un agent sans information ”globale” sur le graphe (taille, diame`tre,...)
peut explorer et s’arreˆter uniquement si le graphe est un arbre. Dans [CGN15], nous avons caracte´rise´ la
famille F ∗ maximale de graphes anonymes explorables avec jumelles. C’est a` dire, nous montrons que
tout graphe explorable est dans F ∗ et nous donnons un algorithme universel d’exploration pour tout graphe
de F ∗. Notons que F ∗ est bien plus vaste que les arbres ; elle contient, entre autres, tous les graphes
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ayant un complexe de clique simplement connexe (graphes triangule´s, triangulations planaires ou encore
les triangulations du plan projectif). Cependant, nous avons montre´ que pour tout algorithme explorant F ∗,
on ne peut pas borner la longueur des exe´cutions par une fonction calculable.
Nos Re´sultats. Dans cette e´tude, nous nous inte´ressons a` l’exploration efficace, c’est a` dire, ou` l’agent
doit explorer le graphe en un nombre de mouvements line´aire en fonction du nombre de sommets. Au vu
des pre´ce´dents re´sultats, nous montrons qu’une sous-famille des graphes explorables avec jumelles, ap-
pele´e graphes de Weetman, peut eˆtre explore´e efficacement. Les graphes de Weetman sont une extension
des graphes triangule´s introduite par Weetman [Wee94]. Cette famille contient un nombre infini de graphes
ayant une taille arbitrairement grande. De plus, les graphes de Weetman peuvent avoir un nombre quadra-
tique d’areˆtes.
2 De´finitions et Notations
Graphes. Nous conside´rons des graphes sans boucle, ni areˆte multiple. Soit p = (v0, . . . ,vk) un chemin
dans un graphe G munis d’un e´tiquetage des ports δ. L’e´tiquetage induit par p⊂G, note´ λ(p) = {δvi(vi+1) |
1 ≤ i < k}, est la se´quence de nume´ros de ports suivi par p dans G. Soit NG(v) = {w | vw ∈ E(G)}.
Soit BG(v,k), le graphe induit par l’ensemble de sommets a` distance au plus k de v. Nous supposons que
l’e´tiquette label(v) donne´e au sommet v∈V (G) correspond a` l’e´tiquetage de jumelles, i.e., label(v) encode
un graphe isomorphe a` BG(v,1) (pre´servant l’e´tiquetage des ports). Un reveˆtement de graphe ϕ : G→ H
est une fonction de V (G) dans V (H) tel que ∀v ∈V (G), N(v) et N(ϕ(v)) sont en bijection. Ces de´finitions
sont e´tendues aux graphes e´tiquete´s. Par la suite, nous noterons G pour un graphe (G, label) e´tiquete´s avec
son e´tiquetage de jumelles label et nous conside´rerons toujours des reveˆtements sur les graphes e´tiquete´s
(G, label).
Cycles contractibles. Un cycle c dans un graphe G est dit contractible si, ∀v ∈ V (G), il existe une
se´quence de cycles {c = c0, ...,cm = {v}} telle que ∀ h ≤ m, ch = {u0, ...,ui−1,ui,ui+1, ...,uk} et ch+1 =
{u0, ...,ui−1,ui+1, ...,uk} ou ch = {u0, ...,ui−1,ui+1, ...,uk} et ch+1 = {u0, ...,ui−1,ui,ui+1, ...,uk}, et soit
ui = ui+1, soit ui−1 = ui+1 ou soit ui−1ui+1 ∈ E(G). Un graphe est simplement connexe † si tous ses cycles
sont contractibles.
Clusters. Soit Si(v0) = BG(v0, i)\BG(v0, i−1) ou` v0 ∈V (G) est le sommet base de l’agent. Les clusters
sont les composantes connexes des Si(v0)⊂ G, i ∈ N. Le lemme 2.1 se base sur le fait qu’un cycle dans le
graphe d’adjacence des clusters de G implique un cycle non contractible dans G.
Lemme 2.1. Le graphe d’adjacence des clusters d’un graphe simplement connexe est un arbre.
3 Exploration efficace des graphes de Weetman
Graphes de Weetman [Wee94]. Un graphe G est Weetman si pour tous v0 ∈V (G), ∀i ∈ N,
TRI Pour tout areˆte uv ∈ E(Si(v0)), il existe un sommet w ∈V (Si−1(v0)) t.q. uvw est un triangle.
INT Pour tout sommet w ∈ V (Si(v0)) et pour tous u,v ∈ V (Si−1(v0)) tels que uw,vw ∈ E(G), il existe un
chemin {u = s1, ...,sk = v} ⊂ Si−1(v0) tel que shw est une areˆte de G, ∀1≤ h≤ k.
Par exemple, les graphes triangule´s et les graphes de Johnson sont des graphes de Weetman. Comme les
conditions TRI et INT nous permettent toujours de contracter un cycle, on a :
Lemme 3.1. Tout graphe de Weetman est simplement connexe et ses clusters forment un arbre.
Algorithme. Le principe de notre algorithme est d’effectuer un parcours en profondeur de l’arbre des
clusters pour construire une carte, nomme´e M . Cette carte lui permet de calculer des plus courts chemins
pour explorer un cluster et pour se rendre d’un cluster a` un autre. L’algorithme s’exe´cute par phase. Du-
rant chaque phase, l’agent explore un cluster puis met a` jour sa carte M avec les nouveaux sommets et
areˆtes de´couverts. L’exe´cution se termine quand tous les sommets de la carte ont e´te´ explore´s. Graˆce aux
jumelles, l’agent est en mesure de cartographier le voisinage des sommets explore´s. L’agent est donc en
†. Un graphe est simplement connexe si tous les cycles de son complexe de clique sont contractibles (voir [LS77])
Utiliser des jumelles pour explorer rapidement les graphes triangule´s
mesure de cartographier tous les clusters ”fils” adjacents lors de l’exploration d’un cluster, rendant ainsi le
parcours en profondeur des clusters possible. Soit n0 ∈ V (M ) le sommet correspondant au sommet base
v0 ∈ V (G). Durant une exe´cution, l’agent positionne´ sur un sommet u de G connaıˆt le sommet n dans sa
carte correspondant a` u, i.e., si p : v0→ u est le chemin parcouru pour rejoindre le sommet u depuis le de´but
de l’exe´cution, alors n = DESTM (n0,λ(p)) est le sommet de M accessible depuis n0 en suivant la suite de
port λ(p).
Lors de l’exploration d’un cluster (lignes 2 a` 7), pour tout sommet u de G explore´ correspondant a` un
sommet n de M , l’agent fera appel a` une primitive getBino() pour acce´der a` l’e´tiquetage de jumelles du
sommet u (Ligne 4) . De plus, l’e´tiquetage de jumelles de u sera stocke´ dans une structure B indexe´e par
n, i.e., note´e B[n]. Soit ψ(n) = u ∈ V (B[n]), le sommet de B[n] correspondant a` n. Un sommet v de B[n]
est connu si une areˆte nm telle que δn(m) = δu(v) est de´ja` pre´sente dans la carte M (nm ∈ E(M )). Sinon
le sommet v est de´couvert (non pre´sent dans la carte). Trois structures sont utilise´es lors de l’exploration
d’un cluster pour mettre a` jour la carte M . La structure PRE-VERT encode tout sommet de´couvert lors de
l’exploration du cluster (les pre´-sommets a` ce stade de l’exe´cution). Un pre´-sommet (n, p,q) sera ajoute´e a`
PRE-VERT ligne 5 si il y a une areˆte uv∈ E(B[n]) telle que u=ψ(n) et v est de´couvert (i.e. DESTM (n, p) /∈
V (M )). Notons que PRE-VERT encode en meˆme temps toutes les areˆtes verticales, i.e., les areˆtes joignant
un sommet connu et un sommet de´couvert. On de´finit une relation ≡ entre les pre´-sommets que l’on stocke
dans une structure R≡. La relation≡ identifie les couples de pre´-sommets correspondant a` un meˆme sommet
de G du point de vue de l’agent, i.e., si il y a un triangle uvw ∈ B[n] tel que ψ(n) = u , v est connu (et nm ∈
E(M )) et w est de´couvert alors le couple de pre´-sommets ((n, p,q),(m, p′,q′)) est ajoute´ a` R≡ ligne 6 (i.e.
(n, p,q)≡ (m, p′,q′)) car DESTB[n](n, p) = DESTB[n](m, p′). Notons que la cloˆture transitive et re´flexive de
≡, nomme´e ≡∗, est une relation d’e´quivalence pour les pre´-sommets de PRE-VERT. Nous de´signerons par
[n, p] la classe d’e´quivalence du pre´-sommet (n, p). La structure HOR stocke les pre´-sommets ”adjacents”,
i.e., les areˆtes ”horizontales” liant deux sommets de´couverts. Si dans le triangle uvw ∈ B[n], v et w sont
de´couverts et ψ(n) = u, alors une entre´e (n, p, p′,(r,s)) sera ajoute´e a` HOR ligne 7 telle que (n, p),(n, p′) ∈
PRE-VERT et (r,s) est l’e´tiquetage de l’areˆte liant les sommets v = DESTB[n](u, p) et w = DESTB[n](u,q)
de B[n].
Une fois le cluster C explore´ (ligne 8 a` 12), la carte M est mise a` jour. Un sommet [n,p] est ajoute´
a` V (M ) pour chaque classe d’e´quivalence [n,p] de pre´-sommets obtenu par le quotient de l’ensemble
PRE-VERT par la relation ≡∗ (ligne 8). Une areˆte n[n,p] est inse´re´e pour chaque pre´-sommet (n,p) ∈
PRE-VERT (ligne 9) et une areˆte [n,p][n,p′] est inse´re´e pour chaque entre´e
(
n, p, p′,(r,s))
) ∈ HOR (ligne
10) repre´sentant les ”pre´-sommets adjacents”. Une fois ces mises a` jour faites, si une erreur est de´tecte´e
ligne 11, i.e., B[n] 6' BM (n,1), n ∈ V (C), l’agent continue inde´finiment son exploration (ligne 12). Sinon,
l’agent de´bute une nouvelle phase en continuant son parcours en profondeur des clusters du graphe.
Algorithm A: Exploration des graphes de Weetman
1 Tant que il reste des sommets non explore´s dans M faire
2 Visiter le prochain cluster C de M en suivant un parcours en profondeur
3 Pour tout sommet n ∈V (C) explore´ faire
4 Appeler getBino() et stocker l’e´tiquetage de jumelles obtenu dans B[n]
5 Extraire les pre´-sommets de B[n] et les ajouter dans PRE-VERT
6 Stocker dans R≡ les couples de pre´-sommets de B[n] satisfaisant ≡, i.e., correspondant a` un
meˆme sommet de B[n]
7 Stocker dans HOR les couples de pre´-sommets de B[n] adjacents
8 Ajouter a` V (M ) un sommet [n,p] pour chaque classe d’e´quivalence de pre´-sommet [n,p]
9 Ajouter a` E(M ) une areˆte n[n,p] e´tiquete´e (p,q) pour tout (n,p,q) ∈ PRE-VERT




11 Si il existe n ∈V (C) t.q. B[n] 6' BM (n,1) alors
12 Faire des aller retour sur une areˆte inde´finiment
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Correction. Nous prouvons la correction de notre algorithme en montrant que lorsque l’agent a visite´
tous les sommets de M , i.e., l’agent s’est arreˆte´, alors il existe un reveˆtement ϕ : M → G. Le lemme 3.2
se montre par induction sur les phases d’une exe´cution. Nous noterons M i,PRE-VERTi pour indiquer le
contenu des structures a` la phase i. Soit ∂M i =M i \{Ch}h<i avec Ch, le cluster explore´ phase h≤ i.
Lemme 3.2. Pour toute phase i d’une exe´cution de A sur un graphe G, si aucune erreur n’a e´te´ de´tecte´e
alors il existe un homomorphisme ϕ tel que pour tout sommet n ∈ V (M i), ϕ|BMi (n,1) est injective et pour
tout sommet n ∈V (M i \∂M i), ϕ|BMi (n,1) est surjective sur BG(ϕ(n),1).
Notons que si une exe´cution se termine lors d’une phase i, alors ∂M i = /0. Par le lemme 3.2 et comme
ϕi pre´serve les e´tiquetages de jumelles de M i et G, M i est un reveˆtement de G. Notons que comme tout
reveˆtement est surjectif, |M | ≥ |G|. Par conse´quent, G est explore´.
Proposition 3.3. [LS77] Soit G′ et G deux graphes avec e´tiquetage de jumelles et un reveˆtement ϕ : G′→G.
Si G est simplement connexe alors G est isomorphe a` G′.
Soit l’agent de´tecte une erreur et il ne termine jamais son exe´cution ; soit l’agent ne de´tecte aucune erreur
et, si l’agent s’arreˆte, le graphe est explore´. A est donc un algorithme d’Exploration. Pour tout graphe de
Weetman G, la condition INT assure que chaque sommet de G correspond a` une unique classe d’e´quivalence.
La condition TRI assure que si ϕ(n)ϕ(m) est une areˆte de G alors, nm est inse´re´ dans E(M ). Par le lemme
3.1 et la proposition 3.3, si l’exploration s’arreˆte sur un graphe G, alorsM et G sont isomorphes. A explore
donc tout graphe de Weetman et termine.
The´ore`me 1. A est un algorithme d’Exploration pour la famille des graphes de Weetman.
Complexite´. Soit #C le nombre de clusters d’un graphe de Weetman G. Notons que M ' G quand
l’exe´cution s’arreˆte. Trivialement, comme les clusters de G forment une partition des sommets de G,
#C ≤ |V (G)| et ∑C∈G |C| = |V (G)|. Comme chaque cluster C est explore´ en suivant un arbre couvrant
de C, on explore C (et on cartographie tous les clusters fils de C) en O(|C|) mouvements. Pour chaque
cluster C, on ordonne les fils de C de telle sorte que le parcours en profondeur des clusters s’effectue en
O(n) mouvements (on utilise un arbre couvrant de C). Ainsi, le nombre de mouvements de l’agent lors d’un
exe´cution est line´aire en la taille du graphe.
4 Conclusion
Nous montrons qu’en e´largissant ”localement” la connaissance de l’agent, il est possible d’explorer ef-
ficacement, avec un nombre de mouvements line´aire, de grandes familles de graphes (comme les graphes
triangule´s) sans aucune connaissance globale ”a priori” meˆme si dans le cas ge´ne´ral, la complexite´ est non
calculable [CGN15]. Graˆce a` la spe´cification de l’Exploration, l’algorithmeA peut eˆtre ”compose´” de fac¸on
suˆre avec d’autres algorithmes car il ne terminera jamais son exe´cution sans avoir rempli sa fonction (ex-
plorer le graphe). Une piste a` explorer serait de caracte´riser des familles de graphes ”me´triques” pouvant
eˆtre explore´es en temps ”raisonnable” (line´aire ou polynomial).
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