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Abstract
The aim of the paper and of a wider project is to translate main no-
tions of anabelian geometry into the language of model theory. Here
we finish with giving the definition of the e´tale fundamental group
piet1 (X, x) of a non-singular quasiprojective scheme over a field of char-
acteristic 0.
1 Introduction
Grothendieck’s anabelian geometry has been introduced in the lan-
guage of schemes. The task of translating its notions into the setting
of model theory is not fully trivial for the reason that schemes are
essentially objects of a syntax and no semantics is being provided by
definitions except some appeal to the intuition of Zariski-style alge-
braic geometry. In furnishing a semantics in Tarski’s sense one has
to take into account a new phenomenon, the syntax here has its own
inherent algebraic structure, may have its own automorphisms and
homomorphisms, and semantics needs to reflect all those.
A similar, parallel phenomenon takes place in non-commutative
geometry, where syntax is given by “co-ordinate” algebras which not
only have a structure in algebraic sense but also may be topological
algebras, C∗-algebras and so on. An approach to semantics of non-
commutative geometry was suggested by the second author in [9] Ch.5,
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and [10]. Our approach to schemes is partially inspired by this. Basic
notions are clarified in section 3.
In the current paper we introduce a language LX for universal and
e´tale covers of a scheme X and describe the first order theory TX of
Grothendieck’s universal e´tale cover X˜et of X.We prove that universal
analytic cover X˜an of the complex variety X(C) presented in the same
language is another model of the theory. Note that previously various
attempts to find an adequate language LX were made in [8], [3], [1]
and some other publications, covering some classes of varieties X.
A key feature of Grothendieck’s anabelian geometry is the functor
from the Galois category of e´tale covers into the category of groups.
In model theory setting this corresponds to the functor M ↦ Aut(M)
from the category of structures with interpretations in the role of
morphisms to the category of groups. This functor is well-known in
model theory but we give it a more systematic treatment in section 2,
especially for the category of finitary structures.
We finish this paper with giving a model-theoretic definition of
piet1 (X, x) as an automorphism group of X˜
et acting on the fibre over x.
We also remark that this group is isomorphic to the Lascar group of
the theory.
2 Interpretations and automorphism groups
2.1 In this section we do not restrict the power of the language to
first order. The default assumptions is that
A relation is definable iff it is invariant under automorphisms (1)
For finite structures this property holds for first order languages.
For countable structures the language Lω1,ω1 serves the purpose.
Definable means definable without parameters (the same as 0-
definable).
Interpretation of a structure N in a structure M is a surjective
map gˆ ∶D(M) → N from a definable set D(M) inM onto N such that
for any basic relation or operation R on N the inverse image gˆ−1(R)
is an definable in M.
Given a structure M we may also consider the multisorted struc-
ture MEq whose sorts hold structures N interpretable in M, one for
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every isomorphism type, and the structure also have respective defin-
able maps gˆ ∶D(M) → N.
Note that by the choice of our language any union of sorts and any
direct product of sorts is a sort in MEq.
2.2 Category M. Its objects are (multisorted) structuresM (in any
languages).
The morphisms g ∶ N →M are interpretations without parame-
ters. More precisely,
g ∶N→MEq
is an injective map such that g(N) is a universe of a sort inMEq, and
for any basic relation or operation R on N the image g(R) is definable
in the sort.
We denote g(N) the g(N) together with all the relations and op-
erations g(R) for R on N.
We say g is an embedding, g ∶ N ↪ M if g(N) has no proper
expansion definable in MEq.
We say that g is an isomorphism, g ∶N ≅M, if g is an embedding
and M is 0-definable in g(N).
In what follows we sometimes write N ≅M M to emphasise that
the isomorphism (or morphism) is in the sense of the category M to
distinguish from ones in the usual algebraic sense.
Lemma. If g ∶ N ≅M, is an isomorphism then the inverse map
g−1 ∶ g(N) → N can be uniquely extended to an embedding h ∶ M →
NEq.
Proof. Since M is 0-definable in g(N), we have M ⊆ dcl(g(N)).
Also NEq ⊆ dcl(N). So g−1 has a unique extension. 
We identify morphism h as in the Lemma with g−1.
2.3 For a subset A ⊆ M, denote M(A) (or sometimes M/A) the
expansion of M by names of elements of A.
Clearly, the identity map defines a (canonical) morphism M →
M(A). This morphism is an embedding (and so isomorphism) if and
only if A ⊆ dcl(∅).
2.4 Given A ⊆ dcl(∅) we may treat A as a structure in which any
element is named (e.g. by a formula defining the element in M) and
so any relation is definable. Clearly then
Aut(A) = 1 and A ↪M.
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2.5 The category Mfin is a subcategory of M whose objects can be
represented in the form
M = ⋃
α<κ
Mα
where the Mα are finite 0-definable substructures of M.
Example. Let k be a field and F = k˜, its algebraic closure. We
consider F = F/k as a structure in the language of rings with names
for elements of k. Then each a ∈ F is contained in a 0-definable set Ma
equal to its Galois orbit Ma ∶= Gk ⋅ a, Gk = Gal(F ∶ k). So F/k ∈Mfin.
2.6 Theorem. The map M → Aut(M) induces a contravariant
functor from M into the category Gtop of topological groups. This
functor sends Mfin into the category of profinite groups Gpro,.
(i) To every g ∶N→M corresponds the restriction homomorphism
gˆ ∶ Aut(M) → Aut(N).
(ii) An embedding g ∶ N ↪ M to the surjection gˆ ∶ Aut(M) ↠
Aut(N), provided M ∈Mfin.
(iii) The expansion by naming all points in A, g ∶ M → M/A
corresponds to an embedding gˆ ∶ Aut(M/A) ↪ Aut(M).
(iv) The profinite restriction of the functor,
Aut ∶ Mfin → Gpro,
is invertible on objects. For g1 ∶N →M, g2 ∶ N →M we have gˆ1 = gˆ2
if and only if g1 and g2 are definably equivalent, that is there exists a
definable in M bijection φ ∶ g1(N) → g2(N).
In other words, after re-defining two interpretations g1 and g2 to
be equal if they are definably equivalent, Aut is an equivalence of Mfin
and the dual of the category Gpro.
Proof. (i) is immediate by definition.
(ii) Since g is an embedding, the relations definable on g(N) are the
same in M and N. Hence a g(N)- automorphism α is an elementary
bijection g(N) → g(N) in M. Now consider an elementary saturated
enough extension M ≺ ∗M. It is homogeneous and so α extends to an
automorphism α∗ of ∗M. But any automorphism preserves aclM(∅)
which is equal to M under our assumption. Thus α∗ induces an au-
tomorphism of M which extends α.
(iii) Immediate.
(iv) Given a finite group G one constructs a finite M such that
G ≅ Aut(M) by setting M = G and introducing all relations R on
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M which are invariant under the action of G on G by multiplication.
This gives us for M = (M ;R)
Claim.
G = Aut(M)
Proof. G acts on M by automorphisms by definition. We need to
prove the inverse, i.e. that there are no other automorphisms. Con-
sider the tuple g¯ of all the elements of G (of length n = ∣G∣) and let
Sg be the conjunction of all the relation in R that hold on g¯ (that
is tp(g¯)). We can also consider S0g ∶= G ⋅ g¯, the orbit of g¯ under the
action of G. Clearly, S0g ⊆ Sg and by minimality they are equal.
Now take an automorphism σ and consider σg¯. This is in Sg and
thus, for some h ∈ G, σg¯ = hg¯, that is σgi = hgi for each gi ∈ G. Claim
proved.
It remains to see that if G ≅ Aut(N), then N is definable in M
and vice versa. In order to do this we may assume G = Aut(N).
Consider N, the universe of the structure, and let n be the N
presented as an ordered tuple. Let M ′ ∶=G ⋅ n, the orbit of the tuple
under the action of the automorphism group. Clearly, M ′ consists of
∣G∣ distinct elements, since automorphisms differ if and only if they
act differently on the domain N. Also M ′ is definable in N since
the tuples n′ making up M ′ are characterised by the condition that
tp(n′) = tp(n). The relations R induced on M ′ from N are invariant
under Aut(N), and because a finite structure is homogeneous, the
converse holds. In other words an obvious bijection M → M ′ is a
bi-interpretation, so M ≅ M′ in the sense of M. At last notice that
we can interpret N in M′ since the relation “n′ and n′′ have the same
first coordinate is invariant under G” is definable. This gives us N as
a definable sort. It follows that any relation on N definable in N is
definable in M′. So N ≅M′ ≅M in the sense of M. 
2.7 Example. Let K and L be two number fields, Q˜ = F. Let
FK and FL be two structures with respective subfields of constants
(named points). Clearly these belong to Mfin. A celebrated theorem
by Neukirch states that
FK ≅M FL⇔K ≅ L.
2.8 Let i ∶ N →M/A be an interpretation of N in M over A. Then
every relation R which is 0-definable in N is a point in MEq/A. The
definable closure of all these points denote [iN] or often just [N]
where an i is assumed.
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Clearly,
[iN] ⊆ dcl(A). (2)
Also,
Aut(M/[N]) = {σ ∈ Aut(M) ∶ σ∣iN ∈ Aut(iN)}, (3)
and if iN is 0-definable then
[iN] = dcl(∅) and Aut(M/[iN]) = Aut(M).
2.9 Corollary. Given N,M ∈Mfin, i ∶N→M/A for some A,
i ∶N ≅M/A⇔ dclM(A) = dclM([iN])
Note, that under our definitions [N] ⊆NEq.
2.10 Corollary. Let hˆ ∶ Aut(M) ↠ Aut(N) and gˆ ∶ Aut(N) ↪
Aut(M) is a section of hˆ, that is gˆ ○ hˆ = idAut(N).
Then there is an interpretation-isomorphism
i ∶N ≅M/A,
for some A ⊂ M satisfying dclM(A) = dclM[iN]) (so we may set
A = [iN]) such that
M ⊆ dclM(N ∪ [iN]) and [iN] ∩N = dclN(∅).
2.11 Lemma. Suppose M is algebraic over ∅, M = acl(∅). Let
G↪ Aut(M) be a closed subgroup (in the profinite topology). Then G
is a pointwise stabiliser of a subset A ⊂M. That is
G = Aut(M/A)
G is normal iff A can be chosen 0-definable.
Proof. Let A = {a ∈ M ∶ ∀g ∈ Gg.a = a}. Then G ⊆ Aut(M/A).
The inverse follows from G being closed. This is easy to see for M
finite, and this is enough since M is algebraic.
With the above choice of A, G is normal iff N is invariant under
Aut(M), that is Lω1,ω-definable. 
2.12 Proposition. To every 0-definable N in M (write N ↪ M)
one associates the exact sequence
1→ Aut(M/N)→ Aut(M)→ Aut(N) → 1,
and every exact sequence of closed subgroups has this form for some
N↪M.
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3 Schemes and varieties over k
Our aim in this section is to clarify the relations between scheme-
theoretic language and the language of varieties which is more readily
adaptable to model theory treatment.
Recall that an affine k-scheme of finite type is given by a com-
mutative unitary ring A with k ↪ A, finitely generated over k and
without nilpotent elements. From logical perspective this should be
treated as a syntax to which we still have to provide semantics. One
can do it by first, associating with every A a certain language LA,
and then providing a first-order LA-theory TA, models of which will
be seen as semantic realisations of the scheme SpecA associated to
A. The morphisms A → B (in particular, automorphisms) given by
homomorphisms of rings in the category of schemes must be reflected
by certain “morphisms” between models of TA and TB .
3.1 Varieties over k. Let F be an algebraically closed field contain-
ing k and F/k be the field F with names for all elements of k.
An affine variety X over k realised in F (sometimes written as
X/k(F) or Xk ) is the two sorted structure (X(F),F/k) , in a language
LA, where X(F) ⊆ Fn is the set of F-point of the variety (variety sort),
F is the sort for the field, and LA is the language with
• unary predicates for the two sorts,
• the addition and multiplication operation on sort F,
• constant symbols for each element of k in F,
• names of all the Zariski regular unary maps a ∶ X(F)→ F defined
over k.
Fixing x ∈ X(F) one gets a homomorphism (representation) of the
k-algebra A into the k-algebra F/k
ρx ∶ a ↦ a(x), A → F, (4)
so the points of X(F) are in a natural bijective correspondence with
irreducible representations of A and in a natural bijective correspon-
dence with maximal ideals of A.
Choosing a finite set a1, . . . , am ∈ A generating A as an algebra
over k one gets an emdedding
x ↦ ⟨a1(x), . . . , am(x)⟩; X(F)↪ Fm
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3.2 The theory TA associated with A will say:
• (F,+, ⋅) is an algebraically closed field;
• For each c ∈ k ⊆ F, there is ac ∈ A such that ∀x ac(x) = c;
• For each non-constant polynomial p(T1, . . . , Tm) over Z, for any
a1, . . . , am ∈ A, if
p(a1, . . . , am) = 0 iff ∀x p(a1(x), . . . , am(x)) = 0
• For each a1, . . . , an ∈ A, such that the ideal ⟨a1, . . . , an⟩ of A does
not contain 1, it holds
∃x a1(x) = . . . = an(x) = 0.
It follows from the basic commutative algebra that the following holds.
3.3 Proposition. TA is a complete theory categorical in uncount-
able cardinals. Any model of TA is isomorphic to one of the form
(X(F),F/k) for some affine variety X(F) ⊆ Fn such that the co-ordinate
algebra k[X] is isomorphic to A.
This describes a bijective correspondence between the class of
affine reduced k-schemes and theories of the form TA, equivalently,
between schemes and elementary classes of LA-structures of the form
(X(F),F/k).
3.4 Morphisms f ∶ A → B between affine schemes are homomor-
phisms of algebras.
In case f is an embedding, f canonically induces an interpretation
of models (X(F),F) of TA in models (Y(F),F) of TB. Indeed, by com-
mutative algebra, there is a canonical covering projection of varieties
f∗ ∶ Y(F) ↠ X(F) which interprets X(F) as a quotient of Y(F) by
a Zariski closed equivalence relation. Co-ordinate functions a ∈ A on
X(F) will be interpreted by f(a) ∈ B.
In case f is an epimorphism the injective morphism of varieties
f∗ ∶ Y(F)↪ X(F) corresponds to an interpretation of Y(F) in X(F) as
a subvariety. A co-ordinate function b ∈ B on Y(F) will be interpreted
as the restriction of any of the a ∈ f−1(b) to Y(F).
Since arbitrary morphism f ∶ A → B can be represented as the
composition of an epimorphism and an embedding
A↠ f(A)↪ B
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we described the corresponding morphism between TA and TB as
a Zariski-regular map f∗ ∶ Y(F) → X(F) between variety sorts of the
models, or in terms of composition of special interpretations : defining
a subvariety and projection onto a subvariety.
3.5 Remark. (i) Note that for X over k
X/k(F) ≅M F/k.
This is immediate from definitions.
(ii) Besides the obvious interpretation of F in X(F) by the sort F
we have interpretations associated with each non-constant coordinate
function a ∶ X → F. The field structure F is interpreted then on the
set X(F)/Ea (plus-minus a finite subset) where Ea is an equivalence
relation given by xEa x
′ ⇔ a(x) = a(x′).
This interpretation is isomorphic to (bi-interpretable with) the ob-
vious interpretation on the sort F since the map a induces a definable
isomorphism between X(F)/Ea and F and in characteristic 0 the only
definable automorphism of F is the identity.
3.6 Recall that a finitely generated k-algebra A can be seen as an
affine scheme of finite type, or affine k-scheme of finite type,
if we also distinguish the embedding k↪ A. A morphisms of schemes
f ∶ A → B is a homomorphism of respective rings. These definitions
can be naturally extended to the category of locally ringed spaces
of finite type. (In our context rings are always finitely generated k-
algebras without nilpotent elements, so schemes are reduced, k a field
of characteristic 0.)
3.7 Proposition. The category of affine k-schemes with morphisms
f ∶ A → B is equivalent to the dual of the category of varieties X(F)
over k with morphisms given by Zariski-regular maps f∗ ∶ Y(F) →
X(F) and is equivalent to the category of theories TA with morphisms
described as special interpretations.
This equivalence can be extended to the equivalence between the
category of reduced k-schemes of finite type and the category of quasi-
projective varieties X(F) over k or respective theories TA associated
with schemes A.
Proof. The first part is proved above by constructing the functors.
The proof of the second part is in presenting the gluing procedure in
both the language of schemes and in the language of varieties which
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reduces to morphisms between affine charts. Since the morphisms in
all categories agree, the statement follows. 
3.8 Given an affine algebraic variety X(F) we call a bijection g ∶
X(F) → X(F) an abstract isomorphism if for every Zariski closed
W ⊂ Xn(F) defined over F the image g(W ) is Zariski closed. We say
g is over k if g(W ) =W for every k-definable W.
3.9 Proposition. (i) A k-algebra automorphism µ of k[X] (equiva-
lently, an automorphism of the language LX) induces a biregular trans-
formation µˇ of X(F) over k. Conversely, every biregular transforma-
tion g of X(F) over k induces an automorphism µ of k[X].
(ii) Let k ⊆ kˇ ⊆ F. A k-algebra automorphism µ of kˇ[X] induces
an abstract isomorphism µˇ over k of X(kˇ). Conversely, every abstract
isomorphism g of X(kˇ) over k induces a k-algebra automorphism µ of
kˇ[X].
(iii) There are (canonical) isomorphisms
iX ∶ Gal(F ∶ k)→ Aut(X(F)/k)
and
jX ∶ Gal(F ∶ k)→ Aut(F[X] ∶ k[X]).
Proof. (i) The k-automorphism µ induces a transformation on
the variety of homomorphisms:
µˇ ∶ ρx ↦ ρµˇ(x), where ρµˇ(x) ∶ a ↦ a
µ(x). (5)
This defines µˇ on X(F).
Note that µˇ is a first-order-definable transformation of X(F). In-
deed, let {a1, . . . , an} be a generating set of the algebra k[X]. Let bi =
a
µ
i , i = 1, . . . , n. Clearly, {b1, . . . , bn} is also a generating set. Also, a
point x ∈ X(F) is uniquely determined by the tuple ⟨a1(x), . . . , an(x)⟩.
Now we can define by a first order formula the map
µˇ(x) = y⇔ ⟨a1(x), . . . , an(x)⟩ = ⟨b1(y), . . . , bn(y)⟩.
If conversely, we are given a biregular transformation g on X(F)
defined over k, it defines an isomorphism on the algebra k[X] of regular
functions:
a(x)↦ ag(x) ∶= a(gx).
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It is easy to check that ag = aµ when g = µˇ. This finishes the proof of
(i).
(ii) We define µˇ by the same formula (5) above.
Now we allow a to be definable with parameters in F, and so allow
µ to act as an element of Gal(F ∶ k). The rest remains the same.
(iii) Immediate by 3.5(i). 
Similarly to (i) we have.
3.10 Proposition. A k-algebra isomorphism µ ∶ k[X1] → k[X2]
induces a biregular isomorphism µˇ ∶ X1(F) → X2(F) over k, equiva-
lently, µˇ is bi-interpretation. Conversely, every biregular isomorphism
g ∶ X1(F)→ X2(F) over k induces an isomorphism µ ∶ k[X1]→ k[X2].
4 E´tale Covers
4.1 The sort F will be considered along with the projective space
PN(F), where N is chosen so that X and e´tale covers Y of X embed
in PN (for X a curve, N = 3 suffices).
For each e´tale covering Y→ X defined over an algebraic extension
k(α) of k, α ∈ kalg, we reserve the names Xµ for a finite family of
varieties
{Xµ,α ∶ fµ(α) = 0}
and e´tale maps (morphisms)
µ ∶= {µα ∶ Xµ,α → X ∶ fµ(α) = 0}
where fµ ∈ k[T ] is the minimal polynomial of α. µ is the name marking
the family µα ∶ Xµ,α → X of coverings and the collection of all such
names will be denoted M. In order to include the identity e´tale cover
1 ∶ X→ X we assume 1 ∈M and X1 = X.
Note that it is not true in general that, given k(α) and Xµ,α the
map µα is the only e´tale cover. Our notation just fixes one among
possibly many. There is no claim that any family µ is invariant un-
der Galois automorphisms over k since there are, in general, relations
between members of the family which are not invariant.1
1We will discover later that one can not make an invariant choice of all the µ together
unless there is a section of the Grothendieck homomorphism pi1(X, x) → Galk.
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4.2 Distinguished morphisms between e´tale covers of X. Our
system of notation also names families of distinguished intermediate
e´tale surjections as
(ν−1β µα) ∶ Xµ,α → Xν,β,
where µα ∶ Xµ,α → X and νβ ∶ Xν,β → X are two families of covers of X
named by µ, ν ∈M, and the notation indicates the fact that
νβ ○ (ν−1β µα) = µα
not to be confused with ν−1β ○ µα which in general is not well-defined
as function but is a correspondence. (ν−1β µα) corresponds to an irre-
ducible component of the correspondence and to pick such a compo-
nent one may need an extra parameter γ ∈ kalg.
4.3 For our purposes we only consider e´tale covers which (that is our
M is chosen so) satisfy the following two conditions:
(a) the varieties Xµ,α are absolutely irreducible;
(b) the covers (ν−1β µα) ∶ Xµ,α → Xν,β are Galois.
(a) implies that function field k(α)(Xµ,α) is well-defined, denoted
Kµ,α in the following, and K ∶= k(X).
(b) implies that Kµ,α ∶ K is Galois as well as Kµ,α ∶ Kν,β.
Another consequence of our assumptions is that there are isomor-
phisms
(c) Deck(Xµ,α/X) ≅ Gal(Kµ,α ⊗k(α) F ∶ K⊗k F)
between the groups Deck(Xµ,α/X) of biregular transformations of Xµ,α(F)
fixing fibres of µα ∶ Xµ,α(F) → X(F) and the Galois groups of the re-
spective function fields over an algebraically closed field F containing
k.2.
Since we are interested in limit of e´tale hierarchy, we further restrict
the choice of covers without loss of generality.
For each Xµ,α one can find a finite extension k(α′) of k(α) such
that
(i) Xµ,α ⊗Spec k Speck(α′) has k(α′)-rational point
(ii) Gal(Kµ,α ⊗k(α) F ∶ K⊗k F) ≅ Gal(Kµ,α ⊗k(α) k(α′) ∶ K⊗k k(α′))
Set M0X to be a subset of MX such that for each µ ∈ MX and
α ∈ Zeros fµ there are µ
′
∈M0X, α
′
∈ Zeros fµ′ , k(α′) ⊇ k(α), such that
2Reference?
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• (i) and (ii) hold;
• Xµ,α ⊗ Speck(α′) =Xµ′,α′;
• (ν−1β µα) is defined over k(α
′) whenever the covering Xµ,α → Xν,β
exists
In the following, for simplicity of notation we write M instead of
M0. In the limit construction it will result in the same structure.
4.4 Lemma. Suppose (ν−1β µα)
′ ∶ Xµ,α → Xν,β is a morphism with
the property νβ ○ (ν−1β µα)
′
= µα which may be distinct from the dis-
tinguished morphism (ν−1β µα). Then there is g ∈ Deck(Xν,β/X) such
that
(ν−1β µα)
′
= g ○ (ν−1β µα).
Proof. Consider
S ∶= {⟨x,x′⟩ ∈ Xν,β(F)×Xν,β(F) ∶ ∃y ∈ Xµ,α (ν−1β µα)(y) = x& (ν
−1
β µα)
′(y) = x′}.
Since e´tale coverings are closed unramified maps, S is a Zariski closed
subset of the set
E ∶= {⟨x,x′⟩ ∈ Xν,β(F) ×Xν,β(F) ∶ νβ(x) = νβ(x′)}.
and is locally isomorphic to Xν,β(F).
We claim that the irreducible components of E are in one-to-one
correspondence with elements g ∈ Deck(Xν,β/X) and are indeed of the
form
Eg = {⟨x,x′⟩ ∶ g ∗ x = x′}.
Indeed, pick a point ⟨x0, x′0⟩ ∈ E and an irreducible component C0 of
E containing the point. Since Deck(Xν,β/X) acts transitively on fibres
of νβ there is g such that g ∗ x0 = x
′
0, that is ⟨x0, x
′
0⟩ ∈ Eg. Thus C0
and Eg have a common point which is only possible if C0 = Eg, since
E is non-singular.
The claim implies the required.
4.5 Projective limit construction (Cf, [7], pp.26-27).
The system of finite Galois e´tale covers is a directed system and
there is well-defined projective limit
X˜(F) ∶= lim
←
Xµ,α(F),
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along the full system of morphisms Xµ,α(F)→ Xν,β(F)
This gives us a cover of X(F),
p ∶ X˜(F)→ X(F)
and of each intermediate Xµ,α(F)
We distinguish, for each µ ∈MX, a family of covering maps
pµ,α ∶ X˜(F)→ Xµ,α(F)
which satisfy the relations
(d) (ν−1β µα) ○ pµ,α = pν,β
for the distingushed (ν−1β µα).
X˜(F) is sometimes referred to as universal e´tale cover.
Note that the projective limit exists both in the category of schemes
Xµ,α over k(α) as well as in the category of algebraic varieties Xµ,α(F)
and the functor Xµ,α(F)↦ Xµ,α extends to the universal e´tale cover
pµ,α ∶ X˜(F)→ Xµ,α(F).
The notation pµ,α indicates the fact that
(e) µα = p ○ p
−1
µ,α
4.6 Remark.
(e) determines pµ,α up two regular transformation of Xµ,α preserv-
ing fibres of µα, that is up to the action of g ∈ Deck(Xµ,α/X). Indeed,
µα = p ○ (g ○ pµ,α)−1.
To see the inverse, we note that pµ,α is the inverse limit of the
system of distinguished (µ−1α νβ), for ν ∈MX, “above” µ, so is uniquely
determined by the choices of (µ−1α νβ) ∶ Xν,β → Xµ,α. A different choice
p′µ,α results from a different choice (µ
−1
α νβ)
′ ∶ Xν,β → Xµ,α at some
stage ν ∈MX. By 4.4
(µ−1α νβ)
′
= g ○ (µ−1α νβ), for some g ∈ Deck(Xµ,α/X)
which proves the claim.
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4.7 Remark. Galk acts on X˜
et(kalg), and more generally AutF/k
acts on X˜et(F), by virtue of the construction.
It is not true in general that the families
pµ ∶= {pµ,α ∶ α ∈ Zeros fµ}
are AutF/k -invariant in X˜
et(F), even if F = kalg. However, the families
of sets
p˜µ ∶= {g ○ pµ,α ∶ g ∈ Deck(Xµ,α/X), α ∈ Zeros fµ}
are AutF/k-invariant since the initial system {µα ∶ α ∈ Zeros fµ} is
AutF/k-invariant.
4.8 Along with the projective limit X˜ of covers one obtains also the
projective limit of deck transformation groups which we denote
Γˆ ∶= lim
←
Deck(Xµ,α/X).
This group acts freely on X˜(F) in agreement with the actions of
Deck(Xµ,α/X) on Xµ,α(F).
In terms of the action of Γˆ on X˜(F) one defines period subgroups
∆ˆµ,α ∶= Per(pµ,α) ∶= {γ ∈ Γ˜ ∶ ∀x pµ,α(γ ∗ x) = pµ,α(x)}.
It follows from (b) and (c) of 4.3 that ∆ˆα is a normal subgroup of
Γˆ and that
• Deck(Xµ,α/X) ≅ Γˆ/∆ˆµ,α.
In particular, ∆ˆµ,α is of finite index in Γˆ. Moreover, one sees that
⋂
µ,α
∆ˆµ,α = {1},
that is Γˆ is residually finite.
We will denote
X˜et♯ (F) ∶= (X˜(F), F/k,{pµ}µ∈MX)
the structure obtained by the inverse limit construction from the F-
model X(F) of the curve X, where F is an algebraically closed field
containing k. The language of the structure: sort U for X˜, sort F
with the language of rings, and names for the families pµ of maps, we
denote as L♯X.
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The superscript ♯ indicates that the language we use here for de-
scribing the universal e´tale cover is excessive, and thus not all the
possible symmetries of the cover can be realised as automorphisms.
The adequate language LX and the adequate e´tale cover structure X˜et
will be introduced in section 7.
We now note that the language L♯X of the structure is sufficient to
express all the notions of 4.1 - 4.5. Namely,
Xµ,α(F) = pµ,α(X˜(F))
as a subset of PN(F). Then the k(α)-definable structure on Xµ,α(F)
is defined by the embedding in PN over F/k.
4.9 Remark. Each v ∈ X˜(F) can be identified with the type τv in
one variable u
τv = {u ∈ U & pµ,α(u) = pµ,α(v) ∶ µ ∈M, fµ(a) = 0}.
This is a type over the countable subset of F
Supp(v) = {pµ,α(v) ∶ µ ∈M, fµ(a) = 0}.
5 Analytic Covers
5.1 Let
p ∶ Uan → X(C)
be the complex universal cover of a smooth projective variety X over k
with the topological fundamental group Γ of X acting discontinuously
on Uan, so
Γ/Uan ≅ X(C) (6)
as complex analytic manifolds.
In this section we assume throughout U ∶= Uan.
It is clear that the cartesian product Γn acts discontinuously on
Un.
5.2 Recall that since U is the universal cover of X(C) for each Xµ,α
there is a normal subgroup ∆µ,α of Γ of finite index and a holomorphic
map
pµ,α ∶ U → Xµ,α(C) ≅∆µ,α/U
16
where the last isomorphism is understood as a biholomorphic isomor-
phism between complex manifolds. It is clear from the general facts
that the group Γ/∆µ,α acts on Xµ,α(C) and
Γ/∆µ,α ≅ Deck(Xµ,α/X).
using that action of this group one can always adjust the choice of
pµ,α so that
(c) µα ○ pµ,α = p
Note also that by definition
(d) pµ,α(x) = pµ,α(x′)⇔∆µ,α ⋅ x =∆µ,α ⋅ x′
5.3 Remark. The biholomorphic isomorphism type of ∆µ,α/U ac-
cording to algebraic/analytic comparison theorems corresponds to the
isomorphism type of algebraic variety (scheme) Xµ,α (base-changed)
over C. So, if Xν,β = Xµ,α ⊗Spec k Spec k(β), that is Xν,β is obtained
by merely extending the field of definition of Xµ,α, then the respective
complex manifolds are the same and ∆µ,α =∆ν,β.
Conversely, when a normal subgroup ∆ of Γ of finite index is given
one can always identify the complex manifold ∆/U as an unramified
cover of the complex manifold X(C) and by the Riemann Existence
Theorem ∆/U can be identified as an algebraic variety over C covering
X(C). Since X is defined over k, the algebraic variety ∆/U can be
defined over an algebraic extension k(α) of k, thus taking the form
Xµ,α(C).
5.4 The standard analytic structure. The two-sorted structure
X˜an♯ (C) = (U
an, C/k,{pµ}µ∈MX)
where Uan is the complex universal cover of X(C) seen as a set, C/k
is the complex numbers in the language of rings and names for points
of k. For each µ ∈ MX and each zero α of corresponding polynomial
fµ there is a pµ,α ∈ pµ,
pµ,α ∶ U
an → Xµ,α(C) ⊂ PN(C).
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6 The first order theory
6.1 The theory T ♯X
The axioms describe a two-sorted structure (U;F,{pµ}µ∈M):
A1 F is an algebraically closed field of characteristic 0 with subfield
k of constants (X(F) and each of the varieties Xµ,α(F) together
with e´tale morphisms µα and (ν−1β µα) are given by definable
subsets of PN(F) and definable maps between them, as described
in 4.1 - 4.5).
A2 (µ) Given µ ∈ M0X, for each zero α of fµ, pµα is a map with
domain U and image Xµ,α (including µα = idX, Xµ,α = X).
A3 (µ, ν) Given µ, ν ∈M0, for each zero α of fµ and β of fν
(ν−1β µα) = pν,β ○ p
−1
µ,α.
Proposition. X˜an♯ (C) and X˜
et
♯ (F) are models of T
♯
X, with U = U
an
and F = C in the first case and U = X˜(F) in the second case.
Proof. Immediate from 4.1 - 4.5. 
6.2 Let G♯ be the subgroup of Galk which preserves the family of all
the distinguished morphisms (ν−1β µα), that is,
σ ∈ G♯ if and only if (ν−1β µα)
σ
= (νσ(β)−1µσ(α)), distinguished.
Define k♯ to be the subfield of kalg which is point-wise fixed by G♯.
We note that in X˜et(F) by construction σ(pµ,α) = pµ,σ(α) for σ ∈
G♯, since the pµ,α are limits of chains of distinguished morphisms.
Consider the sort F with the families of the distinguished mor-
phisms as a structure, call it F♯k.
6.3 Lemma. In F♯k
k♯ = F ∩ dcl(k).
In any model of T ♯X
k♯ ⊂ F ∩ dcl(k).
Proof. F♯k is interpretable in the field structure F with parameters.
By elimination of imaginaries in the theory of algebraically closed
fields, F♯k is bi-interpretable with Fk♯ . 
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The next theorem was proved by A.Harris [4] in somewhat different
formalism which didn’t witness the pµ,α dependence on α.
6.4 Theorem.
1. The first-order theory T ♯X is complete. In particular,
X˜an♯ (C) ≡ X˜
et
♯ (F)
2. In a model (U,F/k) of the theory a L♯X-first-order definable
subset of Un is of a form p−1(S) for S ⊆ Xn(F), L♯X-definable.
A first order L♯X-definable subset of X
n(F) is definable in the field
language using parameters in k♯. T ♯X has elimination of quantifiers in
the language L♯X expanded by names for k
♯.
3. T ♯X is superstable.
Proof. We may assume by 6.3 that L♯X has names for elements of
k♯, so below F is always F/k♯ .
Let (U,F) be a κ-saturated model T ♯X, κ uncountable cardinal. For
each u ∈ U define the type τu in variable v over F
τu(v) ∶= {pµ,α(v) = pµ,α(u)}
We will construct an elementary submodel
(U∗,F∗) ≼ (U,F)
such that
(i) ∣U∗∣ = ∣F∗∣ = κ.
(ii) any type of the form τu, for u ∈ X˜(F∗), is realised in U∗ by exactly
κ distinct elements.
(iii) any element of U∗ realises a type τu, for u ∈ X˜(F∗).
We call (U∗,F∗) as above a κ-good elementary submodel of
(U,F).
(Remark. Any κ-saturated model of cardinality κ ≥ c is κ-good.
Saturated model of cardinality κ ≥ c exist provided CH holds or TX is
stable.)
Let F0 ⊆ F be an algebraically closed subfield of cardinality κ. By
axiom A2 and A3 each type τu is realised in a saturated enough model
of T ♯X, so we can embed
X˜(F0) ⊆ U.
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For each u ∈ X˜(F0) the set τu(U) of realisations of the type τu in U
is at least of cardinality κ. Let S0u ⊆ τu(U) be a subset of cardinality
exactly κ.
Let
U0 =⋃{S0u ∶ u ∈ X˜(F
0)}.
(U0,F0) is a submodel of (U,F) (check the axioms of TX) satifying
(i) and (ii), but we can not claim it is an elementary submodel. By
Løwenheim-Skolem we can construct
(U0,F0) ⊆ (U(0),F(0)) ≼ (U,F)
such that ∣U(0)∣ = ∣F(0)∣ = κ.
Now we repeat our construction starting with F1 = F(0) in place of
F0 and set
U1 =⋃{S1u ∶ u ∈ X˜(F
1)},
where S1u ⊇ S
0
u for u ∈ X˜(F
0). Again, (U1,F1) is a submodel of (U,F)
satifying (i) and (ii) and we can continue
(U0,F0) ⊆ (U(0),F(0)) ⊆ (U1,F1) ⊆ (U(1),F(1)) . . . ⊆ (Ui,Fi) ⊆ (U(i),F(i)) . . .
where all models satisfy (i) and (ii) and
(U(0),F(0)) ≼ (U(1),F(1)) . . . ≼ (U,F)
Set
(U∗,F∗) = ⋃
i<ω
(U(i),F(i)).
This satisfies all the requirements.
Claim. For any κ-good models (U1,F1) and (U2,F2) of cardinality
κ there exists an isomorphism
i ∶ (U1,F1)→ (U2,F2)
Proof. The fields in both structures have to be of the same cardi-
nality κ and hence they are isomorphic over k♯, the subfield of definable
elements. We assume without loss of generality that F1 = F2 =∶ F, and
i is an identity map on F.
Now X and all the Xµ,α along with morphisms µα have the same
meaning X(F), Xµ,α(F) and so on, in the two structures.
We need to construct i ∶ U1 → U2.
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By assumptions each type τu is realised in both models (U1,F) and
(U2,F) by κ-many points of the sort U, call the set of realisations τU1u
and τU2u , respectively. Moreover,
U1 =⋃
u
τU1u and U2 =⋃
u
τU2u .
Set i ∶ U1 → U2 to be equal to ⋃u τu, where iu ∶ τ
U1
u → τ
U2
u are bijections.
This preserves all the maps pµα and hence is an isomorphism. Claim
proved.
It follows that any two κ-saturated models of T ♯X have isomorphic
elementary submodels, that is the models are elementarily equivalent.
The first statement of the Theorem follows.
2. Follows from the claim.
3. Is a direct consequence of 2. 
6.5 Proposition.
Aut X˜et♯ (F) ≅ AutF/k♯
canonically. In particular,
Aut X˜et♯ (k
alg) ≅ Galk♯
Proof. It follows from 6.4.3 and the fact that the theory of al-
gebraically closed fields eliminates imaginaries that the substructure
F/k♯ on sort F is homogeneous. An automorphism σ ∈ AutF/k♯ induces
a unique bijection on the space of complete types of the form τu which
induces a bijection on X˜(F), an automorphism of the structure, by
6.4.2. 
7 The language of universal covers and
the e´tale fundamental group
7.1 Define, for each µ ∈M0X and α ∈ Zeros fµ the set of maps
p˜µ,α ∶= {p ∶ U→ Xµ,α∣ p = g ○ pµ,α, g ∈ Deck(Xµ,α/X)}.
This is a Deck(Xµ,α/X)-set, that is there is a canonical free and
transitive action of the group on the set.
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7.2 We define the language LX to contain:
• sorts U, F and finite families
p˜µ = {p˜µ,α ∶ fµ(α) = 0}
of sorts p˜µ,α.
• F has a ring language on it along with the names for elements of
the subfield k. In particular, X is a definable sort in F as well as
µα ∶ Xµ,α → X are definable using parameters α.
• For each µ ∈MX, α ∈ Zeros(fµ) there is a binary function symbol
∗ defining the action
Deck(Xµ,α/X) × p˜µ,α → p˜µ,α, (g, p) ↦ g ∗ p.
• For each µ ∈MX, there is a family {Φµ,α ∶ α ∈ Zeros(fµ)} of maps
Φµ,α ∶ p˜µ,α ×U→ Xµ,α.
The symbols of the language are interpreted in models of TX as
follows:
Given p ∈ p˜µ,α, we interpret it as a name for the map g ○ pµ,α for
a g ∈ Deck(Xµ,α/X) and interpret
Φµ,α(p,u) = p(u).
It is clear from the definition of LX that any model (U,F/k) of
T ♯X can be transformed into a structure in the language LX by adding
certain 0-definable maps and sorts of (U,F/k,{p˜µ}µ) and forgetting
the names for maps pµ,α of L♯X.
We denote X˜et(F) the structure in the language LX which corre-
sponds in this way to X˜et♯ (F) considered in 4.5.
7.3 Define the theory TX in the language LX by the following
axioms:
A1 F is an algebraically closed field of characteristic 0 with subfield
k of constants (X(F) and each of the varieties Xµ,α(F) together
with e´tale morphisms µα and ν
−1
β µα are given by definable sub-
sets of PN(F) and definable maps between them, as described
in 4.1 - 4.5).
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A2′(µ) For the given µ ∈MX, for any zero α of fµ and p ∈ p˜µ,α, the map
u ↦ Φµ,α(p,u), U→ Xµ,α
is surjective.
For any g ∈ Deck(Xµ,α/X)
Φµ,α(g ∗ p,u) = g(Φµ,α(p,u)).
For any p1, p2 ∈ p˜µ,α there is g ∈ Deck(Xµ,α/X) such that g ∗p1 =
p2. In particular, p˜ is a set with single element p.
A3’ For given µ ∈MX and a zero α of fµ there is q ∈ p˜µ,α such that
p ○ q−1 = µα.
7.4 Lemma. Given a model (U,F/k,{pµ}µ∈M) of T ♯X there is a
model (U,F/k,{p˜µ}µ∈M) of TX interpretable in (U,F/k,{pµ}µ∈M).
Proof. The interpretation is just by definition 7.1: the set p˜µ,α is
in bijective correspondence with the set Deck(Xµ,α/X) × {pµ,α} and
p˜µ with the family Deck(Xµ,α/X) × {pµ,α} ∶ fµ(α) = 0. 
7.5 Theorem. TX is a complete theory allowing elimination of quan-
tifiers.
Proof. Any model of TX can be made into a model of T
♯
X by setting
pµ,α(u) ∶= Φµ,α(q, u) (7)
for some choice of q ∈ p˜µ,α, which is possible by axiom A3’.
It follows that any two saturated model of TX of the same cardi-
nality are isomorphic and hence the completeness.
Elimination of quantifiers follows by the same back-and-forth con-
struction in the proof of 6.4 in the language LX. 
From now on we work in the language LX.
For each µ ∈MX, α ∈ Zeros fµ we fix bµ,α ∈ kα(Xµ,α) which gener-
ates the function field over K(α), that is Kµ,α = K(α, bµ,α).We set b˜µ,α
to be the orbit of bµ,α under the Galois group Gal(K(α, b) ∶ K(α)).We
may identify bµ,α and its conjugates as rational functions b ∶ Xµ,α(F)→
F defined over k(α), with domain of definition dense in the variety.
Note that applying σ ∈ Gal(k(α) ∶ k) to bµ,α and to Xµ,α we obtain
a rational function bµ,α′ ∶ Xµ,α′(F)→ F where α′ = σ(α) ∈ k(α), and so
bµ,α′ ∈ k(α′)(Xµ,α′).
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7.6 Lemma. There is a family iµ,α ∶ µ ∈MX, α ∈ Zeros fµ of bijec-
tions
iµ,α ∶ p˜µα → b˜µα ⊂ Kµ,α
which is an isomorphism between the finite structures induced by the
ambient structures in the category M (a bi-interpretation) over k(α).
Moreover, there is a Lω1,ω-interpretation of a field Pµ,α in structure
p˜µα so that p˜µα ⊂ Pµ,α and iµ,α can be extended to an isomorphism of
fields
iµ,α ∶ Pµ,α → Kµ,α.
Proof. Recall 4.3(c), the existence of an isomorphism
jµ,α ∶ Deck(Xµ,α/X)→ Gal(K(α, bµ,α) ∶ K(α)).
Clearly, given g ∈ Deck(Xµ,α/X) we get a Galois automorphism of
the field of rational functions Kµ,α over kα,
gˆ ∶ b↦ b ○ g.
Thus we may assume jµ,α(g) = gˆ.
Set, for b ∈ b˜µ,α,
ib ∶ g ○ pµ,α ↦ b ○ g, g ∈ Deck(Xµ,α/X).
This is injective and gives us
b˜µ,α = ib(p˜µ,α).
Set iµ,α ∶= ibµ,α .
The k(α)-definable relations between elements b1, . . . , bk of b˜µ,α
induced from the ambient field (equivalently, the relation invariant
under Gal(K(α, bµ,α) ∶ K(α)) are boolean combinations of relations of
the form f(α, b1, . . . , bk) = 0, where f is a polynomial over k.
Set a relation between p1, . . . , pk ∈ p˜µ,α and α
Rf(α,p1, . . . , pk) ∶≡ f(α, ibµ,α(p1), . . . , ibµ,α(pk)) = 0.
Note that
f(α, ibµ,α(p1), . . . , ibµ,α(pk)) = 0⇔ ∃b ∈ b˜µ,α f(α, ib(p1), . . . , ib(pk)) = 0
since ibµ,α(p)↦ ib(p) is a Gal(K(α, bµ,α) ∶ K(α))-transformation.
Thus, Rf is 0-definable (definable over k).
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Now we interpret the field structure Pµ,α in the substructure with
the universe p˜µ,α using language Lω1,ω as follows:
The universe of Pµ,α will be interpreted as Sµ,α/Eµ,α where Sµ,α
is the Lω1,ω-definable set consisting of formal terms F (α,p1, . . . , pN),
for F ∈ k[X0,X1, . . . ,XN ], p1, . . . , pN the list of all elements of p˜µ,α,
and Eµ,α is the equivalence relation between the terms F1, F2,
RF1−F2(α,p1, . . . , pN).
That is F1(α,p1, . . . , pN) − F2(α,p1, . . . , pN) = 0 when interpreted by
iµ,α.
The operations + and × on the set of terms Sµ,α gives it the struc-
ture of a ring. And taking the quotient by Eµ,α we get, by construc-
tion, field Pµ,α isomorphic to Kµ,α. Clearly, p˜µ,α ⊂ Pµ,α since the
equivalence Eµ,α is trivial on p˜µ,α.
Finally, we claim that p˜µ,α with the structure induced from X˜
et(F)
is interpreted in the field structure Pµ,α.We first note that by the con-
struction of X˜et(F) in 7.1 - 7.2 the transformation of p˜µ,α, p ↦ g ○ p,
by the action of a g ∈ Deck(Xµ,α/X), can be extended to an automor-
phism of X˜et(F) fixing k(α). This implies that definable relations on
p˜µ,α are invariant under the action. Equivalently, the image of such
relation under iµ,α is invariant under the action by the Galois group of
the function field. Thus definable relations are boolean combinations
of the Rf , which proves the claim.

7.7 Lemma. Let
µα ∶ Xµ,α → X, νβ ∶ Xν,β → X, µ, ν ∈M
0
X,
with a matching covering
(µ−1α νβ) ∶ Xν,β → Xµ,α.
Let
(µ−1α νβ)
∗ ∶ Kµ,α → Kν,β
the embedding of fields induced by covering morphism (µ−1α νβ).
Let
iµ,α ∶ Pµ,α → Kµ,α
as constructed in 7.6.
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Then one can adjust the construction of
iν,β ∶ Pνβ → Kν,β
so that the diagram commutes
iµ,α
Pµ,α
(µ−1α νβ)
∗ (µ−1α νβ)
∗
Kµ,α
Kν,β
iν,β
Pν,β
Proof. Let bµ,α and bν,β be the generating elements of function
fields as above. The embedding Kµ,α ⊆ Kν,β gives rise to a k-rational
function h = F1
F2
, F1, F2 ∈ k[X0,X1], such that h(β, bν,β) = bµ,α and so
b ↦ h(β, b) is the restriction of the map (µ−1α νβ)
∗, b˜ν,β → b˜µ,α, which
extends to embedding of respective fields.
Then in the field Pν,β of formal terms embeds into Pµ,α using the
same rational function h = F1
F2
. 
7.8 Since the family of fields
M0K ∶= {Kµ,α ∶ µ ∈M
0
X, α ∈ Zeros fµ}
forms an inverse system with reprect to embeddings (µ−1α νβ)
∗, the
following inverse lmit is well-defined
K˜ = lim
←M0
Kµ,α
By this definition K˜ is the union of all the function fields of Galois
e´tale covers of X. When speaking of it as a structure we consider it a
field over K, that is with elements of K in K˜ being names. Note that
it automatically names also elements of k.
We give names and consider the multisorted structures definable
or interpretable in X˜et(F) ∶
p˜X ∶= {p˜µ ∶ µ ∈M0}, PX ∶= {Pµ ∶ µ ∈M0}, Pµ ∶= {Pµ,α ∶ α ∈ Zeros fµ}
with relations induced from the ambient structure.
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7.9 Theorem.
1.The field K˜ as a structure is isomorphic to PX via an isomor-
phism
PX ≅iX K˜.
2. PX is bi-interpretable with p˜X, i.e.
PX ≅M p˜X.
3. PX is bi-interpretable with X˜
et(kalg), i.e.
PX ≅M X˜
et(kalg).
Proof. 1. Follows directly from 7.7.
2. Follows directly from 7.6.
3. Claim.
dcl(PX) = X˜et(kalg),
where dcl is taken in the ambient structure.
Proof. First note that
kalg =⋃{k(α) ∶ fµ(α) = 0, µ ∈M0}
and each such α is definable as a code for the sort p˜µ,α in PX. Thus
dcl(PX) ⊃ kalg and so dcl(PX) ⊃ Xµ,α(kalg) for all µ,α.
Consider u ∈ X˜(kalg). Choose elements pµ,α ∈ p˜µ,α and set xµ,α ∶=
pµ,α(u), element of Xµ,α(kalg). By construction u is the unique ele-
ment satisfying the system of equations
xµ,α = pµ,α(u) ∶ µ ∈M0, fµ(α) = 0.
It follows u ∈ dcl{pµ,α, xµ,α ∶ µ ∈ M0, fµ(α) = 0} ⊆ dcl(PX). Claim
follows.
Note that PX ↪ X˜et(kalg) by definition. Together with the claim
this completes the proof. 
7.10 Corollary.
Aut X˜et(kalg) ≅ Aut p˜X ≅ Gal(K˜/K).
7.11 Fact ([6], Corollary 6.17). For a normal scheme X with a func-
tion field K
piet1 (X, x) = Gal(K˜/K),
where piet1 (X, x) is the e´tale fundamental group as defined in [2].
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7.12 Corollary.
piet1 (X, x) ≅ Aut(X˜
et(kalg)).
7.13 Remark. The embedding F/k ↪ X˜
et(F) induces via the func-
tor Aut of section 2 and Proposition 2.12
Γˆ↪ Aut(X˜et(F))↠ AutF/k
in particular, when F = kalg,
Γˆ ↪ piet1 (X, x)↠ Galk.
The following gives a link with a general model theory setting.
7.14 Proposition. In model theory terms piet1 (X, x) is isomorphic
to the Lascar group of theory TX.
Proof. Lascar group for stable theories is known to be isomor-
phic to Aut(acleq(0)) of a model. Hence it is enough to prove that
acleq(0) is bi-interpretable with the substructure p˜X of any model.
Equivalently, acleq(0) = dcl(p˜X).
The inclusion acleq(0) ⊇ p˜X is obvious since p˜X is finitary (the
union of finite sorts). To prove the inverse we can use the language
which names all elements pµ,α in sorts p˜µ. This language is equivalent
to L♯X. and so we can use theorem 6.4 describing definable sets in
models of the theory. It is easy to see that the only finite imaginary
sorts are the ones on finite sorts p˜µ and, by elimination of imaginaries
in algebraically closed fields, subsets of kalg. In terms of language LX
both are part of acleq(0). 
7.15 Definition of piet1 (X, x).
Let x ∈ X(F) and consider the multi-sorted structure
Fx = {µ−1α (x) ∶ µ ∈M
0, fµ(α) = 0}
with relations induced on it from X˜et(F).
Claim. There is an x-definable bijection ix ∶ p˜X → Fx which induces
an interpretation of p˜X in Fx. In particular,
ix(p˜µ,α) = µ−1α (x).
Proof. Note that for each µα,
µ−1α (x) = pµ,α(p
−1(x)) = p(p−1(x)) for any p ∈ p˜µ,α.
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Note that p−1(x) is Lω1,ω-definable in Fx as the projective limit of
{µ−1α (x)}.
For each µα,
µ−1α (x) = pµ,α(p
−1(x)) = p(p−1(x)) for any p ∈ p˜µ,α.
Thus one can set, for each p ∈ p˜µ,α,
ix(p) ∶ p−1(x)→ µ−1α (x), u ↦ p(u),
the restrictions of respective functions X˜(F)→ Xµ,α(F).
The relations between the p˜µ,α descend to relations on Fx in the
obvious way. Claim proved.
Define Fforgetx to be the reduct of Fx to the language expressing the
relations on p˜X only. Then
p˜X ≅M F
forget
x
via the bijection ix.
It follows that Aut p˜X ≅ AutF
forget
x via the bijection ix. Define
piet1 (X, x) = AutF
forget
x .
7.16 Corollary of 6.5 (On the section conjecture). Suppose in 6.4-
6.5 k♯ = k. Then there is a section embedding
Galk → pi
et
1 (X, x).
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