Quaternionic holomorphic geometry: Plucker formula, Dirac eigenvalue estimates and energy estimates of harmonic 2-tori by Ferus, D et al.
University of Massachusetts Amherst
ScholarWorks@UMass Amherst
Mathematics and Statistics Department Faculty
Publication Series Mathematics and Statistics
2001
Quaternionic holomorphic geometry: Plucker
formula, Dirac eigenvalue estimates and energy
estimates of harmonic 2-tori
D Ferus
K Leschke
F Pedit
University of Massachusetts - Amherst, pedit@math.umass.edu
U Pinkall
Follow this and additional works at: https://scholarworks.umass.edu/math_faculty_pubs
Part of the Physical Sciences and Mathematics Commons
This Article is brought to you for free and open access by the Mathematics and Statistics at ScholarWorks@UMass Amherst. It has been accepted for
inclusion in Mathematics and Statistics Department Faculty Publication Series by an authorized administrator of ScholarWorks@UMass Amherst. For
more information, please contact scholarworks@library.umass.edu.
Recommended Citation
Ferus, D; Leschke, K; Pedit, F; and Pinkall, U, "Quaternionic holomorphic geometry: Plucker formula, Dirac eigenvalue estimates and
energy estimates of harmonic 2-tori" (2001). INVENTIONES MATHEMATICAE. 760.
Retrieved from https://scholarworks.umass.edu/math_faculty_pubs/760
ar
X
iv
:m
at
h/
00
12
23
8v
1 
 [m
ath
.D
G]
  2
2 D
ec
 20
00
QUATERNIONIC HOLOMORPHIC GEOMETRY: PLU¨CKER
FORMULA, DIRAC EIGENVALUE ESTIMATES AND ENERGY
ESTIMATES OF HARMONIC 2-TORI
D. FERUS, K. LESCHKE, F. PEDIT AND U. PINKALL
1. Introduction
In the middle of the 19th century two important theories emerged: the first, developed by
Gauss, dealt with the fundamental equations of surfaces in 3-space. The second, developed
by Riemann, was concerned with the properties of complex curves. The latter evolved
into what is now known as the algebraic geometry of curves with nontrivial examples,
powerful methods and beautiful global results. In contrast to this, the former still looks
rather immature even today. After intensive work around the turn of the 19th century by
Darboux, Bianchi and later Blaschke – who mainly studied the local aspects of the theory
– the subject of surfaces in 3-space lost its prominence. The second half of the 20th century
saw a renewed interest in some of the global aspects of the theory. Special surface classes
characterized by curvature properties and variational equations were studied, including
minimal, constant curvature and Willmore surfaces. Despite this, even now the catalogue
of explicit examples of compact surfaces in 3-space is very small compared to the wealth
of explicitly studied algebraic curves.
One of the reasons why algebraic curve theory apparently outperformed surface theory
lies in the latter’s analytic difficulty: the fundamental equation of algebraic curve theory
is the linear, first order Cauchy-Riemann equation, whereas the fundamental equations
of a surface in 3-space, the Gauss-Codazzi equations, are a nonlinear, third order system.
While it is possible to write down explicit formulas for meromorphic functions on a given
Riemann surface, it is almost impossible to write down an explicit conformal parameter-
ization into 3-space of the same Riemann surface, even though such a parameterization
exists [11]. The reader may want to list conformally parameterized surfaces of, say, genus
two.
The analytic differences of the two theories also influenced their respective methods: al-
gebraic curve theory can be formulated in the language of holomorphic line bundles. The
link to extrinsic curve theory is given by the Kodaira embedding. The basis for much of
the theory consists of fundamental results such as the Riemann-Roch Theorem, the Clif-
ford estimate, the Plu¨cker relations and the Abel map. Surface theory in 3-space has an
entirely different flavor: there are no comparable global theorems and the Gauss-Codazzi
equations for various classes of surfaces give rise to qualitatively different systems of differ-
ential equations, each demanding its own theory. These equations are usually formulated
in coordinates or moving frames, which often has the effect that the initial geometric
properties get encoded in coordinate dependent quantities, resulting in non-geometric
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equations. In the rare cases where one can find first and second fundamental forms solv-
ing the Gauss-Codazzi equations globally, it is still very hard to control the periods of
the resulting surface in 3-space. Other global properties, such as the homotopy type, are
almost impossible to detect from the infinitesimal data.
A related issue is the description of surfaces whose defining properties are invariant under
the group of Mo¨bius transformations of 3-space, such as isothermic surfaces (admitting
conformal curvature line parameterizations) or Willmore surfaces (extremizing
∫
H2 where
H is the mean curvature). Due to the larger symmetry group – compared to the euclidean
case – one expects fewer invariants and thus simpler equations. Unfortunately, most de-
scriptions of Mo¨bius invariant surface geometries are given in terms of euclidean quantities,
which obscure the inherent symmetry. If Mo¨bius invariant quantities are used they tend
to be dependent, resulting in over determined systems of equations.
The theme of the present paper is the unification of algebraic curve theory and differential
geometry of surfaces. This unified theory is immediately applicable to surface theory and
addresses a number of its above listed shortcomings. The theory of algebraic curves ap-
pears as a special, some might say singular, case and all of its basic constructions, methods
and results acquire new meaning when viewed from the unified perspective. For instance,
the classical Plu¨cker formula of a holomorphic curve becomes a more fundamental relation
in this unified setup, with applications to Dirac eigenvalue estimates and to estimates on
the energy of harmonic 2-tori.
To guide the reader through our exposition, it will be helpful to explain the fundamental
ideas underlying it. The basic notion in the theory of holomorphic curves is that of a
meromorphic function f (or holomorphic map onto the Riemann sphere CP1) on a Rie-
mann surfaceM . In differential geometric language a meromorphic function is a branched,
conformal immersion and as such satisfies the conformality condition
df(JX) = i df(X) ,
where J : TM → TM is the complex structure and X is a tangent vector to M . Using
the Hodge-star operator to denote pre-composition by the complex structure J , the above
relation takes the more familiar form
∗df = i df
of the Cauchy-Riemann equation, expressing the fact that the (0, 1)-part of df vanishes.
On the other hand, differential geometry of surfaces studies conformal immersions f of a
Riemann surface M into R3. In case the image of f lies in a plane inside R3, admittedly
a rather singular case from the viewpoint of surface geometry, we are just dealing with a
holomorphic map. It is precisely in this sense that we regard complex function theory as
a special case of conformal surface theory.
To translate this conceptual idea into a mathematical one, we rewrite the conformality
condition for an immersion into R3 using quaternions, similar to expressing the Cauchy-
Riemann equation in terms of complex numbers. Recall that an immersion f : M → R3
is conformal if the induced metric is in the conformal class of M . In other words, images
under df of orthogonal tangent vectors of equal length (with respect to any metric in the
conformal class) remain orthogonal and are again of equal length. If N : M → S2 ⊂ R3
denotes the unit normal map which makes f positively oriented then it is easy to check
that we can write the conformality condition as
∗df = N × df .
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If we regard R3 as the imaginary quaternions, ImH , the vector cross product between
perpendicular vectors is given by quaternionic multiplication. Thus, our conformality
equation for an immersion f with unit normal N becomes the Cauchy-Riemann type
equation
∗df = N df
with “varying i”. If f takes values in a 2-plane its unit normal is a constant map, say
N = i, in which case we recover the usual Cauchy-Riemann equation for f . With this in
mind we arrive at the following extended notion of holomorphicity [20]:
Definition. A map f : M → H of a Riemann surface into H is holomorphic if there exists
a map N : M → H with N2 = −1 so that
∗df = N df .
The condition N2 = −1 simply means that N is an imaginary quaternion of length one,
i.e., a map into the 2-sphere in R3. Note that we do not require f to be immersed,
thus allowing for isolated branch points whose structure is described – in a more general
setting – in Section 4. At immersed points our notion of holomorphicity is equivalent to
conformality and the map N is uniquely determined: the Gauss map of f takes values in
the oriented 2-plane Grassmannian S2×S2 of R4, and N is the projection into the first S2.
In particular, if f is R3 valued then N is the unit normal map. A detailed development
of conformal surface theory using quaternionic valued functions, with applications to the
theory of Willmore surfaces, can be found in [7]. For now it is sufficient to keep in mind
that a holomorphic function into H is a conformal map into R4 with isolated branch points.
Even though our notion of holomorphicity for a function f is formulated in euclidean
terms, it is invariant under Mo¨bius transformations of R4. This yields the concept of a
holomorphic map into HP1 = S4 and, more generally, into quaternionic Grassmannians,
found in Section 2.5. For the Mo¨bius invariant formulation and in order to connect to the
holomorphic bundle theory, we have to interpret the holomorphic function f as the ratio
of holomorphic sections of a suitable line bundle. Consider the trivial quaternionic line
bundle
L =M ×H
and denote by ∇ the trivial quaternionic connection given by differentiation of H valued
functions on M . If φ is a fixed constant section then any other section ψ is of the form
ψ = φλ for some function λ : M → H. The bundle L carries the quaternionic linear
endomorphism
Jφ := φN
defined in the basis φ by the map N . Since N2 = −1 the endomorphism J is a complex
structure making L into a rank 2 complex bundle. As such
L = E ⊕ E
is the double of a complex line bundle E whose degree, in caseM is compact with genus g,
is the mapping degree of N : M → S2. Here E is the i-eigenspace bundle of J consisting
of vectors ψ in L for which Jψ = ψ i. Using the complex structure J on L the trivial
connection ∇ decomposes into types
∇ = ∇′ +∇′′ .
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The resulting first order linear operator
∇′′ : Γ(L)→ Γ(K¯L)
satisfies the Leibniz rule
∇′′(ψλ) = (∇′′ψ)λ+ (ψ dλ)′′
over quaternionic valued functions. Since the constant section φ is parallel, it clearly satis-
fies ∇′′φ = 0. But there is a second section in the kernel of ∇′′: due to the holomorphicity
of f also ψ = φf satisfies ∇′′ψ = 0, as one sees from the Leibniz rule. In other words,
given a holomorphic map f : M → H we have attached to it a quaternionic line bundle
with complex structure and a certain quaternionic linear first order operator. Its kernel
contains a 2-dimensional linear subspace of sections with basis ψ, φ ∈ Γ(L) such that f is
the ratio
ψ = φ f .
Any other choice of basis is related by an element of Gl(2,H) which acts by Mo¨bius
transformations on f .
This construction tells us what the notion of a holomorphic structure on a quaternionic
vector bundle with complex structure has to be: an operator of the type ∇′′. Thus,
reminiscent of the theory of complex ∂¯-operators, we describe in Section 2.2 a holomorphic
structure by a first order quaternionic linear operator
D : Γ(L)→ Γ(K¯L)
satisfying the above quaternionic Leibniz rule. Sections are called holomorphic if they
are contained in the kernel of D, and the space of all holomorphic sections is denoted by
H0(L). Given a 2-dimensional linear subspace of holomorphic sections of a quaternionic
holomorphic line bundle, any choice of basis ψ, φ determines a map f : M → H by ψ = φ f ,
provided that φ never vanishes. We use the complex structure J on L to define the map
N : M → S2 ⊂ ImH by
Jφ = φN ,
and then the quaternionic Leibniz rule for D implies the holomorphicity condition ∗df =
N df for the function f . A different choice of basis would have resulted in a Mo¨bius
transform of f .
This correspondence between Mo¨bius equivalence classes of quaternionic valued holomor-
phic functions, i.e., branched conformal immersions, and 2-dimensional linear subspaces of
holomorphic sections of quaternionic holomorphic line bundles is a special instance of the
Kodaira embedding described in Section 2.6. In general, n+1-dimensional linear subspaces
of holomorphic sections (without base points) of a quaternionic holomorphic line bun-
dle correspond to projective equivalence classes of holomorphic maps into n-dimensional
quaternionic projective space. The components of such a map are maps into H that are
all holomorphic with respect to the same N . Thus, through quaternionic linear combi-
nations and projections, a single holomorphic curve into HPn yields families of branched
conformal immersions into R4.
At this point we have a description of conformal surface theory in terms of quaternionic
holomorphic line bundles, in precisely the same way complex holomorphic curves are
described by complex holomorphic line bundles. We now show how the complex theory
fits into our extended setup. In general, a holomorphic structure D does not commute
with the complex structure J on the bundle L. The J-commuting part of D is a complex
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∂¯-operator on L = E⊕E, in fact the double of a ∂¯-operator on E, and therefore describes a
complex holomorphic structure on E. The J-anticommuting part Q of D can be viewed as
a complex antilinear endomorphism of E, the Hopf field of D. The resulting decomposition
of a quaternionic holomorphic structure
D = ∂¯ +Q
allows us to define in Section 2.4 the Willmore energy of the holomorphic structure D,
W = 2
∫
< Q ∧ ∗Q > ,
the L2-norm of the Hopf field. The holomorphic structure D on L = E ⊕ E is a complex
holomorphic structure on E if and only if the Willmore energy of D vanishes. Put dif-
ferently, the moduli space of quaternionic holomorphic line bundles is a bundle over the
Picard group ofM whose fibers are sections of antilinear endomorphism of the base points
E. This (infinite dimensional) bundle carries the natural energy function W whose zero
level set is the Picard group of M .
We now interpret the above quantities in terms of the geometry of a conformal immer-
sion f : M → R3 with unit normal map N : M → S2. We have seen that the relevant
quaternionic line bundle is L = M × H with some fixed constant trivialization φ. The
complex structure J on L is defined via the unit normal by Jφ = φN . As we have seen,
in case M is compact with genus g, the degree of L is the mapping degree 1−g of N . The
holomorphic structure D = ∇′′ is the (0, 1)-part of the trivial connection ∇ on L, and we
know that both φ and ψ = φf are holomorphic sections of L. If we decompose
∇ = ∇+ +∇−
into J-commuting and anticommuting parts then ∇+ is a complex connection on L =
M × H, i.e., [∇+, J ] = 0. As such, ∇+ can be viewed as a complex connection on the
underlying complex line bundle E of L = E ⊕ E. As one expects, ∇+ is closely related
to the Levi-Civita connection on M with respect to the induced metric |df |2. In fact,
E2 can be identified with the tangent bundle and ∇+ corresponds to the Levi-Civita
connection under this isomorphism. On the other hand, the J-anticommuting part ∇−
is an endomorphism of L which, in the trivialization φ, is given by the shape operator
1
2N dN of f . So we see that the above decomposition of the trivial connection ∇ is a
somewhat more refined version of the usual decomposition of derivatives along a surface
into Levi-Civita connection and second fundamental form. The holomorphic structure
D = ∇′′ = ∇′′+ +∇
′′
− = ∂¯ +Q
can now be easily calculated: ∂¯ is a square root of the holomorphic structure ofM , i.e., its
dual is a holomorphic spin structure on M . The Hopf field Q is given in the trivialization
φ by the trace free shape operator
Q = 12N(dN −Hdf) .
The Willmore energy of the quaternionic holomorphic line bundle L thus becomes
W =
∫
(H2 −K)|df |2 ,
K denoting the Gauss curvature, which is the classical Mo¨bius invariant Willmore energy
of the immersion f . Notice that the holomorphic structure D = ∂¯ +Q is indeed invariant
under Mo¨bius transformations of f : the complex holomorphic structure ∂¯, the dual of
the induced spin structure on M , does not change under Mo¨bius transformations and
neither does the trace free part of the shape operator. Also note that the Willmore energy
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vanishes if and only if the surface f is totally umbilic, in which case f takes values in S2
and can be viewed as a complex holomorphic map.
The study of the critical points and values of the Willmore energy on conformal immersions
of a given compact Riemann surface is an important, yet unresolved, problem of classical
surface theory. From our discussion we see that this problem translates to the study of
the critical points and values of the Willmore energy on the moduli space of quaternionic
holomorphic line bundles with the constraint that the bundles admit at least two linearly
independent holomorphic sections. As we have seen above, the condition on the number
of holomorphic sections insures that such line bundles indeed give rise to a conformal map
f : M → HP1 via the Kodaira embedding. When M = S2 this program has recently been
carried out for an arbitrary number of independent holomorphic sections [17]. The critical
points, called Willmore bundles, can all be constructed from rational data generalizing
earlier results of Bryant [6] and others [10, 18]. Related to these issues are the following
more general questions:
i. What can one say about the number h0(L) of holomorphic sections of a quaternionic
holomorphic line bundle L?
ii. Given a linear subspace H ⊂ H0(L) of holomorphic sections of a quaternionic holo-
morphic line bundle L, is there a lower bound on the Willmore energy W in terms of
fundamental invariants such as the dimension of H, degree of the bundle L, genus of
M , etc.?
The general answer to the first question is given by the Riemann-Roch Theorem in Sec-
tion 2.3 which holds in verbatim form for quaternionic holomorphic line bundles:
h0(L)− h0(KL−1) = degL− g + 1 .
Here the degree of L = E ⊕ E is the degree of the underlying complex bundle E, and
all dimension counts are quaternionic. In particular, we get the existence of holomorphic
sections with a lower bound on h0(L) when the degree is large.
Whereas complex holomorphic bundles of negative degree do not admit holomorphic sec-
tions, quaternionic holomorphic bundles generally do. We have seen above that the bundle
induced from a conformal immersion into R3 has degree 1 − g and has at least two in-
dependent holomorphic sections. Unless g = 0, this would be impossible for complex
holomorphic bundles. Thus the Willmore energy cannot be zero in such cases. This leads
in Section 4 to a central result of this paper, the quaternionic Plu¨cker formula, providing
an answer to the second question above. Let H ⊂ H0(L) be an n+ 1-dimensional linear
subspace of holomorphic sections of a quaternionic holomorphic line bundle L of degree
d. Then the Willmore energy satisfies
1
4π (W −W
∗) = (n + 1)(n(1 − g)− d) + ordH ,
which generalizes the classical Plu¨cker formula of a complex holomorphic curve [12].
Roughly speaking, ordH counts the singularities of all the higher osculating curves of
the Kodaira embedding of L, and W ∗ is the Willmore energy of the dual curve, i.e., the
highest osculating curve. For example, a holomorphic curve f in HPn has ordH = 0 if
and only if f is a Frenet curve which, for n = 1, simply means that f is immersed. Note
that in the complex case, where W = 0, the only Frenet curve is the rational normal
curve. This demonstrates again the rather special flavor of the complex theory from our
viewpoint. Since W ∗ is nonnegative we obtain the lower bound
W
4π ≥ (n+ 1)(n(1− g)− d) + ordH
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for the Willmore energy. Equality holds if the bundle L, or rather its Kodaira embedding,
is the dual curve of the twistor projection into HPn of a complex holomorphic curve in
CP
2n+1. In other words, a quaternionic holomorphic line bundle L for which equality
holds can be calculated from a complex holomorphic line bundle by taking derivatives
and performing algebraic operations. In the case of genus zero, the above estimate is
sharp and geometric examples include Willmore spheres [6, 10, 18], Willmore bundles [17]
and, more generally, soliton spheres [24, 5].
To obtain a useful lower bound in higher genus g ≥ 1, we use ordH to compensate for
the negative quadratic term. This results in general quadratic estimates in terms of the
number n+ 1 of holomorphic sections for any g ≥ 1,
W ≥
{
π
g ((n+ g − d)
2 − g2) if n ≥ 0 , n ≥ d , d ≤ g − 1
π
g ((n+ 1)
2 − g2) if n ≥ d− g + 1 , n ≥ g − 1 , d ≥ g − 1 ,
which are discussed in Section 4.5. To summarize, if a quaternionic holomorphic line
bundle has more sections than allowed in the complex holomorphic theory, its Willmore
energy has to grow quadratically in the number of sections.
Classically, the Plu¨cker formula is proven by counting the singularities, i.e., the zeros of
derivatives, of the various osculating curves to a holomorphic curve into CPn. In the
quaternionic setting the osculating curves fail to extend smoothly across the singularities,
requiring a more intrinsic viewpoint. For this purpose we develop in Section 3 the theory
of holomorphic jets for holomorphic structures ∂¯+Q on complex vector bundles whereQ is
complex antilinear. The main advantage of our axiomatic development of jet theory is its
global and geometric flavor needed in our applications to holomorphic curve theory. The
section is self contained, including a discussion on the basic local analytical properties of
the first order elliptic operators ∂¯+Q, which historically appeared as Carlmen-Bers-Vekua
operators in the literature [22].
The paper concludes with two rather different applications of the quaternionic Plu¨cker
formula, demonstrating the extended scope of quaternionic holomorphic geometry. The
first application in Section 5 concerns the spectrum of the Dirac operator on surfaces. We
give quantitative lower bounds for the eigenvalues in terms of their multiplicities m,
λ2areaM ≥
{
4πm2 if g = 0
π
g (m
2 − g2) if g ≥ 1 ,
where the Dirac operator D is defined on a Riemannian spin bundle over a compact surface
of genus g with Riemannian metric. Taking a constant curvature metric on S2, we see
that the bounds are sharp in genus zero. Note that a Riemannian spin bundle L has a
canonical quaternionic holomorphic structure D = ∂¯+Q: up to Clifford multiplication, ∂¯
is the Dirac operator D and the Hopf field Q is the identity map. The eigenvalue equation
Dψ = λψ therefore becomes the holomorphicity condition (∂¯+λQ)ψ = 0, the multiplicity
of λ is given by h0(L), and the Willmore energy is W = λ2areaM . Applying the above
estimates for W to this setting, and keeping in mind that spin bundles have degree g− 1,
we obtain our lower bounds on the Dirac eigenvalues.
In genus zero partial results have already been known: the case of multiplicity one has
been proven by other methods in [2]. Methods from soliton theory, for metrics admitting
continuous symmetries, were used for general multiplicity in [24].
Our estimates for surfaces of higher genus are new.
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The second, and final, application discussed in Section 6 deals with energy estimates
of harmonic 2-tori in S2. It is well known that non-conformal harmonic maps in S2
correspond to constant mean curvature, CMC, surfaces in 3-dimensional space forms.
Since the area of the resulting surface is, up to a constant depending on the size of the
mean curvature, equal to the energy of the harmonic map, we are simultaneously dealing
with area estimates of CMC tori in 3-dimensional space forms. This relationship is most
explicit in the case of CMC surfaces in R3: the harmonic map into S2 is the Gauss unit
normal map of the surface and its energy is twice the area of the CMC surface if the mean
curvatureH = 1. A fundamental property of harmonic 2-tori is given by the fact that they
are solutions to an algebraically completely integrable hierarchy. This means that every
harmonic 2-torus and CMC torus is parametrized by theta functions on a hyperelliptic
Riemann surface of genus g, the spectral genus. In genus zero the harmonic map is a
geodesic on S2 and the associated CMC surface in R3 is the cylinder. Spectral genus one
gives the normals to the rotationally symmetric Delauney surfaces described by elliptic
functions. The Wente torus is an example for spectral genus two, and numerical examples
have been computed and visualized up to spectral genus five [14]. These experiments
suggest that the area, the first integral of motion in the integrable hierarchy, grows with
the spectral genus. Applying our lower bounds for the Willmore energy of quaternionic
holomorphic line bundles we obtain lower bounds, quadratic in the spectral genus, for
the energy of harmonic 2-tori and the area of CMC tori. For instance, if a CMC torus
f : M → R3 has spectral genus g then its area satisfies
area(f) ≥
{
π
4 (g + 2)
2 if g is even, and
π
4 ((g + 2)
2 − 1) if g is odd .
These estimates arise from quaternionic holomorphic bundle theory by considering the line
bundle L =M×H induced by a surface f : M → R3 that was previously described in some
detail. Its complex structure is given in terms of the unit normal mapN : M → S2, and the
holomorphic structure D is the (0, 1)-part ∇′′ of the trivial connection ∇. Furthermore,
the Willmore energy becomes
W =
∫
(H2 −K)|df |2 =
∫
H2|df |2 = area(f)
when f : M → R3 is a 2-torus of constant mean curvature H = 1. The constant mean
curvature condition on f , or equivalently the harmonicity ofN , is expressed by the flatness
of the family of connections
∇λ = ∇+ (λ− 1)∇
′
−
on L. Since ∇′′λ = D for all λ, parallel sections of ∇λ are holomorphic. For a parallel
section to exist over the torus M it has to be a common fixed point of the holonomy Hλ
of the flat connection ∇λ. This is where the spectral curve comes into play: the values
λ ∈ CP1 for which the holonomy Hλ has coinciding eigenvalues, together with λ = 0 and
λ = ∞, define a hyperelliptic compact Riemann surface of genus g branched at those
values. Since ∇λ is a family of Sl(2,C)-connections, unitary for λ on the unit circle, there
are genus g many pairs of branch values (not including λ = 0,∞) that are symmetric with
respect to the unit circle. Each such pair gives rise to a parallel quaternionic section of
L with Z2 holonomy. Therefore we obtain g independent parallel, and thus holomorphic,
sections of L – possibly on a 4-fold covering of M . At λ = 1 the connection ∇λ is trivial
to start with, adding one more holomorphic section to give h0(L) = g+ 1. Up to here we
only used the periodicity of the normal map N . The closing condition of the CMC torus
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f : M → R3 yields an additional holomorphic section, finally resulting in the above area
estimate.
We close with a number of geometric applications of these estimates. Reversing the
viewpoint, we obtain a quantitative bound on the genus of the spectral curve for CMC
and harmonic tori. In particular, we get a different proof that the spectral curve has finite
genus.
For minimal tori in S3 our estimates imply that the area, or Willmore energy, is greater
than 9π > 2π2 for spectral genus four and higher. Therefore, verifying the Willmore
conjecture [25] in this case “only” requires an analysis of the situation in genus two
and three. A similar remark applies to the Lawson conjecture which states that the only
embedded minimal torus in S3 is the Clifford torus. Since it is known [8] that an embedded
minimal torus has area less then 16π it “suffices” to check minimal tori resulting from
spectral genera at most five.
A non-constant harmonic 2-torus in S2 can have energy arbitrarily close to zero, which
can be seen by mapping a very thin torus to a geodesic on S2. Nevertheless, one expects
the harmonic map to take values in an equator if its energy is “small enough”. Indeed, if
the energy of a harmonic torus is below 4π then our estimates imply that it must be an
equator. This value misses the conjectured sharp value of 2π2 by the scalar factor of π2 .
The value 2π2 is attained by the family of normals to the Delauney surfaces, whose limit
is the cylinder.
2. Quaternionic holomorphic geometry
2.1. Preliminaries. We set up some basic notation used throughout the paper. A Rie-
mann surface M is a 2-dimensional, real manifold with an endomorphism field JM ∈
Γ(End(TM)) satisfying J2M = −1. If V is a vector bundle over M , we denote the space
of V valued k-forms by Ωk(V ). If ω ∈ Ω1(V ), we set
∗ω := ω ◦ JM .(1)
For example, sections of the canonical bundle K of M are those ω ∈ Ω1(C) for which
∗ω = iω. The form ω is holomorphic if, in addition, dω = 0.
In calculations it is often useful to identify 2-forms on a Riemann surfaceM with quadratic
forms. If ω ∈ Ω2(V ) then the associated quadratic form, which we will again denote by
ω, is given by
ω(X) := ω(X,JMX) ,(2)
where X ∈ TM . We will frequently use this identification in the following setup: let Vk,
k = 1, 2, 3, be vector bundles over M which have a pairing V1 × V2 → V3. If ω ∈ Ω
1(V1)
and η ∈ Ω1(V2) then the V3 valued 2-form ω∧η, where the wedge is over the given pairing,
corresponds via (2) to the V3 valued quadratic form
ω ∧ η = ω(∗η) − (∗ω)η .(3)
In particular
ω ∧ ∗η = − ∗ ω ∧ η .
Most of the vector bundles occurring will be quaternionic vector bundles, i.e., the fibers
are quaternionic vector spaces and the local trivializations are quaternionic linear on each
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fiber. Using a transversality argument, one can show that every quaternionic vector bundle
over a 2 or 3-dimensional manifold is trivializable.
A quaternionic connection on a quaternionic vector bundle satisfies the usual Leibniz rule
over quaternionic valued functions.
We adopt the convention that all quaternionic vector spaces are right vector spaces. Using
quaternionic conjugation, any occurring left vector space can be made into a right vector
space via λψ = ψλ¯. For example, the dual V −1 of all quaternionic linear forms on V is
naturally a left vector space, but we will always consider it as a right vector space.
If V1 and V2 are quaternionic vector bundles, we denote by Hom(V1, V2) the bundle of
quaternionic linear homomorphisms. As usual, End(V ) = Hom(V, V ) denotes the quater-
nionic linear endomorphisms. Notice that Hom(V1, V2) is not a quaternionic bundle.
Any J ∈ Γ(End(V )) with J2 = −1 gives a complex structure on the quaternionic bundle V .
Since J is quaternionic linear, this complex structure is compatible with the quaternionic
structure. The ±i-eigenbundles V± = {ψ ∈ V ; Jψ = ±ψ i} are complex vector bundles,
via J , whose complex rank equals the quaternionic rank of V . Multiplication by, say j, is
a complex linear isomorphism between V+ and V−. Thus, up to complex isomorphisms,
V = W ⊕ W is a double for a unique complex vector bundle W . Conversely, every
complex vector bundle W can be made into a quaternionic vector bundle V = W ⊕W
with a natural complex structure by doubling: the quaternionic structure is then defined
by (ψ, φ)i := (iψ,−iφ) and (ψ, φ)j := (−φ,ψ) and ij = k. The above two operations are
inverse to each other on the respective isomorphism classes of bundles.
Any complex structure J on V can be dualized to give a complex structure J on V −1
via < Jα,ψ >=< α, Jψ >, where α ∈ V −1 and ψ ∈ V . If V = W ⊕W then V −1 =
W−1 ⊕W−1.
If V is a quaternionic bundle with complex structure J and E is a complex bundle,
we can tensor over C to obtain the quaternionic bundle EV with complex structure
J(eψ) := eJ(ψ). If W is the complex bundle underlying V , then EW is the complex
bundle underlying EV . Over a Riemann surface typical examples of such bundles are
KV = {ω ∈ Ω1(V ) ; ∗ω = J ω} and K¯V = {ω ∈ Ω1(V ) ; ∗ω = −J ω} .(4)
The quaternionic linear splitting
T ∗M ⊗ V = KV ⊕ K¯V(5)
induces the type decomposition of V valued 1-forms ω ∈ Ω1(V ) into
ω = ω′ + ω′′ ,(6)
with K-part ω′ = 12 (ω − J ∗ ω) ∈ Γ(KV ) and K¯-part ω
′′ = 12(ω + J ∗ ω) ∈ Γ(K¯V ).
Given two quaternionic bundles Vk with complex structures, the real bundle Hom(V1, V2)
has two natural complex structures: a left complex structure given by composition with
J2 and a right complex structure given by pre-composition with J1. Unless noted, we will
use the left complex structure on Hom-bundles. Hom(V1, V2) splits into the direct sum
of the two complex subbundles Hom±(V1, V2) of complex linear, respectively antilinear,
homomorphisms. With respect to the left complex structure,
Hom+(V1, V2) = HomC(W1,W2) and Hom−(V1, V2) = HomC(W1,W2) ,(7)
where Wk are the underlying complex bundles to Vk.
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If we have a 1-form ω with values in Hom(V1, V2), it can be of type (1, 0) with respect to
the left or right complex structure. We use the notation
KHom(V1, V2) = {ω ; ∗ω = J2 ω} and Hom(V1, V2)K = {ω ; ∗ω = ω J1}(8)
for the (1, 0)-forms with respect to the left and right complex structures and call such 1-
forms left K, respectively right K. Similar notations apply to (0, 1)-forms. For example,
KHom−(V1, V2) = Hom−(V1, V2)K¯.
On a Riemann surface K ∧ K = 0, so that for 1-forms ω ∈ Γ(Hom(V2, V3)K) and η ∈
Γ(KHom(V1, V2)) we have
ω ∧ η = 0 ,
where the wedge is over composition. A typical example of such type considerations is
the following: let ω ∈ Γ(KHom−(V2, V3)) and η ∈ Γ(K¯Hom(V1, V2)), then ω ∧ η = 0 since
ω is also right K¯.
If V is a quaternionic bundle with complex structure over a compact, 2-dimensional,
oriented manifold M we define its degree to be the degree of the underlying complex
bundle W ,
deg V := degW .(9)
For any complex bundle E over M we then have
degEV = rankV degE + rankE deg V .(10)
As in the complex case degrees can also be calculated by curvature integrals. If B ∈
End(V ) we denote by
< B >:= 14 trR(B)(11)
the trace of B viewed as a real endomorphism. Note that the trace of a quaternionic
endomorphism is not defined, but the real part of the trace is. Our normalization is such
that < B >= Re tr(B) and thus < Id >= rankV . Now assume that ∇ is a connection
on V so that ∇J = 0. Then we have
2π degV =
∫
< JR∇ >(12)
where R∇ is the curvature 2-form of ∇.
Unless we need to emphasize it, the adjective quaternionic will be dropped.
2.2. Quaternionic holomorphic structures. Let V be a quaternionic vector bundle
with complex structure J over a Riemann surface M .
Definition 2.1. A quaternionic holomorphic structure is given by a quaternionic linear
map
D : Γ(V )→ Γ(K¯V )(13)
satisfying the Leibniz rule
D(ψλ) = (Dψ)λ+ (ψdλ)′′ ,(14)
for sections ψ ∈ Γ(V ) and quaterionic valued functions λ : M → H. Here (ψdλ)′′ =
1
2(ψdλ + Jψ ∗ dλ) denotes the K¯-part (5) of the L valued 1-form ψdλ. Note that dλ
′′
would not make sense since H has no distinguished complex structure.
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A section ψ ∈ Γ(V ) is called holomorphic if Dψ = 0. We denote the quaternionic subspace
of holomorphic sections by
H0(V ) := kerD ⊂ Γ(V ) .
We will see below that D is a zero-order perturbation of a complex ∂¯-operator which is
elliptic. This implies that over a compact Riemann surface H0(V ) is finite dimensional.
A bundle homomorphism T : V → V˜ between two quaternionic holomorphic bundles is
called holomorphic if T is complex linear and preserves the holomorphic structures, i.e.,
J˜T = TJ and D˜T = TD. A subbundle V˜ ⊂ V is a holomorphic subbundle if the inclusion
map V˜ ⊂ V is holomorphic. If V˜ ⊂ V is a holomorphic subbundle then the quotient
bundle V/V˜ , with the induced structure, is quaternionic holomorphic and the quotient
projection π : V → V/V˜ is holomorphic.
To describe the space of all quaternionic holomorphic structures we decompose D into
J-commuting and anticommuting parts
D = 12(D − JDJ) +
1
2(D + JDJ) .
It is easy to see that
∂¯ := 12 (D − JDJ)(15)
is again a holomorphic structure. Since ∂¯ is J commuting it is a complex holomorphic
structure on V = W ⊕ W and induces a complex holomorphic structure ∂¯W on the
underlying complex bundle W (see section 2.1). Thus
∂¯ = ∂¯W ⊕ ∂¯W(16)
is the double of the complex holomorphic structure ∂¯W . In the sequel we simply will use ∂¯
and think of it as either the double of a holomorphic structure on W or the holomorphic
structure on W itself, depending on the context. The J-anticommuting part
Q := 12(D + JDJ)(17)
is a section of K¯End−(V ), i.e.,
∗Q = −JQ = QJ .
For reasons explained in [20], we call Q the Hopf field of the holomorphic structure D.
We have thus decomposed every holomorphic structure D on V as
D = ∂¯ +Q ,(18)
with ∂¯ a complex holomorphic structure (on the underlying complex vector bundle W ),
and Q a section in K¯End−(V ). The complex holomorphic theory is characterized by the
absence of the Hopf field Q.
A holomorphic bundle map T : V → V˜ is complex linear and has D˜T = TD. The latter
is equivalent to Q˜T = TQ and ∂¯T = T ∂¯. Thus, a quaternionic holomorphic bundle map
is a complex holomorphic bundle map intertwining the respective Hopf fields.
An antiholomorphic structure on a quaternionic vector bundle V with complex structure J
is a holomorphic structure on the bundle V with the opposite complex structure−J . Thus,
every antiholomorphic structure is of the form ∂ + A with ∂ (the double of) a complex
antiholomorphic structure (on the underlying complex bundle W ) and A a section of
KEnd−(V ).
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There is an obvious relation between holomorphic structures and quaternionic connections.
If ∇ is a quaternionic connection on the bundle V with complex structure J , we have the
type decomposition (6)
∇ = ∇′ +∇′′ ,
where
∇′ = 12(∇− J ∗ ∇) and ∇
′′ = 12(∇+ J ∗ ∇) .(19)
Decomposing ∇′ and ∇′′ further into J-commuting and anticommuting parts, we obtain
∇ = ∇′ +∇′′ = (∂ +A) + (∂¯ +Q) .(20)
In particular, ∇′ and ∇′′ are antiholomorphic, respectively holomorphic, structures on
V . Of course, every quaternionic holomorphic structure D on V can be augmented to a
quaternionic connection in various ways by adding antiholomorphic structures.
Note that ∂ + ∂¯ is a complex connection, i.e., (∂ + ∂¯)J = 0, so that
∇J = (∂ + ∂¯)J + [(A+Q), J ] = 2(∗Q− ∗A) .
Here we used ∗A = JA = −AJ and ∗Q = −JQ = QJ . Differentiating once more, we
obtain
d∇(∇J) = [R∇, J ] = 2 d∇(∗Q− ∗A) ,
where d∇ is the exterior derivative on End(V ) valued forms. We summarize the basic two
formulas,
∇J = 2(∗Q− ∗A) and [R∇, J ] = 2 d∇(∗Q− ∗A)(21)
for a quaternionic connection ∇ on a complex quaternionic vector bundle.
2.3. Pairings and Riemann-Roch. A standard construction of the complex holomor-
phic theory is to use the product rule to relate holomorphic structures on suitably paired
bundles. We will now discuss their quaternionic counter parts.
Definition 2.2. Let V be a complex quaternionic vector bundle. A mixed structure is a
quaternionic linear map
Dˆ : Γ(V )→ Ω1(V )
satisfying the usual Leibniz rule (14) and the condition ∗Dˆ = −DˆJ .
Taking the J-commuting and anticommuting parts of a mixed structure, we learn that
Dˆ+ =
1
2(Dˆ − JDˆJ) =
1
2 (Dˆ + ∗JDˆ) = Dˆ
′′ ,
and similarly,
Dˆ− = Dˆ
′ .
Since J-anticommuting parts are always tensorial we obtain
Dˆ = ∂¯ +A
with ∂¯ a complex holomorphic structure, and A a section of KEnd−(V ). This explains the
term mixed. The motivation for those structures comes from the fact that under the eval-
uation pairing of V −1 with V , holomorphic structures and mixed structures correspond.
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Lemma 2.1. Let V be a quaternionic vector bundle with complex structure J and holo-
morphic structure D = ∂¯ +Q. Then, for α ∈ Γ(V −1) and ψ ∈ Γ(V ), the product rule
1
2 (d < α,ψ > + ∗ d < α, Jψ >) =< Dˆα,ψ > + < α,Dψ >(22)
defines the mixed structure Dˆ = ∂¯ −Q∗ on V −1.
Conversely, given a mixed structure Dˆ = ∂¯ + A on V −1, the above product rule defines
the holomorphic structure D = ∂¯ −A∗ on V .
In the complex setting, Q = 0, the relation (22) defines the dual holomorphic structure on
the dual bundle V −1.
Proof. Given D, or Dˆ, one first shows that (22) is tensorial in ψ, or α. The product rule
then uniquely defines the map Dˆ, or D. It is easy to check their required properties.
Finally, if Q is a section of K¯End−(V ) then Q
∗ is a section of KEnd−(V ) since
< ∗Q∗α,ψ >=< α, ∗Qψ >=< α,QJψ >=< JQ∗α,ψ > .
A fundamental construction of holomorphic bundle theory is the Riemann-Roch pairing
KV −1 × V → T ∗M ⊗H : (ω,ψ) 7→< ω,ψ > .
Unlike in the case discussed above, holomorphic structures do correspond via this pairing
[20]. If V is a quaternionic holomorphic bundle, then there is a unique quaternionic
holomorphic structure D˜ on KV −1 such that
d < ω,ψ >=< D˜ω,ψ > − < ω ∧Dψ >(23)
for ω ∈ Γ(KV −1) and ψ ∈ Γ(V ). The respective Hopf fields are related by
< Q˜ω,ψ > − < ω ∧Qψ >= 0 .(24)
This is precisely the setup needed for the Riemann-Roch Theorem.
Theorem 2.2. Let V be a quaternionic holomorphic vector bundle with holomorphic
structure D over a compact Riemann surface of genus g. Let D˜ be the Riemann-Roch
paired holomorphic structure on KV −1. Then
dimH H
0(V )− dimH H
0(KV −1) = deg V − (g − 1) rank V .(25)
Proof. Integrating (23) over the compact Riemann surface shows that D˜ is the adjoint
elliptic operator to D. Using the invariance of the index of an elliptic operator under
continuous deformations and the Riemann-Roch Theorem in the complex holomorphic
setting, we obtain
dimH H
0(V )− dimH H
0(KV −1)
= dimH kerD − dimH ker D˜ = dimH kerD − dimH cokerD
= 14 indexD =
1
4 index ∂¯
= 12 dimC H
0(W ⊕W )− 12 dimC H
0(KW−1 ⊕KW−1)
= dimC H
0(W )− dimC H
0(KW−1) = degC W − (g − 1) rankC W
= deg V − (g − 1) rank V .
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2.4. The Willmore energy of quaternionic holomorphic structures. Over a com-
pact Riemann surface we can assign to a quaternionic holomorphic structure an energy.
Definition 2.3. Let V be a holomorphic vector bundle over a compact Riemann surface
with holomorphic structure D = ∂¯ + Q. The Willmore energy of V (or, more accurately
D) is defined by
W (V ) = 2
∫
< Q ∧ ∗Q > ,
where <> is the trace form introduced in (11).
Due to (24) the Riemann-Roch paired bundle KV −1 has the same Willmore energy
W (KV −1) = W (V ). When V is a line bundle the trace form is definite on End−(V )
so that the Willmore energy of a holomorphic structure D vanishes if and only if D = ∂¯
is a complex holomorphic structure.
The relationship to the usual Willmore energy on immersed surfaces is discussed exten-
sively in [7], and we will remark on this differential geometric application throughout the
paper.
2.5. Holomorphic maps into Grassmannians. A geometric situation where the above
holomorphic bundle theory applies is that of maps into quaternionic Grassmannians
Gk(H
n). Let Σ → Gk(H
n) denote the tautological k-plane bundle whose fiber over
V ∈ Gk(H
n) is ΣV = V ⊂ H
n. A map f : M → Gk(H
n) is the same as a rank k subbundle
V ⊂ Hn of the trivial Hn-bundle over M via V = f∗Σ, i.e., Vp = Σf(p) = f(p) ⊂ H
n for
p ∈ M . Usually it is clear from the context that one thinks of a vector space as a trivial
bundle over M , so we can avoid the cumbersome notation Hn.
It will be notationally and conceptually useful to adopt a slightly more general setup which
includes maps with holonomy: we replace the trivial Hn-bundle by a rank n quaternionic
vector bundle H over M with a flat connection ∇. A rank k subbundle V ⊂ H gives
rise to a map f : M˜ → Gk(H
n) from the universal cover of M which is equivariant with
respect to the holonomy representation of ∇ inGl(n,H). Conversely, any such equivariant
map defines a flat rank n bundle with a k-plane subbundle. In case the connection ∇ is
trivial, i.e., has no holonomy, H can be identified with the trivial Hn bundle over M , and
∇ is just the directional derivative of Hn valued functions. From now on, we will make
no distinction between an (equivariant) map f into the Grassmannian Gk(H
n) and the
corresponding subbundle V ⊂ H.
The derivative of V ⊂ H is given by the Hom(V,H/V ) valued 1-form
δ = π∇ ,(26)
where π : H → H/V is the canonical projection. Under the usual identification of
TGk(H
n) = Hom(Σ,Hn/Σ) the 1-form δ is the derivative df of f : M → Gk(H
n). We
will say that V ⊂ H is immersed if its derivative δ has maximal rank, i.e., δp(TpM) ⊂
Hom(V,H/V )p is a real 2-plane for p ∈M .
Definition 2.4. Let M be a Riemann surface, H a flat quaternionic n-plane bundle
and V ⊂ H a rank k subbundle. We say that V is a holomorphic curve (thought of
as an equivariant map into the Grassmannian) if there exists a complex structure J ∈
Γ(End(V )), J2 = −1, so that
∗δ = δ J .(27)
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Put differently, V ⊂ H is a holomorphic curve if there is a complex structure J on V such
that δ is a section of Hom(V,H/V )K.
In this setting the degree of the holomorphic curve is the degree of the dual bundle V −1.
It is important not to confuse the notion of holomorphic just given with that of a holo-
morphic subbundle in Definition 2.1: the bundle H does not have a holomorphic structure
so it makes no sense to demand V ⊂ H to be a holomorphic subbundle. Equation (27) is
a Cauchy-Riemann-type relation on the (equivariant) map f : M˜ → Gk(H
n). However, if
all occurring objects were complex (instead of quaternionic) then (27) just gives the usual
condition for complex holomorphic curves into Grassmannians: J would be multiplication
by i, and the subbundle V would then also be a holomorphic subbundle. In this case
everything ties together.
Note that our definition of holomorphicity of a curve f : M → Gk(H
n) is projectively
invariant, i.e., f is holomorphic if and only if Af is holomorphic (with respect to the
complex structure AJA−1 on AV) for any A ∈ Gl(n,H).
A useful equivalent characterization of holomorphic curves V ⊂ H is in terms of mixed
structures (see Definition 2.2): the condition ∗δ = δJ is, via (26), equivalent to the fact
that
Dˆ := 12(∇ + ∗∇J) : Γ(V )→ Ω
1(V )(28)
leaves V invariant. Moreover, Dˆ is a mixed structure on V and as such induces a holo-
morphic structure D on V −1 by the product rule (22): for α ∈ Γ(V −1) and ψ ∈ Γ(V ) the
holomorphic structure is given by
< Dα,ψ >= 12(d < α,ψ > + ∗ d < α, Jψ >)− < α, Dˆψ > .(29)
We therefore obtain
Theorem 2.3. Let V ⊂ H be a holomorphic curve. Then there exists a unique quater-
nionic holomorphic structure D on V −1 with the following property: if α is a local parallel
section of H−1 then its restriction to V ⊂ H gives a local holomorphic section of V −1.
Definition 2.5. The Willmore energy of a holomorphic curve V ⊂ H is given by the
Willmore energy W (V −1) of the holomorphic bundle V −1.
Proof. Equation (29) shows that local parallel sections α of H−1 induce local holomorphic
sections α|V of V
−1. For the uniqueness part take any other holomorphic structure D′ on
V −1 which thus differs from D by a section B ∈ Γ(K¯End(V −1)). Since D and D′ both
annihilate parallel local sections of H−1, also B annihilates such sections. But at each
point p ∈ M we may always choose a basis of V −1p consisting of elements in H
−1
p , which
then can be locally extended to parallel sections and thus Bp = 0.
Example 2.1. At this point it is perhaps helpful to address the most basic example, that
of holomorphic curves f : M → HP1. Recall that the projective geometry of the quater-
nionic projective line HP1 is the conformal geometry of the 4-sphere S4. As discussed
in [7], immersed holomorphic curves in this setting are precisely the conformal immer-
sions into the 4-sphere. Moreover, the Willmore energy of the holomorphic curve f is the
classical Willmore energy
W (f) =
∫
M
H2 −K −K⊥ ,
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where H is the mean curvature vector, K the Gauss curvature, and K⊥ the curvature of
the normal bundle of f , all calculated with respect to some conformally flat metric on HP1.
Conceptually, it is helpful to think about holomorphic curves into HP1 as the “meromor-
phic functions” of the quaternionic holomorphic theory. Curves with zero Willmore energy
are meromorphic functions in the usual sense, i.e., holomorphic maps f : M → CP1.
For any rank k subbundle V ⊂ H we have the perpendicular rank n − k subbundle
V ⊥ ⊂ H−1 of the dual bundle. V ⊥ consists of all linear forms on H which vanish on V .
The pairing between α ∈ V ⊥ and [ψ] ∈ H/V given by
< α, [ψ] >:=< α,ψ >(30)
identifies H/V = (V ⊥)−1. The derivative δ⊥ ∈ Ω1(Hom(V ⊥,H−1/V ⊥)) then becomes the
negative adjoint of the derivative of V , i.e.,
δ⊥ = −δ∗ .(31)
To see this, take α ∈ Γ(V ⊥) and ψ ∈ Γ(V ) so that
0 = d < α,ψ >=< ∇α,ψ > + < α,∇ψ >
=< π⊥∇α,ψ > + < α, π∇ψ >
=< δ⊥α,ψ > + < α, δψ > ,
where we used the same notation ∇ for the dual connection on H−1.
If V ⊂ H is a holomorphic curve, then generally V ⊥ ⊂ H−1 will not be holomorphic (in
contrast to the complex holomorphic setup).
Lemma 2.4. Let V ⊂ H be a subbundle and δ ∈ Ω1(Hom(V,H/V )) its derivative. Then
V ⊥ ⊂ H−1 is a holomorphic curve if and only if there exists a complex structure J on
H/V so that
∗δ = Jδ .(32)
Proof. By definition, V ⊥ ⊂ H−1 is a holomorphic curve if there exists a complex structure
J⊥ on V ⊥ so that
∗δ⊥ = δ⊥J⊥ .
Dualizing this relation and using (31) we obtain the lemma with J = (J⊥)∗.
In particular, both V and V ⊥ are holomorphic curves if and only if there exist complex
structures on V and H/V such that
∗δ = Jδ = δJ ,(33)
in which case δ ∈ Γ(KHom+(V,H/V )).
Now assume that the flat rank n bundle H has a complex structure J ∈ Γ(End(H)),
J2 = −1. According to (20), the flat connection ∇ on H decomposes into
∇ = ∇′ +∇′′ = (∂ +A) + (∂¯ +Q) ,
with ∇′′ = ∂¯ + Q a holomorphic structure on H. Then the dual connection ∇ on H−1
decomposes, with respect to the dual complex structure, into
∇ = (∂ −Q∗) + (∂¯ −A∗) ,(34)
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so that ∂¯ − A∗ is a holomorphic structure on H−1. If V ⊂ H is a J-stable subbundle
then V , H/V and hence V ⊥ = (H/V )−1 have induced complex structures, all of which we
again denote by J . By definition of these complex structures, the canonical projections
π, π⊥ and the identification V ⊥ = (H/V )−1 are complex linear. Now it makes sense to
compare the two notions of holomorphicity of V as a subbundle or as a curve.
Lemma 2.5. Let J be a complex structure on H and V ⊂ H a J stable subbundle. Then
V ⊂ H is a holomorphic subbundle with respect to the holomorphic structure ∇′′ = ∂¯ +Q
if and only if V ⊥ is a holomorphic curve with respect to the complex structure J . The
holomorphic structure (29) on (V ⊥)−1 = H/V is the one induced by ∇′′.
The Willmore energy of the holomorphic curve V ⊥ is given by
W ((V ⊥)−1) = 2
∫
< Q ∧ ∗QH/V >= 2
∫
< Q∗ ∧ ∗Q∗ |V ⊥ > .
Proof. Recall (28) that V ⊥ ⊂ H−1 is a holomorphic curve if and only if the mixed structure
Dˆ⊥ = 12(∇+ ∗∇J) = ∂¯ −Q
∗
leaves V ⊥ invariant. But this is equivalent (30) to ∂¯+Q stabilizing V ⊂ H, i.e., to V being
a holomorphic subbundle of H. Lemma 2.1 then shows that the holomorphic structure D
on (V ⊥)−1 = H/V from Theorem 2.3 is given by ∂¯ +Q on H/V .
If we denote by QH/V the Hopf field of D then (2.5) gives
W ((V ⊥)−1) = 2
∫
< Q ∧ ∗QH/V >= 2
∫
< Q∗ ∧ ∗Q∗|V ⊥ > .
We used that < QH/V ∧∗QH/V >=< Q∧∗QH/V > which holds since Q stabilizes V ⊂ H.
The second equality follows from the fact that Q∗ stabilizes V ⊥ and (QH/V )
∗ = Q∗
|V ⊥
.
Putting the above two lemmas together we get
Corollary 2.6. Let J be a complex structure on H and V ⊂ H a J stable subbundle.
Then we have the following equivalent statements:
i. V and V ⊥ are holomorphic curves with respect to the induced J ’s.
ii. V ⊂ H and V ⊥ ⊂ H−1 are holomorphic subbundles with respect to ∂¯+Q and ∂¯−A∗.
iii. ∗δ = Jδ = δJ .
iv. ∗δ⊥ = Jδ⊥ = δ⊥J .
In particular, the Willmore energies of the holomorphic curves V and V ⊥ are given by
W (V −1) = 2
∫
< A ∧ ∗A |V > and W ((V
⊥)−1) = 2
∫
< Q ∧ ∗QH/V > .
We conclude this section by briefly sketching the relation between holomorphic curves
and certain twistor lifts. If H is an n-dimensional quaternionic vector space we use the
notation (H, i) do indicate that we consider H as a 2n-dimensional complex vector space
via the complex structure given by right multiplication by the quaternion i on H. Let
G∗k(H, i) = {W ⊂ (H, i) ; dimC W = k andW ∩Wj = 0} ⊂ Gk(H, i)
∼= Gk(C
2n) ,
which is an open subset of the Grassmannian of complex k-panes in (H, i), and note that
G∗1(H, i) = G1(H, i)
∼= CPn−1 .
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The familiar twistor projection
π : G∗k(H, i)→ Gk(H)(35)
maps a complex k-plane W ⊂ (H, i) to the quaterionic k-plane V =W ⊕Wj ⊂ H, i.e.,
π(W ) =W ⊕Wj .
The fiber π−1(V ) = G∗k(V, i) consists of all complex k-planes W ⊂ (V, i) such that V =
W ⊕Wj. Any complex structure J ∈ End(V ), J2 = −1, defines a splitting of V into ±i-
eigenspaces of J , so that the fiber π−1(V ) = G∗k(V, i) can also be viewed as the space of all
complex structures on V compatible with the quaternionic structure. Thus we can define
the twistor lift of a quaternionic holomorphic curve V in Gk(H): by Definition 2.4 V has
a complex structure J so that we can decompose V = W ⊕Wj into the ±i eigenspaces
of J on V . Then W is a smooth curve in G∗k(H, i) with π(W ) = V , the twistor lift of the
quaternionic holomorphic curve V . We denote by
δW = πW∇
the derivative of the curve W where πW : H → H/W is the complex linear quotient pro-
jection. Note that ∇ is a flat complex connection on (H, i) = C2n since ∇ is quaternionic
linear.
Lemma 2.7. Let W be a smooth curve in G∗k(H, i) and let V = π(W ) be the twistor
projection. Then V is a quaternionic holomorphic curve if and only if W has vertical ∂¯
derivative, i.e., δ′′W ∈ Γ(K¯HomC(W,V/W )).
In this situation
δ′′W = −Q
∗ ,
where Q ∈ Γ(K¯End−(V
−1)) is the Hopf field (17) of the holomorphic structure induced
by V given in Theorem 2.3.
Moreover, if the complex structure J on V is the restriction of a complex structure J on
H then
δ′′W = A|V ,
where ∇ = ∂ + ∂¯ +A+Q is the usual decomposition (20) of the flat connection on H.
In particular, the quaternionic holomorphic curves V in Gk(H
n) with zero Willmore en-
ergy are the twistor projections V = π(W ) of complex holomorphic curves W in Gk(C
2n)
with W ∩Wj = 0. Note that the last condition is vacuous for k = 1, so that quater-
nionic holomorphic curves L in HPn with zero Willmore energy correspond to complex
holomorphic curves E in CP2n+1 via the twistor projection.
Proof. Let Dˆ = 12(∇+ ∗∇J) and take ψ ∈ Γ(W ), i.e., Jψ = ψi, then we get
δ′′Wψ = πW Dˆψ .
Therefore δ′′W takes values in HomC(W,V/W ) if and only if Dˆ leaves V invariant which,
by (28), is equivalent to V ⊂ H being a holomorphic curve. But G∗k(V, i) is open inside
Gk(V, i) so that the tangent space to the fiber π
−1(V ) at W is given by HomC(W,V/W ).
Since V/W = Wj the quotient projection πW : V → V/W is projection onto the −i-
eigenspace of J and thus
δ′′W = πW Dˆ = Dˆ− = −Q
∗ .
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Note that Q∗ is a section of KEnd−(V ) which, by (7), is the same as KHomC(W¯ ,W ) =
K¯HomC(W,W¯ ) = K¯HomC(W,Wj) = K¯HomC(W,V/W ).
Let V ⊂ H be J-stable for some complex structure on H and assume V is holomorphic
curve with respect to the induced complex structure J on V . Then, by Lemma 2.5, the
holomorphic structure on V −1 is given ∂¯ −A∗ and thus
δ′′W = A|V .
2.6. Kodaira correspondence. The extrinsic geometry of holomorphic curves in Grass-
mannians and the geometry of holomorphic vector bundles are related by the Kodaira
correspondence. To discuss this we need the notion of base points.
Definition 2.6. Let V be a quaternionic holomorphic vector bundle over a compact Rie-
mann surface M . A linear subspace H ⊂ H0(V ) of holomorphic sections of V is called a
linear system. A point p ∈M is said to be a base point for H if the evaluation map
evp : H → Vp , evp(ψ) = ψp
is not surjective. Thus, H is base point free if the bundle homomorphism
ev : H → V
is surjective.
We already have seen in Theorem 2.3 that given a holomorphic curve f : M → Gk(H
n) the
dual V −1 of the induced bundle V = f∗Σ ⊂ Hn has a unique holomorphic structure such
that linear forms α ∈ (Hn)−1 restrict to holomorphic sections α|V ∈ H
0(V −1). If the curve
f is full, i.e., not contained in any lower dimensional Grassmannian, then (Hn)−1 injects
into H0(V −1), and we obtain an n-dimensional linear system H ⊂ H0(V −1) without base
points. Notice that H ⊂ H0(V −1) is invariant under projective transformations of f .
Thus we have assigned to every holomorphic curve, in a projectively invariant way, a
quaternionic holomorphic vector bundle and a base point free linear system.
Conversely, we start with a rank k holomorphic vector bundle V −1 over M and an n
dimensional subspace H ⊂ H0(V −1) of holomorphic sections without base points. Since
the evaluation map ev : H → V −1 is a smooth surjective bundle homomorphism, the dual
bundle map
ev∗ : V → H−1
is injective and defines the smooth curve f : M → Gk(H
−1), where f(p) = (evp)
∗(Vp),
which is full. We now want to show that this curve is in fact holomorphic with respect to
the dual complex structure J coming from V −1. Let us denote the evaluation pairing on
H by < ,>H . Note that if α ∈ H and ψ ∈ Γ(V ) then
< ev∗ψ,α >H=< α,ψ > ,
where the latter is the evaluation pairing on V . Let Dˆ be the mixed structure on V
coming from the holomorphic structure D on V −1 via Lemma 2.1. If α ∈ H ⊂ H0(V −1)
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and ψ ∈ Γ(V ), then the product rule (22) implies that
< ev∗Dˆψ, α >H =< α, Dˆψ >
= 12(d < α,ψ > + ∗ d < Jα,ψ >)
= 12(d < ev
∗ψ,α >H + ∗ d < ev
∗Jψ, α >H
=< 12 (∇ev
∗ψ + ∗∇ev∗Jψ), α >H ,
since ∇α = 0 (α is just a fixed vector in H). Thus,
Dˆev∗(V ) = ev
∗Dˆ
which shows, using (28), that ev∗(V ) ⊂ H−1 is a holomorphic curve. The inclusion
(H−1)−1 into the space of holomorphic sections of ev∗(V )−1 = V −1 has image H, and
is given by the canonical identification of H = (H−1)−1. Let us summarize the above
discussion:
Theorem 2.8. Let M be a compact Riemann surface. Then there is a correspondence
between the following objects:
i. quaternionic holomorphic rank k vector bundles V with a base point free n-dimensional
linear system H ⊂ H0(V ), and
ii. projective equivalence classes of full quaternionic holomorphic curves f : M → Gk(H
n)
into k plane Grassmannians of an n dimensional quaternionic vector space.
Example 2.2. An obvious application of the Kodaira correspondence is the following: let
L−1 be a quaternionic holomorphic line bundle overM with a 2-dimensional linear system
H ⊂ H0(L−1). If H has no base points, we get a holomorphic curve f : M → HP1. If this
curve is immersed, then we have seen in Example 2.1 that f is a conformal immersion
into the 4-sphere. To check whether f is immersed, one has to study the vanishing of the
differential δ ∈ Γ(Hom(L,H2/L)K).
More generally, if the linear system H is n+ 1 dimensional and base point free, we get a
holomorphic curve f : M → HPn. A standard construction in the complex holomorphic
setting is to assign to such a curve its Frenet flag [12] consisting of the various higher
osculating curves. This construction is more subtle in the quaternionic case, since in
general we cannot extend holomorphically across zeros of the derivatives. A necessary step
in the understanding of this construction is to study the zeros of quaternionic holomorphic
sections and their higher order derivatives. To carry this program through, we will work
intrinsically with holomorphic jets.
3. Holomorphic jet bundles
In this section we study the geometry of the jet complex of a first order linear differential
equation on a complex vector bundle over a Riemann surface whose symbol is that of ∂¯.
The quaternionic symmetry is auxiliary for these considerations and will be added at the
end as an important special case.
For our geometric point of view it is advantageous to give an axiomatic development of
the jet complex. The more familiar notion of jets as successive higher derivatives [19] will
become apparent in our construction of an explicit model of the jet complex.
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3.1. The holomorphic jet complex. Throughout V will be a vector bundle with com-
plex structure J over a Riemann surface M .
Definition 3.1. A holomorphic structure on V is a real linear map
D : Γ(V )→ Γ(K¯V )
satisfying the Leibniz rule
D(fψ) = fDψ + 12 (dfψ + ∗dfJψ)
over real valued functions f : M → R. We denote by
H0(V ) = kerD ⊂ Γ(V )
the real linear subspace of holomorphic sections of V .
A bundle map T : V → V˜ between two bundles with holomorphic structures is holomorphic
if T is complex linear and satisfies D˜T = TD.
Remark 1. The standard examples of holomorphic structures are quaternionic holomor-
phic structures, i.e., D is quaternionic linear, and complex holomorphic structures, i.e., D
is complex linear. As we already have seen, the latter are a special case of the former.
Most constructions in section 2 have analogues for the more general case of holomorphic
structures.
Decomposing D into J-commuting and anticommuting parts, we get
D = ∂¯ +Q ,
where ∂¯ is a complex holomorphic structure on V and Q is a section of K¯End−(V ). A
holomorphic bundle map T : V → V˜ then is complex holomorphic and intertwines the
respective Q’s.
We now come to the axiomatic development of the holomorphic jet complex. As usual,
V denotes a rank r complex vector bundle with complex structure J and holomorphic
structure D.
Axiom 1. There exist a sequence of real vector bundles Vn of rank 2r(n + 1) and linear
surjective bundle homomorphisms πn : Vn → Vn−1, n ∈ N, with V0 = V and π0 = 0.
We denote by Nn := ker πn the rank 2r subbundle given by the kernel of πn, so that
Vn/Nn = Vn−1. If the context is clear, we will omit the subscripts and just write π : Vn →
Vn−1. For a given n ∈ N and k ≤ n the subbundles
Fk := Fn,k := ker π
k+1 ⊂ Vn
have rank 2r(k + 1) and give the flag
Vn = Fn ⊃ Fn−1 ⊃ · · · ⊃ F1 ⊃ F0
in Vn with Vn/Fn−1 = V and Nn = F0.
Axiom 2. For each n ∈ N there exists a linear map
dn : Γ(Vn)→ Ω
1(Vn−1) , d0 = 0
satisfying the Leibniz rule
dn(fψ) = fdnψ + dfπn(ψ)
QUATERNIONIC HOLOMORPHIC GEOMETRY 23
over real valued functions. The d’s commute with the π’s, so that
πn−1dn = dn−1πn .
Moreover, the d’s are “flat”, i.e., dn−1dn = 0.
To understand the last condition, observe that d can be uniquely extended to an “exterior
derivative” on 1-forms (in fact, k-forms) by the usual formalism: for ω ∈ Ω1(Vn) and
vector fields X,Y on M ,
dωX,Y = dXω(Y )− dY ω(X) − πω([X,Y ]) .
We shall see below that jets in the kernel of dn are n-th derivatives of holomorphic sections
of V .
It is important to notice that, due to the Leibniz rule, the maps dn become tensorial when
restricted to the kernels Nn. Since d and π commute, d maps kernels into kernels and we
obtain bundle maps
δn := dn|Nn : Nn → T
∗M ⊗Nn−1 ,
which is to say that δn ∈ Ω
1(Hom(Nn, Nn−1)).
Axiom 3. The kernels Nn = ker πn have complex structures Jn (and thus become complex
bundles of rank r), and
δn : Nn → KNn−1(36)
are complex linear bundle isomorphisms for n ≥ 1. On N0 = V we have J0 = J and
δ0 = 0.
To formulate the last axiom, which will tie the given holomorphic structure D to the jet
complex, note that the K¯-part d′′1 =
1
2(d1 + ∗Jd1) is defined since it only involves the
complex structure J on V0 = V .
Axiom 4.
Dπ1 = d
′′
1 .
This last axiom assures that we only consider jets of holomorphic sections of V .
Definition 3.2. Let V be a complex vector bundle with holomorphic structure D. A
sequence of real vector bundles Vn with maps dn and πn satisfying the above axioms is
called a holomorphic jet complex of V , and will be denoted by V.
Let V and V˜ be two complex vector bundles with holomorphic structures D and D˜ and
holomorphic jet complexes V and V˜ . A homomorphism of jet complexes T : V → V˜ is
given by a sequence of real linear bundle homomorphisms Tn : Vn → V˜n commuting with
π and d. In addition, T0 has to be holomorphic.
An immediate consequence of the axioms for a jet complex is the unique prolongation
property of holomorphic sections:
Lemma 3.1. Let V be a complex vector bundle with holomorphic structure D and V a
holomorphic jet complex of V . Let ψ ∈ Γ(Vn) with Dψ = 0 for n = 0 or with dψ = 0 for
n ≥ 1. Then there exists a unique section ψ˜ ∈ Γ(Vn+1) with πψ˜ = ψ and dψ˜ = 0.
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Proof. Choose any lift ψˆ ∈ Γ(Vn+1) of ψ, i.e., πψˆ = ψ. Then
0 = dψ = dπψˆ = πdψˆ ,
so that dψˆ is an Nn valued 1-form. Since d
2 = 0 and d restricts to δ on N ’s, we obtain
0 = d2ψˆ = δ ∧ dψˆ ,
which implies that d′′ψˆ = 0 in case n ≥ 1. For n = 0 we use axiom 4, instead of d2 = 0,
to get
d′′ψˆ = Dπψˆ = Dψ = 0 .
If φ ∈ Γ(Nn+1), then ψ˜ := ψˆ − φ is also a lift of ψ. Moreover, the equation
0 = dψ˜ = dψˆ − dφ = d′ψˆ − δφ
has the unique solution φ = δ−1dψˆ.
Corollary 3.2. For each n ∈ N there is an injective real linear map, the n-th prolongation
of holomorphic sections,
Pn : H
0(V )→ Γ(Vn) , P0 = id ,
satisfying
πkPn = Pn−k and dPn = 0 .
We now turn to the uniqueness and existence of the holomorphic jet complex. For the
uniqueness part, we will prolong bundle homomorphisms using the same ideas as in the
previous lemma.
Theorem 3.3. Let V , V˜ be complex vector bundles with holomorphic structures D, D˜
and holomorphic jet complexes V, V˜. Let T0 : V → V˜ be holomorphic. Then there is a
unique homomorphism T : V → V˜ of jet complexes extending T0.
In particular, the holomorphic jet complex is unique.
Proof. We proceed by induction. Assume that we have constructed extensions Tk for
k ≤ n with the desired properties. Let Tˆ : Vn+1 → V˜n+1 be an extension of Tn such that
π˜Tˆ = Tnπ. Any other extension is of the form Tn+1 = Tˆ − B, where B : Vn+1 → N˜n+1.
The condition d˜Tn+1 = Tnd then becomes
δ˜B = d˜Tˆ − Tnd .(37)
Applying π˜ we get
π˜(d˜Tˆ − Tnd) = (d˜Tn − Tn−1d)π = 0
by the induction assumption. Thus the right hand side of (37) is a Hom(Vn+1, N˜n) valued
1-form. Moreover, this 1-form has no K¯-part since, for n ≥ 1,
δ˜ ∧ (d˜Tˆ − Tnd) = d˜
2Tˆ − d˜Tnd = −Tnd
2 = 0 .
On the lowest level, n = 0, we obtain the same conclusion
d˜′′Tˆ − T0d
′′ = D˜π˜Tˆ − T0Dπ = (D˜Tˆ − D˜T0)π = 0
due to axiom 4 and the assumptions on T0. Since δ˜ : N˜n+1 → KN˜n is invertible, we now
can solve (37) uniquely for B.
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Let T and Tˆ be two extensions of T0 to jet complex homomorphisms. Then their difference
is N˜ valued and in the kernel of δ˜, and thus it is zero. This shows the uniqueness of
extensions.
Remark 2. We only used the invertibility of δ˜ on the target jet complex.
To construct an explicit model of the holomorphic jet complex and for further computa-
tions it is useful to work with “adapted” connections.
Lemma 3.4. Let V be a holomorphic jet complex of a complex vector bundle V with
holomorphic structure D and fix n ∈ N.
i. If T : Vn → Vn+1 is a section of π, i.e., πT = id, then
∇ = dT(38)
is a connection on Vn satisfying
π∇ = d and πR∇ = 0 .(39)
ii. Conversely, any connection ∇ on Vn satisfying (39) is of the form (38) for a suitable
section T of π.
iii. Let ∇ be an adapted connection. Then ∇+ ω is adapted, if and only if ω is a section
of KHom(Vn, Nn).
A connection on a jet bundle Vn with the above properties will be called an adapted
connection. Since a section T of π is given by any choice of splitting
Vn+1 = Nn+1 ⊕Hn
we have adapted connections on all the jet bundles Vn.
Proof. Given T we clearly have
π∇ = πdT = dπT = d
by the properties of d and π. This immediately implies πd∇ = d on 1-forms and thus
πR∇ = πd∇dT = d2T = 0 .
For the converse we note that ω := d − ∇π is linear over real valued functions and thus
defines a 1-form with values in Hom(Vn+1, Vn). But
πω = πd− π∇π = πd− dπ = 0
so that ω is Hom(Vn+1, Nn) valued. Moreover,
δ ∧ ω = d2 − πd∇∇π = −πR∇π = 0
which shows that ω is a section of KHom(Vn+1, Nn). Notice also that ω = δ when
restricted to Nn+1. Thus we have the splitting
Vn+1 = Nn+1 ⊕ kerω
defining T with πT = id, which gives
dT −∇ = (d−∇π)T = ωT = 0 .
Assume now that ω = ∇˜ − ∇ is the difference of two adapted connections. Then πω = 0
so that ω ∈ Ω1(Hom(Vn, Nn)). Using again that d = πd
∇ for an adapted connection, we
get
0 = πR∇˜ = π(R∇ + d∇ω + ω ∧ ω) = πd∇ω = δ ∧ ω ,
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which shows that ω has no K¯-part.
Remark 3. As the proof indicates, we never had to use the holomorphic structure D, i.e.,
axiom 4, in the construction of adapted connections. This reflects the fact that those
connections exist for general jet complexes of vector bundles over any manifold. But we
choose not to present this subject in that generality, since we have no need for it in the
present context.
To give an explicit model of the holomorphic jet complex, we follow the idea that the
successive jet bundles are comprised of successive higher derivatives. Let V be a complex
vector bundle with holomorphic structure D. Put
V1 := V ⊕KV
with π1 projection onto the first factor. Let ∇ be any connection on V whose K¯-part
∇′′ = D. Define
d1 : Γ(V1)→ Ω
1(V ) , d1(ψ,ω) = ∇ψ − ω ,
so that 1-jets in the kernel of d1 are in fact first derivatives of sections in V . We clearly
have the required Leibniz rule for d1. Moreover, N1 = KV and thus has a complex
structure, and the restriction δ1 = d1|N1 is the identity map. To verify axiom 4, we note
that ω′′ = 0 and hence
d′′1(ψ,ω) = ∇
′′ψ = Dπ1(ψ,ω) .
Now let us assume that we have constructed the jet complex up to level n. We put
Vn+1 = Vn ⊕KNn ,
with πn+1 projection onto the first factor. Since, by induction, Nn has a complex structure
also Nn+1 = ker πn+1 = KNn has a complex structure. Let ∇ be an adapted connection
on Vn, and define
dn+1 : Γ(Vn+1)→ Ω
1(Vn)
by
dn+1(ψ,ω) = ∇ψ − ω .
Clearly, the required Leibniz rule holds. Since π∇ = d it follows that πndn+1 = dnπn+1.
The restriction of dn+1 to Nn+1 = ker πn+1 is again given by the identity map δn+1 :
Nn+1 → KNn. To check d
2 = 0 we first note that δn ∧ ω = 0 by type. Thus
dndn+1(ψ,ω) = dn(∇ψ + ω) = dn∇ψ = πnd
∇∇ψ = πnRψ = 0 .
This concludes our construction of the holomorphic jet complex of a complex vector bundle
V over a Riemann surface with holomorphic structure D.
3.2. Complex structures on the holomorphic jet complex. We are now going to
discuss complex structures on the holomorphic jet complex. Since D is not complex linear,
we cannot use Theorem 3.3 to extend J on V canonically to the jet complex. In fact,
there are many ways to choose complex structures Sn on Vn which, in a certain sense, are
adapted to the jet complex:
Definition 3.3. Let S be a complex structure on the jet complex V of a complex vector
bundle V with holomorphic structure D. We say that S is adapted if the π’s are complex
linear and S induces the given complex structures J ’s on ker π’s. In other words, S satisfies
πS = Sπ and S|N = J .(40)
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Given an adapted complex structure S the holomorphic jet bundles Vn become complex
vector bundles which, over a compact Riemann surface, have a degree. It turns out that
the degree of Vn is independent of the choice of adapted complex structure: by the axioms
of the holomorphic jet complex Vn/Nn = Vn−1 and Nn = KNn−1 as complex bundles.
Thus (10) implies
deg Vn =
n∑
k=0
degKkV =
n∑
k=0
k(2g − 2) rank V + deg V(41)
= (n+ 1)(n(g − 1) rankV + degV )(42)
where g denotes the genus of M .
Any adapted S can be used to construct holomorphic structures on every Vn. Since
d|N = δ we see that d
′′
|N = 0, and thus d
′′ induces a linear map
Dn : Γ(Vn)→ Γ(K¯Vn) , Dnπn+1 = d
′′
n+1 .(43)
Clearly, Dn has the Leibniz rule over real valued functions. Thus, we have holomorphic
structures on every Vn and D0 = D. Decomposing into S-commuting and anticommuting
parts we get
Dn = ∂¯n +Qn ,(44)
with complex holomorphic structures ∂¯n on each of the Vn and sections Qn of K¯End−(Vn).
From (43) we obtain
πkDn = Dn−kπ
k ,(45)
and, since πS = Sπ, also
πk∂¯n = ∂¯n−kπ
k and πkQn = Qn−kπ
k .(46)
In particular Dn, ∂¯n and Qn stabilize the flag
Vn ⊃ Fn−1 ⊃ · · · ⊃ F1 ⊃ F0 .
Also note that (43) and (45) imply
ker dn = kerDn ∩ ker d
′
n .(47)
The prolongation maps Pn of Corollary 3.2 satisfy dnPn = 0 so that
Pn : H
0(V )→ H0(Vn) .(48)
In other words, the n-th prolongation takes holomorphic sections of V into holomorphic
sections of Vn.
The next lemma will show that the K¯-part of an adapted connection on Vn gives, as
expected, the holomorphic structure Dn:
Lemma 3.5. Let S be an adapted complex structure on V and ∇ = (∂ + ∂¯)+ (A+Q) an
adapted connection on Vn for fixed n ∈ N. Then
∇′′ = Dn ,
and thus also
∂¯ = ∂¯n and Q = Qn .
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Proof. Lemma 3.4 gives us ∇ = dT for some bundle map T : Vn → Vn+1 with πT = id.
Using (43) this immediately yields
∇′′ = d′′T = DnπT = Dn ,
and hence also the corresponding statements for the S-commuting and anticommuting
parts.
A more subtle feature of the holomorphic jet complex is the existence of a canonical
adapted complex structure. So far we have said nothing about the compatibility of S
with the maps d on the jet complex. Since Dnπ = d
′′
n+1 we have
2Qnπ = (Dn + SDnS)π = d
′′
n+1 + Sd
′′
n+1S = S[d
′′
n+1, S](49)
so that S and d′′ commute only in the complex holomorphic setting Q = 0. On the other
hand, as we will see in the following theorem, the condition [d′, S] = 0 can always be
fulfilled and singles out a unique adapted complex structure S on the holomorphic jet
complex.
Theorem 3.6. Let V be the holomorphic jet complex of the holomorphic structure D on
the complex vector bundle V . Then there exists a unique adapted complex structure S on
V satisfying
[d′, S] = 0 .
This condition is equivalent to the vanishing of the bundle map [d′′, S] on Fn−1 = ker π
n ⊂
Vn.
In particular (49), the holomorphic structures Dn = ∂¯n +Qn satisfy Qn|Fn−1 = 0 so that
the restriction of Dn to the flag Fk induces the complex holomorphic structure ∂¯n.
Proof. Again we proceed by induction. We already have a complex structure on V = V0.
Assume now that we have S up to Vn with the desired properties. To construct Sn+1, first
choose any complex structure Sˆ on Vn+1 extending Sn, i.e., πn+1Sˆ = Snπn, and inducing
Jn+1 on Nn+1. That Sˆ+R, with R : Vn+1 → Vn+1, is another such extension is equivalent
to
imR ⊂ Nn+1 ⊂ kerR
and the fact that R and Sˆ anticommute. Now put Sn+1 := Sˆ + R and determine R so
that
0 = d′Sn+1 − Snd
′ = d′Sˆ − Snd
′ − δR(50)
holds. In this relation d′ is determined by Sn, which we already know. Furthermore,
π(d′Sˆ − Snd
′) = d′πSˆ − Sn−1d
′π = (d′Sn − Sn−1d
′)π = 0 ,
which implies that d′Sˆ − Snd
′ is a section of Hom(Vn+1,KNn). But δn+1 : Nn+1 → KNn
is invertible, so we can solve (50) uniquely for R. The necessary properties for R are now
easily checked: restricted to Nn+1
d′Sˆ − Snd
′ = δn+1Jn+1 − Jnδn+1 = 0 ,
since δn+1 is complex linear. Thus imR ⊂ Nn+1 ⊂ kerR. Finally, R and Sˆ anticommute
because
δSˆR = δJn+1R = JnδR = Snd
′Sˆ + d′ = −δRSˆ .
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It remains to show that d′S = Sd′ is equivalent to the vanishing of Sd′′ − d′′S on Fn−1.
Since πFn−1 = Fn−2 ⊂ Vn−1 we conclude inductively that
π(Sd′′ − d′′S)|Fn−1 = (Sd
′′ − d′′S)|Fn−2 = 0 .
Thus, Sd′′ − d′′S takes values in Nn and, to show its vanishing, it suffices to calculate
δ ∧ (Sd′′ − d′′S) restricted to Fn−1:
δ ∧ (Sd′′ − d′′S) = dSd′′ − dd′′S = d(Sd′′ + d′S) = Sd2 = 0 .
We used d2 = d(d′ + d′′) = 0 and the fact that d′′ : Γ(Fn−1) → Γ(K¯Fn−2), which implies
Sd′′ = d′′S on Fn−1 by induction. The converse is proven similarly.
Remark 4. The arguments used in the construction of the canonical complex structure S
are the same as those in the construction of the mean curvature sphere [7] of a conformal
immersion f : M → HP1. We revisit this aspect in more detail later on, when we will
discuss holomorphic curves in HPn and interpret S as a congruence of osculating CPn’s.
Corollary 3.7. Let ∇ be an adapted connection (39) on the n-th jet bundle of the holo-
morphic jet complex of V and S the canonical complex structure. If ∇ = (∂+ ∂¯)+(A+Q)
is the usual decomposition (20) then
Q|Fn−1 = 0 and πnA = 0 .
Proof. From Lemma 3.5 we have Q = Qn which implies Q|Fn−1 = 0 due to Theorem 3.6.
On the other hand (21) gives ∇S = 2 ∗ (Q−A) which, together with π∇ = d, implies
0 = d′S − Sd′ = π∇′S = −2 ∗ πA .
Remark 5. If S is the canonical complex structure on the holomorphic jet complex of V
then there always exists an adapted connection on Vn with A = 0: let ∇ be any adapted
connection, then Lemma 3.4 implies that ∇˜ = ∇−A is also adapted, since πA = 0.
3.3. Zeros of solutions. Since solutions of D = ∂¯ + Q cannot vanish to infinite order
they vanish, up to higher order terms, like complex holomorphic sections. Thus, zeros are
isolated and we can assign a vanishing order.
Definition 3.4. Let V be a vector bundle over a Riemann surfaceM . A section ψ ∈ Γ(V )
vanishes to order at least k at p ∈M if
|ψ| ≤ C|z|k .
Here z is a centered holomorphic coordinate near p, C > 0 some constant, and |ψ| denotes
any norm on the vector bundle V .
We will use the notation ψ = O(k) to indicate that ψ vanishes to at least order k at p.
Lemma 3.8. Let V be the holomorphic jet complex of the holomorphic structure D on
the complex vector bundle V , and let ψ ∈ Γ(Vn) with dψ = 0. Then
ψ = O(k) if and only if πψ = O(k + 1) .
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Proof. We work with the explicit holomorphic jet complex described above. This means
that ψ = (πψ, ω), with ω a section of KNn−1. The condition dψ = 0 translates into
∇πψ = −ω ,
where ∇ is any adapted connection (39) on the jet complex. Using trivializations near p,
we may assume that all occurring sections are vector valued functions. Moreover, up to
zero order terms, ∇ is the directional derivative. The lemma then follows.
In the next lemma we analyze the zeros of holomorphic sections.
Lemma 3.9. Let V be a complex vector bundle over a Riemann surface M with holo-
morphic structure D = ∂¯ + Q, and let ψ ∈ H0(V ) be a non-trivial holomorphic section
Then, at each p ∈M , there exists a centered holomorphic coordinate z and a local nowhere
vanishing section φ of V , such that
ψ = znφ+O(n+ 1) .
The integer n ∈ N depends only on the section ψ.
In particular, non-trivial holomorphic sections have isolated zeros.
Definition 3.5. In the situation of the lemma we denote by
ordp ψ := n
the order of the zero of ψ ∈ H0(V ) at p ∈M .
Proof. Let ψ be a local trivializing frame of V near p ∈M . Then ψ = ψf with f a local
C
r valued map. Furthermore,
Dψ = ∂¯ψ +Qψ = (∂¯ψ)f + ψ∂¯f + (Qψ)f¯ ,
where we used that Q is complex antilinear. Putting
∂¯ψ = ψα , Qψ = ψβ ,
for local sections α and β of K¯gl(r,C), the equation Dψ = 0 is locally given by
∂¯f + αf + βf¯ = 0 .(51)
By standard results in analysis (e.g., [13],[1]), non-trivial solutions to the above equation
cannot vanish to infinite order (on a connected set). Let n be the order of the smallest
non-vanishing derivative of f at p, i.e.,
f =
n∑
k=0
zn−kz¯kak +O(n+ 1) ,
with ak ∈ C
r not all zero. Inserting back into (51) we obtain
n∑
k=1
kzn−kz¯k−1akdz¯ = O(n) ,
which is only possible if ak = 0 for k = 1, . . . , n. Thus, f = z
na0 + O(n+ 1) and
ψ = znφ+O(n+ 1) where φ = ψa0. Clearly, n depends only on ψ and not on the choice
of trivialization or coordinates.
For later applications it will be useful to explicitly know the leading order term of prolon-
gations of holomorphic sections.
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Lemma 3.10. Let Pk : H
0(V ) → H0(Vk) be the prolongation map. If ψ ∈ H
0(V ) and
ψ = znφ+O(n+ 1) then
Pkψ = z
n−k(n(n− 1) · · · (n− k + 1)φk +O(1)) ,
where φk are local sections of Nk = ker πk such that
δkφk = (−1)
kdzkφ .
In particular, ordp ψ is characterized as the smallest n such that the n-th prolongation of
ψ does not vanish at p.
Proof. Using the explicit representation of the jet complex Vk+1 = Vk ⊕KNk we have
Pk+1ψ = (Pkψ,−∇Pkψ) ,
where ∇ is an adapted connection (39) on the jet complex. To calculate ∇Pkψ we decom-
pose ∇ = ∇ˆ + ω so that ∇˜S = 0 for the canonical complex structure S of Theorem 3.6.
Then
∇Pkψ = n(n− 1) · · · (n− k + 1)(n − k)z
n−k−1dz φk +O(n− k)
and thus
Pk+1ψ = n(n− 1) · · · (n− k + 1)(n − k)z
n−k−1(0,−dz φk) +O(n− k) .
The section φk+1 := (0,−dz φk) is Nk+1 valued and satisfies inductively
δk+1φk+1 = δ
k(−dz φk) = (−1)
k+1dzk+1φ .
Thus we have shown
Pkψ = n(n− 1) · · · (n− k + 1)z
n−kφk +O(n− k)
or, by taking out zn−k,
Pkψ = z
n−k(n(n− 1) · · · (n− k + 1)φk +O(1))
in case when k ≤ n. Note that the O(1) in the last expression generally is not a smooth
function. For k ≥ n + 1 the last formula reduces to Pkψ = z
n−kO(1) which is trivially
true, since the left hand side is smooth. In fact, the O(1) then has to be a O(k − n).
3.4. The quaternionic holomorphic jet complex. We now specialize the above con-
siderations to quaternionic holomorphic structures: let V be a quaternionic holomorphic
vector bundle of rank r over a Riemann surface M with complex structure J and quater-
nionic holomorphic structure D = ∂¯ + Q. Let V be the holomorphic jet complex of D
as discussed above. Scalar multiplication by a quaternion λ : V → V , which also is a
complex linear isomorphism, preserves D and hence lifts via Theorem 3.3 to a unique
isomorphism of Vn commuting with π and d. Thus, Vn becomes a quaternionic vector
bundle of rank r(k+1) and π and d become quaternionic linear. In particular, the kernels
kerπn = Nn ⊂ Vn and the flag
Vn ⊃ Fn−1 ⊃ Fn−2 · · · ⊃ F1 ⊃ F0 ,(52)
will be quaternionic with rankFk = r(k + 1).
The canonical complex structure S on the holomorphic jet complex introduced in The-
orem 3.6 will be quaternionic linear: since λSλ−1 also satisfies the properties in Theo-
rem 3.6, by uniqueness we get S = λSλ−1. From (43), (44) we thus get the quaternionic
holomorphic structures
Dn = ∂¯n +Qn : Γ(Vn)→ Γ(K¯Vn)(53)
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on Vn which induce the complex holomorphic structures ∂¯n on the flag Fk ⊂ Vn for k < n.
Since πDn = Dn−1π, the maps π are quaternionic holomorphic bundle maps. The Hopf
fields Qn are determined by Q via (46), i.e.,
πnQn = Qπ
n .
The prolongation maps Pn : H
0(V ) → H0(Vn) of Corollary 3.2 also become quaternionic
linear.
Theorem 3.11. Let V be a quaternionic holomorphic vector bundle over a Riemann
surface M . Then there exists a unique quaternionic holomorphic jet complex V. The
jet bundles Vn have canonical complex structures Sn given by Theorem 3.6 and canonical
quaternionic holomorphic structures given by (53). The projections π are quaternionic
holomorphic bundle maps and the prolongation maps are quaternionic linear.
4. Quaternionic Plu¨cker formula
We now come to the heart of this paper where we prove the quaternionic analogue of
the classical Plu¨cker relations for a holomorphic curve, or more generally, for a linear
system. The classical Plu¨cker formula relates the basic integer invariants – genus, degree
and vanishing orders of the higher derivatives – of a holomorphic curve in CPn. In the
quaternionic setting we already have seen that there is an additional non-trivial invariant,
the Willmore energy, which also will enter into the quaternionic Plu¨cker relation. Thus,
we will be able to use these relations to estimate the Willmore energy of a holomorphic
curve from below. Since the Willmore energy is zero for complex holomorphic curves, we
also recover the classical Plu¨cker formula.
4.1. Weierstrass points. Let V be a quaternionic holomorphic vector bundle over a
Riemann surface M . We discuss the possible vanishing orders of a linear system H ⊂
H0(V ) at a given point p ∈M . Denote by
n0(p) := min{ordp ψ ; ψ ∈ H }
the smallest vanishing order at p among all holomorphic sections in H. Unless all sections
in H vanish to precisely order n0(p), we define
n1(p) := min{ordp ψ > n0(p) ; ψ ∈ H }
and the linear subspace
H1(p) := {ψ ∈ H ; ordp ψ ≥ n1(p) } ⊂ H
of sections of H vanishing to at least order n1(p). Continuing this procedure we arrive at
a flag of linear subspaces
H ⊃ H1(p) ⊃ H2(p) ⊃ · · · ⊃ Hl(p) ⊃ 0
and strictly increasing vanishing orders
n0(p) < n1(p) < · · · < nl(p)
satisfying
Hk(p) = {ψ ∈ H ; ordp ψ ≥ nk(p) } .
If it is clear from the context, we will suppress the label p and simply write nk and Hk.
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Note that the successive quotients Hk/Hk+1 can have dimensions at least rankV : fix k
and take the nk-th prolongation of the Hj to Vnk . Since the prolongation maps (48) are
injective we have Hk/Hk+1 = PnkHk/PnkHk+1. By Lemma 3.10 the evaluation map
evp : PnkHk/PnkHk+1 → ker πnk
is well defined and injective, and thus
dimHk(p)/Hk+1(p) ≤ dimker πnk = rankV .
Definition 4.1. Let V be a quaterionic holomorphic vector bundle and H ⊂ H0(V ) a
linear system. We call
H ⊃ H1(p) ⊃ H2(p) ⊃ · · · ⊃ Hl(p) ⊃ 0
the Weierstrass flag and
n0(p) < n1(p) < · · · < nl(p)
the Weierstrass gap sequence of H at p ∈M . The successive quotients of the Weierstrass
flag satisfy
dimHk(p)/Hk+1(p) ≤ rankV .
For a quaternionic holomorphic line bundle L the situation simplifies considerably: if
H ⊂ H0(L) is an n + 1-dimensional linear system the Weierstrass flag at each p ∈ M
becomes the full flag
H = Hn ⊃ Hn−1 ⊃ · · · ⊃ H1 ⊃ H0(54)
with dimHk = k + 1. Note that we relabeled the elements of the flag according to their
(projective) dimension. Generically one expects the Weierstrass gap sequence nk = k.
The excess to the generic value gives an integer invariant of H:
Definition 4.2. Let L be a quaternionic holomorphic line bundle over a Riemann surface
M and H ⊂ H0(L) an n + 1-dimensional linear system with Weierstrass gap sequence
n0 < n1 < · · · < nn. The order at p ∈M of the linear system H is defined by
ordpH :=
n∑
k=0
(nk(p)− k) =
n∑
k=0
nk(p)−
1
2n(n+ 1) .
A point p ∈M is called a Weierstrass point (of the linear system H) if ordpH 6= 0.
We will see below that Weierstrass points are isolated and thus there are only finitely
many of them on a compact Riemann surface M . In this case we define the order of H by
ordH :=
∑
p∈M
ordpH .
The Weierstrass points of a holomorphic curve f : M → HPn are the Weierstrass points of
the induced linear system H ⊂ H0(L−1) via the Kodaira correspondence (Theorem 2.8),
where L = f∗Σ is the pull back of the tautological bundle.
For further applications it is important to understand the relationship between Weierstrass
points and prolongations of holomorphic sections. Given the n + 1-dimensional linear
system H ⊂ H0(L) we define the bundle map
P : H → Ln by Pp := evp ◦ Pn ,(55)
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where Pn : H
0(L) → H0(Ln) is the n-th prolongation map (48) of the holomorphic jet
complex L of L. This map will play a crucial role in our discussion of the Plu¨cker relations
later on.
Lemma 4.1. A point p ∈M is a Weierstrass point precisely when Pp fails to be an iso-
morphism. Away from Weierstrass points, P maps the Weierstrass flag Hk in H isomor-
phically to the flag Fk = ker π
k+1 in Ln given by (52). Therefore, away from Weierstrass
points the Weierstrass flag Hk ⊂ H is a smooth flag.
In particular, if the linear system H has no Weierstrass points, P : H → Ln is a bundle
isomorphism mapping the Weierstrass flag Hk to the flag Fk.
Proof. If p ∈ M is a Weierstrass point then there is a non-trivial section ψ ∈ H with
ordp ψ ≥ n+ 1. Lemma 3.10 then implies that Pp(ψ) = 0, i.e., Pp is not an isomorphism.
On the other hand, if p ∈ M is not a Weierstrass point then Pp : H → (Ln)p is clearly
injective: Pp(ψ) = 0 implies that ψ vanishes to at least order n+ 1 at p, and thus has to
be identically zero. From Corollary 3.2 we get πkPn = Pn−k, so that π
k+1PpHk = 0 and
thus PpHk ⊂ (Fk)p. Since dimHk = rankFk the claim follows.
4.2. Frenet curves. The Kodaira correspondence assigns to a base point free linear
system a holomorphic curve. We will now discuss curves arising from linear systems
without Weierstrass points in more detail. They demonstrate a number of conceptual
features without the technical difficulties arising from the existence of Weierstrass points.
Whereas Weierstrass points are generic in the complex case – the only curve without
Weierstrass points is the rational normal curve – they are in a certain sense “non-generic”
in the quaternionic setting.
Let V be a flat quaternionic vector bundle of rank n + 1 and L ⊂ V a line subbundle.
Recall that by Definition 2.4 L is a holomorphic curve if there exists a complex structure
J on L such that ∗δ = δ J . Here δ = π∇ ∈ Γ(Hom(L, V/L)K) is the derivative of L ⊂ V ,
where π : V → V/L is the canonical projection and ∇ the flat connection on V . In this
situation we already have seen in Theorem 2.3 that the dual bundle L−1 has a canonical
holomorphic structure.
Definition 4.3. Let L ⊂ V be a holomorphic curve. A Frenet flag for L is given by the
following data:
i. A full flag
V0 = L ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V
of quaternionic subbundles of rankVk = k + 1 starting with L, such that
∇Γ(Vk) ⊂ Ω
1(Vk+1) .
In this case the derivatives of Vk ⊂ Vk+1 are given by
δk := πk∇ : Vk/Vk−1 → T
∗M ⊗ Vk+1/Vk
where πk : V → V/Vk is the k-th quotient projection.
ii. Complex structures Jk on the successive quotient line bundles Vk/Vk−1, J0 = J , such
that the derivatives δk satisfy
∗δk = Jk+1δk = δkJk ,
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which is to say that δk ∈ Γ(KHom+(Vk/Vk−1, Vk+1/Vk)). Additionally we demand
each
δk : Vk/Vk−1 → K Vk+1/Vk
to be an isomorphism of line bundles.
A holomorphic curve L ⊂ V is called a Frenet curve if L has a Frenet flag (which then is
necessarily unique).
The elements Vk ⊂ V of the Frenet flag are the k-th osculating curves to the curve L.
We will see below that they too are holomorphic curves. For now we content ourselves to
observe that the derivative of the highest osculating curve Vn−1 ⊂ V satisfies
∗δn−1 = Jnδn−1 ,
where we interpret δn−1 as a section of KHom(Vn−1, V/Vn−1) by composing with the
projection Vn−1 → Vn−1/Vn−2. Lemma 2.4 then implies that V
⊥
n−1 ⊂ V
−1 is also a
holomorphic curve.
Definition 4.4. Let L ⊂ V be a Frenet curve with Frenet flag Vk. Analogous to the
complex case we call V ⊥n−1 ⊂ V
−1 the dual curve to L and denote it by L∗.
Of course, L∗ ⊂ V −1 is again a Frenet curve with Frenet flag V ⊥k and (L
∗)∗ = L.
Example 4.1. The simplest examples of Frenet curves are immersed holomorphic curves
in HP1, i.e., conformal immersions into the 4-sphere [7]. If L ⊂ V is immersed and V has
rank 2, we use the derivative δ to transport the complex structure J to V/L: take any
non-zero tangent vector X ∈ TpM , then δX is non-zero, and define J1 on V/L at p by
J1δX := δXJ .
Due to (27) this gives J1 independently of the choice of non-zero X. By construction we
then have
∗δ = J1δ = δJ
and L ⊂ V is a Frenet flag. In this case the dual curve L∗ is just L⊥.
We now show that the Weierstrass flag of a linear system without Weierstrass points is a
Frenet flag.
Theorem 4.2. Let L−1 be a holomorphic line bundle with an n + 1-dimensional linear
system H ⊂ H0(L−1) without Weierstrass points and let L ⊂ H−1 be the Kodaira embed-
ding of L. Then the Weierstrass flag Hk ⊂ H is the Frenet flag of the dual curve L
∗ = H0.
In particular, the Kodaira embedding L ⊂ H−1 is a Frenet curve with Frenet flag H⊥k .
Proof. Let L˜ denote the jet complex of the holomorphic bundle L−1. Since H has no
Weierstrass points the bundle map
P : H → L˜n , Pp = evp ◦ Pn
is an isomorphism by Lemma 4.1 and maps the Weierstrass flag Hk to the flag Fk =
kerπk+1 in L˜n. It thus suffices to show that Fk is a Frenet flag. Put V
−1 := L˜n which
has the trivial connection ∇ coming from the directional derivative in H via P . Since
dPn = 0, but also ∇Pn = 0, we obtain π∇ = d, so that ∇ is an adapted connection. But
then
πk+2∇ = πk+1dα = dπk+1
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which implies
∇Γ(Fk) ⊂ Ω
1(Fk+1) .
The successive quotients Fk/Fk−1 get mapped by π
k isomorphically to the kernels Nn−k ⊂
L˜n−k and therefore have a complex structure. Now let δk ∈ Ω
1(Hom(Fk/Fk−1, Fk+1/Fk))
be the derivatives of the flag Fk and let δ˜ be the restrictions of d to the kernels kerπ in
the jet complex L˜. Then, on Fk/Fk−1, we have
πk+1δk = π
k+1∇ = πkd = dπk = δ˜n−kπ
k
which implies that δk : Fk/Fk−1 → K Fk+1/Fk is an isomorphism of line bundles. Thus
Fk is a Frenet flag by Definition 4.3.
Finally, H0 ⊂ H is the dual curve to the Kodaira embedding L ⊂ H
−1 if and only if
L = H⊥n−1 ⊂ H
−1. But this follows immediately since the kernel of the evaluation map
evp : H → L
−1
p
is Hn−1(p) and the Kodaira correspondence is given by Lp = (ker evp)
⊥.
Note that in the situation of the above theorem the dual isomorphism
P ∗ : L˜−1n → H
−1
maps the dual flag F⊥k to the Frenet flag H
⊥
k of the Kodaira embedding L ⊂ H
−1. Since
F⊥k = L˜
−1
n−k−1 via the inclusion (π
k+1)∗ : L˜−1n−k−1 → L˜
−1
n we see that the Frenet flag of
the curve L ⊂ H−1 consists of the first n jet bundles of the holomorphic jet complex L˜ of
L−1. The next theorem shows that the converse also holds.
Theorem 4.3. Let Vk be the Frenet flag of the Frenet curve L ⊂ V . Then L˜k := V
−1
k
are the first n jet bundles of the holomorphic jet complex L˜ of the holomorphic line bundle
L−1.
The linear system H ⊂ H0(L−1), induced by the Kodaira correspondence, is given by
H = V −1 and the bundle map P : H → L˜n introduced in (55) is the identity map. In
particular, Frenet curves have no Weierstrass points.
Proof. We first verify the axioms of the holomorphic jet complex: dualizing the Frenet
flag we obtain the sequence of surjective bundle homomorphisms
L˜n
πn→ L˜n−1
πn−1
→ · · ·
π2→ L˜1
π1→ L˜0 = L
−1
whose kernels are
Nk = ker πk = (Vk/Vk−1)
−1 .
Thus we have complex structures on each Nk by dualizing the complex structures on
Vk/Vk−1. Next we define dk : Γ(L˜k)→ Ω
1(L˜k−1) by the obvious product rule
< dkα,ψ >:= d < πkα,ψ > − < α,∇ψ > ,(56)
where α ∈ Γ(L˜k), ψ ∈ Γ(Vk−1) and ∇ is the flat connection on V = Vn. Since ∇ : Γ(Vk)→
Ω1(Vk+1) this is well defined. It is routine to check the required Leibniz rule for dk.
Furthermore, dk−1dk = 0 since ∇ is flat. To calculate the restriction δ˜k of dk to Nk we
take α ∈ Γ(Nk), i.e., α is a section of V
−1
k vanishing on Vk−1, and ψ ∈ Γ(Vk−1). Then
< δ˜kα,ψ >=< dkα,ψ >= − < α,∇ψ >= − < α, δk−1ψ >
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so that
δ˜k = −δ
∗
k−1 .
The properties of δk now imply that δ˜k : Nk → KNk−1 are complex linear isomorphisms.
To verify the last axiom Dπ1 = d
′′
1 , where D denotes the holomorphic structure on L
−1,
we take α ∈ Γ(L˜1) and ψ ∈ Γ(L) to calculate
< d′′1α,ψ > =
1
2 < d1α+ ∗Jd1α,ψ >
= 12(d < π1α,ψ > + ∗ d < π1α, Jψ >)−
1
2(< α,∇ψ + ∗∇Jψ >)
= 12(d < π1α,ψ > + ∗ d < π1α, Jψ >)−
1
2(< π1α,∇ψ + ∗∇Jψ >)
=< Dπ1α,ψ > .
We used (28) to see that ∇ψ + ∗∇Jψ is again a section of L and the definition (29) of
the holomorphic structure on L−1. But the jet complex up to any level is determined
uniquely by the axioms in section 3.1.
By Definition 4.3 any Frenet curve L ⊂ V is full. The linear system H ⊂ H0(L−1) induced
by the Kodaira correspondence (Theorem 2.8) is therefore equal to H = V −1. If α ∈ H
then
πnα = α|L and dnα = 0 ,
where the latter follows from (56). Therefore the n-th prolongation of α ∈ H is given by
Pn(α) = α, i.e., P : H → L˜n is the identity map. Lemma 4.1 then implies that the curve
L, or equivalently, the linear system H, has no Weierstrass points.
Putting the last two theorems together we get bijective correspondences between the
following objects:
i. Frenet curves in HPn up to projective equivalence,
ii. n+ 1-dimensional linear systems without Weierstrass points, and
iii. Holomorphic jet complexes of holomorphic line bundles (up to isomorphisms) whose
n-th jet bundles admit a trivial, adapted connection.
To see that the osculating curves Vk of a Frenet curve L ⊂ V also are holomorphic, we
need to put a complex structure on V which stabilizes the Frenet flag and induces the
given complex structures on the quotients Vk/Vk−1. By the above correspondence such a
complex structure always comes from an adapted complex structure on the holomorphic
jet complex of L−1. As we have seen in Theorem 3.6 there is a canonical complex structure
on the holomorphic jet complex.
Theorem 4.4. Let L ⊂ V be a Frenet curve with Frenet flag Vk. Then there exists a
unique complex structure S on V such that
i. S stabilizes the flag Vk and induces the given complex structures Jk on the quotients
Vk/Vk−1.
ii. If ∇ = ∂ +A+ ∂¯ +Q is the type decomposition (20) with respect to S then
Q|Vn−1 = 0 or, equivalently A(V ) ⊂ L .
The elements Vk of the Frenet flag are holomorphic, both as curves and as subbundles,
and so is the Frenet flag for the dual curve L∗. Moreover, if M is compact of genus g we
have the unramified Plu¨cker relation
W (L−1)−W ((L∗)−1) = 4π(n+ 1)(n(1 − g)− d)(57)
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where d = degL−1 denotes the degree of the holomorphic curve L.
In the case when L is a complex holomorphic curve also L∗ is complex holomorphic.
Therefore their Willmore energies vanish and we recover the unramified Plu¨cker relation
n(1−g) = d. These imply g = 0 so that L is a degree n rational curve in CPn, the rational
normal curve.
Proof. We have seen in Theorem 4.3 that the dualized Frenet flag V −1k consists of the first
n jet bundles of the holomorphic jet complex L˜ of L−1. Theorem 3.6 provides us with a
canonical adapted complex structure S on L˜. Therefore the dual complex structure S∗n on
V , which we again call S, leaves the Frenet flag invariant and induces Jk on the quotients
Vk/Vk−1. On V respectively V
−1 we can now decompose (20) the connections
∇ = ∂ +A+ ∂¯ +Q and ∇∗ = ∂ −Q∗ + ∂¯ −A∗
with respect to S. Due to (56) the dual connection ∇ on L˜n = V
−1 satisfies πn∇ = dn
and hence is adapted (39). Corollary 3.7 then implies
πQ∗ = 0 and A∗|L⊥ = 0
which is equivalent to
Q|Vn−1 = 0 and A(V ) ⊂ L .
Since
∗δk = Sδk = δkS
Corollary 2.6 implies that Vk ⊂ V and V
⊥
k ⊂ V
−1 are holomorphic, both as subbundles
and curves.
To see that S is unique we note that the conditions of the theorem imply that the dual
complex structures Sk on L˜k = V
−1
k satisfy the requirements of Theorem 3.6 for the first
n jet bundles. Thus, Sk are the unique adapted complex structures on the holomorphic
jet complex of L˜.
To verify the unramified Plu¨cker relations we integrate the trace of the curvature
R∇ = R∂+∂¯ + d∂+∂¯(A+Q) + (A+Q) ∧ (A+Q)
of the flat connection ∇ on V . Except d∂+∂¯(A+Q), which anticommutes with S, all other
terms are S commuting so that
0 = R∇+ = R
∂+∂¯ +A ∧A+Q ∧Q ,
where we used that A ∧ Q = Q ∧ A = 0 by type. Multiplying this last relation by S we
obtain
SR∂+∂¯ = A ∧ ∗A−Q ∧ ∗Q
and, taking traces, also
< SR∂+∂¯ >=< A ∧ ∗A > − < Q ∧ ∗Q > .
Considering that Q|Vn−1 = 0 and A(V ) ⊂ L, we obtain
< SR∂+∂¯ >=< A ∧ ∗A |L > − < Q ∧ ∗Q V/Vn−1 >
which, together with Corollary 2.6 and (12), implies
4π deg V =W (L−1)−W ((L∗)−1) .
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Since V −1 = L˜n we obtain from (41)
deg V = − deg L˜n = (n+ 1)(n(1 − g)− d)
which finishes the proof.
Before we continue we give a more geometric interpretation of the above result by ex-
plaining its connection to the mean curvature sphere of a conformally immersed surface.
For this assume V = Hn+1 to be the trivial bundle so that L ⊂ V is a Frenet curve in
HP
n. The holomorphic curves Vk then are the k-th osculating curves in Gk+1(H
n+1) of
L. The canonical complex structure S on V , given by the above theorem, describes a
“congruence” of osculating CPn’s along the curve L.
To see this we regard Hn+1 = C2n+2 via right multiplication by the quaternion i. Let
W ⊂ Hn+1 be a complex linear subspaces satisfying W ⊕Wj = Hn+1. Then the map
W ⊃ wC 7→ wH ⊂ Hn+1
is injective and defines a CPn ⊂ HPn. Note that W and Wj give rise to the same CPn.
On the other hand, splittings Hn+1 = W ⊕Wj are the same as linear endomorphisms
S on Hn+1 with S2 = −1 by declaring W to be the i-eigenspace of S. Therefore, any
complex structure S on Hn+1 gives rise to the CPn ⊂ HPn consisting of all quaternionic
lines fixed by S.
To see that the congruence of CPn’s given in Theorem 4.4 is indeed osculating the curve
L we note that, since S(L) ⊂ L, the CPn’s pass through the curve L at each point. But
we also know that the derivative δ of L is a section of KHom+(L,H
n+1/L). Since the
tangent space to CPn ⊂ HPn at the point Lp is given by Hom+(L,H
n+1/L)p, we see that
our curve L is tangent to the congruence of CPn’s. Of course, all of this would also hold
for any adapted complex structure S. The property Q|Vn−1 = 0, picking out a unique
osculating congruence of CPn’s, is an n + 1-st order tangency condition on the curve L,
which is easiest to interpret in the case of curves into HP1.
Example 4.2. In our standard example of a conformal immersion f : M → HP1, which is
a Frenet curve, the congruence of osculating CP1’s is the classical mean curvature sphere
congruence [7], or conformal Gauss map, of the immersion f . The mean curvature sphere
at a given point p ∈M is the unique 2-sphere in S4 = HP1 touching f at f(p) and having
the same mean curvature vector as f at this point. Notice that to formulate this last –
second order – condition we had to break the Mo¨bius symmetry and introduce euclidean
quantities. The formulation given in Theorem 4.4 is intrinsically Mo¨bius invariant.
Given a Frenet curve L in HPn the unramified Plu¨cker relation gives an estimate of its
Willmore energy from below
W (L−1) ≥ 4π(n + 1)(n(1 − g)− d)(58)
in terms of dimension, genus, and degree. From Theorem 4.4 we see that equality holds
if and only if the dual curve L∗ has zero Willmore energy. To characterize Frenet curves
for which (58) becomes an equality it thus suffices to describe Frenet curves with zero
Willmore energy.
Lemma 4.5. Let L be a Frenet curve in HPn with W (L−1) = 0. Then L is the twistor
projection (35) of a complex holomorphic curve E in CP2n+1 whose Weierstrass gap se-
quence nk = k for k = 0, . . . , n and whose n-th osculating curve Wn ⊂ H
n+1 = C2n+2
satisfies Wn ⊕Wnj = H
n+1.
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Proof. Let Vk ⊂ H
n+1 be the Frenet flag of L and let S be the complex structure on Hn+1
given in Theorem 4.4. As usual we consider Hn+1 = C2n+2 via right multiplication by the
quaternion i. Since S stabilizes the flag Vk we have
Vk =Wk ⊕Wkj
with Wk the i-eigenspace of S on Vk. From Lemma 2.7 we know that L has zero Willmore
energy if and only if the twistor lift E = W0 is a complex holomorphic curve in CP
2n+1.
The derivatives of the Frenet flag
δk : Vk/Vk−1 → KVk+1/Vk
commute with S and thus induce
δk : Wk/Wk−1 → KWk+1/Wk ,
which are easily seen to be the derivatives of the first n osculating curves Wk of the
complex holomorphic curve E. Since δk are isomorphisms the curve E has the Weierstrass
gap sequence nk with nk = k for k ≤ n.
Combining this lemma with the remarks above we obtain the following characterization
of Frenet curves for which equality holds in (58).
Corollary 4.6. Let L be a Frenet curve in HPn of degree d and genus g. Then
W (L−1) = 4π(n + 1)(n(1 − g)− d)
if and only if the dual curve L∗ is the twistor projection of a holomorphic curve E in
CP
2n+1 whose Weierstrass gap sequence nk = k for k = 0, . . . , n and whose n-th osculating
curve Wn ⊂ H
n+1 = C2n+2 satisfies Wn ⊕Wnj = H
n+1.
Proof. From Theorem 4.4 we see that equality holds in (58) if and only if the dual curve
L∗ has zero Willmore energy. By Lemma 2.7 this is equivalent to L∗ = π(E) being the
twistor projection of a holomorphic curve in CP2n+1.
4.3. The general Plu¨cker relation. In Theorem 4.4 we gave the quaternionic version of
the unramified Plu¨cker relation, that is, the Plu¨cker formula for a linear systemH ⊂ H0(L)
without Weierstrass points. In this situation we conclude from Lemma 4.1 that the bundle
map
P : H → Ln , Pp = evp ◦ Pn ,
where Ln is the n-th jet bundle of the holomorphic jet complex L of L, is an isomorphism.
Moreover, by Theorem 4.2 the flag Fk = ker π
k+1 ⊂ Ln is the Frenet flag of the dual curve
(L∗)−1 = F0 of the Kodaira embedding L
−1 ⊂ L−1n
∼= H−1. Here we view Ln as a trivial
bundle via the trivial connection ∇ induced by pushing forward the directional derivative
in H by P . By construction ∇P = 0 and, since dP = 0, we conclude π∇ = d, so that ∇
is a flat adapted connection on Ln. Let
∇ = ∇ˆ+A+Q
be the decomposition into S-commuting and anticommuting parts (20) with respect to
the canonical complex structure S on L given in Theorem 3.6. Then
W (L) = 2
∫
M
< Q ∧ ∗Q > , W (L∗) = 2
∫
M
< A ∧ ∗A > ,
and the unramified Plu¨cker relation for the linear system H ⊂ H0(L) is given by
W (L)−W (L∗) = 4π(n + 1)(n(1− g) − d) ,(59)
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where g is the genus of M and d = degL is the degree of the holomorphic line bundle L.
Note that this formula is identical to the one given in Theorem 4.4 after exchanging the
roles of L and L−1 .
In the general case, when the linear system H has Weierstrass points, the bundle map
P : H → Ln fails to be an isomorphism precisely at the Weierstrass points by Lemma 4.1.
As we shall see below in Lemma 4.9, there are only finitely many such points pα ∈ M ,
α = 1, . . . , N , for the given linear system H. Denote by M0 =M \ {p1, . . . , pN} the open
Riemann surface punctured at the Weierstrass points. Over M0 the bundle map P is an
isomorphism and, as in the unramified case above, we push forward the trivial connection
on H to obtain the trivial, adapted connection ∇ on Ln|M0. We can decompose
∇ = ∇ˆ+A+Q(60)
where ∇ˆ = ∂+∂¯ is a complex connection, i.e., ∇ˆS = 0, and ∂¯+Q extends to all ofM since,
by Lemma 3.5, it is the holomorphic structure Dn on Ln. The flag Fk ⊂ Ln is the Frenet
flag of the dual curve F0 = (L
∗)−1 over M0, and 2 < A ∧ ∗A > is the Willmore integrand
for the holomorphic bundle L∗ →M0 with holomorphic structure ∂¯ −A
∗. Note that this
holomorphic structure does not extend to M , since A is singular at the Weierstrass points
but, as we will see below, its Willmore energy 2
∫
M < A ∧ ∗A > remains finite.
Theorem 4.7. Let L be a quaternionic holomorphic line bundle of degree d over a com-
pact Riemann surface M of genus g and H ⊂ H0(L) an n+1-dimensional linear system.
Then the Willmore energy of the dual curve
W (L∗) := 2
∫
M
< A ∧ ∗A > < ∞ ,(61)
is finite and we have the Plu¨cker formula
1
4π (W (L)−W (L
∗)) = (n+ 1)(n(1 − g)− d) + ordH .(62)
Here the non-negative integer ordH denotes the order of the linear system H given in
Definition 4.2.
This theorem immediately implies the unramified Plu¨cker formula (59) when ordH = 0.
Since W (L∗) ≥ 0 we obtain a generalization of the estimate (58):
Corollary 4.8. Let L be a quaternionic holomorphic line bundle of degree d over a com-
pact Riemann surface M of genus g and H ⊂ H0(L) an n+1-dimensional linear system.
Then the Willmore energy is bounded from below by
1
4πW (L) ≥ (n+ 1)(n(1 − g)− d) + ordH .(63)
Note that the presence of Weierstrass points increases the Willmore energy. This impor-
tant feature will be used in the applications to eigenvalue estimates in the next section.
Of course, if L is a complex holomorphic line bundle then so is L∗ and, since W (L) =
W (L∗) = 0, we recover the classical Plu¨cker relation
ordH = (n+ 1)(n(g − 1) + d)
for an n+ 1-dimensional linear system H ⊂ H0(L).
We now will work towards a proof of the above theorem. Since some of the calculations
and constructions have a technical flavor it will help to begin with an outline of the basic
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ideas: the S-commuting part of the curvature of the flat connection ∇ = ∇ˆ + A + Q in
(60) is given, as in the proof of Theorem 4.4, by
0 = Rˆ+A ∧A+Q ∧Q .
Multiplying by S and taking the trace we obtain
< SRˆ > + < Q ∧ ∗Q > − < A ∧ ∗A >= 0(64)
overM0. From Lemma 4.9 below it will follow that the complex connection ∇ˆ has only log-
arithmic singularities at the Weierstrass points pα contributing an additional −2π ordpα H
to its curvature integral, so that∫
M
< SRˆ >= 2π(degLn − ordH) .(65)
Since W (L) = 2
∫
M < Q ∧ ∗Q > we conclude from (64) that
∫
M < A ∧ ∗A > is finite.
Finally we integrate (64) over M , insert (65), and recall (41) to obtain the general Plu¨cker
relation
1
4π (W (L)−W (L
∗)) = (n+ 1)(n(1 − g)− d) + ordH .
After this prelude we are going to fill in some more details. The crucial technical lemma
concerns the behavior of the smooth bundle map P : H → Ln across the Weierstrass
points. We analyze this behavior by calculating a local matrix expression of P with
respect to a suitable local frame in Ln: let ψk be a basis of H whose vanishing orders at
some fixed point p0 ∈M are given by the Weierstrass gap sequence nk of H at p0. Then,
by Lemma 3.9,
ψk = z
nkφk +O(nk + 1)
with φk(p0) 6= 0 and z a centered, holomorphic coordinate near p0. Scaling each ψk by a
constant we may assume that φk(p0) = φp0 ∈ Lp0 and that Sφp0 = φp0i. Extending φp0
to a local nowhere vanishing section φ of L with Sφ = φi, we obtain for all k = 0, 1, . . . , n
ψk = z
nkφ+ znk(φk − φ) +O(nk + 1) = z
nkφ+O(nk + 1) .
We apply Lemma 3.10 to calculate the l-th prolongation
Plψk = z
nk−l(nk(nk − 1) · · · (nk − l + 1)φl +O(1)) ,(66)
where φl are local nowhere vanishing sections of Nl = ker πl ⊂ Ll satisfying δ
lφl =
(−1)ldzlφ. Since Sφ = φi and δ commutes with S we also have Sφl = φli. We now define
a local frame ψ˜k of Ln by requiring
πn−kψ˜k = φk and Sψ˜k = ψ˜ki .(67)
Notice that the frame ψ˜k is adapted to the flag Fk = kerπ
k+1 which is invariant under S.
Lemma 4.9. Let P : H → Ln be the bundle map Pp = evp ◦ Pn where Pn is the n-th
prolongation map. Let B be the local matrix expression of P near p0 ∈M with respect to
the bases ψk and ψ˜k defined above, i.e., P (ψ) = ψ˜B. Then
B = Z(B0 +O(1))W
and
dB = Z((− diag(0, 1, . . . , n)B0 +B0 diag(n0, n1, . . . , nn))
dz
z +O(0))W ,
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where Z = diag(1, z−1, . . . , z−n), W = diag(zn0 , zn1 , . . . , znn) and B0 is an invertible
matrix with integer coefficients, in fact the Wronskian of the independent functions znk
evaluated at z = 1.
In particular, the locus where P is not invertible is isolated, so that on a compact Riemann
surface there are only finitely many Weierstrass points for a given linear system.
Proof. We apply πn−l to the equation
Pn(ψk) =
n∑
j=0
ψ˜jBjk
and obtain by Corollary 3.2
Pl(ψk) =
l∑
j=0
πn−lψ˜jBjk ,
where we also used that πn−lψ˜j = 0 for j > l by (67). Inserting (66) we thus get
znk−l(nk(nk − 1) · · · (nk − l + 1)φl +O(1)) = φlBlk +
l−1∑
j=0
πn−lψ˜jBjk ,
and, since πn−lψ˜j for j ≤ l are linearly independent, also
zlBlkz
−nk = nk(nk − 1) · · · (nk − l + 1) +O(1)
which proves the claim regarding B.
To obtain the statement for dB we first note that ZB0W is smooth since (B0)lk = 0 when
l > nk. Thus we can write
B = ZB0W + ZO(1)W
with a smooth map ZO(1)W which implies
d(ZO(1)W ) = ZO(0)W .
Taking into account the special form of Z and W , one gets the stated expression of dB
by a direct calculation.
We now are ready to finish the proof of the Plu¨cker formula: recall that we only need to
verify (65) ∫
M
< SRˆ >= 2π(degLn − ordH)
where ∇ = ∇ˆ + A + Q is the flat adapted connection (60) over M0 induced by P . To
calculate this curvature integral of the singular complex connection ∇ˆ we compare ∇ˆ
to a suitably chosen non-singular complex connection. Let zα be centered holomorphic
coordinates around the punctures pα ∈M and let Bα ⊂M be the images of ǫ-disks under
zα so that each Bα contains only the Weierstrass point pα. We denote byMǫ the Riemann
surface with boundary obtained by removing the disks Bα from M . Let ψ˜α be the local
frame near the Weierstrass point pα given in (67). Using partition of unity we define a
connection ∇˜ on Ln over M satisfying
∇˜ψ˜α = 0 and ∇˜S = 0 .(68)
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By the last requirement ∇˜ is a complex connection so that
∇ˆ = ∇˜+ ω(69)
with ω ∈ Ω1(M0,End+(Ln)). Therefore, the curvatures are related by
Rˆ = R˜+ d∇˜ω + ω ∧ ω
over M0. Multiplying by S and taking the trace (11) we get
< SRˆ >=< SR˜ > +d < Sω > ,
where we used that Sω ∧ ω is trace free due to [S, ω] = 0. We now integrate over Mǫ and
apply Stokes to obtain∫
Mǫ
< SRˆ >=
∫
Mǫ
< SR˜ > +
∫
∂Mǫ
< Sω > .(70)
Since ∇˜ is a complex connection over M , by (12) the first term on the right hand side
approaches 2π degLn as ǫ tends to zero.
This leaves us with calculating the limit of∫
∂Mǫ
< Sω >= −
N∑
α=1
∫
∂Bα
< Sω >(71)
as ǫ goes to zero. Let ψ˜α = ψ˜ be the local frame around the Weierstrass point pα
constructed in (67), and ψ the basis of the linear system H giving rise to that local frame.
By (69)
∇ = ∇ˆ+A+Q = ∇˜+ ω +A+Q
and, since P (ψ) = ψ˜B by Lemma 4.9, we obtain on the punctured disk
0 = ∇P (ψ) = ψ˜dB + ω(ψ˜)B + (A+Q)(ψ˜)B .(72)
Here we used ∇P = 0 and, by construction (68) of the connection ∇˜, also ∇˜ψ˜ = 0. Taking
the S-commuting part of (72) gives
ω(ψ˜) = −ψ˜(dBB−1)+ ,(73)
where (dBB−1)+ is the i-commuting part, i.e., the complex part in the decomposition
H = C⊕ Cj, since we have chosen S(ψ˜) = ψ˜i. From Lemma 4.9 we get
B−1 =W−1(B−10 +O(1))Z
−1 ,
therefore
−dBB−1 = Z((diag(0, 1, . . . , n)−B0 diag(n0, n1, . . . , nn)B0
−1)dzz +O(0))Z
−1
and thus also
−(dBB−1)+ = Z((− diag(0, 1, . . . , n) +B0 diag(n0, n1, . . . , nn)B0
−1)dzz +O(0))Z
−1 .
This last equation, together with (73) and Definition 4.2, implies
< Sω >= idzz
n∑
k=0
(k − nk) +O(0) = −i
dz
z ordpα H +O(0)
on the disk Bα. Integrating this expression over the boundary of Bα yields∫
∂Bα
< Sω >= 2π ordpα H +O(ǫ) ,
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and therefore (71) ∫
∂Mǫ
< Sω >= −2π ordH +O(ǫ) .
Inserting this last into (70) results in∫
M
< SRˆ >= lim
ǫ→0
∫
Mǫ
< SRˆ >= 2π(degLn − ordH) ,
which we set out to verify. We thus have completed our discussion of the proof of the
Plu¨cker relation given in Theorem 4.7.
4.4. Equality in the Plu¨cker estimate. As in the unramified case, we want to char-
acterize those holomorphic line bundles L for which equality
1
4πW (L) = (n+ 1)(n(1− g)− d) + ordH(74)
holds in (63). The main technical ingredient in this discussion will concern the extendibil-
ity of the Weierstrass flag Hk into the Weierstrass points.
Lemma 4.10. Let L be a quaternionic holomorphic line bundle, H ⊂ H0(L) an (n+ 1)-
dimensional linear system, andM0 the open Riemann surface punctured at the Weierstrass
points pα of H. Let P : H → Ln be the bundle map given in (55) and S be the canonical
complex structure on H over M0 induced by P . Then the Weierstrass flag Hk and the
complex structure S extend continuously into the Weierstrass points pα, where Hk has
limit Hk(pα).
Proof. Let pα ∈M be a Weierstrass point and ψk, k = 0, . . . , n, a basis of H whose vanish-
ing orders at pα are the Weierstrass gap sequence nk for pα. Let ψ˜k be the corresponding
local framing of Ln constructed in (67). Then both frames are adapted, meaning that
ψn−k, . . . , ψn are a basis of Hk(pα) and ψ˜n−k, . . . , ψ˜n frame Fk in a neighborhood around
pα. In Lemma 4.1 we have seen that, away from Weierstrass points, P maps the Weier-
strass flag Hk isomorphically to Fk. Therefore, expressing P (ψ) = ψ˜B as in Lemma 4.9,
we see that ψB−1 is an adapted local frame for the flag Hk away from pα. Our aim is to
modify this frame so that it stays adapted to the flag Hk but approaches ψ as p approaches
the Weierstrass point pα. Using the same notation as in Lemma 4.9 we have B = ZB˜W
with B˜ = B0 +O(1). We decompose
B˜ = U˜ L˜
into upper, with ones along the diagonal, and lower diagonal matrices. Then the upper
diagonal matrix
U := ZU˜Z−1
approaches the identity as p goes to pα. With the lower diagonal matrix
L := ZL˜W ,
which fails to be invertible at pα, we obtain the upper-lower decomposition
B = UL
of B. Since L is lower diagonal, ψˆ := ψL is also an adapted basis for the flag Hk(pα) in a
punctured neighborhood of pα. But then
ψˆB−1 = ψU−1
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is an adapted frame for the Weierstrass flag Hk near pα approaching ψ as p goes to pα.
Thus the Weierstrass flag Hk approaches Hk(pα).
To calculate the limit of S on H as p tends to pα we again work with the frames ψ in H
and ψ˜ in Ln. From (67) we know that the matrix of S on Ln in the frame ψ˜ is given by
S(ψ˜) = ψ˜In+1i .
Thus the matrix of S on H in the frame ψ becomes
P−1SP (ψ) = ψB−1In+1iB .
From B = Z(B0 +O(1))W and the fact that Z, W and B0 commute with i, we obtain
B−1In+1iB =W
−1(B−10 +O(1))Z
−1In+1iZ(B0 +O(1))W = In+1i+O(1) ,
which shows that S on H has a limit as p tends to pα.
Now let L be a holomorphic line bundle with an n + 1-dimensional linear system H ⊂
H0(L) for which the equality (74) holds. By Theorem 4.7 we see that this is the case
precisely when W (L∗) = 0, i.e., when A = 0 on M0. But P : H → Ln is an isomorphism
over M0 mapping the Weierstrass flag Hk ⊂ H into the Frenet flag Fk = ker π
k+1 ⊂ Ln.
Since A = 0 we can apply Lemma 2.7 and Lemma 4.5 to conclude that Hk = π(Wk) is
the twistor projection (35) of the complex holomorphic curve Wk : M0 → G
∗
k(H, i), i.e.,
Hk = Wk ⊕Wkj, where Wk ⊂ Hk denotes the i-eigenspace of S on H. Moreover, Wk
are the first n osculating curves of the complex holomorphic curve W0 : M0 → CP(H, i).
From Lemma 4.10 we know thatHk and S extend continuously into the Weierstrass points,
and hence the i-eigenspaces Wk also extend continuously. But then Wk extends complex
holomorphically and we obtain a complex holomorphic curve W0, together with its first
n osculating curves Wk, on all of M . This implies that both Hk = Wk ⊕Wkj and S are
in fact smooth across the Weierstrass points. In particular, the derivatives of the higher
osculating curves
δˆk : Hk/Hk−1 → KHk+1/Hk
are obtained from the first n higher derivatives of the complex holomorphic curve W0 by
quaternionic extension so that
∗δˆk = Sδˆk = δˆkS .
In other words, the flag Hk is holomorphic, both as curves and as subbundles, by Corol-
lary (2.6).
We now find ourselves in the following set up: the trivial bundle H over M has the
smooth complex structure S such that PS = SP . The K¯-part ∇′′ = ∂¯ +Q of the trivial
connection ∇ defines a holomorphic structure on H. Over M0 we have ∇P = P∇, and
taking K¯-parts we also have
(∂¯ +Qn)P = P (∂¯ +Q) .
Here ∂¯ + Qn denotes the canonical holomorphic structure on the n-th jet bundle Ln
coming from the holomorphic structure ∂¯+QL on L as described in Theorem 3.11. Since
all occurring objects are defined over M , this last relation extends to M and the bundle
map P : H → Ln is holomorphic, i.e., P intertwines ∂¯’s and Q’s. In particular, P maps
the holomorphic flag Hk into the holomorphic flag Fk. From Corollary 3.7 we know that
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Qn vanishes on Fn−1 and thus Q also vanishes on Hn−1. This implies that P : H → Ln
induces the holomorphic bundle maps
Pk : Hk/Hk−1 → Fk/Fk−1 = Nn−k ,(75)
where the latter identification is done by πk. In particular,
Pn : H/Hn−1 → Ln/Fn−1 = L(76)
is a holomorphic bundle map from the inverse H/Hn−1 = (H
∗
0 )
−1 of the dual curve
H∗0 = H
⊥
n−1 ⊂ H
−1 of the holomorphic curve H0. Since the holomorphic curve H
∗
0 ⊂ H
−1
is full, its induced linear system
Hˆ = {ψ +Hn−1 ; ψ ∈ H} ⊂ H
0(H/Hn−1)
is n+ 1-dimensional and base point free. It is easy to check that the holomorphic bundle
map (76) induces the linear isomorphism
Pn(ψ +Hn−1) = ψ
between the linear systems Hˆ ⊂ H0(H/Hn−1) and H ⊂ H
0(L).
Let us summarize what we have shown so far: a holomorphic line bundle L with an
n+ 1-dimensional linear system H for which equality holds in the estimate (63) is, up to
the holomorphic bundle map (76), given by the induced linear system of the dual curve
H∗0 of the twistor projection of a complex holomorphic curve W0 in CP(H, i). The n-th
osculating curve Wn of W0 has to satisfy Wn ⊕Wnj = H.
It remains to calculate the degree and the first n Weierstrass gaps of the complex holo-
morphic curve W0 in terms of the corresponding data of L and H. Consider the diagram
Hk/Hk−1
δˆk−−−→ KHk+1/Hk
Pk
y yPk+1
Fk/Fk−1
δn−k
−−−→ KFk+1/Fk
(77)
where the bottom row is given by the bundle isomorphisms δk : Nk → KNk−1 of the
holomorphic jet complex of L, as in (36), and the vertical maps are given in (75). Since
the diagram commutes away from Weierstrass points, it commutes on all of M . The
vanishing orders of Pk and δˆk at any given point are thus related by
ord δˆk = ordPk − ordPk+1 .(78)
To calculate ordPk at a given point q ∈M , we again take a basis ψ of H whose vanishing
orders are given by the Weierstrass gaps at this point, i.e., ordψk = nk. Then ψ is an
adapted basis for the Weierstrass flag at q. Let ψˆ = ψC be a smooth local extension to an
adapted frame ψˆ of Hk near q. If ψ˜ is the frame (67) in Ln adapted to the flag Fk, then
P (ψˆ) = ψ˜BC
with B = Z(B0 + O(1))W from Lemma 4.9. Since P (Hk) ⊂ Fk the matrix BC is lower
diagonal and
(BC)k,k = z
nk−k(B0)k,k +O(1) ,
where we used the fact C = I + O(1). Because ψˆ is adapted to the flag Hk, the local
sections ψˆn−k, · · · , ψˆn frame Hk so that
ordPk = nn−k − (n− k)(79)
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at q. Together with (78) we thus obtain
ord δˆk = nn−k − nn−k−1 − 1(80)
for the vanishing orders of the higher order derivatives δˆk of the holomorphic curve H0.
Let us denote the Weierstrass gap sequence of the curve H0 ⊂ H by n
∗
k. To calculate
ord δˆk in terms of n
∗
k we recall that the derivatives of the dual flag H
⊥
k are given by
δ⊥k = −δˆ
∗
k .
We denote the osculating flag of the dual curve H∗0 = H
⊥
n−1 by H
∗
k = H
⊥
n−k−1 so that the
derivatives of this flag are −δˆ∗n−k−1. Applying (80) to the smooth holomorphic flag H
∗
k
we obtain
ord δˆk = ord δˆ
∗
k = n
∗
k+1 − n
∗
k − 1 ,
and thus
n∗k+1 − n
∗
k = nn−k − nn−k−1 .
Telescoping these identities gives the desired relationship
n∗k − n
∗
0 = nn − nn−k(81)
between the Weierstrass gaps of the holomorphic curve H0 and its dual curve H
∗
0 . In
our case n∗0 = 0 since H0 is a smooth curve in projective space, in fact the twistor
projection of the complex holomorphic curve W0 in CP(H, i). Since the derivatives of the
quaternionic flag Hk are just the quaternionic extensions of the first n derivatives of the
complex holomorphic curveW0, we deduce thatW0 must have the first nWeierstrass gaps
nn − nn−k.
Finally we calculate the degree d∗ of the curve W0. First note that the curve H
∗
0 = H
⊥
n−1
has degree d−
∑
p n0(p) since the holomorphic bundle map (76)
Pn : (H
⊥
n−1)
−1 → L
vanishes to order n0(p) at p ∈ M by (79). Specifically, if L had no base points then
(H⊥n−1)
−1 would be isomorphic to L via Pn. The degrees of the bundle maps
δˆk : Hk/Hk−1 → KHk+1/Hk
are given by
deg δˆk = degK + dk+1 − dk
where dk denotes the degree of the line bundle Hk/Hk−1, in particular d
∗ = −d0 and
dn = d−
∑
p n0(p). Telescoping the latter identity, and recalling (80), we finally get∑
p
(nn(p)− n) = d+ d
∗ + n degK .(82)
We are now ready to formulate the analog of Corollary 4.6 in the presence of Weierstrass
points, namely the characterization of those line bundles for which we have equality in
(63).
Theorem 4.11. Let L be a quaternionic holomorphic line bundle of degree d over a com-
pact Riemann surface of genus g and H ⊂ H0(L) an n+1-dimensional linear system with
Weierstrass gap sequence nk. Then
1
4πW (L) = (n+ 1)(n(1 − g)− d) + ordH
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if and only if there is a holomorphic line bundle Lˆ and a holomorphic bundle map
P : Lˆ→ L
vanishing to order n0(p) at p ∈M , where Lˆ
−1 is the dual curve of a twistor projection of a
complex holomorphic curve E in CP2n+1 of degree
∑
p(nn(p)−n)− d−n degK satisfying
i. there exists a quaternionic structure j, i.e, a complex antilinear map with j2 = −1,
on C2n+2 so that the n-th osculating bundle En of E satisfies En ⊕ j(En) = C
2n+2,
and
ii. the first n elements of the Weierstrass gap sequence n∗k of E are n
∗
k = nn − nn−k .
In this setting Hn+1 = C2n+2 via j, the twistor projection of E is the holomorphic curve
E ⊕ j(E) in HPn, and Lˆ−1 = (E ⊕ j(E))∗.
In particular, if L had no base points to start with, then L would simply be the dual line
bundle of the dual curve of a twistor projection of a complex holomorphic curve in CP2n+1
with the above properties. In this sense holomorphic line bundles for which equality (74)
holds in the estimate (63) are obtained from complex holomorphic data.
To finish the proof of the theorem we have to check that, starting with a complex holo-
morphic curve with the right properties, we obtain equality in the Plu¨cker estimate (63).
Let Hn+1 = C2n+2, as usual, and consider a complex holomorphic curve E ⊂ C2n+2 whose
n-th osculating bundle En satisfies
En ⊕ Enj = H
n+1 .
Define the complex structure S on Hn+1 by requiring S to be multiplication by i on En.
Then the twistor projections Hk := Ek ⊕Ekj, where Ek are the first n osculating bundles
of E, have derivatives δk satisfying
∗δk = Sδk = δkS .
The dual curve H∗0 = H
⊥
n−1 of H0 is holomorphic and we denote by Lˆ the holomorphic
line bundle (H∗0 )
−1 with induced (n+1)-dimensional linear system Hˆ ⊂ H0(Lˆ). From our
discussion above, and the assumptions in the theorem, we deduce that the Weierstrass
gap sequence for Hˆ is given by
nˆk = n
∗
n − n
∗
n−k = nn − n0 − nn + nk = nk − n0 .
We now apply the Plu¨cker formula (62) to the line bundle Lˆ to get
1
4πW (Lˆ) = (n+ 1)(n(1 − g)− dˆ) + ord Hˆ ,
where we recall thatW (Lˆ∗) = 0, because Lˆ∗ = H−10 was obtained from a twistor projection
of a complex holomorphic curve. Since the bundle map P is assumed to vanish to order
n0(p) at p ∈ M , it maps the linear system Hˆ to H and the line bundle Lˆ has degree
dˆ = d−
∑
p n0(p) . The holomorphic bundle map P : Lˆ→ L intertwines the Hopf fields
PQˆ = QP
so that the respective Willmore functionals
W (L) =W (Lˆ)
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agree. But then
1
4πW (L) =
1
4πW (Lˆ)
= (n+ 1)(n(1 − g)− dˆ) + ord Hˆ
= (n+ 1)(n(1 − g)− d) + ordH ,
which finishes the proof.
4.5. Estimates on the Willmore energy. In this section we want to derive a general
estimate for the Willmore energy of a holomorphic line bundle L of degree d over a compact
Riemann surface of genus g in terms of the number n + 1 of holomorphic sections in a
given linear system H ⊂ H0(L). As it stands, the estimate (63) is not useful for higher
genus due to the dominating term (1− g)n2.
Let us begin by discussing the case of genus zero: since ordH is non-negative we get
W (L) ≥ 4π(n + 1)(n − d) .(83)
If the degree d of L is non-negative then the unique complex holomorphic line bundle of
degree d has exactly d + 1 many holomorphic sections by Riemann-Roch. Hence n = d
in this case, and we have the trivial estimate. On the other hand, if the degree of L is
negative then, to obtain holomorphic sections, the Willmore energy W (L) has to be at
least 4π(n + 1)(n − d), i.e., the Willmore energy grows quadratically in the number of
sections. Using Theorem 4.11 it can be shown that the above estimate (83) is sharp. A
geometrically interesting special case occurs when L has spin bundle degree d = −1. Then
the estimate becomes
W (L) ≥ 4π(n + 1)2 ,(84)
and equality holds for spin bundles induced from special conformally immersed spheres in
3-space, the so called Dirac spheres and soliton spheres [21], [24].
We now consider the case of non-zero genus. To still obtain an estimate which is quadratic
in n, we utilize the term ordH in (63): let Hk ⊂ H be the (k + 1)-dimensional linear
subspace defined by the n−k independent linear relations on H guaranteeing the existence
of a holomorphic section ψ ∈ Hk with a zero of order n − k at a given point. Then the
Weierstrass gap sequence of the linear system Hk ⊂ H at this point is at least
n− k < n− k + 1 < · · · < n
so that
ordHk ≥ (k + 1)(n− k) .
Applying (63) to the linear system Hk we thus obtain
1
4πW (L) ≥ (k + 1)(k(1 − g)− d) + (k + 1)(n − k) = (k + 1)(n − d− kg)
for all k = 0, . . . , n. In other words, for each k the linear function
fk(n) := (k + 1)(n− d− kg)(85)
is bounding the Willmore energy from below. It is easy to check that the parabola
f(n) := 14g ((n + g − d)
2 − g2)
contains the points where fk = fk+1 through which the fk’s cut as secants. Therefore we
get the lower bound
W (L) ≥ πg ((n + g − d)
2 − g2)(86)
QUATERNIONIC HOLOMORPHIC GEOMETRY 51
for any holomorphic line bundle L over a compact Riemann surface of genus g ≥ 1
admitting n+ 1 independent holomorphic sections.
Since complex holomorphic line bundles of negative degree never have holomorphic sections
we need n ≥ 0 for the estimate to hold, i.e., the bundle in question must have at least one
holomorphic section. Furthermore, for any complex holomorphic line bundle L we always
have
d = degL ≥ dimH0(L)− 1 = n .
This is due to the fact that n+1 independent holomorphic sections produce a holomorphic
section with a zero of degree at least n by a suitable linear combination. Thus the estimate
(86) holds in the region
n ≥ 0 and n ≥ d
and gives the trivial estimate along n = d, which agrees with the complex holomorphic
situation.
The Riemann-Roch paired bundleKL−1 has degree d˜ = 2g−2−d and, by Riemannn-Roch
(25), admits n˜+1 = n− d+ g many independent holomorphic sections. By Definition 2.3
the Willmore energy of KL−1 is the same as the one for L. Applying (86) to KL−1 yields
the further estimate
W (L) ≥ πg ((n+ 1)
2 − g2)(87)
of the Willmore energy for a holomorphic line bundle admitting n + 1 independent holo-
morphic sections. Translating the restrictions on n and d to n˜ and d˜ we see that this
second estimate holds in the region
n ≥ g − 1 and n ≥ d− g + 1 .
Again, along n = g− 1 and n = d− g there are complex holomorphic line bundles so that
we cannot obtain an estimate for the Willmore energy.
Finally, in the region n ≥ d and n ≥ g − 1, where both estimates apply, (86) gives the
stronger estimate for d < g− 1, whereas (87) gives the stronger estimate for d > g− 1. In
the case of a spin bundle, where degree d = g − 1, the two estimates agree.
The diagram below illustrates the possible range for the number of holomorphic sections
of a holomorphic line bundle in terms of the degree.
canonical bundle
trivial bundle
g − 10
g
dim H0(L)
deg L2g − 2
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There are no holomorphic line bundles in the dark shaded area. For a holomorphic line
bundle in the light shaded area the Willmore energy is bounded from below by the above
two estimates. The bounds are quadratic in the number of holomorphic sections. By an
argument more subtle then Riemann-Roch, namely the Clifford estimate [12], one can
exclude half of the parallelogram region of possible complex holomorphic line bundles
above the line connecting the trivial bundle with the canonical bundle. Whether there
can be quaternionic holomorphic line bundles in this region and, if so, which estimates
their Willmore energies satisfy, is at present unknown to us. We conclude this section by
summarizing the above discussion:
Theorem 4.12. Let L be a holomorphic line bundle of degree d over a compact Riemann
surface of genus g. Then we have the following estimates on the Willmore energy in terms
of the number n+ 1 of holomorphic sections:
i. If g = 0 we have
W (L) ≥ 4π(n + 1)(n − d) ,
which is sharp.
ii. If g ≥ 1 then
W (L) ≥
{
π
g ((n + g − d)
2 − g2) if n ≥ 0 , n ≥ d , d ≤ g − 1
π
g ((n + 1)
2 − g2) if n ≥ d− g + 1 , n ≥ g − 1 , d ≥ g − 1
(88)
For later applications it will be useful to refine these estimates in the following way: the
parabola f(n) = 14g (n + g − d)
2 has as tangents fk, given by (85), touching at n =
d+ (2k + 1)g, k ∈ N. At these special values of n we obtain better general estimates for
the Willmore energy which we collect for the following case:
Remark 6. Let L be a holomorphic line bundle of degree d = 0 over a torus, g = 1,
admitting n+1 independent holomorphic sections. Then the Willmore energy is bounded
from below by
W (L) ≥
{
π(n + 1)2 if n is odd, and
π((n + 1)2 − 1) if n is even .
(89)
This concludes, for the time being, our development of quaternionic holomorphic geometry.
The final two sections of this paper deal with applications of our theory, especially the
general estimates on the Willmore energy just given, to Dirac eigenvalue estimates and
energy estimates of harmonic tori.
5. Dirac eigenvalue estimates
Our first application of the quaternionic Plu¨cker formula concerns eigenvalue estimates of
Dirac operators over 2-dimensional compact surfaces. To keep the exposition reasonably
self contained, and for the benefit of readers who are not familiar with the general theory
of spin bundles and Dirac operators [16], we briefly develop the necessary terminology
from scratch in the language of the present paper.
5.1. Spin bundles and Dirac operators. Throughout this section M will denote an
oriented, real 2-dimensional manifold with a given Riemannian metric ( , ).
Definition 5.1. A Riemannian spin bundle over M is given by the following data:
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i. A quaternionic line bundle L over M ;
ii. A bundle map, the Clifford multiplication, of the tangent bundle
ˆ : TM → EndH(L)
into the endomorphisms of L satisfying
XˆYˆ + Yˆ Xˆ = −2(X,Y )idL
for any tangent vectors X,Y ∈ TM ;
iii. A hermitian inner product ( , ) on L, i.e., ( , ) is non-degenerate, non-negative on the
diagonal,
(ψ, φ) = (φ,ψ) , and (ψλ, φµ) = λ¯(ψ, φ)µ
for ψ, φ ∈ L and λ, µ ∈ H.
Two Riemannian spin bundles are isomorphic if there exists a quaternionic linear isomor-
phism between them intertwining their respective structures.
If M is simply connected, all Riemannian spin bundles are isomorphic. In the non-simply
connected case, the obstruction for two Riemannian spin bundles to be isomorphic is
carried by the Clifford multiplication only. IfM is compact there are exactly 22g different
Riemannian spin bundles.
Any orthonormal basis X,Y ∈ TpM gives rise to a complex structure
Jp = Yˆ Xˆ(90)
on Lp, which is independent of the choice of orthonormal basis. In this way we get
– at least up to sign – a canonical complex structure J ∈ Γ(End(L)), J2 = −1, on
every Riemannian spin bundle. Notice that the bundle map :ˆ TM → End(L) is complex
antilinear with respect to the Riemann surface complex structure on TM – its metric
and orientation make M into a Riemann surface – and with respect to the left complex
structure on End(L) given by post-composition with J . Moreover, if X ∈ TM is a tangent
vector then Xˆ ∈ End−(L) anticommutes with J .
Lemma 5.1. Let L be a Riemannian spin bundle. Then the complex structure J and Xˆ,
for X ∈ TM , are skew-adjoint with respect to the hermitian product.
Proof. Let T ∈ End(L) be an endomorphism with T 2 = −ρ idL where ρ ≥ 0. Then
Tψ = ψλ with λ¯ = −λ for non-zero ψ ∈ L, and hence
(Tψ,ψ) = (ψλ,ψ) = λ¯(ψ,ψ) = (ψ,ψ)(−λ) ,= (ψ,−Tψ)
which means that T is skew-adjoint with respect to the given hermitian product. In
particular, J and Xˆ , for X ∈ TM , are skew-adjoint.
The final ingredient of a Riemannian spin bundle is its canonical connection:
Lemma 5.2. Let L be a Riemannian spin bundle. Then there is a unique quaternionic
connection ∇ on L, the spin connection, such that
i. Clifford multiplication is a parallel bundle map with respect to the Levi-Civita con-
nection ∇ on TM and with respect to the connection on End(L) induced by ∇ on L,
i.e.,
∇Xˆ = ∇̂X
for vector fields X on M ;
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ii. the hermitian inner product is parallel, i.e.,
∇( , ) = 0 .
Note that the complex structure J on L is parallel with respect to the spin connection,
since
∇J = ∇(Yˆ Xˆ) = (∇Yˆ )Xˆ + Yˆ (∇Xˆ) = 0 .
Here we used that ∇X = Y σ and ∇Y = −Xσ for any orthonormal local frame X,Y on
M , where σ is the connection 1-form of the given frame. Thus the spin connection is a
complex connection on the complex rank 2 bundle L.
Proof. It is always possible to choose a quaternionic connection ∇ on L which makes ( , )
parallel. Then any other such connection is of the form ∇ + ω with ω a skew adjoint
1-form on M with values in End(L). Using this freedom, we choose ω such that ∇ + ω
becomes a complex connection, i.e., makes J parallel: the equation
0 = (∇ + ω)J = ∇J + [ω, J ]
has the End−(L) valued 1-form
ω = 12(∇J)J
as a solution. Since any element in End−(L) squares to a negative multiple of the identity,
Lemma 5.1 implies that ω is in fact skew-adjoint.
Notice that we have fixed ∇ up to the addition of ω = Jα for some real 1-form α ∈ Ω1(R).
Now Clifford multiplication is parallel with respect to ∇+ ω if and only if
[ω, Xˆ ] = ∇̂X −∇Xˆ
or, equivalently
2αJXˆ = ∇̂X −∇Xˆ(91)
for all vector fields X on M . To see that this equation has a solution α we may, by R-
linearity, assume that |X| = 1. Let Y be such that X,Y are a local orthonormal frame of
TM . Then ∇X = Y σ for some local real 1-form σ ∈ Ω1(R). Moreover, ∇Xˆ anticommutes
with J so that
∇Xˆ = Xˆβ + Yˆ γ
for local real 1-forms β, γ ∈ Ω1(R). Multiplying the latter by Xˆ , and observing that
(∇Xˆ)Xˆ is skew-adjoint, we conclude β = 0. Therefore the right hand side of (91) is a
multiple of Yˆ , and we can solve for α uniquely.
We are now ready to define the Dirac operator:
Definition 5.2. Let L be a Riemannian spin bundle with spin connection ∇. The first
order, linear differential operator
D : Γ(L)→ Γ(L)
given by
D = Xˆ∇X + Yˆ∇Y ,
where X,Y is a local orthonormal frame of TM , is called the Dirac operator of L.
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It is easy to check that the Dirac operator D is quaternionic linear, self-adjoint with
respect to the hermitian inner product, and anticommutes with J . To interpret the Dirac
operator more conveniently as a complex holomorphic structure, consider the complex
antilinear bundle isomorphism
ˆ : L→ K¯L , ψˆ = −12Xˆψ .(92)
The spin connection ∇ is a complex connection on L and thus ∂¯ = ∇′′ is a complex
holomorphic structure on L.
Lemma 5.3. Let L be a Riemannian spin bundle with spin connection ∇. Then the
complex holomorphic structure ∂¯ = ∇′′ factors
∂¯ = Dˆ(93)
via the Dirac operator and the bundle isomorphism (92).
Proof. Let X,Y be an orthonormal local frame of TM . Then
DˆX = −
1
2Xˆ(Xˆ∇X + Yˆ∇Y ) =
1
2(∇+ ∗J∇)X = ∂¯X .
Let us summarize what we have done so far: a Riemannian spin bundle L carries a canon-
ical complex holomorphic structure ∂¯ = ∇′′ given by the K¯-part of the spin connection
which, up to the isomorphism (92), is the Dirac operator D. We can use the complex
structure J to decompose
L = L+ ⊕ L−
into the ±i-eigenbundles of J , which are complex line bundles isomorphic to each other.
Clifford multiplication is complex antilinear and thus interchanges L±, and therefore the
Dirac operator interchanges Γ(L±). On the other hand, the spin connection ∇ is complex
and preserves the eigenbundles L± so that ∂¯ induces isomorphic complex holomorphic
structures on the bundles L±. The Riemann-Roch paired bundle KL
−1 carries a unique
complex holomorphic structure ∂¯ such that
d < α,ψ >=< ∂¯α, ψ > − < α ∧ ∂¯ψ >
holds, where α ∈ Γ(KL−1), ψ ∈ Γ(L) and < ,> denotes the Riemann-Roch pairing (23).
Lemma 5.4. Let L be a Riemannian spin bundle. Then the bundle map
B : L→ KL−1 , Bψ = (ψˆ,−) ,
is a complex holomorphic isomorphism, that is to say, L is (the double of) a complex
holomorphic spin bundle in the sense that L2± = K.
In particular, if M is compact and of genus g then
degL = g − 1 .
Proof. Since the map (92) and the hermitian product in its first slot are complex antilinear,
B is complex linear. Moreover,
∗Bψ = (∗ψˆ,−) = (−JXˆψ,−) = (ψˆ, J(−)) = JBψ ,
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where we used that ψˆ ∈ K¯L, so that B is well-defined. Clearly, B is non-zero and thus
an isomorphism of complex quaternionic line bundles. To show that B is holomorphic, we
first observe that (23) implies that
d∇ = ∂¯KL−1 .
Then, using the definition of B, one calculates
(d∇Bψ)X,Y = B∂¯Xψ
for ψ ∈ Γ(L) and X,Y a local orthonormal basis. Thus,
∂¯B = B∂¯
and B is a holomorphic bundle isomorphism.
5.2. Eigenvalue estimates. With this discussion in mind, consider the eigenvalue prob-
lem
Dψ = λψ(94)
for the Dirac operator D : Γ(L) → Γ(L) on a Riemannian spin bundle L over a surface
of genus g with fixed metric. Since D is self-adjoint the eigenvalues λ ∈ R are real. The
multiplicity m of an eigenvalue λ is the quaternionic dimension
m = dimH ker(D − λ)
of the kernel of D − λ. Since D anticommutes with J , the eigenvalues come in pairs ±λ
of equal multiplicity. As an example, consider the 2-sphere with its standard metric of
curvature 1. In this case the eigenvalues for the Dirac operator are λ = ±n, n ∈ N, and
occur with multiplicity n.
To apply our estimates regarding the Willmore energy to eigenvalue estimates, we slightly
rewrite the eigenvalue equation (94) by post-composing with the antilinear isomorphism
(92) to get
∂¯ψ = λψˆ .
Note that if we put
Qψ := −ψˆ ,
then Q ∈ Γ(K¯End−(L)) and the eigenvalue equation becomes
(∂¯ + λQ)ψ = 0 .
Now ∂¯ + λQ is a quaternionic holomorphic structure (18) on the complex quaternionic
line bundle L and the last equation expresses the holomorphicity of the section ψ ∈ Γ(L).
Thus, the multiplicity m of the eigenvalue λ of the Dirac operator is precisely
m = dimH0(L)
for the holomorphic structure ∂¯ + λQ on L. To calculate its Willmore energy
W (L) = 2λ2
∫
< Q ∧ ∗Q > ,
note that the 2-form 2 < Q ∧ ∗Q >∈ Ω2(R) is just the area form on M : if X,Y ∈ TM is
an orthonormal basis then
2 < Q ∧ ∗Q >X,Y= −4 < (QX)
2 >= −4 < (12Xˆ)
2 >= 1
and hence
W (L) = λ2areaM .
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We now apply Theorem 4.12 to the quaternionic holomorphic line bundle L, which by
Lemma 5.4 has degree d = g − 1, and obtain the following eigenvalue estimates for the
Dirac operator:
Theorem 5.5. Let L be a Riemannian spin bundle over a compact surface of genus g
with fixed metric. If λ is an eigenvalue for the Dirac operator D on L of multiplicity m
then
λ2areaM ≥
{
4πm2 if g = 0 ,
π
g (m
2 − g2) if g ≥ 1 .
From the example of the standard sphere, we see that the estimate is sharp in genus
zero. For multiplicity m = 1 the genus zero estimate has been known [2]. The estimate
for higher multiplicities has been conjectured in [24], where it was shown to be true
for metrics allowing a 1-parameter family of symmetries. In the higher genus case our
estimates are new.
6. Energy estimates for harmonic tori and area estimates for constant
mean curvature tori
In this final section we apply the quaternionic Plu¨cker formula to obtain estimates for the
energy of harmonic 2-tori and the area of constant mean curvature, CMC, tori. Rather
then reinterpreting the usual descriptions of CMC surfaces in the language of this paper,
we develop the necessary concepts using quaternionic bundle theory. This has the advan-
tage of keeping the exposition reasonably self contained and, at the same time, provides
an application of our quaternionic setup to surface geometry.
6.1. Willmore connections. The general framework we are working with is as follows:
we have a quaternionic vector bundle V of rank r with complex structure S ∈ Γ(End(V ))
over a Riemann surface M . Given a flat connection ∇ on V , we split
∇ = ∇ˆ+∇−
into S-commuting and anticommuting parts (20). Here, ∇ˆ is a complex connection on
V , and ∇− ∈ Ω
1(End(V )) is an endomorphism valued 1-form. Decomposing further into
type, we get
∇ˆ = ∂ + ∂¯ and ∇− = A+Q .
Since ∇ is flat, (21) implies the relations
∇S = 2 ∗ (Q−A) and d∇ ∗ A = d∇ ∗Q .(95)
The K¯-part
∇′′ = ∂¯ +Q
of the flat connection ∇ defines a quaternionic holomorphic structure on V . Its Willmore
energy
W (∇′′) = 2
∫
< Q ∧ ∗Q >
defines a functional on the space of flat connections on V whose critical points we call
Willmore connections. This terminology is motivated by the fact that Willmore surfaces
give rise to such connections on rank two bundles [7].
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To compute the Euler-Lagrange equation, we vary the flat connection by
∇˙ = ∇B
for some (compactly supported) section B ∈ Γ(End(V )). The form of the variation, an
infinitesimal gauge transformation, guarantees that ∇ remains flat and that its holonomy
does not change. Since Q˙ = (∇B)′′− and the subbundles End±(V ) are perpendicular with
respect to the trace form, we obtain
1
4W˙ =
∫
< Q˙ ∧ ∗Q >=
∫
< (∇B)′′− ∧ ∗Q >=
∫
< ∇B ∧ ∗Q >
= −
∫
< B, d∇ ∗Q > .
Besides Stokes’ Theorem, we also made use of the fact that (∇B)′− ∧ ∗Q = 0 due to type
considerations. Together with (95) we therefore have
Lemma 6.1. A flat connection ∇ on V is Willmore if and only if one of the following
conditions holds:
i. d∇ ∗Q = 0,
ii. d∇ ∗A = 0, or
iii. d∇S ∗ ∇S = 0.
Notice that the last equation expresses the fact that S is a harmonic section of the flat
bundle End(V ) under the constraint that S2 = −1. This does not come as a surprise since
any flat connection ∇ on V allows us to calculate the Dirichlet energy
E(S) = 12
∫
< ∇S ∧ ∗∇S >
of the complex structure S ∈ Γ(End(V )). Using the flatness of ∇ and (95) we easily
compute
E(S) = 2W (∇′′) + 4π deg V .(96)
Any variation of S can be realized by a variation of ∇ via a gauge transformation. This
explains why the complex structure is harmonic with respect to a Willmore connection
and vice versa.
For later reference we note that d∇ ∗A = 0 can be seen as a holomorphicity condition on
A: if V =W ⊕W , where W ⊂ V is the i-eigenbundle of S, then (7) gives
End−(V ) = HomC(W,W ) .
The latter is a complex holomorphic vector bundle with holomorphic structure induced
from the complex connection ∇ˆ. Now
0 = d∇ ∗ A = d∇ˆ ∗A+ [Q ∧ ∗A] + [A ∧ ∗A] = Sd∇ˆA ,
where we used ∗A = SA, Q ∧ A = A ∧ Q = 0 by type considerations, and [A ∧ ∗A] = 0
due to symmetry. Since A is a section of the bundle KHomC(W,W ) we have
∂¯A = d∇ˆA = 0 ,(97)
which means that A is a complex holomorphic section. Similarly we get
∂Q = 0 ,
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so that Q is a complex antiholomorphic section of K¯HomC(W,W ) or, equivalently, a
complex holomorphic section of KHomC(W,W ). Therefore the compositions AQ and QA
are holomorphic quadratic differentials with values in EndC(W ).
Before continuing, we discuss the geometric content of the previous lemma. The closed
1-forms 2 ∗ A and 2 ∗Q can be integrated,
∇f = 2 ∗ A and ∇g = 2 ∗Q ,(98)
to yield sections f and g of End(π∗V ) on the universal covering π : M˜ → M . From (95)
we get
d∇ ∗ ∇f = d∇2S ∗ A = 2∇S ∧ ∗A = −∇f ∧∇f ,(99)
where we again used that Q ∧ A = 0. Note that (99) formally looks like the CMC one
condition for a surface f in R3. Finally, adjusting constants of integration, we also have
g = f + π∗S
which, continuing our analogy, says that g is the parallel CMC surface to f in unit normal
distance.
6.2. Harmonic maps into the 2-sphere and CMC surfaces. In case the rank of V is
one, this formal analogue becomes precise and gives the explicit correspondence between
CMC surfaces and harmonic maps into the 2-sphere. Let V be a quaternionic line bundle
with complex structure S, and let ∇ be a Willmore connection. On the universal cover,
∇ trivializes and we fix a parallel section φ of π∗V . This allows us to identify sections of
π∗V and End(π∗V ) with H valued maps. Therefore the complex structure S is given by
the harmonic map
N : M˜ → S2 ⊂ ImH ,
where Sφ = φN . If
H : π1(M)→ Gl(1,H) = H \ {0}
is the holonomy representation of ∇, then
γ∗N = H(γ)−1NH(γ) .(100)
Conversely, given a harmonic map N : M˜ → S2 satisfying (100) for some representation
H : π1(M) → Gl(1,H), we obtain a flat quaternionic line bundle V . The harmonic map
N induces a complex structure S on V and the flat connection is Willmore. Therefore, up
to holonomy, Willmore connections on rank one bundles are the same as harmonic maps
into the 2-sphere.
For our geometric applications it is convenient to work with hermitian connections on
V . We may add any closed, real 1-form ω ∈ Ω1(R) to ∇ and obtain another Willmore
connection ∇˜ = ∇+ ω:
Q˜ = Q and d∇˜ ∗Q = 0 .
Using this freedom to change ∇, we ensure that the real line bundle of quaternionic
hermitian forms on V has trivial holonomy. Thus we can assume that V has a parallel
quaternionic hermitian form
< , > : V × V → H ,(101)
so that the holonomy
H : π1(M)→ S
3 ⊂ H(102)
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takes values in the unitary quaternions.
Since V has rank one, S is automatically skew hermitian with respect to < , >. Then
(95) implies that A and Q are skew hermitian, which means that < , > is also parallel
with respect to the complex connection ∇ˆ. If W ⊂ V is the i-eigenbundle of S, then one
easily checks that < , > takes complex values when restricted to W . Therefore W ⊂ V is
a complex hermitian line bundle with hermitian connection ∇ˆ and complex holomorphic
structure ∂¯. As we have seen in (97), the 1-forms A and Q are holomorphic sections
of KW 2 and KW−2, where we now identify W−1 = W¯ via the hermitian form. Since
End+(V ) = EndC(W ) is the trivial bundle, AQ is a holomorphic quadratic differential on
M . If AQ = 0 then either A or Q vanishes identically, in which case S is, up to holonomy,
a holomorphic or antiholomorphic map into the 2-sphere. If AQ 6= 0 then neither A
nor Q vanish identically and both bundles KW 2 and KW−2 have non-negative degree,
assuming that M is compact of genus g. Since the degree (9) of the quaternionic bundle
V is deg V = degW , we get
|deg V | ≤ g − 1 .(103)
Put into harmonic maps language, this last relation rephrases the well known result [9]
that a harmonic map N : M → S2 of a compact Riemann surface of genus g into the
2-sphere, whose degree satisfies |degN | ≥ g, is either holomorphic or antiholomorphic.
We will assume from now on that neither A nor Q vanish identically.
To obtain CMC surfaces we have to integrate (98) the closed 1-forms 2∗A and 2∗Q that,
under our identifications, are given by the ImH = R3 valued forms
2 ∗ A = 12 (N ∗ dN − dN) and 2 ∗Q =
1
2 (N ∗ dN + dN) .(104)
If
f, g : M˜ → R3
are those integrals then
γ∗f = H(γ)−1fH(γ) + T (γ) ,(105)
where
T : π1(M)→ R
3
are the translational periods of f . Adjusting constants of integration, we also have
g = f +N .
From ∗A = SA we obtain
∗df = Ndf ,
which says that f , away from the zeros of df , is a conformal immersion with unit normal
map N . But df = 2 ∗A so that the zeros of df coincide with the zeros of A. We have seen
above that A is a holomorphic section of KW 2. Therefore f is an immersion if and only
if A has no zeros, in which case KW 2 is holomorphically trivial, that is to say W−1 is a
complex holomorphic spin bundle on M . Note that due to (103) this happens if and only
if deg V = 1 − g. Since we are interested in surfaces without branch points, we assume
from now on
degV = 1− g .(106)
From (99) we know that f satisfies
d ∗ df + df ∧ df = 0 ,
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and therefore is an immersion of constant mean curvature one on the universal covering.
To obtain a CMC immersion on M , two conditions (105) have to be satisfied: the flat
connection ∇ has to be trivial, i.e., the unit normal map N has to be defined on M , and
the translational periods T (γ) have to vanish. In this situation, the line bundle V with
the quaternionic holomorphic structure ∇′′ has the two independent holomorphic sections
φ and ψ = φf so that h0(V ) ≥ 2. From the explicit expression (104) we calculate the
Willmore energy
W (∇′′) = 2
∫
Q ∧ ∗Q =
∫
H2 −K = area(f)− 4π(1− g)(107)
of the holomorphic structure∇′′, where we used that the mean curvatureH = 1. Together
with (96) we therefore get
E(N) = 2 area(f) + 4π(g − 1) .(108)
Conversely, given a conformal CMC immersion f : M → R3 with unit normal map
N : M → S2, we let V = M × H with the trivial connection ∇ and complex struc-
ture S given by N . The hermitian product < , > is the standard one on H. Since f is
conformal we have ∗df = Ndf , and any other R3 valued 1-form ω satisfying ∗ω = Nω is
a real multiple of df . We now decompose the second fundamental form
dN = dN ′ + dN ′′ = 12(dN −N ∗ dN) +
1
2(dN +N ∗ dN)
into type with respect to the complex structure given by N . Since the K¯-part dN ′′ is
trace free, we get
dN ′ = −Hdf = −df .
Comparing with (104) we thus see that df = 2 ∗ A. The CMC one condition (99) implies
that d∇ ∗ A = 0. Thus S is harmonic or, equivalently, the trivial connection is Willmore
by Lemma 6.1, which is the Ruh-Vilms Theorem [23]. We finally note that the bundle
V with the holomorphic structure ∇′′ is the pullback of the dual tautological bundle over
HP
1 by the conformal immersion f : M → R3 ⊂ H ⊂ HP1 via the Kodaira correspondence
discussed in section 2.6. The 2-dimensional linear system in H0(V ) induced by f is
spanned by the restrictions of the linear coordinate projections ψ = α|V −1 and φ = β|V −1
to the pullback V −1 ⊂M ×H2 of the tautological bundle over HP1, and ψ = φf .
Remark 7. We have focused on Willmore connections in the rank one case, i.e., harmonic
maps into the 2-sphere and CMC surfaces, since this is the setting for which we will give
estimates on the Willmore energy. However, it seems worthwhile to remark briefly on the
rank two case, which includes the theory of Willmore surfaces in 4-space. If V has rank
two and ∇ is Willmore, then the complex structure S is, up to holonomy, a harmonic map
into the space of oriented 2-spheres in HP1 = S4 as explained in Example 4.2. For such a
map to be the mean curvature sphere congruence of a surface in 4-space is equivalent to
QA = 0. Recall that A and Q are complex holomorphic sections (97) and that QA is a
holomorphic quadratic differential. In the generic case neither A nor Q vanish identically.
Otherwise S is a holomorphic or antiholomorphic map and we need ∇S ∈ Ω1(End(L)) to
have rank one. In both cases there is a smooth quaternionic line subbundle L ⊂ V that
satisfies
imA ⊂ L ⊂ kerQ .
Now ∇ is a Willmore connection so that d∇ ∗ A = d∇ ∗ Q = 0 by Lemma 6.1. If we
interpret L ⊂ V as a map into HP1 with Mo¨bius holonomy, then these equations express
the fact [7] that L is a Willmore surface with harmonic mean curvature sphere congruence
62 D. FERUS, K. LESCHKE, F. PEDIT AND U. PINKALL
S. In case A or Q vanish identically, the Willmore surface arises via the twistor projection
from a holomorphic curve into CP3.
Conversely, if f : M → HP1 is a Willmore surface, we view f as a line subbundle L ⊂ V
of the trivial bundle V = M × H2. The mean curvature sphere congruence S is then
a complex structure on V , and the trivial connection ∇ is Willmore. Since S is the
mean curvature sphere, Example 4.2, Theorem 3.6 and Corollary 3.7 imply Q|L = 0 and
imA ⊂ L so that QA = 0. For a more detailed discussion of the geometry of the rank two
case we refer the reader to [7].
6.3. The spectral curve. To estimate the Willmore energy of a Willmore connection
∇ on a rank one vector bundle V , we use the Plu¨cker formula in Theorem 4.12. For
this to succeed, we need to know how many holomorphic sections h0(V ) the quaternionic
holomorphic structure ∇′′ admits. In case the underlying Riemann surface M has genus
one, integrable system methods allow us to estimate h0(V ) and, as a consequence, also
the Willmore energy.
The basic ingredient in all of this is a certain family of flat connections associated to a
Willmore connection.
Lemma 6.2. Let V be a quaternionic vector bundle with complex structure S and flat
connection ∇. Consider the family of connections
∇λ = ∇+ (λ− 1)A ,
where A = ∇′− and λ = x+ yS is a complex parameter.
Then ∇ = ∇1 is Willmore if and only if ∇λ is a flat connection on V for all unitary
λ ∈ S1. If this is the case, ∇λ is also Willmore for all λ ∈ S
1.
Proof. The curvature Rλ of the connection ∇λ is given by
Rλ =R+ d
∇(λ− 1)A+ (λ− 1)A ∧ (λ− 1)A
=(x− 1) d∇A+ y d∇ ∗A+ ((x− 1)2 + y2)A ∧A ,
where we used that the connection ∇ is flat. From (95) we have ∇S = 2 ∗ (Q − A) and
therefore
d∇A = −d∇S ∗ A = 2A ∧A− S d∇ ∗ A .
Inserting this into the expression for Rλ we obtain
Rλ = (|λ|
2 − 1)A ∧A+ (1− λ)S d∇ ∗ A .
The first term takes values in End+(V ), whereas the second term takes values in End−(V ).
Together with Lemma 6.1, this shows that∇ is Willmore if and only if∇λ is flat for unitary
λ ∈ S1.
Finally Qλ = (∇
′′
λ)− = Q so that
d∇λ ∗Qλ = d
∇ ∗Q+ (λ− 1)A ∧Q+Q ∧ (λ− 1)A = 0 ,
where we used that d∇ ∗Q = 0 and that A ∧Q = Q ∧A = 0. This shows that also ∇λ is
Willmore.
Recall that the complex structure S on V is harmonic with respect to a Willmore con-
nection ∇. To interpret S as a harmonic map into Gl(r,H) with the constraint S2 = −1,
we have to trivialize the connection ∇ on the universal covering. Thus, trivializing the
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family ∇λ gives an S
1 family of harmonic maps. The correspondence between harmonic
maps into symmetric spaces and S1 families of flat connections is folklore, and the above
lemma is a manifestation of this fact.
Note that the family of Willmore connections ∇λ all induce the same holomorphic struc-
ture ∇′′λ = ∇
′′. Therefore, any parallel section ψ of ∇λ is automatically a holomorphic
section, i.e., ∇′′ψ = 0. Generically though, ∇λ does not admit parallel sections for uni-
tary λ ∈ S1. To remedy this, we extend ∇λ to a flat family of complex connections
parametrized by C \ {0}. Let
I : V → V , Iψ = ψi
denote the quaternionic multiplication by i. Then I is a complex structure on V , no longer
quaternionic linear, which commutes with S, A, Q and ∇. We can therefore view V via
I as a rank 2r complex vector bundle with a flat complex connection ∇. Consider the
family
∇λ = ∇+ (λ− 1)A ,
where, in contrast to Lemma 6.2, the parameter λ = x + yS is now given by I-complex
numbers
x = 12(µ+ µ
−1) , y = 12 (µ
−1 − µ)I , µ = a+ bI ∈ C \ {0}
still satisfying x2 + y2 = 1. Expressing ∇λ in the complex parameter µ, we therefore
obtain the family
∇µ = ∇+
1
2(µ+ µ
−1 − 2)A + 12(µ
−1 − µ)I ∗A(109)
of complex connections on V parameterized over C\{0}. Note that for unitary µ = a+bI ∈
S1, the connection ∇µ restricts to the connection ∇λ above, where λ = a+bS ∈ S
1. Since
I is parallel and commutes with A and Q, the same formal calculation as in the proof of
Lemma 6.2 shows that ∇ is Willmore if and only if ∇µ is flat for all µ ∈ C \ {0}.
The family of complex connections ∇µ possesses a symmetry induced by the quaternionic
multiplication
J : V → V , Jψ = ψj .
Because JI = −IJ we have Jµ = µ¯J , and therefore
J∇µ = J∇+ J
1
2(µ+ µ
−1 − 2)A+ J 12(µ
−1 − µ)I ∗ A
= ∇+ 12(µ¯+ µ¯
−1 − 2)AJ − 12(µ¯
−1 − µ¯)I ∗AJ(110)
= ∇ 1
µ¯
J ,
where we used that ∇ and A are quaternionic linear, i.e., commute with J . Calculating
the K¯ part of ∇µ with respect to S shows again that the holomorphic structure ∇
′′
µ = ∇
′′
is independent of µ. Thus, parallel sections of ∇µ yield holomorphic sections with respect
to ∇′′. From the symmetry (110), we see that if ψ is parallel for ∇µ, then Jψ is parallel
for ∇ 1
µ¯
. Therefore, the holomorphic sections of V obtained from parallel sections of ∇µ
for all µ ∈ C \ {0} span a quaternionic linear subspace of H0(V ).
Lemma 6.3. Let V be a quaternionic vector bundle with complex structure S and flat
connection ∇. Then
i. ∇ is Willmore if and only if the family ∇µ is flat for every µ ∈ C \ {0}.
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ii. The holomorphic structure ∇′′µ = ∇
′′ is independent of µ, so that parallel sections of
∇µ yield holomorphic sections with respect to ∇
′′.
iii. The linear subspace U spanned by
{ψ ∈ Γ(V ) ; ∇µψ = 0 , µ ∈ C \ {0}} ⊂ H
0(V )
is a quaternionic subspace and thus a linear system in H0(V ).
In order to estimate the dimension of the linear system U ⊂ H0(V ) in the case when V
is a quaternionic line bundle, we first show that parallel sections of ∇µ to distinct µ are
linearly independent over C.
Lemma 6.4. Let V be a quaternionic line bundle with complex structure S, and let ∇ be
a Willmore connection such that both A = ∇′− and Q = ∇
′′
− are not identically zero.
If µk ∈ C\{0} are distinct and ψk ∈ Γ(V ) nontrivial parallel sections of ∇µk , then ψk are
complex linearly independent as sections of the complex rank two bundle V with complex
structure I.
In particular, since H0(V ) is finite dimensional over a compact Riemann surface, there
are at most finitely many µ ∈ C \ {0} so that ∇µ is trivial. Put differently, if the family
∇µ is trivial, then either Q = 0 or A = 0 in which case S is an antiholomorphic or
holomorphic map into the 2-sphere.
Proof. We rephrase the basic fact from linear algebra that eigenvectors corresponding to
distinct eigenvalues are linearly independent. Denote by
∇(1,0) = 12 (∇− I ∗ ∇)
the K-part of the connection ∇ with respect to the complex structure I on V . From (109)
we easily calculate that
∇(1,0)µ = ∇
(1,0) + 12(µ− 1)(1 − IS)A =: ∂ + µω ,
where the antiholomorphic structure ∂ collects the µ-independent terms and ω = 12(1 −
IS)A is an End(V ) valued (1, 0)-form. Note that parallel sections of ∇µ are also in the
kernel of ∇
(1,0)
µ . Assume that ψk ∈ Γ(V ), k = 1, . . . , n, are linearly independent parallel
sections of ∇µk for distinct µk, so that
∂ψk + µkωψk = 0 .
Let ψ0 =
∑
k ckψk, ck ∈ C, be a parallel section of ∇µ0 with µ0 distinct from the µk. We
have to show that all ck = 0. Since
0 = (∂ + µ0ω)ψ0 =
n∑
k=1
(µ0 − µk)ckωψk
and µ0 − µk 6= 0, it suffices to show that ωψk are linearly independent. Because parallel
sections are holomorphic, this will follow if we can show that
ω : H0(V )→ Γ(KV )
is injective. Away from the isolated zeros (97) of A, the bundle map ω has kernel equal
to the i-eigenbundle W ⊂ V of S. Therefore the kernel of ω on H0(V ) consists of sections
ψ ∈ Γ(W ) for which
0 = ∇′′ψ = ∂¯ψ +Qψ .
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But ∂¯ preserves sections ofW whereas Qmaps them to sections ofWj, the −i-eigenbundle
of S. Since Q also vanishes at most at isolated points, we conclude that ψ = 0. Note that
these last arguments used the fact that we are working on a quaternionic line bundle.
Recall that in the rank one case we may assume that V carries a parallel quaternionic
hermitian form (101) with respect to the given Willmore connection ∇. Decomposing this
form,
< , >= ( , ) + j det ,(111)
we obtain the hermitian form ( , ) and the determinant form det on the complex rank two
bundle V with complex structure I. As we have observed before, S and therefore A and
SA are skew hermitian with respect to < , >. This implies that < , >, and hence also ( , )
and det, are parallel for ∇µ as long as µ ∈ S
1 is unitary. Moreover, det is parallel with
respect to ∇µ for all µ ∈ C \ {0} so that ∇µ is a family of Sl(2,C) connections, which
is special unitary along the unit circle µ ∈ S1. Fixing a base point on M , we thus get a
family of holonomy representations
Hµ : π1(M)→ Sl(2,C) , µ ∈ C \ {0} ,
which restrict to special unitary representations
Hµ : π1(M)→ SU(2) , µ ∈ S
1
along the unit circle. From (110) we obtain the symmetry
H 1
µ¯
= JHµJ
−1 ,(112)
expressing the fact that Hµ is quaternionic linear for unitary µ ∈ S
1. Since ∇µ depends
holomorphically on µ ∈ C \ {0}, the holonomy Hµ varies holomorphically in µ.
We now address how to find values for µ so that the connection ∇µ admits a parallel
section. In other words, we have to find values for µ so that the holonomy representation
Hµ of ∇µ has a common eigenvector with the eigenvalue one. For the existence of common
eigenvectors one generally needs commuting matrices. This is certainly guaranteed if the
fundamental group π1(M) = Z
2 is abelian, i.e., if the underlying compact Riemann surface
M = T 2 is a 2-torus, which we will assume from now on.
First we exclude the case where the holonomy Hµ is trivial which, by Lemma 6.4, corre-
sponds to the case of holomorphic respectively antiholomorphic maps from the torus T 2
into S2. Equivalently (103), we assume that
deg V = 0 .(113)
Since the holonomy is nontrivial and depends holomorphically on the parameter µ, we
have two distinct common eigenlines of Hµ for generic values of µ ∈ C \ {0}. Off this
generic set, Hµ(γ) has coinciding eigenvalues for every cycle γ ∈ π1(M), or equivalently,
for two generating cycles: otherwise there would be a cycle γ for which Hµ(γ) had distinct
eigenvalues, and hence the representation Hµ would have two distinct common eigenlines.
Since Hµ is a Sl(2,C) representation, having coinciding eigenvalues is equivalent to
Hµ = ±
(
1 ∗
0 1
)
.(114)
Therefore, on at most a 4-fold covering of T 2, the values µ for which Hµ have coinciding
eigenvalues yield parallel sections of ∇µ. From Lemma 6.4 we conclude that there can be
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at most finitely many such values. Let
B ⊂ C \ {0}
be the finite set of µ satisfying the following conditions:
i. Hµ(γ) has coinciding eigenvalues for two generating cycles γ ∈ π1(M), and therefore
all cycles,
ii. Hµ does not have two common distinct eigenlines, and
iii. the holomorphic map trH(γ)− 1 has odd order zeros at µ for all cycles γ ∈ π1(M).
Due to (112) the set B is invariant under the anti-involution µ 7→ µ¯−1. Moreover, no µ ∈ B
can be on the unit circle S1, otherwise Hµ would be the limit of SU(2) representations
having perpendicular eigenlines and therefore itself have perpendicular eigenlines. Thus
B = {µ1, . . . , µg, µ¯1
−1 . . . , µ¯g
−1}
is a collection of g pairs of points in C \ {0} symmetric with respect to the unit circle.
Definition 6.1. Let V be a quaternionic line bundle with complex structure S of degree
zero over a 2-torus and let ∇ be a Willmore connection. The spectral curve of ∇ is defined
to be the hyperelliptic Riemann surface
µ : Σ→ CP1
branched over the values µ ∈ B∪{0,∞}, so that the genus of Σ is g. We call g the spectral
genus of the Willmore connection ∇. The same terminology is used for the harmonic
section S and the resulting CMC surface.
From the definition of the spectral curve, one easily sees that the eigenlines of Hµ define
a holomorphic line subbundle, the eigenline bundle E , of the trivial C2 bundle over the
punctured curve Σ \ {µ−1(0), µ−1(∞)}. For x ∈ Σ \ {µ−1(0), µ−1(∞)} the common eigen-
lines of Hµ(x) are given by Ex and Eσ(x) where σ denotes the hyperelliptic involution on Σ.
It can be shown [15] that the eigenline bundle extends holomorphically into the punctures
over µ = 0 and µ =∞.
Note that all the constructions so far were done with respect to a fixed base point on T 2.
If we change to another point, the holonomy representation Hµ gets conjugated by parallel
transport with respect to ∇µ, so that the spectral curve Σ remains unchanged. What does
change, though, is the holomorphic class of the eigenline bundle E which can be shown
to move linearly with the base point on T 2. For more details and how to reconstruct
harmonic 2-tori from algebraic geometric data, we refer the reader to Hitchin’s paper [15],
which we have followed in spirit during the above discussion.
6.4. Energy and area estimates. Let V be a quaternionic line bundle of degree zero
with complex structure S over a 2-torus T 2 and let ∇ be a Willmore connection of spectral
genus g. Then each branch value µ 6= 0,∞ of the spectral curve Σ gives a parallel section
for ∇µ of V on a 4-fold cover of T
2. Moreover, Lemma 6.3 and Lemma 6.4 imply that
these sections are complex linearly independent, holomorphic with respect to ∇′′ and span
a linear system U ⊂ H0(V ). Since the complex dimension of the linear system is 2g, its
quaternionic dimension is g, and we have
h0(V ) ≥ g .
If in addition the Willmore connection ∇ = ∇1 is trivial, i.e., if the bundle V is induced by
a harmonic map N : T 2 → S2, then we obtain one more independent parallel, and hence
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holomorphic, section so that
h0(V ) ≥ g + 1 .
Finally, if ∇ comes from a CMC torus f : T 2 → R3 then, as we have seen in Section 6.2,
there is an additional independent holomorphic section yielding
h0(V ) ≥ g + 2
on a 4-fold cover of T 2. Since deg V = 0, the relation (96) implies that the energy of the
harmonic section S is twice the Willmore energy
E(S) = 2W (∇′′)
of the holomorphic structure ∇′′. Moreover, from (107) we get
W (∇′′) = area(f)
for the CMC one torus f corresponding to the Willmore connection ∇.
We now apply the Plu¨cker formula (89) for the special case of a line bundle over a torus
T 2. Keeping in mind that we work on a 4-fold covering of T 2 we obtain the following
energy and area estimates in terms of the spectral genus:
Theorem 6.5. i. If N : T 2 → S2 is a harmonic map of degree zero and spectral genus
g, then its energy satisfies the estimate
E(N) ≥
{
π
2 (g + 1)
2 if g is odd, and
π
2 ((g + 1)
2 − 1) if g is even .
ii. If f : T 2 → R3 is a CMC one torus of spectral genus g, then its area satisfies the
estimate
area(f) ≥
{
π
4 (g + 2)
2 if g is even, and
π
4 ((g + 2)
2 − 1) if g is odd .
We conclude by discussing various applications of the above estimates. A homomorphism
from a 2-torus T 2 into an equator S1 ⊂ S2 is a harmonic map whose energy is proportional
to the area of T 2. This shows that the energy of such harmonic 2-tori can be arbitrarily
small by choosing a thin fundamental domain. It is therefore natural to determine the
energy value below which a harmonic 2-torus is a homomorphism into S1. The unit nor-
mals to the embedded Delauney surfaces of constant mean curvature H = 1 give harmonic
maps of T 2 into S2. Their energies attain the minimal value 2π2 on the round cylinder
whose unit normal map is a homomorphism. This suggests the conjecture that a harmonic
torus N : T 2 → S2 with energy satisfying E(N) < 2π2 has to be a homomorphism into
S1. A slight refinement of the estimates in Theorem 6.5 provides some support for this
conjecture, even though our result is off by the scalar factor π2 .
Corollary 6.6. Let N : T 2 → S2 be a harmonic torus whose energy satisfies E(N) < 4π.
Then N is a homomorphism into S1 ⊂ S2.
Proof. We will show that under our assumptions the spectral genus must be zero, which
implies that N is given in terms of trigonometric functions and thus is a homomorphism
[15]. From Theorem 6.5 we see that the spectral genus can at most be one. In this case the
spectral curve Σ has at most one pair of branch points, not counting 0 and ∞. But then
we only need to pass to a double cover (114) of T 2 to obtain global holomorphic sections
from the two branch values. We therefore obtain the improved estimate E(N) ≥ 4π for
harmonic tori of spectral genus one.
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Our final application of the estimates in Theorem 6.5 concerns CMC tori in the 3-sphere
S3 and hyperbolic space H3. If V is a quaternionic line bundle with complex structure S
and Willmore connection ∇, we have the family∇µ of flat Sl(2,C) connections (109) which
restrict to SU(2) connections along the unit circle µ ∈ S1. Recall that for µ = eθI ∈ S1,
this family is given by the S1-family of flat quaternionic connections
∇λ = ∇+ (λ− 1)A , λ = e
θS
leaving a quaternionic hermitian form (101) on V invariant.
The CMC surfaces in the 3-sphere S3 arise as the gauge transformations between two
connections in the family ∇λ. Assume that ∇ and ∇λ, for some λ 6= 1, are trivial
connections and that we have trivialized V = M × H by the connection ∇. Since flat
connections with the same holonomy are gauge equivalent, there is a smooth map
f : M → S3 ⊂ H
satisfying
f−1df = (λ− 1)A .
If A has no zeros, which we have shown (106) to be equivalent to degV = 1−g, the map f
is an immersion. From ∗A = SA we see that f is conformal. Denoting the Maurer-Cartan
form of f by α = f−1df , we easily compute that
d ∗ α+ cot θ2 α ∧ α = 0
by using d∇ ∗A = 0. Therefore f is a CMC immersion with H = cot θ2 . As in the case of
CMC surfaces in R3, the line bundle V with holomorphic structure ∇′′ is the pullback by
f : M → S3 ⊂ H ⊂ HP1 of the dual tautological bundle over HP1. By Example 2.1 the
Willmore energy of ∇′′ is
W (∇′′) =W (f) =
∫
H˜2 −K −K⊥ ,
where H˜ denotes the mean curvature vector of f in 4-space. Since f takes values in the
3-sphere, H˜2 = H2 + 1 and the normal bundle is flat, i.e., K⊥ = 0. For a CMC torus
f : T 2 → S3 in the 3-sphere, we therefore obtain
W (f) =W (∇′′) =
∫
H2 + 1 = (H2 + 1) area(f) .
The CMC surfaces with H > 1 in hyperbolic 3-space H3 arise from trivial connections
∇µ where µ is off the unit circle. Recall that given a 2-dimensional complex vector space
with determinant, hyperbolic 3-space H3 consists of all positive definite hermitian forms
of determinant one. Assume now that ∇ and ∇µ are trivial for some µ with |µ| 6= 1.
We again trivialize V = M × H by the connection ∇. The decomposition (111) of the
quaternionic hermitian form < , > provides us with a determinant form and a complex
hermitian form ( , ), both constant in the given trivialization. But viewing ( , ) in the
trivialization given by ∇µ, we obtain a smooth map
f : M → H3
into hyperbolic 3-space. If F : M → Sl(2,C) gauges ∇ to ∇µ, then
f = F ∗F .
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Similar to the calculation in the case of the 3-sphere, we can show that f is a CMC
immersion of constant mean curvature H = coth |µ| > 1. Furthermore, by considering
hyperbolic space H3 ⊂ HP1, the Willmore energy of f is again given by
W (∇′′) =W (f) =
∫
H˜2 −K −K⊥ .
If M = T 2 is a 2-torus, this reduces as above to
W (∇′′) =W (f) =
∫
H2 − 1 = (H2 − 1) area(f) ,
where we have used that H˜2 = H2 − 1 for the case of hyperbolic space.
By considerations similar to the ones discussed for CMC surfaces in R3, we can show that
every CMC surface in S3 or H3, provided H > 1 for the latter, is obtained from the above
construction. For more details we refer the reader to the paper by Bobenko [4].
We now can reformulate Theorem 6.5 for CMC tori in 3-dimensional space forms. If f is
such a CMC torus of spectral genus g, then the corresponding line bundle V with Willmore
connection ∇ has
h0(V ) ≥ g + 2
for the holomorphic structure ∇′′: in the case of S3 both connections ∇ and ∇λ, where
λ ∈ S1 and λ 6= 1, are trivial. This adds two more independent holomorphic sections to
the already existing g independent holomorphic sections from the branch points of the
spectral curve Σ. In the case of hyperbolic space H3 the two additional independent
holomorphic sections come from the triviality of ∇ and ∇µ, where µ is off the unit circle
and not a branch value for Σ.
Theorem 6.7. Let f be a CMC torus of spectral genus g into 3-space R3, S3 or H3 where
in the latter case the mean curvature H > 1. Then the Willmore energy of f satisfies the
estimate
W (f) ≥
{
π
4 (g + 2)
2 if g is even, and
π
4 ((g + 2)
2 − 1) if g is odd .
Since W (f) = (H2 + ǫ)area(f), where ǫ = 0,±1 indicates the curvature of 3-space, these
estimates translate into area estimates. In particular, for minimal tori in S3 we have
W (f) = area(f).
As an immediate consequences of these estimates we see that minimal tori in S3 of spectral
genus g ≥ 4 have W ≥ 9π > 2π2. In order to verify the Willmore conjecture on minimal
2-tori in the 3-sphere it therefore suffices to consider mimimal tori of spectral genus at
most 3.
A similar remark applies to the Lawson conjecture which asserts that the only embedded
minimal torus in the 3-sphere is the Clifford torus. It has been shown [8] that a minimal
torus in S3 has area less then 16π. Therefore our estimates imply that it “suffices” to
check minimal tori resulting from spectral genera at most five for a verification of Lawson’s
conjecture.
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