Define a module representation to be a linear parameterisation of a collection of module homomorphisms over a ring. Generalising work of Knuth, we define duality functors indexed by the elements of the symmetric group of degree three between categories of module representations. We show that these functors have tame effects on average sizes of kernels. This provides a general framework for and generalisation of duality phenomena previously observed in work of O'Brien and Voll and in the predecessor of the present article. We discuss applications to class numbers and conjugacy class zeta functions of p-groups and unipotent group schemes, respectively.
Introduction
Class numbers. Let k(G) denote the class number (= number of conjugacy classes) of a finite group G. As is well-known,
is the number of ordinary irreducible characters of G. No natural bijection between conjugacy classes and irreducible characters of general finite groups has been found. Instead, ( ) seems to be best understood in terms of dualities; see e.g. the discussion [29] . In a recent paper [25] , O'Brien and Voll applied techniques previously employed in the study of representation growth of infinite groups to the study of class numbers of finite p-groups; here, and throughout this article, p denotes a prime. The main techniques they used were the Lazard correspondence and the Kirillov orbit method. The former provides an equivalence of categories between p-groups and Lie rings subject to suitable assumptions. The latter provides a Lie-theoretic characterisation of irreducible representations of suitable groups in terms of co-adjoint orbits. Suppose that G = exp(g) is a finite p-group corresponding to a Lie ring g via the Lazard correspondence. As a refinement of ( ), O'Brien and Voll obtained two different expressions for k(G), corresponding to both sides of ( ); for groups of exponent p, their description involves the rank loci of two types of "commutator matrices" attached to g.
Average size of kernels. Given finite abelian groups V and W and a subgroup M ⊂ Hom(V, W ), the average size of the kernel of the elements of M is the rational number
These numbers appeared in work of Linial and Weitz [20] and Fulman and Goldstein [10] . They were further investigated by the author [26] . Using p-adic Lie theory, it turns out that numbers of the form ask(M ) include numbers of orbits and conjugacy classes of suitable linear groups. In [26, §8] , this was applied to the study of orbit-counting and conjugacy class zeta functions associated with unipotent pro-p groups. An elementary yet crucial ingredient of [26] was the following observation (see [26, 
Knuth duality. The two expressions ( †)-( ‡) for ask(M ) and those for k(G) in [25, Thm A] are formally similar and seem to suggest a common underlying notion of duality. Indeed, we will see in § §4-5 that a suitable generalisation (see §3) of the above setting for average sizes of kernels explains the dualities of both [25] and ( ‡). Namely, these dualities reflect the effects of two different involutions in the symmetric group S 3 of degree three acting by functors (which we call "Knuth dualities") on the isomorphism classes of objects of suitable categories of "module representations". Special cases of this action are ubiquitous in the study of semifields where they are known under the heading of "Knuth orbits"; see [16] and e.g. [18] . While somewhat technical to set up rigorously in the present setting, Knuth duality as studied here only requires elementary linear algebra. The innocuous yet crucial abstraction step is the following: rather than a subgroup M of Hom(V, W ) as above, we consider a possibly non-injective homomorphism M θ − → Hom(V, W ); we will dub such maps "module representations" in §2. Generalising ( †), we let ask(θ) := 1 |M | a∈M |Ker(aθ)|.
The aforementioned S 3 -action now permutes the three groups M , V , and W , combined with taking suitable duals. While essentially equivalent S 3 -actions have been studied in related settings in the literature, the present article seems to be the first to systematically explore the effects of this action on average sizes of kernels. In particular, our main result here, Theorem 5.2, constitutes a simultaneous and unified generalisation of both ( ‡) and the final assertion of [25, Thm A] (the aforementioned two expressions for k(G)).
Lie algebras as module representations. Each Lie algebra over Z ("Lie ring") g gives rise to a canonical associated module representation, namely its adjoint representation g adg − − → Hom(g, g). Clearly, g and ad g determine one another. Indeed, using the formalism developed in §2.2, the rule g → ad g embeds the category of Lie algebras over Z into the "homotopy category" of module representations over Z.
Let p be a prime and let g be a finite nilpotent Lie algebra g of class < p over Z/p n . As we will see in §6, by embedding the category of such Lie algebras into a category of module representations over Z/p n , the function ask( · ) (defined on the latter category) extends taking the class number k(exp(g)) of the finite p-group exp(g) associated with g. Crucially, Knuth duals of adjoint representations of Lie algebras need not be of the same form. It is therefore reasonable to enlarge the original ambient category of Lie algebras.
A natural (but possibly intractable) question suggested by this point of view asks which numbers of the form ask(θ) (where θ is a module representation) are, or are related to, class numbers k(G) of groups. We contribute two results towards answering this question. First, we will see in §7 that ask(α) is essentially a class number for each "alternating" module representation α, a class of module representations far more general than adjoint representations of Lie algebras. Secondly, we will see that for each module representation M θ − → Hom(V, W ) (subject to some finiteness conditions), the number
is, up to a harmless factor, the class number of a group. We will discuss the relationship between the numbers ask(θ) and ask 2 (θ) and give several examples of the latter.
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Notation
Throughout, rings are assumed to be associative, commutative, and unital. Unless otherwise specified by subscripts, tensor products are taken over their natural base rings.
Maps (including matrices) usually act on the right. For an object A, we often let A itself refer to the identity morphism A id A − − → A. The symbol O always denotes a discrete valuation ring (DVR) and P denotes its maximal ideal. We write O n = O/P n , K = O/P, and q = |K|. We let K denote the field of fractions of O.
Module representations
Throughout, let R be a ring.
Modules
We recall standard terminology and set up notation. Let Mod(R) be the category of R-modules and R-homomorphisms and let mod(R) be the full subcategory of Mod(R) consisting of finitely generated modules. Let ( · ) * = Hom( · , R) denote the usual dual.
The evaluation map associated with R-modules V and W is
The following is folklore.
Proposition 2.1. Let P and P be finitely generated projective R-modules. Then:
(ii) P * is finitely generated and projective.
(iii) The natural maps P * ⊗ P → Hom(P, P ) and P * ⊗ (P ) * → (P ⊗ P ) * are both isomorphisms.
Proof. See e.g. [14, Ch. 5, p. 66, Thm] for (i)-(ii) and [24, 12.14-12.19 ] for (iii).
Projective modules over local rings are free; see e.g. [27, Tag 0593] . If R is Noetherian and V and W are finitely generated R-modules, then Hom(V, W ) is finitely generated.
Eight categories of module representations
Module representations. A module representation over R is a homomorphism M θ − → Hom(V, W ), where M , V , and W are R-modules. We occasionally write M = M θ , V = V θ , and W = W θ . A module representation θ can be equivalently described in terms of the bilinear multiplication
and a ∈ M θ . The maps * θ are precisely the "bimaps" studied by Wilson et al.; see e.g. [6, [31] [32] [33] and also related work of First [9] . As Wilson points out [31, §1] , there are numerous natural categories of bimaps-and hence of module representations.
The categories mrep τ (R). Let ↑ and ↓ be distinct symbols and let· be the operation which interchanges them. For a category C, let C ↑ = C and let C ↓ = C op be the dual of C. Given a string τ = τ 1 · · · τ n over {↑, ↓}, let
Definition 2.2. Let Tps = {τ = τ 1 τ 2 τ 3 : τ i ∈ {↑, ↓}}. For each τ ∈ Tps, we define a category mrep τ (R) of module representations and "τ -morphisms" over R as follows:
Rather than give a general but technical definition of the intertwining condition, we list each case separately. Let M θ − → Hom(V, W ) andMθ − → Hom(Ṽ ,W ) be module representations over R.
• An ↑↑↑-morphism or homotopy θ →θ is a triple of homomorphisms (M
Equivalently, the following diagram is required to commute for each a ∈ M :
• A ↓↓↑-morphism θ →θ is a triple of homomorphisms (Mν − → M,Ṽφ − → V, W ψ − →W ) such thatx * θã = (xφ * θãν )ψ for allã ∈M andx ∈Ṽ .
• An ↑↓↓-morphism θ →θ is a triple of homomorphisms (M
• A ↓↑↓-morphism θ →θ is a triple of homomorphisms (Mν − → M, V φ − →Ṽ ,Wψ − → W ) such that x * θãν = (xφ * θã)ψ for allã ∈M and x ∈ V . Equivalently, the following diagram is required to commute: (ii) Two module representations θ andθ are τ -isomorphic for some τ ∈ Tps if and only if they are isotopic. We write θ ≈θ to signify the existence of an isotopy θ →θ. note that ask m (θ) only depends on the isotopy class of θ. We write ask(θ) = ask 1 (θ) for the average size of the kernel of the elements of M acting as linear maps V → W via θ. Even though this was not previously observed in [26] , the study of the function ask( · ) actually includes the more general functions ask m ( · ); see Lemma 3.2.
Additive structure: direct and collapsed sums
Given module representations M θ − → Hom(V, W ) andMθ − → Hom(Ṽ ,W ) over R, their direct sum (= categorical biproduct) θ ⊕θ in mrep(R) is the module representation M ⊕M θ⊕θ −−→ Hom(V ⊕Ṽ , W ⊕W ), (a,ã) → aθ ⊕ãθ.
Direct and collapsed sums
Recall the definitions of θ ⊕θ, θ m , and m θ from §2.3. 
The average size of the kernel associated with the first collapsing operation in §2.3 admits the following description. 
We will encounter another natural source of numbers ask 2 ( · ) in Theorem 7.9 below.
Change of scalars for module representations
LetR φ − → R be a ring homomorphism. Given a module representationMθ − → Hom(Ṽ ,W ) overR, we define the change of scalarsθ φ ofθ along φ to be the module representatioñ M ⊗R R → Hom(Ṽ ⊗R R,W ⊗R R), where we regarded R as anR-module via φ; when the reference to φ is clear from the context, we simply writeθ R =θ φ .
On ask and ask m zeta functions
Let O be a compact DVR; recall the notation from the end of §1. For y ∈ O, write 
We write Z θ (T ) := Z 1 θ (T ) for the ask zeta function of θ. If M ⊂ Hom(V, W ) and θ M denotes this inclusion map, then we write
. Thus, it might seem that ask m zeta functions offer nothing new over the ask zeta functions studied in [26] . On the contrary, we will see in §7 that ask 2 zeta functions naturally arise in the study of class numbers of finite groups.
Integral formalism and rationality
Let O and θ be as in §3. 4 
Let µ U denote the Haar measure on a finitely generated O-module U with µ U (U ) = 1. Let | · | denote the absolute value on the field of fractions K of O with |π| = q −1 for π ∈ P \ P 2 , where q denotes the residue field size of O. We write 
For a number field k with ring of integers o, let V k denote the set of non-Archimedean places of k. For v ∈ V k , let o v be the valuation ring of the v-adic completion k v of k and let p v be the maximal ideal of o v . Finally, write 
Proof. Finitely generated o-modules are locally free almost everywhere whence the claim follows from [26, Thm 4.11]-the V i can be chosen to arise from a resolution of singularities of the hypersurface defined by the product of the non-zero minors of a matrix associated with θ (see §4.4 below). In particular, the V i can be chosen independently of m.
Constant rank and minimality
Let M θ − → Hom(V, W ) be a module representation over a field. The generic rank grk(θ) of θ is sup(rk(aθ) : a ∈ M ). We say that θ has constant rank r if M = 0 and aθ has rank r for each a ∈ M \ {0}. Let O be a compact DVR with field of fractions K. Let 
Proof. Combine Theorem 3.5 and [26, Lem. 5.8].
The following local analogue of [26, Prop. 6.8] can be proved in much the same way. 
Using an analogue of [26, Lem. 5.6], we conclude that M θ is K-minimal.
Knuth duality for module representations
Let R be a ring. We will now relate categories of the form mrep τ (R) by suitable functors.
The functors •, •, and ∨
Recall the notation from §2.1. Any module representation M θ − → Hom(V, W ) over R gives rise to associated module representations θ • , θ • , and θ ∨ defined as follows:
These operations generalise Knuth's action on "cubical arrays" [16, §4.1]; see §4.4 and cf. [19] . The operations •, •, and ∨ are related: for a ∈ M , x ∈ V , and ψ ∈ M * , (x(aθ))ψ = (a(xθ
(i) The operation defines functors
and
where τ is given in the following table:
and mrepτ (R). In each case, we obtain a natural transformation Id 
Proof. This is easy but tedious. As an illustration, we spell out a proof that η
is the element of W * * which sends ψ ∈ W * to the image of 
Reflexivity and truncated DVRs
We now seek to find reasonably rich subcategories of mrep τ (R) which turn the functors •, •, and ∨ into equivalences. As a first step towards achieving this goal, in this section, we consider full subcategories C of Mod(R) which satisfy the following conditions:
(RFL) C consists of finitely generated reflexive modules.
(STB) C is stable under taking duals in Mod(R).
We note reflexivity assumptions are frequently imposed in the study of dualities between module categories; see e.g. [2, §23] . 
Proposition 4.4. If R is a QF ring, then mod(R) satisfies (RFL)-(STB).
Proof. Duals of finitely generated modules over a Noetherian ring are finitely generated. By [17, Thm 15.11(2) ], finitely generated modules over QF rings are reflexive.
Definition 4.5.
A truncated DVR is a ring which is isomorphic to a ring of the form O n = O/P n for some DVR O with maximal ideal P and some n 0.
The following intrinsic characterisation of truncated DVRs is due to Hungerford [12] .
Theorem 4.6. Let R be a non-zero principal ideal ring (not necessarily a domain). Then the following are equivalent:
(i) R has a unique prime ideal.
(ii) R is local and Artinian.
(iii) R is a truncated DVR.
Proof. The implication (i)→(ii) follows from [8, Thm 2.14]. The maximal ideal of a local Artinian ring is nilpotent by [27, Tag 00J8] . By [27, Tag 00JA], such a ring contains a unique prime ideal. Thus, (ii) implies (i). By [12, §2] , a local principal ideal ring with a unique and nilpotent prime ideal is a quotient of a local PID which is not a field. Since the latter rings are precisely the DVRs (see [23, Thm 11.2 
]), this proves that (i) and (ii) imply (iii). Finally, (iii) obviously implies (ii).
Lemma 4.7. Let R be a truncated DVR. Then:
(ii) If U is a finitely generated R-module, then U ≈ U * (non-canonically).
Proof.
(i) A non-zero truncated DVR is local and Artinian (by Theorem 4.6), and has a simple socle (viz. the minimal non-zero ideal). By [17, Thm 15.27] , such a ring is QF.
(
where O is a DVR with maximal ideal P. Choose π ∈ P \ P 2 . Since taking dual modules commutes with finite direct sums, by the structure theory of finitely generated modules over PIDs, it suffices to consider the case that U = O e for e n. Using the identification U * = Ann On (P e /P n ) = P n−e /P n , the claim follows since multiplication by π n−e induces an isomorphism U ≈ P n−e /P n . 
Equivalences induced by
Action. As before, let C be a full subcategory of Mod(R) which satisfies (RFL)-(STB). We conclude that by letting the transpositions (1, 2), (1, 3) , and (2, 3) in S 3 act as •, •, and ∨, respectively, we obtain an action of S 3 on mrep(C) /≈. This action permutes the modules M θ , V θ , and W θ associated with a module representation M θ − → Hom(V, W ) up to taking duals. To keep track of the latter, it is convenient to replace S 3 by the isomorphic copy Π :
as a signed permutation group; see Table 1 for the resulting Π-action on mrep(C) /≈. 
Matrices
"It is my experience that proofs involving matrices can be shortened by 50% if one throws the matrices out."
For module representations involving free modules of finite rank, the preceding duality functors take simple explicit forms. Let z = (z 1 , . . . , z ) consist of algebraically independent indeterminates over R. 
is the matrix of a h θ with respect to the bases X and Y of V and W , respectively. Finally, let Let A * , X * , and Y * denote the dual bases of A, X, and Y, respectively. Note that
for all h, i, j as above. We now describe the effects of •, •, ∨ in terms of coordinates.
Proposition 4.12.
Proof. We only show that c jih (θ • ; Y * , X, A * ) = c hij (θ; A, X, Y) and leave the remaining (equally simple) statements to the reader. By combining (4.3) and (4.1), we see that
Hence, for finitely generated free modules M , V , and W , the S 3 -action on the orbit of a module representation M → Hom(V, W ) permutes the indices (h, i, j) from above. It is this very concrete form of the duality from §4.3 which, to the author's knowledge, was introduced by Knuth [16] in the context of semifields defined by structure constants. 
Duals of collapsed sums
In the following, for an R-module U , we identify (U * ) m = (U m ) * . Consequently, for module representations θ andθ over R and ∈ {•, •, ∨}, we may identify (θ⊕θ) = θ ⊕θ . Moreover, we will now see that collapsing direct sums as in §4.5 is compatible with the duality operations from §4 in the expected way: the collapsed module is moved according to the S 3 -action from §4.3. We only spell out the case = •, the others being similar. 
Part (iii) of Proposition 4.14 simply reflects the fact that the element (1, −3) ∈ Π (see (4.2)) corresponding to • fixes the point 2. Parts (i)-(ii) follow from the next lemma and the two identities Σ * U = ∆ U * and ∆ * U = Σ U * which are valid for any R-module U . −−−−→ θ 2 be a homotopy. Then the following diagram commutes: 
Proof. Apply Lemma 4.15 twice.
Effects of Knuth duality on average sizes of kernels
In this section, we explore the effects of the S 3 -action from §4.3 on average sizes of kernels and ask zeta functions associated with module representations.
Module bundles
Let R be a ring. An R-module bundle (frequently referred to as a bundle below) over a base set Y consists of a set X and a partition X = y∈Y X y into R-modules X y . A morphism X χ − →X of bundles over Y is a map which induces module homomorphisms X y →X y for y ∈ Y ; we let ≈ Y signify the existence of an isomorphism of bundles over Y . The dual of a bundle X over Y is X * = y∈Y X * y .
Clearly, the category of R-module bundles over Y is equivalent to the product category Mod(R) Y . Our justification for introducing new terminology is that a single set can occasionally be regarded as a bundle over different base sets. For instance, given Rmodules U and V , we may naturally identify U × V = U V = V U and thus regard U × V as a bundle over U and over V . 
and, analogously,
Average sizes of kernels of duals
Let R be a finite truncated DVR (see §4.2). We now show that the S 3 -action from §4.3 all but preservers average sizes of kernels over R. For the formal statement, let 
Proof. First note that by the definition of Ker(θ) (see §5.1),
(ii) By Lemma 4.7(ii), Coker(θ) * ≈ M Coker(θ) (non-canonically) whence
Proposition 5.1(ii) now implies that
(iii) Combine parts (i)-(ii) and Lemma 4.9(ii).
Remark 5.3. For another proof of Theorem 5.2(i),
where the first equality is [26, Lem. 2.1], a generalisation of an observation due to Linial and Weitz [20] . In particular, the duality operation • is the source of the "numerical duality" for average sizes of kernels in [26, § §4-6] ; see also §5.3. In the same spirit, in the special case that V and W are free, Theorem 5.2(ii) follows from [26, Lem. 2.4] .
Is there an analogue of Theorem 5.2 for the functions ask m ( · )? Using the tools developed here, we obtain the following generalisation of Theorem 5.2(iii); similar identities hold for ask m (θ • ) and ask m (θ ∨ ).
Proof. By combining Lemma 3.2, Proposition 4.14, and Theorem 5.2(iii), we obtain = (a 1 , a 2 Ker(a 1 θ 1 ) × Ker(a 2 θ 2 ) . In particular, if M and V are finite as sets, then ask(θ) = ask(θ 1 ) ask(θ 2 ). We conclude that Theorem 5.2 remains valid verbatim if R is allowed to be a (finite) direct product of truncated DVRs. Note, in particular, that such rings include finite quotients of Dedekind domains.
On ask zeta functions of duals
In this section, let O be a compact DVR. Let q be the residue field size of O. The following is an immediate consequence of Theorem 5.2. 
Henceforth, let the notation be as in Corollary 5.6.
Computations. In order to compute Z θ (T ) via Theorem 3.5, after choosing bases, we represent θ by a matrix of linear forms over O as in §4.4. We then obtain a formula for K θ (a, y) in terms of norms of minors of said matrix; see [26, Cor. 4.9] . We thus derive an explicit (but usually rather unwieldy) expression for Z θ (T ) as a P-adic integral. Corollary 5.6 now allows us to replace θ by any of its six "S 3 -conjugates" in the sense of §4.3. In fact, for practical computations, it suffices to consider the three module representations θ, θ • , and θ • only-this follows from Proposition 4.12(ii)-(iv) and the fact that ideals of minors of a matrix remain invariant under transposition. The point is that the complexity of the integrals associated with θ, θ • , and θ • can vary drastically.
K-minimality and O-maximality. Two crucial notions introduced and explored in [26] were K-minimality (see §3.6) and O-maximality of modules of matrices. In [26, §6] , the former condition was found to be closely related to constant rank spaces. The latter condition naturally appeared in [26, §5] in the computation of ask zeta functions associated with classical Lie algebras. Dually to the definition of K θ in §3.5, define
By the first isomorphism theorem,
for all a ∈ M and y ∈ O \ {0}. Note that the "additive orbit" 
The proof of [26, Lem. 5.2] establishes grk(θ) = e and that θK has constant rank e, whereK is an algebraic closure of K = O/P. Propositions 3.8-3.9 therefore imply that
Using Corollary 5.6, we therefore recover [26, Prop. 1.5] in the form
Remark 5.8. Let θ be one of the module representations [26, §5] . Similarly to Example 5.7, from our present point of view, the computation of Z θ (T ) in [26] establishes and exploits the K-minimality of θ • . Curiously, in both cases, θ • ≈ θ •∨ too is K-minimal; we will see in §5.4 that this is not a general phenomenon.
Example 5.9 (Duals of band matrices). Let r 1 and let θ r be the inclusion of
Passing to θ • r offers nothing new since, as is easily verified, θ r ≈ θ • r . On the other hand, θ • r is isotopic to the inclusion, σ r say, of
. Hence, by Corollary 5.6,
It is not surprising that K-minimality of the S 3 -conjugates θ, θ • , . . . of θ should be linked as in Example 5.7 or Remark 5.8. For instance, by combining Corollary 5.6 and Proposition 3.8, we easily obtain results of the following form.
Lemma 5.10. Let the notation be as in Corollary 5.6 . Let θ be faithfully K-minimal.
Example: K-minimality of θ
• and Westwick's constant rank spaces
Using a construction due to Westwick [30] , we now define module representations θ 2 , θ 3 , . . .
Westwick's family of constant rank spaces. Westwick [30] defined a matrix of linear forms
He showed that γ C rs has constant rank rs. It follows that for each (r, s), if the residue characteristic of O is sufficiently large (depending only on (r, s) ), then γ O rs is K-minimal (see [26, Prop. 6 .8]); we will tacitly assume this in the following. Up to relabelling variables,
where α r+1 = 0, β r = −1, and α i = β j = 1 otherwise.
Defining a r (X). Let r 1. Write X = (X 0 , . . . , X 2r ) and let
For example, the first three of these matrices are by  (x 0 , . . . , x 2r )θ r = a r (x 0 , . . . , x 2r ). Suppose that r 2. Then grk(θ K r ) = 3 but θ r is not K-minimal. To see that, consider w = (w 0 , . . . , w 2r ) ∈ O 2r+1 with w i = δ ir ("Kronecker delta") and note that wθ r has rank 2 over K. Similarly, one finds that θ • r is not K-minimal. However, one readily verifies that θ • r ≈ γ O r2 . In particular, Proposition 3.8, Corollary 5.6, and Westwick's result imply that
The relevance of this example is that, using only the techniques developed in [26] (i.e. without the •-operation), the computation of Z θr (T ) would have been infeasible.
Conjugacy classes of nilpotent groups I: duality
We discuss consequences of §5 for the enumeration of conjugacy classes of finite groups.
Two types of conjugacy class zeta functions
Recall that k(H) denotes the class number of a finite group H. Linear groups. Let O be a compact DVR. For a linear group G GL d (O), du Sautoy's [7] conjugacy class zeta function is the generating function
where
. We may therefore regard these zeta functions as invariants of O-linear profinite groups.
Group schemes. Let R be a ring which contains only finitely many ideals a R with |R/a| = n for each finite n. Let G be a group scheme of finite type over R. Define the conjugacy class zeta function of G to be the (formal) Dirichlet series
where the summation extends over those a R with |R/a| < ∞. Under suitable assumptions, this series defines an analytic function. Let k be a number field with ring of integers o; see §3.5 for associated notation. Let G be a group scheme of finite type over o.
is onto for all v ∈ V k and all n 1. The latter assumption is certainly satisfied if one of the following conditions holds:
(i) G is smooth over o.
(ii) G is the canonical o-form of a linear algebraic group G GL d ⊗k (i.e. G is the schematic closure of G in GL d ⊗o) and G has the strong approximation property; in this case, each map
Under the aforementioned assumption, both types of conjugacy class zeta functions coincide locally in the sense that ζ cc G⊗ov (s) = ζ cc G(ov) (s) for each v ∈ V k . The conjugacy class zeta functions studied by Berman et al. [4] , the author [26] , and Lins [21, 22] satisfy (ii).
Knuth duality for class numbers and conjugacy class zeta functions
Conjugacy class and ask zeta functions. In the presence of sufficiently good Lie theories, ask zeta functions enumerate orbits of groups; this was one of the author's main motivations for introducing ask zeta functions in the first place. In particular, conjugacy class zeta functions associated with suitable nilpotent groups are ask zeta functions: 
Duality for conjugacy class zeta functions. Change of scalars for module representations commutes with taking Knuth duals. Corollary 5.6 thus implies the following.
Corollary 6.3. With notation as in Corollary 6.2, for almost all
Remark 6.4. By anti-commutativity of Lie brackets, ad [21, Rem. 4.10] . We note that Lins's work relies on a duality for class numbers (and, in the same way, conjugacy class zeta functions) discovered by O'Brien and Voll [25] ; see the next paragraph. 
In summary, we may thus regard Theorem 5.2 as a simultaneous generalisation of the "Linial & Weitz duality" (part (i)) underpinning large parts of [26] as well as of the "O'Brien & Voll duality" (part (iii)) in Proposition 6.5. Remark 6.6. The key theoretical ingredients of [25] are the Lazard correspondence and the Kirillov orbit method. Interestingly, the latter is not required in order to deduce Proposition 6.5 for Theorem 5.2 is solely based on elementary linear algebra. This is perhaps more transparent in the present setting.
For later use, we note that Proposition 6.5 provides us with the following analogue of Corollary 6.2 for conjugacy class zeta functions associated with group schemes. For any ring R, let CAlg(R) denote the category of associative, commutative, and unital R-algebras. Let Grp be the category of groups. 
Conjugacy classes of nilpotent groups II: alternation
We have seen that conjugacy class zeta functions associated with certain group schemes are instances of (Dirichlet series attached to) ask zeta functions (Corollary 6.7). Conversely, it is then a natural task to characterise those ask zeta functions which arise as conjugacy class zeta functions (say, up to shifts s → s + n or other simple transformations). Such a characterisation seems out of reach. Instead, in this section, we will see that, subject to mild assumptions,
• "alternating" module representations and
• ask 2 zeta functions associated with arbitrary module representations always arise as conjugacy class zeta functions. Throughout, let R be a ring. Note that if M and W are free R-modules, then G α is an affine group scheme over R. ζ 2α (s − e) . We conclude that if q is odd, then, up to integral shifts, every ask zeta function associated with an alternating module representation (involving finitely generated free modules) over O is a conjugacy class zeta function; note that Corollary 6.7 provides a partial converse. 
Class numbers and alternating module representations
Lemma 7.1. Suppose that G α (A) is finite. Then k(G α (A)) = |W A | · ask(2α A ). Proof. |G α (A)| · k(G α (A)) = (a,y)∈Gα(A) |C Gα(A) (a, y)| = |W A | 2 a∈M A |Ker(a(2α A )|.
Alternating hulls of module representations
Recall the notation from §2. 
Class numbers and general module representations
For a module representation θ over R, we construct group functors whose associated class numbers are related to average sizes of kernels derived from θ. For the purpose of relating class numbers and average sizes of kernels, whenever 2 is invertible in R and in view of (7.3), the group functors G Λ(θ) and H θ are interchangeable: 
