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Chapter 1
Introduction
Magnetic materials have fascinated human-beings since ancient times, neverthe-
less, unexpected magnetic compounds are still being explored. Materials containing
magnetic 3d and 4f ions have been widely studied, and are generally well understood.
Magnetic materials based on 2p-electrons are expected to display interesting proper-
ties. Low dimensional magnetism, ferromagnetism, and electron-electron correlation
are found to be interesting in several 3d and 4f-electron magnetic systems. Can such
kind of interesting properties also be found in 2p-electron magnetic systems? More-
over, magnets based on 2p-electrons have some particular characteristics compared
with the 3d or 4f-electron magnetic systems. The valence electrons in 2p-orbitals are
more delocalized than those in 3d- and 4f-orbitals. Moreover, spin-orbit coupling is
small or negligible for atoms containing 2p valence electrons, because they are light
and the strength of the spin-orbit coupling scales as the fourth power of the nuclear
charge.
Among the 2p magnets, materials based on dioxygen molecules have recently
attracted much interest in the eld of condensed matter physics
1
. E.g., in the su-
peroxides, the interplay of the spin, orbital, and lattice degrees of freedom leads to
rich phase diagrams and a variety of properties, providing us more opportunities for
applications. The alkali superoxides RbO
2
and CsO
2
are antiferromagnetic insula-
tors with low Néel temperatures (14.7 K and 9.6 K respectively). Magnetization
measurements show that low dimensional magnetism exists in CsO
2
. It displays one-
dimensional S = 1=2 spin chains above its Néel temperature, while RbO
2
does not
2
,
even though they are isostructural and isoelectronic. Around room temperature, the
crystal structures of RbO
2
and CsO
2
are relatively simple. But at low temperatures
the crystal structures become more complex. XRPD (X-ray powder diraction) can
provide us the average structure only. It cannot provide us the detailed information
of the low-temperature structure. Raman spectroscopy is a good way of investigating
the crystal structure of these materials. It can tell us whether the local structure of
1
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the crystal has lower symmetry or not compared with the average structure obtained
from XRPD. Until recently there was only one experimental report on Raman spec-
troscopy of RbO
2
and CsO
2
at low temperatures (dating from the 1970s)
3
. In this
study an explanation of Raman modes with low frequencies was still lacking, which
was mainly due to the complexity of the crystal structures.
Chapter 2 explains the appearance of the one-dimensional S = 1=2 spin chain in
CsO
2
, based on the orbital ordering and the superexchange interaction. RbO
2
has the
same orbital ordering but a weaker superexchange interaction. It shows that some
of the many interesting properties known for 3d and 4f-electron magnetic systems
(such as electron-electron correlation, low dimensional magnetism, superexchange,
orbital ordering) can indeed be found also in the class of 2p magnetic materials. This
enriches people's understanding of magnetic materials, and provides more candidates
for application of magnetic materials. Phonon calculations explain the low frequency
Raman modes in RbO
2
and CsO
2
at low temperatures, and conrm the experimental
implication that the local structures of RbO
2
and CsO
2
at low temperatures are with
lower symmetry than the average structures.
In the mixed-valence manganites (such as La
1 x
Ca
x
MnO
3
), the nature of the
magnetic ordering, and the electrical conductivity vary over the range of the whole
phase diagram. The end members are both antiferromagnetic insulators, but fer-
romagnetic insulating and ferromagnetic metal phases are found in between
4
. In
analogy to the mixed-valence manganites, the sesquioxides K
x
Ba
1 x
O
2
are worth in-
vestigating by both theory and experiments. The end members of the sesquioxides
K
x
Ba
1 x
O
2
are the insulators BaO
2
and KO
2
, which are nonmagnetic and antiferro-
magnetic respectively. Mn
3+
has one electron in the doubly degenerate e
g
level, and
this degeneracy is known to have a major eect on the crystal structure, giving rise
to a rich variety of orbital ordering phenomena. Similarly, the superoxide anion O
2
 
has one unpaired electron in the doubly degenerate 

level, and this degeneracy gives
rise to orbital ordering. Mn
4+
has an empty e
g
level, while the peroxide anion O
2
2 
has a completely lled 

level. Double exchange occurs in the mixed-valence man-
ganites, where the electron transfers from Mn
3+
to Mn
4+
, leading to metallicity and
ferromagnetism. In analogy, we expect that double exchange could also occur in the
sesquioxides K
x
Ba
1 x
O
2
, where the electron transfers from O
2
2 
to O
2
 
, leading to
metallicity and ferromagnetism. Moreover, Raman spectra in mixed-valence materials
often show interesting properties compared to materials with a single valence (such
as broadening of Raman peaks, appearance of new Raman peaks).
Chapter 3 aims to study the possible metallicity and ferromagnetism in the sesquiox-
ides K
x
Ba
1 x
O
2
. This is rather dicult, as the recent experiments by S. Giriyapura
at the University of Groningen showed that the synthesized sesquioxides K
x
Ba
1 x
O
2
(0:22 < x < 0:42) are all frustrated magnets
5
. It is dicult to investigate the prop-
3erties of the ground state of a frustrated magnet using DFT calculations, because of
the possible non-collinear magnetism, and the very large unit cells (due to the random
distribution of K/Ba cations) required for the calculations. We focus on the Raman
spectra in the sesquioxides K
x
Ba
1 x
O
2
, where a new, initially symmetry-forbidden
Raman-active vibrational mode was found. The disorder of K/Ba cations leads to
the activation of the Raman-forbidden mode. This explains why three broad Raman
peaks, centered at 840, 1055, and 1140 cm
 1
, were found in the experiments. It
is a good example of a mixed-valence 2p magnet where both the mixed-valence and
disorder of cations have a large eect on the Raman spectra. Sections 1.1, 1.2, 1.3,
1.5, and 1.7 give some background information on these materials which are discussed
in chapter 2 and chapter 3.
Another part of this thesis is on spintronics (the main concept of this new technol-
ogy is to add the spin degree of freedom of electrons to the traditional charge-based
electronic devices, or using the spin alone, see details in section 1.6). Nowadays, in
the eld of spintronics, GMR (giant magnetoresistance, for details see section 1.4)
devices
6
dominate. Such kind of device consists of multilayers. Spin-orbit interaction
mixes states with dierent spin-direction and hence is detrimental in GMR devices.
Because the spin-orbit interaction scales as the fourth power of nuclear charge, GMR
devices are limited to materials with relatively low nuclear charge, We aim to realize
a similar GMR eect, but using a single material, rather than a multilayered device.
Chapter 4 discusses spinorbitronics in greigite (Fe
3
S
4
). In spinorbitronics, the exis-
tence of Fermi surface sheets depends on the direction of the magnetization. The
magnetoresistance does not depend on the existence of a layered structure, but it
occurs in a homogeneous material. It has a relativistic origin, so is unlike the GMR
which is limited by the spin-orbit interaction. Therefore the entire periodic table is
available for optimizations (of chemical stability, Curie or Néel temperature, strength
of spin-orbit interaction, etc.).
In the eld of spintronics, the ideal model of a GMR device is a multilayer consisting
of half-metallic (for details on half-metals see section 1.6) layers and a nonmagnetic
spacer. NiMnSb was the rst material predicted to be a half-metal. Half-metallicity
led to a device concept currently known as spintronics. Some experiments show a
low temperature anomaly in NiMnSb
7
. Below the transition temperature, it is a half-
metal; above, it is a normal ferromagnetic metal. At the transition temperature, there
is a crossover in the temperature dependence of both magnetization and resistivity. In
2010, new experiments showed the temperature dependence of resistivity in NiMnSb
and in NiMn
1:05
Sb. Only samples with excess Mn showed an anomaly
8
.
We investigate the properties of NiMn
1:05
Sb based on DFT calculation. Concur-
rent experiments were carried out at the University of Groningen by J. A. Heuver et
al.
9
The DFT calculations show that the excess manganese orders antiferromagneti-
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cally with respect to the host magnetization; reduces the half-metallic band gap, and
pushes the top of the valence band up to 36 meV below the Fermi level. Thermal
excitations from the minority to the majority spin channel can induce an avalanche
eect, leading to the disordering of the magnetic moments of the excess manganese.
The antiferromagnetic ordering between the excess Mn and the host magnetization
is supported by the measurements (from the University of Groningen) of the mag-
netization as function of temperature for NiMn
1:05
Sb. This mechanism explains why
the high spin polarization is lost around the transition temperature, why there are
anomalous behaviors in the temperature dependence of resistivity and magnetization.
It shows that the low temperature anomaly in NiMnSb has an extrinsic origin. So
NiMnSb is a good candidate for devices with half-metallicity at room temperature.
Some detailed background information needed for chapter 4 and chapter 5 is given in
sections 1.4, 1.6, and 1.7.
1.1 Ions based on molecular oxygen
According to molecular orbital theory, molecular orbitals are formed by combin-
ing atomic orbitals with similar energies, belonging to all the atoms constituting the
molecule. Their number equals the number of atomic orbitals undergoing combina-
tion. For orbitals forming bonding (the so-called bonding molecular orbitals), half
have a lower energy than the individual atomic orbitals, while the other half (i.e. the
anti-bonding orbitals) have higher energy. Two oxygen atoms can form a dioxygen
molecule (O
2
). Removing one electron leads to a dioxygenyl ion(O
2
+
), and adding
one (two) electron(s) leads to the superoxide anion O
2
 
(peroxide anion O
2
2 
). The
molecular orbital diagrams of the neutral and charged dioxygen molecules are shown
in Figure 1.1. Except for the peroxide anion (non-magnetic), the other three cases
are all paramagnetic (one, two, one unpaired electron(s) on the anti-bonding 

level
for the dioxygenyl cation, dioxygen molecule, and superoxide anion respectively). The
dioxygenyl cation (O
2
+
) can exist in some compounds (O
2
MF
6
with M = Pt, P, As,
Sb, and O
2
BF
4
), which have been prepared and reported to be paramagnetic insula-
tors
1114
. On cooling under ambient pressure, the dioxygen molecule becomes solid
oxygen, exhibiting a 3D (three dimensional) AFM (antiferromagnetic) ordering below
24 K
15
. Metallic and superconducting phases under a pressure of more than 100 GPa
have been discovered
16
.
The superoxide anion can be stabilized by alkali cations to form crystalline salts,
with the composition AO
2
(A = Na, K, Rb, and Cs), or by alkaline earth cations
to form salts with composition AE(O
2
)
2
(AE = Ca, Sr, Ba). The peroxide anion
can form crystals with alkali, alkaline-earth, or group IIb (X = Zn, Cd, and Hg)
cations, leading to compounds with composition A
2
O
2
, AEO
2
or XO
2
. This thesis
1.2. Phase diagram and electronic structure of alkali superoxides and K-Ba
sesquioxides 5
Figure 1.1: The molecular orbital of the dioxygenyl cation, dioxygen molecule, the superoxide
anion, and the peroxide anion. From reference 10.
(chapter 2 and chapter 3) mainly focuses on AO
2
(antiferromagnetic insulator), AEO
2
(nonmagnetic insulator), and the sesquioxides A
x
AE
1 x
O
2
(semiconducting frustrated
magnet). Alkali superoxides AO
2
have two dierent crystal structures around room
temperature, shown in Figure 1.2. The NaCl type structure occurs at relatively high
temperature (space group Fm

3m, with O
2
 
analogous to Cl
 
, the orientations of
the anions are disordered). At relatively low temperature one nds the CaC
2
type
(space group I4=mmm, with orientations of anions all parallel to the c-axis). Crystal
structures of alkali superoxides at temperatures far below room temperature are more
complex, mainly because of the complex orientations of the anions.
1.2 Phase diagram and electronic structure of alkali
superoxides and K-Ba sesquioxides
The phase diagram of the superoxides (NaO
2
, KO
2
, RbO
2
and CsO
2
) has been
summarized by W. Hesse et al.
17
, the detailed crystal structure information for each
of these four superoxides can be found in references therein. Above 223 K, NaO
2
adopts an average NaCl-type structure with disordered pyrite-type (the orientations
of the superoxide anions are random here); between 223 and 196 K, it orders in the
pyrite structure (the orientations of the superoxide anions are along the four space
diagonals); upon further cooling, between 196 and 43 K, it forms a marcasite-type
crystal (compared to cubic pyrite, marcasite is orthorhombic, and the main dierence
between these two polymorphs is in the linking of Fe(here: Na)-centered octahedra
18
)
with antiferromagnetic short range order; below 43 K, a possible crystal structure
change happens, and long range antiferromagnetic order is assumed. KO
2
, above
383 K, adopts a structure similar to that of NaO
2
(above 223 K); between 383 and
196 K, it forms the body-centered tetragonal structure (CaC
2
type, this is an average
structure, the symmetry of the local structure can be lower); between 196 and 12.1 K,
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Figure 1.2: The tetragonal (I4/mmm) and cubic (Fm

3m) crystal structure of alkali super-
oxides around room temperature: for the tetragonal structure, the green balls represent the
alkali cations (A
+
), and the red balls the superoxide anions (O
2
 
); for the cubic structure, the
purple ball represents an alkali cation (A
+
), and the large red ball the average position of the
superoxide anion (the detailed orientations are dicult to obtain in experiments, consequently
they are not shown here).
1.2. Phase diagram and electronic structure of alkali superoxides and K-Ba
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Figure 1.3: The splitting of the energy levels of the O
2
 
: (a) energy levels of O
2
 
formed
from O 2p states; (b) spin polarization splits the majority and minority spins; (c) the Jahn-
Teller eect splits the 

x;y
to 

x
and 

y
.  stands for up-spin, and  for down-spin. From
reference 19.
it forms a monoclinic structure (with a shift of the center of the anions and a tilting
of the anions compared to the body-centered tetragonal structure); below 7.1 K (the
Néel temperature), it crystallizes in a triclinic structure with antiferromagnetic long
range order; between 12.1 K and 7.1 K, it is a mixture of the phase below 7.1 K and
the phase between 196 K and 12.1 K. RbO
2
, above 420 K, adopts a similar structure
as cubic KO
2
; between 420 and 194 K, it adopts a similar structure as tetragonal
KO
2
; below 194 K and until 14.7 K, the structure varies from pseudo tetragonal,
via orthorhombic to a monoclinic structure; below 14.7 K (the Néel temperature), it
crystallizes in a monoclinic structure with antiferromagnetic long range order. Above
378 K, CsO
2
adopts a similar structure as cubic KO
2
; between 378 and 190 K,
it adopts a similar structure as tetragonal KO
2
; between 190 and 9.6 K (the Néel
temperature) the structure varies from pseudo tetragonal to orthorhombic; below
9.6 K CsO
2
crystallizes in an orthorhombic structure with antiferromagnetic long
range order.
All superoxides AO
2
are insulators, the magnetic properties are closely related
to the crystal structure (for example, the orientation of the anions, and the lattice
distortion caused by the Jahn-Teller eect). The splitting of the energy levels of
the O
2
 
is shown in Figure 1.3. It shows why the superoxides are all insulators: the
spin polarization splits the majority and minority spins, and the Jahn-Teller eect
splits the 

x;y
to 

x
and 

y
. The sesquioxides Rb
4
O
6
and Cs
4
O
6
are predicted to
be half-metals under ambient pressures
20
, but they were reported to be frustrated
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Figure 1.4: The phase diagram of La
1 x
Ca
x
MnO
3
: CAF stands for canted antiferromag-
netism, FI for ferromagnetic insulator, FM for ferromagnetic metal, AF for antiferromag-
netism, CO for charge/orbital ordering. From reference 28.
magnetic insulators later
21
. At room temperature, both KO
2
and BaO
2
adopt the
body-centered tetragonal structure (a = 4:033 Å, c = 6:699 Å and a = 3:8114 Å,
c = 6:8215 Å, respectively). The cation radii of K
+
and Ba
2+
are quite similar:
about 1.3 Å. The incorporation of both superoxide (KO
2
) and peroxide (BaO
2
) in the
same crystalline solid (K
2
BaO
6
) was reported
22
, but there is not any report on the
structure and magnetic properties. There is some analogy between K
x
Ba
1 x
O
2
and
the famous manganite series La
1 x
AE
x
MnO
3
. These manganites contain Mn
3+
and
Mn
4+
cations, because some of the trivalent cations La
3+
are replaced by the divalent
alkaline-earth cations AE
2+
. The nature of the magnetic ordering, and the electrical
conductivity vary over the range of the whole phase diagram. The end members
are both antiferromagnetic insulators, but ferromagnetic insulating and ferromagnetic
metal phases are found in between
4
(see the rich phase diagram of La
1 x
Ca
x
MnO
3
in
Figure 1.4). The series of K
x
Ba
1 x
O
2
(crystallizing in the body-centered tetragonal
structure with x smaller than 0.42) were successfully synthesized and characterized
by S. Giriyapura
5
. Magnetization measurements by S. Giriyapura show frustrated
magnetic properties for all the samples available
5
. Further investigation on synthesis
in order to obtain samples with higher K content (x larger than 0.42) is desirable.
1.3 Magnetic exchange interactions
In this section, dierent types of magnetic interactions, which are important in
permitting magnetic moments in solids to communicate with each other leading to
long range magnetic order, are discussed. Exchange interactions are at the heart of
1.3. Magnetic exchange interactions 9
Figure 1.5: The mechanism of double exchange in mixed-valence manganites: two electrons
are transferred simultaneously, one (for example, with up-spin) from the bridging O
2 
anion
to the empty e
g
orbital of Mn
4+
, and one (with the same kind of spin) from the half lled e
g
orbital of Mn
3+
to the O
2 
anion. From reference 27.
the phenomenon of long range magnetic order.
The rst type of magnetic exchange interaction is the direct exchange, where the
electrons on neighboring magnetic atoms interact via the direct overlap of orbitals
(without the need for an intermediary). It seems that direct exchange is the most
obvious way for the interaction to follow, but in reality, the physical situations are
not as simple as that. Very often, direct exchange is not dominant in controlling the
magnetic properties of materials because of insucient direct overlap between orbitals
of neighboring atoms. So, in many magnetic materials (mostly ionic materials), it is
necessary to consider some kind of indirect exchange.
Superexchange is an indirect exchange interaction between magnetic ions which is
mediated by a non-magnetic ion placed in between these magnetic ions. It happens
in many ionic solids, such as MnO (between the Mn
2+
cations, mediated by O
2 
anions), CsO
2
(between O
2
 
anions, mediated by Cs
+
cations). Usually, the exchange
interaction is short-ranged. Superexchange acquired its name because of the relatively
large distance (for example, in MnO, the distance between two Mn
2+
cations is larger
than 4 Å). So, the long range interaction involved in this case must be in some
sense
0
super
0
. In transition metal oxides, the sign of the superexchange depends on
the cation-anion-cation angle and the lling of the orbitals of the cations. Generally
speaking, it follows the Goodenough-Kanamori rules
24
: (1) if the cation-anion-cation
angle is 180
Æ
and if the cation orbitals involved are both half lled, then the exchange
is antiferromagnetic. (2) if the cation-anion-cation angle is 180
Æ
and if one cation
has a completely lled (or completely empty) orbital and the other a half-lled orbital,
then the exchange is ferromagnetic. (3) if the cation-anion-cation angle is 90
Æ
, this
usually results in a weak ferromagnetic exchange. In fact, case (3) is more complex
and detailed information can be found in reference 24.
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Another important indirect exchange interaction is the so-called RKKY interac-
tion (Ruderman-Kittel-Kasuya-Yosida interaction)
25
, which happens in metals. The
exchange interaction between the magnetic ions is mediated by the conduction elec-
trons. A localized magnetic moment makes the conduction electrons spin-polarized,
and this polarization in turn couples to a neighboring localized magnetic moment at a
distance r . Depending on the distance of these two moments, the RKKY interaction
can be either ferromagnetic or antiferromagnetic. The RKKY interaction provides
a very important mechanism for couplings between magnetic moments in metals.
Detailed information can be found in reference 25 and references therein.
Finally, here we discuss the so-called double exchange, whose mechanism was rst
proposed by Zener
26
. It is some kind of ferromagnetic interaction occurring because
the magnetic ions show mixed valency (which means that the magnetic ion can exist
in more than one oxidation state)
25
. Double exchange is very common in manganites
(such as La
1 x
AE
x
MnO
3
), where ions Mn
3+
and Mn
4+
coexist. Double exchange
happens as shown in Figure 1.5. Two electrons are transferred simultaneously, one
from the bridging O
2 
anion to the empty orbital of Mn
4+
, and one from Mn
3+
to
the O
2 
anion. The transferred electron that originates from Mn
3+
replaces what
was simultaneously transferred from O
2 
to Mn
4+
, so their spins have to be identical,
obeying the spin conservation. For the ground state, the spins of all unpaired electrons
at the metal centers will align parallel to the spin of the transferred electrons in
accordance with Hund's rules.
From the point of view of electron transfer, it is plausible that there is an analogy
between sesquioxides and the alkaline earth metal doped manganites, and that double
exchange could occur in K/Ba sesquioxides. The detailed similarities are shown in
Figure 1.6. Experimentally, Rb
4
O
6
and Cs
4
O
6
are found to be insulating
29
, and the
series K
x
Ba
1 x
O
2
(crystallizing in body-centered tetragonal structure with x smaller
than 0.42) show semiconducting transport properties with a strong charge transfer
eect
5
. This discrepancy may be due to the narrow bandwidth of the dioxygen anions.
More experimental and theoretical investigations on K
x
Ba
1 x
O
2
with larger x and
other possible sesquioxides (such as Na
x
Ca
1 x
O
2
, because the radii of the two cations
are similar, about 1.0 Å) are desired in the future.
1.4 Giant magnetoresistance (GMR)
Magnetoresistance is known as the change in electrical resistance, R, of a material
under an applied magnetic eld H, and is given by:


=
R(H)  R(0)
R(0)
:
1.4. Giant magnetoresistance (GMR) 11
Figure 1.6: The proposed mechanism of double exchange in sesquioxides (an electron trans-
fers from O
2
2 
to O
2
 
) in comparison to the double exchange in mixed-valence manganites
(an electron transfers from Mn
3+
to Mn
4+
); in these two cases above, the bridging ions in
the middle are not shown. From reference 28.
This eect was rst discovered in an iron sample by Lord Kelvin in 1856
25
. It arises
from the eect of the Lorentz force on the electron trajectories due to the applied
magnetic eld
30
. This eect is usually small in magnetic metals (less than 1% in
elds of the order of 1 Tesla), and it does not saturate at a saturation eld. Usually
it is called ordinary magnetoresistance. Except for this ordinary magnetoresistance,
there are some other types of magnetoresistance with dierent properties and origins.
Here we will rst give a brief description of those, and then focus on GMR.
Anisotropic magnetoresistance (AMR), where the measured magnetoresistance
depends on the orientation of the magnetization in homogeneous materials, layered,
or granular magnetic systems, originates from the spin-orbit interaction. Usually, the
eect of AMR is also small. For example, a 1-2% resistance change takes place in a
eld range of a few Gauss in Permalloy (Ni
80
Fe
20
) lms, which are presently employed
in some magnetic sensors
30
. Colossal magnetoresistance (CMR) was found in alkaline
earth metal doped manganites
23
. The CMR eect can be very large. Sometimes the
change of resistance is a few orders of magnitude. It originates from a metal-insulator
transition in the vicinity of the Curie temperature, and requires magnetic elds of the
order of several Tesla (in fact, the requirement on the high magnetic eld limits
the practical application of CMR)
23
. Tunneling magnetoresistance (TMR) has been
discovered in magnetic tunnel junctions, where two ferromagnetic metallic layers are
separated by one thin insulating spacer layer. TMR is a consequence of spin polarized
tunneling. The rst reproducible TMR was about 20%
31,32
, but presently it can be
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Figure 1.7: The giant magnetoresistance in Fe/Cr/Fe multilayers: the vertical axis is for
the resistance ratio (the resistance with external magnetic eld over the resistance without
external magnetic eld), and H
S
is the magnetic eld when the GMR eect becomes saturated
in each case of the multilayers with dierent thickness. From reference 7.
very large, for example 600% at room temperature
33
.
Giant magnetoresistance (GMR)
6
was rst discovered in 1988: the application of a
magnetic eld of 2 Tesla at 4.2 K to a Fe/Cr multilayer reduces the resistance to about
50% (shown in Figure 1.7), which is a giant value compared to the change of resistance
in either ordinary magnetoresistance or AMR. In 1989, Grunberg et al. reported
the antiferromagnetic interlayer exchange in layered Fe/Cr multilayers
34
. Following
experiments found that the coupling between two magnetic layers through a spacer
oscillates in sign as the thickness of the spacer varies. The period of the oscillation
with thickness only depends on the metallic spacer itself, having nothing to do with
the two magnetic layers
35
. Also, the magnitude of GMR roughly falls exponentially
with increase of the spacer thickness. So the optimal thickness of the nonmagnetic
metallic spacer is desired in order to create the strongest antiferromagnetic coupling
between two magnetic layers.
GMR can be understood based on the two-current model
30
(which is based on
Mott's model on the explanation of the sudden increase in resistivity of ferromagnetic
metals as they are heated above the Curie temperature
36
), shown in Figure 1.8. Here
we assume that the mean free path of the electron is much longer than the layer
thicknesses. The scattering is strong for electrons with spin antiparallel to the mag-
netization direction, and weak for electrons with spin parallel to the magnetization.
In the top panel of Figure 1.8(a), the spin-up electrons pass through the structure
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Figure 1.8: The schematic illustration of GMR for parallel (a) and antiparallel (b) magne-
tizations of the successive ferromagnetic layers. The directions of magnetization are shown
by the white arrows. The solid lines are for individual electron trajectories within the two spin
channels. The bottom panels show the two current resistor model. From reference 30.
almost without scattering, because their spins are parallel to the direction of the mag-
netization of the two magnetic layers. On the contrary, the spin-down electrons are
strongly scattered within each of the magnetic layers, because their spin is antiparallel
to the magnetization of each of these two magnetic layers. In the bottom panel of
Figure 1.8(a), the resistance in the spin-up channel is much smaller than in the spin-
down channel. In the top panel of Figure 1.8(b), the spin-up electrons pass through
the structure rst with weak and then with strong scattering; similarly, the spin-down
electrons pass through the structure rst with strong scattering and then with weak.
This results in an equal resistance for spin-up and spin-down channels, shown in the
bottom panel of Figure 1.8(b). Therefore, the total resistance in case of ferromag-
netic ordering of the magnetic layers is smaller than that in case of antiferromagnetic
ordering.
One detrimental eect in GMR is the spin-orbit interaction, which causes spin-
mixing. Spin-mixing will introduce blurring of the distinction between the two spin
channels, eventually reducing the GMR eect. So GMR devices usually contain el-
ements with relatively low nuclear charge (because spin-orbit interaction scales as
the fourth power of nuclear charge), in order to avoid the detrimental eect of the
spin-orbit interaction.
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Figure 1.9: The potential energy diagram of a diatomic oscillator: n = 0; 1; 2; 3; 4,... are
the vibrational quantum numbers, the vibrational energy levels become more unequally and
more closely spaced with increasing n. From reference 38.
1.5 Raman and infrared spectroscopy of molecules
From the point of view of molecular spectra, in a rst approximation, the total
energy of an isolated molecule can be separated into three independent components:
the rotation of the molecule as a whole, the vibrations of its constituent atoms, and
the motion of the electrons in the molecule. This separation is based on the fact that
the velocity of electrons is much greater than the vibrational velocity of nuclei, which
is again much greater than that of the molecular rotation. If a molecule is placed in an
electromagnetic eld with frequency ! (for example, light), an energy transfer from
the eld to the molecule will happen if E = ~!, where E is the energy dierence
between two quantized states of the molecule. ~ is the reduced Planck's constant.
Usually, the transitions between rotational levels occur at low frequency (from 1 to
10
2
cm
 1
), the transitions between vibrational levels occur at higher frequency (from
10
2
to 10
4
cm
 1
). The transitions between electronic levels are far apart, so the
electronic spectra are observed at very high frequency (from 10
4
to 10
6
cm
 1
)
37
. In
this section, we only focus on the molecular vibrational spectra.
A harmonic oscillator can be a good model for the molecular vibration. For a
harmonic oscillator, the oscillation frequency (!) is given by: ! =
√
k
m
, where k is the
stiness constant and m is the mass. The potential energy diagram of a harmonic
oscillator is a parabola. From the point of view of quantum mechanics, the energy of
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a harmonic oscillator is
E
n
= ~!(n +
1
2
);
where n is the quantum number, and must be an integer. The energy of a harmonic
oscillator is quantized, the energy levels are evenly spaced, and the zero point energy
(n = 0) is
~!
2
above the minimum of the potential energy well. It should be pointed out
that not all the transitions between these vibrational levels are possible. The selection
rule will determine whether a transition is allowed or forbidden. If the vibrations of
a molecule are strictly harmonic, only transitions obeying that n = 1 are allowed.
For simplicity, We discuss the molecular vibration based on a diatomic molecule. In
a diatomic oscillator (similarly in a diatomic molecule), the potential energy diagram
shown in Figure 1.9 typically deviates from the simple harmonic oscillator approxima-
tion. This is much better described with a Morse potential
39
. Here the energies are
still quantized, but, due to the anharmonicity, the discrete energy levels are not equally
spaced anymore (the spacing is decreasing with the increase of the quantum number).
The energy of the diatomic oscillator (approximated by the Morse potential) is given
as:
E
n
= ~!
a
(n +
1
2
)  ~!
a
x
a
(n +
1
2
)
2
;
where !
a
is the frequency corrected for anharmonicity, x
a
is the anharmonicity constant
(it can vary from 0.01 to 0.05 in molecules with a single bond
38
) and n is the vibrational
quantum number (too large values are not allowed, detailed information can be found
in reference 39). Due to the anharmonicity in a diatomic molecule, the selection
rules are broken (other complex factors which can also break the selection rules are
out of the scope of this thesis, and will not be discussed here). So the vibrational
spectra may contain overtones (transitions from n = 0 to n = 2; 3; 4:::) as well as
the fundamental band (transitions from n = 0 to n = 1), but usually the intensities
of the overtones are much weaker than that of the fundamental band.
The vibrational spectra are observed experimentally as infrared or Raman spec-
tra, the physical origins of these two types of spectra are quite dierent. Infrared
spectra originate from transitions between two vibrational levels of the molecule in
the electronic ground state, and are observed as absorption spectra in the infrared
region. The Raman spectra originate from the electronic polarization caused by the
ultraviolet or visible light, and are observed as Raman shift of the frequency of the
emitted light away from the frequency of the incident light (so the Raman spectra
are inelastic scattering spectra).
The origin of Raman spectra can be explained by the classical theory. The electric
eld is taken to be
E = E
0
cos!t: (1.1)
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Where E
0
is the amplitude, ! is the frequency, and t is time. If a diatomic molecule
is irradiated by this light, then the induced dipole moment p is:
p = E = E
0
cos!t (1.2)
where  is the polarizability. If the molecule is vibrating with frequency !
1
, the nuclear
displacement q is:
q = q
0
cos!
1
t (1.3)
Where q
0
is the amplitude and !
1
is the molecular vibrational frequency. For small
amplitudes of vibrations,  is a linear function of q, which can be written as:
 = 
0
+
(
@
@q
)
0
q (1.4)
Where 
0
is the polarizability at the equilibrium position, and (@=@q)
0
is the deriva-
tive of  with respect to q at the equilibrium position. Inserting the expressions for
E and  into (1.2) yields
p = E
0
cos!t = 
0
E
0
cos!t +
1
2
(
@
@q
)
0
q
0
E
0
[cos(! + !
1
)t + cos(!   !
1
)t]:
In this formula, the rst term describes the Rayleigh scattering (which is elastic scat-
tering), and the second term describes the Raman scattering of frequency ! !
1
(the
Stokes line) and ! + !
1
(the anti-Stokes line) shown in Figure 1.10. A molecule is
excited by a photon from the ground state (n = 0) to a higher energy level, which is
not stable at room temperature. Since it cannot remain in this unstable level, it will
emit a photon and return to the ground state, giving rise to the Rayleigh scattering.
If it drops in the energy level with vibrational quantum number n = 1, then the energy
of the emitted photon is equal to the energy of the exciting photon minus the energy
dierence between energy levels n = 1 and n = 0, giving rise to the so-called Stokes
line. Sometimes, prior to excitation, a molecule can be in an excited vibrational state
(such as n = 1), and it can be excited to a higher unstable level by absorbing a pho-
ton. Then the molecule can emit a photon and return to the vibrational ground state
(n = 0), so the energy of the emitted photon is equal to the energy of the exciting
photon plus the energy dierence between energy levels n = 1 and n = 0, giving rise
to the so-called anti-Stokes line. At room temperature, most of the molecules are in
the ground state rather than in excited states, so the anti-Stokes line is much weaker
in intensity than the Stokes line.
Both infrared and Raman spectra can give information about the molecule, such
as chemical bonding, bond strength, atomic arrangement, etc. But these two dier-
ent methods rely on dierent selection rules. First of all, we introduce the famous
mutual exclusion principle: for molecules with a center of symmetry, those vibrations
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Figure 1.10: The energy level diagram of the Raman eect: for the Rayleigh scattering, the
initial state is n = 0 (the vibrational ground state), and the nal state is n = 0, too; for the
Stokes line, the initial state is n = 0, and the nal state is n = 1; for the anti-Stokes line, the
initial state is n = 1, and the nal state is n = 0. From reference 38.
which are Raman active are infrared inactive, and vice versa
40
. In many cases, it is
possible to distinguish between alternative congurations of a molecule by compar-
ing the predicted numbers of Raman active and/or infrared active modes. This has
proved to be a valuable method of structural elucidation. But we should keep one
point in mind: the observation of a band is proof of its activity, but the converse is not
necessarily true. For example, for some bands, activities are permitted in principle,
but fail to be observed, either because they are inherently too weak in intensity or the
experimental technique has some limitations. Next we introduce the selection rule
for infrared activity: the condition for vibrational infrared activity is that at least one
of the dipole moment component derivatives with respect to the normal coordinate,
taken at the equilibrium position, should be non-zero. This means that, for at least
one of the components of the dipole moment vector, a plot of that component against
the normal coordinate must have a non-zero gradient at the equilibrium position
40
.
Finally, we describe the selection rule for Raman activity: the condition for vibrational
Raman activity is that at least the derivative of one component of the polarizability
tensor with respect to the normal coordinate of vibration, taken at the equilibrium
position, should be non-zero. This means that, for at least one component of the
polarizability tensor, a plot of that component against the normal coordinate must
have a non-zero gradient at the equilibrium position
40
.
In order to understand how the selection rules for Raman activity and infrared
18 Chapter 1: Introduction
Figure 1.11: The comparison of the polarizability and dipole moment variations in the
neighborhood of the equilibrium position and the vibrational Raman and infrared activities for
a homo-diatomic A
2
and hetero-diatomic AB molecule. From reference 40.
activity work, we show a detailed analysis of the activity of the stretching vibrational
mode of the homo-diatomic molecule (marked as A
2
) and of the hetero-diatomic
molecule (marked as AB) in Figure 1.11. For the homo-diatomic molecule A
2
shown
in Figure 1.11, the polarizability always increases with the increase of the normal co-
ordinate. So the derivative of the polarizability with respect to the normal coordinate
(taken at the equilibrium position) is non-zero, and therefore this stretching mode
is Raman active. During the whole period of the vibration, the dipole moment of
this molecule never changes (in fact it always remains zero), so its derivative with
respect to the normal coordinate (taken at the equilibrium position) is zero, and thus
this stretching mode is infrared inactive. For the hetero-diatomic molecule AB, the
situation is quite dierent: the polarizability again increases with the increase of the
normal coordinate, so the mode is again Raman active, however, the dipole moment
of this molecule is always changing, and its derivative with respect to the normal co-
ordinate (taken at the equilibrium position) is now non-zero, so this stretching mode
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is infrared active. The demonstration and analysis of the Raman and infrared activity
in homo-diatomic molecule A
2
is very helpful when we analyze the activation of the
Raman forbidden mode in K
x
Ba
1 x
O
2
in chapter 3.
1.6 Spintronics and half-metals
Spintronics is a terminology for the spin-controlled electronics
41
, which is expected
to be the next generation technology after the current predominant silicon-based one.
The main concept of this new technology is to add the spin degree of freedom of
electrons to the traditional charge-based electronic devices, or using the spin alone
(such as magnetic memory devices or sensors using the electron spin for information
storage). In spintronics, devices can have many potential advantages compared to
the traditional semiconductor-based devices, such as decreased electric power con-
sumption
42
. A crucial feature is the degree of spin polarization P at the Fermi energy
in a given ferromagnet (or ferrimagnet):
P = j
n
"
  n
#
n
"
+ n
#
j:
Usually the value of P is less than 100% in many ferromagnets (for example, 44%
for Fe, 34% for Co, and 11% for Ni)
25
. The ideal case, where P is equal to 100%,
which means that there is only one kind of spin involved, is known as a half-metal.
NiMnSb is the rst example predicted to be a half-metal
43
, where the majority spin
shows metallic character, while the minority spin shows a semiconducting gap of about
0.46 eV. The band structure of a half-metal is distinct from that of a semiconductor,
a ferromagnetic metal, and a non-magnetic metal, as shown in Figure 1.12. In a (non-
magnetic) semiconductor, for both valence bands and conduction bands, spin up and
spin down are degenerate, and there is a gap between them; in a nonmagnetic metal,
spin up and spin down are also degenerate, but the valence bands and conduction
bands are not separated by a gap anymore; in a ferromagnetic metal, the valence
bands and conduction bands are not separated by a gap, either, but spin up and spin
down are not degenerate anymore; in a half-metal, not only spin up and spin down
are not degenerate, but one spin channel shows a metallic band structure, while the
other spin channel shows semiconducting character (this is why the spin polarization
at the Fermi energy is 100%). In a half-metal, the position of the Fermi level is
determined by electrons in the metallic spin channel. The total number of electrons
in a half-metal is an integer, and the total number in the semiconducting spin channel
is also an integer, so the total number of electrons in the metallic spin channel is also
an integer. Consequently, the magnetization per primitive cell in a half-metal must
be integer. We should keep in mind that the magnetization per primitive cell in a
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Figure 1.12: Schematic density of states. a: semiconductor, b: half-metal, c: ferromagnetic
metal, d : non-magnetic metal. From reference 44.
half-metal must be integer, but a material with its magnetization per primitive cell
being an integer does not need to be a half-metal.
Since NiMnSb, more and more half-metallic materials have been explored. Some of
them are ferromagnets, such as CrO
2
45
, and La
1 x
Sr
x
MnO
3
(x is about 0.3)
46
. Some
of them are ferrimagnets, such as Fe
3
O
4
47
. Some of them are even antiferromagnets,
such as V
7
MnFe
8
Sb
7
In
48
. Recently, the 2p electron based anionogenic magnet, Rb
4
O
6
was predicted to be a half-metal under a pressure of 75 GPa
49
.
From a theoretical point of view, the GMR devices (discussed in section 1.4) using
half-metals as magnetic layers would possess the optimal performance in magnetore-
sistance, as shown in Figure 1.13. In case (A), only the current with spin-up electrons
can pass through the system, because spin-down electrons are not involved in the
transport; in case (B), channels for both spin-up and spin-down electrons are com-
pletely blocked, so the resistance reaches its maximum. For the potential application
of half-metals, stability of the semiconducting gap for one spin channel, as well as the
high Curie temperature of the half-metallic material are desirable.
Some predicted half-metals have a high Curie temperature (728 K for NiMnSb,
857 K for Fe
3
O
4
, and 386 K for CrO
2
, 380 K for La
0:7
Sr
0:3
MnO
3
). Research into
predicting and conrming half-metals with a higher Curie temperature is still going
on. Until now, several experimental works conrm half-metallicity for some predicted
materials: P = 961% at 1.85 K in CrO
2
51
, conrmation of the half-metallicity in
NiMnSb by a positron-annihilation study at 8 K within an accuracy of 0:02 electron
per formula unit
52
, and P = 1005% at 40 K for La
0:7
Sr
0:3
MnO
3
53
. Of course, some
controversies on half-metallicity also exist: for example, spin polarization measured
from Andreev reection on NiMnSb is only about 582.3% at 1.6 K
54
. A possible
1.6. Spintronics and half-metals 21
Figure 1.13: The mechanism of the half-metal based GMR device (the white bold arrow
stands for the direction of the magnetization). (A) the case where the magnetization in the
two half-metallic layers is parallel, (B) the case where the magnetization in the two half-
metallic layers is anti-parallel. Please note that the bold white arrows in (A) and (B) stand
for the direction of the magnetization in each magnetic layer. From reference 50.
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explanation is that the polarization from the Andreev reection measurement is the
polarization of a superconductor-metal interface, and not the polarization in the bulk
of NiMnSb. For a half-metal, the electronic structure of the bulk can be quite dierent
from that of surfaces and interfaces
55
. Until now, room temperature half-metallicity
has been challenging, and high polarization has only been found at low temperature.
One possible reason is that usually the semiconducting band gap is small, and the
Fermi level is located in the gap asymmetrically (i.e. not equally far from the conduc-
tion and valence band edges), so thermal excitation around room temperature would
cause an avalanche eect, leading to a phase transition from a half-metal to a normal
metal. Consequently, the high spin polarization is lost in the material (see the details
in chapter 5).
1.7 Density functional theory and implementation of
vibrational spectra in VASP
The properties of a material are linked to its electronic structure. Density func-
tional theory (DFT) provides a useful formalism compromising both the accuracy and
eciency for the calculation of the electronic structure of materials from rst princi-
ples. The basic concept of DFT is that the total energy of a system can be written
as a functional E[n(r)] of the electron density n(r). The energy functional is given by
Kohn and Sham
56
:
E[n(r)] = T
0
[n(r)] +
∫
fV
ext
(r) +
1
2
V
C
(r)gn(r) dr+ E
xc
[n(r)] (1.5)
T
0
[n(r)] is the kinetic energy of the system with density n(r) where there is no electron-
electron interaction, V
ext
(r) is the external potential (Coulomb interaction with the
bare nuclei), V
C
(r) is the classical Coulomb potential for of electrons, and the nal
term E
xc
[n(r)] is the exchange and correlation functional and is dened to represent
all interactions that are not contained in the previous terms. Theoretically, such
an exchange correlation functional exists, even though it may be very complex. In
practice, approximations must be made for real systems. Kohn and Sham used an
approximation,
E
xc
[n(r)] 
∫

LDA
xc
[n(r)] n(r) dr (1.6)
where locally the system is supposed to have the same energy density as a uniform
electron gas with the same density n(r). This local density approximation (LDA)
works very well, and the Nobel prize in chemistry in 1998 was awarded to Kohn for the
development of DFT. For magnetic systems, similar to LDA, a functional, depending
on the local charge density and local magnetization density, can be formulated. This
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is known as the local spin density approximation (LSDA)
57,58
. The L(S)DA functional
is a good approximation in cases where the density varies slowly over space. A later
improvement to the functional includes the gradient of the charge (spin) density, which
is the so-called generalized gradient approximation (GGA), for example, the functional
of Perdew and Wang
59
. L(S)DA typically has a tendency to over-bind electrons,
while GGA provides a rst-order correction. Usually, compared to a L(S)DA, a GGA
functional gives better total energies and energy dierences of structures.
L(S)DA and GGA have achieved signicant success in correctly predicting prop-
erties of many materials, but they fail when dealing with the strongly correlated ma-
terials which usually consist of elements having 3d and 4f open shells. In strongly
correlated materials, due to the large degree of electron localization, the homoge-
neous electron gas description on which L(S)DA and GGA are based is not accurate
for the strongly bound valence electrons. One simple method that has been proposed
to deal with the failures in the description of GGA/L(S)DA of strongly correlated
materials is the GGA/L(S)DA+U method. The core concept of this method is to
correct the GGA/L(S)DA with an empirical parameter U in order to improve the de-
scription of the correlation eects relating to the on-site Coulomb repulsion
60
. The
drawback of this method is that it is hardly possible to determine the real value of U
for any material, and its value must be determined by experimental constraints, in a
semi-empirical way
61
. Alternative methods dealing with the strong correlation eects
are being developed, such as the hybrid-functional method
62,63
and GW method
64
.
For strongly correlated insulators and semiconductors, these two methods are promis-
ing, and usually show much better results than GGA/L(S)DA+U method, but they are
quite time-consuming, and demand a large amount of computer memory, so that they
are limited to relatively small systems with at most tens of atoms in the cell whereas
the GGA/L(S)DA+U method can deal with systems with a few hundred atoms in the
cell at a computational cost comparable to standard DFT. Moreover, both the hybrid-
functional method and GW method meet great diculties in dealing with metals. In
order to deal with correlation eects correctly and eciently, improvement on current
methods available and development of new methods are desirable.
The DFT algorithm described above is implemented in the Vienna Ab initio Simula-
tion Package (VASP)
6568
. Once a specic exchange correlation functional, together
with the crystal information for a material were chosen, electronic structure can be
calculated. Figure 1.14 shows the self-consistency loop for the solution of the DFT
equations in VASP. The initial charge density is given by the superposition of the
charge density of the constituting atoms in the cell. By solving the Schrodinger-like
Kohn-Sham equation, we get the Kohn-Sham states, energy levels and their occu-
pancies. Based on this information, we obtain a new charge density, and can update
the Kohn-Sham Hamiltonian. If this new charge density reaches the proper criteria
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Figure 1.14: The self-consistency loop for the solution of the DFT equations in VASP:
density means the starting charge density for every loop, wave func means the wave functions
(actually the Kohn-Sham states) obtained from the Schrodinger-like Kohn-Sham equation,
new density means the charge density based on the wave functions obtained from last step,
converged means the new charge density reaches the criteria for convergence. From reference
44.
for convergence, the Kohn-Sham states and energy levels are also converged and
the ground state has been obtained, i.e. the functional in (1.5) has been minimized.
After convergence, information like Kohn-Sham states, energy levels and their oc-
cupancies are all saved. Based on these, density of states (DOS), local magnetic
moments, atomic forces (via the Hellmann-Feynman theorem), pressures on the cell,
band structure, etc. can be calculated.
A DFT calculation gives the total energy as a function of the atomic positions
(based on which, via the Hellmann-Feynman theorem, the atomic forces can be ob-
tained), which can be used to calculate the vibrational spectra of a solid. VASP can
calculate the phonon spectra of a solid by diagonalizing the dynamical matrix. Only
the vibrations in the center of the Brillouin zone can be detected in the rst-order
Raman scattering spectra. Consequently, in this thesis, all phonon calculations were
limited to modes at the   point. Usually, phonon calculations need supercells. But,
phonon calculations at the   point do not. Phonon calculations for other q-points
need supercells which are large enough so that the force constant matrix elements
decay to negligible values when the atomic distances are large.
a
There are two methods for phonon calculations: one method is based on density
functional perturbation theory
69
. The other one is the nite dierence method
70
,
which is the one implemented in VASP. Before a phonon calculation, a full optimization
of the positional parameters of all the atoms in the primitive cell is compulsory, in
a
Phonon calculations for other q-points need supercells. The frequencies calculated at the reciprocal
lattice of the supercell are calculated exactly (i.e. at the   point of the supercell). Frequencies at the
other q-points result from an interpolation. The force constant matrix decays to negligible values
beyond a certain interatomic distance. If the supercell is equal or more than twice this distance, the
interpolated phonon frequencies are also exact.
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order to make sure that all the atoms in the cell are in their equilibrium positions.
We consider a primitive cell containing N atoms. Firstly, an atom (marked by l) is
displaced in the Cartesian x direction by a small positive displacement u
l(+x)
. This will
result in a force on each of the N atoms. Each force F
mt;l(+x)
has three components
t (m is for atoms, t can be the x , y , or z direction). Next, we displace the same
atom l but in the opposite direction, i.e. u
l( x)
=  u
l(+x)
. This again results in a
force F
mt;l( x)
on each of the N atoms, and each force has three components. We
repeat the procedure for the y , and z directions of atom l , and then for all the other
N   1 atoms, nally, we get all the forces needed. These forces are calculated with
VASP using the Hellmann-Feynman theorem.
b
In the harmonic approximation, the force constant matrix expresses the proportion-
ality between displacements and forces. Using the forces calculated with VASP, the
force constant matrix elements 
mt;ls
(m, l are for atoms, and t, s are for directions)
are calculated by:

mt;ls
=  
F
mt;l(+s)
  F
mt;l( s)
u
l(+s)
  u
l( s)
:
The elements of the dynamical matrix are given by:
D
mt;ls
(  ) =

mt;ls
p
M
l
M
m
;
where M
l
and M
m
are the masses of atoms l and m respectively. This matrix is
diagonalized. The square roots of its eigenvalues are the phonon frequencies. Its
eigenvectors give us information on the direction and the relative movement of each
atom of each vibrational mode. Once we get the eigenmodes, with a system analysis
(which is not implemented in VASP, and is based on group theoretical analysis
71,72
),
we can get further information on the Raman and infrared activities.
b
The Hellmann-Feynman theorem is a basic tool for computing the rst derivatives of the energy
with respect to atomic positions. In the Born-Oppenheimer approximation, atomic positions act as
parameters in the electronic Hamiltonian.
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Chapter 2
Orbital ordering, superexchange
interaction, and Raman modes in
CsO
2
and RbO
2
at low temperature
Most part of this chapter has been published, in Phys. Rev. Lett. 108, 217206 (2012), by S. Riyadi, B. Zhang, R. A.
de Groot, A. Caretta, P. H. M. van Loosdrecht, T. T. M. Palstra, and G. R. Blake.
2.1 Introduction
Alkali superoxide AO
2
is one of the simplest materials to study p-magnetism.
The superoxide anion (O
2
 
) has three electrons occupying the double degenerate 

antibonding molecular orbital, consequently there is one unpaired electron. In these
compounds, a structural distortion can split the 

energy level, and lift the orbital
degeneracy
1
. We expect orbital ordering (OO) in superoxides similar to that in tran-
sition metal systems
2
. When adjacent superoxide anions are parallel and the lobes
of the half-occupied 

orbitals point towards each other, direct antiferromagnetic
exchange occurs
3
. Like in transition metal systems (where the superexchange hap-
pens between two cations mediated by the lled orbitals of the bridging anion), the
superexchange in superoxides can happen between two superoxide anions mediated by
the outermost lled p orbitals of the A
+
cation. KO
2
, RbO
2
, and CsO
2
were reported
to be antiferromagnets with Néel temperature of 7.1, 14.7, and 9.6 K respectively
4,5
.
Neutron diraction experiments
6
show that KO
2
has a layered antiferromagnetic spin
conguration: spins in the pseudo-tetragonal ab-plane are coupled ferromagnetically,
and adjacent layers couple antiferromagnetically along c-axis. Electron paramagnetic
resonance (EPR) experiments suggest that RbO
2
and CsO
2
adopt the same magnetic
structure
5
. Recent theoretical work on KO
2
and RbO
2
reported on the possible or-
bital ordering and the inuence on spin ordering
79
. It is clear that superoxides have
31
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complex interplay of spin, orbit and lattice degrees of freedom, like the correlated
transition metal systems. Here we reinvestigate the magnetic properties of CsO
2
and
show that OO drives the formation of a 1D AFM spin chain, the clearest demon-
stration thus far of correlated electron physics in an inorganic p-electron spin system
(such as CsO
2
), and give one possible explanation why there is no 1D AFM spin chain
in RbO
2
.
2.2 Computational details
Crystal structure information used in the calculation is from polycrystalline CsO
2
(RbO
2
) prepared by S. Riyadi in University of Groningen
10
. The experimental lattice
parameters a = 4.3857 Å (4.1295), b = 4.4101 Å (4.1456), and c = 7.3367 Å (6.9875)
for CsO
2
(RbO
2
) at 20 K from a body-centered orthorhombic structure (shown in
Figure 2.1) are used in the calculation. Optimization of positional parameters was
done without symmetry constraints. The tilting of the oxygen dimers with an angle
of 5
Æ
(CsO
2
) or 6
Æ
(RbO
2
) approximately in each layer results in a supercell (Cs
8
O
16
and Rb
8
O
16
), doubling the experimental lattice parameters in both b and c directions.
Calculations on Cs
8
O
16
and Rb
8
O
16
with layered antiferromagnetic spin conguration
were carried out using the PW91 GGA (generalized gradient approximation) exchange-
correlation functional
11
. The projector augmented-wave method was employed
12,13
as implemented in the Vienna Ab Initio Simulation Package (VASP)
1417
. For su-
peroxides, if we only use the GGA exchange and correlation functional, the result of
calculation shows that this is not enough, it only shows us a half-metallic property of
superoxides conicting with the insulating properties from old literature. So correla-
tion eect should be included when we deal with superoxides in the method of DFT.
So we use the method which considers correlation eect in the scheme of GGA+U. A
value of 4 eV for U was chosen in the GGA+U method
18
. The kinetic energy cut-o
was set to 700 eV, the positional parameters were relaxed until the forces were smaller
than 2 meV/Å and the convergence criteria for energy in static calculation is 0.001
meV. The Brillouin-zone integration used a   -centered k-mesh (1264) with 148
irreducible k points. For the phonon calculation, each atom was displaced in all three
independent directions by 0.01 and 0.02 Å the corresponding forces were calculated
via the Hellmann-Feynman theorem. The force constants were obtained from the
calculated forces and displacements. Finally, the phonon frequencies resulted from
the diagonalization of the dynamical matrix.
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Figure 2.1: The averaged body-centered orthorhombic structure of CsO
2
, green ball stands
for cation Cs
+
, while blue for dioxygen; RbO
2
also has a very similar structure like this.
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Figure 2.2: Magnetic susceptibility versus temperature for polycrystalline CsO
2
from refer-
ence 10. Fits to the models of Keith et al.
18
. The broad peak with a maximum at 28 K
indicates an antiferromagnetic Heisenberg spin chain.
2.3 Results and discussions
The dominant feature in the magnetic susceptibility of polycrystalline CsO
2
is
a broad maximum centered at 28 K shown in Figure 2.2. A similar feature was
previously observed by Zumsteg et al.
4
, who remarked only that considerable magnetic
order remained above T
N
= 9.6 K.
Such a maximum is a typical indication of low-dimensional magnetic ordering
19
.
The spins in AO
2
can rotate in the plane perpendicular to the molecular axis, but EPR
shows only moderate anisotropy of the g-tensor
5,20
, thus we can treat CsO
2
as an
isotropic (Heisenberg) spin system. The susceptibility maximum was tted using the
S = 1/2 square lattice Heisenberg model formulated by Keith et al.
18
. The best t to
the magnetic data is shown in Figure 2.2, which yields J=k
B
= 20:19K, and implies
that CsO
2
is essentially an AFM spin chain.
By using a supercell doubled in the b and c directions and the lattice parameters
determined by XRPD (X-ray powder diraction) at 20 K, we obtained a structure
in which the anions are tilted by about 5
Æ
from c toward the basal plane diagonal,
as shown in Figure 2.3. The tilt directions are staggered along the b-direction and
uniform in the a-direction, yielding a unit cell doubled along b. The tilting of anions
in the z = 1/2 layer of the supercell (which is the same as that in the z = 1/4 layer)
is opposite to the tilting of anions in the z = 0 layer (the same as that in the z =
3/4 layer). Thus, a staggered pattern is formed when viewed along the z direction
2.3. Results and discussions 35
Figure 2.3: The distorted pattern of Cs and tilting of oxygen dimers in one layer in the
optimized structure of CsO
2
(very similar distortion and tilting pattern happens in RbO
2
).
and the c-lattice parameter is also doubled. Within the ab plane there are staggered
shifts of the Cs cations in the a-direction, such that along the b-direction the cations
form a zig-zag arrangement. This is likely a consequence of the staggered dumbbell
tilts. We also tried dierent spin congurations, such as ferromagnetic, intralayer
antiferromagnetic, and dierent interlayer antiferromagnetic congurations, and nd
that both the distortion of cation and the tilting pattern of oxygen anions are robust
in CsO
2
and RbO
2
.
The tilting of the oxygen dimers in the low temperature structure results in orbital
ordering, which is apparent from the site-projected partial oxygen DOS shown in
Figure 2.4 and Figure 2.5 for two adjacent anions A and B along the b-axis of the
optimized structure. The four peaks in the DOS for each anion correspond to the
spin-up and spin-down states of the two 

orbitals, three of which are fully occupied
and the fourth one, which is above the Fermi level (E
F
), is empty. The states in the
energy range -1 to 0 eV correspond to a lled 

x
orbital for dimer A and a lled 

y
orbital for dimer B. The orbital ordering in CsO
2
and RbO
2
are clearly shown in Figure
2.6. The coordinate system indicated by axes x
0
and y
0
in Figure 2.6 is rotate 45
Æ
to
the unit cell axes a and b. For any given dimer, the 

y
orbital is fully occupied on two
nearest-neighbor dimers within the pseudo-tetragonal plane and the 

x
orbital is fully
occupied on the other two. This corresponds to a zigzag conguration of alternating
half-lled 

x
and 

y
orbitals along the b-axis, as shown in Figure 2.6 (the anion axes
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Figure 2.4: Partial oxygen DOS for anions A and B along the b-axis in the z = 0 layer in
CsO
2
. Due to the AFM conguration, the spin-up and spin-down DOS for anions in the z =
1/4 layer is reversed compared to the DOS shown here. The 

z
DOS are negligible and are
not shown.
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Figure 2.5: Partial oxygen DOS for anions A and B along the b-axis in the z = 0 layer in
RbO
2
. Due to the AFM conguration, the spin-up and spin-down DOS for anions in the z =
1/4 layer is reversed compared to the DOS shown here. The 

z
DOS are negligible and are
not shown.
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Figure 2.6: Orbital ordering of the half-occupied 

x
and 

y
orbitals, and the demonstration
of 1D AFM spin chain character in CsO
2
.
tilt by 5
Æ
in CsO
2
from the c-axis and are almost perpendicular to the plane of the
picture).
Along a direction, the lobes of the magnetic orbitals are parallel to each other,
thus direct exchange will be weak; along b direction, the lobes are orthogonal to each
other, so possible superexchange pathways via Cs must be examined. The occupied
Cs 5p
z
orbitals have the correct orientation to mediate coupling along the pathways
marked by red arrows in Figure 2.6, whereas no obvious superexchange pathway is
available in the perpendicular direction. The Cs p
z
orbitals lie at energies between -8.5
eV and -5 eV with respect to E
F
(shown in Figure 2.7). The sign of the superexchange
along b is AFM according to the Kugel-Khomskii picture
21
. The unit cell is doubled in
the c-direction: when site A at z = 0 in Figure 2.4 has a half-occupied 

y
orbital, the
corresponding site at z = 1/2 has a half-occupied 

x
orbital. Linear superexchange
pathways along c of the type O
2


x
- Cs p
x
- O
2


x
are thus prevented. The result
is an AFM spin chain in the b-direction in CsO
2
.
Although several examples of AFM p-electron spin chains are known in organic
charge-transfer salts, these are a consequence of low structural dimensionality
22
. The
closest analogy to the scenario described above for CsO
2
is found in the d-electron spin
chain KCuF
3
23
. This tetragonal perovskite comprises corner-sharing CuF
6
octahedra
where the distances between the Cu
2+
cations are similar along the three principal
crystallographic axes (4.14, 4.14 and 3.93 Å). A Jahn-Teller distortion removes the
Cu
2+
orbital degeneracy, breaking the octahedral symmetry and favoring an alternating
38 Chapter 2: Orbital ordering, superexchange interaction, and Raman modes
-30
-20
-10
 0
 10
 20
 30
 40
 50
-10 -8 -6 -4 -2  0  2  4  6
Pa
rti
al
 D
O
S(
sta
tes
/eV
/ce
ll)
E-EF [eV]
Cs spin up pyCs spin up pzCs spin up px
Cs spin up s
O spin dn px + py + pz
Figure 2.7: The 6s and 5p partial DOS of Cs atoms in CsO
2
, in comparison with the p
partial DOS of oxygen anions.
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Figure 2.8: The 5s and 4p partial DOS of Rb atoms in RbO
2
, in comparison with the p
partial DOS of oxygen anions.
occupation of half-occupied d
x
2
 z
2
and d
y
2
 z
2
orbitals in the ab-plane. The lobes of the
half-occupied orbitals on neighboring cations are orthogonal to each other in the ab-
plane, thus superexchange between nearest neighbors is extremely weak. In contrast,
the lobes of both orbitals overlap with the uorine p
z
-orbitals in the c-direction,
allowing superexchange along a linear pathway. An AFM spin chain is formed with
J
c
/J
a
= -100
24
, despite the 3D nature of the crystal structure.
The anion tilting and OO conguration in Figure 2.3 and Figure 2.6 is analogous
to that calculated for KO
2
by Nandy et al.
9
. One may anticipate stronger AFM
superexchange along the b-direction in KO
2
due to the shorter interatomic distances.
However, the magnetic susceptibility does not suggest low-dimensional ordering
4
; it
is possible that the superexchange pathway along b is disrupted by the much greater
anion tilting in KO
2
(in a calculation on a similar supercell as for CsO
2
using the
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experimental lattice parameters for KO
2
with layered antiferromagnetic spin congure,
we nd a value of 31
Æ
for the tilting angle). Similarly, no spin chain seems to form
in RbO
2
10
, despite the crystal structure, tilting and distortion pattern, and orbital
ordering (shown in Figure 2.3, Figure 2.4, and Figure 2.5) being very similar to CsO
2
.
As shown from Figure 2.7 and Figure 2.8: the Partial DOS of the Rb
+
cations 4p
z
orbital in RbO
2
is 2 eV lower than that of the Cs
+
5p
z
orbital in CsO
2
, and the
hybridization of the 4p orbital in RbO
2
with O 

and  is also weaker than the
hybridization involving the 5p orbital and O 

and  orbitals in CsO
2
. Consequently,
the superexchange via Rb
+
cations 4p
z
in RbO
2
is weaker than the superexchange
via Cs
+
5p
z
in CsO
2
. All the calculations on CsO
2
are done based on a supercell
doubling only in b and c directions (rst structure model), we also did calculations on
a even large supercell doubling in three axes directions (second structure model), but
we found a degenerate solution as the rst structure model. In the second structure
model, the z = 0 and z = 1=2 layers are identical to those layers in the rst structure
model. But the pattern of Cs shifts and anion tilts are both rotated 90
Æ
for z = 1=4
and z = 3=4 layers respectively, such the tilting is staggered along a direction rather
than along b direction and the a direction is also doubled. Then the unit cell should
be metrically tetragonal because overall there is no structural anisotropy in the ab
plane. But experimentally they found a metrically orthorhombic cell
10
, thus we favor
the rst structure model.
At room temperature the XRPD pattern of CsO
2
is consistent with the previously
reported tetragonal average structure (space group I4=mmm)
25
. However, Raman
spectroscopy (see below) demonstrates that the true symmetry is lower. Raman
spectroscopy provided greater insight into the crystal structure. For the tetragonal
average structure, three Raman active modes are apparent in Figure 2.9a
10
. The
stretching mode of O
 
2
is observed at 1134 cm
 1
, which agrees well with the previously
reported 1137 cm
 127
. The broad peaks at 75 cm
 1
and 205 cm
 1
are probably a
phonon mode involving the Cs cations and a O
 
2
librational mode, respectively (see
below). In the average body-centered tetragonal structure (with I4=mmm symmetry),
the Cs
+
cation occupies on 2a, while O is on 4e
26
. Factor group analysis shows that
all the active Raman modes are contributed from the site 4e. The presence of more
than two Raman peaks in Figure 2.9a and Figure 2.9b is not compatible with the
I4=mmm symmetry (it only allows for two Raman active modes), and this is evidence
that the local symmetry of the crystal is lower, as previously inferred from single-
crystal XRD measurements
25
. Figure 2.9b
10
shows the Raman spectrum at 4.5 K.
Four peaks are apparent at low wavenumbers, the origin of which was investigated by
optimizing the structure of CsO
2
(doubling the averaged body-centered orthorhombic
cell in both b and c directions) using DFT calculations without symmetry constraints.
Four Raman modes at low wavenumbers were obtained: 66 cm
 1
, 67 cm
 1
, 75 cm
 1
,
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Figure 2.9: Raman spectra of CsO
2
at (a) 110 K and (b) 4.5 K. (c) Raman modes associated
with the interlayer motion of Cs and (d) librational mode of O
2
1 
as a function of temperature.
From reference 10.
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Figure 2.10: The mode with frequency 66 cm
 1
, which represents the interlayer motions
of the Cs cations along the z-direction corresponding to one of these three Raman peaks
centered around 75 cm
 1
in reference 10.
Figure 2.11: The mode with frequency 67 cm
 1
, which represents the interlayer motions
of the Cs cations along the z-direction corresponding to one of these three Raman peaks
centered around 75 cm
 1
in reference 10.
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Figure 2.12: The mode with frequency 75 cm
 1
, which represents the interlayer motions
of the Cs cations along the z-direction corresponding to one of these three Raman peaks
centered around 75 cm
 1
in reference 10.
Figure 2.13: The mode with frequency 84 cm
 1
, which represents the interlayer motions of
the Rb cations mainly along the z-direction, and minor movement along x-direction.
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Figure 2.14: The mode with frequency 85 cm
 1
, which represents the interlayer motions of
the Rb cations mainly along the z-direction, and minor movement along x-direction as well.
Figure 2.15: The mode with frequency 91 cm
 1
, which represents the interlayer motions of
the Rb cations mainly along the z-direction, and minor movement along x-direction as well.
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and 200 cm
 1
, which agree well with the experimental spectrum. The rst three
modes are associated with interlayer motions of the Cs cations along the z-direction
shown in Figure 2.10, Figure 2.11, and Figure 2.12. They are not allowed by the
I4=mmm symmetry, but are allowed by the local structure of the crystal, where the
symmetry is much lower than that of I4=mmm. we did a phonon calculation on
a body-centered tetragonal structure with I4=mmm symmetry, which contains two
Cs
+
and two superoxide anions. we found a mode with frequency 73.7 cm
 1
. For
this mode, one Cs is moving along positive z direction, while the other moves along
negative z direction. It is clear that this mode is not Raman-active in a structure with
I4=mmm symmetry. Due to the complex local structure in CsO
2
at low temperature,
this mode (involving opposite movement of Cs atoms along z direction) can be Raman
active due to the low symmetry of the complex crystal structure. Also, from the
phonon calculation on Cs
8
O
16
, we analyze the calculated phonon frequencies at low
wavenumers between 50 to 100 cm
 1
, and nd that only these three modes (with
frequencies 66, 67 and 75 cm
 1
) are involved with the opposite movement of Cs
atoms along z direction. The three values in the phonon calculation on Cs
8
O
16
agree
with the Raman experimental results on CsO
2
at 4 K. The broad feature observed at
209 cm
 1
is the librational mode (swing-like motion) of O
 
2
. Finally, the calculated
O
 
2
stretching mode at 1120 cm
 1
agrees well with the observed mode at 1135 cm
 1
.
Figure 2.9c
10
shows the temperature dependence of the three low wavenumber Cs
modes, which merge to become a single broad peak above 70 K. The O
 
2
librational
mode at 209 cm
 1
broadens and weakens between 65 K and 110 K but does not
disappear completely (shown in Figure 2.9d
10
). A similar phonon calculation was
done for RbO
2
, and very similar modes were found: the stretching mode of O
 
2
with
frequency 1131 cm
 1
, agrees well with the experimental value 1141 cm
 1
measured
at 80 K
27
; the librational mode (swing-like motion) of O
 
2
with frequency 199 cm
 1
,
agrees well with the broad peak centered at 209 cm
 1
in reference 27; Three modes
with frequency 84, 85, 91 cm
 1
shown in Figure 2.13, Figure 2.14, and Figure 2.15,
which represent the interlayer motions of the Rb cations mainly along the z-direction
agree with those three Raman peaks found centered at 62, 65, 81 cm
 1
at 75 K in
reference 27.
2.4 Conclusions
The observation of a S = 1/2 AFM spin chain in CsO
2
that is driven by OO is
the clearest demonstration yet of correlated electron physics at play in an inorganic
open p-shell system. Our study shows that the concepts of orbital physics developed
for transition metals are also valid for main-group systems with orbital degeneracy.
Also, due to the weaker superexchange in RbO
2
compared to that in CsO
2
, there
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is no spin chain character in RbO
2
. Finally, we explore the Raman modes of CsO
2
and RbO
2
with low temperature structure, and the calculated modes agree well with
the experiments. It conrms the experimental implication that the local structures
of RbO
2
and CsO
2
at low temperatures are indeed with lower symmetry than the
average structures.
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Chapter 3
Raman spectra in the mixed-valence
K
x
Ba
1 x
O
2
A manuscript based on this chapter and the joint experimental work from University of Groningen is to be submitted for
publication by S. Giriyapura, B. Zhang, G. A. de Wijs, R. A. de Groot, A. Caretta, P. H. M. van Loosdrecht, T. T. M.
Palstra, and G. R. Blake.
3.1 Introduction
Magnetic materials have fascinated human-beings since ancient times, and un-
expected magnetic compounds are still being explored. The electron localization is
a required for realization of magnetism, so magnetic moments are most likely to be
found in the periodic table of elements where the angular momentum of an atom rst
arises (such as, the 2p , 3d, and 4f series). Materials containing magnetic 3d and 4f
ions have been widely studied, and are generally well understood. Magnetic materials
based on 2p-electrons are expected to display interesting properties not found in 3d
or 4f-electron systems: rst, valence electrons of p-orbitals are more delocalized than
those in d- and f-orbitals. Also, spin-orbital coupling is small or negligible for atoms
containing 2p valence electrons, because it scales as the fourth power of the nuclear
charge.
A well-known example of a magnetic 2p solid is molecular oxygen, which orders
antiferromagnetically below 24 K
1
. Other dioxygen species exist, and they are shown
in Figure 3.1. The superoxide anion (O
2
 
) is magnetic, since it contains one un-
paired electron in the 

antibonding level; the 

level in peroxide anion (O
2
2 
) is
fully lled,which renders it nonmagnetic. The superoxide anion can be stabilized by
alkali cations to form crystalline salts, with the composition AO
2
, while the peroxide
anion forming crystals by either alkali or alkaline-earth cations to give compounds
with composition A
2
O
2
or AEO
2
. The incorporation of both superoxide and perox-
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Figure 3.1: The electronic structure of the oxygen molecule, the superoxide anion and the
peroxide anion, from reference 3.
ide in the same crystalline solid can give rise to intriguing anionogenic magnetism in
mixed-valent material
2,3
. Series of K-Ba sesquioxide (K
x
Ba
1 x
O
2
) were synthesized
by S. Giriyapura in University of Groningen
4
. An analogy may be drawn between
the K
x
Ba
1 x
O
2
and the transition metal oxides: the latter possess a partially lled
e
g
level, such as the well-known doped rare-earth manganite series La
1 x
AE
x
MnO
3
.
These perovskites contain mixed-valent Mn
3+
and Mn
4+
cations, because the relative
proportions of trivalent La
3+
is replaced by a divalent alkaline-earth cation AE
2+
. The
nature of the magnetic ordering, and the electrical conductivity vary widely ranging
the whole doping level; the end members are both antiferromagnetic insulators, but
ferromagnetic insulating and ferromagnetic metal phases are also found in between
5
.
The changes in magnetism and transport properties arise from the dierent electronic
congurations of Mn
3+
and Mn
4+
: Mn
3+
has one electron in the doubly degenerate
e
g
level, whereas Mn
4+
has an empty e
g
level (of course, both of them have a half-
lled t
2g
level), a closed-shell conguration. The superoxide anion is similar to Mn
3+
because it possesses orbital degeneracy (in the 

level). Similar to the manganites,
this degeneracy is known to have a major eect on the crystal structure, giving rise to
a rich variety of orbital ordering phenomena
6
. Moreover, antiferromagnetic ordering
is observed for the La
1 x
AE
x
MnO
3
series with x = 0, and the K-Ba sesquioxide series
(K
x
Ba
1 x
O
2
) with x = 1. The nonmagnetic peroxide anion is analogous to Mn
4+
due
to its closed-shell electronic congure, without orbital degeneracy. These observa-
tions raise the question whether the mixed-valent character of the sesquioxide could
give rise to metallicity and ferromagnetism, as what happens in a broad region of the
La
1 x
AE
x
MnO
3
series. Such a possibility prompted us to explore the properties of
K
x
Ba
1 x
O
2
series by both experiments (cooperation with S. Giriyapura in University
of Groningen) and electronic structure calculations.
S. Giriyapura in University of Groningen synthesized the K
x
Ba
1 x
O
2
series with x
smaller than 0.42 (for cases where x is larger than 0.42, the synthesis is not success-
ful)
4
. At room temperature, KO
2
shows a body-centered tetragonal structure (space
group 139, with I4=mmm symmetry) with lattice parameters a = 4.033 Å and c =
6.699 Å while BaO
2
is isostructural with lattice parameters a = 3.811 Å and c =
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Figure 3.2: The averaged tetrahedral structure of K
x
Ba
1 x
O
2
, green ball stands for cation
K/Ba, while blue for dioxygen.
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Figure 3.3: The experimental Raman spectra of K
x
Ba
1 x
O
2
(for x = 0.412, the light blue
line; for x = 0.224, the red line) at room temperature, from reference 4.
6.822 Å. XRPD (X-ray powder diraction) reveals that all these K
x
Ba
1 x
O
2
samples
show a very similar tetragonal structure (shown in Figure 3.2) with lattice parameters
quite similar to those of BaO
2
(for example, at 290 K, x = 0.224, a = 3.826, c =
6.830; x = 0.412, a = 3.832, c = 6.820, in the unit of Å). The total intensity of the
Raman spectra on dierent spot of the sample diers (the maximum of the dierence
is about 50%), probably due to the random distribution of K and Ba ions, which
implies inhomogeneity of the sample
4
.
In the magnetization measurements, S. Giriyapura found behaviors of a frustrated
magnet in all the K
x
Ba
1 x
O
2
series with x smaller than 0.42
4
. Because of the frus-
tration, as well as the disordering of K and Ba in the cation lattice, it is very dicult
to nd the ground state based on DFT calculation, due to the almost degenerate
ferromagnetic and various antiferromagnetic states. So the DFT work here only fo-
cuses on the Raman spectra in the K
x
Ba
1 x
O
2
samples. In Raman experiments, all
the samples synthesized show 3 peaks in the range from 700 to 1200 cm
 1
, as shown
in Figure 3.3: one centered at 840 cm
 1
(similar to the frequency 843 cm
 1
, the
stretching mode of peroxide anions in BaO
2
), one centered at 1140 cm
 1
(similar to
the frequency 1143 cm
 1
, the stretching mode of superoxide anions in KO
2
), and the
third one centered at 1053 cm
 1
(the activation of the Raman forbidden mode, which
will be discussed in detail in the following paragraphs).
3.2 Computational details
Phonon spectra were calculated from rst principles using density-functional theory
with the PW91 generalized gradient approximation
7
. The projector augmented-wave
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method was employed
8,9
as implemented in the Vienna Ab Initio Simulation Package
(VASP)
1013
. The kinetic energy cut-o was 400 eV and the experimental lattice
parameters were used. We report ferromagnetic solutions (other spin congurations
will be specied, if they are used), and the internal parameters were relaxed until the
forces were smaller than 1 meV/Å. The Brillouin zone integrations used a   centered
k-mesh 10*10*6 for the tetragonal unit cell; supercells employed a mesh of identical
density. After the relaxation of the atomic positions, selected atoms were displaced by
0.015 Å and 0.03 Å along three independent directions, and the corresponding forces
were calculated via the Hellmann-Feynman theorem. From the calculated forces and
displacements, the force-constants were obtained. Finally the phonon frequencies
resulted from the diagonalization of the dynamical matrix
14
. In experiments, only the
vibrations in the center of the Brillouin-zone can be detected in the rst-order Raman
scattering spectra, then the calculations were limited to modes at the   point.
3.3 Results and discussions
First, a group theoretical analysis of the Raman active modes for the I4=mmm
symmetry will be considered. The K or Ba atoms are found at Wycko position 2a
with site symmetry 4=mmm, and oxygen is at Wycko position 4e with site symmetry
4mm. The expected optical modes for crystals with I4=mmm symmetry (space group
139) are:  
op
(4/mmm) = A
2u
+ E
u
, and  
op
(4mm) = A
1g
+ A
2u
+ E
g
+ E
u
. The
primitive cell contains 3 atoms, giving 9 modes (three are translation modes), only
two are Raman active: A
1g
, which is the stretching mode of the dioxygen anions
(appears in the range 700 to 1200 cm
 1
depending on the electronic conguration
and chemical environment of the anion); and E
g
, which is the anion librational mode
(in K
x
Ba
1 x
O
2
4
, this mode appears as a weak and broad peak centered around 200
cm
 1
, similar thing happens in superoxides
15
).
Here we rst consider the eect of cation disordering on the Raman spectra. Every
oxygen dimer is treated with a rst coordination sphere of mixed composition and the
molecular axis is along the z-direction shown in Figure 3.4. Since each dimer has
six disordered cations as nearest neighbors, totally sixteen dierent cases need to be
calculated (except for these two extreme cases). For each of them, a larger unit cell
was constructed in order to make one dimer coordinated by K/Ba ions properly. In
the calculations of stretching modes, only the oxygen motion of the embedded dimer
was considered. The results are summarized in Table 5.1. Obviously, the frequencies
increase with the number of K cations as nearest neighbors. The coordination in the
xy-plane has a strong inuence than the occupancy along z-direction, especially for
cases with higher K content. For example, the dimer with 1 polar Ba and 5 K ions as
coordination shows the highest frequency; exchanging the Ba for an equatorial K ion
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Figure 3.4: Coordination of one oxygen dimer by 6 cations.
reduces the frequency by 11%. These trends disappear in cases of higher Ba content
where dierences in frequencies are reduced. Evidently, just considering the disorder
eect of K/Ba cations, the calculated frequencies cannot explain the experimental
peaks at 1140, 1053, and the broad one centered at 840 cm
 1
. It is necessary to
consider the eect of the coupling of adjacent dimers on the stretching frequencies.
The coupling between redox units in mixed-valence compounds has attracted peo-
ple's great interest for many years. Tobin and Day
16,17
identied three dierent types
of mixed-valence compounds, and they are classied according to the extent of the
electronic interaction. If the interaction between the redox unit is negligible, the com-
pound belongs to Class I, and it has a localized ground state, no charge transfer occurs
between redox units, exhibiting the property of isolated individual units. Compounds
with strong interactions between the redox units belong to Class III, where charge
transfer between redox units happens without any expenditure of energy, leading to
the averaged formal charge on each unit, and the properties of the system are com-
pletely distinct from those of the individual units. Compounds categorized as Class II
show moderate interaction compared to interactions in Class I and Class III. In this
kind of mixed-valence material, redox units are quite similar, though crystallograph-
ically distinguishable (such as dierent bond lengths). Charge transfer is occurring,
but only locally, not like the case in Class III, where the electron delocalization leads
to the metallic conductivity of the material. Considering that the O-O bond lengths
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Table 3.1: Eect of the cation disordering on the stretching frequency (unit: cm
 1
) in
sesquioxides K
x
Ba
1 x
O
2
(superscript a indicates cations are adjacent to each other in the xy
plane, and b indicates cations are located opposite to each other in the xy plane).
frequency (cm
 1
) xy plane z axes
1098 4 K Ba, K
1079 4 K 2 Ba
973 3 K, 1 Ba 2 K
952 3 K, 1 Ba Ba, K
938 3 K, 1 Ba 2 Ba
938 2 K
a
, 2 Ba
a
2 K
917 2 K
a
, 2 Ba
a
Ba, K
916 2 K
b
, 2 Ba
b
2 K
901 2 K
a
, 2 Ba
a
2 Ba
895 2 K
b
, 2 Ba
b
2 Ba
890 2 K
b
, 2 Ba
b
Ba, K
886 4 Ba 2 K
879 4 Ba Ba, K
876 3 Ba, 1 K 2 K
862 3 Ba, 1 K Ba, K
853 3 Ba, 1 K 2 Ba
in K
x
Ba
1 x
O
2
vary from the bond length of O
2
 
to that of O
2
2 
, and the averaged
body-centered tetragonal crystal structure, it falls into Class II. Due to the mixed
valence, in the rst approximation, the ground state of one dimer (coordinated by
a mixing of Ba
2+
and K
+
cations) can be described by a linear combination of the
ground states of O
2
 
and O
2
2 
: O
2
x 
=
p
1  
2
O
2
 
+ O
2
2 
, where x  is the
nominal valence of the dimer,  (0<<1) represents the valence mixing, and it de-
pends on the cation-coordination of the dimer (for example, in the case of 5 Ba
2+
and 1 K
+
,  chooses some value slightly smaller than 1; in the case of 5 K
1+
and 1
Ba
2+
,  chooses some value slightly larger than 0).
In fact, the essence of the coupling of adjacent dimers is the addition of the
couplings of two adjacent superoxide anions (O
2
 
), two adjacent peroxide anions
(O
2
2 
), and the mixed case (one O
2
 
couples with one O
2
2 
), as well. In K
x
Ba
1 x
O
2
,
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considering the averaged body-centered tetragonal structure, no supercell where one
dimer coordinated by six K
+
cations couples with another dimer coordinated by six
Ba
2+
cations either in the same xy plane (with the shortest distance 3.86 Å) or in
dierent xy planes (with the shortest distance 3.4 Å) can be found.
a
Considering the averaged body-centered tetragonal structure, the coupling (with
the shortest distance 3.4 Å) of adjacent dimers in dierent xy plane should be the
case where the dimer at the body-center couples to the one at the corner. We did
series of representative calculations using a tetragonal cell doubled in the c direction
shown in Figure 3.5. Three cases were studied: 1) two dimers coordinated by one
Ba
2+
and ve K
+
ions (each with  = 1098 cm
 1
). 2) the complementary case of one
K
+
and ve Ba
2+
ions (each with  = 879 cm
 1
). 3) the mixed case where one of each
type of unit above couple. Compared to the couplings of two superoxide anions, two
peroxide anions, and the mixing case of them, these three representative cases show
some mixed valence characters slightly. Case 1) results in two peaks with frequencies
of 1134 (in-phase stretching) and 1068 cm
 1
(anti-phase stretching), and case 2)
results in two frequencies of 887 (in-phase stretching) and 868 cm
 1
(anti-phase
stretching), whereas case 3) results in peaks at 1103 (predominantly contributed by
the stretching of the dimer coordinated by one Ba
2+
and ve K
+
ions) and 877 cm
 1
(predominantly contributed by the stretching of the dimer coordinated by one K
+
and
ve Ba
2+
ions). Analyzing the motion of atoms in these three calculations above, we
found that, in both case 1) and case 2), the higher frequency in each case always
corresponds to the in-phase stretching of these two coupling dimers, while the lower
frequency in each case always corresponds to the anti-phase stretching of them, and
the eect of coupling between dimers on frequencies is much larger in case 1) than
in case 2), which suggests that the eect of coupling between superoxide anions
on frequencies is much larger than the eect of coupling between peroxide anions.
Also, the eect of coupling between one dimer coordinated by one K
+
and ve Ba
2+
ions and another dimer coordinated by one Ba
2+
and ve K
+
ions on frequencies is
negligibly small in case 3), which suggests that there is no obvious eect of coupling
between one superoxide anion and one peroxide anion on stretching frequencies.
In K
x
Ba
1 x
O
2
, the coupling (with the shortest distance) of adjacent dimers in the
same xy plane is the case where the dimer couples with the other one (3.86 Å along
the a direction of the unit cell). Three calculations were also done (supercells used
are shown in Figure 3.6 and Figure 3.7): 1) two dimers coordinated by two Ba
2+
and
four K
+
ions (each with  = 1079 cm
 1
); 2) the complementary case of two K
+
and
four Ba
2+
ions (each with  = 886 cm
 1
); 3) the mixed case (one dimer with  =
938 cm
 1
, and the other dimer with  = 901 cm
 1
). The results again support the
a
Of course, one can nd some supercell with larger distance, but the coupling between two dimers
becomes very weak due to large distance.
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Figure 3.5: Crystal structure of K
2
Ba
2
O
8
, the purple ball stands for K, green ball stands for
Ba, and blue ball stands for O.
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Figure 3.6: Crystal structure of K
2
Ba
2
O
8
for coupling of two dimers coordinated by four
K
+
and two Ba
2+
, and the coupling of two dimers coordinated by two K
+
and four Ba
2+
; the
purple ball stands for K, green ball stands for Ba, and blue ball stands for O.
Figure 3.7: Crystal structure of K
2
Ba
2
O
8
for coupling of one dimer coordinated by four
K
+
and two Ba
2+
, and another dimer coordinated by two K
+
and four Ba
2+
; the purple ball
stands for K, green ball stands for Ba, and blue ball stands for O.
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ndings above, except for the case where the eect of coupling between one dimer
coordinated by two K
+
and four Ba
2+
ions and another dimer coordinated by four
Ba
2+
and two K
+
ions on frequencies is slightly larger than the negligible eect found
in case 3) above, because the mixed valence characters here is relatively larger.
The mixed valence and the random distribution of Ba
2+
/K
+
cations in K
x
Ba
1 x
O
2
introduces local distortions to the crystal (for example, the dimer coordinated by a
mixture of Ba
2+
/K
+
cations would form some distortion compared to the case where
it is only coordinated by Ba
2+
or K
+
). XRD experiment shows that K
x
Ba
1 x
O
2
adopts
an average structure with I4=mmm symmetry (in fact, the local structure can have
even lower symmetry), where a unit cell contains six atoms: two cations and two
oxygen dimers. Usually, only phonons at the center of the Brillouin zone are rst-
order Raman-allowed (q = 0) by symmetry (coming from momentum conservation),
and momentum conservation is associated with translational symmetry of the crystal.
Introducing disorder into the lattice breaks the translational symmetry of a crystal,
consequently causes the breakdown of momentum conservation, leading to a break-
down of the selection rules. The usual eects of disorder on the Raman spectra of
crystalline materials are a broadening of the Raman-allowed peaks, and the activation
of the q = 0 phonons that are forbidden by the symmetry of a perfect crystal.
These two dimers have stretching vibrations that are either in-phase or anti-phase.
We rst discuss the activity of the Raman spectra of the stretching vibrations of
these two dimers in a crystal without disorder: For the in-phase stretching, during
the period when the dimer vibrates from the shortest bond length to the longest
bond length, the polarizability of each of these two dimers is increasing, with the
same scaling coecient, then the total derivative of the polarizability with respect to
the normal coordinate taken at the equilibrium position is non-zero
18
, consequently,
this in-phase stretching vibration is Raman active. For the anti-phase stretching, the
Raman activity is in a quite dierent situation: during the period when one dimer
vibrates from the shortest bond length to the longest bond length (the other dimer
is vibrating in the opposite way), the polarizability of one dimer is increasing with the
same scaling coecient as in the in-phase stretching vibration, while the polarizability
of the other dimer is decreasing with an opposite scaling coecient. Then the the
derivative of the total polarizability with respect to the normal coordinate taken at the
equilibrium position is zero (the contribution of one dimer cancels that of the other
dimer vibrating in anti-phase completely), consequently, this anti-phase stretching
vibration is Raman inactive.
In fact, due to the mixed valence and random site occupation of K and Ba cations,
K
x
Ba
1 x
O
2
is quite disordered. Considering the eect of disorder: for the in-phase
stretching, during the period when the dimers vibrate from the shortest bond length
to the longest bond length, the polarizability of each of these two dimers is increasing,
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possibly with dierent scaling coecients (dierent in value, but same in sign), then
the total derivative of the polarizability with respect to the normal coordinate taken
at the equilibrium position is non-zero, consequently, this in-phase stretching vibra-
tion is still Raman active. For the anti-phase stretching, the Raman activity is in a
quite dierent situation: during the period when one dimer vibrates from the shortest
bond length to the longest bond length (the other dimer is vibrating in the opposite
way), the polarizability of one dimer is increasing with some scaling coecient, while
the polarizability of the other dimer is decreasing with a dierent scaling coecient
(dierent from the scaling coecient of another dimer both in value and in sign).
Then the derivative of the total polarizability with respect to the normal coordinate
taken at the equilibrium position is non-zero (the contribution of one dimer can not
cancel that of the other dimer vibrating in anti-phase completely), consequently, this
anti-phase stretching vibration becomes (weakly) Raman active. Then the disorder
(due to the mixed valence) in K
x
Ba
1 x
O
2
activates the q = 0 vibrational mode that
is Raman-forbidden by the symmetry of a crystal without disorder. Such an eect is
known for the so-called D-mode in disordered graphite
19
.
3.4 Conclusions
The essence of the coupling between one dimer O
2
x 
and its adjacent dimer O
2
y 
is the coupling of two adjacent superoxide anions (O
2
 
), and the coupling of two
adjacent peroxide anions (O
2
2 
). In each case, the in-phase stretching mode results in
higher frequency, while the anti-phase stretching mode results in lower frequency. Due
to the disorder in K
x
Ba
1 x
O
2
, dierent local distortions surrounding each dimer aect
the frequencies of the in-phase and anti-phase modes slightly, then four broad Raman
peaks (two from coupling of superoxide anions, and the other two from peroxide
anions) should be found in experiments. Also, as shown above, the eect of coupling
between two adjacent peroxide anions is much smaller than that between two adjacent
superoxide anions. Then these two broad Raman peaks from coupling of peroxide
anions overlap a lot, merging into a broad peak. This is why S. Giriyapura found
three broad Raman peaks centered at 840, 1053, and 1140 cm
 1
in experiments
4
.
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Chapter 4
Switchable Fermi surface sheets,
Raman modes, and Curie
temperature in greigite
Most part of this chapter has been published, in Phys. Rev. B 86, 020406(R) (2012), by B. Zhang, G. A. de Wijs, and
R. A. de Groot.
4.1 Introduction
Magnetite has been known since ancient times. There is a huge amount of natural
magnetite on the earth, and it is the only known half-metallic magnet which exists
in nature (most of the known half-metallic magnet is synthesized in lab). It orders
ferrimagnetically with the moments of iron in the octahedral positions opposite to
those in the tetrahedral positions. Below 120 K it transforms into an insulator
1
.
The iso-structural (spinel), iso-electronic mineral greigite (Fe
3
S
4
) was discovered just
half a century ago
2
. Parts of the deposits of greigite are biogenic, originating from
magnetotactic or sulfur-reducing bacteria
3
. Greigite is metastable
4
, consequently its
Curie temperature is not known from experiment. It can even be pyrophoric (reacting
with oxygen in air to form potentially explosive mixtures)
5
. Because of its meta-
stability it is dicult to obtain high quality samples and consequently not much is
known about its physical properties. Recently the successful synthesis of Greigite in
the form of ower-like micro-spheres was reported and proposed as a material for
hydrogen-storage electrode in Nickel-metalhydride batteries
6
.
Here we report surprising results obtained in a larger, interdisciplinary study on
the dierent role of magnetite and greigite in magnetoreception in biology. The
calculated band-structure of greigite shows an unusual high number of occurrences
where majority spin and minority spin bands cross along high symmetry lines very
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close to the Fermi energy. Consequently, a large eect of the spin-orbit interaction
is to be expected. This is remarkable. Usually the eect of spin-orbit coupling in
solids is reduced by orbital quenching (chemical bonds eliminate orbital-degeneracy),
whereas in magnetic solids the absence of spin-degeneracy reduces the spin-orbit
interaction even further. Thus both chemical bonds and magnetism compete with
the spin-orbit coupling and in all but heavy atoms the chemical bonding dominates.
The band-structure of greigite suggests that the situation is fundamentally dierent
from ordinary solids and unusual large eects of spin-orbit interaction on the Fermi
surface are to be expected. we emphasize that this is the result of the unique Fermi
surface of greigite; the strength of the spin-orbit interaction is determined by the
heaviest element (iron) and is consequently similar to that in magnetite. Also, we
investigate the Raman active modes in greigite, in comparison with magnetite.
4.2 Computational details
The calculations were carried out using the full-potential mixed LAPW/APW+lo
method
7
implemented in the Wien2K code
8
. The exchange-correlation potential used
the generalized gradient approximation (PBE)
9
. The experimental lattice-parameters
(9.88 for greigite, and 9.394 Å for magnetite) were used. The positional parameter for
the sulfur was determined as 0.2546, close to the experimental number (0.2505)
10,11
.
Convergence criteria were 10
 4
Ry (10
 5
Ry in the relativistic case) for the energy
and 10
 4
e for the charge. An energy cuto of R
mt
K
max
of 8 was used with a
Brillouin-zone integration using 256 k-points in the irreducible part without spin-orbit
interaction and equally dense meshes in the relativistic cases. Spin-orbit interaction
was included in the calculations of the Fermi surfaces, using the second variational
treatment
12
. Spin-orbit interaction is only treated in the atomic spheres for simplicity
in Wien2k. The Hamiltonian of spin-orbit interaction in spin polarized system is:
H
SO
= h
SO
(r)
^
l  ^;
and h
SO
(r) is:
h
SO
(r) =
~
2M
2
c
2
f
1
r
(
dV
dr
)g;
where ~ is the reduced Plank constant, M is the electron mass, V is the atomic
potential, c is the light velocity,
^
l is the orbital operator, ^ is the Pauli operator.
we calculate spin-orbit interaction by two steps. Firstly, we get the eigenvalues and
eigenfunctions of the Hamiltonian of the system without considering the spin-orbit
interaction. For the second step, we calculate the eigenvalues and eigenfunctions of
the full Hamiltonian (this time we include the spin-orbit Hamiltonian H
SO
) based on
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the eigenfunctions obtained in the previous step. In this step, the main eort is to
calculate the matrix elements of Hamiltonian H
SO
. In Wien2k, the calculation on
this has an advantage because of the use of the second variational treatment. For
example, the matrix element is given by:
hi jH
SO
jji =
∑
a

lmsk
(i)a
lm0s0k 0
(j)hR
k
ls
jh
SO
(r)jR
k 0
ls0
ihY
lm

s
j
^
l  ^jY
lm0

s0
i:
a
lmsk
(i) is the coecient of the function in the spherical harmonics basis for state i . l ,
m, m0, are the orbital quantum numbers. s and s0 are the spin quantum numbers. and
R
k
ls
is the radial function with a given expansion energy marked by k . This treatment
neglects matrix elements of Hamiltonian H
SO
between states diering by more than a
prescribed energy, saving quite amount of computational time, but remaining the ac-
curacy of the calculation still. The inuence of spin-orbit interaction on the magnetic
moments is negligible: a reduction of 0.003 
B
for the tetrahedral iron and 0.006 
B
for the octahedral site. Phonon calculation on a primitive cell (Fe
6
S
8
, with experi-
mental lattice parameters a = b = c = 9.88 Å) was carried out from rst-principles
with the generalized gradient approximation (PBE) exchange-correlation functional
13
.
The projector augmented wave method was employed
14,15
as implemented in the Vi-
enna Ab Initio Simulation Package (VASP)
1619
. The kinetic energy cut-o was set
to 280 eV, the positional parameters were relaxed until the forces were smaller than
0.5 meV/Å and the convergence criteria on energy in static calculation was 0.001
meV. The Brillouin-zone integration used a   -centered k-mesh (161616) with 145
irreducible k points. In the phonon calculation, each atom was displaced in all three
independent directions by 0.01 and 0.02 Å and the corresponding forces were calcu-
lated via the Hellmann-Feynman theorem. The force constants were obtained from
the calculated forces and displacements
20
. Finally, the phonon frequencies resulted
from the diagonalization of the dynamic matrix.
4.3 Results and discussions
We compare the band structure of greigite with that of magnetite. Figure 4.1a
and Figure 4.1b show the band-structure for the minority spin-direction for magnetite
and greigite respectively in the vicinity of the Fermi level. For magnetite three bands
intersect the Fermi energy. These bands are well separated from bands of iron d-
character at lower energy. The band-structure of greigite appears more complex since
the less electronegative sulfur p bands are positioned higher in energy compared with
the oxygen bands in magnetite and form a rather covalent complex with the iron
states. The dispersion of the three bands intersecting the Fermi energy and their
overall bandwidths are quite similar, especially at the Brillouin-zone boundaries (the
W, K (U) and L points as well as the lines connecting them). The main dierence
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is the presence of a band gap at the Fermi energy at the W and U points in case of
greigite, where magnetite shows small band gaps around Fermi energy at K and U
points in the Brillouin-zone. The result is a dierent Fermi surface for the minority
spin channels of the two compounds. The situation for the majority spin direction is
fundamentally dierent: for magnetite a band gap exists at the Fermi energy (Figure
4.1c), but in greigite (Figure 4.1d) three energy-bands intersect the Fermi energy.
The dispersion of these bands is large compared with the minority spin-electrons: the
majority spin shows a band-structure of a good metal.
Experiments on greigite are rare and there is no indication for a Verwey-like tran-
sition in greigite. My calculations show a strong similarity between the minority spin
electronic structure of magnetite and greigite, but for the majority spin the situation
is strikingly dierent: semiconducting for magnetite and a good metal for greigite.
Also, the reduced magnetic moments 3.38 
B
(in excellent agreement with the ex-
perimental value of 3.35 
B
21
) with respect to 4 
B
in magnetite indicate a rather
covalent situation in greigite. Consequently, no phenomena like a Verwey transition
or insulating behavior on a nanoscopic scale
21,22
are to be expected here. My work
is dierent from the recent calculation of Devey et al.
23
, where they obtain a half-
metallic band structure with a magnetic moment of 3.7 
B
(with a Hubbard U of 1
eV), in conict with the integer magnetic moment in any half-metal.
We discuss the unique sensitivity of the Fermi surface of greigite for relativistic
eects. In rst order in (v=c)
2
, three relativistic eects can be distinguished: the two
scalar relativistic eects (mass-velocity and Darwin terms) and the spin-orbit coupling.
The eect of the rst two terms (mass-velocity and Darwin term) is shifting of the
energy levels of the system, and they are already considered in normal band structure
calculations; while the eect of the last term (spin-orbit interaction) is splitting of
energy levels, in many systems, its eect on band structure is small, consequently,
this term is not always included in calculations. The last term is well known, but
in condensed matter seldom important (with exceptions, of course, for energetically
small but qualitatively important eects like the magneto-optical Kerr eect and
magnetic anisotropy). This is because the orbital moment in condensed matter is in
competition with the chemical bonding and the spin-degeneracy is lifted in magnetic
systems. Thus, in general the eect of spin-orbit interaction in magnetic solids is
greatly reduced as compared to isolated atoms. It is, however, still pronounced where
bands of opposite spin cross (restoring spin-degeneracy) and at high symmetry lines in
the Brillouin-zone, where at least part of the symmetry of the isolated atom persists
(orbital degeneracy). What makes the Fermi surface of greigite truly unique is the
unusually high number of crossings of majority and minority spin bands along lines of
high symmetry taking place at the Fermi energy. Indeed ve of these intersections
are present: along the , , Q and G lines as well as along K-L (equivalent to G in
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Figure 4.1: Bandstructure for (a) the minority spin-direction of magnetite, (b) the minority
spin-direction of greigite, (c) the majority spin-direction of magnetite, (d) the majority spin-
direction of greigite. The Fermi energy is at the zero of energy.
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the second Brillouin zone), within millivolts of the Fermi energy. Consequently, one
expects the Fermi surface to be sensitive for the eects of spin-orbit interaction in
spite of the fact that greigite contains light elements only (relativistic eects scale
with the 4
th
power of the nuclear charge). Figure 4.2 shows part of the 3D Fermi
surface (plotted by the visualization program XCrySDen 1.5.21
24
) for minority and
majority spin-directions for the non-relativistic case. They both have necks, and the
main dierence is that the Fermi surface for minority spin-direction is not nearly as
smooth as the Fermi surface for majority spin-direction, which conrms the band
structure between minority and majority spin-directions described above (for example,
the large dierence in dispersion along L-K line). Also, the neck along   -L line gives
the answer to the appearance of two circular Fermi surface sheets in the LKWU planes
in Figure 4.3. In order to get detailed information, Fermi surfaces of greigite in some
high symmetry planes of the rst irreducible Brillouin-zone are shown in Figure 4.3 (for
non-relativistic case), Figure 4.4 and Figure 4.5 (both for relativistic case). In Figure
4.3, the Fermi surface for the majority spin-direction shows two   -centered sheets
touching along the -line with a third (open)   -centered sheet touching the second
sheet along the -line. The opposite spin-direction has an isolated pocket along the
-line, an open   -centered sheet straddling a pocket along the G line as well as an
isolated pocket along the -line, open along the L-K line. The Fermi surface for the
relativistic case depends on the spin-quantization axis. The Fermi surface with spin-
quantization axis along the [100] direction (the easy axis of greigite
25
) is shown in
Figure 4.4. The smallest   -centered sheet is unaected, but the second majority-spin
sheet and the minority isolated pocket along the -line have collapsed into a single
sheet. Sheets closer to the zone boundaries are broken up into individual pieces: a
curved disc-like shaped surface along the -line, a small saucer around  as well
as a bigger one extending into the second zone, another one along the G line and
nally a similar object in the   -K-L plane, not connected to a high symmetry line.
The spin-orbit interaction has eliminated three Fermi surface sheets: one mentioned
already along  and two intersections along Q have disappeared, eliminating the two
L centered circular sheets (which are clearly shown in Figure 4.2). The Fermi surface
for the spin-quantization along the [001] direction is very similar: the only qualitative
dierence is a mini-sheet just touching 1/3 along Q. The Fermi surface with the
[111] direction as quantization axis is shown in Figure 4.5. Compared to the Fermi
surface (with magnetization along [100] direction), in the  XUL plane, especially
around L-U line, large dierence occur. More importantly, in the LKWU plane, the
two circular sheets reappear for this direction of the magnetization. To the best
of our knowledge this is the rst example of a material where complete sheets of
the Fermi surface can be switched on and o by just changing the direction of the
magnetization.
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Figure 4.2: Part of 3D Fermi surface of greigite. a: the minority spin-direction; b: the
majority spin-direction.
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Figure 4.3: Fermi surface of greigite without spin-orbit interaction. Majority spin: green
and thin dots, Minority spin: red and thick dots.
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Figure 4.4: Fermi surface of greigite with spin-orbit interaction and magnetization//[100].
Γ K
L
U
W
X UW
K
GΣ
∆
Λ Q
Figure 4.5: Fermi surface of greigite with spin-orbit interaction and magnetization//[111],
noticing that these two circular Fermi surface sheets are quite near in LKWU plane.
Figure 4.6: Fermi surface of greigite with the thermal broadening of 200 K.
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Recently, much interest is seen in the eld of spintronics. Here the electronic con-
duction of a device consisting of two electrodes of a material with distinct transport-
properties for the two spin directions (ideally a half-metal) depends sensitively on the
orientation of the magnetization of the electrodes with respect to each other
26
. The
phenomenon reported here, could lead to similar behavior by switching the properties
in a single material. Giant-magneto-resistance (GMR) depends on the dierence in
spin-direction of two geometrically dierent layers. Spin-orbit interaction mixes states
with dierent spin-direction and hence is detrimental. Consequently GMR is limited
to materials with relatively low nuclear charge. Also, spin-degeneracies and orbital
degeneracies in the vicinity of the Fermi energy are detrimental. Spin-purity is of
no concern in spinorbitronics however, since it is based on one homogeneous layer;
Consequently the complete periodic table is available for optimizations (chemical sta-
bility, Curie or Néel temperature, strength of spin-orbit interaction, etc.). This is an
important point: in greigite the size of the spin-orbit interaction limits the range of
operating temperature to 200 K (see details in Figure 4.6). It is dicult to syn-
thesize a high quality single crystal of metastable greigite. Future developments in
spinorbitronics require the synthesis of high quality single crystal of greigite, and other
materials with similar properties.
Unlike magnetite, greigite does not show a phase transition upon cooling, at least
there is no evidence on low-temperature magnetic discontinuities
21
. In addition to
the spinorbitronics eect in greigite, the lattice dynamics is also worth investigating.
Lattice dynamics can give us a lot of the structural information. In magnetite, vibra-
tional spectroscopy on structures above and below the Verwey transition temperature
show dierent results: for example, the structure below the transition temperature
show more Raman modes than that above the transition temperature. It can be un-
derstood in the following way: above the transition temperature, most of the phonon
modes are degenerate modes. When magnetite undergoes the Verwey transition, the
crystal symmetry is reduced to orthorhombic (maybe with even low symmetry, such
as mono-clinic), lifting the degeneracy of the modes
27
. In greigite, vibrational spec-
troscopy is desirable at both room temperature and low temperature. Unfortunately,
there is only one report on spectroscopy of greigite above room temperature
28
, no
report is available on low temperature measurements. In reference 28, the greigite
sample is contaminated by mackinawite, the information on position of Raman peaks
is not clear. G. Li in University of Groningen worked on very pure greigite samples
recently, and their Raman spectroscopy measurement
29
agreed well with the previ-
ous results in reference
28
. Computer simulation on the vibrational spectroscopy on
greigite is desirable.
A group theory analysis
30,31
on inverse-spinel greigite (space group Fd

3m, and the
primitive cell (Fe
6
S
8
) contains 14 atoms) predicts 39 (143-3) normal modes at the
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center of the Brillouin-zone: tetrahedron Fe (sited at 8a) gives 1 T
2g
and 1 T
1u
;
octahedron Fe (sited at 16d) gives 1 A
2u
, 1 E
u
, 1 T
2u
and 2 T
1u
; S atom (sited at
32e) gives 1 A
1g
, 1 A
2u
, 1 E
u
, 1 E
g
, 1 T
2u
, 2 T
2g
, 2 T
1u
and 1 T
1g
. So totally it
gives:
  = A
1g
+ E
g
+ T
1g
(inac) + 3T
2g
+ 2A
2u
(inac) + 2E
u
(inac) + 2T
2u
(inac) + 5T
1u
;
where inac means that the corresponding mode is (Raman/infrared) inactive. Among
these modes, A
1g
, E
g
, and three T
2g
are Raman active. The calculated and experi-
mental frequencies of the Raman active modes are shown in Table 5.1. The A
1g
mode
represents the stretching of S atoms towards the tetrahedral site Fe. The calculated
frequency is underestimated by 10% compared to the experimental value. The E
g
mode represents the S-Fe
tetra
-S bending. The calculated frequency agrees well with
the experimental value. Both S and Fe
tetra
ions are involved in each of these three T
2g
modes. For the T
2g
1
and T
2g
2
modes, the calculated frequencies are underestimated
by 11% and 5.5% compared to the experimental values respectively. For the T
2g
3
mode, the calculated frequency agrees well with the experiments. For magnetite, ve
Raman active modes in experiments are found: An A
1g
mode with frequency 668
cm
 1
, an E
g
mode with frequency 306 cm
 1
, T
2g
1
and T
2g
3
modes with frequencies
538 and 193 cm
 1
respectively
33
, and the T
2g
2
modes with frequency 490 cm
 134
.
Because greigite is more covalent, frequencies of all modes in greigite are greatly
reduced, approximately 60% with respect to magnetite.
Table 4.1: The calculated and experimental frequencies (in cm
 1
), and descriptions on ve
Raman active modes in greigite.
A
1g
E
g
T
2g
1
T
2g
2
T
2g
3
Experiments 365 181 350 252 140
Calculation 327 180 312 238 142
Ions involved S S S, Fe
tetra
S, Fe
tetra
S, Fe
tetra
In nature, greigite forms under anoxic, sulfate-reducing conditions, and it is iden-
tied in anoxic marine and lake sedimentary systems. Nowadays greigite is recognized
as a widespread magnetic mineral
35
. As an important recorder of the ancient geo-
magnetic eld and environmental processes, greigite is very useful for paleomagnetic
and environmental magnetic studies
36
. Greigite is chemically unstable at high tem-
peratures, so the high temperature magnetic measurements often reveal chemical
decomposition rather than the T
C
37
. This makes it dicult to determine T
C
for
greigite, which remains unknown despite various estimations reported in the litera-
ture, such as an estimation for T
C
of 623 K
38
. Here we give the estimation for T
C
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Figure 4.7: Primitive cell of greigite, yellow ball stands for S; blue for tetrahedral site Fe,
marked as x; gray for one octahedral site Fe, marked as y; red for the other three octahedral
site Fe, marked as z, and each Fe here is located in the center of the surfaces of the primitive
cell.
for a ferrimagnet based on the Heisenberg Model in the framework of mean eld
theory (neglecting the intra-sublattice coupling, consider the inter-sublattice coupling
only): T
C
=
p
, where  = 2JZS(S+1)/3k
B
, and  = 2Jzs(s+1)/3k
B
39
, k
B
is the
Boltzman constant, J is the inter-sublattice exchange constant in the ferrimagnet. Z
(z), and S (s) are coordination number, and spin quantum number of each sublattice.
The primitive cell of greigite contains six Fe, two of which reside in the tetrahedral
site, while the rest are in octahedral site. In order to calculate the exchange constant
J, we consider four dierent spin congurations in the primitive cell shown in Figure
4.7. Then we got four equations (I is the part of the total energy unrelated to the
spin coupling):
E
f er r i2;4
= 96JS
octa
S
tetra
+ I (4.1)
E
f er r i1;5
=  72JS
octa
S
tetra
+ I (4.2)
E
anti
= 48JS
octa
S
tetra
+ I (4.3)
E
f er ro
=  96JS
octa
S
tetra
+ I (4.4)
In equation (4.1), spins on two x sites are up, the rest on one y site and three z sites
are down; in equation (4.2), spins on y site are up, the rest on two x sites and three z
sites are down; in equation (4.3), spins on two x sites and one y site are up, the rest on
three z sites are down; in equation (4.4), spins on two x, one y and three z sites are all
up. Each of these four equations corresponds to one type of local spin conguration.
In each spin conguration, for each iron atom in the primitive cell, we know how
many nearest magnetic neighbors it has, and know the local magnetic moment of all
atoms in the cell. We use the Heisenberg model to describe the interaction between
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two magnetic local spins (for example, the coupling between two local spins
~
S
1
and
~
S
2
can be described by  j
^
S
1

^
S
2
, and j is the exchange constant between them).
Finally, we sum all the interaction for all the atoms in the cell, plus a constant which
is the energy unrelated to the spin-spin coupling in the system, this should equal
to the total energy (corresponding to this spin conguration) obtained from VASP.
Using the least square tting method, we can get an approximate solution of the
over-determined equations above, J equals to -3.7 meV, the negative sign means the
exchange coupling between the tetrahedral and octahedral site Fe is antiferromagnetic.
In greigite, the Z and z are 12 and 6, S and s are 1.35 and 1.47 for tetrahedral and
octahedral site respectively, leading to a T
C
of 824.4 K. It is well-known that mean
eld theory usually overestimates T
C
. Then we can use some correction coecients
for materials with dierent lattice type, for example, the coecient for materials with
f cc structure is 0.8162
40
. Applying this correction, we nally estimate T
C
of greigite
to be 672.9 K, which is in good agreement with the experimental estimation of 623
K in reference 38. Using the similar method, we estimate the T
C
of magnetite to
be 900 K, which agrees well with the experimental value 851 K
41
. This means, the
method used in our estimation for the T
C
of greigite is valid.
4.4 Conclusions
In spinorbitronics, the existence of Fermi surface sheets depends on the direction of
the magnetization in a homogeneous material. Here, the magnetoresistance does not
depend on a layered structure, but exists in a homogeneous material. It has relativistic
origin, is not like the GMR which is limited by spin-orbit interaction. Then the entire
periodic table is available for optimizations. Future developments in spinorbitronics
require the synthesis of high quality single crystal of greigite, and other materials with
similar properties. We also investigated the Raman modes in greigite. Frequencies
of all Raman actvie modes in greigite are greatly reduced, approximately 60% with
respect to the experimental values of magnetite, due to the more covalent nature of
the Fe-S bond in greigite. Based on the Heisenberg model in the framework of mean
eld theory, we give an estimation for T
C
of greitie. The calculated value of 672.9 K
is in good agreement with the experimental estimation of 623 K.
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Chapter 5
Origin of the low temperature
anomaly in NiMnSb: excess
manganese
A manuscript based on this chapter has been submitted to for publication by B. Zhang, J. A. Heuver, F. Wang, J. Baas,
G. A. de Wijs, T. Fukuhara, T. T. M. Palstra, and R. A. de Groot.
5.1 Introduction
NiMnSb is the rst example of a half-metal
1
and its potential in, what is known as,
spintronic devices
2
was recognized from the beginning
3
. The half-metallic properties
in the bulk were conrmed experimentally by spin-resolved positron-annihilation
4,5
, but
surfaces and interfaces of half-metals turned out to be delicate
68
. A complication
specic for NiMnSb is the low temperature anomaly
9
: a crossover in the temperature
dependence of both magnetization and resistivity (the magnetization, M(T )_T
1:5
below 80 K, while M(T )_T
2:0
above 100 K; the resistivity, (T )_T

below 50 K
with 1:7 <  < 2:2, while (T )_T

above 100 K with 1:3 <  < 1:5). The
high spin polarization of NiMnSb is lost when temperature is in the range of 50 to
100 K
a
or even higher than this. The rst observation
10
reports a strong increase
in Mn and Ni magnetic moments upon cooling below 90 K in thin lms. Thermal
excitations
11
could be responsible for the loss of high spin polarization, possibly in
the form of a non-collinear ordering of the magnetic moment of Ni with respect to
that of Mn
12
, but other works considered thermal excitation unlikely in stoichiometric
NiMnSb (the position of the Fermi level with respect to the top edge of the valence
band of the minority spin is too high)
13
. Many possible defects were considered,
like atomic interchange
14,15
, but in many of the cases with reasonable formation
a
at which temperature, the low temperature anomaly happens.
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energies the half-metallic properties were conserved. An alternative explanation is the
occurrence of non-quasiparticle states
16
, but the underlying many-body theory requires
a Hubbard U (about 2 eV) whose value is more than an order of magnitude in excess
of experimentally derived values (about 00.1 eV in isostructural and isoelectronic
PtMnSb
13
). The most common method to synthesize bulk Heusler alloys is arc-
melting the stoichiometric amounts of high purity elements
17
. The synthesis of
the stoichiometric NiMnSb is hindered by the large variation in vapor pressure of
the constituent elements under high temperature. Recently the situation changed,
when experiments using samples synthesized under controlled partial pressure, suggest
that the low temperature anomaly is not an intrinsic property of NiMnSb, but requires
about 5% excess Mn in the sample
18
. This development motivates a detailed study of
the possible congurations of the excess Mn (the vacant position in the C1
b
structure
but also interchanges with its neighboring atoms), how the moment of the excess Mn
couples with the host magnetization, and how it causes the low temperature anomaly.
We report on measurements of the magnetization of NiMnSb with excess Mn at low
temperature as well as calculations of the electronic structure of NiMnSb with excess
Mn using state-of-the-art rst-principle calculations.
5.2 Computational details, sample synthesis, and mag-
netization measurements
The calculations were carried out using the density functional method in both
the local density approximation (LDA)
19
and the generalized gradient approximation
(GGA)
20
. Projector-augmented plane waves are employed
21,22
implemented in the
Vienna Ab initio Simulation Package (VASP)
2326
. The kinetic energy cuto is set
to 368 eV and the Brillouin zone of the supercell is sampled with a k-mesh of 448
(for density of states plots we use a k-mesh of 6612). The lattice constant is kept
xed at the experimental value of 5.9268 Å (the GGA functional underestimates the
experimental lattice parameter of the primitive cell only 0.2%). The atomic positions
are relaxed to a residual force of 0.005 eV/Å and the criterion for energy conver-
gence is 0.01 meV. For calculations done in WIEN2K
27
, we used the GGA (PBE)
28
exchange-correlation functional. An energy cuto of R
mt
K
max
of 8 and a k-mesh of
6612 for Brillouin zone integration were used. 510
 5
Ry for energy and 510
 5
e
for charge were used as convergence criteria, while 10
 4
Ry for energy, 10
 4
e for
charge, and 10
 4
Ry/a
0
(a
0
is the Bohr radius) for force were used in optimization
on the positional parameters. The supercell with one excess Mn (Ni
16
Mn
17
Sb
16
) used
in the calculation contains 221 conventional cells. Both antiferromagnetic and
ferromagnetic ordering between excess Mn and host magnetization were investigated.
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For calculations in VASP considering two excess Mn atoms in the supercell (222
conventional cells were employed), we use the same convergence criteria as that used
in the smaller supercell (221 conventional cells were emplyed). Sample NiMn
1:05
Sb
was synthesized according to the procedure described in reference 18. Quantum De-
sign MPMS-XL 7 magnetometer. A little bar shaped sample was cut from an ingot.
The sample was placed in a gelatin capsule and xed in place with cotton. Magne-
tization versus temperature was measured on heating in dierent elds, after cooling
with 2 K/min in a magnetic eld of 20 kOe. During the measurement a ramp rate of
5 K/min was used.
5.3 Results and discussions
NiMnSb crystallizes in the C1
b
(half-heusler) structure, an fcc structure with the
(0, 0, 0), (1/4, 1/4, 1/4) and (3/4, 3/4, 3/4) positions occupied by Ni, Mn and
Sb respectively. The vacant position (1/2, 1/2, 1/2) is an obvious candidate for the
excess Mn. We also consider interchanges of the excess Mn with its neighboring Ni,
Sb, and host Mn atoms with distance shorter than 3 Å. Both ferromagnetic and
antiferromagnetic coupling of the excess Mn with respect to the host magnetization
were calculated. The results are shown in Table 5.1: the case where excess Mn
occupies the vacant position and couples antiferromagnetically to the host Mn has
the lowest energy, while in case of the ferromagnetic coupling the energy is higher by
0.12 eV. Other cases where the excess Mn interchanges with Ni, Sb, and the host Mn
all have much higher energy. The case where the excess Mn interchanges with Ni and
couples ferromagnetically to the host magnetization is not stable and this solution is
not obtained in the calculation. From Table 5.1, We conclude that the excess Mn
occupies the vacant position in the supercell, and couples antiferromagnetically to
the host Mn atoms. This conclusion also agrees well with calculations using dierent
codes and exchange-correlation functionals (results are shown in Table 5.2). The
energy dierence obtained using the LSDA functional is smaller compared with those
of using the GGA functional; using GGA functional (both in WIEN2K and VASP), the
energy dierences are quite similar. In order to avoid being trapped in a local minimum,
optimization on positional parameters should start with some (tiny) distortion on the
neighboring atoms of the extra Mn in the supercell, otherwise we nd the case where
the excess Mn ferromagnetically couples to the host magnetization only.
In a half-metal, the position of the Fermi level in the band gap is determined by the
metallic spin direction, unlike the situation in a semiconductor, where impurities and
surface eects play an important role. The position of the Fermi level with respect
to the edges of the band gap is an important quantity determining the stability of the
half-metallic properties at nite temperature. Consider a half-metal with a band gap
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Table 5.1: Calculated energies of NiMn
1:06
Sb, with the excess Mn occupying the vacant
position, and interchanging with its nearest neighboring Sb, Ni, and host Mn. Anti means
antiferromagnetic coupling, and Ferro means ferromagnetic coupling (unit: eV, the energy of
the ground state is chosen as 0).
Vacant interchange interchange interchange
position with Sb with Ni with host Mn
Anti 0 3.60 0.24 0.55
Ferro 0.12 3.10 not obtained 0.12
Table 5.2: Dierence means the energy dierence (given by E
anti
- E
f er ro
in each case),
and Position means the position of Fermi level with respect to the top of the valence bands
for the ground state in two codes with dierent exchange-correlation functionals (unit: meV).
GGA (PW91) GGA (PBE) LSDA GGA (PBE)
in VASP in VASP in VASP in WIEN2K
Dierence -118 -118 -35 -127
Position 36 29 37 40
for the minority spin direction. At 0 K, the Fermi level intersects the metallic bands for
one spin channel, and is located somewhere in the band gap for the semiconducting
spin direction. This location is of importance: it determines the robustness of the
band gap at nite temperature. For example, consider a case where the Fermi level
is close to the top of the valence band (minority spin). A thermal excitation to the
conduction band (majority spin) at the Fermi level increases the magnetization, leading
to an increase of the exchange splitting (which implies a lowering of the majority spin
bands with respect to the minority ones). Consequently a second excitation requires
less energy and an avalanche eect occurs at temperatures much below the one
corresponding to the energy of the initial excitation. It is important to note that
a similar situation occurs if the Fermi level were positioned near the bottom of the
conduction band (minority spin): the excitation of a majority spin electron to the
bottom of the conduction band decreases the magnetization, leading to the decrease
of the exchange splitting (which implies a rising of the majority spin bands with respect
to the minority ones), and renders a second excitation more likely. The stable situation
is where the eects of both type of excitations cancel: the position of the Fermi level
in the middle of the band gap. The behavior of half-metals with a band gap for the
majority spin is identical: excitations from the top of the valence bands (majority
spin) to conduction bands (minority spin) reduce the magnetization (causing a rising
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of the majority spin bands with respect to the minority ones), while excitations from
the minority spin to the bottom of the conduction band (majority spin) increase the
exchange splitting (causing a lowering of the majority spin bands with respect to the
minority ones). Detailed knowledge on the DOS (density of states) for NiMn
1:06
Sb
close to the Fermi level is an essential ingredient for the understanding of the low
temperature anomaly.
Figure 5.1 shows the calculated DOS in the vicinity of the Fermi energy for NiMnSb
and NiMn
1:06
Sb. The left curve shows the majority spin for pristine NiMnSb. It has a
fairly constant DOS deprived of any Van Hove singularities, typical for a wide-band,
free-electron like material. The second curve is the corresponding minority spin, and
it is typical for a III-V semiconductor. Some Van Hove singularities occur in both
valence and conduction bands, within the energy range of 1 eV with respect to the
Fermi energy. The next two curves show the DOS for the minority spin of NiMn
1:06
Sb.
The black, continuous curve corresponds to the ground state where the excess Mn
couples antiferromagnetically to the host Mn atoms, and the red, continuous curve
corresponds to the case where they couple ferromagnetically. The conguration with
ferromagnetic coupling is 118 meV (shown in Table 5.2) higher in energy compared
with the antiferromagnetic case. The position of the Fermi level with respect to the
edges of the band gap in the case where the excess Mn orders ferromagnetically to
the host is noteworthy: it is exactly in the middle of the gap. So, if this conguration
were the ground state, no low temperature anomaly would be present, independent
of the presence of excess Mn. A substantial reduction of the band gap (0.20 eV
compared to 0.46 eV for pristine NiMnSb) occurs for the antiferromagntic case, and
the position of the Fermi level is just 36 meV (corresponding to a temperature of
418 K) above the top of the valence band, which renders the avalanche feedback
mechanism possible. Moreover, we nd that the position of Fermi level with respect
to the top edge of the valence bands (minority spin) is little aected by dierent codes
and exchange-correlation functionals
29
. Electrons are thermally excited from the top
of the valence bands (minority spin) to the metallic conduction bands (majority spin),
and ultimately, the avalanche feedback ends with a phase transition from a half-metal
to a normal metal. In a normal metal, the temperature scaling of the resistivity
is dierent from that in a half-metal. This phase transition gives the explanation
of the anomalous behavior of the resistivity and the loss of high spin polarization
in the low temperature anomaly. In some semiconductors, a somewhat comparable
situation
30
occurs, where thermal excitations of electrons to the conduction band
leave holes behind. The electron-hole attraction eectively reduces the band gap,
making subsequent excitations more likely and ultimately leads to a transition to
a metallic state, the Falicov-Kimball transition
31
. Here, an enhancement factor of
5 or 6 (418 K versus the temperature around which the low temperature anomaly
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Figure 5.1: Density of states of NiMnSb and NiMn
1:06
Sb as function of the energy in the
vicinity of the Fermi energy. From left to right: the dotted black curve stands for majority
spin for pure NiMnSb (Ni
16
Mn
16
Sb
16
), pink curve stands for minority spin for pure NiMnSb
(Ni
16
Mn
16
Sb
16
), black curve stands for minority spin for NiMn
1:06
Sb (Ni
16
Mn
17
Sb
16
) with
excess manganese orders antiferromagnetically with respect to the host Mn atoms, red curve
(which is shifted by 20 states/eV/cell) stands for minority spin for NiMn
1:06
Sb (Ni
16
Mn
17
Sb
16
)
with ferromagnetic ordering. The accuracy and resolution of all curves are identical. The left
curve has a dierent scale in order to improve the visibility.
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Figure 5.2: Magnetization of NiMn
1:05
Sb as function of the temperature from 5 to 225 K:
the red triangle is for magnetization measured in a eld of 400 Oe, and the black cross is for
magnetization measured in a eld of 1200 Oe (the magnetization measured in a eld of 400
Oe is shifted by 9930 emu/mol along the positive direction of the vertical axis).
happens) is obtained in order to explain the low temperature anomaly, which is a
reasonable number, compared to the enhancement factors in some semiconductor-
metal transitions
31
.
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Figure 5.3: DOS (minority spin) of Ni
32
Mn
34
Sb
32
for dierent spin conguration with
varying distance of these two excess Mn atoms, E
Fermi
is set to zero. A stands for the DOS
for antiferromagnetic spin conguration with distance a, B, C, D, E, F stand for the DOS for
ferromagnetic spin conguration with distance
p
2a/2, a,
p
1:5a,
p
2a, and
p
3a respectively
(they are all shifted in the gure).
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Next we consider the magnetization in NiMn
1:05
Sb. Figure 5.2 shows the measured
magnetization as function of the temperature
32
for two dierent applied magnetic
elds. Under a magnetic eld of 1200 Oe, it behaves like a normal ferromagnet.
The behavior in a magnetic eld of 400 Oe is quite dierent: it shows a gradual
increase of the magnetization with temperature, leading to a maximum at 50 K. At
higher temperatures, the magnetization decreases as is to be expected for a normal
ferromagnet. This is in perfect agreement with the conclusion in the calculations that
the excess Mn couples antiferromagnetically to the host magnetization. A eld of 400
Oe is not strong enough to align the antiferromagnetic moments on the excess Mn
parallel to the host magnetization, but a eld of 1200 Oe can (even if this eld is
smaller than 10 kOe, the saturation eld for NiMn
1:05
Sb), The magnetic anisotropy
in NiMnSb is very small (equivalent to 0.04 K per magnetic atom)
9
, so this local
maximum cannot be related to it. We attribute the increase of the magnetization (in
the led of 400 Oe) with temperature to the disordering of the magnetic moments
of the interstitial Mn. The antiferromagnetic coupling between the excess Mn and
the host magnetization is conrmed by the magnetization analysis. As temperature
increases, moments on the excess Mn become disordered. Consequently, this has a
distinct inuence on the temperature dependence of the magnetization, which gives
the explanation of the anomalous behavior of magnetization in the low temperature
anomaly.
The excess Mn in the sample has an additional eect on the transport and mag-
netic properties of the material. In the paragraphs above, we only considered the
case where the distance between two excess Mn atoms is a, and the concentration of
excess Mn is about 5%. In experiments, in order to get the pure phase of NiMnSb,
extra Mn is needed in order to avoid the appearance of the extra phase, NiSb. Even
if the sample is usually synthesized at high temperature (around 1000 K), it is pos-
sible that these interstitial Mn atoms are not evenly distributed in the sample, and
they may choose dierent spin congurations corresponding to dierent distances be-
tween them with a xed concentration. So, further investigations on the eect of
the distance between them on the properties of the sample with a xed concentra-
tion are desirable. We did several calculations on a supercell (222 conventional
cell). The supercell contains 32 Ni, 32 Sb, 32 normal Mn atoms, and two excess Mn
atoms (residing in vacant positions). Five distances between two excess Mn atoms
are considered:
p
2a/2, a,
p
1:5a,
p
2a, and
p
3a (a is the lattice constant of the
conventional cell). In each case, the Ni and normal Mn atoms contribute to the host
magnetization, while local moments on these two excess Mn atoms can choose three
congurations: ferromagnetic case (both of them are parallel to the host magneti-
zation), the antiferromagnetic case (antiparallel to the host magnetization), and the
mixed case (one parallel and the other one antiparallel to the host magnetization).
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The results are summarized in Table 5.3: When the distance between two intersti-
tial Mn atoms is
p
2a/2, the ferromagnetic spin conguration is stable; a distance
of a leads to the antiferromagnetic conguration (70 meV lower in energy than the
ferromagnetic case); the ferromagnetic case always has the lowest energy when the
distance become even larger.
From Figure 5.3, it is clear that the DOS (minority spin) for ferromagnetic congu-
ration (corresponding to all of these ve distances) show a very similar semiconducting
band gap (about 0.3 eV), while the DOS for the antiferromagnetic case (correspond-
ing to distance a) shows a smaller semiconducting band gap (about 0.14 eV). Some
occupied states of the antiferromagnetic conguration fall into the band gap of the
ferromagnetic congurations. It is possible that the distance between two excess Mn
atoms can vary. Of course, cases with dierent distances can have dierent weight.
For example, the ferromagnetic conguration corresponding to distance of
p
1:5a has
a larger weight
b
, while the antiferromagnetic case with distance of a has a smaller
weight
c
. A small portion of the antiferromagnetic conguration corresponding to the
distance a would reduce the semiconducting gap dramatically, and the top of the high-
est occupied states is about 40 meV below the Fermi level only. Similarly as discussed
above, electrons can be thermally excited from the top of the valence bands (minority
spin) to the metallic conduction bands (majority spin), and this induces a transition
from a half-metal to a normal metal, destroying the half-metallic properties.
Table 5.3: the calculated energy and spin congurations in Ni
32
Mn
34
Sb
32
, corresponding to
dierent distances between two excess Mn atoms. ferro, anti, andmixing mean ferromagnetic,
antiferromagnetic, and the mixing congurations respectively (the energy for the case with
antiferromagnetic spin conguration where the distance is a is chosen as reference, unit:
meV).
ferro anti mixing
p
2a/2 -45 not obtained not obtained
a 70 0 not obtained
p
1:5a -126 not obtained not obtained
p
2a -89 not obtained not obtained
p
3a -90 215 not obtained
b
This case has the lowest energy among all the 15 dierent cases considered in the calculations.
c
This case has the highest energy among all the 15 dierent cases considered in the calculations.
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5.4 Conclusions
The experimentally observed anomalous behavior of resistivity and magnetization,
and loss of the high spin polarization of the conduction electrons in NiMnSb is not
an intrinsic property, but due to the excess Mn. Measurements on the magnetization
are in good agreement with the conclusion in the calculations that the excess Mn
couples antiferromagnetically to the host magnetization. The phase transition from
a half-metal to a normal metal is the origin of both the anomaly in resistivity and the
loss of high spin polarization; the disordering of moments on the excess Mn gives rise
to the anomaly in the magnetization. The magnetic coupling changes its sign with
increase of the distance between two excess Mn, and this can inuence the transport
and magnetic properties of the sample. More experiments on the identication and
magnetic properties of the excess Mn are desirable, such as X-ray Phonton Electron
Spectroscopy (to determine the valence of the excess Mn). Systematic experimental
exploration on pure NiMnSb is expected in order to realize its potential use of half-
metallicity at higher temperature in spintronics.
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Summary
This thesis describes the magnetic and spectroscopic properties in 2p magnetism
(superoxides RbO
2
, CsO
2
, and sesquioxide K
x
Ba
1 x
O
2
); switchable Fermi surface
sheets in greigite (Fe
3
S
4
), and the explanation of the low temperature anomaly in
half-metallic NiMnSb, with the support from the Department of Electronic Structure
of Materials, Faculty of Science, Radboud University Nijmegen from 2008 to 2013.
Chapter 1 presents a general introduction to 2p magnetism, magnetic exchange
interactions in solids, Raman and infrared spectroscopy of molecules, giant magne-
toresistance (GMR), half-metals in spintronics, density functional theory (DFT), and
the implementation of vibrational spectra in VASP. We rst give an introduction to
ions based on molecular oxygen, the complex phase diagram and electronic structure
of alkali superoxides and K-Ba sesquioxides, and dierent kinds of magnetic exchange
interactions in solids. Next we focus on the mechanism of GMR. What follows the
section on GMR is a detailed discussion of vibrational spectra, especially on the Raman
and infrared activity of the vibrational modes in simple homo-diatomic and hetero-
diatomic molecules. The chapter continues with half-metals, illustrating their origin,
main properties, and potential applications. Finally, the chapter ends with important
basic information about density functional theory, and an explanation of the calcula-
tion of vibrational spectra in VASP (one of the two DFT codes used in this thesis).
Chapter 2 focuses on the magnetic and spectroscopic properties of superoxides
RbO
2
, CsO
2
with low temperature structure. We nd that the concepts of orbital
physics developed for transition metals are also valid for main-group systems with
orbital degeneracy, such as the superoxides. At low temperature, the stronger su-
perexchange in CsO
2
compared to RbO
2
renders the appearance of a S = 1/2 AFM
spin chain in CsO
2
which is driven by the orbital ordering (OO), while no spin chain
property is found in isostructural and isoelectronic RbO
2
. Finally, we explore the Ra-
man modes of CsO
2
and RbO
2
in the low temperature structure; the calculated modes
agree well with experiments. We give the explanation of these three low frequency
modes in these two materials for the rst time, which involved the movements of the
cations.
Chapter 3 deals with the Raman spectra of the mixed-valence sesquioxides K
x
Ba
1 x
O
2
.
The mixed valence (due to the random distribution of Ba
2+
/K
+
cations) in K
x
Ba
1 x
O
2
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introduces local distortions to the crystal, and this breaks the translational symmetry
of a crystal, leading to the breakdown of the selection rules for Raman spectra. The
adjacent dimers stretch in phase and anti-phase. The in phase stretching mode is
Raman active; due to the disorder in K
x
Ba
1 x
O
2
, the anti-phase stretching mode
also becomes Raman active. The essence of the coupling of adjacent dimers in
K
x
Ba
1 x
O
2
is the addition of the coupling of two adjacent superoxide anions (O
2
 
),
and the coupling between two adjacent peroxide anions (O
2
2 
). In each case, the in
phase stretching mode results in a higher frequency, while the anti-phase stretching
mode results in a lower frequency. Considering the broadening eect of Raman spectra
caused by disorder as well, four broad Raman peaks (two from coupling of superoxide
anions, and the other two from peroxide anions) should be found in experiments. The
eect of coupling between two adjacent peroxide anions is much smaller than that
between two adjacent superoxide anions. Then these two broad Raman peaks from
coupling of peroxide anions overlap a lot, merging into one broad peak. This explains
why three broad Raman peaks were found in the Raman experiments.
Chapter 4 discusses spinorbitronics, the Raman spectra, and the estimated Curie
temperature of greigite. Greigite (Fe
3
S
4
) and magnetite (Fe
3
O
4
) are isostructural
and isoelectronic ferri-magnets with quite distinct properties. Electronic structure
calculations reveal greigite is a normal metal in contrast to half-metallic magnetite.
Greigite shows a complex Fermi surface with a unique inuence of relativistic eects:
the existence of Fermi surface sheets depends on the direction of the magnetization.
This enables spinorbitronics, spintronics on the level of a single compound rather
than a device. Spin-orbit interaction mixes states with dierent spin-direction and
it scales as the fourth power of nuclear charge, hence it is detrimental for GMR.
Consequently GMR is limited to materials with relatively low nuclear charge. Due
to its relativistic origin, spin-contamination is irrelevant in spinorbitronics and the
entire periodic table is available for optimizations. In the framework of mean eld
theory, we estimated the Curie temperature of greigite to be 672.9 K, which is in
good agreement with the experimental estimation of 623 K. Also, the calculated
phonon modes generally agree with the experimental work. Greigite is more covalent,
frequencies of all modes in greigite are greatly reduced, approximately only 60% in
value compared with magnetite.
Chapter 5 describes the explanation of the low temperature anomaly in half-
metallic NiMnSb. The archetype of half-metallic magnetism, NiMnSb, has been re-
ported to show an anomaly at low temperature (between 50 K and 100 K). Recently
reported experiments show that this anomaly is not an intrinsic property of NiMnSb:
it requires an excess of (interstitial) manganese. Electronic structure calculations re-
ported here show that the excess manganese orders antiferromagnetically with respect
to the host magnetization, reduces the half-metallic band gap, and pushes the top of
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the valence band up to 36 meV below the Fermi level. Thermal excitations from the
minority to majority spin channel induce an avalanche eect. In a normal metal, the
temperature scaling of the resistivity is dierent from that in a half-metal. This phase
transition from a half-metal to a normal metal gives the explanation of the anomalous
behavior of the resistivity and the loss of high spin polarization in the low tempera-
ture anomaly. We also measure the magnetization as function of the temperature on
NiMn
1:05
Sb in a eld of 400 KOe. It shows a maximum in the temperature depen-
dence of the magnetization, which is a strong implication of the antiferromagnetic
coupling between the excess manganese and the host magnetization. As tempera-
ture increases, moments on the excess manganese become disordered. Consequently,
this has a distinct inuence on the temperature dependence of the magnetization,
which gives the explanation of the anomalous behavior of magnetization in the low
temperature anomaly.

Samenvatting
Dit proefschrift focusseert op drie onderwerpen: de magnetische en spectroscopis-
che eigenschappen van materialen waarbij het magnetisme veroorzaakt wordt door
2p elektronen (RbO
2
, CsO
2
alsmede K
x
Ba
1 x
O
2
), een materiaal waar delen van het
Fermi-oppervlak naar believen aan en uit kunnen worden geschakeld (Fe
3
S
4
) alsmede
een verklaring voor de anomalie bij lage temperaturen in NiMnSb. Het werk werd
verricht bij de afdeling electronen-structuur van materialen tussen 2008 en 2013.
Hoofdstuk 1 bevat een algemene inleiding op het gebied van 2p-magnetisme, ex-
change wisselwerkingen in vaste stoen, Raman en infrarood spectroscopie in moleculen
alsmede reuze-magnetoweerstand (GMR), half-metalen in spintronica, dichtheidsfunc-
tionaal theorie (DFT), en de implementatie van vibratie spectra in VASP. Eerst geef
ik een introductie over ionen gebaseerd op moleculair zuurstof, het complexe fase-
diagram en de electronenstructuur van alkali-superoxides en K-Ba sesquioxides, en
verschillende soorten magnetische exchange interacties in vaste stoen. Vervolgens
richt de inleiding zich op het mechanisme van GMR. Hierna volgt een discussie over vi-
bratie spectra, met name de Raman en infrarood activiteit van de vibrationele modes in
eenvoudige di-atomaire moleculen met atomen van dezelfde of verschillende soorten.
Het hoofdstuk gaat verder met half-metalen: een illustratie van hun oorsprong, eigen-
schappen en mogelijke toepassingen. Het hoofdstuk besluit met belangrijke basisken-
nis over de dichtheidsfunctionaal theorie en zet uiteen hoe vibratie spectra met VASP
(één van de twee in dit proefschrift gebruikte DFT codes) uitgerekend kunnen worden.
Hoofdstuk 2 concentreert zich op de magnetische en optische eigenschappen
van de superoxides RbO
2
en CsO
2
bij lage temperaturen. Concepten, ontwikkeld
voor overgangs-metaal oxides, gaan goed op voor verbindingen van hoofdgroep el-
ementen met baan-ontaarding zoals superoxides. CsO
2
vertoont een S=1/2 anti-
ferromagnetische spin-keten veroorzaakt door de ordening van de baan-momenten.
Deze treden niet op bij het lichtere rubidium-superoxide. De berekende Raman spec-
tra voor de lage temperatuur fases van deze oxides komen goed overeen met ex-
perimenten. Een verklaring voor het optreden van drie modes werd gevonden: een
bijdrage van de kationen.
Hoofdstuk 3 behandelt de Raman spectra van het sesqui-oxide K
x
Ba
1 x
O
2
. De
gemengde valentie (veroorzaakt door de willekeurige verdeling van K en Ba over de
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beschikbare posities) veroorzaakt locale vervormingen in het kristal. Deze veroorzaken
een verstoring van de translatie symmetrie en daarmee de selectieregels voor Raman
actief, echter de anti-fase mode is ook waarneembaar dankzij de wanorde. Het is dan
ook van belang om naast de koppeling van twee super-oxide anionen ook de koppeling
tussen peroxide anionen mee te nemen. In alle gevallen levert de stretching mode in
fase de hoogste frequentie. De wanorde leidt ook tot verbreding van de Raman lijnen;
in totaal vindt men 4 brede lijnen: twee van de koppeling tussen peroxide-ionen en
twee voor de koppeling tussen hyper-oxide ionen, de koppeling in het laatste geval is
veel groter. De twee peroxide pieken overlappen vaak aanzienlijk.
Hoofdstuk 4 behandelt the spin-orbitronica alsmede de Raman spectra en schat-
tingen van de Curie temperatuur van greigiet. Greigiet (Fe
3
S
4
) en magnetiet (Fe
3
O
4
)
hebben dezelfde kristalstructuur en zijn iso-electronisch. Het zijn ferri-magneten maar
de fysische eigenschappen verschillen markant. Berekeningen tonen dat greigiet een
normaal metaal is in tegenstelling tot het half-metallische magnetiet. Greigiet toont
een complex Fermi-oppervlak met een unieke invloed van relativistische eecten: het
bestaan van een aantal delen van het Fermi-oppervlak hangt af van de richting van de
magnetisatie. Dit is de oorsprong van de spin-orbitronics, spintronica gebaseerd op
een enkel materiaal. De spin-baan wisselwerking mengt toestanden van verschillende
spin-richting en deze menging schaalt met de vierde macht van de kernlading; dit is
daardoor zeer schadelijk in de spintronica. Het gevolg is dat men spintronica eigen-
lijk alleen kan gebruiken in geval van lichte materialen. Vanwege de relativistische
oorsprong kent de spinorbitronica deze belemmeringen niet en het gehele periodieke
systeem is beschikbaar voor optimalisaties. De berekende Curie temperatuur (673 K)
komt goed overeen met de geschatte experimentele waarde van 623 K. De berekende
fonon frequenties bedragen slechts 60% in vergelijking met magnetiet.
Hoofdstuk 5 geeft een verklaring voor de anomalie bij lage temperaturen (50-100
K) in half-metallisch NiMnSb. Recente metingen tonen aan dat deze anomalie geen
intrinsieke eigenschap van NiMnSb is, maar veroorzaakt wordt door een overmaat aan
mangaan, dat interstitiële plaatsen bezet. Electronen-structuur berekeningen tonen
aan dat het interstitiële mangaan anti-ferromagnetisch koppelt met de magnetisatie
van het gast-rooster, de halfmetallische band gap verkleint en de positie van de top
van de valentie-band omhoog drukt to 36 meV beneden het Fermi-niveau. Thermische
excitaties van de minderheid naar de meerderheidstoestanden aan het Fermi-niveau
leiden tot een lawine eect. Deze overgang van een half-metaal naar een metaal
verklaart het afwijkende gedrag van de weerstand en het verlies van de hoge graad van
spin-polarisatie van de valentie-electronen. Metingen aan NiMnSb met 5% interstitiële
mangaan in een veld van 400 kOe tonen een maximum in de magnetisatie, hetgeen
een sterke bevestiging is van de antiferomagnetische koppeling met het interstitiële
mangaan.
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