Introduction
In this paper we will discuss the following types of nonlinear singular first order partial differential equations: function defined in a polydisk A centered at the origin of C t x C" x C u x C", and u = (UI,...,U B ). Our assumption is as follows: The purpose of this paper is to study the following:
Problem, Investigate the structure of holomorphic and singular solutions of (E).
The most typical model of our equation (E) is the following ordinary differential equation (0.1) t^= f(t,u), f(0, 0) = 0 which was first studied by Briot-Bouquet [2] . Nowadays it is called the BriotBouquet equation and the structure of solutions of (0.1) near the origin of C t is well-known (see Hille [6] , Hukuhara-Kimura-Matuda [8] , Kimura [9] , Gerard [5] etc.). In particular, when is in a generic position, we know the following: Is it possible to generalize these results (I) and (II) to our partial differential equations ? What kinds of series appear in the expansion of singular solutions of (E)?
Tftieoremo Assume that f(t, u) is a holomorphic function defined near the origin of C t x C M . Then we have: (I) (Holomorphic solutions). If p$N*( = {1
In order to answer these questions, let us make clear the meaning of our "singular solutions". Denote by: -C\{0} the universal covering space of C\{0}; -S 0 the sector in C\{0} defined by {teCyfo}; |argt| < 0}; -S(e(s)) = {teC\{0}; 0 < t\ < e(argt)} for some positive-valued function e(s) defined and continuous on M s ; -D(d) ={xeC n ;\x i \<6j=l...,n}; -C {x} the ring of germs of holomorphic functions at the origin of C" .
rf (9 + . 0+ is the set of all functions u(t, x) satisfying the following conditions (i) and (ii):
(i) u(t, x) is holomorphic in S(e(s)) x D(S) for some e(s) and 5 > 0;
(ii) there is an a > 0 such that for any 9 > 0 and any compact subset
as t tends to zero in S e .
Note that ^(s) = s a , a > 0, is a particular form of a function satisfying the following properties: as t tends to zero in S e .
In this paper we will employ the space $ + or 0 int as a framework of singular solutions. Clearly, we have (9 + c 0 int . Put The paper is organized as follows. In § 1 we will show the existence and uniqueness of holomorphic solutions, in §2 we will construct a family of singular solutions U(cp) in G + , and in §3 we will discuss the uniqueness of 0 intsolutions. Using the results obtained in § 1 ~ § 3, in § 4 we will give a proof of Main Theorem. Some remarks will be stated in §5.
Throughout this paper we write N = {0, 1, 2,...} and N* = N\{0} = {1,2,3,...}.
This joint work began during the stay of the second author at the University of Strasbourg (France) and was finished during the stay of the first author at Kyushu University in Fukuoka (Japan). §1. Holomorphic Solutions In this section we will study holomorphic solutions of nonliear partial differential equations of the form:
where p(x) and a(x) are holomorphic functions defined in a polydisk D centered at the origin of C", and is convergent near the origin of C, x C z x C£ + * . A holomorphic solution of (EJ means in this section a solution H(£, x) holomorphic near the origin of C, x C" satisfying w(0, x) = 0, and a formal solution of (EJ means a formal power series solution of the form whose coefficients {w m (x)} m^1 are holomorphic in a same disk centered at the origin of C".
Then we have: Proof. The assumption p(0)^N* implies easily that (Ej) has a unique formal solution of the form Moreover, u m (x) (for m ^ 1) is determined by the following recursive formula: 1 -p(x) and for m^.2
Hence, if p(0)^N*, this formula shows the unicity of the formal solution and the unicity of a holomorphic solution if it does exist.
To prove the assertion (2) of Theorem 1, we have only to prove the convergence of this formal solution. From now we write
We will make use of
(where e is the real number such that loge = 1).
For the proof, see Hormander [7, Lemma 5.
Proof of the convergence of the formal solution on D R which implies that w k (x) can be taken arbitrarily. Moreover, if w k (x) satisfies (1.6) k and (1.7) kJ the proof given before can be applied and the, formal solution is convergent. Hence, to have the convergence of the formal solution we have only to notice the following fact: for a given w k (x) we can modify { A p,q,i} P +q+\*\*k so that (1-6)* and (l-7) k are satisfied. Thus, the proof of Theorem 1 is completed. For some other results on the existence of holomorphic solutions for nonlinear partial differential equations, see Bengel-Gerard [1] and Gerard [3, 4] . §2. Singular Solutions In this section we will construct a family of singular solutions in & + of nonlinear partial differential equations of the form :
where p(x) and a(x) are holomorphic functions defined in a poly disk D centered at the origin of C", and 
Therefore, in order that w(t, x) given by (2.2) is a solution of (E 2 ) the function w(t l5 t 2 , x, y) must be a solution of Proof. Let be a holomorphic solution of (E 2 ) obtained in Proposition 1. Then, by the assumption Rep(O) > 0 and (2) of Proposition 1 we can easily see that the series
is convergent in 5+ and therefore it gives an 0+ -solution of (E 2 ). Since the existence of the unique holomorphic solution of (E 2 ) is already known, to complete the proof of Theorem 2 it is sufficient to prove that the formal solution of (E 2 ) of the form (2.12) is uniquely determined by cp 0 sl >0 eC{x}.
Let u(t, x) be a formal solution of (E 2 ) of the form 
is a formal solution of (E 2 ) with p(x) = p/q and since any finite subset of {^(logt) k ; / + k ^ 1} is linearly independent over the ring C r {x}, an easy calculation shows that logarithmic terms do not appear in the formal solution of the form (2.14) and therefore u(t, x) is expressed as (2.15) u(t, x) = Z *KoM^-Thus, if we rewrite u(t, x) into the form (2.15) as above, we can conclude that all the coefficients i//i tQ (x) are uniquely determined by *t/ pt o(x) = <Po,i,oWThus, the proof of Theorem 2 is completed. §3= Uniqueness of the Solution
In this section we will discuss the uniqueness of the 0 int -solution of the equation (E 2 ).
As is proved in Theorem 2, we already know the following uniqueness result: if p(0)^N* and Rep(O) > 0, if u^t, x)e(9+ and u 2 (t, x)e0 + are solutions of (E 2 ) having the expansion of the form
with u\ p) (x), q>$ ik (x)eC r {x} for some r > 0, and if <p$ lt0 (x) = (p ( o,\, 0 (x) holds in C r {x}, then we have u 1 
The purpose of this section is to remove the assumption that u p (t, x) has an expansion of the form (3.1).
Theorem 3. Let u^t, x)e^i nt and u 2 (t, x)e@ int be solutions of(E 2 ). Then:
Proof. Let u^ed^ and w 2 e^i nt be two solutions of (E 2 ). Set 
.,A n (t, \ x(t 0 ) = x°h as a unique holomorphic solution x(t) defined near L(t Q , 6) such that x(t)eD R holds for any teL(t 0 , 5) and that x(t) converges to some point in D R as t tends to zero in L(t 0 , <5).
(2) Denote by x(t; r 0 , x°) the unique solution of (3.4) and put F(t 0 , x°) = {(t, x(t; t 0 , x 0 )); tEL(t 0 , 5)}. 
Then we have for any t 0 eS e (d)
Hence, by putting f 0 = 5e iri , \r\\^ d/2 and by using (2) of Lemma 3 we obtain for any (t,x)eS e/2 (8) 
This implies that t~awe@ + holds, since 9 > 0 is taken arbitrarily. Thus, (1) of Theorem 3 is proved. Thus, by (4.2) and Proposition 2 we can easily obtain Main Theorem. See also Tahara [10, 11] .
In this paper, we restricted ourselves to the study of singular solutions in (9 + or 0 int . But, there seems to be a possibility that (E) has singular solutions which do not belong to the class $ int , as is seen in the following example.
Let us consider 
