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1. INTRODUCTION 
In studying a two-body problem of classical electrodynamics, Driver [l] 
developed a fundamental theory for delay differential systems which included 
the case of state dependent lags. The local existence and uniqueness theorem 
that Driver proved essentially required the functions on the right-hand side, 
the lag functions, and the initial functions all to be Lipschitz continuous. 
After investigating the physical situation further, Driver and Norris [3] 
were able to show that ordinary continuity of initial functions was sufficient 
for the uniqueness of solutions. The object of this paper is to give a simple 
criterion which can be used to determine when continuous initial functions 
give rise to unique solutions, and to indicate the relationship between this 
phenomenon and the stability of zero. Unfortunately, this work only applies 
to autonomous systems with a single, state dependent lag, but it does contain 
the result mentioned above for the electrodynamic problem. 
2. PRELIMINARIES 
Let Rn be Euclidean n-space with norm / . / and inner product (., .>, and 
let D be a domain in Rn; Rf will be the positive half line [0, CO), and R- 
the negative half line (- co, 01. Given a functionf(s) which maps R- into R”, 
define 
llfll = ,“,“Rp- If(4l * 
LetF:D x D+Rn andg:D+R+, and consider the delay differential 
equation 
k(t) = F(x(t), x(t - ,+@)I)), 
where I denotes the right-hand derivative of x(t). 
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DEFINITION 2.1. Given an initialfunction 4: (-CO, to] + R”, we say that 
x(t; t, , +) is a solution of (E) at (to, +) if x(t; t, , #) =$(t) for t < t, , and 
there exists E > 0 such that x(t; t, , $) satisfies (E) for t, < t < t, + E; 
x(t; t, , 4) is unique if every other solution at (to , 45) is equal to x(t; t, , ~5) on 
their common interval of existence. 
We will write x(t; $) in the case t, = 0, and, more simply, x(t) when the 
context is clear. For convenience, we will assume t, = 0 throughout the text. 
DEFINITION 2.2. Suppose (E) admits the zero solution. We say that zero 
is stable if for given 6 > 0, there exists 6 > 0 such that 
for t > 0. 
DEFINITION 2.3. Let F: D x D -+ R”. We say that F is locally Lipschitz 
continuous in D if for given (x,, , yO) E D x D, there exists p > 0 and L > 0 
such that 
I F(x, 9 rd - % 9 YJI GL I&, 1 YI) - (~2 > YJI 
for all (XI ,yl), (3 ,y2) E@Y) 1 I@,Y) - (x0 ,ro)l < P>. 
The following existence and uniqueness theorem follows from Driver’s 
work. 
THEOREM 2.4. Let F: D x D + R”, g: D + R+, and 4: R- -+ R”. If F, g, 
and 4 are continuous, then (E) has a solution at (O,$); if, in addition, these 
functions are locally Lipschitz continuous, then the solution is unique. 
3. RESULTS 
i< 
THEOREM 3.1. Suppose F: D x D -+ R” is locally Lipschitx continuous, 
and g: D + R+ has a locally Lipschitz continuous derivative. If there exists 
rj > 0 such that 
I Y I < rl * (g’(x), F(x, YD +=I 1, (*) 
then solutions of(E) with continuous initial functions $ such that II+ (1 < 7, are 
unique. 
Proof. Let x(t) be a solution with continuous initial function 4 such that 
II 4 /I < 7. Define x(t) = t - g[x(t)]. When x(t) > 0, R(t) is determined solely 
by the solution itself because all arguments on the right-hand side are non- 
negative. Since x(t) is differentiable, it is locally Lipschitz continuous, and 
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therefore, Theorem 2.4 implies that we need only be concerned with studying 
x(t) when z(t) < 0, that is, when the initial function 4 is actually needed to 
compute z?(t). For t E S = {t 1 z(t) < 0}, 
Thus, z(t) is a strictly monotone increasing function on S, and w(z) = x(t) 
is a well defined function for z E I = (-g[$(O)], 0). Moreover, w(z) is dif- 
ferentiable on I and 
Hence, w(z) satisfies an ordinary differential equation of the form 
dw F(w, 4(d) -= 
dz 1 - <g’(w), F(w> d(4)> ’ 
with a right-hand side which is locally Lipschitz continuous in w. By a well- 
known theorem for ordinary differential equations [4], w(z) = x(t) is a unique 
solution of (E). 
EXAMPLE. Consider the equation 
2(t) = -x(t - 1 x(t)/), 
where F(x, y) = -JJ. Winston [5] has shown that solutions have constant 
sign for t > 0 so that g(x) = fx, according to the sign of d(O); if d(O) = 0, 
it was shown that x(t) = 0 for t > 0. We may choose r) = 1 because 
I g’MF(x, r)l = I Y I . Th us, solutions with continuous initial functions + 
such that IId 11 < 1, are unique. In a sense, 1 is the “radius of uniqueness” 
because x(t) = t + 1 and x(t) = t + 1 - t3/2 are both solutions, for small t, 
with initial function 
l/J(t) = 
! 
6;;) (t + 1)1/a - 1, 
t,(-1, 
-1 <t<-77/S, 
(W7) t + 1, -7/S < t < 0. 
Note that II # 11 = 1. 
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EXAMPLE. Suppose two charged particles with equal masses move along 
the x-axis symmetrically about the origin. The equations of motion for the 
particle on the positive half axis are 
x’(t) = w(t), qt) = +> + w(t - 4) 
c + w(t - T(t)) ’ 
44 K c - w(t - T(t)) 
[ 1 - V”( t)/Cy = 72(t) c + o(t - T(t)) ’ 
where x(t) is the distance of the particle to the origin, K is a physical constant, 
and T(t) is the time delay due to retarded interactions, since the speed of 
light, c, is finite. This is a special case of a more general problem studied by 
Driver [2]. In our notation, g(x, +r, w) = 7 so that 
(g’ 9 F) = w + w(t - TO>) < 1 c + w(t - T(t)) ’ 
because the velocity of the particle at any time is always smaller than the 
speed of light. Thus, if C’(t) is continuous, solutions are unique. Theorem 3.1 
can also be used to prove that the same conclusion is true for the more 
general problem by observing that the equations of motion for the two 
particles in that case uncouple on the hereditary set, S, into two systems, 
each of which is similar to the simple system just discussed. Hence, we have 
the result of Driver and Norris. 
COROLLARY 3.2. Suppose F and g satisfy the smoothness hypotheses of 
Theorem 3.1. If F(x, 0) = 0 and g’(x) is bounded, then solutions with su@iently 
small continuous initial fun&&s are unique. 
Proof. We show that condition (*) is satisfied. Since F is locally Lipschitz 
continuous, there exists L > 0 and positive E < 1 such that 
I Y I -=c E * I F(x, Y> - F(x> ON -=c L I Y I + 
Let K = sup / g’( )[ x an c oose a positive rf < min(r, l/U). Then d h 
I Y I < 7 3 <g’W WG YD 
= <g’(x), F(x, Y) - F(x, 0)) 
<KL7<1. 
An examination of the proof of Theorem 3.1 reveals that the importance 
of condition (*) is that the inequality holds along solutions when z(t) < 0. 
This observation enables us to show a relationship between uniqueness and 
the stability of zero. 
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COROLLARY 3.3. Suppose F and g satisfy the smoothness hypotheses of 
Theorem 3.1. If F(0, 0) = 0 and the zero solution of(E) is stable, then solutions 
with sufticiently small continuous initial functions are unique. 
Proof. Since zero is stable, we may choose a positive 6 < 1 such that 
II 9 II < 6 3 I 4t; 99 < 1 
for t > 0. Let K = su~1,1~r /g’(x)1 . By continuity, there exists a positive 
p < 8 such that 
I x I + I Y I < CL 3 I F(x, r)l < K-l. 
Using the stability of zero again, there exists a positive 7 < t.42 such that 
II c II < 7 * I “CC $11 < P/2 
=> WW, F(4), dMtN)> < 1, 
when z(t) < 0. Hence, condition (*) is satisfied along solutions with initial 
functions + such that I/ 4 11 < 7, when z(t) < 0. 
EXAMPLE. Consider the scalar equation 
k(t) = -ax(t) + P(x(t), x(t - Ax(t)I 
where a > 0, g(x) has a locally Lipschitz continuous derivative, and P(x, y) 
is locally Lipschitz continuous. If there exists positive 7~ such that 
ma4 x I , I Y I) < 77 * I PC%, r)l d a ma4 x I T I Y I), 
it can be shown that zero is stable, by applying a method of Razumikhin [6]. 
Thus, solutions with small continuous initial functions are unique. 
EXAMPLE. Another class of suitable equations is obtained by adapting 
a theorem of Yorke [7] for our purposes. 
THEOREM. Suppose the following hypotheses are satisjied in a neighborhood of 
the origin : 
(i) 0 < a(t) < A, 
(ii) 0 < yb(y) < BY, 
(iii) 0 < d.4 < 4, 
and a, 6, and g are all continuous. If ABq < +, then the zero solution of 
W = -4W Wt - &(t)l)) 
is stable. 
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It follows that if, in addition to the hypotheses of the theorem, a(x), b(y), 
and g’(x) are locally Lipschitz continuous, then solutions with small continu- 
ous initial functions are unique. 
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