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        The solid interface is of fundamental importance to numerous scientific and technological 
fields, such as heterogeneous catalysis, water splitting, electrochemistry, corrosion, drug delivery, 
tribology, and wetting. However, there is still limited knowledge of the structures and properties 
of the first adsorbed monolayer at distinct solid interfaces. We perform theoretical calculations to 
study the interactions between the solid surfaces and the first adsorbed monolayer at the interface, 
to understand from the electronic/atomic levels how the properties of solid surface influence the 
adsorption of the first monolayer at the solid interfaces. 
        In Chapter 3, we developed the force field parameter for the thiolate/defective Au(111) 
interface. A molecular-level understanding of the interplay between self-assembled monolayers 
(SAMs) of thiolates and gold surface is of great importance to a wide range of applications in 
surface science and nanotechnology. Despite theoretical research progress of the past decade, an 
atomistic model, capable of describing key features of SAMs at reconstructed gold surfaces, is still 
missing. We carried out the periodic ab initio density functional theory (DFT) calculations to 
develop a new atomistic force field model for alkanethiolate SAMs on a reconstructed Au(111) 
surface. Based on the newly-developed force field parameters, the molecular dynamics (MD) 
simulations showed that the geometrical features of the investigated Au−S interface models and 
structural properties of the C10S SAMs are in good agreement with the ab initio MD studies. 
        In Chapter 4, we investigate the wettability transition of the first adsorbed water layer (FAWL) 
on metal surfaces under a compressive lattice strain. A molecular-level description of a near-
surface water structure and a handy manipulation of its properties are relevant to a broad range of 
scientific and technological phenomena. Through a series of MD simulations, we report the 
observation and characterization of a low-mobility FAWL and its tunable wetting transition at 
xv 
 
three metal surface models. The results reveal that (i) there is a formation of the FAWL, resulting 
from competitive water−water hydrogen bonding and water−solid interactions, which in turn 
dictates the wettability at water−metal interfaces, (ii) applying compressive lattice strain to metal 
substrates can induce interfacial wettability transition, and (iii) by adjusting the lattice strains, the 
bimetallic junction can host a switchable wettability transition. 
        In Chapter 5, we study the structures and dynamics of the FAWL at distinct titanium dioxide 
(TiO2) surfaces. The behavior of the FAWL at TiO2 surfaces is critical to the fundamental 
understanding of TiO2-based applications. Using classical MD simulations, we study the properties 
of FAWL at four TiO2 surfaces, including the density profile, the angular orientation distribution, 
the HB structural and dynamic properties, and the vibrational spectra of water molecules in the 
FAWL. The calculation results demonstrate that the water molecules show distinct adsorption 
structures and HB properties at the studied TiO2 surfaces, leading to completely different 
vibrational signatures for the OH groups. 
        In Chapter 6, we explore the role of interfacial potassium on the surface-enhanced Raman 
spectroscopy for single-crystal TiO2 nanowhisker by combining experiments and theoretical 
calculations. For TiO2-based surface-enhanced Raman spectroscopy (SERS) substrates, 
maintaining a good crystallinity is critical to achieving excellent Raman scattering. we report the 
successful synthesis of TiO2 nanowhiskers with excellent SERS properties. The enhancement 
factor, an index of SERS performance, is 4.96×106 for methylene blue molecule detecting, with a 
detection sensitivity around 10−7 mol·L−1. The DFT calculations reveal that interfacial potassium 
can form a monolayer structure on the TiO2 surface, resulting in a negatively charged TiO2 
nanowhisker surface. Such structures would promote the adsorption of methylene blue molecules 
and thereby significantly improves SERS performance via the electrostatic adsorption effect. 
xvi 
 
        In Chapter 7, we investigate the friction of ionic liquid (IL)–glycol ether mixtures by 
combining AFM experiments and nonequilibrium MD (NEMD) simulations. We have measured 
the negative “friction–load dependence” of IL/oil mixtures at Ti interfaces. Such a negative 
phenomenon was also confirmed by our NEMD simulations, in which the friction force declines 
as the normal load increases. NEMD simulations revealed a structural reorientation of the studied 
IL as the normal load increases, i.e., the cation alkyl chains of ILs change the orientation to 
preferentially stay parallel to the tip scanning path, similar to the “blooming lotus leaf.” This 








Chapter 1: Introduction 
1.1. Solid Interfaces 
        The solid interfaces has been an important area for several decades due to their critical 
importance in determining the properties, structures, and functionalities of nanomaterials.1-3 The 
solid interfaces can dominate the extrinsic activity, responsiveness, and stability for numerous 
materials, including nanocrystals, battery materials, nanoporous materials, soft matters, and 
supramolecular assemblies.1 In this case, a large number of interesting phenomena have been 
observed at the solid interfaces, for example, wetting transparency of graphene,4 superlubricity 
between graphene nanosheets,5 ice nucleation on graphene oxide,6 vapor condensation on soft 
matter,7 water dissociation on metal surface,8 and ultrafast diffusion of water inside carbon 
nanotube.9 For these phenomena at the solid interfaces, they always involves multiple phases and 
diverse molecular components, making it a great challenge to understand the complexity of 
interfacial structures and the interplay of their constituents.  
        To probe the solid interfaces at a molecular level, a series of advanced characterization 
techniques, including scanning tunneling microscope (STM), atomic tunneling microscope (AFM), 
X-ray photoelectron spectroscopy (XPS), X-ray absorption spectroscopy (XAS), reflection–
absorption infrared spectroscopy (RAIRS), Low-energy electron diffraction (LEED), nuclear 
magnetic resonance (NMR), and He atom scattering (HAS), have been extensively employed to 
probe the interfacial structures and properties of different species on solid substrates. Although the 
aforementioned characterization tools can provide detailed interfacial information, there still exist 
limitations if one only uses experimental techniques to understand the behaviors at the solid 
interfaces, particularly for the liquid/solid interface. For example, most experiments focus on the 
first adsorbed water layer (FAWL) at solid surfaces, little is known regarding the variation of 
2 
 
interfacial water properties when the thickness of water film changes. Therefore, it is still 
challenging for the experiments to obtain a complete interpretation of the interfacial behaviors. 
Alternatively, theoretical calculations and simulations can not only provide atomic details but also 
structural evolutions at the solid interfaces. Till now, multiscale computational methods, including 
ab initio density functional theory (DFT), ab initio molecular dynamics (AIMD), reactive 
molecular dynamics (RxMD), and classical molecular dynamics (MD), have been widely applied 
to investigate distinct processes at the solid interfaces. In this spite of this, there is still limited 
knowledge on the properties and structures of the first adsorbed monolayer at distinct solid 
interfaces. In order to answer this question, herein we choose five different systems as 
representatives and carry out computational studies to study the interactions between the solid 
surface and the first adsorbed monolayer at the interface, to understand from the electronic/atomic 
levels how the properties of solid surface influence the adsorption structures of the first monolayer 
at the solid interfaces. Those molecular level understandings can provide useful information for 
material design and process control. 
 
1.2 Self-Assembled Monolayers on Metal Surfaces 
        Self-assembly is one of the most important processes in surface science, which can occur 
spontaneously without guidance from external stimuli. Self-assembled monolayers (SAMs) are the 
typical products of the intermolecular self-assembly that happens at gas-liquid, gas-solid, and 
liquid-solid interfaces. Solid surfaces, such as metal, oxide and semiconductors, can be used as 
template to build these supramolecular systems via the adsorption of molecules from solution 
phase.10-12 For the generated SAMs, they are basically two-dimensional molecular structures with 
a thickness between 1.0 and 3.0 nm and their patterns can be tuned by changing different 
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substrates.10 For each molecule in the SAMs, it has three different parts: the headgroup (linking 
group), the backbone (main chain), and the specific terminal (active) group. The headgroup is 
responsible for guiding the self-assembly process at the solid surface and connecting the 
hydrocarbon chain to the surface via strong bonded interactions. The van der Waals and 
hydrophobic interactions among the hydrocarbon chains contribute to an efficient packing of the 
monolayer. The terminal groups can be designed with specific properties and used to anchor 
different molecules, biomolecules, or nanostructures by weak interaction or covalent bonds.11  
        SAMs of thiol molecules on metal surfaces are the fundamental building blocks for creating 
complex structures. These SAMs can be easily prepared by employing thiols, alkyldisuldes, 
alkylthiosulfates, organicxanthates, and alkylthiocyanates on single-crystal or nanoparticle 
surface.10 It is well-accepted that the head group can form a strong thiolate-metal bond after the 
adsorption from the liquid phase to the metal surface. Prior studies reported that such thiolate-
metal interactions play a critical role to stabilize the metal substrate and regulate the functionality 
of SAMs.13 Over the past decades, increasing research interest has been devoted to understanding 
the molecular nature of the metal-sulfur interface, particularly the gold-sulfur (Au-S) interface, to 
further promote their applications in nanoelectronics,14 biological sensings,15 molecular 
recognition,16 heterogeneous catalysis,17 and drug delivery,18 to just name a few. 
        Initially, Nuzzo and coworkers proposed that the Au-S interface is defect-free and S atoms of 
the thiolates are adsorbed via the three-fold hollow sites of the Au(111) surface.19 Later, it is 
demonstrated that the pristine Au(111) surface would undergo a reconstruction during the thiolate 
adsorption, to generate vacancies and adatoms of the gold substrate and promote different binding 
sites for S atoms.10, 13, 20-23 Of those defective models, the staple motif (S-Auad-S) model has been 
recommended, where an intermediate Au adatom is bonded with two S atoms located atop of the 
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Au atoms in the first layer of substrate.13, 23 Since the discovery of defective Au-S interface model, 
extensive theoretical efforts have been also developed to the understanding of adatoms and 
vacancies of gold substrates and how they affect the packing configuration and stability of SAMs.11, 
21, 24-26 For example, DFT calculations of Wang and Selloni24 showed that the packing structures 
of c(4×2) alkanethiolate SAMs are remarkably different from the previously accepted  (√3 ×
√3)𝑅30°configuration, if adatom/vacancy of the gold substrate is considered. Similarly, a large 
number of classical molecular dynamics (MD) simulations have been also employed to understand 
the behavior of SAMs.27-31 However, we note that with the better understanding of defective gold 
substrate characteristics, a re-parameterization is necessary of force fields to better describe 
SAMs/Au systems. In this dissertation, we have developed a new atomistic force field model for 
alkanethiolate SAMs on a reconstructed Au(111) surface by using periodic ab initio density 
functional theory calculations. 
 
1.3 Water models 
        Water is a relatively simple substance consisted of one oxygen and two hydrogen atoms, 
which can separately act as acceptors and donors to form hydrogen bonds (HBs) with neighboring 
water molecules. To reproduce the specific nature of water molecules, people have proposed many 
types of water models, which can be classified in terms of following three points: (a) whether the 
model is rigid or flexible model; (b) the number of interaction points called site;  (c) whether the 
model consider the polarization effects. In the rigid water models, the bonded interactions are 
implicitly treated by using a constraint potential and thereby the water molecules only have 
nonbonded van der Waals and electrostatic interactions, which can be calculated by employing the 
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Lennard-Jones potential and Coulomb’s law, respectively. In the case of flexible models, harmonic 
potentials are always used to describe the intramolecular stretching and bending motions.  
 
 
Figure 1. The general shape for different water models. 
 
        On the other hand, according to different number of interaction sites, the water models can 
be divided into four categories: 3- site, 4-site, 5-site, and 6-site, as shown in Figure 1. In the 3-site 
model, three interaction sites represent three atoms in a water molecule, with a partial charge for 
each site, but only the site corresponding to the oxygen atm can have the Lennard-Jones parameters 
to calculate the van der Waals interactions. The famous 3-site model includes SPC,32 SPC/E,32-33 
and TIP3P.34 It is worth noting that the TIP3P model has been reported to provide a reliable 
description of HB properties and vibrational spectra, but fails to quantificationally reproduce the 
dynamics properties of water, such as translational and rotational motions.35 In the 4-site model, 
an additional dummy atom (labeled M in Figure 1) is added near the oxygen atom along the 
bisector of the HOH angle with respect to the 3-site model, and a negative charge is assigned to 
the dummy atom M instead of oxygen atom. Therefore, the 4-site model improves the electrostatic 
distribution around the water molecule. The first 4-site model is Bernal-Fowler model, proposed 
by Bernal and Fowler in 1933,36 but it fails to provide a good prediction of the bulk properties of 
water, such as density and heat of vaporization. In 1983, Jorgensen and coworkers developed the 
TIP4P model, which has become one of the most widely-used water model in molecular 
simulations for biomolecular systems.34 Later, people also proposed several modified TIP4P 
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models for specific uses: the TIP4P-Ew model,37 for use with Ewald summation methods; the 
TIP4P/Ice,38 for simulation of solid water ice; and TIP4P/2005,39 a general parameterization for 
simulating the entire phase diagram of condensed water. When it comes to the 5-site model, there 
are two dummy atoms (labeled L) on the opposite side of the two hydrogen atoms, making it show 
a tetrahedral-like geometry. The negative charge is distributed to them, representing the lone-pair 
electrons of oxygen atom. A typical example of 5-site model is TIP5P developed by Mahoney and 
Jorgensen in 2000.40 Compared to other models, the TIP5P has an improvement in the geometry 
for water dimer, the prediction of the radial distribution function, and the water density from -37.5 
to 62.5 °C at 1 atm. 
 
1.4 Water on Metal Surfaces 
        When water molecules are in contact with metal surfaces, their adsorption structures are 
determined by combined contributions of water-metal and water-water interactions. For an isolated 
water molecule on metal surface, the binding energy is in the range of 0.1-0.5 eV,41 comparable to 
that of a water in bulk ice, and the OH groups prefer the orientation parallel to the surface. With 
the increase of water coverage, there would form an intact water overlayer with (√3 × √3)𝑅30° 
structure on a few close-packed transition metal surfaces.42-44 Later, an “ice-like” bilayer structure 
was proposed to interpret the (√3 × √3)𝑅30° structure, considering a close match between their 
lattice parameter and the lattice spacing in ice Ih (0001).43-45 The bilayer model has a buckled 
hexagonal network. Wherein, the lower water molecules directly interact with surface metal atoms 
via their oxygen atoms, while the upper molecules are stabilized through the HB interactions with 
neighboring water molecules. In addition, on the face-centered-cubic (FCC) (110) surface, a 
𝑐(2 × 2) structure was observed for the FAWL, which has distorted hexagonal network to fit the 
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rectangular unit cell.43, 46 Indeed, the adsorption structures of water on metal surfaces are very 
complicated because of their sensitivity to both chemical nature and geometry of solid substrates. 
        Over the past decades, a large number of studies have reported the behaviors of water 
molecules on distinct metal surfaces. The pioneering investigation on water adsorption on metal 
surface is H2O/Ru(0001), due to its smallest lattice mismatch with bulk ice compared to other 
transition metal surfaces.43, 47 Previous LEED studies reported that the wetting layer on Ru(0001) 
adopts an “ice-like” bilayer structure with a (√3 × √3)𝑅30° phase.48 Later, Held and Menzel49 
presented the first complete intensity-voltage LEED analysis of an ordered water bilayer structure 
adsorbed on Ru(0001) surface. In their observed (√3 × √3)𝑅30° structure, the vertical distance 
between the O atoms in the bilayer was found to be only 0.10 Å, rather than the 0.96 Å as observed 
in ice Ih. Besides, the DFT calculations by Feibelman50 showed that the adsorption energy of intact 
water layers with coplanar O atoms lie 0.15 to 0.20 eV below the heat of sublimation of ice-Ih. 
Alternatively, The energetics and adsorption geometries of half-dissociated structures are in much 
better agreement with experiment. Analogously, King and coworkers51 found that a partially 
dissociated OH + H2O overlayer is energetically favored over pure intact H2O bilayers on the 
surface. Also, they further reported that the barrier of a chemisorbed H2O monomer dissociation 
is 0.8 eV, whereas the barrier to dissociate a H2O in a bilayer is only 0.5 eV. Since the discovery 
of mixed H2O/OH in the wetting layer on Ru(0001) surface, great efforts from both experimental 
and theoretical studies have been devoted to the unique water overlayer.42-44, 47, 51-57 For example, 
Tatarkhanov et al.53 investigated the water structures on Ru(0001) surface through a combination 
of STM, XAS, and DFT calculations. They found a stable partially dissociated H2O-OH phase of 
water adsorbed on Ru(0001) at 180 K, and the XPS and XAS results revealed an average ratio of 
3:1 for H2O and OH. Furthermore, the STM measurements and DFT calculations results showed 
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that the mixed H2O–OH phase has a honeycomb structure forming elongated stripes, with H2O 
molecules preferentially lay flat and OH groups to be inside the stripes.53  
        On the other hand, for the water molecules on Pt(111) surface, an early LEED study by 
Firment and Somorjai58 demonstrated that the wetting layer on Pt(111) surface has a simple 
commensurate (√3 × √3)𝑅30° structure. However, later STM studies reported that the bilayer 
structure resulting from the exposure of Pt(111) to H2O at 140 K has four different phases, only 
part of which exhibits the  (√3 × √3)𝑅30° structure.59 Also, the HAS60 and LEED61-62 further 
revealed that the water overlayer on Pt(111) surface forms two highly ordered and epitaxially 
rotated water phase, namely(√37 × √37)𝑅25.3° and (√39 × √39)𝑅16.1°. These two phases 
show slightly difference in their density and alignment with respect to the surface. Meanwhile, it 
is reported that the (√37 × √37)𝑅25.3° structure first forms at submonolayer coverage, and it 
then compresses to form the (√39 × √39)𝑅16.1° structure when the coverage is at saturation.62 
In response to the experimental results, a number of theoretical studies have been performed to 
examine the water structures on Pt(111) surface.63-68 By means of  ab initio molecular dynamics 
simulation, Meng et al.63 investigated the adsorption structures and vibrational spectra of H-up and 
H-down (√3 × √3)𝑅30° bilayer. Their calculation results showed that the vibrational frequencies 
for the bilayer, either H-up or H-down case, agree well with the experimental data. However, the 
adsorption energy results revealed that the H-down structure (534 meV) is slightly more stable 
compared to the H-up one (522 meV),64 which is in good agreement with the DFT results by 
Michaelides and coworkers.65 Besides, Meng et al.64 also determined the adsorption structures for 
the water overlayers on Pt(111) surface with (√37 × √37)𝑅25.3°  and (√39 × √39)𝑅16.1° 
phases. They obtained an adsorption energy of 597 meV for the former and 615 meV for the latter, 
compared to a corresponding value of 534 meV for the (√3 × √3)𝑅30°  phase. Such results 
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confirmed that the (√37 × √37)𝑅25.3° and (√39 × √39)𝑅16.1° structures are more stable than 
the (√3 × √3)𝑅30° structure. Despite great progress in this field, aforementioned studies mainly 
focus on the structures and properties of FAWL on the metal surface, and there is little knowledge 
on how the FAWL affect the behavior of other water molecules above the monolayer water. In this 
dissertation, we will investigate the wetting behaviors of bulk water on distinct FAWL adsorbed 
on the monometallic Pd(100), Au(100) surfaces, and the Pd(100)/Au(100) bimetallic junction. 
 
1.5 Water on Metal Oxide Surfaces 
        For the metal oxide surfaces, the water molecules can be adsorbed chemically or physically 
on distinct surface active sites, including unsaturated metal sites, acid or base sites, and defect sites. 
This makes the water structures on oxide surfaces more complicated than those on metal surfaces. 
Besides, compared to the weak adsorption on metal surfaces, water molecules generally have 
strong interactions with oxide surfaces. As a result of this, it may result in the water dissociation 
on the unsaturated metal or defect sites. Furthermore, it is reported that the adsorption and/or 
dissociation of water molecules on some oxide surfaces can lead to surface reconstruction69, 
making it a great challenge to explore the water behaviors at the interface from experiments. In 
this regard, different water structures, like multiple rings, one-dimensional (1D) chain, two-
dimensional (2D) network, and various ice forms, have been reported from both experiments and 
calculations42, 69-72. During the past years, using the advanced surface science techniques, including 
STM and atomic tunneling microscope (AFM), combined with theoretical calculations, provides 
us a direct image on local structures of interfacial water molecules, and thereby enables us to obtain 
many groundbreaking understandings in this aspect.  
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        Among all the metal oxides, titanium dioxide (TiO2) is one of the most widely-studied system. 
Understanding the behavior of water molecules at TiO2 surfaces is of great significance to promote 
further progress in practical applications of TiO273-75. In nature, TiO2 exists in three crystal forms: 
rutile, anatase, and brookite, among which the extensive studies mainly focus on the interaction of 
water with rutile and anatase. From the structural point of view, the topmost TiO2 surface consists 
of under-coordinated titanium (Ti) and oxygen (O) sites. These sites can interact strongly with 
interfacial water molecules and affect significantly the adsorption structures of water molecules 
on TiO2 surfaces. In the past decades, great efforts have been made to investigate the H2O/TiO2 
system, from ab initio quantum mechanics calculations to force-field-based molecular dynamics 
simulations76-79. In the review by Sun et al.76, they summarized the theoretical insights into the 
H2O/TiO2 interactions. Specifically, for the rutile (110) surface, an intact water structure is 
observed at a full monolayer coverage, whereas a mixed OH/H2O structure is proposed at a low 
water coverage (e.g., 1/8 monolayer) because of a partial dissociation80. In the case of water 
molecules on rutile (100) surface, earlier experimental studies reported a molecular adsorption 
structure81, while recent spectroscopy results showed that a dissociated adsorption is favorable82. 
Such discrepancies also exist among the theoretical studies, probably due to the different methods 
and functionals employed in the calculations76. When it comes to rutile (011) surface, the DFT 
calculations revealed that water molecules can dissociate to produce the Ti5c-OH and O2c-H species 
on this surface83. On the other hand, the combined experimental and theoretical work by Beck et 
al.84 showed that rutile (011) surface exhibits a (2×1) reconstruction with onefold coordinated 
(titanyl) O atoms. Later, Diebold and coworkers85 explored the water structures on the 
reconstructed rutile (011) surface. They found that a mixed molecular/dissociative layer is the most 
stable configuration at low temperatures, whereas a fully dissociative layer appears when the 
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temperature goes up to 250 K. As for anatase surfaces, the studies of Vittadini and coworkers86-87 
reported that the molecular adsorption is favored on the anatase (101) surface. Meanwhile, it is 
found that the O atom in water molecule binds to the surface Ti5c atom and two H atoms form HBs 
with the surface bridge O atoms. However, other calculation and XPS results proposed a mixture 
of dissociated and molecular water in the FAWL.88-90 For anatase (001) and (100) surfaces, 
theoretical calculations showed that a low coverage would lead to dissociative adsorption of water 
molecules on the surfaces, while a mixed molecular/dissociative adsorption was only observed for 
(001) surface at a full coverage.76 Despite numerous efforts in understanding of water behaviors 
on TiO2 surfaces in the relatively low humidity, it is still unclear on what happens if the TiO2 
surface is in contact with bulk water. In this dissertation, we will explore the structures and 
dynamics of the FAWL on distinct TiO2 surfaces when they are exposed to bulk water. 
 
1.6 Ionic liquid 
        The ionic liquid generally refers to an organic molten salt with a melting point below 100° C, 
which is mainly composed of organic cations and inorganic or organic anions. Compared with the 
traditional ionic compounds, ionic liquids cannot form well-stacked crystals due to the presence 
of asymmetric groups in cations and/or anions. As a result of this, the melting point of ionic liquids 
is lower than traditional ionic compounds. In the past decades, ionic liquids have received 
increasing attention due to their unique properties, such as near-zero vapor pressure, high thermal 
conductivity and thermal stability, non-flammability, high conductivity, strong solubility, to name 
just a few.91-94 More importantly, the physical and chemical properties of ionic liquids can be easily 
tailored by changing the combinations of cations and anions, which is promising in the molecular-
level design and preparation of desired ILs with specific properties.95-97 With the unique properties, 
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ionic liquids have been extensively applied in numerous applications, currently involving 
catalysis,92, 98-101 medicine,101 CO2 capture,102-105 cellulose treatment,106-108 supercapacitor,109-111 
carbon nanotube dispersion,112-114 and lubricants.115-117 
 
 
Figure 2. Chemical structures of the typical IL cations and anions. (a) Cations: imidazolium, 
pyridinium, pyrrolidinium, phosphonium, ammonium, and sulfonium, and (b) Anions: alkylsulfate, 
tosylate, methanesulfonate, bis(trifuoromethyl-sulfony)imide, hexafluorophosphate, tetrafluorob- 
orate, and halide.  
     
        There are many types of ionic liquids by combining distinct cations and anions, and the 
structure of typical cations and anions are shown in Figure 2, It is found that the cations are organic 
with larger molecular volumes and the anions are inorganic with better geometric symmetry. The 
ionic liquid can be divided into aprotic ionic liquid and protic ionic liquid, which is determined by 
whether there is any transferable proton in the ionic liquid. Protonic ionic liquids are formed by 
proton transfer between equimolar Bronsted acid and Bronsted base.118  Compared to aprotic ionic 
liquids, protic ionic liquids have a number of unique properties, such as building a three-
dimensional hydrogen-bonded network like water.118-120  In addition, the halogen-free chelated 
orthoborate are new novel ionic liquids containing tetraalkylphosphonium, pyrrolidinium, and 
imidazolium cations and stable chelated orthoborate anions, which can effectively avoid the 
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hydrolysis in a range of applications.121-123 As neat lubricants, the halogen-free orthoborate-
phosphonium ionic liquids considerably better antiwear and friction reducing properties under 
boundary lubrication conditions for steel–aluminum contacts as compared with fully formulated 
engine oil.121 In this dissertation, we will investigate the friction properties of some typical 
halogen-free orthoborate-phosphonium ionic liquids by combining AFM experiment and MD 
simulations. 
 
1.7 Research Approach 
        Despite great progress in understanding the distinct behaviors on solid interfaces, there is still 
limited knowledge on the structures and properties of the first adsorbed monolayer at distinct solid 
interfaces. From the view of computational studies, the challenge comes from the complexity of 
interfacial structures and the interplay of different constituents at the solid interfaces. In this 
dissertation, we choose five different systems as representatives and carry out computational 
studies to study the interactions between the solid surface and the first adsorbed monolayer film at 
the interface from the electronic/atomic levels. The dissertation is organized as follows: In Chapter 
2, we briefly the computational methods used in this dissertation, including DFT and classical MD 
calculations. We also introduce the employed computational characterizations in this chapter. 
Chapter 3 discusses the force field parameter development for the thiolate-gold Interface. Chapter 
4 applies the classical MD simulations to investigate the wettability transition of FAWL on metal 
surfaces. The role of compressive lattice strain has been investigated. In Chapter 5, we perform 
the classical MD simulations to explore the structures and dynamics of the FAWL at distinct 
titanium dioxide surfaces. As discussed in Chapter 6, a combined experimental and theoretical 
study is carried out to study the role of interfacial potassium on the surface enhanced Raman 
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spectroscopy for single-crystal TiO2 nanowhisker. In Chapter 7, the friction of ionic liquid–glycol 
ether mixtures is investigated by the AFM experiments and nonequilibrim MD simulations. Finally, 
we give a summary of the obtained results and discuss the future direction for the interfacial studies. 
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Chapter 2: Computational Methods 
2.1 Density Functional Theory 
        Density functional theory (DFT) is primarily a theory of electronic ground state structure, in 
terms of the electronic density distribution n(r). Since its birth, it has become increasingly useful 
for the understanding and calculation of the ground state density and energy of molecules, clusters, 
and solids. In the DFT scheme, it is assumed that the electrons do not interact with one another. 








                                      (2 − 1) 
where r represents a particular point in the real space and 𝜙𝑖 refers to the orbital i at position r. In 
the above equation, the usual wave functions, Ψ𝑖 , are replaced by orbitals 𝜙𝑖 . In addition, the 
amplitudes of each orbital are converted to a positive density of electrons 𝜌(𝑟). After adding up 
all the electron densities over the whole space, we can obtain the total number of electrons n. 
        In the following section, we will provide a brief introduction to some principles related to the 
DFT mythology, including Born-Oppenheimer approximation, Hohenberg-Kohn theorem, Kohn-
Sham formalism, and exchange-correlation energy. Besides, we also give some discussions on the 
application and limitation of DFT method. A complete understanding of the origin and evolution 
of DFT can be found in other books2-4 or review papers.5-8 
 
2.1.1 Born-Oppenheimer approximation 







































        (2 − 2) 
where the five terms correspond to nuclear kinetic energy, electronic kinetic energy, nuclear-
nuclear repulsion, electron-electron repulsion, and electron-nuclear attraction, respectively. The 
physical motivation behind the Born-Oppenheimer approximation is that the nuclei are much 
heavier than the electrons, so that the electrons respond almost instantaneously to the changes of 
nuclei positions, and thus the kinetic energy of nuclei can be ignored. This is known as Boron-
Oppenheimer approximation and it shows a high accuracy in calculating the band structure of 
crystals, the nuclear vibration model of solids, and the electrical transport for metals.3-4 
    Based on the Boron-Oppenheimer approximation, the many-body Hamiltonian then can be 
expressed as: 







2, the kinetic energy operator of the electrons;  
?̂?𝑒𝑥𝑡 = ∑𝑉𝐼(|𝑟𝑖 − 𝑅𝐼|)
𝑖,𝐼







𝑖≠𝑗 , the potential energy operator of the electron − electron interactions;   
EII, the potential energy operator of the nuclei interactions, including the contributions from the 
external fields. The Hamiltonian can be used to determine the ground state and its energy can be 





2.1.2 Hohenberg-Kohn Theorem 
        The concept of DFT was first developed in the early 20th century based on the Thomas-Fermi 
model, introducing the idea of expressing the energy of a system as a function of the total electron 
density.9 However, it was subject to formal verification until Hohenberg-Kohn finally proved it 
with two theorems,10 which completed the links between electron density, external energy, 
Hamiltonian, and wave function. The first Hohenberg-Kohn theorem demonstrates that the ground 
state of a many-electron system are uniquely determined by an electron density that depends on 
only three spatial coordinates1. The second Hohenberg-Kohn theorem identified a way to find the 
minimum energy of a system and proved that the ground state of a system could be searched by 
using the variational principle. At a given external potential, if we minimize the system energy as 
much as we can with varying electron density, then we will reach the very bottom of the energy 
well, yet not below it. This is called the variational principle in the framework of DFT, and the 
electron density that minimizes the system energy is the ground-state electron density1. Although 
the Hohenberg-Kohn theorem is the core part of DFT, but it does not provide the exact form of the 
density functional. 
 
2.1.3. Kohn-Sham Method 
        The Hohenberg-Kohn theorem gives a theoretical guideline of searching the ground energy 
state by minimizing energy in terms of the electron density. However, it fails to produce the kinetic 
energy with a satisfactory level of accuracy, albeit it is quite easy to calculate the kinetic energy 
from the wave function. In this case, Kohn and Sham proposed an ingenious method in 1965, of 
combining the electron density and the wave functions.11 They used a non-interacting reference 
system and repartitioned the total energy functional into the following form: 
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𝐸[𝜌] = 𝑇0[𝜌] + ∫[?̂?𝑒𝑥𝑡(𝑟) + ?̂?𝑖𝑛𝑡(𝑟)]𝜌(𝑟)𝑑𝑟 +𝐸𝑋𝐶[𝜌]                         (2 − 4)   
where 𝑇0[𝜌] corresponds to the kinetic energy of the electrons of the non-interacting reference 
system, which has the same electron density  as the real system. The non-interacting term means 
that there is no electron-electron interaction, but the electrons interact with the nuclei. The ?̂?𝑒𝑥𝑡(𝑟) 





                                                                (2 − 5) 
?̂?𝑖𝑛𝑡(𝑟)  means the electrostatic interaction among the electrons. It includes the electron self-




𝑑𝑟′                                                           (2 − 6) 
The last term 𝐸𝑋𝐶[𝜌]  represents the exchange-correlation energy. It includes all the energy 
contributions that have not been accounted for by the previous three terms: 
(1) The electron exchange; 
(2 )The electron correlation; 
(3) A portion of the kinetic energy which is necessary to correct 𝑇0[𝜌] to obtain the kinetic energy 
of the real system 𝑇𝑒[𝜌]; 
The philosophy is to put the energy contributions, which are not easy to calculate, into the 𝐸𝑋𝐶[𝜌] 
functional, and then construct a reliable and reasonable approximation for 𝐸𝑋𝐶[𝜌]. However, it is 





2.1.4. Exchange-Correlation Functional 
        The exchange-correlation functional 𝐸𝑋𝐶[𝜌] is generally comprised of two individual parts: 
the exchange part 𝐸𝑋[𝜌] and the correlation part 𝐸𝐶[𝜌], although the legitimacy of such separation 
has been the subject of doubts. 
𝐸𝑋𝐶[𝜌] = 𝐸𝑋[𝜌] + 𝐸𝐶[𝜌]                                                 (2 − 7) 
Basically, the exchange part is related to the interactions between the electrons with the same spin, 
and the correlation part represents the interactions for those electrons with opposite spins. Both 
exchange and correlation parts can have two different types: the local functional and the gradient 
corrected functional. The former depends on the electron density 𝜌(𝑟) at a local position r, and the 
latter is dependent on both the electron density 𝜌(𝑟) and its gradient ∆𝜌. A specific and detailed 
discussion on the exchange-correlation functionals can be found from other publications.12-15 
 
2.1.5. Application and Limitation of DFT 
        Nowadays DFT has become one of the most popular calculation tools in fundamental science 
and engineering processes. It has been widely used for numerous systems, including the 
biomolecules,16-18 polymers,19-21 transition metal complexes,22-23 metals,24-27 metal oxides,27-29 
zeolites,30-31 graphene,32 to name just a few. Also, DFT is powerful to analyze different types of 
properties for these systems, such as the calculation of vibrational spectra,33-34 scanning tunneling 
microscopy,35-36 and nuclear magnetic resonance,37-38 and the study of chemical reactions, 
including activation energy barrier, reaction mechanism, and reaction kinetics.39-41 Moreover, DFT 
method can be employed to develop the force field parameters for both reactive molecular 
dynamics 42-43 and classical molecular dynamics44-45 simulations. Despite the great popularity and 
success, the DFT method still has some limitations: 
 33 
(a) The underestimation of the chemical reaction barriers, the band gaps of materials, the 
dissociating energies of molecular ions, and the charge transfer excitation energies; 
(b) The overestimation of the binding energies of charge transfer complexes, the cohesive energies, 
bulk moduli; 
(c)  The difficulty in describing strongly correlated systems, degenerate and near-degenerate states; 
(d) The poor treatment of long-range noncovalent interactions; 
More discussions about the limitations and challenges of DFT method can be found in other review 
papers.46-48  
 
2.2 Molecular Dynamics Simulation 
        Molecular dynamics (MD) is a computer simulation method used to analyze the physical 
movements of atoms and molecules. In molecular dynamics, successive configuration of the 
system are generated by integrating Newton’s laws of motion. The result is a trajectory that 
specifies how the positions and velocities of the particles in the system vary with time. Based on 
the generated coordinates, we can then use the statistical analysis to calculate the numerous 
properties, including heat capacity, thermal conductivity, thermal expansion coefficient, melting 
point, phase diagram, free energy, radial distribution function, diffusion coefficient, hydrogen 
bond, vibrational spectra, etc. The accuracy of the simulation is significantly dependent on the 
force field parameters. Currently, the most widely used classic force fields include AMBER,49 
CHARMM,50 GROMAS,51 COMPASS,52 OPLS,53 MM2,54 UFF,55 DREIDING,56 and TraPPE.57 
        Force field is a functional form used to calculate the potential energy of a system in MD 
simulations. When two atoms are close to each other, they will start to feel the attraction and 
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repulsion interactions and finally settle down at the equilibrium position where the force is equal 
to zero for two atoms. The sum of all forces acting on an atom, F, is  









                                              (2 − 8)  
where a is the acceleration, v is the velocity, t is the time, r is the position, and p is the momentum. 
The force field potential for specific systems can be obtained by fitting certain functions with the 
experimental or calculated data. The experimental data used for fitting includes the lattice 
parameter, bulk modulus, thermal expansion coefficient, vibrational spectra, dielectric constants, 
and surface energy.1 Over the past decades, great process has been obtained in developing accurate 
and reliable potentials for distinct systems. In the following, we will give a brief discussion of five 
popular potentials  
 
2.2.1 Pair potentials 
        For a simulation system with a number of N atoms, the potential energy of an atom i interacts 
with all the other atoms at a certain time can be expressed as: 
𝑈 = ∑𝑈2(𝑟𝑖 , 𝑟𝑗)
𝑁
𝑖<𝑗




where the first two terms represents the potential for two atoms and three atoms. Here, we only 
consider the two-atom pair interactions. The pair potentials are the simplest ones that consider only 
two-atom interactions and ignore all other interactions. The most popular pair potential is the L-J 
potential 𝑈𝐿𝐽(𝑟), which is expressed as: 










]                                               (2 − 10) 
where parameter 𝜀 is the well depth and 𝜎 is the interatomic distance at which the potential is zero. 
The r−12 term, which is the repulsive term, describes Pauli repulsion at short ranges due to 
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overlapping electron orbitals, and the r−6 term, which is the attractive long-range term, describes 
attraction at long ranges. 
 
2.2.2 Embedded atom method potentials 
        In metal and transition metals, the atoms are typically coordinated with 8-12 neighboring 
atoms and thereby surrounded by the electron cloud. Significant efforts have been devoted to 
including the many-atom effects within the framework of empirical potentials. The embedded 
atom method (EAM) considers the effective electron density at a given atomic sites as one of the 
parameters, thereby capturing some electronic effects while keeping the simplicity of a potential.58 
The EAM includes the contributions from both pair potential and embedding energy, and therefore 
its functional form has two parts: one part for the pair interaction and the other part for the 
embedding energy as a function of electron density at atom i: 
𝑈𝐸𝐴𝑀 = ∑𝑈𝑖𝑗(𝑟𝑖𝑗) + ∑𝐹𝑖(𝜌𝑖)
𝑖<𝑗
                                                (2 − 11)
𝑖<𝑗
 
where 𝐹𝑖(𝜌𝑖) is the embedding energy function; 𝑟𝑖𝑗 is the scalar distance between atoms i and j, 




) = 𝑈12 + 𝑈13 + ⋯+ 𝑈23 + 𝑈24 + ⋯+ 𝑈34 + 𝑈35 + ⋯                 (2 − 12) 









Since the electron density is a summation over many atoms, usually limited by a cutoff radius, the 
EAM potential is a multibody potential. For a single element system of atoms, three scalar 
functions must be specified: the embedding function, a pair-wise interaction, and an electron cloud 
contribution function.58 
 
2.2.3 Buckingham potential 
        The Buckingham potential, proposed by Richard Buckingham in 1938,59 is a formula used to 
describe the Pauli exclusion principle and van der Waals energy for interaction of two atoms. It 
has the following functional form: 
𝐸(𝑟𝑖𝑗) = 𝐴𝑒𝑥𝑝(−𝐵𝑟𝑖𝑗) −
𝐶
𝑟𝑖𝑗
6                                              (2-14) 
where A, B, and C are constant, 𝑟𝑖𝑗 is the distance between atoms i and j. The first derivatives for 
the two terms on the right is negative and positive, respectively, and therefore the first term 
represents the repulsion interaction, while the second term describes the attraction interaction. One 
thing should be noted is that, when the distance r is close to zero, the first exponential term would 
converge to a constant, while the r-6 term diverges. This would lead to the Buckingham potential 
show attractive interactions, and therefore it may be problematic when dealing with a structure 
with very short interatomic distances 
 
2.2.4 Reactive force field potentials 
        For the aforementioned classical potentials, they can only describe the physical interactions 
between different species, but do not allow the bond breaking or forming, making them fail to 
describe the chemical reactions. In 2001, van Duin et al. proposed a reactive force field 
(ReaxFF),42 based on a bond order concept initially proposed by Tersoff,60 to describe the stability 
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and geometry of  hydrocarbon system. In the ReaxFF, the bond order 𝐵𝑂𝑖𝑗
′  for a pair of atoms can 
be calculated from the interatomic distance 𝑟𝑖𝑗, defined as: 




















]         (2 − 15)        
where the six bond order parameters in above equation have been divided into three groups, namely,  
(𝑝𝑏𝑜1,  𝑝𝑏𝑜2), (𝑝𝑏𝑜3,  𝑝𝑏𝑜4), (𝑝𝑏𝑜5 and 𝑝𝑏𝑜6), to describe the 𝜎, 𝜋 and 𝜋𝜋 bonds, respectively. Eq. 
(2-17) is defined so that the value of the three exponentials is unity below a threshold interatomic 
distance and zero at longer distances. 
        Since the emerge of the ReaxFF, tremendous efforts have been devoted to developing a large 
number of force field parameters for different systems. To date, ReaxFF parameter sets have been 
developed for more than 40 elements of the periodic table and have been successfully employed 
to describe numerous complex process, such as the growth the carbon nanotube on nickel-based 
catalyst,61 the removal of toxic gases with graphene oxide,62 the exploration of the thermal stability 
of metal organic framework,63 the prediction of surface reactivity for water dissociation,64 and the 
oxidation of butane over a pyrite-covered Cr2O3 catalyst,65 and abundant liquid/solid interface 
systems, including H2O/TiO264, 66, H2O/ZnO67, H2O/SiO268, H2O/Si69, H2O/Ni70, and H2O/Cu71, to 
just name a few. Yet we point out that development of ReaxFF is nontrivial, due to the large 
number of parameters implemented in the concept and formulations of ReaxFF. For non-reacting 
systems of water on solid surfaces, classical MD simulations provide equivalent accuracy of 





2.3 Computational Characterizations          
2.3.1 Contact angle calculation  
        The contact angle of formed water droplet was calculated with the method reported in 
previous studies.72-74 The algorithm is listed below, with illustrations shown in Figure 3: 
 
 
Figure 3. Schematic illustration for (a) cylindrical bin by dividing the water droplet, (b) volume 
element by dividing the cylindrical bin shown in (a) and (c) fitting of the air-water interface and 
the contact angle calculation. 
 
(a) The cylindrical water droplet is divided into a number of bins with a thickness of 0.15 nm along 
the y direction. 
(b) Each bin is further divided into identical volumetric elements with a dimension of 0.15 nm in 
both x and z directions. Then, the water density of each volumetric element is calculated. It should 
be mentioned that the coordinates of O atoms are employed to determine the position distribution 
of water molecules. 
(c) The air-water interface is approximated where the water density in the volume element is about 
half of bulk water. Those corresponding volumetric elements are then extracted and labeled.  
(d) A MATLAB script is prepared to fit the positions of the air-water interface to a circle equation 
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by the method of least squares where the regression equation is denoted as (x-x0)2 + (z-z0)2 = R2. 
The obtained parameters in the regression equation is further applied to calculate the contact angle 
by the following equation: 
𝜃 = 90° − 𝑎𝑟𝑐𝑠𝑖𝑛 (
𝑧𝑏 − 𝑧0
𝑅
)                                                (2 − 16) 
where R is the radius of the fitted circle, and zb is the lowest position of water droplet in z direction. 
 
2.3.2 Hydrogen bond calculation  
The hydrogen bond (HB) interactions are very important for the structures, properties, and stability 
of the water molecules at the solid interface. Herein, the HB of water molecule is calculated based 
on the following geometry criteria:75-77 
OOHOOHOO
c
OO andRR c                                    (2-17) 
where OOR is the distance between two O atoms, one of which serves as the HB acceptor and the 
other is HB donor; OOH represents the angle of the two water molecules, O…O–H. Similarly, 
OORc  and 
OOH
c represent the critical upper limit to the distance and angle of hydrogen bonded 
water molecules. The two thresholds are 3.5 Å and 30°, respectively. In addition, the HB strength 




                                                      (2-18) 
where the population variable of h(t) is unity when a tagged HB pair could maintain for a time 
period from 0 to t, otherwise, h(t) is zero. 
 
2.3.3 Reorientation rate calculation 
The dynamical stability of the adsorbed monolayer water on solid surface can be characterized by 
the reorientation dynamics of water molecules, as proposed by Zeng and co-workers.78 Here, the 
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water reorientation dynamics was calculated by employing the second-order Legendre polynomial 
time-correlation function defined as: 
𝑐2(𝑡) = 〈𝑃2[?⃗? (0) ∙ ?⃗? (𝑡)]〉                                                    (2 − 19)                                               
where ?⃗? (0) 𝑎𝑛𝑑 ?⃗? (𝑡)  correspond to the dipole moment of water molecule at time 0 and t, 
respectively. The second-order Legendre polynomial is expressed as 𝑃2(𝑥) =
1
2
(3𝑥2 − 1) and 
〈⋯ 〉 represents the ensemble average over time. The calculated reorientation rate 𝑐2(𝑡) generally 
exhibits an exponential decay from 1 to 0 within a certain time t. 
 
2.3.4 Free energy profile calculation for FAWL 
As discussed in the reference, the free energy profiles can be obtained by calculating the 
normalized probability:79-81 
𝑃(𝑋) =  
1
𝑍
exp [−𝛽𝐺(𝑋)]                                                    (2 − 20) 
where (X) is any set of coordinates, P(X) is the probability at 82, 𝛽 =
1
𝑘𝐵𝑇
  where kB is the 
Boltzmann’s constant, and Z is equipartition function. The relative free energy can then be easily 
expressed as:  
𝐺(𝑥2, 𝑦2) − 𝐺(𝑥1, 𝑦1) = −𝑘𝐵𝑇𝑙𝑛 [
𝑃(𝑥2,𝑦2)
𝑃(𝑥1,𝑦1)
]                                   (2 − 21)                                    
Δ𝐺((𝑥2, 𝑦2) → (𝑥1, 𝑦1)) = −𝑘𝐵𝑇𝑙𝑛 [
𝑃(𝑥2, 𝑦2)
𝑃(𝑥1, 𝑦1)
]                               (2 − 22) 
where Δ𝐺((𝑥2, 𝑦2) → (𝑥1, 𝑦1)) is the relative free energy at position (x2, y2) with respect to that at 
position (x1, y1). Therefore, in our free energy calculations, the reference state is the position where 
the probability 𝑃(𝑥1, 𝑦1) is 1, and thereby the relative free energy can be denoted as: 
Δ𝐺(𝑥, 𝑦) = −𝑘𝐵𝑇𝑙𝑛𝑃(𝑥, 𝑦)                                            (2-23) 
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Since the distribution probability P(x, y) of each water molecule in the first adsorbed water layer 
is smaller than 1.0, the calculated ∆𝐺(𝑥, 𝑦)  is a positive value. The smaller the distribution 
probability is, the larger the free energy difference would be. A larger ∆𝐺(𝑥, 𝑦) value means that 
the distribution probability at position (x, y) is smaller, indicating that water molecules are less 
stable to reside there.  
 
2.3.5 Structural order parameter analysis 
The arrangement of water molecules can be probed via the tetrahedral order parameter (q) by 
Errington and Debenedetti:83 
𝑞𝑖 = 1 −
3
8








                                         (2 − 24) 
where the summation is over four nearest neighbors of any water molecule i; θijk is the angle 
formed by two vectors pointing from the reference molecule i to its two nearest neighboring 
molecules, j and k. The calculated value of qi varies from 0 (a random distribution) to 1 (a perfect 
tetrahedral network). Such order parameter has been employed to investigate structural pattern and 
nucleation of water at liquid/solid interfaces 
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Chapter 3: Force Field Parameter Development for the 
Thiolate/Defective Au(111) Interface* 
 
3.1 Introduction  
        Self-assembly of thiolates on the gold surface has received extensive attention in 
nanotechnology, material science, and surface science.1-4 For those generated self-assembled 
monolayers (SAMs) on gold substrates, their properties are significantly influenced by the 
structural and chemical properties of the gold-thiolate interface.1, 5-7 The interfacial gold-sulfur 
(Au-S) interactions, comparable to the strength of gold-gold bonding,5 are accepted to play a 
critical role to stabilize the gold substrate and regulate the functionality of SAMs. Over the past 
decades, increasing research interest has been devoted to understanding the molecular nature of 
the Au-S interface to further promote their applications in nanoelectronics,8 biological sensings,9 
molecular recognition,1 heterogeneous catalysis,10 and drug delivery,11 to just name a few.  
        On the other hand, since the discovery of alkylamines SAMs on Pt by Bigelow et al.12, 
experimental techniques, such as scanning tunneling microscopy (STM), grazing-incidence X-ray 
diffraction (GIXRD), X-ray standing waves (XSW), X-ray photoelectron spectroscopy (XPS), and 
low-energy electron diffraction (LEED), coupled with density functional theory (DFT) 
calculations, have been routinely utilized to detect the structural evolution of distinct Au-S 
interface.1, 2, 4, 5, 7, 13-15 For example, Nuzzo and coworkers proposed that the Au-S interface is 
defect-free and S atoms of the thiolates are adsorbed via the three-fold hollow sites of the Au(111) 
surface.16 Later, DFT calculation results revealed that the bridge sites seem to be more 
energetically stable for the adsorption of alkanethiolate (AT) on the pristine Au(111) surface.17-21 
With the advancement of characterization tools, it is accepted nowadays that the pristine Au(111) 
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surface could undergo a reconstruction during the thiolate adsorption, to generate vacancies and 
adatoms of the gold substrate and promote different binding sites for S atoms.2, 5-7, 15, 22 Of those 
defective models, the staple motif (S-Auad-S) model has been recommended, where an 
intermediate Au adatom is bonded with two S atoms located atop of the Au atoms in the first layer 
of substrate.5, 7 Combining GIXRD experiments and DFT calculations, Scoles and coworkers also 
proposed a staple motif model where S atoms of thiolates are laterally bound to two Au adatoms 
of the bridge sites.15 Additionally, Chaudhuri et al.23 found a completely different adsorption 
configuration to uncover the (2√3 × 3)rect. phase of butylthiolate SAMs on Au(111). Their 
LEED experiments show that S atoms of thiolates are located at the top Au adatoms of FCC and 
HCP hollow sites.  
        Extensive theoretical efforts have been also developed to the understanding of adatoms and 
vacancies of gold substrates and how they affect the packing configuration and stability of SAMs.4, 
15, 24-26 DFT calculations of Wang and Selloni24 showed that the packing structures of c(4×2) AT 
SAMs are remarkably different from the previously accepted(√3 × √3)𝑅30°configuration, if 
adatom/vacancy of the gold substrate is considered. Torres et al.25 investigated the role of Au 
adatoms to high-density ethylthiolate (ET) SAMs, and their DFT calculations revealed that the 
number of gold adatoms can significantly influence SAM stability. By comparing the binding and 
surface energies, they demonstrated that the SAM is most stable where two ET-Au-ET adatom 
moieties are on top of surface Au atoms.25 Similarly, a large number of classical molecular 
dynamics (MD) simulations have been also employed to understand the behavior of SAMs.27-31 
However, we note that with the better understanding of defective gold substrate characteristics, a 
re-parameterization is necessary of force fields to better describe SAM/Au systems .  
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        In this work, we performed a series of DFT and MD simulations to develop force field 
parameters to accurately describe AT SAMs on the reconstructed Au(111) surface. Those bonded 
force field parameters were trained to reproduce key features (vibrational spectra and torsion 
energy profiles) of bridge and staple motif ethylthiolate (C2S) models on the pristine Au(111) 
surface. In specific, the force constants of bond and angle terms were trained by matching the 
vibrational spectra of DFT results. The torsion parameters were optimized via fitting the torsion 
energy profile of MD to that of DFT calculations. The re-trained force field parameters are applied 
to study pristine and reconstructed Au-dodecanethiolate (C10S) SAMs with a (2√3 ×3) unit cell, 
and agree well with ab initio molecular dynamics (AIMD) simulation results. The paper is 
organized as follows: In Section 2, we describe simulation methods and calculation details. 
Discussions of force field fitting and MD and DFT results are presented in Section 3. Force field 
validations will be provided in Section 4. Finally, Section 5 has general conclusions and remarks. 
 
3.2 Methods and Simulation Details 
3.2.1 Ab-initio DFT Calculation 
        The DFT calculations are performed by using the Vienna Ab initio Simulation Package 
(VASP) of the MedeA computational platform.32 The ion−electron interactions were described 
through the projector-augmented wave (PAW) method33 and the electron exchange and correlation 
interactions were represented by the generalized gradient approximation (GGA) of 
Perdew−Burke−Ernzerhof (PBE) functional.34 The van der Waals interactions were included 
through the Grimme’s DFT-D3 semi-empirical method.35 A cutoff energy of 450 eV was adopted 
for the plane-wave basis set and all calculations were carried out using Gaussian smearing with a 
width of 0.2 eV. The ionic relaxation was converged until the atomic force is less than 0.01 eV 
Å−1, and the self-consistency was subjected to the successive energy difference of 10-5 eV. The 
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slab method was applied to model the Au(111) surface with four atomic layers and a vacuum of 
15 Å was added above the surface to avoid the interactions between periodic images. The Au(111) 
surface consists of a (2√3 × 3) unit cell with 12 Au atoms per layer and the lateral simulation 
dimensions were 8.70×10.04 Å2. During the geometry optimization, the entire gold surface was 
fixed to represent the bulk structure, with the remaining parts being flexible. The obtained 
equilibrium configurations were used for subsequent calculations. It should be noted that for the 
vibrational frequency analysis, the entire gold substrate was fixed in both MD and DFT 
calculations. Among all calculations, the first Brillouin zone was sampled with 6×6×1 k-points. 
 
3.2.2 Force Field Potential 
        The force field used in this study to calculate the potential energy has the following functional 
forms: 
              𝑈 = ∑ 𝐾𝑏(𝑟 − 𝑟0)
2
𝑏𝑜𝑛𝑑𝑠
+ ∑ 𝐾𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑠
+ ∑  ∑
𝐾𝑛
2

















                                      (3-1) 
where the first three terms refer to the bonded interactions, namely, the bond, angle, and torsion 
interactions. Kb and Kθ are corresponding force constants for bonds and angles; r0 and θ0 are the 
equilibrium bond length and angle from DFT-based optimized configurations, respectively. Kn is 
the force constant for torsions. ϕ is the dihedral angle, and the phase offset γ takes values of 0° or 
180°. The latter two terms represent the nonbonded interactions, i.e., van der Waals (vdW) and 
electrostatic interactions, which were described by the Lennard-Jones (L-J) 12−6 potential and the 
Coulomb’s law, respectively. The Lorenz−Berthelot mixing rule was employed to calculate the 
vdW interactions between two different atoms. In the present study, the Au and S atoms were 
considered as uncharged particles and their L-J parameters are taken from the paper by Pradip and 
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coworkers,27 while the optimized potential for liquid simulations (OPLS) all-atom force field36 is 
used to describe interactions within the SAMs. Such force field has been widely employed to 
investigate the behaviors of SAMs on defect-free gold substrate,28, 37-41 as well as SAMs-protected 
gold nanocluster.42-43 The vdW and charge parameters used in this study are listed in Table 1. 
 
Table 1.The Lennard-Jones parameters and partial atomic charges used in this work. 
Atom type  (Å)  (kcal/mol) q (e) 
Au 2.934 0.039  0.000 
S 3.550 0.250 0.000 
C(CH2) 3.500 0.066   –0.120 
C(CH3) 3.500 0.066 –0.180 
H(CH2, CH3) 2.500 0.030  0.060 
 
Previous studies reported a few potential functions to describe the Au-S interface, including 
the Gupta potential,22 the pairwise L-J potential,44-45 the pairwise Morse potential,46 the bond-order 
Morse-like potential,47 and ReaxFF potential.48-49 In this work, we adopt the force field function 
form of Eqn. (1), which has been widely implemented in numerous MD simulation packages with 
extensively available force field parameters for molecules and structures. Therefore, developing 
parameters with this form would facilitate us to study thiolate SAM interactions with other 
molecules in the future.  
  
3.2.3 Force Field Parameterization.  
        It is worth noting that despite the number of MD simulation studies of SAM systems in the 
literature, there is a very limited discussion of force field parameters to SAM’s bonded interactions. 
A common practice is to either fix the Au-S bond or set relevant force constants as zero. In recent 
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studies, it has been reported that the Au-S interface plays a key role in determining the surface 
properties of SAMs.4 Therefore, keeping the Au-S configuration rigid during the MD simulation 
will significantly hinder the study of interfacial SAMs. This also justifies the use of two models in 
the present work. As shown in Figure 4, for the staple motif model, the Au adatom, which is bonded 
with two S atoms atop of the substrate, locates at the bridge site of the substrate; for the bridge 
model, the S atom resides at the bridge site of the substrate with the ethyl group pointing towards 
the hcp hollow site. 
 
 
Figure 4. Top view (upper panel) and side view (lower panel) of the optimized structures for the 
staple motif (a, c) and the bridge (b, d) models. Color code: Au, gold; S, yellow; C, gray; H, white. 
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        The force constants of bonds (Kb) and angles (Kθ) can be obtained by fitting the force field 
parameters to reproduce the characteristic vibrational frequency.50-52 For the two Au-S interface 
models considered here, no experimental spectrum data is available.  Therefore, we firstly carried 
out DFT calculations to obtain vibrational modes and frequencies. Those results are then used as 
the reference for the following MD fitting calculations with the Tinker package.53 The MINIMIZE 
and VIBRATE modules of Tinker were used to analyze the vibrational modes and frequencies. 
The Force Field Explorer of Tinker and the Jmol54 package are adopted to visualize the vibrational 
modes from MD and DFT, respectively. Kb and Kθ are fitted until the spectra obtained from MD 
simulations agree with the results from DFT calculations. As for the torsion terms, a different 
method was employed to optimize force constants: (a) firstly, DFT calculations were performed 
to obtain the torsion energy profile as a function of dihedral angles, which vary from 0 to 360° 
with an interval of 10° (unless specified differently). For each configuration, the geometry was 
optimized via DFT to obtain the total energy of the system, with the target dihedral angle and the 
substrate held rigid. (b) secondly, the optimized configuration from DFT was used to obtain the 
total energy of the system via MD simulation, through the ANALYZE module of the Tinker 
package. (c) finally, the force constant for the torsion term is obtained by tuning corresponding 
parameters in Eqn. (1), so that the torsion energy profile from MD agrees well with that from DFT 
calculations. 
 
3.3 Results and Discussions 
3.3.1 Force Field Parameters 
3.3.1.1 Vibrational Frequency of Bonds and Angles  
        Table 2 displays the vibrational frequencies of various modes obtained from both MD and 
DFT calculations. Generally, the vibrational frequencies from the staple motif and bridge models 
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are in the range of 150-400 cm-1, which is in a good agreement with other theoretical and 
experimental measurements.6, 55-57 Specifically, in the staple motif model, the Au-S stretching 
frequencies are 164.9 and 319.1 cm-1 from MD, whereas 170.2 and 315.6 cm-1 from DFT. The 
former is from the vertical Au-S stretching mode, while the latter is the horizontal Au-S stretching 
mode. The two calculated vibration bands (both MD and DFT) agree with the radial and tangential 
Au-S stretching modes of the thiolate/Au nanocluster system.6, 55-57 Furthermore, our results also 
agree with the previous studies that Au-S vibration bands are between 170 and ~350 cm-1.55  
 
Table 2. Typical vibrational frequency of various modes of staple motif and bridge models. 




      
Staple Motif 
Model 
Au(s)-S(m) 170.2 164.9 5.3 
Au(a)-S(m) 315.6 319.1 3.5 
Au(s)-S(m)-C 163.2 176.2 13.0 
Au(a)-S(m)-C 361.1 361.1 0.0 
Au(s)-S(m)-Au(a) 311.5 303.7 7.8 
S(m)-Au(a)-S(m) 191.4 188.5 2.9 
 Au(s)-S(b) 168.4 167.0 1.4 
Bridge Model Au(s)-S(b)-C 122.9 120.5 2.4 
 Au(s)-S(b)-Au(s) 335.2 339.1 3.9 
  
        In addition, DFT calculations reveal that the Au-S-C bending mode has two bands at 163.2 
and 361.1 cm-1. Considering the MD results of 176.2 and 361.1 cm-1 and the satisfactory agreement 
between MD and DFT, the fitted force field parameters provide a good description of the system. 
In addition, the lower band from MD (176.2 cm-1) also agrees with the Raman spectrum of the Au-
S-C bending mode, ~175-210 cm-1.55 We note that prior studies pointed out that this band is 
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sensitive to the staple type,55, 57 indicating that the slightly higher band from the MD calculation 
might be attributed to the SAM model we use. For other modes of the staple motif model, there is 
also a satisfactory agreement between the MD and DFT calculations, as listed in Table 2. 
        As for the bridge model, no experimental spectrum data is available for the Au-S interface. 
Thus, the vibrational frequencies of various modes in the bridge model were assigned with 
reference to the staple motif model. The results in Table 2 show that the vibrational frequency of 
the Au(s)-S(b) stretching mode is 167.0 cm-1(MD)/168.4 cm-1 (DFT), which is close to the 
counterpart of the tangential Au-S stretching mode.6 Moreover, for both Au(s)-S(b)-C and Au(s)-
S(b)-Au(s) bending modes, the MD and DFT calculation results agree quite well, with a deviation 
of less than 4 cm-1. It is worth noting that the vibrational frequencies of that two modes are 
distinguishable from those of the staple motif model, which is due to the difference of their local 
structures. Hereto, the relative difference results in Table 2 clearly show that the MD can provide 
a good prediction for the vibrational motions of bonds and angles at the Au-S interface with both 
staple motif and bridge models. This means the proposed force field is capable of describing the 
interactions at the Au-S interface with distinct models. Based on aforementioned MD/DFT 
comparisons, the obtained force constants for bonds and angles are summarized in Tables 3 and 4. 
 
Table 3. Bond stretching potential parameters for staple motif and bridge models. 
Model Bond r0 (Å) Kb (Kcal/mol∙Å2) 
Staple Motif Model 
Au(s)-S(m) 2.517 45.0 
Au(a)-S(m) 2.318 100.0 




Table 4. Angle bending potential parameters for staple motif and bridge models. 
 Angle 0 (deg) K (Kcal/mol∙rad2) 
Staple Motif Model 
Au(s)-S(m)-C 105.9 10.0 
Au(a)-S(m)-C 105.8 60.0 
Au(s)-S(m)-Au(a) 93.8 50.0 
S(m)-Au(a)-S(m) 174.7 90.0 
Bridge Model 
Au(s)-S(b)-C 111.8 37.0 
Au(s)-S(b)-Au(s) 72.7 49.0 
 
3.3.1.2 Energy Profile of Dihedral Angles  
        The energy profile is constructed by a 2-step process: firstly, the structure is optimized via 
DFT to obtain the configuration with the lowest energy; secondly, the energy profile is calculated 
by manually changing the dihedral angle, and the energy difference (E) is recorded with respect 
to the configuration with the lowest energy. From those energy profiles, we evaluate whether or 
not the fitted dihedral force field parameters reproduce DFT results. As shown in Figure 5(a), when 
the Au(a)-S(m)-C-C torsion is in the range of 30° to 100°, there is a satisfactory match between 
the MD and DFT calculations, with an energy difference of less than 0.08 Kcal/mol. It is worth 
noting that beyond the equilibrium range of the dihedral angle, the energy profile from MD starts 
to deviate from that of DFT calculation, with a maximum deviation of about 39 Kcal/mol. This 
larger deviation comes from the configuration when the terminal CH3 group of the thiolate is 
significantly departing from the equilibrium position and pointing towards the substrate. We argue 
that such configuration could hardly exist in reality, and a careful check on the DFT dispersion 
interaction correction is probably also needed, if this is the configuration of interest. To the purpose 
of this work, we only focus on dihedral angles near their equilibrium values.  
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Figure 5. Torsion energy profiles from MD and DFT calculations: (a) Au(a)-S(m)-C-C, (b) Au(s)-
S(m)-C-C, (c) Au(a)-S(m)-C-H, (d) Au(s)-S(m)-C-H of the staple motif model; (e) Au(s)-S(b)-C-
C and (f) Au(s)-S(b)-C-H of the bridge model. Note: A small interval of 5º was used around the 
equilibrium dihedral value. 
 
        For the Au(s)-S(m)-C-C torsion term, it is clear from Figure 5(b) that, in the interested range 
of 130° to 200°, the results from MD and DFT agree well with each other, with the energy variation 
smaller than 0.09 kcal/mol. When it comes to Au(a)-S(m)-C-H and Au(s)-S(m)-C-H, the complete 
energy profiles from MD simulation exhibit a larger deviation of 7.13 and 6.26 kcal/mol, with 
respect to corresponding DFT calculations. Similar to aforementioned discussions, when the 
studied dihedral angle changes around the equilibrium value, both energy profiles provide a 
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satisfactory match between MD and DFT, see Figures 5(c) and 5(d).  The maximal energy variation 
is about 0.21 and 0.24 Kcal/mol, respectively.  
        For the bridge model, there are totally two Au(s)-S(b)-C-C and four Au(s)-S(b)-C-H terms. 
One term of each dihedral angle was considered in this work. The complete energy profiles for 
Au(s)-S(b)-C-C and Au(s)-S(b)-C-H from DFT calculations are satisfactorily reproduced by MD 
simulations, with a maximal energy deviation of around 14.88 and 5.49 kcal/mol, respectively. For 
the dihedral angle near the equilibrium value, as displayed in Figure 5(e), for the Au(s)-S(b)-C-C 
dihedral angle of 40° to 240°, the energy profile from MD shows an excellent match with the DFT 
data, with the energy difference less than 0.35 Kcal/mol. In the case of Au(s)-S(b)-C-H dihedral 
angle of -60° to 120°, Figure 5(f) demonstrates that the torsion energy profiles in that range have 
a good match between MD and DFT calculations, with the energy difference less than 0.3 
Kcal/mol.. The steric hindrance from other chains, particularly in the case of AT molecule with a 
long alkane chain, will prevent that tilted configuration. The fitting results are available in Table 
5 for both staple motif and bridge models. 
 













Au(s)-S(m)-C-C 2.50 0.00 0.00 0.00 
Au(a)-S(m)-C-C 0.00 0.00 0.95 0.00 
Au(s)-S(m)-C-H 0.00 0.00 0.30 0.00 
Au(a)-S(m)-C-H 1.60 0.00 0.00 0.00 
Bridge 
Model 
Au(s)-S(b)-C-C 2.0 4.45 2.20 0.70 
Au(s)-S(b)-C-H 0.20 0.10 0.20* 0.10 
* The phase offset  in the third term for Au(s)-S(b)-C-H dihedral angle is 180°. 
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Figure 6. Atomistic structures for three Au-S interface models with a (2√3×3) unit cell including 
four C10S thiolate molecules on the Au(111) surface. Note: the C and H atoms are not shown for 
clarity. Au(s), Au(a), S(m), and S(b) correspond to the Au atom in the substrate, Au adatom, S 
atom in the staple motif, and S atom in the bridge model.  
 
3.4 Force Field Validation 
3.4.1 Bonds and Angels of C10S Thiolate/Au(111) 
        To evaluate the newly fitted force field parameters, MD simulations were designed with the 
Tinker package53 for three Au-S interface models with a (2√3×3) unit cell, having four C10S 
thiolate molecules on the Au(111) surface, as illustrated in Figure 6. The periodic boundary 
conditions were applied in all three directions with a vacuum of 6.0 nm above the SAMs surface 
in the z-direction to avoid the interactions between periodic images. Each MD simulation was 
performed in the canonical (NVT) ensemble. The temperature was set to be 300 K, which is 
maintained by the Berendsen algorithm with a coupling coefficient of 0.1 ps. The velocity-Verlet 
algorithm was used to integrate Newton’s equation of motion with a time step of 1.0 fs. A cutoff 
of 1.0 nm was applied for the nonbonded interactions and the long-range electrostatic interactions 
were treated by the particle mesh Ewald method.58 The total simulation time for each model was 
10.0 ns, where the first 5.0 ns was for equilibrium and the latter 5.0 ns was for data analysis with 
the trajectory being updated every 100 steps. Meanwhile, for comparison with the MD simulations, 
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ab-initio molecular dynamics (AIMD) calculations were also performed with the VASP package 
of MedeA for the three models. Similar to the MD simulations, those AIMD simulations were 
using NVT ensemble and the -point sampling of the Brillouin zone was employed. For the AIMD 
calculations, the time step is 1.0 fs and a calculation of 10.0 ps was carried out for each system, 
with the first 5.0 ps for equilibrium and the latter 5.0 ps for data analysis at every time step.  
 
 
Figure 7. The average bond length for characteristic bonds in (a) model A and B and (b) model C 
from MD and AIMD calculations at 300 K. All standard deviations are less than ±0.05 Å. The 
error bars are smaller than the symbol size, therefore not shown. 
 
        We investigated the structural features of the Au-S interface by examing the atomic distances 
and angles from both MD and AIMD calculations. As presented in Figures 7 and 8, in Model A, 
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the bond lengths of Au(s)-S(m) and Au(a)-S(m) from AIMD are 2.519 and 2.313 Å, respectively, 
in an excellent agreement with the MD results of 2.528 and 2.339 Å. The Au(s)-S(b) bond length 
in Model B is only 0.005 Å shorter than the AIMD value (2.510 Å). For Model C, the Au(s)-S(m) 
and Au(a)-S(m) bond lengths from MD are 2.547 and 2.318 Å, respectively, while corresponding 
AIMD calcualtions predict 2.597 and 2.328 Å . The bond length of Au(s)-S(b) from MD is 0.023 
Å longer than that of the AIMD value (2.442 Å). 
 
 
Figure 8. The average angle values for various angles in (a) model A and B and (b) model C from 
MD and AIMD calculations at 300 K. All standard deviations are less than ±1.5°. The error bars 
are smaller than the symbol size, so they are not shown. 
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        In addition, when it comes to the angle values, there is also a good agreement between MD 
and AIMD calculations. Specifically, in Model A, the Au(a)-S(m)-C is calculated to be 106.49° 
with MD, and 106.11° with AIMD. For the other three angles, namely, Au(s)-S(m)-Au(a), Au(a)-
S(m)-C, and S(m)-Au(a)-S(m), the MD values are also close to the AIMD predictions, with a 
maximum deviation less than 4.0°. The Au(s)-S(b)-Au(s) and Au(s)-S(b)-C angles in Model B 
with MD are 70.88° and 112.73°, respectively, while the corresponding values of 70.76° and 
114.52° with AIMD calculations. In Model C, the angles, for example, Au(s)-S(m)-Au(a) (94.41°), 
Au(a)-S(m)-C (106.09°), S(m)-Au(a)-S(m) (173.60°), and Au(s)-S(b)-C (111.55°) from MD are 
slightly larger than the AIMD results. The opposite trend, namely, DFT predicting a slightly larger 
value than that of MD, was observed for the other two angles of Au(s)-S(m)-C and Au(s)-S(b)-
Au(s). But the absolute numerical difference between MD and AIMD is still negligible. On the 
other hand, it should be mentioned that the average bond length and angle measurements in Figures 
7 and 8 are very close to their equilibrium values from DFT optimized configurations. We thus 
conclude that the newly developed force field parameters are satisfactorily predicting structural 
features of all three Au-S interface models in Figure 6.  
 
3.4.2 Alkane Chain Distribution of C10S Thiolate/Au(111) 
        The density distribution was also calculated of C atoms in the alkane chain along the z-
direction, as illustrated in Figure 9. The results demonstrate that for both MD and AIMD 
calculations, there is a well-defined distribution for the position of the first C atom near the Au(111) 
surface. The density profiles also reveal the formation of doublet corresponding to pairs of C atoms, 
while the terminal C atom of CH3 group shows an isolated peak distribution. In addition, the new 
force field seems to provide a better prediction to Model B, regarding the C atom distributions. 
Whereas, in model A, when C atoms are away from the Au(111) surface, for example, starting 
 67 
with the 5th Carbon atom of the alkane chain, DFT predicts a larger C-surface distance than that 
from MD. This is probably attributed to vdW interactions from MD and AIMD calculations.59 We 
also note that there is some deviation to the density intensity predicted by MD and AIMD, which 
is likely resulting from alkane chain flexibility at finite temperatures of AIMD calculations. For 
model C, the results in Figure 6(c) show that some Carbon peak positions from AIMD calculation 
were not satisfactorily reproduced by MD simulations. Compared with the unique staple motif in 
model A and the bridge unit in model B, model C has a combination of staple motif and bridge 
units, which makes the model a more complex one. Therefore, to have a more detailed comparison 
between MD and AIMD data, the integrated density distribution profiles in Figure 9(c) have been 
divided into four individual parts, as shown in Figure 10. For molecules 1 and 2 in the staple motif 
unit the density distribution profiles show a good agreement between MD and AIMD results for 
the first four C atoms, after which the MD results start to deviate from those from AIMD, 
especially in the case of molecule 1. For the two molecules in the bridge unit, the density 
distribution profiles of molecule 3 from MD agree well with the AIMD results. However, the 
distribution results of molecule 4 in Figure 10d show that the MD simulation has a good description 
for the positions of the odd-numbered C atoms, whereas the results of the even-numbered C atoms 
(except the terminal methyl group) exhibit noticeable deviations from AIMD. This is primarily 
due to the fact that the vacancy defect is not included in the force field fitting process. Therefore, 
those bonded interactions in molecule 4 might shift the locations of C atoms from what were 
predicted in AIMD calculations. In addition, it can be concluded that the obtained force field in 
this study can provide a good description for the pristine Au-S interface models with unique staple 
motif or bridge units. However, more force field training efforts will be required to satisfactorily 
describe the defective Au-S interface model with both vacancy and adatom. The exclusion of 
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surface vacancy defect during the force field training is responsible for the potential failure to 
predict vertical locations of C atoms in the bridge SAM molecules. 
 
 
Figure 9. Density distributions of the C atoms in alkane chain along the z-direction for (a) model 
A, (b) model B, and (c) model C at 300.0 K. 
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Figure 10. Density distributions of the C atoms in alkane chain along the z direction for (a) 
molecule 1, (b) molecule 2, (c) molecule 3, and (d) molecule 4 in model C at 200.0 K. 
 
 
3.4.3 Tilt Angle, Azimuthal Angle and Film Thickness of C10S Thiolate/Au(111)   
        Lastly, other critical properties of the C10S thiolate, including the tilt angle, the azimuthal 
angle and the film thickness, are also explored by both MD and AIMD calculations. The tilt angle 
to the alkane chain was computed as the angle formed between the surface normal and the line 
passing through the S atom and the centroid of each chain. In Model A, the tilt angle from MD 
(36.13±0.02°) is slightly larger than that predicted by AIMD calculation (34.32±2.48°). Such a 
difference is likely due to the peak position difference of the terminal CH3 group, as shown in 
Figure 9a. For Models B and C, MD and AIMD agree well about the tilt angle of C10S, with a 
maximum variation of about 2°. Accordingly, the azimuthal angle is defined as the angle formed 
between the projection on the x-y plane of the lines passing through the S atom and the centroid 
of the alkane chain and the unit vector along the x-direction. The results in Table 6 show that, for 
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the studied three models, the azimuthal angle from MD is in a satisfactory agreement with the 
AIMD results, with a maximum deviation of less than 5°. Finally, the film thickness is estimated 
by calculating the distance from the terminal CH3 group to the gold substrate. The calculations 
reveal that MD and DFT have an excellent agreement on the film thickness, with a difference 
within 0.3 Å for three Au-S interface models. Overall, the results in Table 6 demonstrate a good 
agreement between the MD and AIMD results in tilt angle, azimuthal angle, and film thickness for 
all three models considered in this study. A detailed comparison among these models reveals that 
the MD simulation has a better description for the defective model C in tilt angle and film thickness, 
but for the pristine model B in azimuthal angle. Based on above discussions, we conclude that the 
fitted force field parameters provide an good description of structural properties of C10S SAMs at 
the Au(111) surface with different local environments at the Au-S interface. 
 
Table 6. The average tilt angle, azimuthal angle, and film thickness for the alkane chains in model 
A, B, and C from MD and AIMD calculations at 300 K. 
Item Tilt angle (°) Azimuthal angle (°) Film thickness (Å) 
 
Model A 
MD 36.13±0.02 5.44±0.41 13.55±0.01 
AIMD 34.32±2.48 9.99±4.12 13.78±0.30 
|Relative Difference| 1.81±2.46 4.55±3.71 0.23±0.29 
 
Model B 
MD 35.41±0.05 116.01±0.10 13.07±0.01 
AIMD 33.23±2.28 117.10±6.20 13.28±0.30 
|Relative Difference| 2.18±2.23 1.09±6.10 0.21±0.29 
 
Model C 
MD 30.72±0.07 56.11±0.19 13.81±0.01 
AIMD 30.50±4.18 60.88±4.97 13.86±0.39 





3.5 Conclusions  
        In the present study, periodic ab initio DFT calculations were performed to develop force 
field parameters to describe AT SAMs at the reconstructed Au(111) surface. The new parameters 
were carefully trained to reproduce the key features, including vibrational spectra and torsion 
energy profiles, of C2S in bridge and staple motif units at the Au(111) surface. The nonbonded 
force field parameters were directly adopted from the work of Rai et al.;27 while the bonded 
parameters were obtained by reproducing DFT calculation results with iterated MD simulations. 
In specific, the force constants of bonds and angles were trained by matching the vibrational 
spectra, while the dihedral parameters were fitted according to the torsion energy profiles. For the 
vibrational spectra of bonds and angles, MD and DFT agree well with each other, with a maximum 
deviation about 12 cm-1. Using the fitted parameters, MD simulations can reproduce the dihedral 
energy profiles from DFT calculations. The agreement is excellent around equilibrium dihedral 
angles.  
        In addition, the newly developed force field parameters have been also validated by 
performing MD simulations for three Au-S interface models by a (2√3×3) unit cell with four C10S 
SAMs. Those MD results were also compared with AIMD calculation results. Structural features, 
including the bond length, angle measurement, alkane Carbon locations, the tilt angle, azimuthal 
angle, and the film thickness of the C10S SAMs, have been calculated. The MD results agree well 
with those from DFT calculations, which demonstrates a reliability of the developed force field 
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Chapter 4: First Adsorbed Water Layer and its Wettability 
Transition under Compressive Lattice Strain* 
 
4.1 Introduction 
        The water/metal interface is relevant to a broad range of scientific phenomena and 
technological processes, from astrophysics, electrochemistry, corrosion, heterogeneous catalysis, 
microelectromechanical devices, to name just a few.1-5 When water molecules are in direct contact 
with the metal surface, forming the first adsorbed water layer (FAWL), a portion of water-water 
hydrogen bonding interactions would be substituted by stronger water-solid interactions. From the 
microscopic point of view, the FAWL is a collection of water molecules whose physical and 
chemical properties are drastically altered by the metal surface.3, 5 As a result of the interaction 
balance, various scenarios have been observed for the FAWL, including water decomposition, ice-
like solid structure formation, and non-wetting behavior where water molecules from the FAWL 
are thermodynamically stabilized by a combination of in-plane water-water and out-plane water-
metal interactions.3-5 In return, the FAWL effectively serves as a one-molecule thin boundary 
between liquid water and solid metal, mediating liquid properties at those surfaces. There is a 
pressing need to understand the structure and dynamic properties of the FAWL and comprehend 
their relevance to and impact on the processes occurred at water/metal interfaces. 
        Delicately modulating and modifying the wettability of solid surfaces have triggered 
tremendous research interest in the last decade.6-16 Prior studies have demonstrated that the 
wettability of solid surfaces is directly dominated by the formed FAWL.13-19 Low temperature 
experiments revealed specific in-plane interactions of water molecules of the FAWL dominate the 
wetting properties of the Pt(111) surface.19 Molecular dynamics simulations discussed the same 
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phenomenon for Pt(100) and (111) surfaces at room temperature, where the degree of 
hydrophobicity of the FAWL was attributed to its passivated hydrogen bond (HB) network.18 
Generally speaking, properties of the FAWL are tunable via balancing the HB interactions within 
the water monolayer and water-surface interactions,3, 5 both of which depending significantly on 
intrinsic chemistry and structural properties of solid surfaces.3, 5, 13-14  
        Substantial strategies have been proposed to alter interactions at the water/solid interface 
which in turn allows the manipulation of interfacial wettability.7-18, 20-26 Successful demonstrations 
include coating hydrophobic graphene to reduce water-surface interactions,20 and chemically 
adding surface terminal groups (-CH3, -CF3, -OH, -COOH, etc.)21-24 to intentionally weaken or 
strengthen water-surface interactions. Promising progress has been also achieved from structural 
manipulations, by the engineering of roughness,7-10, 12, 21 curvature,14 or morphology13, 15, 17-18 of 
solid surfaces. This work presents an alternative manipulation via applying compressive lattice 
strains to metal surfaces. The malleability, weldability and generally large Young’s modulus 
enable the use of metals and metal junctions under external harsh stresses, while maintaining the 
integrity and reversibility of metal properties. Scattered studies13, 27-28 indicated that lattice strain 
can affect water/surface interactions, but such knowledge is far from mature.   
        By a series of molecular dynamics (MD) simulations, we explore the effect of compressive 
lattice strain on the FAWL formation and its wettability. Three metal surface models have been 
constructed and investigated, namely, the monometallic Au(100), Pd(100) surfaces and the 
Pd(100)/Au(100) bimetallic junction. It is worth noting that lattice constants of Au and Pd are 4.08 
Å and 3.89 Å, respectively. For the (100) facet, the atomic distance of Au-Au (2.88 Å) and Pd-Pd 
(2.75 Å) is close to that of water-water (2.77 Å) of an hexagonal close packed (HCP) ice structure, 
potentially favoring water adsorption at atop Au (or Pd) sites and assisting the formation of the 
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low-mobility FAWL. For the Pd(100)/Au(100) bimetallic junction, the Au(100) surface with a 
larger lattice constant was compressed in y direction to match the lattice of the Pd(100) surface. In 
particular, special attentions have been paid to the structural and dynamical properties, including 
density and orientation distribution, hydrogen bond dynamics, reorientation rate, and free energy 
profile, of FAWL on the bimetallic Pd(100)/Au(100) junction system. By comparison, we reported 
that the FAWL on pristine Pd(100) region is much more stable compared with that on compressed 
Au(100) region, therefore demonstrating a hydrophobic nature and repelling bulk water from 




Figure 11. A schematic illustration to the compressive strain applied in the simulations. 
 
 
4.2 Models and Simulation Details 
4.2.1 Surface Models.  
        Pristine Pd(100) and Au(100) surfaces and a Pd(100)/Au(100) bimetallic junction model have 
been constructed to investigate properties of the first adsorbed water layer. For compressed pristine 
surfaces, the strain was applied biaxially along X and Y directions, varying from 0% to 5%. The 
strain δ, is defined as 
𝑎0−𝑎
𝑎0
, 𝑤ℎ𝑒𝑟𝑒 𝑎0 and 𝑎 are respectively pristine equilibrium lattice constant 
and lattice under a compressive strain. The strain is applied by linearly rescaling the x and y 
coordinates of all the atoms of the substrate by a factor of (1- ), as shown in Figure 11. The 
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bimetallic junction is consisted of a pristine Pd(100) and a compressed Au(100). A monoaxial 
strain of 4.61% was applied along the Y direction to Au(100), so that the compressed lattice 
constant matched that of the pristine Pd(100). The surfaces were kept rigid during all MD 
calculations. Metal sites were regarded as uncharged and only van der Waals interactions were 
considered between water and the metal. Non-bonded van der Waals parameters for Pd and Au 
were derived from the force field developed by Heinz et al.,29 which has been widely adopted to 
probe metal interfacial properties and metal interactions with water and biomolecules.14, 17, 30-32 
Although the applied force field did not consider the polarization effect, prior studies have 
demonstrated that the employed force field could qualitatively reproduce both the structure and 
the interaction energy profile of water on face-centered cubic (FCC) metal surfaces.14, 17, 29 The 
flexible extended simple point charge (SPCE-F) model33 was used for water, in which the O−H 
bond and the H−O−H angle are described by harmonic potentials, with the bond constant, kb, 
1108.57 kcal/(mol·Å2) and the angle constant, kθ, 91.54 kcal/(mol·rad2). Toukan and Rahman34 
demonstrated that a flexible SPC water model can provide a good description of water dynamic 
properties. Furthermore, Yuet and Blankschtein33 pointed out that the flexibility of the O-H bond 
plays a key role in the surface tension of water at the interface. Their MD simulation study with 
the flexible SPC/E water model reported a surface tension of 70.2 mN/m, which agrees well with 
the experimental value of 71.7 mN/m.33 For the wettability studies of liquid water, the dynamic 
diffusion and surface tension are two critical parameters that influence the wetting behavior of 
water on solid surfaces. Therefore, the flexible SPC/E water model was employed in this work. 
For the simulation box, the metal surface was fully covered by a water film with a thickness of 1.0 
nm. For the choice of the initial water geometry, prior studies16-17 reported that, when the water 
film was employed to explore the wettability of solid substrates, a cylindrical nanodroplet was 
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formed above the FAWL. Bratko and co-workers35 demonstrated that the calculated contact angle 
from the cylindrical water droplet can minimize the deviation from what is predicted by the 
Young’s equation. An extra vacuum of 5.0 nm was added above the water film in the Z direction 
to avoid the interactions between periodic images. Periodic boundary conditions were applied in 
all three directions. The Lennard-Jones (LJ) 12−6 potential was utilized to describe water-water 
and water-metal van der Waals (vdW) interactions. In addition, water-water electrostatic 
interactions were described by the Coulomb’s law. The LJ parameters and atomic charges used in 
this study are available from Table S2. The L-J parameters for unlike pairs are obtained using the 
Lorenz-Berthelot mixing rules, that is, the arithmetic mean (Lorentz’s) for size parameters, and 
the geometric mean (Berthelot’s) for energy parameters. While Heinz and co-worked29 used 
Berthelot’s rule for both size and energy parameters, our test calculations show that the choice of 
the mixing rule does not change the observed phenomena. 
 
4.2.2 Simulation Details.  
        All MD simulations were carried out with the NVT ensemble by the LAMMPS software 
package.36 The Nose−Hoover thermostat was used to maintain the temperature of simulation 
system at 300.0 K with a coupling coefficient of 0.1 ps. Initial velocities of water molecules were 
assigned according to the Boltzmann distribution. Newton’s equation was integrated by the 
velocity Verlet algorithm with a time step of 1.0 fs. The cutoff for nonbonded interactions was set 
to be 1.0 nm, with a skin distance of 0.2 nm to store the pairwise neighboring list which was 
updated every step. The long-range electrostatic interactions were calculated by the 
particle−particle particle−mesh (PPPM) algorithm with an accuracy of 10−5.37 For each system, a 
calculation of 30.0 ns was carried out, where the first 15.0 ns was for equilibrium, and the latter 
 84 
15.0 ns was for data analysis, in which the trajectory was stored every 100.0 fs. After the 30.0 ns 
simulation, a successive NVT simulation was performed for HB dynamic property calculations, in 
which the simulation was performed for 500 ps with the trajectory being updated every 5 fs. 
 
 
4.3 Results and Discussions 
4.3.1 Pristine monometallic Pd(100) and Au(100) Surfaces 
        Figure 12 shows the equilibrium structures of water on pristine metal surfaces. Both Pd(100) 
and Au(100) host a layer of adsorbed water of one-molecule thickness. For the Pd(100), the formed 
FAWL demonstrated a hydrophobic nature, stabilizing a water droplet, and such unique 
phenomenon is independent of water model and initial water geometry. On the contrary, the 
FAWL of Au(100) is hydrophilic, witnessed by a fully wetting water film. It should be noted that 
the FAWL is consisted of those water molecules within a distance of 4 Å from the metal surface, 
which corresponds to the first solvation shell in the density distribution profiles. Such ordered 
FAWL induced hydrophobicity was observed previously.16-19 From the perspective of 
intermolecular interactions, the FAWL results from the competitive yet subtle Gibbs free energy 
balance between water-water hydrogen bonding and water-metal interactions. The water-metal 
interactions preferentially substitute water-water interactions of the bulk, gradually changing the 
interaction strength between the FAWL and surrounding bulk water, and eventually producing the 
phenomena that other water molecules above the FAWL accumulate to form a water droplet, as 
revealed at the FAWL of Pd(100). It is worth noting that the size of water droplet at the Pd(100) 
surface is dominated by the interaction difference between water-water and water-metal, as well 




Figure 12. The equilibrium configuration of a 1.0 nm water film on (a) Pd(100); (b) Au(100). An 
ordered first adsorbed water layer was observed on both surfaces but with significantly different 
wettability properties: hydrophobic for Pd(100); hydrophilic for Au(100).  
 
4.3.2 Monometallic Pd(100) and Au(100) Surfaces under Compressive Lattice Strain 
        Under operational conditions, devices are exposed to various stress, therefore yielding 
different elastic strains. To probe lattice strain effect on the formation of the FAWL and its 
wettability property, five compressive strains were applied to Pd(100) and Au(100) surfaces, 
biaxially along the X and Y directions. The strains studied in this work are up to 5%, corresponding 
to external loads of about 0.3 GPa for Au38 and 5 GPa to Pd,39 which are interpolated from their 
mechanical property diagrams. Results in Figure 3 reveal an interesting wettability transition due 
to the applied compressive strain. For comparison, the pristine Pd(100) and Au(100) surfaces are 
also shown. First of all, the FAWL was observed for both metals under studied strains. When the 
strain was within 4% for the Pd(100) surface, there existed a stable water droplet on the FAWL. 
However, when the strain was increased to 5%, a hydrophobic to hydrophilic wettability transition 
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happened. As demonstrated in Figure 13(a), a complete wetting water film was observed on the 
FAWL. Phan et al.40 also reported resembled wetting transition from hydrophobic to hydrophilic 
for the water droplet on the MgO surface by controlling the vibration of surface atoms. In addition, 
a similar wettability transition, hydrophilic to hydrophobic, was also observed for the Au(100) 
surface under compressive strains. For the cases with strains from 2% to 5%, the FAWL of Au(100) 
surface respells bulk water, generating and stabilizing the formed water droplet. Furthermore, our 
simulation results also demonstrated that the generated water droplet is not sensitive to the surface 
flexibility. 
        To quantitatively describe the wettability transition, we analyzed the contact angle of water 
droplets. Similar to the work by Zhu and co-workers,14 we defined the contact angle to be 0° when 
the water droplet disappears from a hydrophilic FAWL. As shown in Figure 13(c), when the strain 
is less than 4%, contact angles to water droplets of the Pd(100) surface are 63.09±1.43°, 
65.67±2.01°, 72.30±1.31°, 68.20±2.73°and 57.03±1.93°, corresponding to strains of 0%, 1%, 2%, 
3% and 4%, respectively. When it comes to the Au(100) surface, the contact angle increases from 
0° to 65.0° with the change of compressive strains from 0% to 5%, indicative of a hydrophilic to 
hydrophobic wettability transition. Upon further increasing the strain to 6% for Au(100) surface, 
the calculated contact angle is 69.24±0.66°, which is slightly larger than that from the 5% strain 
case, 65.45±1.32°. In addition, the interaction energy between the FAWL and the metal surface 
was also calculated. From Figure 13(d), when the formed FAWL demonstrates a distinct 
hydrophobic nature, there is a significant increase of both the interaction energy between the 
FAWL and the metal surface, and the HB strength within the FAWL. The enhanced interaction 
energy would result in a stronger binding strength between the FAWL and the metal surface. 
Meanwhile, the increased HB strength indicates that water molecules in the FAWL prefer to form 
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HBs within the monolayer, rather than with other water molecules above the FAWL. By 
combining the contributions from the two parts, we conclude that the stability of FAWL is largely 
determined by the interaction energy between the FAWL and metal surfaces. The HB interactions 
within the monolayer can in turn tune wetting properties of the FAWL. Therefore, a hydrophobic 
FAWL generally demonstrates a better stability. In other words, water molecules from a more 
hydrophobic FAWL interact much weakly with water molecules above the FAWL. This trend is 




Figure 13. Equilibrium configurations of a 1.0 nm water film on metal surfaces under compressive 
strains: (a) Pd(100); (b) Au(100). 0% strain represents a pristine metal surface. Strains up to 5% 
have been studied, corresponding to ~0.3 GPa to Au and ~5.0 GPa to Pd, respectively; (c) 
Calculated contact angles to water droplets at Pd(100) and Au(100) surfaces; (d) Interaction 
energies between the FAWL and the metal surfaces. All standard deviations are less than ±2.73°.  
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        On the other hand, Wang and coworkers17 pointed out that the lattice constant of the solid 
substrate also has a significant influence on properties of the FAWL. Therefore, we have estimated 
the average distance of the adjacent oxygen-oxygen (O-O) in the FAWL. The results in the Table 
7 show that, for the hydrophobic FAWL on both Pd(100) and Au(100) surfaces, there is a good 
match between the lattice constant and average O-O distance of FAWL, which favors the increase 
of average HB number within the FAWL and a more stable HB network. On the opposite, for the 
hydrophilic FAWL on both Pd(100) and Au(100) surfaces, the structure of the FAWL would be 
much more easily disturbed by water molecules above the FAWL, due to the mismatch between 
the O-O distance and lattice constant, and thereby it is difficult to form the droplet on the FAWL. 
Such results enable us to conclude that a good match between the lattice constant of substrate and 
adjacent O-O distance of FAWL would benefit the FAWL to show a feature of hydrophobicity. 
 
Table 7. Lattice constant and water-water distance in FAWL on metal surfaces with various strains. 









0% 2.750 2.754±0.002 0.004 
1% 2.723 2.739±0.002 0.016 
2% 2.695 2.724±0.002 0.029 
3% 2.668 2.718±0.002 0.050 
4% 2.640 2.718±0.003 0.078 
5% 2.613 2.743±0.004 0.130 
Au(100) 
0% 2.880 2.773±0.003 0.107 
1% 2.851 2.773±0.003 0.077 
2% 2.822 2.776±0.003 0.046 
3% 2.794 2.769±0.002 0.025 
4% 2.765 2.759±0.002 0.006 
5% 2.736 2.748±0.002 0.012 
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4.3.3 A Bimetallic Junction of Pd(100)/Au(100) 
        The compressive strain induced wettability transition, in particular, the reverse correlation 
with respect to Pd(100) and Au(100) surfaces, triggered another fundamental discussion: for a 
bimetallic junction where the metal with a larger lattice constant is usually compressed to match 
the lattice of the other metal, what would be the FAWL and its wettability property? In order to 
shed a light on this question, we constructed a bimetallic junction model consisted of Pd(100) and 
Au(100) surfaces and studied the wetting behavior of a thin water film on this bimetallic junction. 
As illustrated in Figure 14, a compressive strain of 4.61% was applied to the Au(100) surface 
monoaxially along the Y direction to match lattice constants. No strain was applied to the Pd(100) 
surface. Similar to aforementioned discussions, an initial thin water film of 1.0 nm was then placed 
on the bimetallic surface (see Figure 14(a)). As expected, an ordered FAWL was formed on the 
bimetallic junction after equilibrium, as shown in Figure 14(b). More interestingly, a water droplet 
was observed from the compressed Au(100) region, and there was almost no water molecule left 
atop of the FAWL of the pristine Pd(100). Multiple independent calculations have been carried 
out, all returning to the same equilibrium configuration of Figure 14(b) with an averaged contact 
angle of 62.27±0.81° to the water droplet. It is worth noting that the water droplet is determined 
by the thickness of the initial water film, that is, the total number of water molecules. When the 
initial water film was reduced to 0.5 nm, a smaller water droplet was observed. But, for a thicker 
1.5 nm initial water film, no water droplet but a full wetting was observed. Our simulation results 
revealed that, when the system is at a higher temperature of 350 K, the calculated contact angle 
for the water droplet is 54.60±0.86°, smaller than that of the 300 K case, 62.27±0.81°, which means 
the shape of the water droplet is influenced by the temperature.     
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Figure 14. Schematic illustration of the simulation system in of a bimetallic junction model. First, 
two separate metal surfaces, Pd(100) and Au(100), were prepared and then the Au(100) surface is 
uniformly compressed in the Y direction (4.61% strain) to match the lattice constant of Pd(100). 
A water film of 1.0 nm was placed on the obtained bimetallic junction. Side and top views of (a) 
initial simulation box; (b) the simulation box at equilibrium where a water droplet is on the top of 
the compressive Au(100) region. 
 
It has been reported that properties of the FAWL directly dominate the behavior of water 
moleucles on top.13-19, 24, 28 According to the results in Figure 13, both the pristine Pd(100) and the 
4.61 % strain compressed Au(100) could host a hydrophobic FAWL with a water droplet. 
Therefore, the observed phenomenon of Figure 14 shall originate from the two FAWLs of Pd and 
Au regions. Detailed analyses have been performed to probe their property difference. Firstly, as 
presented in Figure 15(a), the distribution of water molecules of the FAWL was revealed by the 
lateral density characteristic. The location of each water was labeled by the oxygen, Ow. The 
position of the pronounced first peak, 2.73 Å for Pd(100) and 2.71 Å for Au(100), denotes the 
distance between the nearest neighboring water molecules in the FAWL. Since the density at the 
first peak correlates to the packing order, it is obvious that the FAWL of pristine Pd(100) is more 
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ordered than that of compressed Au(100). As discussed in Figure 13(d), this is primarily ascribed 
to the interaction between the FAWL and the metal substrate. The FAWL of pristine Pd(100) has 
a stronger interaction with the metal substrate, -5.909±0.006 Kcal/mol. For compressed Au(100), 




Figure 15. (a) Lateral density distribution of Ow-Ow for water molecules of the FAWL from both 
the pristine Pd(100) and compressed Au(100) regions; (b) Probability of dipole distribution angle , 
which is defined as the angle between the projection of dipole moment in the x−y plane and the 
unit vector along the x direction; (c) Probability of O-H bond distribution angle , formed by the 
O-H bond and the unit vector normal to the metal substrate; (d) Orientation distribution of water 
in the FAWL as a function of height h above the substrate and angle formed by the O-H bond and 
the surface normal vector. Note: the insets of (b) and (c) show schematic illustrations to  and  




        Other static properties also support the conclusion that the pristine Pd(100) has a more stable 
and a more hydrophobic FAWL. Figures 15(b) and 115(c) are respectively the distribution 
probabilities of dipole moment and O-H bond of water molecules in the FAWL. As illustrated in 
the insets, the orientation of water is characterized by angles  and :  is defined as the angle 
between the dipole moment projection in the XY plane and the unit vector along the X direction; 
 is the angle formed by the O-H bond and the unit vector normal to the metal substrate. For the 
dipole moment, four characteristic peaks were identified for both Pd and Au, namely, the ones at 
45°, 135°, 225°, and 315°. The unanimously larger probabilities (i.e., higher peaks) reveal a more 
ordered FAWL of pristine Pd(100) than the counterpart of compressed Au(100). For the O-H bond 
distribution of the FAWL, three potential orientations have been proposed: (a) O-H bonds point 
towards bulk water on top (B type); (b) O-H bonds are parallel to the substrate surface (P type); 
(c) O-H bonds point to the substrate surface (S type).13 For the pristine Pd(100), water molecules 
in the FAWL are of the P type, ~ 90°, suggesting that O-H bonds are uniformly parallel to the Pd 
substrate. Whereas on the compressed Au(100) surface, two representative O-H bond distributions 
were identified, one major peak around 95° and one minor peak around 25°, which correspond to 
P type O-H bonds parallel to the Au substrate and B type O-H bonds pointing towards bulk water 
on top, respectively. Those P type O-H bonds form hydrogen bonding network with in-plane 
neighboring water molecules. The B type O-H bonds suggest that there exists a HB network 
between the FAWL and the atop bulk water. A detailed HB analysis shows that for the pristine 
Pd(100), the average number of in-plane HB (FAWL-FAWL) is 3.69, while the number of out-
plane HB (FAWL-bulk water atop) is zero. For the compressed Au(100), the values are 3.06 and 
0.51, respectively. The correlation of height and O-H bond orientation of water of the FAWL in 
Figure 15(d) further supports the conclusion that water molecules in the FAWL of pristine Pd(100) 
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interact exclusively with the Pd substrate and among themselves. In contrast, for the compressed 
Au(100), a significant amount of water molecules of the FAWL interact with water from the bulk.       
 
 
Figure 16. (a) Continuous time correlation functions (TCFs), SHB(t), for the HB network formed 
within the FAWL on pristine Pd(100) and compressed Au(100) surfaces; (b) The second-order 
reorientational TCF C2(t) for water molecules in the FAWL of pristine Pd(100) and compressed 
Au(100). Note: the P-Pd(100) and C-Au(100) refer to the pristine Pd(100) and compressed Au(100) 
surfaces, respectively. 
 94 
The analyses so far have revealed that the formation, the preferential water-metal adsorption 
sites, and the wettability difference are due to the subtle structural difference of the FAWL at 
pristine Pd(100) and compressed Au(100). How water of the FAWL behaves dynamically at 
interfaces is also highly valuable. Using the continuous time correlation functions (TCFs), the HB 
dynamic property, SHB(t), was calculated and presented in Figure 16(a). As the result shows, for 
the FAWL of pristine Pd(100), the SHB(t) curve decays evidently slower than that of the 
compressed Au(100). This suggests a more stable HB network on the pristine Pd(100). Meng and 
co-workers proposed that the dynamic stability of the FAWL could be characterized by the 
reorientation rate,13 which is derived from the second order Legendre polynomial time correlation 
function, C2(t). Figure 16(b) displays the rate of water reorientation of the FAWL on pristine 
Pd(100) and compressed Au(100). It is prominent that water reorientation decays distinctly slower 
for the FAWL of the pristine Pd(100) region. Thus, both HB dynamics and water reorientation rate 
conclude that the FAWL of pristine Pd(100) region is much more stable, demonstrating a 
hydrophobic nature and repelling other bulk water from pristine Pd(100) to compressed Au(100) 
region. 
        Another descriptor to the dynamic stability is the self-diffusion coefficient, which is measured 
by calculating the mean squared displacement (MSD). The MSD profiles for water molecules on 
both pristine Pd(100) and compressed Au(100) surfaces increases with respect to the simulation 
time, particularly for the latter one, of indicative an obvious diffusion feature for liquid state. In 
addition, the diffusion coefficients of water molecules on pristine Pd(100) and compressed Au(100) 
surfaces is two and one order of magnitude lower than that of bulk water, respectively. Those 
results reveal that the self-diffusion of the first adsorbed water layer is generally very slow. To 
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elucidate the dynamic property difference of the two FAWLs, the free energy profile of water 
molecules in the FAWL has been calculated according to the following equation:41  
∆G(x, y) = −𝑘𝐵𝑇𝑙𝑛 𝑃(𝑥, 𝑦)                                              (4 − 1) 
where P(x,y) is the two-dimensional spatial probability distribution function of the oxygen atom 
of a water molecule in the FAWL, with its coordinate (x, y) projected to the metal plane; kB is the 
Boltzmann’s constant; T is the temperature, in this work, 300 K; ∆𝐺(𝑥, 𝑦) is the projected free 
energy profile, a smaller value representing a stronger interaction and a better stability. This free 
energy calculation has been successfully employed for the slippage of water molecules on solid 
surfaces and the free energy profile of protein folding.28, 41-43  
      
 
Figure 17. Free energy profile of water molecules in the FAWL of pristine Pd(100) and 
compressed Au(100) regions. The dash line indicates the boundary of the two regions. Note: the 
P-Pd(100) and C-Au(100) refer to the pristine Pd(100) and compressed Au(100) surfaces, 
respectively. 
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        The free energy profile of Figure 17 clearly shows that the free energy profile of the FAWL 
of pristine Pd(100) is much more corrugated than that of the compressed Au(100) region. The free 
energy difference from the pristine Pd(100) region reaches 20.22 kJ/mol, while that for the 
compressed Au(100) is only about 12.72 kJ/mol. That corresponds to a nearly 60% decrease in the 
free energy profile to the FAWL of the compressed Au(100) region, leading to a much smaller 
energy barrier to water mobility. To conclude, the FAWL of the pristine Pd(100) region has a 
larger energy barrier for diffusion, and a higher dynamic stability, which in return favors the 
departure of bulk water atop, and results in the observed phenomena of Figure 14: water 
accumulates on top of the compressed Au(100) region while no water stays atop of the FAWL of 
the pristine Pd(100).  
 
4.4 Conclusion 
        A rigorous molecular-level description of water at interfaces continues to be a pressing need 
to nanoscience and advanced manufacturing. This work reports computational studies to 
understand the behavior of the first adsorbed water layer (FAWL) on metal surface models, namely, 
Au(100), Pd(100) and a Pd(100)/Au(100) bimetallic junction. Structural and dynamic properties 
of the FAWL have been discussed in detail. In addition, by applying compressive strains, we reveal 
a handy manipulation of wettability properties of the FAWL: for pristine metal surface, applying 
compressive strain can induce a transition of the interfacial wettability, which is mediated by subtle 
packing changes of the FAWL; for a bimetallic junction, the wettability is more complex, which 
is balanced by competitive water-water and water-metal interactions. Considering the technology 
relevance and the known formation descriptor to the FAWL at interfaces, our study elucidates an 
exciting fundamental understanding to the next level: why a low-mobility water structure repels 
liquid water and how interfacial wettability could be purposely transited. Since the mobility of 
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water molecules on the surface is closely related to the temperature, therefore it would be quite 
interesting and important to explore the temperature effect on the wetting properties of FAWL in 
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Chapter 5: Molecular Dynamics Simulation of First Adsorbed 
Water Layer at Titanium Dioxide Surfaces* 
 
5.1 Introduction 
        The behavior of molecules at titanium dioxide (TiO2) surfaces is the key to successful 
applications, from electronic device, catalysis, energy and biomedicine related fields.1-5 For most 
applications at ambient or in the liquid phase, the adsorbed water molecules at TiO2 surfaces, as 
well as their structural and dynamics properties, require a fundamental understanding to achieve 
optimized processes and improved manufactures. From the structural point of view, the topmost 
TiO2 surface is composed of under-coordinated titanium (Ti) and oxygen (O) sites, which in turn 
interacts strongly with interfacial water molecules, and affects significantly the configuration, 
distribution, and other structural and dynamic properties of those water molecules at TiO2 
surfaces.2, 6-8 A number of experiments9-14 and theoretical studies6, 7, 15-20 have explored the 
interaction between water and TiO2 surfaces. Among reported properties, the hydrogen bond (HB) 
network, both the static network and the dynamic properties, is a sensitive probe to the water/TiO2 
interfacial interactions.21-27  
        On the other hand, despite the fundamental importance and the critical role of HB in catalytic 
reactions,28, 29 protein folding,30, 31 molecular self-assembly,32, 33 and proton transfer,34 the direct 
measurement of interfacial HB remains as a challenge.35, 36 Previously, water adsorption on TiO2 
surfaces has been studied by scanning tunneling microscope (STM)37 and infrared reflection-
absorption spectroscopy (IRAS)38 experiments. The adsorbed water molecules atop the five-
coordinated titanium (Ti5c) sites form one-dimensional water chain via two types of HBs, namely, 
the weak HB between adjacent water molecules, and the strong HB between water molecules and 
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bridge-bonded two-coordinated (O2c) sites. For rutile (110) surface covered by two monolayer 
water, quasi-elastic neutron scattering (QENS) results showed that the first adsorbed water layer 
(FAWL) is stabilized by HB interactions between the two water layers at the interface.39 In addition, 
Goletto and co-workers14 reported high-resolution in situ STM images of rutile (110) surface 
exposed to bulk water. Their results revealed that there is an ordered superstructure of water 
molecules at the interface. The HB interaction between the FAWL and other water molecules is 
attributed to such ordered structure, which is in accordance with the QENS experiments.39 More 
recently, a phase-sensitive sum frequency generation (SFG) spectroscopy study reported that 
chemisorbed and physisorbed water layers exist simultaneously at the irradiated anatase TiO2 
surfaces.26 The spectroscopic data revealed that there is a strong HB interaction between the two 
water layers, which contributes to the super-hydrophilic nature of anatase surfaces. It is worth 
noting that, to the best of our knowledge, no experimental study has been reported on dynamic 
properties of interfacial HB, which in turn are essential to understand the chemical and physical 
processes occurring at TiO2 surfaces. 
        Molecular dynamics (MD) simulations, including ab initio MD (AIMD), reactive MD 
(RxMD), and non-reactive classical MD, can directly provide an electronic or atomistic level 
insight of the structural and dynamic properties of HB at the liquid/solid interfaces. For instance, 
comparing the FAWL at anatase (101) and rutile (110) surfaces, a higher HB was reported for the 
anatase (101) surface.24 Further HB dynamics analysis demonstrated that the adsorbed water 
molecules of anatase (101) surface exhibits a longer HB lifetime.22 Moreover, a recent study25 of 
water wetting on rutile (110) surface illustrated that the HB lifetime for the second water layer is 
shorter than that of the first water layer. As a result, water molecules from the second layer are 
relatively easier to escape from the HB network and exchange with water molecules from other 
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layers. It is also worth noting that for the HB structural and dynamic properties of water at TiO2 
surface, classical force fields provide a satisfying description and can reproduce results from high 
level AIMD calculations.6,7,12,17,19,22–25 In addition, it has been reported that the HB dynamics at 
water/TiO2 interface do not depend strongly on polarizable models of water and TiO2 surfaces.40  
        In a previous work,15 we examined the interactions between water and TiO2 surfaces. The 
RxMD results demonstrated that water interacts strongly with rutile (011), rutile (001) and TiO2-
B (100) surfaces, but weakly with the TiO2-B (001) surface. Despite the density distribution 
analysis and the discussions on near-surface water dissociation, no result was reported for the HB 
properties. In this work, we perform a series of MD calculations to revisit the interfacial HB 
properties of water on aforementioned four TiO2 surfaces. A special focus has been paid to the 
structural and dynamic properties of HBs of the FAWL at surfaces. In particular, the correlation 
between the HB interactions and the vibrational spectra of water has been discussed in details. The 
article is organized as follows. Section II presents a brief discussion of the simulation methods and 
the calculation setup. In Results and Discussion section, we have a discussion about the interfacial 
HB for water molecules at the surface, the relevant vibrational modes and the relationship between 
them. Conclusions are summarized in the end. 
 
5.2 Simulation Methods and Details 
5.2.1 Surface Models.  
        In this work, four titanium dioxide surfaces are studied, namely, rutile (110), rutile (011), 
TiO2-B (100), and TiO2-B (001). All surfaces were cleaved from bulk rutile with lattice parameters 
a=b=4.593 Å, c=2.959Å (symmetry group P42/MNM) and bulk TiO2(B) with lattice parameters 
a=12.164 Å, b=3.735 Å, and c=6.513 Å (symmetry group C2/M). The surface structures were 
optimized and kept fixed during the simulation.41, 42 The flexible extended simple point charge 
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(SPC/E)  model43 was used for water, in which the O-H bond and the H-O-H angle are described 
by harmonic potentials: bond constant, kb, 1108.57 kcal/(mol·Å 2); angle constant, kθ, 91.54 
kcal/(mol·rad2). For each calculation setup, the surface was fully covered by a water film with a 
thickness of 2.0 nm. Periodic boundary conditions were applied in all three directions. The box 
dimension along the z direction was fixed to be 10.0 nm, which contains the thickness of the 
surface, the water layer and a vacuum to avoid the interactions between periodic images. The 
Lennard-Jones (LJ) 12-6 potential was used to describe the van der Waals (vdW) interactions of 
Ow-Ow and Ow-O (Ow and O correspond respectively to oxygen atoms of water and TiO2 surface). 
Meanwhile, the vdW interactions of Ti-Ow and Ti-O were described via the Buckingham potential: 






6                                               (5 − 1) 
Where 𝑟𝑖𝑗 is the distance between atoms i and j. The first term in the right side represents the 
repulsive interactions and the second term represents the attractive interactions. When it comes to 
the force field, the one adopted in this work is from previous work by Bandura and Kubicki,44 who 
have compared the optimized structures of liquid water at rutile (110) surface from both classical 
and ab initio DFT calculations. Their results demonstrated that the optimized structure of water 
molecules at the rutile (110) surface using the classical force field is in good agreement with the 
DFT-based results. Therefore, we think that the force field parameters used here can provide 
reliable predictions to the water molecules on the TiO2 surfaces. In addition, the Coulombic 










In which 𝑞𝑖 and 𝑞𝑗 are the charges for atoms i and j, and 𝜀0 is the dielectric constant.   
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5.2.2 Simulation Details.  
        All simulations were performed using large-scale atomic/molecular massively parallel 
simulator (LAMMPS) software package.45 The canonical ensemble was applied where the number 
of molecules (N), the volume (V), and the temperature (T) were fixed during the simulation. The 
temperature (300 K) was maintained by the Nose-Hoover method with the coupling coefficient of 
0.1 ps. The initial velocities of water molecules were assigned based on the Boltzmann distribution. 
The Newton’s equation was integrated by the velocity Verlet algorithm with a timestep of 1.0 fs. 
A cutoff of 1.0 nm was applied for the non-bonded interactions, while the long-range electrostatic 
interactions were calculated by the particle-particle particle-mesh (PPPM) method.46 For each 
system, a calculation of 20.0 ns was performed, where the first 10.0 ns was for equilibrium and 
the latter 10.0 ns was used for data analysis, in which the trajectory was analyzed every 100.0 fs. 
After the 20.0 ns simulation, two successive NVT simulations were also performed: one for the 
vibrational spectra analysis and the other one for the HB dynamic property calculation. For the 
vibrational spectra analysis, the simulation was performed for 200 ps with a smaller timestep of 
0.5 fs, and the velocity trajectory was updated every 0.5 fs. For the HB property calculation, we 
ran the simulation for 500 ps and collected the coordinate trajectory every 5 fs. Accordingly, two 
separate NVT simulations have been carried out for bulk water to obtain the corresponding 
vibrational spectra and HB properties to be compared with those of the first adsorbed water. 
 
 5.2.3 Vibrational Spectra Analysis.  
        Vibrational spectroscopy is one of the most efficient and effective experimental approaches 
to probe the structural and dynamic properties of adsorbates at surfaces and interfaces, especially 
for systems involving hydrogen-bonded interactions.47-50 This is mainly because the vibrational 
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signals have a sensitive response to the change of local structure environments. For example, first 
principles MD calculations51 of water adsorption on TiO2 (110) surface revealed that the 
dissociative water adsorption at Ti5c sites results in the terminal and the bridging hydroxyl groups. 
The stretching frequency was observed for the terminal hydroxyls but not for the bridging ones. 
This is due to the fact that hydroxyl groups have broadening vibrational bands from the strong HB 
interactions. Kumar and co-workers52 also reported similar broadening phenomena in their AIMD 
calculations of adsorbed water at TiO2 surfaces. They discussed that the strong HBs formed 
between adsorbed water and surface oxygen atoms can produce a noticeable broadening effect in 
the vibrational band. The dynamic properties of adsorbed water on partially hydroxylated rutile 
(110) surface has been investigated by Born-Oppenheimer MD simulations.53 The results showed 
that for adsorbed water, the protons preferentially point to the bridging oxygen atoms, and the 
resulted stable HB network can lengthen the O-H bonds, leading to a significant red shift of the 
OH stretching frequency. In this work, we use the vibrational spectra analysis to understand the 
structure of adsorbed water and the correlation between its configuration and the interfacial HB at 
TiO2 surfaces. 
 
5.3 Results and Discussions 
5.3.1 Adsorbed Water Structure at TiO2 Surfaces 
        To reveal the configuration of adsorbed water at various TiO2 surfaces, we firstly analyzed 
water density distribution along the z direction. The position of oxygen atom of water (Ow) is used 
to represent the center of mass of water molecules. For TiO2 surfaces, the topmost layer is defined 




Figure 18. Density distribution of water molecules at different TiO2 surfaces along the z direction. 
The surfaces are placed at d = 0.0 Å. 
 
5.3.1.1 Rutile (110) Surface 
        As one of the most stable TiO2 surfaces, rutile (110) has been extensively studied for the past 
decades.2, 6-8, 54 On this surface, there are four types of atoms that directly interact with water, 
namely, Ti5c, Ti6c, O2c, and O3c, where the subscript denotes the coordination number. Each under-
coordinated Ti5c atom has a dangling bond perpendicular to the surface, making those Ti5c active 
sites for water adsorption. On the other hand, the O2c atoms are the outmost from the rutile (110) 
surface, and are potential sites to form HB with water molecules when they are moving close to 
the surface. As illustrated in Figure 18, for water molecules on the rutile (110) surface, there are 
two pronounced peaks, 0.83 Å and 2.37 Å away from the surface, corresponding to a density value 
of 7.39 and 4.34 g/cm3, respectively. It is worth noting that the two densities are much larger than 
that of bulk water, 1.0 g/cm3. Such high density near the surface implies that interfacial water 
molecules are packed differently from that of bulk water. The first peak at 0.83 Å is mainly 
contributed to the electrostatic interactions between water molecules and the substrate. This is 
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evidenced that Ow atoms of water molecules locate atop the positively charged Ti5c sites, with two 
H atoms pointing away from the surface. It is also obvious that water molecules from the FAWL 
form a well-defined one-dimensional chain, which is also reported in prior studies of the 
water/rutile (110) system.7, 37, 55-57 The second peak at 2.37 Å is from the water molecules that form 
HBs with surface O2c atoms and other water molecules.  
 
5.3.1.2 Rutile (011) Surface 
        For the rutile (011) surface, previous studies have demonstrated that water can interact 
strongly with the surface.2, 6-8, 54 At the interface, O2c atoms reside at the apexes and T5c atoms are 
located at lower positions. Both of them are exposed to water molecules, which results in two 
distinct peaks at 1.03 and 2.68 Å with a density value of 9.86 and 3.53 g/cm3, respectively. For the 
first peak here, it is primarily from the electrostatic and HB interactions between the FAWL and 
the surface: water molecules are distributed above the Ti5c sites, which favors electrostatic 
interactions between Ow and Ti5c. In addition, each water molecule of the FAWL has one H atom 
pointing towards one surface O2c atom. It is worth noting that ab initio DFT calculations and STM 
experiments58, 59 reveal that at room temperature, water can dissociate on the rutile (011) surface. 
After the dissociation, the H atoms are bonded with the O2c atoms and the hydroxyl groups are 
bonded with the Ti5c atoms. Due to the use of the non-reactive force field, we did not observe any 
water dissociation, but the strong HB interaction between water and surface O2c atoms reveals a 
similar trend and agrees with the literatures. The second smaller peak at 2.68 Å is due to HB 




5.3.1.3 TiO2-B (100) Surface 
        For the TiO2-B (100) surface, previous calculations,15, 60, 61 revealed that compared with rutile 
(110) and (011) surfaces, it has a modest interaction with water. On the surface, there are also four 
types of atoms directly interacting with the FAWL, namely, Ti5c, Ti6c, O2c, and O3c sites. Similar 
to the distribution on the rutile (011) surface, the O2c atoms are at the edges and the Ti5c sites are 
at lower positions. For the density distribution in Figure 18, there is one well-developed peak at 
1.51 Å and one less pronounced adjacent peak at 1.79 Å. Such result indicates that at the TiO2-B 
(100) surface, there are two configurations for the water molecules of the FAWL. We denote the 
two configurations as “H-down” and “H-up”, respectively. For the “H-up” configuration, H atoms 
point away from the surface, with Ow atoms at the top of the Ti5c sites through electrostatic 
interactions. But for the “H-down” configuration, H atoms point to the surface, which facilitates 
the HB formation with the interface O2C atoms. By comparing their relative distance to the surface, 
we conclude that the first peak is from “H-up” water molecules while the second peak is due to 
the “H-down” ones. 
 
5.3.1.4 TiO2-B (001) Surface 
        Lastly, for the TiO2-B (001) surface, there are Ti5c, O2c, and O3c sites at the interface, and our 
previous study observed a weak interaction of water at this surface.15 The density profile of Figure 
18 shows that there is only one distinct peak at 2.15 Å  for the TiO2-B (001) surface. Comparing 
the four studied surfaces, the peak from the TiO2-B (001) surface is much lower and broader. 
The peak position is also the furthest from the surface. This suggests that water interacts weakly 
with the TiO2-B (001) surface, and the FAWL is less ordered. Water molecules on the other three 
surfaces form one- or two-dimensional structures, but the distribution of water molecules on the 
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TiO2-B (001) surface is random. Nevertheless, as shown in Figure 19, because of the weak 
interaction between water and the substrate, at the TiO2-B (001) surface, water molecules of the 
FAWL can easily reorganize and form small clusters via HB interactions. In particular, the C(2×2) 
and P(3×2) patterns appear to be quite stable at the studied room temperature. Similar HB assisted 
water clusters have been also reported on other metal oxide surfaces.62 
 
 
Figure 19. Top view of the FAWL on the TiO2-B (001) surface at t =20.0 ns: HB assisted water 
clusters. The HBs are in green, while the Ti and O atoms are colored by gray and blue, respectively. 
 
 
5.3.2 Orientation Analysis of Adsorbed Water 
        To further understand the structure details of adsorbed water molecules, we analyzed the 
orientational distributions of water molecules from the first density profile peak. As illustrated in 
the inset of Figure 20, the orientational angle θ is defined as the angle between the OH vector and 
the unit vector normal to the surface in the z direction. For the FAWL on rutile (110) surface, the 
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orientation angle analysis in the Figure 20 shows that there is only one sharp peak at about 55°, 
indicating that each water molecule in the FAWL has two H atoms pointing away from the surface. 
While for the rutile (011) surface, two orientational angles were identified at 107° and 35°. This 
suggests that water molecules have one H atom pointing to the surface and the other H atom 
pointing to bulk water. Such orientation facilitates the HB formation for both FAWL/surface and 
FAWL/other water molecules. Moreover, for water molecules at the TiO2-B (100) surface, there 
are two pronounced peaks at 54 and 128°. We can deduce that the two peaks correspond to the “H-
up” and “H-down” configurations. When it comes to the TiO2-B (001) surface, the orientation 
distribution is different. One broad peak around 90° was observed, which agrees with our previous 
RxMD results.15 Such orientation suggests that the O-H bonds are parallel to the TiO2-B (001) 
surface, and water molecules from the FAWL can form HBs easily with each other.  
 
 
Figure 20. Angular distribution of the FAWL at TiO2 surfaces: u1 is the unit vector normal to the 





5.3.3 Vibrational Spectra Analysis of Adsorbed Water  
        Vibrational spectra analysis is a very useful tool to characterize the structures of water 
molecules at interfaces. It can be also calculated from MD simulations by employing the Fourier 
transformation of the velocity autocorrelation function (VACF). In this study, we calculated the 
vibrational spectra of water molecules from the FAWL at the four TiO2 surfaces, to explore the 
correlation between the spectra information and the HB network of water. The normalization of 
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where )(tvi

 represents the velocity of atom of type i (H or Ow atoms) in the defined interfacial 
region at time t. The angular brackets denote the ensemble average, which is evaluated at different 
initial reference times. The vibrational density of states (VDOS) can be calculated from the Fourier 





v )cos()()( dtttCS                                            (5-4) 
In this work, we mainly focus on the stretching mode of O-H bonds in the high-frequency region. 
For the water molecules at TiO2 surface, such as, the water/rutile (110) system, the intensity of 
S() for H atoms is much higher than that of O atoms, suggesting that the dominant contribution 
to the O-H stretching vibration results from the S() of H atoms. Therefore, here the normalized 
VACF is calculated only for the H atoms in the FAWL, so the calculated VDOS contains only the 





5.3.3.1 Rutile (110) Surface 
        As shown in Figure 21, the peaks around 3690 and 3750 cm-1 are characteristic of the 
stretching mode of the O-H bonds in bulk water, which agrees with the experiments and other 
calculation.44 For the interfacial water, the results show that there are two characteristic peaks for 
O-H bond stretching mode of the FAWL at rutile (110), rutile (011), TiO2-B (001) but not the 
TiO2-B (100) surface, where three characteristic peaks were identified in the same region for the 
interfacial water. In detail, Figure 21(a) shows that the peaks for OH vibration modes at the rutile 
(110) surface are located around 3700 and 3770 cm-1. Compared with the bulk water vibration 
modes, there is a blue shift of 10 and 20 cm-1, respectively. It is worth noting that similar results 
have been observed by Xantheas and Dunning66 and their DFT calculations demonstrated that the 
vibrational modes of hydrogen-bonded O-H bonds in water dimer has a characteristic peak at 3712 
cm-1 (aug-cc-pVDZ) or 3748 cm-1 (aug-cc-pVTZ), quite close to the experimental value of 3718 
cm-1.67 We performed an analysis to use the HB assignment to do the vibrational analysis based 
on the type of HB that involves the H atoms. That is, the assignment for the O-H bonds at the rutile 
(110) surface should be the donor bridge H stretch according to the normal modes definition stated 
in previous studies.66 The results (3690 and 3750 cm-1) here agree well with those reference values. 
While for the same water/rutile (110) system, experimental inelastic neutron scattering (INS) 
spectra results show that the OH vibration modes have two peaks at 412 (3322 cm-1) and 416 meV 
(3354 cm-1).68, 69 The difference between the experimental values and the calculation results is 
probably from the different temperatures: in this work, the MD simulations are performed at 300.0 
K, while the temperature of the INS spectra experiments is at 4 K. As for the calculated frequency 
values, when one compares the calculation with the experiments, it is important to consider the 
following factors: (a) the temperature. For example, the ab initio MD (AIMD) simulations by 
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Mattioli et al.,17 have performed AIMD calculations to investigate the structural and vibrational 
properties of a water bilayer adsorbed on anatase (101) surface at different temperatures. Their 
calculated results demonstrated that at 50 K, the stretching mode of O-H bonds of water has three 
distinguishable vibrational frequencies at 2530, 2970, and 3290 cm-1. On the other hand, when the 
temperature is 300 K, the spectra show an unresolved broad band at around 3400 cm-1 for the O-H 
stretching modes. Such observation demonstrates that the increase in temperature will result in a 
higher O-H vibrational frequency. (b) the nature of the surface. One other factor that affects the 
vibrational spectra is the structural and chemical properties of the pristine surface. As discussed, 
the four studied TiO2 surfaces have their unique configurations. The anatase (101) surface is 
different from the rutile (110) surface, which results in different interactions with near surface 
water molecules. Therefore, the vibrational spectra of water on that two surfaces shall be different 
from each other. (c) the computational model and force fields. Kavathekar and co-workers70 
applied a flexible simple point charge (SPC) water model and calculated the vibrational spectra of 
water at different TiO2 surfaces. They found that the O-H vibration modes at rutile (110) surface 
have a broad band at 3453 cm-1. While for other TiO2 surfaces, the corresponding modes generally 
have two characteristic peaks: rutile (101), 3571 and 3663 cm-1; rutile (001), 3538 and 3656 cm-1; 
anatase (101), 3600 and 3669 cm-1; anatase (001), 3584 and 3674 cm-1. Considering the results 
from our flexible SPC/E model, it is obvious that the choice of computational model and force 
field can influence the calculated vibrational spectra results. It is also worth noting that calculated 
vibrational frequencies are typically larger than those from experiments.71 Very often, a scaling 
factor is applied to account for the offset when one directly compares the vibrational spectra 
between simulation and experiment.72-77 
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5.3.1.2 Rutile (011), TiO2-B (100), and TiO2-B (001) surfaces 
        For the FAWL at the rutile (011) surface, the result in Figure 21(b) demonstrates that the O-
H bonds have two peaks at about 3660 and 3760 cm-1. Compared with bulk water, the two modes 
have a red shift of 30 cm-1 and a blue shift of 10 cm-1, respectively. When it comes to the TiO2-B 
(100) surface, two peaks around 3635 and 3710 cm-1 are the characteristic O-H vibration modes, 
displaying significant red shifts of 55 cm-1 and 40 cm-1, respectively. It is worth noting that the 
splitting peak at 3760 cm-1 is from the dangling O-H bonds of water. Lastly, for the FAWL at the 
TiO2-B (001) surface, the O-H bond vibration modes are close to that of bulk water except for a 




Figure 21. Fourier transformation vibrational spectra analysis of the hydrogen atoms of FAWL at 
(a) Rutile (110), (b) Rutile (011), (c) TiO2-B (100), and (d) TiO2-B (001) surfaces. For comparison, 
the result from pure water is also shown. 
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5.3.4 Hydrogen Bond Network of Adsorbed Water 
        It has been reported that the vibrational spectra modes of water are correlated with the HB 
network and its dynamic properties.64, 78-80 In this work, the HB of water from the FAWL is 
calculated based on the geometry criteria:81, 82 
OOHOOHOO
c
OO andRR c                                     (5-5) 
where 
OOR  is the distance between two O atoms, one of which serves as the HB acceptor and the 
other one is regarded as HB donor, while OOH  represents the angle O…O–H. Similarly, 
OORc  and 
OOH
c correspond the upper limit distance and angle for the HB formation, respectively. The two 
thresholds are 3.5 Å and 30°, respectively.82  
 
5.3.4.1 Rutile (110) Surface 
        For water molecules from the FAWL, they can form HBs from three groups of acceptor-
donor: (A) FAWL-substrate, (B) FAWL-FAWL, and (C) FAWL-other water. The calculated 
average HB number for each type is listed in Table 8. For example, the results show that for the 
FAWL at the rutile (110) surface, the average HB number is negligible for type A (0.07) and type 
B (0.02), but it is 1.62 for type C. The percentage analysis in Figure 22 shows that for the FAWL 
at the rutile (110) surface, less than 7% of water molecules can form HBs with the substrate. 
Meanwhile, only about 2% of water molecules from the FAWL can form HBs each other. For type 
C HB, around 32% and 64% water molecules in the FAWL can form 1.0 HB or 2.0 HBs with other 






Figure 22.  The analysis of averaged HBs between: (a) FAWL-substrate; (b) FAWL-FAWL; (c) 
FAWL-other water. Note: in the system of TiO2-B (001), the percentage of more than 2.0 HB is 










Table 8. Average number of HBs of the FAWL with: (A) substrate, (B) FAWL, and (C) other 













Rutile (110) 0.07 0.02 1.62 1.71 
Rutile (011) 1.00 0.12 0.61 1.73 
TiO2-B (100) 1.00 0.10 1.70 2.80 
TiO2-B (001) 0.45 1.82 0.89 3.17 
Bulk Water 3.58 
 
5.3.4.2 Rutile (011) Surface 
        For the average HB number at the rutile (011) surface, the results in Table 8 show that the 
values for type A, B, and C HB are 1.0, 0.12, and 0.61, respectively. Together with the distribution 
analysis in Figure 22, nearly all water molecules from the FAWL form 1.0 HB with the substrate 
surface. This result confirms the aforementioned water structure analysis, that is, each water 
molecule has one H atom pointing to the surface O2c atoms, and the other H atoms are located 
away from the substrate. Furthermore, about 88% water molecules from the FAWL don’t form 
any HB interaction with each other, and about 11.3% water molecules form 1.0 HB within the 
layer. For water molecules from different layers, about 41.5% water molecules from the FAWL 
cannot form any HB with other water molecules, and the other 56.0% water molecules form 1.0 
HB with water molecules from outside of the FAWL.  
 
5.3.4.3 TiO2-B (100) Surface 
        For the average HB number on TiO2-B (100) surface, it is 1.0 and 0.10 for type A and type 
B, respectively, which is similar to the result of the rutile (011) surface. As plotted in Figure 22(a), 
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for the FAWL at TiO2-B (100) surface, 50% of water molecules cannot form HB with the substrate, 
but all the other 50% molecules form 2.0 HB with the surface O2c atoms. Therefore, the averaged 
HB value for type A is 1.0. Together with the aforementioned configuration analysis, we conclude 
that the “H-up” water molecules do not form any HB with the surface, but the “H-down” water 
molecules can form exactly two HB with the O2c atoms of the surface. In addition, according to 
Figure 22(b), we can see that over 90% water molecules of the FAWL cannot form any HB with 
each other, resulting in a negligible HB value for type B. For the HB between the FAWL and other 
water molecules, the results in Figure 22(c) show that 27.7% of water molecules of the FAWL can 
form 1.0 HB, while the other around 70.0 % will form 2.0 HBs. This suggests that over 27% of 
water molecules with the “H-up” configuration have dangling O-H bonds, resulting in the O-H 
vibration modes with a higher frequency around 3760 cm-1. 
 
5.3.4.4 TiO2-B (001) Surface 
        Finally, for water at the TiO2-B (001) surface, the average HBs are 0.45, 1.82 and 0.89 for 
type A, B, and C, respectively. This indicates that each water molecule has 3.17 HBs by average. 
This averaged HB is close to that of bulk water and is much higher than what are observed at other 
three surfaces. In particular, while the other three surfaces show a negligible type B HB, for the 
TiO2-B (001) surface, the averaged type B HB is 1.82. Such a large value also explains the 
formation of HB clusters at the surface. To summarize, the dominating HBs are: type C for the 
rutile (110) surface; type A and C for both rutile (011) and TiO2-B (100) surfaces, and type B and 






5.3.5 Hydrogen Bond Dynamics of Adsorbed Water 
        The HB strength is also calculated by the continuous time correlation functions (TCFs) SHB(t), 




                                                           (5 − 6) 
where the population variable of h(t) is unity when a tagged HB pair is maintained for the time 
period from 0 to t, otherwise zero. Figure 23 shows the calculated SHB(t) variations for type A and 
C HBs, with the result for type B of the TiO2-B (001) shown as the inset in Figure 23(a). For the 
type C HBs of the rutile (110) surface, the SHB(t) curve decays slightly faster than that of bulk 
water, indicating a relatively weaker HB strength. This agrees with the blue shift of OH stretching 
modes shown in Figure 21(a). For the type A HB of the rutile (011) surface, as illustrated in Figure 
23(a), the SHB(t) curve decay significantly slower than that of bulk water, suggesting a stronger 
and more stable HB network. Regarding the type C HB of the rutile (011) surface, the SHB(t) curve 
decays quickly, suggesting a weak interaction between the FAWL and other water molecules. It is 
also worth noting that for the red and blue shifts of O-H stretching modes at the rutile (011) surface 
illustrated in Figure 21(b), the former is from the enhanced interaction of type A HB, and the latter 
is due to the decreased strength of type C HBs.  
        Similarly, for type A and C HBs of the TiO2-B (100) surface, the SHB(t) decays slower than 
the bulk water, which further confirms that both types A and C HB strengths are enhanced. This 
enhanced HB strength results in the red shift of the OH stretching modes as shown in Figure 21(c). 
Additionally, for the type C HB on TiO2-B (001) surface, the SHB(t) curve decays faster than that 
of the bulk water, demonstrating a slight strength decrease of the type C HBs. For the type B HB 
on this surface, the SHB(t) curve, as shown in the inset of Figure 23(a), decays significantly slower 
with respect to the bulk water, suggesting a greatly enhanced strength of the type B HBs. Overall, 
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the HB strength for the FAWL on TiO2-B (001) surface is enhanced and this is why a blue shift of 
the OH stretching modes is observed, see Figure 21(d). 
 
 
Figure 23. Continuous time correlation function SHB(t) for HB network between (a) FAWL-
substrate and (b) FAWL-other water on different TiO2 surfaces. The inset in (a) is the SHB(t) for 
HB network between FAWL-FAWL on TiO2-B (001) surface. For comparison, the result from 
bulk water is also shown. 
 
5.4 Conclusions 
        In this work, classical MD simulations have been carried out to systematically investigate the 
properties of FAWL at four TiO2 surfaces. Water density profile, water angular orientation 
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distribution, the HB structural and dynamic properties and the vibrational spectra have been 
calculated and discussed. Our calculation results show that different water structures can be formed 
near the TiO2 surfaces: (a) rutile (110), Ow atoms atop the Ti5c sites and two H atoms facing away 
from the surface; (b) rutile (011), water molecules lean on the surface with one H atoms directing 
to the surface O2c atoms and the other one pointing towards to bulk water; (c) TiO2-B (100), water 
forms two configurations, “H-up” and “H-down”. The “H-up” configuration has the Ow atoms atop 
the Ti5c sites with two H atoms pointing to bulk water. The “H-down” configuration has both H 
atoms point to the surface O2c sites; (d) TiO2-B (001), water has a random distribution, yet, the in-
layer HBs promote the formation of small water clusters near the surface.  
        Based on the structural and orientational information of the FAWL, the vibrational spectra, 
the HB network and lifetime are also analyzed. Both blue and red shifts of OH vibration modes 
have been observed for the rutile (011) surface. The blue and red shifts have been identified for 
the rutile (110) and TiO2-B (100) surfaces, respectively. The slightly red shift from the TiO2-B 
(001) surface is probably due to the HB assisted clusters formed in the FAWL. The HBs are 
classified as three types: type A, the ones from the FAWL-substrate interaction; type B, the ones 
from the FAWL-FAWL interactions; type C, the ones from the FAWL-other water interactions. 
The calculations reveal the dominating HBs for the studied TiO2 surfaces: rutile (110), type C; 
rutile (011), type A and C; TiO2-B (100), type A and C; TiO2-B (001), type B and C. The 
vibrational spectra, the HB network strength and the HB lifetime are correlated; a significant red 
shift of the vibrational spectra suggests an enhanced HB network, which also results in a much 
longer HB lifetime. For the studied surfaces, the TiO2-B (100) has a most stable HB network and 
the HB lifetime is also the longest. The relationship between the vibrational spectra and interfacial 
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structures and dynamics provides a new perspective of using vibrational spectra experiments to 
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Chapter 6: Interfacial Potassium Induced Enhanced Raman 
Spectroscopy for Single-Crystal TiO2 Nanowhisker* 
 
6.1 Introduction 
        Surface-enhanced Raman spectroscopy (SERS) is one of the most sensitive spectroscopic 
techniques to detect molecules that have a strong Raman response at a single-molecule resolution.1 
In recent years, TiO2 semiconductor-based SERS has attracted much attention due to the 
advantages of low cost, good stability and excellent reproducibility.2-4 TiO2 SERS performance is 
mainly tuned via the preparation protocol where element doping (hydrogen and oxygen), 
morphology manipulation and band structure engineering are beneficial. Compared with 
traditional coinage metal substrates such as gold, silver and copper, TiO2 photocatalytic properties 
enable an environment-friendly removal of adsorbed molecules and a reuse of the SERS substrate.5 
        Despite the promise, semiconductor-based SERS substrates are generally limited by the 
inferior enhancement factor (EF), an index of how sensitive the detection is. The theoretical 
maximum EF for semiconductor-based SERS,4 based on charge-transfer (CT) mechanism, has 
been estimated to be around 106. However, reported experimental EF values for TiO2 substrates 
are only in the range of 10~103. Generally, there are two options to improve the SERS performance. 
The first one is to change the semiconductor morphology and thus enhance the interactions 
between the laser and the substrate. Under this guideline, Alessandri synthesized TiO2 shell-based 
spherical resonators and reported a remarkable Raman scattering enhancement.6 The improvement 
is ascribed to the synergistic effects of high refractive index of TiO2 shell layer and multiple light 
scattering through spherical geometries. Similarly, Zhang and co-workers used a sol-gel method 
and prepared TiO2 inverse opal photonic microarrays.7 They reported that the morphology change 
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results in the photonic band gap change, which in return promotes multiple light scattering and the 
resulted EF is about 104. Recently, we adopted a two-step anodic oxidation process and prepared 
TiO2 nanofoam–nanotube array,8 which shows a remarkable Raman scattering enhancement for 
methylene blue (EF = 2.3 × 105). The second option is to manipulate interactions between the 
substrate and adsorbed molecules. For example, Cong and co-workers engineered oxygen vacancy 
at tungsten oxide nanowire surfaces.9 It was observed that the new interfacial oxygen vacancies 
can enrich tungsten oxide surface states, strengthen adsorbent-adsorbate interactions, and 
eventually produce an improved EF value of 3.4×105. Inspired by Cong’s work, hydrogen or 
oxygen doping has been adopted to treat other semiconductors.5 It is generally accepted that quasi-
amorphous interfacial thin layers and hydrogen or oxygen doping effectively facilitate charge 
transfer, enhance vibrational scattering of adsorbed molecules and improve the SERS performance. 
        It is worth pointing out that defect engineering is a double-edged sword. A poorly designed 
defective interface can severely degrade SERS performance. For example, it was reported that the 
excess amorphous structure at interface can decrease the refractive index, which could weaken the 
interactions between the SERS substrate and the laser.4 Also, interfacial defects can induce the 
transformation and re-combination of electron/hole pairs, which will degrade SERS 
performance.10 For instance, Zhao and co-workers investigated the crystallinity effect of anatase 
TiO2 nanoparticles on SERS performance.11 They concluded that both high degree of crystallinity 
and high concentration of surface defects are critical for a superior SERS performance. However, 
the challenge is that the two factors do not come together very easily for TiO2 materials: using a 
high-temperature treatment (normally above 600 °C) to improve anatase TiO2 crystallinity, one 
can easily witness the intrinsic phase transformation from anatase to rutile TiO2. The as-
synthesized TiO2 substrate has an inferior SERS performance. 
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        In this work, we report a new semiconductor SERS substrate-TiO2 nanowhisker with high 
crystallinity and high thermal stability. The single anatase crystal phase remains intact up to 900 °C, 
which is mainly due to the interfacial potassium. In addition, potassium binds strongly with TiO2 
substrate, producing a negatively charged interface for Raman scattering, as well as altering the 
band gap of anatase TiO2. All three factors, namely, the single-phase crystallinity, the negatively 
charged interface and the reduced band gap, synergistically enable the synthesized anatase TiO2 
nanowhisker to be a supreme SERS substrate, with a maximum EF 4.96×106. The significance of 
this work is two-fold: the report of a new SERS performance record from TiO2 semiconductor, 
and the exploration of interfacial potassium doping effect. We anticipate other alkali elements can 





        Metatitanic acid (TiO2·nH2O) was from Nanjing oil chemicals Co., Ltd., China. Potassium 
carbonate (K2CO3) was from Shanghai chemical reagent factory. Methylene blue (MB) was 
purchased from Tianjin Chemical Reagent Research Institute Co., Ltd. All chemicals were of 
analytical grade and used as received. Deionized water was used in all experiments. 
 
6.2.2 TiO2 nanowhisker synthesis  
        TiO2 nanowhisker was synthesized by a two-step calcination and ion exchange process, as 
illustrated in Figure 24.12 Briefly, metatitanic acid (TiO2·nH2O) and potassium carbonate were 
mixed with a 1.9 molar ratio. The mixture was then calcined in the muffle furnace at 820 °C for 6 
hrs. After that, the as-obtained potassium dititanate was washed with 0.1 M HCl and deionized 
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water, repeating for three times. Finally, the TiO2 nanowhiskers were obtained by calcinating the 
powders at different temperatures for 2 hrs. According to the temperature used in the final 
calcination step, obtained TiO2 samples were named as Z700, Z800, Z900 and Z1000, respectively.  
 
 
Figure 24. Schematic diagram of TiO2 nanowhisker preparation. 
 
6.2.3 Characterizations 
        The crystal structures of those samples were characterized by X-ray diffraction (XRD, Bruker, 
Model D8 with Cu Kα excitation). In addition, the element composition and chemical states of 
studied samples were analysed by X-ray photoelectron spectrometer (XPS, Physical Electronics 
5600). The UV-vis diffuse reflectance spectra (UV-vis DRS) was obtained by a UV-vis 
spectrometer (Perkin-Elmer Lambda 950) over a wavelength range of 300~800 nm. Surface 
morphologies were studied by using field-emission scanning electron microscope (FESEM, 
Hitachi S-4800) at 5 kV, 10 μA. Surface charge of the samples were detected on the Zeta potential 
analyser (Malvern, ZS90). TEM images were obtained employing JEM-2010 UHR at 200 kV. 
 
6.2.4 SERS measurement 
        The Raman signal of MB molecules adsorbed on TiO2 nanowhiskers were obtained using the 
514.5 nm laser excitation. Specifically, we obtain the 10-5 M MB ethanol solution by successively 
diluting a 10-3 M MB solution. Then 20 μL of the 10-5 M MB ethanol solution was added to TiO2 
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substrate, keeping the sample in the dark for 4 hrs to reach the adsorption equilibrium. 
Subsequently, the Raman spectra were collected via the high-resolution confocal Raman 
spectrometer (LabRAM HR-800) using a 50 × LWD objective lens for 10 s and 0.3 mW powers 
in all acquisitions. Each sample was collected at least 5 times from different locations of the sample. 
 
6.3 Results and discussion 
6.3.1 The characterization of TiO2 nanowhisker 
        As shown in Figure 25a, scanning electron microscopy (SEM) images demonstrate that the 
four samples possess one-dimensional morphology. For the Z700 sample, the diameter is about 
300 nm and the length is a few microns. When the temperature increases from 700 °C to 1000 °C, 
all studied samples shrink a little bit and their diameters increase slightly. This indicates that TiO2 
nanowhisker could melt partially at high temperatures. According to XRD characterizations in 
Figure 25b, Z700 and Z800 are pure anatase crystalline phase, while Z900 and Z1000 have a small 
portion of rutile crystalline phase. The content of rutile phase was estimated to be 2 mol % and 10 
mol % for Z900 and Z1000, respectively.13  
 
6.3.2 SERS properties of TiO2 nanowhisker samples 
        Methylene blue (MB) was used as the probe molecule to examine the SERS performance of 
TiO2 nanowhiskers. As shown in Figure 25c, the SERS enhancement factor (EF) is calculated at 
the characteristic peak of 1630 cm-1, which is the aromatic C-C stretching vibration mode:9 
EF = (ISERS /NSERS)/(Ibulk/Nbulk)                                                       (6-1)  
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where ISERS  and Ibulk  refer to peak intensities of the SERS and non-SERS spectra, 
respectively. NSERS and Nbulk correspond to the number of probe molecules in the laser area 
for the SERS and non-SERS measurements.  
 
 
Figure 25. Morphology, crystal structure and SERS properties of four TiO2 nanowhisker samples. 
(a) SEM images of Z700, Z800, Z900 and Z1000. (b) XRD pattern of four TiO2 nanowhiskers. (c) 
Raman spectra of the 10-5 M MB ethanol solution on four TiO2 nanowhiskers and bare glass (inset: 
the 1630 cm-1 intensity of four nanowhiskers). (d) Raman EFs obtained for MB on the Z900 sample, 
as a function of MB concentrations at the 1630 cm-1 peak. (e) The detection limitation test of MB 
on the Z900 sample. 
 
        Significant SERS enhancements are observed for all four samples but there is almost no 
enhancement from the bare glass substrate. The Z900 sample shows the best SERS performance 
compared with other samples. It is probably because Z900 has a high crystallinity. It is worth 
pointing out that when the calcination temperature increases to 1000 °C, a significant phase 
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transformation will occur, from the anatase to rutile phase, which will result in a decrease of Raman 
detecting signal of MB molecules. The trend of anatase phase has a better SERS performance than 
the rutile phase is also reported by Zhao et al.14 As illustrated in Figure 25d, the calculated EF 
from the Z900 sample is 4.96×106 at the 10-6 M MB concentration, which is the best performance 
reported so far for TiO2-based SERS substrates. In addition, the Z900 sample has an applicable 
detection of MB molecules even at a very dilute concentration of 10-7 M, see Figure 25e. Such 
detecting sensitivity is better than most reported results from semiconductor SERS substrates. 
 
6.3.3 TiO2 morphology and SERS performance 
        TiO2 SERS substrates are traditionally polycrystalline materials, with the morphology of 
nanoparticles or mesoporous membranes. The TiO2 nanowhisker synthesized in this work is a one-
dimensional single crystal. A high crystallinity could improve the SERS performance. For example, 
Sun and co-workers reported that one-dimensional semiconductor materials with single crystal 
structures (such as nanowire and nanobelt), are excellent plasmonic waveguides to transfer Raman 
signals and realize remote SERS properties.15 Such signal transfer and remote Raman scattering 
are promising for Raman scattering enhancement. For the Z700 sample, as shown in Figures 26d 
and 26e, remote Raman scattering was also observed. In order to further validate the dominating 
contribution of the single crystal morphology, a new set of three samples has been prepared: Z700 
nanowhisker with the one-dimensional morphology (Figure 26a); ZB700, a sample from ball-
milling Z700, where the single crystallinity was destroyed (Figure 26b); T700, a mesoporous TiO2 
nanowhisker sample prepared with additional water vapor treatment during the Z700 sample 
preparation (Figure 26c). The key differences between three samples: ZB700 sample is composed 
of TiO2 nanoparticles with irregular morphologies; T700 has the one-dimensional morphology, 
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similar to that of Z700. But T700 has a significant number of cavities at the surface. SERS 
performances of the three samples are compared in Figure 26f. First of all, the Raman scattering 
at low wavenumbers (200~800 cm-1) supports that all three samples are generally composed of 
TiO2 anatase phase. However, the SERS performance from the three samples is obviously different: 
at the characteristic 1630 cm-1 peak, the EF has the order of T700 < ZB700 < Z700. It is important 
to point out that despite the one-dimensional morphology, the cavities of T700 significantly 
degrade the SERS performance. In summary, both the single crystallinity and the one-dimensional 
morphology are important for excellent SERS performance.  
 
 
Figure 26. Morphology, Remote SERS and SERS performance of TiO2 samples. SEM images of 
Z700 (a), ZB700 (b) and T700(c). The propagation of light along TiO2 nanowhisker (Z700) under 







6.3.4 Interfacial potassium and significant SERS improvement 
        Despite the performance degradation with respect to Z700 and ZB700, the T700 sample still 
has an EF of 4.13×105, higher than other reported TiO2 semiconductors. Since T700 possesses no 
single crystallinity nor perfect interfacial morphology, the excellent SERS performance is 
attributed by other factors. In literature, Zhao et al. reported that the photo absorption threshold to 
the 4-Mercaptobenzoic acid (4-MBA) adsorbed TiO2 shows a blue-shift, compared with that of 
unmodified TiO2. It is interpreted due to the interaction between adsorbed molecules and TiO2 
substrate.16 Similarly, Cong et al. reported their X-ray photoelectron spectroscopy (XPS) results 
that hydrogen treated W18O49 sample has an increased percentage of W5+, from 30.4 mol % 
(untreated, pristine W18O49) to 47.5 mol %.9 Obviously, there are more surface oxygen vacancies 
of the modified sample. Moreover, they determined UV-vis diffuse reflectance spectroscopy (DRS) 
spectra of R6G molecules deposited on W18O49 and reported a new band from the hybrid sample, 
an evidence of the charge transfer between R6G and W18O49.  
 
 
Figure 27. UV–vis DRS spectra of (a) TiO2 nanowhiskers and (b) Z900 compared with pristine 
Z900 and MB. XPS spectra and binding energies of (c) titanium, (d) oxygen and (e) potassium. (f) 
Zeta potential as a function of pH: the comparison between four studied TiO2 nanowhiskers and 
the commercial P25 sample. 
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        Inspired by those studies, UV-vis DRS and XPS were performed in this work to further 
explore the enhancement mechanism of Raman scattering. As shown in Figure 27a, the photo 
absorption spectra for Z700, Z800 and Z900 samples are very similar to each other, with a same 
onset around 400 nm. Such result is in accordance with the photo absorption onset of TiO2 anatase 
phase. A red shift of the absorption edge for Z1000 was observed, which is mainly due to the phase 
transformation and the resulted rutile phase. Ti2p and O1s peak positions of XPS spectra in Fig. 
27c and 27d further confirmed that Z700 and Z800 are in the anatase phase, while Z900 and Z1000 
have co-existing anatase and rutile phases.17 Moreover, as shown in Figure 27b, we compared UV-
vis DRS spectra of MB molecule adsorbed on Z900 with that of pristine MB and Z900. No new 
band was observed from the spectra of MB modified Z900. In addition, the absorption edge of MB 
modified Z900 was same as that of pristine Z900 sample. Those results suggested that the excellent 
SERS performance of TiO2 nanowhisker is not from defect states near TiO2 conduction band.  
        The Zeta potential measurement in Figure 27f reveals that the point of zero charge (PZC) for 
studied TiO2 nanowhiskers is in the range of pH 3.0 to 3.5, which is remarkably lower than that of 
the commercial P25 TiO2 nanoparticles (~pH 6). Such PZC change indicates that the surface of 
TiO2 nanowhisker is negatively charged, consequently interacting strongly with MB molecules 
through positive charged sites. The enhancement of electrostatic interactions is beneficial for 
SERS performance. We note that similar phenomenon has been reported on a Cu2O SERS 
substrate.18 In order to validate the effect of electrostatic interactions, two molecules with opposite 
charges, namely, crystal violet (CV) (+) and methyl orange (MO) (-), were used to study their 
SERS performances on Z700 sample. As shown in Figure 28, the positively charged CV molecule 
shows a better SERS performance than the negatively charged MO molecule. In conclusion, we 
contributed Raman scattering enhancement observed in this work to synergistic effects: the 
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interfacial potassium induced charge transfer effect and the electrostatic adsorption effect due to 
surface negative charges of TiO2 nanowhiskers. 
 
 
Figure 28. Comparing Raman spectra of bulk dye and SERS spectra of 10-5 M dye solution 
adsorbed on Z700. (a Crystal violet, insert: CV structure; b Methyl orange, insert: MO structure.) 
 
        To further verify the effect of interfacial potassium, we design a third set of experiments: use 
commercially available TiO2 anatase particles (TP) with high purity (99.9%) and mix it with 
K2CO3 (purity 99%). The mixture was heated at 800oC for 2 hrs to dope different concentrations 
of potassium. For the studied samples, “TP-0.14” denotes the TP sample with a content of 0.14 
wt % potassium. As shown in Figure 29, the TP-0.50 sample has the SERS performance of MB 
molecules. When the potassium content was increased to 2.45 wt %, new Raman peaks appear at 
231, 285, 460 and 859 cm-1 of the TP-2.45 sample, see Figure 6a. Interestingly, If there is a phase 
transformation from anatase to rutile, characteristic peaks of rutile13 (235, 445 and 612 cm-1) shall 
appear. Judging from the results in Figure 29a, we conclude there is no rutile phase in the studied 
four samples. Therefore, the new Raman peaks at 231, 285, 460 and 859 cm-1 are attributed to the 
possible formation of a new potassium titanate compound. Such hypothesis is supported by the 
literature where similar peaks have been identified from K2Ti2O5 and K2Ti6O13.19 The DFT 
calculations in Figure 30 also support the formation of a potassium titanate structure. We also note 
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that while a trace of potassium oxide was applied to TiO2 samples, it took a longer time (~ 10 s) 
to detect new Raman peaks. Meanwhile, the prolonged collecting time resulted in very strong 
intensities of characteristic anatase Raman peaks at 141, 393, 514, 635 cm-1, as shown in Figure 
29a. Those peak intensities were beyond the detecting limit of the equipment, therefore were 
interpreted as plateaus. We note that it is challenging to distinguish details of possible new crystal 
phases. This is because there are many potassium titanates and each has complex Raman spectra. 
Also, results in Figure 29b reveal that the Raman signal (1630 cm-1) of MB molecules decreases 
with the increase of potassium. It suggests that a higher content of potassium would downgrade 
the Raman scattering performance. 
 
 
Figure 29. Potassium treated TiO2 particles and their SERS performance. (a) Raman spectra of 
commercial TiO2 particles doped with different content of potassium (0.14, 0.26, 0.50 and 2.45 
wt %) and (b) SERS spectra of MB (10-5 M) on TiO2 particles. 
 
        The content and existence of interfacial trace potassium have been studied in other systems. 
Xie et al. reported that at high temperatures trace salts could disperse on oxide surfaces, 
spontaneously forming a monolayer.20-21 In this work, it is hypothesized that trace potassium (0.5 
wt %) disperses and stays at the surface of TiO2 samples. By a simple sphere model, we estimated 
the coverage of 0.5 wt % potassium on TiO2 particles with different diameters. The analysis shows 
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that when the diameter of TiO2 particle is around 100 nm, which is similar to the size of TiO2 
nanowhiskers in this work, the atomic ratio of potassium/titanium at TiO2 surface is around 1. 
Such analysis suggests that the 0.5 wt % of potassium might form a thin layer at the surface of 
TiO2 samples and show the best SERS performance.  
        In order to further understand the interaction between potassium and TiO2 surface, as well as 
the potassium/TiO2 structural information at elevated temperatures, a series of ab initio density 
functional theory (DFT) calculations and ab initio molecular dynamics (AIMD) simulations have 
been performed via Vienna Ab initio Simulation Package (VASP) of the MedeA computational 
platform.22 The ion-electron interactions were described through the projector-augmented wave 
(PAW) method,23 with the electrons from Ti-pv (3p63d24s2), O (2s22p4) and K-pv (3p64s1). The 
electron exchange and correlation interactions were represented by generalized gradient 
approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) functionals.24 Van der Waals 
interactions were described through Grimme’s DFT-D3 semi-empirical method.25 A cutoff energy 
of 450 eV was adopted for the planewave basis set and all calculations were performed using a 
Gaussian smearing with a width of 0.2 eV. The ionic relaxation is considered converged when the 
atomic force is smaller than 0.02 eV Å−1. Self-consistent field (SCF) cycles would stop when 
successive energy difference is less than 10-5 eV. 
        As shown in Figure 30a, we generated a K-coated TiO2 model via K2O dissociative adsorption 
at the anatase (001) surface. The initial configuration was constructed by placing a 2 × 2 K2O (001) 
supercell on top of a 4-layer anatase (001) surface. The anatase (001) surface model had the size 
of a = b = 11.45 Å, c = 9.50 Å, and a vacuum of 15 Å was added to avoid the interactions between 
periodic images. During the calculations, the bottom 2 layers were fixed to mimic the bulk 
behaviour, and all other parts were allowed to relax. It is worth noting that the size of the 2 × 2 
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K2O (001) supercell was chosen based on the experimental K/Ti ratio of about 1.0. With our 
K2O/TiO2 model, the interfacial K/Ti is 8/9. Figure 30b shows the equilibrium structure at 300 K, 
where eight potassium distribute nicely at the interface and each form two bonds with 
neighbouring oxygen sites. For the interfacial oxygens, 4 were from the K2O supercell and a few 
Ti-O bonds would break during the structural optimization to form interfacial K-O bonds. Other 
than that, there is a negligible TiO2 structural change due to K2O adsorption, which confirms the 
XRD results shown in Figure 25b. Thermal stability of the K-coated TiO2 model has been also 
tested, as illustrated in Figure 30c, the structure remains stable even at 1000 K. No structural 
transition was observed for the anatase (001) surface, which is likely due to the stable K/O structure 
formed at the interface. The excellent thermo stability also explains why the synthesized TiO2 




Figure 30. The K-coated TiO2 model via K2O dissociative adsorption at the anatase (001) surface. 
(a) side and top views of the initial configuration, where a 2 × 2 K2O (001) supercell is placed on 
top of a 4-layer anatase (001) surface; (b) side and top views of the equilibrium K-coated TiO2 
model at 300 K; (c) side and top views of the equilibrium K-coated TiO2 model at 1000 K. Color 
code: purple, potassium; red, oxygen; gray, titanium. 
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        The surface charge information was also studied via the Bader charge analysis method.26 As 
illustrated in Figure 31, the interfacial K and O sites were labelled with respective atomic charges. 
Our calculation agrees with previous DFT results that interfacial potassium would transfer about 
one electron to neighbouring oxygen sites, therefore carries a positive charge.27 The summation of 
all interfacial K and O sites produces an overall negative charge of ~1.3046 e. The Bader charge 
analysis explains the Zeta potential measurements in Figure 27f, and also supports the 
experimental hypothesis that the K-coated TiO2 nanowhisker has a negative surface charge, 




Figure 31. Bader charge analysis for the interfacial potassium and oxygen sites: potassium carries 
a positive while the oxygen sites have negative charges. For charity, only the interfacial charge 
information is displayed. The bottom TiO2 structures is shown by a line model and the charge 







        In summary, TiO2 nanowhiskers have been synthesized with excellent surface enhanced 
Raman spectroscopy properties towards molecules with positive charge groups such as methylene 
blue and crystal violet. By a combination of experimental characterizations and computational 
studies, we reveal that the single-layer coated potassium at the TiO2 nanowhisker helps to achieve 
a high thermo stability, which in return enables a high crystallinity at elevated temperatures up to 
900 °C. In addition, Zeta potential measurements and theoretical Bader charge analysis show that 
the K-coated nanowhisker carries negative surface charges, which favors specific adsorptions of 
methylene blue molecules, and promotes the SERS enhancement factor, an index of SERS 
performance, to be about 4.96×106 and a detection limit around 10-7 M.  
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Chapter 7: Friction of Ionic Liquid–Glycol Ether Mixtures at 
Titanium Interfaces: Negative Load Dependence* 
 
7.1 Introduction 
        Friction, as one of the oldest phenomena, is one of the major causes that result in energy and 
material losses in mechanical processes,1 and plays an important role in the history of mankind 
and in particular of natural science. The milestone of friction mechanism was established in the 
17th century2 that friction force is linearly proportional to the normal load. This theorem, also 
known as Amontons’ Law, in which the monotonic increase of friction with load has been observed 
across a range of length scales.3 Amontons’ law remains good at describing the friction behavior 
in the majority of rubbing surfaces, involving both dry and lubricated contacts, both rough and 
smooth surfaces, both ductile and brittle, and both macroscopic and microscopic contacts.3 
        Despite the successfulness of Amontons’s Law at macro- and micro- scales, one has to pay 
special attention to friction-relevant quantities at micro- and nano- level. Especially, the frictional 
phenomena are more complex, when it comes to soft contact interfaces, such as those composed 
of liquid/liquid or liquid/solid interfaces, because interfacial structural transitions at higher normal 
load might occur. For example, recent friction studies of lamellar graphite surface revealed a 
negative friction coefficient during the atomic force microscopy (AFM) tip retraction process, i.e., 
the friction force increases as the normal load decreases.4 Such negative correlation between 
friction force and normal load is not inherent in the Amontons’s Law. Yet, it has been observed 
from various systems (e.g., graphite, graphene, polymers, or other two-dimensional materials,) and 
under different conditions (such as vacuum).5-10 
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        In the graphene system, the negative friction coefficient is attributed to the partial 
delamination (exfoliation) of topmost graphene layers. When the AFM tip retracts, the tip-surface 
adhesion force can overcome graphite exfoliation energy. Thus, the tip will lift the upper graphene 
layer(s), and separate them locally from the bulk. Therefore, during the friction force measurement, 
a ripple is formed around the AFM tip. In addition, both the ripple height and width will change 
dynamically in response to the tip retraction and the resulted exfoliation of topmost graphene 
layers. Such nanoscale dynamic change of the sliding interface leads to a fundamentally different 
friction coefficient, which, on the other hand, is not incorporated in the Amontons’s Law. This 
lack explains why both positive and negative friction-load dependence were observed on the same 
suspended graphene in different load regimes, from AFM experimental7 and atomistic simulation8 
studies. 
        In this work, by a combination of AFM experiments and molecular dynamics simulations, we 
report another type of negative friction-load dependence from ionic liquid (IL) systems: the 
phosphonium based IL/glycol ether base oil mixture was added onto titanium substrate as lubricant. 
We employed IL/oil mixtures in our experiments, because of the ILs’ high viscosity, which would 
result in a high friction force.11 More importantly, the main cause of friction in hydrodynamic and 
elastohydrodynamic regimes is hydrodynamic drag, which consumes 10-15% of the total energy 
and is proportional to the lubricant viscosity.12 Also, the neat ILs as lubricants are more expensive 
compared with conventional base oils.13-15 One method to improve ILs lubricating efficiency and 
reduce the cost, is to use less viscous lubricants by employing ILs as additives in base oils,7 and 
we therefore investigate in this study the friction behavior of IL/oil mixtures at Ti interfaces.  
        Non-equilibrium molecular dynamics (NEMD) simulations in our work revealed a similar 
negative load-dependent friction behavior as observed in our AFM experiment, and exhibited the 
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IL structural reorientation during tip sliding. When the normal load increases, the cation alkyl 
chains change their orientation, generating a new interface for tip sliding with smaller friction 
force. This structural transition was further supported by calculating self-diffusion properties of 
the studied IL. With a slit-pore model, mimicking the confinement environment near the tip, we 
observed a faster self-diffusion of IL, implying that at larger normal loads, the IL will diffuse faster 
to facilitate the structural reorientation and the new sliding interface formation.  
 
7.2 Experiments and Simulations 
7.2.1 Samples Preparation.  
        Four ionic liquids were synthesized using methods as reported previously,16-18 i.e., 
tributyloctylphosphonium bis(salicylato)borate ([P4,4,4,8][BScB]), trihexylte-tradecyphosphonium 
bis(salicylato)borate ([P6,6,6,14][BScB]), trihexyltetradecylphosphonium bis- 
(mandelato)borate ([P6,6,6,14][BMB]), and trihexyltetradecylphosphonium bis(oxalato)borate 
([P6,6,6,14][BOB]). We also compared the behavior of the commercial IL trihexyltetradecylphosph- 
onium dicyanamide ([P6,6,6,14][DCA]) purchased from Cytec and used as received. The 
experimental samples were prepared by mixing 75wt% ionic liquids in the base oil of diethylene 
glycol dibutyl ether (DEGDBE, ACROS organics, purity ≥ 99%). The IL/oil lubricating film was 
deposited onto Ti substrate (Sigma-Aldrich, Titanium, foil, thickness 0.25 mm, 99.7% trace metals 
basis, Product No. 267503) by the spin-coating method at the speed of 5000 rpm for 60 s. It is 
important to note that the Ti surfaces we used here are α-Ti. Based on our X-ray diffraction (XRD) 
patterns, the α-Ti phase has an hcp crystal structure with lattice parameters of a=2.95 Å, b=2.95 
Å, c=4.68 Å, and structure angles of α=90°, β=90°, γ=120° (reference code: 00-044-1294). 
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7.2.2 Friction Measurements.  
        Friction force measurements (5 μm × 5 μm) were performed on a Multimode 8 atomic force 
microscopy (AFM, Bruker) using Si3N4 cantilever tips (DNP-10, A tip, nominal tip radius=20 nm, 
tip height=6 μm) with a nominal spring constant of 0.35 N/m in contact mode at ambient conditions, 
and the scan rate was 2 Hz. The normal spring constant of each AFM tip was calibrated using 
normal deflection sensitivity of the supported cantilever to transform the normal load signals (in 
V) into true normal load (in N). The calibration procedure was performed whenever a different 
cantilever was used. The average lateral force, given in terms of an output voltage signal (half-
difference of the average lateral deflection signal on the photodetector of the forward and reverse 
traces, in V), was transformed into the friction force (in N) from the torsion of the cantilever.19 
Friction force data presented in this work are the average of five measurements at multiple sample 
positions. 
 
7.2.3 X-ray Photoelectron Spectroscopy (XPS).  
        XPS (Thermal Scientific, USA) analysis was performed on samples before and after AFM 
friction measurements to detect possible changes in interfacial compositions due to AFM tip 
sliding. The analysis was conducted on an Escalab 250Xi Imaging X-ray photoelectron 
spectrometer with a monochromatic Al K α X-ray small spot source (1486.6 eV).  
 
 
Figure 32. Illustration and connection map of AFM experiments and theoretical simulations. 
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7.2.4 Molecular Simulations.  
        As illustrated in Figure 32, two types of molecular dynamics calculations were performed to 
interpret AFM measurements and reveal the molecular level fundamental mechanisms: (a) non-
equilibrium simulations (NEMD) of the friction process, and (b) molecular simulation (MD) of 
the self-diffusion in the confined IL. 
        Recent advances in NEMD simulations of lubricants and additives have been reviewed by 
Ewen and Co-workers.20 Another review of atomic frictions by Dong and Co-authors,21 where 
important parameters, such as materials, surfaces, compliance, contact area, normal load, 
temperature and velocity, have been described in the context of both experiments and simulations. 
In our NEMD calculations, the AFM tip was modelled as a capped single-walled carbon nanotube 
(SWCNT) with the cap radius of 0.5 nm, to help us understand the underlying mechanisms of the 
friction behavior, as what had been done in previous studies.22 
        The neat IL [P4,4,4,8][BScB] was adopted as the lubricant because adding base oil does not 
change the observed trend, which would be explained later in results and discussion. The 
simulation box has the dimension of 4.61 × 4.61 × 16.5 nm3, with 150 [P4,4,4,8][BScB] molecules. 
The bottom of the simulation box was modeled via a fixed Si surface. Our NEMD friction 
simulation protocol started placing the capped SWCNT tip 2.0 nm (the initial insertion depth, Dtip) 
into the IL/Si system to ensure the tip surrounded by the IL molecules, i.e., 5.2 nm away from the 
IL/Si interface (IL thickness of ~7.2 nm). We applied varying external normal loads to approach 
the tip to the IL/Si interface and make intimate contact between the tip and ILs. And we 
simultaneously slid the IL/Si(111) interface laterally with the tip at a constant velocity of 1.0 m/s. 
In our NEMD friction calculation, the non-bonded interactions, consisted of van der Waals (vdW) 
and electrostatic interactions, between different atoms were described by the L-J 12-6 and 
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Columbic potentials, respectively. The SWCNT tip was modeled as neutrally charged particles, so 
there exist no long-range electrostatic interactions, but only short-range van der Waals forces 
between the IL and the neutrally modeled tip. The cutoff distance for non-bonded interactions was 
1.5 nm, and the particle-particle particle-mesh (PPPM) method was employed to calculate these 
interactions.23 The friction force along the tip moving path were determined via an estimation of 
averaged interactions between the IL and the neutrally modeled SWCNT tip during sliding. It is 
noting that our friction calculation started placing the SWCNT tip 5.2 nm away from the IL/Si 
interface which is much larger than the 1.5 nm cutoff distance, indicative of no interactions 
between the tip and Si substrate. The Si surface is therefore simply served herein as a rigid wall to 
hold simulation box.  About the MD simulation for the self-diffusion of the confined IL, we applied 
a slit-pore model to calculate self-diffusion properties of confined [P4,4,4,8][BScB], to understand 
the dynamics of those near-tip IL molecules when the tip approaches the substrate, as demonstrated 
in Figure 32. The slit pore was composed of the rigid graphene tip and rutile (110) substrate with 
the thickness of 1.17 nm.  
Here in diffusion calculations, the surface of the substrate is critical. In order to evaluate the 
mobility of ILs during AFM tip approaching, the entire ILs diffusion confined between the tip and 
the substrate has been to consider. This is different from that in NEMD friction calculations, which 
focused on the tip sliding interface, and the IL molecules around the sliding tip is critical in NEMD 
simulations. The rutile was thus adopted to model the substrate in MD simulations to mimic the 
material used in AFM experiments, because native dense titanium dioxide layers24 are usually 
formed on the Ti surface. Three pore sizes were investigated: Wslit = 5, 7 and 9 nm. The diffusion 
coefficient can be determined from the Einstein Relation: <|r(t ) − r(0)|2> = 2dDt, where r(t) is the 
position of the mass center of IL [P4,4,4,8][BScB] molecule at time t, D is the diffusion coefficient.25  
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7.2.5 Contact Angle, Density and Viscosity Measurements.  
        Contact angles were measured using a Fibro 1121/1122 DAT-Dynamic absorption and 
contact angle tester equipped with a CCD camera at room temperature and ambient humidity. Four 
drops of IL/oil mixtures were placed on Ti substrates manually via a syringe fixture. An Anton-
Paar DMA 4100 density meter was used to measure the density at 20 °C. Viscosity was measured 
with a Lovis 2000 ME Microviscometer (Anton-Paar falling ball type viscometer) at 20 °C using 
a sealed sample tube. 
 
7.3 Results and Discussion 
        We studied a combination of ionic liquid anions and cations, and their mixture with the base 
oil, diethylene glycol dibutyl ether (DEGDBE). The chemical structures of the phosphonium 
cations, [P4,4,4,8]+, [P6,6,6,14]+ and anions, [BOB]-, [BMB]-, [DCA]-, [BScB]-, as well as the base oil 




Figure 33. Structures of two cations, [P4,4,4,8]+ and [P6,6,6,14]+; four anions, [BOB]-, [BMB]-, [DCA]-, 
and [BScB]-; base oil DEGDBE. Color codes are: P (black), B (olive), C (blue), H (gray), O 
(orange), N (navy). 
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        The 75 wt% IL/oil mixtures in our work demonstrate the similar viscosity dependence on 
anions of ILs as neat ILs.16 The dependence of densities for IL/oil mixtures on anions also follows 
the same trend observed in neat ILs.16 This is indicative of the addition of base oil has no influence 
on the dependence of viscosities & densities on anions observed in our IL/oil mixtures. Our 
experience has shown that surface wetting properties exhibit strong effects on the interfacial 
friction.26 We thus examined the IL/oil wettability on Ti substrates, and observed no significant 
differences in contact angles of different IL/oil mixtures on Ti substrates, indicating the wetting 
behavior for different IL/oil mixtures on Ti surfaces is similar. So we can exclude the possibility 
that the following different friction forces of different IL/oil systems result from the interfacial 
wetting behavior. 
 
7.3.1 Negative Friction-Load Dependence in IL/Oil Mixtures at Titanium Interfaces 
Observed by AFM 
        The friction properties of the IL/oil mixture coated Ti surfaces were probed by AFM with the 
20 nm radius Si3N4 tip. As shown in Figure 34(a), a negative friction-load dependence was 
observed for all the studied 75wt% IL/oil mixtures at Ti interfaces, that is, the friction force 
deceases as the normal load increases. This negative load dependent behavior was not only 
observed in 75wt% IL mixtures at Ti interfaces, but also in the neat IL-Ti system and 25 wt% 
IL/oil  (1/3 in wt/wt) mixtures at Ti interfaces. We focused on the 75wt% IL systems in this work. 
The deeper and systematical investigation on the latter ones would be our next urgent step. In this 
work, we focused on the 75 wt% IL systems to reveal the cause of the observed phenomenon. A 
systematical study is undergoing to investigate substrate effect, and whether the negative friction–
load dependence can be extended to other IL systems. It is worth noting, as shown in Figure 34(a), 
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anomalously larger friction forces than normal load were observed in 75 wt% IL systems, however, 
this phenomenon disappeared in 25 wt% IL systems, and occurred again in the neat IL 
[P6,6,6,14][BOB] coated Ti substrates. It is unusual to observe larger friction forces than normal 
load, but  it happens, in different ways. For example, large friction forces were observed for a 
metal-coated AFM tip on mica in UHV at high loads, due to the wear of the surface.27 In the case 
of an IL between negatively charged surfaces, the stable IL structures contain different layers of 
ions. When the interlocking of those ion layers is strongly ordered, the resulted friction force could 
also be larger than the normal load.28-29 
        We attribute the larger friction forces observed in our 75 wt% and neat IL systems to the high 
viscosity. Because the main cause of friction in hydrodynamic/elastohydrodynamic regimes is 
hydrodynamic drag, which is proportional to the lubricant viscosity.12 This indicates that high 
viscous ILs could result in a high friction force.11 As we expected, viscosities in 75 wt% IL/oil 
mixtures are much higher than that in 25 wt% mixtures, and friction forces in latter systems are 
smaller than normal load, with small friction coefficient. So a small amount of the addition of ILs 
in base oil is favorable in reducing friction, and it is necessary for us in a near future to explore the 
friction behavior in IL/oil mixtures by adding small amounts of ILs in base oil. In Figure 34(a), 
the lowest friction is observed at the Ti interfaces coated with IL containing [BScB]- anion. By 
comparing the two ILs containing [BScB]- anion, the IL containing phosphonium cation [P6,6,6,14]+ 
with longer chain provided lower friction forces. On the contrary, without ILs, for the bare Ti 
surface and the Ti surface lubricated by the neat base oil (DEGDBE), there is a positive friction-
load dependence: the measured friction force increases linearly when the normal load increases, 
following existing tribological models previously reported.7, 13, 30 The fitted friction coefficients 
from Figure 34(b) were 0.48 and 0.13 for the bare and the base oil lubricated Ti surfaces 
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respectively. Pertinent questions are why ‘negative’ situation of friction-load dependence occurs 
at titanium surfaces lubricated with 75wt% IL/oil mixtures, but not at the bare Ti surface and the 
Ti surface lubricated with neat DEGDBE. What is the origin of the negative friction-load 
dependence for IL/oil mixtures at Ti interfaces? The resolution of the friction data is insufficient 
to determine the observed ‘negative notion’, friction loops and molecular simulation would be 
performed further to manifest the friction-load relationship. 
 
 
Figure 34. Friction measurements for (a) the IL/oil mixtures coated Ti interfaces, where 75 wt% 
of ILs, namely, [P6,6,6,14][BOB], [P6,6,6,14][BMB], [P6,6,6,14][DCA], [P4,4,4,8][BScB], and 
[P6,6,6,14][BScB], have been studied; (b) bare Ti and base oil lubricated Ti interfaces. 
 
7.3.2 Interfacial Chemical and Topographical Properties.  
        Friction properties can be greatly influenced by chemical composition changes of the 
interface. The Ti surfaces coated by the [P4,4,4,8][BScB]-base oil mixture are examined by X-ray 
photoelectron spectroscopy (XPS) before and after friction tests in order to get deeper insights into 
any chemical reactions occurring at the interfaces. Figure 35(a) shows the survey spectra of the 
[P4,4,4,8][BScB]-base oil coated Ti surface. It clearly reveals the presence of C 1s, O 1s, P 2p, B 1s 
on the surface, before and after AFM measurements, and no significant changes were observed in 
binding energies (< 0.1 eV). This indicates the surface compositions of IL/oil mixtures at Ti 
interfaces are not influenced by AFM sliding procedure. In addition, no new peaks were observed 
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in the high-resolution spectrum of the C 1s after AFM friction measurements (Figure 35b). As 
seen in the high-resolution spectrum of the C 1s electron region before and after AFM 
measurements, three major carbon-containing functional groups are present at 284.7, 286.2 and 
288.6 eV, respectively. The C 1s peak component at 284.7 eV (C-C/C=C)31 is attributed to alkyl 
chains of the [P4,4,4,8] cation and DEGDBE, as well as the aromatic ring of the [BScB] anion. A 
distinct C-O peak at 286.2 eV and the presence of C(=O)-O bond at 288.6 eV31 are assigned to the 
aromatic ring of the [BScB] anion. Moreover, electron regions of O 1s, P 2p, B 1s + P 2s, exhibit 
in the same way before and after AFM sliding procedure. The XPS analysis was also performed 
for other systems involving [P6,6,6,14][BOB]-, [P6,6,6,14][BMB]-, [P6,6,6,14][DCA]-, [P6,6,6,14][BScB]-
base oil mixtures at Ti surfaces. Comparing the spectroscopy information before and after the 
AFM measurements, no changes in both the shape of signal and binding energy values were 
observed, demonstrating no chemical reactions occurred during AFM sliding. 
 
 
Figure 35. XPS spectra of [P4,4,4,8][BScB]-oil mixtures at Ti interfaces, before ([P4,4,4,8][BScB]-B) and 
after ([P4,4,4,8][BScB]-A) AFM friction measurements: a) survey, b) high resolution C 1s scans. 
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        For the Ti surface coated by the [P4,4,4,8][BScB]-base oil mixture, two typical examples were 
presented in Figure 36: one is the topographic image at a small normal load, 9.6 nN, and the RMS 
roughness is 97.9 nm; the other is at a large normal load, 76.6 nN, and the RMS roughness is 98.5 
nm. It is apparent that no significant disruption (or roughness change) was observed as the load 
increased. Similarly, this absence of disruptions holds true to other studied systems. 
 
 
Figure 36. Topographic images of [P4,4,4,8][BScB]-oil mixtures at Ti interfaces at a) smaller 
normal load of 9.6 nN and b) larger normal load of 76.6 nN. 
 
7.3.3 Friction Loops Dependence.  
        As illustrated in Figure 37, at smaller normal loads, e.g., FN = 28.7 nN, AFM tip shears against 
the IL/oil mixture layer far away from the Ti surface. However, the probe penetrates the near 
surface layer32-34 at higher loads, e.g., FN = 76.6 nN, and shears against a different IL/oil mixture 
layer which can be substantially suppressed on the Ti surface. From the recorded high-resolution 
traces, where the friction force is plotted as a function of the lateral displacement, the friction does 
not always remain as a constant and changes locally. As illustrated in Figure 37, a decrease of the 
friction loop width was observed when the normal load was increased from 28.7 nN to 76.6 nN. It 
is concluded that the frictional interaction strength of the studied IL/oil mixtures, which is the 
difference between the forward and the backward friction traces, demonstrated the order: 
[P6,6,6,14][BOB] > [P6,6,6,14][BMB] > [P6,6,6,14][DCA] > [P4,4,4,8][BScB] > [P6,6,6,14][BScB]. Such 
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order is in agreement with the friction force measurements of Figure 34(a). The frictional 
interaction strength corresponds to the magnitude of dissipation energy due to friction, and 
provides a quantitative measurement of the energy lost during a friction loop.35 
 
 
Figure 37. Typical friction loops taken for [P4,4,4,8][BScB] with concentration of 75 wt% in oil at Ti 
interfaces at two different normal loads (FN). Friction values, here given in V, are calculated as the 
average difference for each interfaces, in the friction loop between the back and forth scans. The back- 
and-forth displacement is in the directions indicated by black arrows. 
 
7.3.4 Negative ‘Friction-Load Dependence’ Observed by Simulation.  
        In order to reveal the fundamental mechanism at the molecular level, we performed a series 
of non-equilibrium molecular dynamics (NEMD) simulations to study the atomic-scale sliding 
friction in ILs that is not accessible by AFM. Since the negative friction-load dependence was 
observed only when the ILs were used in the AFM experiments. We observed also a negative load 
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dependent behavior in the neat IL-Ti system, so we adopted the neat IL [P4,4,4,8][BScB] as the 
model to simplify the friction calculation process. The AFM tip was modeled by a capped carbon 
nanotube. Figure 38 shows the calculated friction force as a function of different normal loads, and 
a smaller friction was observed when increasing the normal load. The simulation results reveal a 
similar negative friction-load dependence as observed in our experiments, although there are 
differences in the magnitude of the friction and load. The larger friction forces than normal load 
were also observed in the neat IL system using NEMD simulations, in agreement with that were 
found in AFM experiments, and we attributed this unusual phenomena still to the high viscosity. 
The fact that both experiments and simulations exhibit the same trending, despite their very 
different speeds and tips, suggests the mechanisms observed in simulations are indeed applicable 
to the corresponding experiments. 
 
 






7.3.5 Structural Changes of Ionic Liquids  
        The changes in ion packing, i.e., structural changes, as the AFM tip penetrates the ILs layer 
at higher loads, were further observed in the [P4,4,4,8][BScB] system around the tip during AFM 
scanning. The orientational probability of cations and anions was an excellent way to interpret the 
local structure of the ionic liquid. To determine the orientation behavior of cations and anions at 
the tip interface, we defined the vector P4-1, P4-2, P4-3, P8 and B1, B2 of cation and anion respectively 
using molecular simulation as shown in insets in right panels of Figures 39(a) and (b). We then 
defined angle θ of alkyl chain vector P4-1, P4-2, P4-3, P8 in cation [P4,4,4,8]+ with respect to the normal 
vector z, and angle ψ of the vector B1, B2 in anion [BScB]- to the normal vector z.  
 
 
Figure 39. Orientational probabilities of (a) the angle θ between the interface normal vector z and 
the alkyl chain vector P4-1, P4-2, P4-3, P8 in the cation [P4,4,4,8]+ (left) around the tip and (right) in 
the bulk system, (b) the angle ψ between the interface normal vector z and the vector B1, B2 in the 
anion [BScB]- (left) around the tip and (right) in the bulk system. The insets in right panels of (a) 
and (b) show the vector definition for the orientation analysis of cation and anion, respectively. 
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Figure 40. (a) and (b) are the sketch map showing the main orientations of P4-1, P4-2, P4-3, P8 in the 
cation [P4,4,4,8]+, and B1, B2 in the anion [BScB]-, respectively. Here hydrogen atoms were not 
shown in (a) and (b) to make the illustration more clear. 
 
We evaluated the probability distribution of θ and ψ for the cation alkyl chains P4-1, P4-2, P4-3, 
P8, and the anion B1, B2 around the AFM tip during scanning. In the case of the cation shown in 
Figure 8(a), the θ distribution for alkyl chains is dominated by large peaks around θ ≈ 60°, 90°, 
130°, 90° (orientation I), θ ≈150°, 90°, 130°, 90° (orientation II), which indicates that two of the 
cation alkyl chains are orientated perpendicular to the normal vector z, with two other chains tilted 
pointing to z (see the sketch in Figure 40a). The cation alkyl chains around the tip preferentially 
orient parallel with the tip scanning route, as the normal load increases. The resulted flat-oriented 
cation alkyl chains at a higher normal load, would be favorable in reducing friction force, and be 
responsible for the ‘negative friction-load dependence’. For the anion, two main preferential 
orientations with tilts exist, i.e., orientation I with peaks at ψ ≈ 50°, 110°, orientation II with peaks 
at ψ ≈ 110°, 135°, corresponding to the dominant orientation of the anions already seen in the 
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sketch map in Figure 40(b). Specifically, in both orientation I and II of anions, one of the benzene 
rings points to the scanning tip, leading to an electro-repulsion because of delocalized π electrons 
in benzene ring and tip, which may contribute to the lower friction. Nevertheless, the distributions 
of both cations and anions (right in Figure 8a and b) in bulk system show almost no orientation 
ordering, i.e., no preferred orientation, in comparison with the orientation ordering in near-tip layer.  
 
7.3.6 Diffusion Coefficient-Structural Changes 
        Such structural reorientations observed in Figures 39 and 40 are possible if the diffusion is 
enhanced for the IL molecules. To support the enhanced diffusion hypothesis for the parallel 
oriented structure changes of ILs as the AFM tip penetrates the ILs layer at higher loads, we 
designed three slit-pore models to confine the neat [P4,4,4,8][BScB] using molecular dynamics 
simulation. The NEMD and the diffusion calculations are connected but not identical, and the 
diffusion calculations have qualitatively verified the enhanced diffusion mechanism. Our goal is 
to compare IL diffusion between the tip and the substrate during the AFM tip approaching to help 
us understand structural changes of ILs. In AFM experiments and NEMD friction calculations, the 
tip moves closer to the substrate as the external normal load increases. So we employed slit-pore 
models to mimic the tip approaching the substrate by varying the confinement width.   
        It may be expected that confined ILs exhibit slower self-diffusion, such as the confined 
octamethylcyclotetrasiloxane between an AFM gold tip and mica.36 We highlight a substantially 
enhanced diffusion coefficient in more strongly con- fined system, i.e., 5 nm slit width. The 
diffusion in our cases speeds up in the more strongly confined 5 nm slit pore. As shown in 
Table 9, three slit-pore width 5, 7, and 9 nm were modeled. The diffusion coefficients in 5, 7, 
and 9 nm slit pore are, respectively, (3.42–3.94)×10-12, (1.19–1.38)×10-12, and (1.02–1.20) 
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×10-12 m2 s-1. One can safely assume that further increase of the slit-pore width in our systems 
will produce similar diffusion coefficients to the bulk. The repulsive normal loads at 5, 7, and 
9 nm slit-pore walls are, respectively, 707, 788, and 810 nN, indicating that larger normal loads 
limit the ionic mobility to result in smaller diffusion coefficient. Here it is noteworthy that the 
loads in calculating diffusion coefficient were produced by varying slit-pore widths, different 
from that in friction calculations which were applied directly by external normal loads. 
 
Table 9. Normal loads and diffusion coefficients of [P4,4,4,8][BScB] confined in the slit pore 
(between tip and substrate), calculated by MD simulations. 
Slit width [nm] 
Normal loada) 
[nN] 

















a)Normal load in calculating diffusion coefficient was produced by varying slit-pore widths, 
different from that in friction calculations which were applied directly by external normal 
loads. 
 
        
         Both the acceleration and reduction of the diffusion could occur in more strongly 
confined systems, but the interpretation of diffusion trends varies. For example, some theorists 
attributed the diffusion enhancement to the tight hydrogen- bonding network in the liquid 
molecules and the confined space which shields these hydrogen bonds from fluctuations.37 
The frictionless surface of the confined walls was also a possible explanation.38 But it was 
unclear whether the flow enhancement in confined spaces can be attributed simply to the 
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presence of a nearly frictionless surface.39-40 The diffusivity increase was also found to be 
dependent on the liquid polarity.41 However, it is uncommon to observe an increased internal 
energy in the confined liquids, while the self-diffusion in confined conditions exceeds that in the 
bulk phase. Because stronger intermolecular interactions usually imply smaller diffusivity.42 Some 
investigation ascribed the reduced diffusion in nonpolar fluids to the solidification of confined 
fluid molecules.36 NMR diffusometry experiments showed a higher diffusion coefficient of 
ethylammonium nitrate ionic liquid confined between parallel glass plates of 4.1 m as compared 
with the diffusivity in the bulk. The authors explained the diffusion differences were probably 
related to electrostatic interactions, hydrogen bonding, nanoscale ordering, structural parameters 
in confinement.43 Another experimental technique, transmission electron microscopy, suggested 
that the confined fluid mobility was greatly retarded because of the defects of confined walls.44 
        Therefore, it is difficult to pinpoint a single dominant reason for the diffusion acceleration or 
reduction, and further experimental and theoretical studies are needed to fully under- stand varying 
diffusion phenomena. As for our confined ILs, it is difficult to accurately explain the diffusion 
acceleration in the confined 5 nm slit pore, but we plan next to calculate the interactive energy of 
ILs with the tip and substrate. This can  be utilized to evaluate the binding strength of the confined   
ILs to tell if the surface attractive interactions retard the liquid mobility or not. 
        The enhanced diffusion in the smaller width between the tip and surface in our case led to an 
increase in the near-surface mobility of ions. The faster overall dynamics of the confined 
[P4,4,4,8][BScB] system makes the structure change in cations of ILs easier into a parallel 
orientation as the tip penetrates the ILs layer at higher loads. The resulting parallel orientation of 
ILs, is thus responsible for the lower friction force45-46 at higher loads than that at lower loads. In 
addition, the liquid mass transport and diffusion has been found strongly related to the interfacial 
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friction,47-48 so that the faster diffusion probably also makes a direct contribution to the negative 
friction-load dependence in our systems. 
 
7.4 Conclusions 
        We have measured negative ‘”friction–load dependence” of IL/ oil mixtures at Ti interfaces 
which is associated with the locally structural changes in ILs during approach of an AFM tip. The 
negative phenomenon was also confirmed by our NEMD simulations, in which the friction force 
declines as the normal load increases. Both AFM measurements and NEMD simulations showed 
larger friction forces than the normal loads, which is attributed to the high viscosity. Neither 
chemical reactions nor morphologies were observed at IL/oil mixtures at Ti interfaces before and 
after AFM friction measurements. NEMD simulations revealed a structural reorientation of the 
studied IL as the normal load increases, i.e., the cation alkyl chains of ILs change the orientation 
to preferentially stay parallel to the tip scanning path, similar to the “blooming lotus leaf.” This 
reoriented IL structures produce a new sliding interface and reduce the friction force. We further 
varied the slit-pore width between the tip and the surface using MD simulations to mimic the tip 
approaching the surface at different loads. And a faster diffusion of ILs was observed in the smaller 
slit-pore model, which facilitates such structural reorientation at higher normal loads. The resulted 
new sliding surface to the tip is responsible for the observed smaller friction forces at higher normal 
loads, i.e., the negative friction–load dependence. A systematic study would be continued, 
including the type of IL and base oil; the ratio of IL/base oil; the hydrophobic/hydrophilic nature 
of the tip; the sliding speed of the tip as well as the shape and the contacting surface area; the 
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Chapter 8: Conclusions and Outlook 
8.1 Conclusions 
 
Figure 41. The tree of dissertation outline with the color codes: black-the keyword for the topic; 
blue-the computational method; red-the chapter number. 
 
        As shown in Figure 41, in this dissertation, we have been applying different computational 
methods, coupled with the experiments, to study the structures and properties of the first adsorbed 
monolayer at distinct solid interfaces. The results can be summarized as follows: 
a. Periodic ab initio DFT calculations were utilized to develop a new atomistic force field 
model for alkanethiolate (AT) SAMs on a reconstructed Au(111) surface. The new force field 
parameters were carefully trained to reproduce the key features, including vibrational spectra and 
torsion energy profiles of ethylthiolate (C2S) in the bridge or staple motif model on the Au(111) 
surface, wherein, the force constants of the bond and angle terms were trained by matching the 
vibrational spectra, while the torsion parameters of the dihedral angles were trained via fitting the 
torsion energy profiles from DFT calculations. To validate the developed force field parameters, 
we performed classical MD simulations for both pristine and reconstructed Au−S interface models 
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with a (2√3×3) unit cell, which includes four dodecanethiolate (C10S) molecules on the Au(111) 
surface. The simulation results showed that the geometrical features of the investigated Au−S 
interface models and structural properties of the C10S SAMs are in good agreement with the ab 
initio MD studies. 
b. We report a peculiar wetting phenomenon for Pd(100), Au(100), and their bimetallic 
Pd(100)/Au(100) surfaces. For pristine Pd(100), there is a water droplet coexisting with the well-
defined FAWL on the surface, whereas, on pristine Au(100), the FAWL is fully wet by the water 
film. When the metal surfaces are uniformly compressed to different strains, we observe the 
wetting transition for both Pd(100) (hydrophobicity-hydrophilicity) and Au(100) (hydrophilicity-
hydrophobicity) surfaces. As for the bimetallic Pd(100)/Au(100), there is also a well-designed 
FAWL distributed on the surface, but the other water molecules would unexpectedly shift from 
Pd(100) to Au(100) to form a droplet solely on Au(100) surface. Such distinct phenomenon is 
supposed to result from the hydrophilicity difference of FAWL on these two metal surfaces. 
c. The classical MD simulations were applied to study the properties of FAWL at four TiO2 
surfaces. The calculation results reveal the characteristics of water: (a) rutile (110), Ow atoms of 
water are located at the top sites of Ti5c, and two H atoms facing away from the surface; (b) rutile 
(011), water molecules lean on the surface with one H atoms directing to the surface O2c atoms 
and the other one pointing towards to bulk water; (c) TiO2-B (100), water forms the “H-up” and 
“H-down” configurations. The “H-up” configuration has the Ow atoms atop the Ti5c sites with two 
H atoms pointing to bulk water. The “H-down” configuration has both H atoms point to the surface 
O2c sites; (d) TiO2-B (001), water has a random distribution, yet, the in-layer HBs promote the 
formation of small water clusters near the surface. The vibrational spectra, the HB network strength 
and the HB lifetime are also analyzed in this work. A significant red shift of the vibrational spectra 
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suggests an enhanced HB network, which also results in a much longer HB lifetime. For the studied 
surfaces, the TiO2-B (100) has a most stable HB network, which is evidenced the slowest decay 
of the HB lifetime.   
d. We have successful synthesized the TiO2 nanowhiskers, which show excellent SERS 
properties. The enhancement factor, an index of SERS performance, is 4.96×106 for methylene 
blue molecule detecting, with a detection sensitivity around 10−7 mol·L−1. Characterizations, such 
as XRD, Raman, TEM, UV–vis and Zeta potential measurement, have been performed to decrypt 
structural and chemical characteristics of the newly synthesized TiO2 nanowhiskers. The 
photoabsorption onset ofMB adsorbed TiO2 nanowhiskers was similar to that of bare TiO2 
nanowhiskers. In addition, no new band was observed from the UV–vis of MB modified TiO2 
nanowhiskers. Both results suggest that the high enhancement factor cannot be explained by the 
charge-transfer mechanism. With the support of ab initio DFT calculations, we reveal that 
interfacial potassium is critical to maintain thermal stability of the anatase phase up to 900 °C. In 
addition, the deposition of potassium results in a negatively charged TiO2 nanowhisker surface, 
which favors specific adsorption of methylene blue molecules and significantly improves SERS 
performance via the electrostatic adsorption effect. 
e. The atomic force microscopy experiments and nonequilibrium molecular dynamics 
(NEMD) simulations demonstrate a negative friction–load dependence to ionic liquid (IL)–glycol 
ether mixtures, that is, the friction decreases as the normal load increases. NEMD simulations 
reveal a structural reorientation of the studied IL: as the normal load increases, the cation alkyl 
chains of ILs change the orientation to preferentially parallel to the tip scanning path. The flat-
oriented IL structures, similar to the “blooming lotus leaf,” produce a new sliding interface and 
reduce the friction. A further MD simulation is carried out by adopting slit-pore models to mimic 
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the tip approaching process to confirm the dynamics of ILs. A faster diffusion of ILs in the smaller 
slit pore is observed. The faster diffusion of ILs in the more confined slit pore facilitates the 
structural reorientation of ILs. The resulted new sliding surface is responsible for the observed 
smaller friction at higher loads, also known as the negative friction–load dependence. These 
findings provide a fundamental explanation to the role of ILs in interfacial lubrications. 
 
8.2 Outlook 
        In this dissertation, we developed the force field parameters for the thiolate/defective Au(111) 
interface. Based on the newly-developed parameters, it would be interesting to investigate the 
diffusion of ozone molecules on the SAMs surface. It would be also important to explore the role 
of grain boundary within SAMs on the diffusion motions and the reaction mechanism at the Au-S 
interface. It is reported that, when the SAMs are exposed to the air for a long time, they would be 
oxidized by the ozone molecules in the air. Till now, only few theoretical papers report the 
oxidation reaction at the Au-S interface.  
        In Chapter 4, we studied the unique wetting transition of water molecules on Pd(100) and 
Au(100) surfaces. On the other hand, recent studies have shown that the graphene-based 2D 
materials are capable of protecting metal substrate from corrosion, but little is known about 
underlying mechanisms and how intrinsic defects influence its anticorrosion capacity. Therefore, 
it would also be very interesting to investigate the behaviors of water molecules on graphene-
coated metal surfaces and explore How the structural defects within graphene influence the 
adsorption, diffusion, and reaction of water molecules on the surface. 
        Titanium dioxide,  as an important semiconductor metal oxide, has been widely investigated 
in the field of photocatalysis.  It has been shown experimentally that oxygen vacancy is one of the 
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most important and is supposed to be the prevalent defect in titanium dioxide. However, it is still 
unclear and challenging to understand on how the oxygen vacancy affects the photocatalysis 
reaction. It would be interesting to perform reactive MD simulations to study the H2O interactions 
with the defective TiO2 surfaces. The reactive force field parameters may need to re-trained to 
describe the interactions accurately. 
        Finally, more efforts could be made to understand the behaviors of water molecules on the 
K2O-coated TiO2 surfaces. As discussed in Chapter 6, when the TiO2 surface is covered by a 
monolayer K2O, it can significantly enhance the SERS performance of TiO2 surface. On the other 
hand, prior studies have shown that the pre-adsorbed potassium would remarkedly influence the 
water dissociation. In this context, it would be quite interesting to have detailed insights into the 
interactions on the surface of K2O/TiO2 nanocomposites. 
 
 
 
