Effective multiple clustering systems, or clusterers, have important applications in information security. The aim of the present article is to introduce a new method of designing multiple clusterers based on the Munn rings and describe a class of optimal clusterers which can be obtained in this construction.
Introduction
Douglas Munn has obtained many fundamental results on various ring constructions, see, for example, the monograph [16] and papers [9, 10, [29] [30] [31] [32] [33] [34] [35] [36] [37] . The concept of a Munn ring plays crucial roles in the investigation of several other ring constructions and has been used by many researchers. To illustrate, let us refer to the most recent paper [1] dealing with an application of the Munn rings in representation theory. Often Munn rings are used implicitly in the proofs, as for example, in [12] , see also [40] . Section 3.12 of the book [16] is devoted to the Munn rings, see also Sections 4.3 and 4.5.
Let R be a ring, I and Λ nonempty sets, and let P be a Λ × I-matrix with entries in R. A Munn ring over R with sandwich matrix P is the set M (R; I, Λ; P ), consisting of all I × Λ matrices with a finite number of nonzero entries over R, equipped with the usual addition and multiplication · defined by A · B = AP B, for A, B ∈ M (R; I, Λ; P ). Originally, this construction was motivated by analogy with completely 0-simple semigroups, see [14, 39] for examples of recent results.
The aim of the present paper is to introduce a new method of designing multiple clustering systems, or clusterers, based on the Munn rings and describe a class of optimal clusterers which can be obtained in this construction.
The design of multiple clustering systems has important applications in information security (see, for example, [6] , [11] , [28] and [38] ). Several individual clusterers are often developed for the analysis of malware, and then it is a challenging task to combine them into one multiple clusterer capable of correcting possible errors of the individual clusterers.
Clustering and classification of data play central roles in practical applications of data mining technologies, including information security. This is a novel area where full potential for the application of semigroup and ring constructions has not been explored yet. For broad background information we refer the readers to the monographs [41, 45] and papers [2-5, 15, 19, 21-23, 25, 43, 44] and include only a very brief overview here.
Classification deals with known classes of data. These classes are represented by given samples of data. The samples are used for supervised training of the classifier to enable it to recognize new elements of the same known classes. On the other hand, clustering handles data without known sensible groupings or clusters. The task of a clustering system, or clusterer, is to conduct unsupervised investigation of the data in order to determine new groupings or clusters.
Prerequisites
This section contains only a concise review of prerequisites on clusterers and their cluster sets required for our theorems. We use standard concepts and refer the readers to [5, 13, 16-18, 41, 45] for general background information. For more details on related constructions, we refer to [7, 8, 20, 26, 27] .
Let p be a prime, q a power of p, and let F = F q = GF (q) be the finite field of order q. Throughout I and Λ are finite nonempty sets and R = M (F ; I, Λ; P ) is a Munn ring over F with sandwich-matrix P .
For i ∈ I, λ ∈ Λ, denote by e iλ the standard elementary matrix with 1 in the intersection of i-th row and λ-th column and zeros in all other entries. Clearly, every element r ∈ R has a unique representation of the form r = i∈I,λ∈Λ r iλ e iλ , where all r iλ ∈ F .
Further, we assume that the number m of individual clusterers being combined is equal to the dimension m = |I| × |Λ| of R. Since R has dimension m over F , we can follow the general approach initiated in [24] and endow F m with a multiplication by identifying F m with R. This allows us to consider the cluster sets of multiple clusterers as subsets of R and use small numbers of generators to define multiple clusterers.
The weight wt(r) of r = i∈I,λ∈Λ r iλ s iλ ∈ R is the number of nonzero coefficients r iλ in r. The weight of a subset C ⊆ F m is the minimal weight of a nonzero element in C. The minimum distance of C is the smallest weight of a nonzero difference u − v for u, v ∈ C. If C is a linear space, then the minimum distance of C coincides with its weight. The information rate of a cluster set C in F m can be defined as log q (|C|)/m.
We investigate cluster sets which can be defined as ideals in R. An ideal generated by the elements
where R 1 = R ⊕ F q stands for the ring R with identity 1 adjoined in a standard fashion.
According to [41] , Section 7.5, for a clusterer with a cluster set C to be efficient, the set C must satisfy the following properties:
(A1) The weight of C must be large.
(A2) The information rate of C must be large.
(A3) A convenient method of generating the set C is essential.
(A4) If all vectors of C are recorded in a matrix M , then there should not be strong correlation or functional dependencies between small sets of columns of M . In particular, the matrix M should not have duplicate columns.
Additional properties may be required depending on the practical application being considered.
Main Results
For the sandwich-matrix P , let us define subsets
The main theorem of this paper determines the largest weights of the cluster sets in the Munn rings, as required in (A1).
Theorem 1 Let R = M (F ; I, Λ; P ) be a Munn ring over F such that each row and every column of P has at most one nonzero entry. Then the following conditions hold:
(i) the largest weight of a cluster set of the form id(g 1 , . . . , g k ) in R is equal to W = max{|J|, |L|, |J| × |L|};
(ii) the maximum number of errors of individual clusterers, which can be corrected by a multiple clusterer of the form id(g 1 , . . . , g k ) in R is equal to
Let us now define special generators which occur in all cluster sets of the largest possible weight. Denote by F * the set of all nonzero elements of the field F , and put Proofs of our main theorems follow from the next technical proposition, which describes the ideals generated by the elements of the sets G J , G L and G JL .
Proposition 3 Let R = M (F ; I, Λ; P ) be a Munn ring over F . Then the following conditions hold:
Proofs
The annihilator (right annihilator ; left annihilator ) of R are the sets Ann (R) (respectively, Ann r (R); Ann (R)), defined by
For any i, λ ∈ I, we use the following notation
If X ⊆ I, Y ⊆ Λ, then we put
S X * = j∈X R j * , S * Y = µ∈Y R * Y , R XY = j∈X,µ∈Y R jµ .
Lemma 4 Let F be a finite field, and let R = M (F ; I, Λ; P ) be a Munn ring over F . Then the following equalities hold:
Proof is straightforward and we omit it. 2
Lemma 4 immediately gives us the following

Lemma 5 Let F be a finite field, and let R = M (F ; I, Λ; P ) be a Munn ring over F . Then the following inclusions hold:
(i) G J ⊆ Ann r (R); (ii) G L ⊆ Ann (R); (iii) G JL ⊆ Ann (R).
Proof of Proposition 3. (i): Take any element g in G J . By (2) there exists λ ∈ Λ \ L, and r
First, we claim that the set G J is closed under multiplication by the elements of the form re jµ , for j ∈ I, µ ∈ Λ, r ∈ F . Indeed, re jµ g = 0 by Lemma 5(i). On the other hand, gre jµ = i∈J rr i e iλ · e jµ = i∈J (rr i p λj )e iµ also belongs to G J since the same element p λj occurs in all of these summands. Therefore
To prove the reverse inclusion, note that by Lemma 5(i) expression (1) for id(g) simplifies to id(g) = gR 1 . Since λ / ∈ L, there exists j ∈ I such that p λj = 0. Hence, for any µ ∈ Λ and r µ ∈ F , we get g · r µ e jµ = i∈J r µ p λj r i e iµ in R. Therefore condition (i) follows.
(ii):
It is straightforward to verify that the set G L is closed under multiplication by the elements of the form re jµ , for j ∈ I, µ ∈ Λ, and therefore
Lemma 5(ii) implies that expression (1) for id(g) simplifies to id(g) = R 1 g. Since i / ∈ J, there exists µ ∈ Λ such that p µi = 0. Therefore, for any i ∈ I and r i ∈ F , we get
r iλ e iλ .
Hence Lemma 5(iii) implies that the expression (1) for id(g) simplifies to id(g) = F g, as required in (iii).
(iv): For every g = i∈J r i e iλ ∈ G J and λ ∈ Λ, it is easily seen that the weight of the set    µ∈Λ i∈J r µ r i e iµ r µ ∈ F is equal to |J|. Therefore condition (iv) follows from (i).
(v): For every g = λ∈L r λ e iλ ∈ G L and i ∈ I it is clear that the weight of the set    j∈I λ∈L r j r λ e iλ r j ∈ F is equal to |L|. Therefore condition (v) follows from (ii).
(vi): For every g ∈ G JL , it is obvious that wt(F g) = |J| × |L|. Therefore condition (vi) follows from (iii). 2 Proof of Theorem 2. Let C = id(g 1 , . . . , g k ) be a cluster set with the largest weight in R. Suppose that wt(C) > 1. Consider several possible cases.
Case 1: C ⊆ R JL . Pick a nonzero element g of minimal weight in C. Then g has a unique representation of the form g = i∈J,λ∈L r iλ e iλ , for some r iλ ∈ F . Condition (iii) and the maximality of wt(C) show that r iλ = 0, for all i ∈ J, λ ∈ L. Therefore g ∈ G JL in this case.
Case 2: C ⊆ R JL and C ⊆ R J * . Then there exists an element r ∈ C \ R JL . Since C ⊆ R J * , we can write r = i∈J,λ∈Λ
where all r iλ ∈ F . By the choice of r, there exists µ / ∈ L and j 1 ∈ J such that r j 1 µ = 0. The definition of L shows that p µj = 0 for some j.
Consider the product r · e jµ ∈ C. Since every column of P has at most one nonzero entry, we get
Since wt(C) ≤ wt(r · e jµ ), Proposition 3(i) and the maximality of the weight of C show that wt(r · e jµ ) = |J|. Therefore r iλ p µj ∈ F * for all i ∈ J. This means that r · e jµ ∈ G J , and we are done.
Case 3: C ⊆ R JL and C ⊆ R * L . This case is dual to Case 2, and a dual argument shows that C contains an element from G L in this case. 
Applications and Open Question
Our article makes the very first step in the investigation of the properties of Munn rings motivated by the information security applications. It contains only theoretical results of independent interest, which can be used to guide future experiments for determining how the constructions perform in practical situations.
There do not exist exact and conclusive theoretical criteria of efficiency in clustering and data mining. This is also confirmed by the so-called "no free lunch" theorems in search, optimisation, and machine learning (see, for example, [42] ). The efficiency of applications is always decided on the basis of experimental research. The results of experiments usually depend on particular application area and are evaluated using statistical methods (see, for example, [5] ).
The present paper is motivated by the information security applications and aims to obtain results essential for providing guidance to the design of future experimental work. Theorems 1 and 2 characterize a class of multiple clusterers in the Munn rings, which are optimal with respect to property (A1). This result is essential, because in the design of experiments the researchers are mainly interested in the cluster sets satisfying the basic properties (A1), (A2), (A3) and (A4). However, the following problem motivated by property (A2) remains unresolved. A solution to this problem could help to choose cluster sets satisfying the basic properties (A1) and (A2) simultaneously for experimental evaluation in the future. Several separate experimental publications by a number of authors would be required for conclusive evaluation of the practical performance of applications like this in various areas. We refer to the monographs [41] , [45] and recent articles [15, 19, 28, 43, 44] for examples of experimental investigations of this kind.
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