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Περίληψη 
 
Η ανάλυση γραμμικής συσχέτισης βροχομετρικών παρατηρήσεων μεταξύ 
μετεωρολογικών σταθμών χρησιμοποιείται για να απεικονίσει τη σχέση μεταξύ μιας 
εξαρτημένης μεταβλητής(συνήθως ο μετεωρολογικός σταθμός με τη μικρότερη περίοδο 
καταγραφής δεδομένων) και των ανεξαρτήτων μεταβλητών(γειτονικοί σταθμοί με 
μεγάλη περίοδο καταγραφής). Σε αντίθεση με την κλασσική γραμμική παλινδρόμηση, 
όπου η διαφορά μεταξύ των παρατηρηθεισών τιμών και των εκτιμηθεισών τιμών εi, 
θεωρείται ότι οφείλεται σε λάθη παρατήρησης (αλλά και σε άλλες παραμέτρους που 
τυχόν δεν λήφθηκαν υπόψη, και σε διάφορες απλοποίησες που έγιναν), έχουν 
αναπτυχθεί σήμερα νέα μοντέλα παλινδρόμησης με τη βοήθεια της Ασαφούς Λογικής, 
όπου η παραπάνω διαφορά θεωρείται ότι οφείλεται στην ενυπάρχουσα ασάφεια του 
συστήματος, αλλά επίσης και στην ασάφεια των δεδομένων εισόδου και εξόδου.  Στην 
παρούσα εργασία επιχειρείται η συσχέτιση μεταξύ των μετεωρολογικών σταθμών 
Αγγίστρου και Άνω Βροντούς, στην περιοχή Σερρών, και η ασάφεια του συστήματος 
εξετάζεται με ένα δυνατοτικό μοντέλο γραμμικής παλινδρόμησης, στο οποίο οι είσοδοι 
(παρατηρηθείσες τιμές) θεωρούνται σαφείς, ενώ οι έξοδοι (παρατηρηθείσες τιμές) και 
οι παράμετροι του μοντέλου είναι ασαφείς. Τα αποτελέσματα παρουσιάζονται για 
βαθμούς εμπιστοσύνης h=0 και h=0.7. 
Λέξεις κλειδιά: Ασαφής γραμμική παλινδρόμιση, βροχομετρικές παρατηρήσεις, εφαρμογή. 
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Abstract 
 
Classical linear regression has been used to measure the relationship between 
rainfall data in different meteorological station, in order to evaluate a linear relation and 
to predict the values of rainfall in one station (dependent variables), from the values of 
rainfall of the other station(independent variables). Classical linear regression makes 
rigid assumptions about the statistical properties of the model, accepting the error terms 
as random variables, and the violation of this assumption could affect the validity of the 
classical linear regression. Fuzzy regression assumes ambiguous and imprecise 
parameters and data and may be more effective than classical regression. In this paper 
we evaluate the relation between rainfall data in Aggistron and Ano Vrontou 
meteorological stations, using fuzzy linear regression. In this possibilistic model the 
dependent observed rainfall values are crisp, and the independent observed rainfall 
values as well as the parameters of the model are fuzzy. The results are presented with 
two credibility degrees h=0 and h=0.7. 
Key words: Fuzzy linear regression, rainfall data, application. 
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1. ΕΙΣΑΓΩΓΗ 
 
Η ασαφής λογική χρησιμοποιείται τα τελευταία χρόνια στην Υδρολογία για να 
καλύψει πολλές αδυναμίες της κλασσικής στατιστικής, για τις περιπτώσεις που τα 
υδρολογικά φαινόμενα έχουν πολλές ασάφειες και δεν είναι δυνατόν να θεωρηθούν ως 
τυχαία γεγονότα. Στην κλασσική στατιστική συχνά δύο χρονοσειρές βροχοπτώσεων 
που ανήκουν σε διαφορετικούς σταθμούς βρίσκονται σε κάποια συσχέτιση και 
αποτελούνται από διαφορετικό εύρος μετρήσεων. Π.χ. στον σταθμό Α υπάρχει μια 
διαθέσιμη χρονοσειρά 15 ετών, ενώ στον σταθμό Β υπάρχει μια διαθέσιμη χρονοσειρά 
30 ετών. Εξ αιτίας της συσχέτισης αυτής υπάρχει η δυνατότητα της συμπλήρωσης των 
ελλειπουσών τιμών, ούτως ώστε να επιμηκυνθεί η μικρότερη διαθέσιμη χρονοσειρά. 
Βέβαια για τη συσχέτιση των δύο σταθμών υπάρχει η έννοια του μετεωρολογικού 
συστήματος και θα πρέπει οι συσχετιζόμενοι σταθμοί να θεωρούνται γειτονικοί 
(ΥΔΡΟΓΝΩΜΩΝ, 2010).  
Η ανάλυση συσχέτισης χρησιμοποιείται για να απεικονίσει τη σχέση μεταξύ της 
εξαρτημένης μεταβλητής(συνήθως ο βροχομετρικός σταθμός με τη μικρότερη περίοδο 
καταγραφής δεδομένων) και των ανεξαρτήτων μεταβλητών(γειτονικοί σταθμοί με 
μεγάλη περίοδο καταγραφής), και χρησιμοποιείται κυρίως ένα μοντέλο  γραμμικής 
παλινδρόμησης, (Σκριμιζέας, 2014) για την εύρεση της παραπάνω σχέσης ως εξής:   
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Στην κλασσική γραμμική παλινδρόμηση η διαφορά μεταξύ των παρατηρηθεισών τιμών 
και των εκτιμηθεισών τιμών από το μοντέλο, θεωρείται ότι οφείλεται σε λάθη 
παρατήρησης και η διαφορά αυτή εi αποτελεί τυχαία μεταβλητή με  κανονική κατανομή. 
Υπολογίζονται άνω και κάτω όρια της εκτιμηθείσης τιμής και η πιθανότητα ότι η 
εκτιμηθείσα τιμή θα κείται μεταξύ των δύο ορίων παριστάνει την εμπιστοσύνη της 
εκτίμησης. Η κλασσική λοιπόν παλινδρόμηση θεωρείται πιθανοτική(probabilistic), 
έχει πολλές εφαρμογές αλλά είναι προβληματική εάν το σύνολο των δεδομένων είναι 
μικρό, ή εάν είναι δύσκολο να αποδειχθεί ότι το σφάλμα έχει κανονική κατανομή, ή εάν 
υπάρχει ασάφεια μεταξύ ανεξαρτήτων και εξαρτημένων μεταβλητών ή εάν η παραδοχή 
γραμμικότητας είναι ακατάλληλη (Savic and Pedrycz, 1991).  
Σήμερα έχουν αναπτυχθεί νέα μοντέλα παλινδρόμησης με τη βοήθεια της 
Ασαφούς Λογικής (Tanaka, etal, 1982; Tanaka, 1987; Tanaka and Watada, 1988; 
Tanaka and Hayashi, 1989; Tanaka and Ishibuchi, 1991; Papadopoulos and Sirpi ,1999; 
2004; Τζιμόπουλος και Παπαδόπουλος, 2013), τα οποία δίνουν μια εναλλακτική 
προσέγγιση ως προς την κλασσική παλινδρόμηση, όταν αυτή παύει να ικανοποιεί τα 
παραπάνω αναφερθέντα περιστατικά (Kim et al, 1996).  Στα ασαφή αυτά μοντέλα η 
παραπάνω διαφορά θεωρείται ότι οφείλεται στην ενυπάρχουσα ασάφεια του 
συστήματος, αλλά επίσης και στην ασάφεια των δεδομένων εισόδου και εξόδου.  Η 
απάντηση για μια ειδική τιμή εισόδου βρίσκεται σε μια περιοχή  δυνατών τιμών, 
δηλαδή η απάντηση μπορεί να πάρει οποιαδήποτε από τις δυνατές αυτές τιμές. H 
ασαφής παλινδρομική ανάλυση χρησιμοποιεί ασαφείς συναρτήσεις για τους 
συντελεστές της παλινδρόμησης σε αντίθεση με την κλασσική παλινδρομική ανάλυση. 
Το παραπάνω πρόβλημα(Tanaka and Hayashi, 1989; Redden and Woodall, 1996) 
συνήθως έχει τις ακόλουθες τρεις περιπτώσεις:a) Σαφείς τιμές εισόδου xij και εξόδου 
yj.b) Σαφείς τιμές εισόδου xij : ασαφείς τιμές εξόδου 
i
y~  και εκτίμησης
i
~
 . c) Ασαφείς 
τιμές εισόδου 
ij
x~ και εξόδου
i
y~  : ασαφείς τιμές εκτίμησης
i
~
 . 
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Η προσαρμογή ενός μοντέλου ασαφούς παλινδρόμησης γίνεται με δύο γενικές 
μεθόδους: 
Ι) Το δυνατοτικό μοντέλο (Tanaka, etal, 1982; Tanaka, 1987; Redden and 
Woodall, 1996; Savic and Pedrycz, 1991, κα). H ασαφής παλινδρόμηση είναι 
δυνατοτική(possibilistic, Γουάλλες, 2005) και η συνάρτηση συμμετοχής 
F
~ ενός 
ασαφούς αριθμού F
~
 θεωρείται ίση με την συνάρτηση κατανομής της δυνατότητας 
(possibility distribution function) πx(x). Ελαχιστοποιείται η ασάφεια του μοντέλου, 
λαμβάνοντας το ελάχιστο της ολικής απόκλισης των ασαφών παραμέτρων από τη μέση 
τιμή τους, υπό τον όρο, οι πειραματικές τιμές κάθε δείγματος θα περιλαμβάνονται μέσα 
σε ένα ορισμένο διάστημα δυνατών τιμών. 
ΙΙ) Το μοντέλο των ελαχίστων τετραγώνων (Diamond , 1990; Chang and Lee , 
1996; Yang and Liu, 2003). Eλαχιστοποιείται η απόσταση μεταξύ της εκτιμηθείσης 
τιμής εξόδου του μοντέλου i
~
  και της παρατηρηθείσης τιμής εξόδου 
i
y~ . H μέθοδος 
αυτή του Diamond θεωρείται ως επέκταση της κλασσικής προσέγγισης της γραμμικής 
παλινδρόμησης, στηριγμένη στην ιδέα της έρευνας της καλύτερης επάρκειας του 
μοντέλου στα δεδομένα. 
Παρακάτω θα περιγραφεί ένα δυνατοτικό μοντέλο για τις (a) και (b) περιπτώσεις 
και θα δοθεί μια αριθμητική εφαρμογή για τις  περιπτώσεις αυτές. Θα πρέπει να 
τονιστεί ότι αν και ορισμένα δεδομένα έχουν μετρήσιμα εύρη που κάνουν τη μέθοδο μη 
χρηστική(outliers), στην παρούσα εργασία δεν παρατηρήθηκαν τέτοια φαινόμενα. 
Επίσης θα πρέπει να διευκρινιστεί ότι η αναπαράσταση των ασαφών αριθμών αφορά 
ασαφείς συμμετρικούς τριγωνικούς αριθμούς.  
 
 
2. ΜΑΘΗΜΑΤΙΚΟ ΜΟΝΤΕΛΟ 
 
2.1 ΓΕΝΙΚΟΤΗΤΕΣ 
 
Θέτουμε μια περισπωμένη σε ένα κεφαλαίο γράμμα για να δηλώσουμε ένα ασαφή 
αριθμό. Έτσι A
~
,C
~
,K
~
κλπ. παριστάνουν ασαφείς αριθμούς. Γράφουμε )x(μ
A
~ έναν 
αριθμό στο [0,1] για τη συνάρτηση συμμετοχής του A
~
που ορίζεται στο x. Μια α-Τομή 
του A
~
γράφεται ως α]A
~
[ και ορίζεται ως .1α0για},α)x(μx{
A
~   Ορίζουμε 
επίσης 0]A
~
[  ως την κλειστότητα της ένωσης όλων των A
~
, .1α0   Ένας τριγωνικός 
συμμετρικός ασαφής αριθμός ορίζεται ως A
~
=(m,c), όπου m=το μέσο της βάσης του 
τριγώνου και c=το μισό εύρος της βάσης του. Επειδή οι α-Τομές των ασαφών αριθμών 
αποτελούν πάντοτε κλειστά, φραγμένα, διαστήματα, γράφουμε: )]α(A),α(A[]A
~
[ rα  , 
για κάθε α. 
 
2.2. ΑΝΑΠΤΥΞΗ ΜΟΝΤΕΛΟΥ 
 
Έστω μια ασαφής εξαρτημένη μεταβλητή 
j
Y
~
 και xij οι ανεξάρτητες μεταβλητές 
που επηρεάζουν τη μεταβλητή 
j
Y
~ . Το αποτέλεσμα της ασαφούς γραμμικής 
παλινδρόμησης θα είναι μια εξίσωση της μορφής: (Tanaka, 1987; Tanaka and Watada, 
1988; Tanaka and Hayashi, 1989; Tanaka and Ishibuchi, 1991, κ.ά.), 
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,   (1) 
όπου οι μετρηθείσες τιμές εισόδου xij, αποτελούν κλασσικούς σαφείς αριθμούς και οι 
μετρηθείσες τιμές εξόδου yj, αποτελούν κλασσικούς σαφείς αριθμούς ή και ασαφείς 
αριθμούς
i
y~  . Οι παράμετροι )c,r(A
~
iii
 θεωρούνται ασαφείς συμμετρικοί τριγωνικοί 
αριθμοί, με συνάρτηση συμμετοχής που δίνεται ως ακολούθως: 










iiii
i
i
iiii
A
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crxcr
c
rx
1
crxή,crx0
)x(μ
i
 (2) 
iA
~
ri-ci ri+ciri-(1-h)ci
ri+(1-h)ciri
)x(
iA
~
ri
h
0
 
Σχήμα. 1. Ασαφής παράμετρος )c,r(A
~
iii
 . 
 
Τα στοιχεία ri,ci, αποτελούν αντίστοιχα το μέσον και το εύρος (spread) της 
παραμέτρου  .A
~
i  Οι συναρτήσεις συμμετοχής γράφονται συνήθως με τη βοήθεια του L, 
τύπου ως ακολούθως:    ,)X1(L)X(L)
c
xr
(L
i
i 

και έχουν την ιδιότητα: L(0)= 1, 
και h1)h(L 1   . 
Οι h-Τομές εμπιστοσύνης (α-Τομές), (Chang and Lee, 1996) της παραμέτρoυ iA
~
 
δίνονται ως ακολούθως: 
 
],c)h(Lr,c)h(Lr[]A
~
[ i
1
ii
1
i
h
i
    (3) 
 
και αν πολλαπλασιαστούν επί xij θα προκύψει: 
 
]xc)h(Lxr,xc)h(Lxr[]xA
~
[ iji
1
ijiiji
1
iji
h
iji
  . 
 
Επειδή οι  h-Τομές εμπιστοσύνης συμπεριφέρονται ως διαστήματα (Moore,1966, 
Kaufmann and Gupta, 1991), για δύο διαστήματα θα έχουμε: 
]a,a[]a[],a,a[]a[ r i11i1i
r
iii  
 και το άθροισμά τους θα ισούται:  
].aa,aa[]aa[ r i1
r
i1ii1ii  
 Εφαρμόζοντας λοιπόν τη θεωρία των διαστημάτων, 
το παραπάνω άθροισμα 1x,xA
~
Y
~
j0
n
0i
ijij 

 , που αποτελεί άθροισμα  πολλών 
διαστημάτων, θα γίνει: 
 
,1x],xc)h(Lxr,xc)h(Lxr[]Y
~
[ j0
n
0i
iji
1
ij
n
0i
i
n
0i
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ij
n
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h
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
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 (4) 
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Για h=0, θα έχουμε: 
 
1x],xcxr,xcxr[]Y
~
[ oj
n
0i
iji
n
0i
iji
n
0i
iji
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0h
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 .   (5) 
 
Έτσι ο ασαφής αριθμός jY
~
 θα αποτελεί ένα συμμετρικό τριγωνικό αριθμό με μέσο 
,xrm
n
0i
ijij 

 και εύρος ,xcC
n
0i
ijij 

  όπως φαίνεται στο παρακάτω σχήμα:  
mi-Ci mi+C
i
mi
h
0 Y
~
Y
~
mi-(1-h)Ci mi+(1-h)Ci  
Σχήμα  2. Περίπτωση για σαφή τιμή εξόδου yi. 
H συνάρτηση συμμετοχής του jY
~
 είναι: 
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iji
n
0i
ijij
Y
~
j
 (5.1) 
 
Εισάγεται τώρα ο βαθμός εμπιστοσύνης h, ως δείκτης που καταδεικνύει ότι η 
εκτιμηθείσα συνάρτηση συμμετοχής μιας παρατήρησης 
iy είναι πάντα μεγαλύτερη ή 
ίση από τον βαθμό εμπιστοσύνης h (Heasmaty and  Kandel , 1985, Moskowitz and Kim, 
1993): 
 
h
)y~(Y
~
ii
 . (5.2) 
 
Η παραπάνω σχέση δηλώνει ότι η παρατηρηθείσα τιμή yi για βαθμό εμπιστοσύνης h, 
πρέπει να περιλαμβάνεται μέσα στην εκτιμηθείσα τιμή hj]Y
~
[  (Charfeddine et al,  2004). 
Επομένως θα ισχύει:  
 
1x,xc)h(Lxryxc)h(Lxrή]Y,Y[y j0
n
0i
iji
1
ij
n
0i
ij
n
0i
iji
1
ij
n
0i
i
h
R
h
L  





 (6) 
 
Επι πλέον θα πρέπει να ελαχιστοποιείται η ολική ασάφεια του μοντέλου με 
ελαχιστοποίηση του συνολικού εύρους (spread) των συντελεστών, και σύμφωνα  με 
τους Tanaka, (1987), Bisserier, (2010) κ.ά. το πρόβλημα αυτό καλείται ελάχιστο 
πρόβλημα (min. Problem): 
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.0c,xcmcxcc)cmin( i
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n
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mi-Ci mi+Ci
h
Y
~
mi-(1-h)Ci
mi+(1-h)Cimi
yi+(1-h)ei
yi
jY
~
Παρατηρηθείσα     τιμή
)e,y(y~ jjj 
Εκτιμηθείσα τιμή
 
   Σχήμα 3. Περίπτωση για ασαφή μετρηθείσα τιμή εξόδου 
i
y~ . 
Για τη περίπτωση όπου η παρατηρηθείσα τιμή εξόδου 
i
y~  είναι ασαφής με μέση 
τιμή yi και εύρος ei(Σχ. 3), θα ισχύει:    ]Y,Y[]y
~[ hR
h
L
h
j  ,   και τo παραπάνω πρόβλημα 
μορφοποιείται ως ένα πρόβλημα Γραμμικού Προγραμματισμού:  
.0c,xcmc)cmin( i
m
1j
n
1i
iji0  
 
   (8) 
s.t. 
,e)h(LyX)c)h(Lr(,e)h1(yxc)h(Lxr
,e)h(LyX)c)h(Lr(,e)h1(yxc)h(Lxr
1T1T
jj
n
0i
iji
1
ij
n
0i
i
1T1T
jj
n
0i
iji
1
ij
n
0i
i














 (9)                     
0c,1x
],e,.......e,e[e],y,.......,y,y[y],c.......,,c,c[c],r,.......,r,r[r
ij0
n10
T
n10
T
n10
T
n10
T



 
Για την περίπτωση που έχουμε σαφείς τιμές εξόδου yj, στις παραπάνω εξισώσεις τίθεται 
ei=0.  
 
3. ΕΦΑΡΜΟΓΗ 
 
3.1. ΓΕΝΙΚΑ 
 
Στα πλαίσια μιας έρευνας (Ορφανίδου, 2005), επιλέχτηκε μια περιοχή στην 
πεδιάδα των Σερρών με 6 Βροχομετρικούς Σταθμούς με κοινά Βροχομετρικά δεδομένα  
από 1929 έως 1941. Οι 6 Βροχομετρικοί Σταθμοί είναι οι ακόλουθοι: 1) Άνω Πορρόϊα, 
2) Κάτω Πορρόϊα, 3) Άγγιστρον, 4) Κάτω Νευροκόπι, 5) Άνω Βροντού, 6) Αηδονοχώρι 
( Σχήμα 4) 
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Σχήμα 4. Μελετηθείσα περιοχή 
Τα γεωγραφικά πλάτη, γεωγραφικά μήκη και υψόμετρα των σταθμών αυτών δίνονται 
στον Πίνακα 1. 
 
   
Πίνακας 1. Γεωγραφικά στοιχεία της μελετηθείσης περιοχής 
α/α Σταθμοί
Γεωγραφικό 
Μήκος
Γεωγραγικό 
Πλάτος Υψόμετρο
Υδρολογική 
Λεκάνη
Περίοδος Φορέας
1 Αηδονοχώρι 23
0
44' 40
0
50' 212 Στρυμώνα 1929-1941 Δ.Ε.Β.Υ.Π.
2 Άνω Πορόϊα 23
0
02' 41
0
 18' 395 Στρυμώνα 1929-1941 Δ.Ε.Β.Υ.Π.
3 Κάτω Πορόϊα       23
0
 33΄΄ 41
0
17΄ 184 Στρυμώνα 1929-1941 Δ.Ε.Β.Υ.Π.
4 Άνω Βροντού 23
0
 41' 41
0
 18' 1040 Στρυμώνα 1929-1941 Δ.Ε.Β.Υ.Π.
5 Άγγιστρο 23
0
 26΄ 41
0
 22΄ 289 Στρυμώνα 1929-1045 Δ.Ε.Β.Υ.Π.
6 Κάτω Νευροκόπι 23
0
 45΄ 41
0
  18΄ 555 Στρυμώνα 1929-1045 Δ.Ε.Β.Υ.Π.  
 
Οι συντελεστές συσχέτισης των παραπάνω χρονικών περιόδων δίδονται στον 
παρακάτω Πίνακα 2. Από τον Πίνακα αυτόν λαμβάνονται μόνο τα ζεύγη Σταθμών με 
συντελεστή Συσχέτισης μεγαλύτερο από 0.77. Οι αριθμοί αυτοί φαίνονται στον Πίνακα 
2 με έντονο μαύρο χρώμα. 
                         
 
Πίνακας 2. Συντελεστές συσχέτισης για τα βροχομετρικά στοιχεία 
Άγγιστρο Άνω Βροντούς Αηδονοχώρι Άνω Πορρόια Κ. Νευροκοπίου Κάτω Πορρόια
Άγγιστρο 1.00 0.84 0.70 0.35 0.73 0.86
Άνω Βροντούς 1.00 0.78 0.44 0.84 0.77
Αηδονοχώρι 1.00 0.34 0.76 0.78
Άνω Πορρόια 1.00 0.18 0.48
Κ. Νευροκοπίου 1.00 0.67
Κάτω Πορρόια 1.00  
 
Για λόγους οικονομίας στον Πίνακα 3 δίδονται τα μέσα μηνιαία ύψη βροχής(mm) 
μόνο για τους δύο σταθμούς Άγγιστρο(Χ) και Άνω Βροντούς(Y) για τις 12 χρονικές 
περιόδους, οι οποίοι και εξετάζονται στη συνέχεια. Εξετάζονται δύο περιπτώσεις: 
 
3.1.1. Περίπτωση (a) 
 
Τα μηνιαία ύψη της Άνω Βροντούς θεωρούνται σαφείς αριθμοί και ως βαθμοί 
εμπιστοσύνης θεωρούνται δύο τιμές: h =0 και h=0.7. 
Κάτω Νευροκόπι 
Άνω Βροντού 
Άγγιστρον 
Αηδονοχώρι 
Άνω ΠορρόΪα 
Κάτω ΠορρόΪα 
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Πίνακας 3. Μέσα μηνιαία ύψη βροχής 
Χρον. Περίοδος 1929-30 1930-31 1931-32 1932-33 1933-34 1934-35 1935-36 1936-37 1937-38 1938-39 1939-40 1940-41
¨Αγγιστρο, Χ= 47.6 65.6 40.3 30.8 45.1 54.1 58.7 60.6 55.1 45.9 54.7 47.5
Άνω Βροντού, Υ= 65.8 118.9 57 52.5 61.1 73.9 104.4 83.1 78.8 79 106.5 77.5  
 
Για h=0, οι παραπάνω σχέσεις γίνονται: 
 
)60612min( 10 cc   
s.t. 
5.77c5.47r5.47cr
...............................................
8.65c5.47r5.47cr
5.77c5.47r5.47cr
................................................
8.65c6.47r6.47cr
1100
1100
1100
1100




 
 
Η λύση του προβλήματος αυτού είναι: 
j1j x)893731.1,419355.1()9129.2,9129.2(Y
~
 , ενώ 
οι δύο παράμετροι 0A
~
 και 1A
~
 δίνονται στo Σχήμα 5.  
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
-3 -2 -1 0 1 2 3
0
A
~
1
A
~
A
~
X
 
Σχήμα 5. Οι παράμετροι 
0
A
~
και 
1
A
~
, h=0. 
Τέλος η ασαφής παλινδρόμηση των δύο βροχομετρικών σταθμών εμφανίζεται στο 
Σχήμα 6.  Η εμφανιζόμενη  ευθεία y=1.818x-11.941 αποτελεί την ευθεία της κλασσικής 
γαμμικής παλινδρόμησης. 
0
20
40
60
80
100
120
140
30 35 40 45 50 55 60 65 70
h=0
h=0.7
h=0.7
h=0
y = 1,8181x - 11,941
ym=(yl +yr )
Y(Άνω 
Βροντού)mm
X(Άγγιστρο)mm
 
Σχήμα 6. Ασαφής παλινδρόμηση των δύο βροχομετρικών σταθμών 
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3.1.2. Περίπτωση (b) 
Τα μηνιαία ύψη της Άνω Βροντούς θεωρούνται ασαφείς συμμετρικοί αριθμοί με 
εύρος 
jj y2.0e  . Θεωρούμε δύο τιμές του βαθμού εμπιστοσύνης: h =0 και h=0.7. 
 
Στην εξίσωση (1) έχουμε 
j110j
xA
~
A
~
Y
~
 και για h=0, οι παραπάνω σχέσεις  (8) και (9) 
γίνονται πλέον: 
   
)c606c12min( 10   
s.t. 
62c5.47r5.47cr
...............................................
64.52c5.47r5.47cr
93c5.47r5.47cr
................................................
96.78c6.47r6.47cr
1100
1100
1100
1100




 
Η λύση του προβλήματος αυτού είναι: j1j x)53.0,666.1()3303.2,0(Y
~
 , οι δύο 
παράμετροι 
0
A
~
 και 
1
A
~
 δίνονται στo Σχήμα 7, και η ασαφής παλινδρόμηση των δύο 
βροχομετρικών σταθμών εμφανίζεται στο Σχήμα 8. Η εμφανιζόμενη  ευθεία y=1.818x-
11.941 αποτελεί την ευθεία της κλασσικής γραμμικής παλινδρόμησης 
0
0,2
0,4
0,6
0,8
1
-3 -2 -1 0 1 2 3
1.67
1
A
~
x
A
~μ
0A
~
 
Σχήμα 7. Οι παράμετροι 
0
A
~
και 
1
A
~
, h=0. 
.
0
20
40
60
80
100
120
140
160
20 30 40 50 60 70
Y(Άνω 
Βροντού)mm
X(Άγγιστρο)mm
Στηρίγματα
Πυρήνας
y=1.818x-11.941
h=0
h=0
h=0.7
h=0.7
h=0.40

 
 
    Σχήμα 8. Ασαφής παλινδρόμηση των δύο βροχομετρικών σταθμών. 
                                      ΥΔΡΟΤΕΧΝΙΚΑ (2016) 24: 3-13                                           12  
 
4. ΣΥΜΠΕΡΑΣΜΑΤΑ 
 
Στα παραπάνω αριθμητικά παραδείγματα εφαρμόστηκε η δυνατοτική μέθοδος 
του Tanaka (1987),  όπου τα πειραματικά δεδομένα xij  θεωρήθηκαν ως σαφείς τιμές, 
ενώ οι πειραματικές τιμές  yj θεωρήθηκαν σαφείς στην περίπτωση (a) και ασαφείς στην 
περίπτωση (b). Oι παράμετροι  0A
~
 και 1A
~
 της γραμμικής παλινδρόμησης θεωρήθηκαν 
ως ασαφείς και στις δύο περιπτώσεις. 
Η ευθεία y=1.818x -11.941 αποτελεί την ευθεία της κλασσικής γραμμικής 
παλινδρόμησης και διαπιστώνεται ότι διαφέρει από την ευθεία (Πυρήνας) YM, που 
ισούται με το ημιάθροισμα  των ασαφών ευθειών ΥL, YU (YM=ΥL+YU)/2). 
Η ευθεία ΥΜ χρησιμοποιείται για συμπλήρωση τιμών μέσα στο σταθμό Άνω 
Βροντούς ή και για επιμήκυνση του δείγματος του σταθμού αυτού, με τιμές 
λαμβανόμενες από το σταθμό Άγγιστρο. 
Tόσο για την περίπτωση (a), όσο και για την περίπτωση (b), από τα σχήματα (6) 
και (8) προκύπτει ότι οι ευθείες YL
h=0
, YU
h=0
, αποτελούν τις οριακές ευθείες 
(στηρίγματα-supports) που περιβάλλουν οι μετρηθείσες τιμές. 
Όσο αυξάνεται η τιμή του συντελεστή εμπιστοσύνης h, τόσο αυξάνεται η 
εμπιστοσύνη για το μοντέλο και μειώνεται η πιθανότητα ότι απομακρυσμένες 
πειραματικές τιμές θα βρίσκονται μέσα στα όρια του μοντέλου.  Όπως φαίνεται από τα 
σχήματα (6) και (8) ο συντελεστής εμπιστοσύνης h=0.7 δεν καλύπτει όλα τα 
πειραματικά σημεία. Για το σχήμα (6) όλα τα πειραματικά σημεία καλύπτονται για h=0, 
ενώ για το σχήμα (8) ο συντελεστής εμπιστοσύνης h=0.2 καλύπτει οριακά τα 
πειραματικά σημεία. 
Στην περίπτωση (a) (σαφή δεδομένα εξόδου), τα δύο στηρίγματα(supports) 
εφάπτονται στα ακραία σημεία. Επίσης το εύρος των μετρηθέντων σημείων που 
προσδιορίζει και την ασάφεια, είναι σε κάθε σημείο  μικρότερο από το εύρος των 
στηριγμάτων του σχ. (8), όπου τα δεδομένα εξόδου είναι ασαφή. Επειδή και στην 
περίπτωση (b) τα στηρίγματα αποτελούν επίσης τις περιβάλουσες των ασαφών 
μετρηθέντων σημείων, το εύρος αυτών εξαρτάται από την ασάφεια των σημείων εξόδου 
και δεν συσχετίζονται με τα στηρίγματα της μεθόδου (a). 
Όπως αναφέρθηκε και στην εισαγωγή και όπως φαίνεται από το σχήμα (8) όλα τα 
ασαφή μετρηθέντα σημεία περιλαμβάνονται εντός των στηριγμάτων(supports) και αυτό 
αποδεικνύει ότι το παραπάνω δυνατοτικό μοντέλο του Tanaka (min. Problem) για την 
περίπτωση αυτή απέδωσε πολύ θετικά αποτελέσματα, αν και οι αποκλίσεις των 
σημείων από τη μέση τιμή τους ήταν της τάξεως του 20%. 
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