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ABSTRACT 
We apply the ideas of Santilli to develop a theory of quantum mutation for genetic 
algebras. The case of associative algebras was studied by Osbom, the case of 
alternative algebras by Myung and for Jordan algebras by Gonzalez. Genetic algebras 
form a class of algebras different from those described above. 
INTRODUCTION 
La notion de mutation quantique a son origine dans l’gquation de 
Heisenberg-Santilli en Mhanique Quantique, i savoir, si h est un hamil- 
tonien et r et s deux opkrateurs fixes d’un espace de Hilbert, alors dx/dt = 
i(xrh - hsx) pour tout x dans cet espace. Le second membre de cette 
gquation nous sugghre la notion de (r, s)-mutation. La mutation h&Se en 
[l] a une origine biologique et par conshquent elle n’a, en principe, aucun 
point en commun avec celle-ci. La (r, s)-mutation d’une alghbre associative a 
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et6 &nliee part J. M. Osborn (cf. [S]), celle dune algebre alternative par H. 
C. Myung (cf. [4]) et le cas dune algebre de Jordan par S. Gonzalez (cf. [2]). 
Nous montrerons, en particulier, que des resultats valables dans les cas des 
algebres ci-dessus mentionnees le sont encore pour certaines algkbres gamd- 
tiques. 
1. PIkLIMINAIRES 
Soient K un corps commutatif et A un K-algebre. On note A+ la 
K-algebre dont le K-espace vectoriel sousjacent est A et dont la multiplica- 
tion est definie par x 0 y = xy + yx, quels que soient x et y dans A, ou la 
juxtaposition xy dbigne la multiplication dans A. De m&me, on note A- la 
K-algebre dont le K-espace vectoriel sousjacent est A et dont la multiplica- 
tion est define par le crochet [x, y ] = my - yx, quels que soient x et y dans 
A. On voit que A est commutative si et seulement si A- est une z&o-a&%re, 
c’est i dire, une algebre i multiplication nulle et que l’une ou l’autre de ces 
conditions entraine que, en tant qu’algebres, A+c A. Si, de plus, la 
carackistique de K est differente de 2, alors A+ = A en tant que K-algebres. 
De msme, I’algebre A est anti-commutative si et seulement si l’algebre At 
est une zero-algebre et une quelconque de ces conditions entra.?ne que 
A- c A en tant que K-algebres. Si, de plus, la caracteristique de K est 
differente de 2, alors A- = A en tarn que K-algebres. 
Si A est une K-algebre et r et s deux elements de A, la (r, s&mutation 6 
gauche de A est la K-algebre not&e A(r, s) dont le K-espace vectoriel 
sousjacent est encore A et dont la multiplication est d&me par x * y = 
(xr)y - ( ys)x pour x et y parcourant A, la (r, s)-mutation 2 droite de A 
&ant definie par x * y = x(ry) - y(sx) pour x et y parcourant A. Les 
resultats obtenus dans le cas de la mutation a gauche peuvent se transcrire 
facilement dans le cas de la mutation i droite raison pour laquelle nous 
parlerons, par la suite, de (r, s)-mutation pour d&.igner la (r, s&mutation ?I 
gauche. 
On dira qu’une I(-algebre A v&ifie I’identite’ de la puissance tro&me si 
(33)x = x(xx) ou encore, x2x = XX s pour tout x dans A et que A est une 
algibre flerible ou Llastique si (xy )x = x( yx), quels que soient x et y dans 
A. Toute algebre commutative est flexible, toute algebre alternative est 
flexible et toute algebre flexible v&ifie l’identite de la puissance troisieme. 
Notons que la multiplication de la K-algebre A( r, s>- s’ecrit [x, y ] = 
x * y - y * x = [ x(r + s)]y - [ y(r + s)]x pour x et y parcourant A(r, s> 
et celle de la K-algitbre A(r, s)+ s’ecrit x 0 y = x * y + y * x = [ x(r - s)] y 
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- [ y(s - r)]x pour x et y parcourant A(r, s). I1 s’ensuit que, en tant que 
K-alg&bres, A(r, s>-= A(r + s, r + s) et A(r, s)+= A(r - s, s - r). 
Deux r&ultats fondamentaux dans cette direction sout les suivants: 
TH~OR~ME 1.1 (Theo&me d’osbom). Soient K un corps commutatif et 
A une K-algebre associative. Alors la K-algk?bre A(r, s) est Lie-admissible, 
que1.s que soient r et s dans A (cf. [5]). 
TH~OR~ME 1.2 (Theo&me de Myung). Soient K un corps commutatfet 
A une K-algt?bre alternative. Alors la K-algibre A(r, s) est Malcev-admissible, 
quels que soient r et s clans A (cf. [4]). 
2. L’ALGkBRE GAMkTIQUE G(n + 1,2) OU n > 1 EST UN 
NOMBRE ENTIER 
Soient K un corps commutatif de caractkistique differente de 2 et 
A = G(n + 1,2) la K-algebre gametique dune population diploide avec 
II + 1 alleles <cf. 141). On sait que si o : A -+ K est sa pond&ration, la 
multiplication de A s’ecrit xy = i[ w(x) y + o( y )X I pour 1c et y parcourant 
A done si r et s sont deux vecteurs fixes de A, la multiplication de A(r, s) 
s’ecrit x * y = +w<r - 2s)w(y)x + +w(2r - s)w(x)y + fw(x)w(yXr - 
s), quels que soient x et y dans A(r, s). De mgme, la table de multiplication 
de la (r, s)-mutation i droite s’ecrit x * y = aw(2r - s)w(y)x + iw<r - 
SsMx>y + ~o(xMyX r - s), quels que soient x et y dans l’algkbre 
mutee, ce qui nous permet d’enoncer le resultat suivant: 
PROPOSITION 2.1. Soient K un corps commutatq de caract&istique 
diff&-ente de 2 et A = G( n + 1,2) la K-algebre gamktique d’une population 
cliplokle avec n + 1 alleles. Si r et s sont deux &nents de A, les conditions 
suivantes sont equivalentes: (i) A( r, s) est une algebre commutative; (ii) le 
vecteur r + s est dans l’id&al Ker w; (iii) les structures de (r, s)-mutation ri 
gauche et ci droite de A coiizcident. 
On revient & la (r, s)-mutation i gauche, c’est i dire, B la mutation dans 
notre langage. La table de multiplication de A(r, s)- s’ecrit [x, y] = x * y - 
y * x = +w(r + s)[o(x)y - o(y)x] p our x et y parcourant A(r, s)- et le 
double crochet s’ecrit [[x, yl, zl = $.r(r + h2dz)[w(y)x - o(x>yl, quels 
que soient 1~ et y dans A(r, s>-. Ceci nous permet d’obtenir le resultat 
suivant, qui est l’analogue du theoreme 1.1 pour ce type d’algebre: 
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PROPOSITION 2.2. Soient K un corps commutatif de caracthistique 
dif&-ente de 2 et A = G(n + 1,2) la K-algsbre gamktique d’une population 
diploide avec n + 1 alliles. L’al@bre A(r, s) est alor,s Lie-admissible, quels 
que soient r et s clans A. 
Les considerations ci-dessus nous permettent de donner un exemple 
d’algebre flexible non commutative qui n’est pas alternative. 
EXEMPLE 2.3. Soient K un corps commutatif de caracteristique differe- 
nte de 2 et A = G( n + 1) la K- a e re lg’b g ametique dune population dipldide 
avec n + 1 alleles. Quels que soient r et s dans A, la K-alggbre A(r, s>- est 
anti-commutative done flexible non commutative et les calculs precedents 
nous montrent que [[x, y], y] = &w(r + s>%J( y>[ w(x)y - w( y)x], quels 
que soient x et y dans A(r, s). Ceci nous dit que l’algebre A(r, s)- n’est 
pas alternative, sauf si r + s est dans Ker w mais dans ce cas A(r, s)- est 
une zero-algebre, ce qui est i exclure. 
TH~OR~ME 2.4. Soient K un corps commutatif de caracttkistique dif/&e- 
nte de 2, A la K-algsbre gam&ique d’une population diploide avec n + 1 
alliles et ret s dew vecteurs de A. Les conditions suivantes sont iquivalentes: 
6) l’algibre A(r, s) est jlexible; (ii) l’algsbre A(r, s) ve’rifie l’iokntite de la 
puissance troisihne; (iii) l’algsbre A(r, s) est commutative ou r = s et ces 
deux cas s’excluent mutuellement sauf si r = s est clans le noyau o?e la 
pond&ration w de A. 
En effet, l’implication (i) * (ii) est trivale; si l’on suppose la condition (iii) 
v&if&e, il est encore trivial que toute algebre commutative est flexible et si 
r = s alors x * y = + w(r)[o(x)y - w(y)x] pour x et y parcourant A(r, r> 
done A(r, r) est une algebre anti-commutative et, par suite, flexible. Ceci 
nous montre que (iii) * (i). Montrons, finalement, que (ii) +. (iii). Or, la 
condition (x * IT>* x = x *(x * x) entrame que w(r + s)w(x * x)x = w(r + 
s)w(x)x * x et il est clair que si o(r + s) = 0, alors A(r, s) est une algebre 
commutative. Sinon, pour tout x dans A(r, s) tel que w(x) f 0, on peut 
ecrire w(r - S>X = w(x)(r - > t ’ 1’ .s e si on suppose que w(r - s) # 0, alors 
x s’exprime en fonction de r - s ce qui, pour des raisons de dimension, est B 
exclure. Done o(r - s) = 0 et, par suite, r = s. Si les deux assertions de (iii) 
se v&ifient en m&me temps, c’est i dire, o(r + s> = 0 et r = s, alors r et s 
sont dans Ker w. On a ainsi montre que (ii) j (iii) et le theoreme est 
demontre. ??
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THI?OR~ME 2.5. Soient K un corps commutatif de caractkistique di@re- 
nte de 2, A la K-a@bre gaw’tique d’une population diplok?.e avec n + 1 
alliles et r et s ohx vecteurs de A. L’algibre A(r, s) est associative si et 
,seulement si elle est commutative et l’une -des deux conditions suivantes est 
v&ijZe: (i) la carach-istique de A est 3 ou 5; (ii) les vecteur,s r et .r sont clans 
le noyau de la pond&-ation w de A. 
En effet, si A(r, s) est associative elle est flexible done, d’apr& le 
thkorkme 2.4., soit w( r + s) = 0 soit r = s. La condition (X * y)* z = 
s*(y* z.)&luivaut?1(7 k B)w(r)[w(z)s - w(x)‘] = 0o;l’onprend’i + 8 
si w(r + s) = 0 et 7 - 8 si r = .s. Comme, en g&&al, w(z)x - w(x)2 # 0, 
on doit avoir 15 = 0 et w(r + s) = 0 ou bien w(r) = o(s) = 0. Dans les 
deux cas w(r + s) = 0. Rkciproquement, si A(r, ,s) est commutative et si 
l’une des deux conditions (i) ou (ii) est krifike, on a w(r + s) = 0 et soit 
15 = 0 soit o(r) = 0. On v&ific alors facilement la condition (X * y) * z = 
X*(y*z). 
TH~OH$ME 2.6. Soient K un corps commutat$de caracthistique dife’re- 
nte de 2, A la K-al@bre gamhique d’une population diplo& avec n + 1 
all&Yes et r et s deux vecteur.s de A. Les conditions suivantes sont hquivalents: 
(i) l’algibre A(r, s) est 6 p uissances associatives; (ii) l’algsbre A(r, .r> est 
associatiw ou r = .s. 
En effet, si r = s on a x * x = 0 done A(r, s) est trivialement i puis- 
sances associatives. Par ailleurs, si A(r, s) est associative elle est i fortiori i 
puissances associatives. Rkiproquement, si A(r, s) est i puissances associa- 
tives, elle v&&e l’identith de la puissance troisikme done on a, soit o(r + s) 
= 0 soit r = s. La condition (X * X)*(X * N) = [(x * x)* XI* x kquivaut : 
(7 * s)o(r)w(x>“[w(r - s>x + w(x)(r - s)] = 0 et comme la quantiti: 
w(r - s)x + w(x)(r - s) ne peut &re nulle pour tout x de A clue si r = .s, 
on retrouve la condition pour que A(r, s) soit associative. 
NOTE 2.7. Si K est un corps commutatif de caractkistique diffbrente de 
2 et A = G( n + 1,2) est la K-algkbre gamgtique d’une population diplciide 
avec n + 1 alkles, on note que si r et s sont deux &ments de A, la 
condition A(r, s) = A(.s, r) ‘q e mvaut ?I 3w(r - s)[w(x)y -t- w(y)xI = 
-2w(xy)(r - ) t s e si l’on y applique w on a w(r - s) = 0 done r = s. 
Ainsi, une condition nkessaire et suffisante pour que A(r, s) = A(s, r) est 
que r = ,s. 
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3. STRUCTURE DE JORDAN 
Dans ce paragraphe le mot algsbre de Jordan est utilise dans le sens 
d’algebre de Jordan non commutative. Soient done K un corps commutatif 
de caractkistique differente de 2, A = G(n + 1,2> la K-alghbre gametique 
d’une population dip&de avec n + 1 alleles, r et s deux vecteurs de A et 
A(r, s) la (r, s&mutation de A. La structure d’algebre de A(r, s)’ est 
don&e Par X”Y = x * y + y * x = $o<r - s)[ o(x)y + o( y)x] 
+ $w(xyXr - s), pour x et y parcourant A(r, s)+ oii w: A + K est la 
pond&ration de A. On a le rksultat suivant: 
THBOR~ME 3.1. Les conditions suivantes sont bquivalents: (i) A(r, s) est 
une algt?bre Jordan-admissible; (ii) K est un corps de caract&stique 3 ou 5 
ou bien le vecteur r - s est duns l’idkal Ker o. 
En effet, on commence par etablir les formules (X 0 y)o ( x 0 x) = iti(r 
- s)2w(x)3w(yXr - s) + $wtr - s)~w(x)~w(~)x + i0.4, - ~)~w(x)~y et 
x o[ y 0(x 0 XI] = gw(r - s)264x)3w( yXr - s) + +$o(r - s)~w(x)~~( y)x 
+ $w(r - ~)~w(x)~y, pour x et y parcourant A(r, s)+. Si la caractkistique 
de K est &gale a 3 ou bien o(r - s) = 0, la multiplication de A(r, s)+ 
s’ecrit x 0 y = io(xyxr - s) pour x et y dans A(r, s)’ et on montre 
facilement que A(r, s)+ est une algebre de Jordan. Si la caractkistique de K 
est 5, les formules ci-dessus nous disent que (x 0 y) 0(x. 0 x) = x a[ y 0(x 0 x)] 
et, de m&me, (x 0 x)0( y 0 x) = [(x 0 ~10 y]o x, quels que soient x et y dans 
A(r, s>+, c’est a dire, A(r, s)+ est une algebre de Jordan. On a ainsi montre 
que (ii) * (i). Reciproquement, supposons que A(r, s)+ soit une algebre de 
Jordan. L’identite (X 0 y) 0 (X 0 x) = x o[ y 0 (X 0 x)] et les formules don&es 
ci-dessus nous montrent que 15w(r - s)~o(x)~w( y)[o(xXr - s) - w(r - 
s)x] = 0, quels que soient x et y dans A(r, s)+ done, en particulier, 
15&r - s)2[ o( x)( r - s) - w(r - s)x] = 0, quels que soient x et y dans 
A(r, s)’ tels que w(x) # 0 et w(y) # 0. Si w(r - s) # 0, alors 15[ w(xXr 
- s) - w(r - s)x] = 0 et comme, en g&&al, w(xXr - s) - o(r - s)x # 
0, la caractkistique de K est necessairement &gale i 3 ou 5. Ceci montre que 
(i) = (ii). 
TH~OR~ME 3.2. Soient K un corps commutatif de caracthistique dij&-e- 
ntede 2, A = G(n + 1,2) la K- lg’b a e re g amktique d’une population diploi’de 
avec n + 1 alliles, r et s ohx vecteurs de A et A(r, s) la (r, s)-mutation de A. 
Les conditions suivates sont 6quivalentes: (i) l’alggbre A(r, s)’ est associa- 
tive; (ii) 1’algBbre A(r, s)’ est alternative; (iii) K est un corps de carachi- 
tique 3 ou bien le vecteur r - s est dans l’i&al Ker w. 
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En effet, la condition (iii) nous dit que la multiplication de A(r, s)+ 
s’ecrit x 0 y = iw(xy)(r - s) pour x et y parcourant A(r, s)+ done l’algebre 
A(r, .s)+ est associative. D’autre part, quels que soient les vecteurs x et y 
dans A(r, s>+, on a (x 0 x)0 y = +w(r - s)w(x)‘w(yXr - s) + zm(r - 
s)%~(x)w(y)x + +o(r - s)t(x)“y et x 0(x0 y) = +-w(r - 
.s)w(x)*w( y)(r - s) + yw(r - s)*~(x)o(~)N + zo(r - s)E(r)“y ce qui 
nous montre que la condition (ii) equivaut a dire que quels que soient x et y 
dans A(r, s)+, on a 30(r - s>E(r)[7w(y)~ + 2w(x)y] = 0 et ceci nous 
dit que ou bien w(r - ,s) = 0 ou bien la caractkistique de K est &gale a 3. 
Le Corollaire suivant est une consequence des deux theoremes ci-dessus: 
COROI,LAIRE 3.3. Soient K un corps commutatif de caracttkistique z&o 
ou bien p > 5 et A = G(n + 1,2) la K-al@bre gamt2ique d’une population 
dip&de uvec n + 1 all&les. Si r et s sont deux &ments de A, les conditions 
suivantes sont iquivalentes: (i) A(r, s)’ est une algibre de Jordan; (ii) 
A( r, s)+ est une al@bre associative; (iii) w( r - s) = 0. 
On peut donner ici un exemple dune algebre de Jordan qui n’est pas 
alternative. 
EXEMPLE 3.4. Soient K un corps commutatif de caracteristique 5 (v.g., 
le corps fini Z/52 B cinq elements) et A = G(n + 1) la K-algebre game- 
tique d’une population dipldide avec n + 1 alleles. Soient r et s deux 
elements de A tels que w(r - s) # 0. Alors A(r, s)+ n’est pas une algebre 
alternative mais elle est une algebre de Jordan. 
4. STRUCTURE PONDIkRkE DE LA (r, s)-MUTATION 
Soient K un corps commutatif, (A, w) une K-algsbre pono!&e, c’est a 
dire, A est une K-algebre et w : A + K est un morphisme non nul de 
K-algebres, r et s deux vecteurs de A et A(r, s) la (r, s)-mutation a gauche 
de A. Si l’on applique w a la formule x * y = (xr)y - (ys>x, on a O(X * y) 
= w(r - s)w( x)w( y ) quels que soient r et y dans A. Considerons main- 
tenant l’application K-lineaire W : A(r, s) + K definie par x ++ w(r - 
s) w( x). I1 s’agit bien dun morphisme de K-algebres, c’est a dire, W( x * y) = 
0(x)0(y), quels que soient x et y dans A(r, s). Ce morphisme est nul si 
r - s est dans Ker o et 0 est une pond&ration de A(r, s) si o(r - s) + 0. 
Notons que dire clue w est une pond&ration de A revient a dire que w est un 
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morphisme non nul de K-algebres ou encore, que o : A --f K est un mor- 
phisme sujectif de K-algebres. 
Si, maintenant, K est un anneau commutatif i element unite et A est une 
K-algebre, une pond&ration w : A + K de A est un morphisme surjectif de 
K-algebres et la m6me definition don&e ci-dessus nous dit que 0 est une 
pond&-ation de A(r, s) si w(r - s) est inversible duns K. 
5. STRUCTURE GkNlk’TIQUE DE LA (r, s)-MUTATION 
Si K est un corps commutatif, on rappelle qu’une K-algebre pond&&e 
(A, w) de dimension n + 1 est dite gh&tique, s’il existe une base 
le,, e i,“‘, e,} de A sur K telle que si e,ej = CzzoYijkek (i,j = 0, 1,. . . , n) 
est la table de multiplication de A relative ?r cette base, alors YooO = 1, 
YOjk = O et YjOk = 0 si k <j et Yjjk = 0 si k < max(i,j) avec i > 1 et 
j 2 1. Si r et s sont deux elements de A et si I’on ecrit r = Xl=,r,e, et 
s = C:=,siei ou les ri et les si sont dans K, on a e, * ej = (e,r)ej - (ejs)e, 
= Ck=ol?i .mem 
- SO = w (’ 
0; ILj, = C,,q(rj>YiPqYyjrn - s~Y~~~~Y~~,J. Done, rooo = ro 
r - s), car w(e,> = 1 et w(e,> = 0 (i = 1, . . . , n). Si l’on suppose 
que m < max(i, j) avec i > 1 et j > 1, la condition Yip4 # 0 entrake i < q 
et p < q done Y+, = 0 car si Yqj,n f 0 on aurait q < m et j < m et les 
conditions i < m et j < m contredisent m < max(i, j). Done, si Yips # 0 on 
a Yqjm = 0 et, de m&me, pour rjPq et Yqim. Ceci nous montre que rij, = 0. 
D’autre part, rOjrn = &,4(rbY~PrlYqjlll - spYjpyYqOm) et si ion suppose que 
m <j, necessairement Yqj, = 0 une fois que Y,j,,, + 0 entrame que q < m 
et j < m. De meme, les conditions Y,,, z 0 et YyOln # 0 entrainent respec- 
tivement j < q, p < q et q < m, 0 < m d’ou l’on conclut que j < m, ce qui 
est a exclure. Done rojnr = 0 si m <j et, de mcme, qo,,, = 0 si m <j. Si 
l’on suppose maintenant que w(r - s) # 0, on verifie que la base {[l/w(r - 
s)le,, el,. . . , e,} con&-e ci l’alg2bre A(r, s) une structure d’algibre g&&ique. 
Reciproquement, supposons que A(r, s) soit une K-algebre genetique. 11 
existe alors une ponderation unique W de A(r, s) et une base (e,,, e,, . . . , e,] 
de A(r, s) sur K telles que si e, * ej = CzEOrijkek (i, j = 0, 1, . . . , n) est la 
table de multiplication de A(r, s) relative i cette base, alors I,, = 1, 
rojk = 0 et I& = 0 si k <j et rjjk = 0 si k G max(i, j) pour i > 1 et 
j z 1. Montrons que Z(ei) = 0 (i = 1,. . . , n). Or, e, *e, = 0 d’ou Z(e,) = 
0 et comme e, * e, = Ck > iriikek, la condition e, * e, = Ck ~ zIllkek et I’hy- 
pothese de recurrence Z(e,_ i) = 0.. = Z(e,) = 0 entrainent que Z(e,) = 
0. Comme Z(e,) = w( r - s)w(ea), pour que Zi soit non nulle il suffit que 
o(r - s) f 0. On a ainsi dkmontre le resultat suivant: 
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THI?OR~ME 5.1. Soient K un corps commutatif, (A, o) une K-alg;bre 
gh&tique et r et s dew &hents de A. he condition nhessaire et sufisante 
pour que la K-alg?bre A(r, s> soit gh&tique est que w(r - s> # 0. 
PROPOSITION 5.2. Soient K un corps commutatif, (A, w) une K-algsbre 
g&&que et r et s dew &ments de A. Une condition nhessaire et suflisante 
pour qu’il existe dans A(r, s) un unique idempotente non nul est que 
w( r - s) # 0 et w(r - s) # rOkl; + rkok (k = 1, . . . , n). 
En effet, soit u = Cy= auiei un idempotent de A(r, s). La condition 
u*u=uentraine~~=C..u.u.F.. (k=O,l,..., n)doncu,=w(r-s)ui 
et uk = uguk(rokk 
z,, t , ilk 
+ rkok) + Ci<k~j<ktiiUjrijk (k = 1, . . . . n> Si l’on sup- 
pose que u0 = 0, par recurrence sur k on a uk = 0 (k = 1,. . . , n) done 
u = 0 (idempotent nul). Supposons done que uC, # 0, soit ua w(r - s) = 1 et 
I1 - U&FOkk + rkOkhk = i$<kxj< kUiUjrt.k 
.f (k = I)..., 
n). Pour que ce 
systeme d’equations ait une solution unique i faut et il suffit que w(r - s) f 
Oet rOkk f rkok # Cd?- - s)(k = 1, . . ., n>. ??
Notons que Fokk + Fkok = w(r - ,sXyOkk + -&k>, (k = 1,. . . , n). En 
effet, pour tout x dans A on peut &ire rek = w(x)yakkek + Cp,krkpep 
0; les xkp sont dans K et dependent de x et des constantes de structure de 
l’algebre A. Done, (e,r)e, = w(r)-yokkek + C, > krkpelI 0; les ?-kJj sont dans 
K et dkpendent de r et des constantes de structure de l’alghbre A. De 
mgme, ek s = w(s)ykak el, + C, > k okkpek avec les okkp dans K done (e,s)e,] 
= o( s)Y,&~ ek + c,, k skpelI ou les skp sont dans K et dependent de s et 
des constantes de structure de l’algebre A. Finalement, comme e. * ek = 
(eOr)ek - (e,s)ea, il s’ensuit qUe Fakk = w(r)yakk - w(s)ytak. De m;me, 
comme ek * ea = (ekr)e() - (e(]s)ek, on a Fk,u = w(r)-&,k - w(s)F(jkk et 
rOkk + rkOk = O(T - d(y,,kk + r&k> (k = 1,. . . , n). 
En particulier, si A est COmmUtative, r(#_ + rkok = dr - sxycjkk + 
Y&k) (k = I,..., n) et il est evident que la commutativitit de A n’entrame 
pas celle de A(r, s> mgme dans le cas oii A = G(n + 1,2) (cf. Proposition 
2.1). 
EXEMI’LE 5.3. Soient K un corps commutatif de carackistique diffgren- 
te de 2 et A = G(n + 1,2) la K-alg&bre gametique dune population 
dipoldide avec n + 1 alleles. Si r et s sont deux %ments de A, la 
multiplication de A(r, s) s’krit x * y = io(r - 2s)o(y)x + fw(2r - 
shJ(x)y + +J(rMyX r - s) pour x et y parcourant A(r, s) done e, * ea 
= +w(r - s)e, + $(r - s), e, * ei = +w(2r - s)e, et e, *e, = $w(r - 
2s)e, (i = 1,. . . , n) et ei * e,i = 0 (i, j = 1,. . . , n). Si w(r - s) # 0, l’unique 
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idempotent non nul de A(r, s) s’ecrit u = [l/w(r - s)~](T - s). La base de 
A(r, s) utilisee dans le paragraphe suivant sera (u, e,, . . . , e,]. 
6. AUTOMORPHISMES ET DkRIVATIONS 
Soient K un corps commutatif de caractkistique differente de 2, A = 
G(n + 1,2) la K-alg’b g e re ametique dune population diploide avec n + 1 
alleles et r et s deux elements de A. Le but de ce paragraphe est de calculer 
les derivations et les automorphismes de la K-algitbre A(r, s) et pour ce 
faire, on examinera differents cas. 
Premier cas: o(r - s) # 0. Dans ce cas, l’unique idempotent non nul 
de A(r, s) s’ecrt u = [l/w( r - ~>~](r - s) done u *u = u, u * x = [ w(2r 
- s)/4w(r - s)]x et x *u = [w(r - 2s)/4w(r - s)lx pour tout x dans 
Ker w et x * y = 0, quels que soient x et y dans Ker w. Si u est un 
K-automorphisme d’algitbres de A(r, s), la condition (T(U) = (T(U * u) = 
(r(z~)~ nous dit que o(u) est un idempotent non nul de A(r, s) done 
(T(u) = u et, par suite, fl(r-s)=r-s. Comme ei*ej=O (i,j= 
n) alors 0 = w(o(e. *e.)) = w(a(e.)* o(e.)) = [l/o(r - 
$]$b’(eij* a(e.)) = ?Z(o(ei>,S/w(r - s) = &r - sjw(cT(ei))” d’ou 
w(a(e,)) = 0 (i 4 1,. . . , n), oii W est la pond&ration de A(r, s) definie B 
partir de w (cf. paragraphe 4). On a ainsi demontre que o 0 (T = o. 
Reciproquement, supposons que (+ : A(r, s) + A(r, s) soit un K-automor- 
phisme liniaire tel que o 0 cr = w et ~(r - s) = r - s et montrons que U 
est un automorphisme d’algebres. En effet, comme u = [l/w(r - s)“](r - 
s), alors o(u) = u done a(u * u) = o(u) = o(u)* u(u), (T(U)* a(e,) = 
u * cr(e,) = [ w(2r - s)/4w(r - s)]a(ej) = a(u * e,), a(e,)* o(u) = 
a(e,)* u = [ w(r - 2s)/4w(r - s)]o(e,) = cr(e, * u) et cr(e,)* c(e,) = 0 
= a(ei*ej) pour i,j = I..., n. Ceci nous montre que g est un K-auto- 
morphisme d’ algebres de A(r, s). En ce qui conceme les derivations, si d 
est une K-derivation de A(r, s) on a d(u * u) = d(u) * u + u * d(u) = sw(r 
- s)w(d(u))~ + id(u) et comme u*u = u, alors d(u) = 5w(r - 
s)w(d(u))u. Si l’on applique w a cette deriere relation on a w(d(u)) = 0 
done d(u) = 0. De meme, 0 = d(e, * ei) = d(ei)* e, + e, * d(ej) = $w(r - 
s)w(d(ei))ei d’oii w(d(ei)) = 0 (i = 1, . . . , n), si la caractkstique de K est 
differente de 3. Si la caracteristique de K est 3, en utilisant la table de 
multiplication de A(r, s) en la base {e,,, e,, . . . , e,}, on conclut que o(d(ei)) 
= 0 (i = 1, . . . . n). On a ainsi montre que si d est une K-derivation de 
A(r, s), alors d(u) = 0 et w 0 d = 0. Recipro uement, soit d : A(r, s) -+ 
A(r, S) une application K-lindaire vkrifiant d u) = 0 et o 0 d = 0. On a P 
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trivialement d(u * U) = d(u) * u + u * d(u), d(u) * ei + e, * d(u) = [ W(2r 
- s)/4w(r - s)ld(e,) = d(u * e,>, d(ei)* u + e, * d(u) = [dr - 
2s)/4w(r - s)]d(e,> = d(e, * u> et d(e, * e,) = 0 = d(ei)* ej + e, * &ej) 
pour i,j = l,..., n. Ceci nous montre que cl est une K-derivation de 
A(r, s). 
Deuxih cas: w(r - s) = 0. On pose p = w(r) = w(s). Differentes 
possibilites sont ici a envisager selon que r # s et p f 0, r # s et p = 0, 
r = s et p + 0, T = s et p = 0. On note, tout d’abord, que la multiplication 
de A(r, s) s’ecrit x * y = ip[w(x>y - w(y>x] + :w(x)w(~)(~ - s) pour 
x et y parcourant A(r, s). 
Si r = s et p = 0, A( r, s) est une zero-algebre done Der,( A(r, s)) = 
M,,+ r(K), l’algebre de L’ d ie es matrices i n + 1 lignes et n + 1 colonnes a 
coefficients dans K et Aut K ( A(r, s)) = GL,( n + 11, le groupe linkire, c’est 
a dire, le groupe forme des matrices inversibles de l’algebre associative 
M,, r(K). 
Supposons que r z s et p z 0 et considerons la base canonique 
{e,,, e,, . . . , e,} de l’algebre gametique G(n + 1,2). On a e0 * e, = $(r - s), 
e,*e,= -ei*e,=fpe,(i=l ,..., n)ete,*e =O(i,j=l,..., n)donc 
si (T est un automorphisme de K-algebres de A(r, s), on ddduit que 
0 = ace, * e,) = cr(e,)* a(e,) = +w(v(ei))‘(r - s) d’ob w(a(e,)) = 0 (i 
= ,... 1 ,n) et ipa = a(e,, * ei) = a(eo)* a(e,) = ipw(a(eJ)o(e,) 
soit w(cr(ei)) = 0 (i = 1,. . . , n) et +pcT(ei) = o(e,, * e,) = a(e,,)* v(e,) = 
+pw(cT(e,,))a(e,), soit w((+(e,,)) = 1. Ceci nous montre que 0 ou= w. 
Finalement, ic+(r - s> = ace,, * eo> = ace,,)* cr(e,,> = io(cr(e,,))‘(r - s) 
soit u(r - s) = r - s. Reciproquement, si cr est un automorphisme K- 
lineaire de A(r, s) tel que a(r-s)=r-s et woff=w, on a 
cr(e,)* o(e,,) = $w(,(e,))‘(r - s) = +(r - s) = +a(r - s) = cs(e, * e,), 
g(eg)* o(e,) = ipcT(ei) = a(e, * ei) et, de meme, ace,>* cr(e,) = 
a(e, * e,) (i = 1,. . . , n) et cT(ei * e,j> = 0 = cr(ei)* a(ej) (i,j = 1,. . . , n), 
car cr(e,) est dans Ker w pour i = 1,. . . , n. Ceci nous montre que u est un 
automorphisme de K-algebres de A(r, s). Pour ce qui est des derivations, 
soit d une K-derivation de A(r, s). On a fd(r - ,s) = d(e,, * e,) = d(e,,)* e0 
+ e,, * d(e,,) = +w(d(e,))(r - x) t 1’ s e si on y applique w, on a w(d(r - s)) 
= 0. De m;me, +pd(e,) = d(e,, * e,) = d(e,)* e, + e, * d(e,) 
= ap[w(d(e,))e, - w(d(ei))eO + d(e,)l + +w(d(ei)Xr - s) et si l’on y ap- 
plique w on a w(d(ei)) = 0 (i = 1,. . . , n) d’ou aussi o(d(e,)) = 0. Done 
w 0 d = 0. La premiere equation &rite ci-dessus nous montre alors que 
d(r - s) = 0. R’ ‘p q ecr ro uement, si d est un endomorphisme K-h&ire de 
A(r, s) tel que w Q d = 0 et d(r - s) = 0, a ors 1 d est une K-derivation de 
A(r, s). En effet, d(e,)* e,, + e,, * d(e,,) = $Z(r - s) = d(e,, * e,), d(e(,)* ei 
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+ e, * d(e,) = +pd(ei) = d( e, * e,) et, de mgme, d(ei)* e, + ei * d(e,) = 
d(e, * ea) (i = 1,. . . , n), d(ei * ej> = 0 = d(ei)* ej + ei * d(ej) (i, j = 
1 ,**a, n), car d(ei) est dam Ker w pour i = 1,. . . , n. On a ainsi montre que 
d est une K-derivation de A(r, s). 
Supposons maintenant que r = s et que p f 0. Dans ce cas, la multipli- 
cation de A(r, r) s’ecrit x * y = ip[w(~)y - w(y)x] pour x et y par- 
courant A(r, r) done e,, * e, = 0, e. * e, = -ei * e, = apei (i = 1,. . . , n) 
et ci * ej = 0 (i, j = 1,. . . , n). De m&ne, x * x = 0 pour tout x dans 
A(r. r). Si u est un automorphisme de A(r, r), on a ipa = cr(e, * ei> 
= ace,)* m(ei) = ip[w(a(e,))a(e,) - w(cT(ei))cT(e,,)] done w(a(e,)) = 
1 et o( a(e,)) = 0 (i = 1, . . . , n), ce qui nous montre que w 0 cr = w. 
Reciproquement, si u est un automorphisme K-lineaire de A(r, r) tel 
que WOCr = w, alors a(x-* y) = $p[w(x)a(y) - o(y>a(x)l 
= bp[w(a(x))o(y) - w(a(y))cr(x)] = a(x)* a(y), quels que soient x 
et y dans A(r, r). Pour ce qui est des derivations, soit rl une K-derivation de 
A(r, r). On a fpd(ei) = d(e, * e,) = d(e,,)* ei + e,, * d(ei) = fp[d(e,) - 
w(d(e,))e” + w(d(eo))ei] (i = 1,. . . , n), do; w 0 d = 0. Reciproquement, si 
d est un endomorphisme K-linkaire de A(r, r> tel que w 0 d = 0, on a 
rl(x- * y) = Sp[w(x)d(y) - w(y)d(x)] = d(r)* y + x *d(y), quels que 
soient x et y dans A(r, r-1. 
Les considerations ci-dessus now permettent d’enoncer le theoreme 
suivant: 
TH~OR~ME 6.1. Soient K un corps commutatif de caract&istique diff5-e- 
nte de 2, A = G(n + 1,2) la K- lg’b a e re g am&que d’une population diploLde 
avec n + 1 alleles, t- et s deux &%nents de A tel.7 que w(r) z w(s) ou 
w(r) = w(s) # 0. Alors: 
6) une condition n&essaire et suflisante pour qu’un automorphisme 
K-lineaire CT de A(r, s> soit un automorphisme de K-algibres de A(r, s) est 
que w 0 u = w et u(r - s) = r - s; 
(ii) une condition nkessaire et suffisante pour qu’un endomorphisme 
K-lineaire d de A(r, s) soit une K-dekivation de A(r, s) est que o 0 d = 0 et 
d(r - s) = 0. 
On va finalement examiner le cas ou r # s et p = 0. Dans ce cas, la 
multiplication de A(r, s) s’ecrit x * y = $w(x)w(y)(r - s) avec x et y 
parcourant A(r, s). On a done e, * e, = f(r - s), e,, * e, = ei * e, =O(i= 
1 ,.**a n) et ej*ej =0 (i,j = l,..., n) et si (T est un automorphisme 
d’algebres de A(r, s), alors $o(r - s> = g(e(, * eo> = ace,>* cr(e,) 
= $o(a(e,)>Yr - ) t s e si I’on y applique w on a o(a(r - s)) = 0. De 
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m&me, o = a(e, *e,) = o(e,)* cT(ei) = Sdc(ei))‘(r - S) d’ob o(c+(e,)) 
= 0 (i = 1, . ..) n). I1 est, par ailleurs, facile de voir que pour tout x dans 
A( t-, s) on a w( a( x)) = w( c+(e,>)u( x.) ou encore, il existe un scalaire 
o = w( a(e,,)) f 0 tel que w 0 u = UW. De plus, (T(f- - S) = 02(r - .S). 
Heciproquement, supposons que &ant don& un automorphisme K-lineaire 
o de A(r, ,s), il existe un scalaire (Y # 0 tel que w 0 (T = CYYW et a(r - s) = 
a”( r - s). Alors, quels que soient x et y dans A(r, s), on a a(x * y> 
= &O(x)w(y)a’( r - s) = SW(o(x))ar(o(y))(r - s) = a(x)* a(y), done 
(T est un automorphisme de K-algebres de A(r, ,s). Pour ce qui est des 
dkivations, soit d une K-derivation de A(r, s). On a $l(r - S) = d(e,, * e,,) 
= d(e,,) * e. + e, * d(e,,) = +fa(d(e,,))( r - ,s) et si l’on y applique 0, on a 
w(d(r - s)) = 0. D’autre part, 0 = cl(e, *e,,) = rl(e,)* eg + ei * d(e,,) 
= fw(d(e,))(r - ,s) done w(d(r>,)) = 0 (i = 1,. . . , n), d(r - s) = 2a(r - 
S) oh CY = w(d(e,)) et w 0 d = CYO. Reciproquement, supposons que &ant 
don& un endomorphisme K-lin&ire d de A(r, s), il existe un scalaire o tel 
que w 0 d = CYW et &r - s) = 2o(r - s). Alors cl est une K-dhivation de 
A(r, s). En effet, quels que soient les vecteurs s et y dans A(r, ,s), 
d(x * y) = $&x)ar(y)d(r - s) = ~w(s)w(y)a(r - s) 
= ~w(d(x))o(yX r - s) + $w(a)w(d(y)Xr - .s) = d(x)* y + x *d(y). 
On peut alors enoncer le theoreme suivant: 
THI~W~ME 6.2. Soient K un corps commutatif de caract&stique differ-e- 
nte de 2, A = G(n + 1,2) la K-algibre gamktique d’une population diploi’de 
Alec n + I a&Yes et r et .s dew t%ments o!e A te1.s que r # s et o(r) = w(s) 
= 0. Alors: 
(i) une condition n&e.ssaire et suffisante pour que un automorphisme 
K-lineaire u de A(r, s) soit un automorphisme de K-algibres de A(r, s) est 
qu’il existe un scalaire ff f 0 tel que w 0 (T = LYW et a(r - s) = a’(r - s); 
(ii) une condition n&ssaire et suffisante pour que un endomorphisme 
K-lineaire d de A(r, s) soit une K-dkuation de A(r, ,s) e.st qu’il eriste un 
scalaire (Y tel que w 0 d = (YW et d(r - .s) = 2cx(r - s). 
NOTE 6.3. L’un des cas examines ci-dessus concernait une zero-algebre, 
c’est a dire, une algebre a multiplication nulle. Or, si K est un corps 
commutatif et A une K-alg;bre, on sait que I’algitbre de Lie Der,(A) des 
K-d&ivations de A est une sous-K-algebre de Lie de l’algebre End,(A) des 
K-endomorphismes lineaires de A et c’est un fait connu que DerK( A) = 
End,(A) si et seulement si A est une zero-algebre. De m&me, si A est une 
K-algebre, Aut,( A) est un sous-groupe du groupe lin&ire GL,(A) et 
Aut,( A) = GL,( A) si et seulement si A est une &r-o-algebre, sauf si 
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A = K = F,, le corps ii dew ii &ments. En effet, dans ce cas, AutF2(F2) = 
GLFL(F2) = {l}. Si A = G(n + 1,2) est la K-alg&bre gamktique d’une popu- 
lation dipldide avec R + 1 all&les oh K est un corps commutatif de 
caractkistique diffhrente de 2 et si T est un %ment de A tel que w(r) = 
0, alors l’alghbre A(r, r> est une z&o-alg;bre d’oh Der,(A(r, r)) = 
End,(A(r, r)) et Aut,(A(r, ~-1) = GL,(A(r, T)). 
Nous tenons ci remercier le Referee qui, par ses judicieuses remurques, 
nous a permis d’arnkliorer notre texte. 
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