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Abstract
Numerical inversion is a general detector calibration technique that is indepen-
dent of the underlying spectrum. This procedure is formalized and important
statistical properties are presented, using high energy jets at the Large Hadron
Collider as an example setting. In particular, numerical inversion is inherently
biased and common approximations to the calibrated jet energy tend to over-
estimate the resolution. Analytic approximations to the closure and calibrated
resolutions are demonstrated to effectively predict the full forms under realis-
tic conditions. Finally, extensions of numerical inversion are presented which
can reduce the inherent biases. These methods will be increasingly important
to consider with degraded resolution at low jet energies due to a much higher
instantaneous luminosity in the near future.
1. Introduction
At a proton-proton collider like the Large Hadron Collider (LHC), quarks and
gluons are produced copiously. These partons fragment to produce collimated
streams of colorless particles that leave their energy in the calorimeters of the
ATLAS and CMS detectors1. The energy depositions are organized using jet
1Jets have been calibrated in previous experiments, such as the Tevatron CDF [1] and
D0 [2] experiments, but the methods were significantly different and so this note focuses on
the general purpose LHC experiments.
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clustering algorithms to stand as experimental proxies for the initiating quarks
and gluons. The most widely used clustering scheme in ATLAS and CMS is the
anti-kt algorithm [3] with radius parameter R = 0.4. Even though the inputs
to jet clustering (topological clusters for ATLAS [4, 5] and particle flow objects
for CMS [6, 7]) are themselves calibrated, the average reconstructed jet energy
is not the same as the true jet energy, because of various detector effects. To
account for this, calibrations are applied to each reconstructed jet.
2. Numerical Inversion
The jet calibration procedures of ATLAS [8] and CMS [9, 10] involve several
steps to correct for multiple nearly simultaneous pp collisions (pileup), the non-
linear detector response, the η-dependence of the jet response, flavor-dependence
of the jet response, and residual data/simulation differences in the jet response.
The simulation-based corrections to correct for the calorimeter non-linearities
in transverse energy ET and pseudorapidity η are accounted for using numerical
inversion.
The purpose of this note is to formally document numerical inversion and
describe (with proof) some of its properties. In what follows, X will be a
random variable representing the particle-jet ET and Y will be a random variable
representing the reconstructed jet ET. Define
2
fme(x) = E[Y |X = x] (1)
Rme(x) = E
[
Y
x
∣∣∣∣X = x] = fme(x)x . (2)
Where the subscript indicates that we are taking the mean of the stated
distribution and ‘E’ stands for expected value (= average). In practice, some-
times the core of the distribution of Y |X = x is fit with a Gaussian and so the
2Capital letters represent random variables and lower case letters represent realizations of
those random variables, i.e. X = x means the random variable X takes on the (non-random)
value x.
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effective measure of central tendency is the mode of the distribution. Therefore
in analogy to Equations 1 and 2, we define
fmo(x) = mode[Y |X = x] (3)
Rmo(x) = mode
[
Y
x
∣∣∣∣X = x] = fmo(x)x . (4)
We will often drop the subscript of f and R for brevity in the text, when it is
clear which definition we are referring to. If not specified, f and R will refer
to a definition using a generic definition of central tendency. For all sensible
notions of central tendency, we still have that R(x) = f(x)x .
We will often think of Y |X = x ∼ N (f(x), σ(x)), where this notation means
‘Y given X = x is normally distributed with mean f(x) and standard deviation
σ(x)’; however, in this note, we will remain general unless stated otherwise. The
function R(x) is called the response function. Formally, numerical inversion is
the following procedure:
1. Compute f(x), R(x).
2. Let R˜(y) = R(f−1(y)).
3. Apply a jet-by-jet correction: Y 7→ Y/R˜(Y ).
The intuition for step 2 is that for a given value y drawn from the distribution
Y |X = x, f−1(y) is an estimate for x and then R(f−1(y)) is an estimate for the
response at the value of x that gives rise to Y . Let p(x) be the prior probability
density function of ET. Then we note that we do not want to use E[X|Y ] instead
of f−1(Y ) because the former depends on p(x), whereas f (and thus f−1) does
not depend on p(x), by construction.
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We can see now our first result, which will be useful for the rest of this note:
The correction derived from numerical inversion is Y 7→ Z = f−1(Y ).
Proof.
R˜(Y ) = R(f−1(Y ))
=
f(f−1(Y ))
f−1(Y )
=
Y
f−1(Y )
→ Z = Y
R˜(Y )
= f−1(Y ) 2 (5)
2.1. Closure
One important property of numerical inversion is the concept of closure,
which quantifies whether the new distribution f−1(Y |X = x) obtained after
numerical inversion is centered at x, using the same notion of central tendency
as in the definition of f . In particular, define the closure as
Cme(x) ≡ E
[
Z
x
∣∣∣∣X = x] = E [f−1(Y )x
∣∣∣∣X = x] , (6)
and Cmo is defined in an analogous way. The symbol C will denote the closure
for a generic notion of central tendency. We say that numerical inversion has
achieved closure or simply closes if, for all x,
C = 1. (7)
2.2. Assumptions and Definitions
The general results presented in the following sections are based on three as-
sumptions listed below. These requirements should be satisfied by real detectors
using calorimeters and trackers to reconstruct jets, given that the detector-level
reconstruction is of sufficiently high quality.
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1. f−1(y) exists for all y in the support of Y , and f−1 is single-valued. These
may seem like obvious statements, but are not vacuous, even for a real de-
tector. For example, pileup corrections can result in non-zero probability
that Y < 0, so the function f must be computed for all possible values of
Y , even if the transverse energy is negative. At the high-luminosity LHC
(HL-LHC), the level of pileup will be so high that the jet energy resolution
may be effectively infinite at low transverse energies (no correlation be-
tween particle-level and detector-level jet energy). In that case, f−1 may
not be single valued and numerical inversion cannot be strictly applied as
described in Sec. 2.
2. f(x) is monotonically increasing: f ′(x) > 0 for all x. This condition should
trivially hold for any reasonable detector: detector-level jets resulting from
particle-level jets with a higher ET should on average have a higher ET
than those originating from a lower ET particle-level jet. Note that this
is only true for a fixed η. Detector technologies depend significantly on η
and therefore the η-dependence of f (for a fixed x) need not be monotonic.
We note also that Assumption 1 implies that f ′(x) ≥ 0 or f ′(x) ≤ 0 for
all x; so Assumption 2 is equivalent to the additional assumptions that
f ′(x) 6= 0 for any x, and that f ′(x) > 0 (as opposed to f ′(x) < 0).
3. f is twice-differentiable. The first derivative of f has already been as-
sumed to exist in Assumption 2, and the second derivative will also be
required to exist for some of the later results. In practice we expect f to
be differentiable out to any desired order.
We note that as long as the above three assumptions hold, the theorems
stated in the remainder of this paper are valid. In particular, this implies that x
could be any calibrated quantity that satisfies the above constraints, e.g. the jet
transverse momentum pT or the jet mass m. We focus on the case of calibrating
the ET for sake of concreteness.
We have separated the results in this paper into “Proofs” and “Derivations”.
The “Proofs” require only the three assumptions stated above, and in particular
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do not assume anything about the shape of the underlying distributions, e.g.
that the distributions Y |X = x are Gaussian or approximately Gaussian. The
“Derivations” are useful approximations that apply in the toy model described
in Appendix I; we expect them to apply in a wide variety of cases relevant to
LHC jet physics. In particular, we expect these approximations to hold in cases
with properties similar to the toy model presented here - e.g., good approxi-
mation of f by its truncated Taylor series about each point and approximately
Gaussian underlying distributions of Y |X = x.3
Finally, in the rest of this paper, we write ρY |X(y|x) to represent the prob-
ability distribution of Y given X = x, and ρZ|X(z|x) to be the probability
distribution of Z given X = x. A standard fact about the probability distribu-
tion from changing variables is that
ρZ|X(z|x) = f ′(z)ρY |X(f(z)|x). (8)
To ease the notation, we will often use ρY (y) and ρZ(z) interchangeably with
ρY |X(y|x) and ρZ|X(z|x), respectively, when it is clear (as is usually the case)
that we are conditioning on some true value x.4
3. Results
In the subsequent sections, we will derive properties about the closure C
for three different definitions of the central tendancy: mean (Sec. 3.1), mode
3Note that we do not require that Y |X = x is exactly Gaussian, only that it is approxi-
mately Gaussian, which is true for a wide range of energies and jet reconstruction algorithms
at ATLAS and CMS. In particular, there are non-negligible (but still often small) asymmetries
at low and high ET at ATLAS and CMS [8–10]. In any case, even if Y |X = x is Gaussian,
Z|X = x is in general not Gaussian, for non-linear response functions; see Appendix A.
4In practice it is necessary to condition on a small range of X, e.g. X ∈ [x, (1 + )x]. If  is
large then there can be complications from the changing of f(x) over the specified range and
from the shape of the prior distribution of X over the specified range. These challenges can
be solved by generating large enough Monte Carlo datasets. We therefore assume that  1
and consider complications from finite  beyond the scope of this paper.
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(Sec. 3.2), and median (Sec. 3.3).
3.1. Mean
In the following section only, for brevity, we will let f be fme and C be Cme.
3.1.1. Closure
We can write the closure (Eq. 6) as
C = E
[
Z
x
∣∣∣∣X = x] = 1x
∫
dyρY |X(y|x)f−1(y). (9)
We find that for many functions f , numerical inversion does not close. This is
summarized in the following result:
Let the notion of central tendency be the mean. If f is linear, then numerical
inversion closes. If f is not linear, then numerical inversion does not necessarily
close.
Proof. Let f be linear, f(x) = a(x + b). Then5 f−1(y) = ya − b. We can see
that we necessarily have closure as Eq. 9 can be written
C =
1
x
∫
dyρY |X(y|x)
(y
a
− b
)
=
1
x
(
1
a
E [Y |X = x]− b
)
=
1
x
(
1
a
f(x)− b
)
= 1. (10)
Now let f be nonlinear, and so therefore f−1 is also nonlinear. We note that
the statement being proved is that f does not necessarily close in this case; not
that f necessarily does not close. Thus, it is sufficient to find a counterexample
that does not close in order to demonstrate this statement. Let f(x) =
(
x
c
) 1
3
5We have a > 0 from the assumption that f ′(x) > 0.
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with c 6= 0, so that f−1(y) = cy3, which is a simple non-linear monotonic
function. We will also need to specify some higher moments of the distribution
ρY |X . With the standard definitions of the variance and skew, respectively:
σ(x)2 ≡ E
[
(Y − E [Y ])2
∣∣∣X = x] (11)
σ(x)3γ1(x) ≡ E
[
(Y − E [Y ])3
∣∣∣X = x] . (12)
We specify the weak conditions that σ(x) > 0 (which is always true as long
as ρY |X is not a delta function), and that γ1(x) = 0 (which is true if ρY |X is
symmetric). Then, the closure (Eq. 9) can be written
C =
1
x
∫
dyρY |X(y|x)
(
cy3
)
=
c
x
(
E
[
Y 3
∣∣X = x]) . (13)
With γ1(x) = 0, we have that
E
[
Y 3
∣∣X = x] = 3σ(x)2E [Y |X = x] + E [Y |X = x]3
= 3σ(x)2f(x) + f(x)3
= 3σ(x)2
(x
c
) 1
3
+
x
c
. (14)
Then we see we do not have closure, as
C =
c
x
(
E
[
Y 3
∣∣X = x])
=
c
x
(
3σ(x)2
(x
c
) 1
3
+
x
c
)
= 1 + 3σ(x)2
(x
c
)− 23
> 1. 2 (15)
Although the counterexample provided here only applies to a specific choice
of f(x) and ρY |X(y|x), we have reason to believe that closure is not achieved
for non-linear f in the vast majority of cases, as can be seen in more detail
in Appendix B. In addition, we can Taylor expand the closure C to derive an
equation for the first non-closure term:
C ≈ 1− 1
2
f ′′(x)
f ′(x)3
σ(x)2
x
, (16)
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Figure 1: The closure of numerical inversion when using the mean to calibrate, using a toy
model similar to conditions in ATLAS or CMS. In blue, the exact calculated closure. In red,
the estimate of the closure using the first term of the higher-order correction given in Eq. 16.
For details of the model, see Appendix I.
the derivation of which can be found in Appendix B.
Figure 1 shows the inherent non-closure in numerical inversion for a toy
calculation using a response function R(x) that is typical for ATLAS or CMS,
and the first term of the higher-order correction (Eq. 16).
3.1.2. Calibrated Resolution
We often care about how well we have resolved the transverse energy of the
jets, which we quantify by examining the width of the calibrated resolution Z.
The final calibrated resolution of the reconstructed jets is defined to be the
standard deviation of the Z distribution, with X = x, which is given by
σˆ(x)2 ≡ σ (Z|X = x)2 ≡ E [Z2∣∣X = x]− E [Z|X = x]2 , (17)
and the fractional resolution is just given by σ
(
Z
x |X = x
)
. The fractional reso-
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Figure 2: The resolution of the ET distribution following numerical inversion when using
the mean to calibrate, using a toy model similar to conditions in ATLAS or CMS. In blue,
the exact calculated resolution. In red, the estimate of the closure using the first term of
the higher-order correction in Eq. 18. In green, the uncalibrated resolution. In orange, the
resolution when dividing by the response R(x). For details of the model, see Appendix I.
lution, to first order in the Taylor series, is given by
σ
(
Z
x
|X = x
)
=
1
x
σˆ(x) ≈ 1
x
σ(x)
f ′(x)
, (18)
the derivation of which can be found in Appendix C. Note that f ′(x) is not the
response R(x) = f(x)x . In particular, f
′(x) = R(x) + R′(x)x, so f ′(x) 6= R(x)
unless R′(x) = 0, or equivalently f(x) = kx for some constant k (which is not
the case at ATLAS nor at CMS). Figure 2 verifies Eq. 18 and compares it to
the method of dividing the width of the distribution by R, which is a standard
diagnostic technique when a full calibration is not applied.
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3.2. Mode
In the following section only, for brevity, we will let f be fmo and C be Cmo.
The distribution ρY |X(y|x) is usually unimodal and Gaussian fits to the “core”
of this distribution are essentially picking out the mode of the distribution.
Therefore, the results of this section are a good approximation to what is often
used in practice. We note that in the case that the underlying distribution
is multimodal, it is not clear how to unambiguously define the mode of the
distribution, and so the results of this section cannot be applied naively.
3.2.1. Closure
Assuming that the probability distribution function is unimodal, the mode
is the point at which the first derivative of the function is 0:
f(x) = y∗ s.t. ρ′Y (y
∗) = 0. (19)
Then we can write the closure condition (Eq. 6) as
mode
[
Z
x
∣∣∣∣X = x] = 1
→ mode [Z|X = x] = x
→ ρ′Z(x) = 0. (20)
Using this definition, we can prove a result similar (but stronger) to the closure
condition for the mean in the previous section:
Let the notion of central tendency be the mode. Numerical inversion closes if
and only if f is linear.
Proof. We have from Eq. 8 that
ρZ(z) = f
′(z)ρY (f(z)). (21)
Therefore,
ρ′Z(z) = f
′′(z)ρY (f(z)) + f ′(z)2ρ′Y (f(z)), (22)
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and
ρ′Z(x) = f
′′(x)ρY (f(x)) + f ′(x)2ρ′Y (f(x))
= f ′′(x)ρY (y∗) + f ′(x)2ρ′Y (y
∗)
= f ′′(x)ρY (y∗), (23)
where ρY (y
∗) > 0 since y∗ is the mode of the distribution ρY . Then we see that
if f ′′(x) = 0, then ρ′Z(x) = 0 and closure is achieved. In contrast, if f
′′(x) 6= 0,
then ρ′Z(x) 6= 0 and closure is not achieved. 2
The closure when using the mode to calibrate, to first order in the Taylor series,
is given by
C ≈ 1 + f
′′(x)
f ′(x)3
σ˜(x)2
x
, (24)
where σ˜(x) is the width of a Gaussian fitted to just the area near the peak of
the function ρY |X(y|x) (defined precisely in the next section). The derivation
of Eq. 24 can be found in Appendix D.
Figure 3 shows the inherent non-closure in numerical inversion for a toy
calculation using a response function R(x) that is typical for ATLAS or CMS,
and the first term of the higher-order correction given in Eq. 16, when using the
mode for calibration.
3.2.2. Resolution
Let z∗(x) be the mode of the distribution Z|X = x, which is not necessarily
equal to x given the above result. It is often the case at ATLAS and CMS
that a Gaussian is fit to the distributions ρY |X(y|x) and ρZ|X(z|x) only in the
vicinity of the modes f(x) and z∗(x), respectively, since it is assumed that the
distributions have a Gaussian core but non-Gaussian tails. The width of the
Gaussian core found in this fit is then used as a measure of the resolution of
the distribution. We thus define a “trimmed resolution” for a distribution P
with probability distribution function ρP (p) about its mode m, which is valid if
12
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Figure 3: The closure of numerical inversion when using the mode to calibrate, using a toy
model similar to conditions in ATLAS or CMS. In blue, the exact calculated closure. In red,
the estimate of the closure using the first term of the higher-order correction given in Eq. 24.
For details of the model, see Appendix I.
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P ∼ N (m, σ˜) for p near m:
σ˜(P )2 ≡ −ρP (m)
ρ′′P (m)
. (25)
The definition in Eq. 25 is chosen because it reduces to the usual variance for a
Gaussian distribution. For the distributions ρY |X(y|x) and ρZ|X(z|x), we thus
have the trimmed resolutions
σ˜(x)2 ≡ σ˜ (Y |X = x)2 = −ρY (f(x))
ρ′′Y (f(x))
(26)
ˆ˜σ(x)2 ≡ σ˜ (Z|X = x)2 = −ρZ(z
∗(x))
ρ′′Z(z∗(x))
. (27)
The calibrated fractional trimmed resolution σ˜
(
Z
x |X = x
)
, to first order in the
Taylor series, is given by
σ˜
(
Z
x
|X = x
)
=
1
x
ˆ˜σ(x) ≈ 1
x
σ˜(x)
f ′(x)
, (28)
the derivation of which can be found in Appendix E.
3.3. Median
In the previous sections we have examined using the mean or the mode to
define f and C, and found that both results do not lead to closure in general.
We propose a new definition, using the median of the reconstructed jet ET
distributions:
fmed(x) = median[Y |X = x] (29)
Rmed(x) = median
[
Y
x
∣∣∣∣X = x] = fmed(x)x . (30)
And define Cmed analogously. In the following section only, for brevity, we will
let f be fmed and C be Cmed.
3.3.1. Closure
The median of the distribution is the point at which 50% of the distribution
is above and 50% is below:
f(x) = y∗ s.t.
∫ y∗
−∞
ρY (y)dy = 0.5. (31)
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Then the closure condition (Eq. 6) can be written
median
[
Z
x
∣∣∣∣X = x] = 1
→ median [Z|X = x] = x
→
∫ x
−∞
ρZ(z)dz = 0.5. (32)
We can see then the following result under this definition of central tendency:
Let the notion of central tendency be the median. Then numerical inversion
always closes.
Proof. We have from Eq. 8 that
ρZ(z) = f
′(z)ρY (f(z)). (33)
So the closure condition in Eq. 32 becomes
0.5 =
∫ x
−∞
ρZ(z)dz
=
∫ x
−∞
f ′(z)ρY (f(z))dz. (34)
Then with u = f(z), du = f ′(z)dz we have
0.5 =
∫ f(x)
−∞
ρY (u)du
=
∫ y∗
−∞
ρY (u)du
= 0.5. 2 (35)
3.3.2. Resolution
A natural definition of resolution when using the median to calibrate jets
is the 68% interquantile range, defined as follows for a distribution P with
probability density function ρP (p):
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With I−P and I
+
P defined by∫ I−P
−∞
ρP (p)dp ≡ Φ(−1), (36)∫ I+P
−∞
ρP (p)dp ≡ Φ(+1); (37)
the 68% interquantile range is defined as
σIQR(P ) ≡ 1
2
(
I+P − I−P
)
. (38)
Where Φ(x) = 12erfc
(
−x√
2
)
is the cumulative distribution function of the normal
distribution. The definition is designed so that if P ∼ N (µ, σ) then σIQR(P ) =
σ. The quantity σIQR is called the “68% interquantile range” because Φ(+1)−
Φ(−1) ≈ 0.68. For the distributions Y |X = x and Z|X = x, define:
σIQR(x) = σIQR(Y |X = x) (39)
σˆIQR(x) = σIQR(Z|X = x). (40)
Then we can see the following result for the calibrated resolution σIQR(
Z
x |X =
x):
The 68% IQR of the calibrated response distribution is given by σIQR(
Z
x |X =
x) = 12x
(
f−1(I+Y )− f−1(I−Y )
)
.
Proof. We have ∫ I−Z
−∞
ρZ(z)dz = Φ(−1) (41)∫ I+Z
−∞
ρZ(z)dz = Φ(+1). (42)
From Eq. 8,
ρZ(z) = f
′(z)ρY (f(z)), (43)
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so that
Φ(−1) =
∫ I−Z
−∞
f ′(z)ρY (f(z))dz
=
∫ f(I−Z )
−∞
ρY (u)du
→ f(I−Z ) = I−Y (44)
Φ(+1) =
∫ I+Z
−∞
f ′(z)ρY (f(z))dz
=
∫ f(I+Z )
−∞
ρY (u)du
→ f(I+Z ) = I+Y . (45)
Therefore,
σIQR(Z|X = x) = 1
2
(
I+Z − I−Z
)
=
1
2
(
f−1(I+Y )− f−1(I−Y )
)
, (46)
and
σIQR
(
Z
x
|X = x
)
=
1
2x
(
f−1(I+Y )− f−1(I−Y )
)
. 2 (47)
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4. Discussion
After a quick summary in Section 4.1 of the results presented so far, Sec-
tion 4.2 discusses the benefits and drawbacks of various methods of calibration,
and Sections 4.3 and 4.4 describe extensions of numerical inversion that may
help to improve closure.
4.1. Summary of Results
In Section 2.1 we defined the concept of closure in the process of calibrating
the ET of jets. We found in Sections 3.1.1 and 3.2.1 that when using the
mean or mode, respectively, of the distribution Y |X = x to calibrate, closure
is not necessarily achieved; with the response functions found at ATLAS or
CMS, it is expected that numerical inversion will not close. We also provided
estimates for the non-closure for the mean (Eq. 16) and for the mode (Eq. 24).
In those estimates we find that as the underlying resolution σ(x) or σ˜(x) of
the uncalibrated jet distribution Y |X = x increases, the non-closure gets worse.
This indicates that the non-closure issues raised in this note will become more
important as the LHC moves to conditions with higher pileup in the future.
A new calibration scheme based on the median of Y |X = x is proposed in
Section 3.3.1. With this method of calibration, closure is always achieved.
Each section also explored various definitions of the resolution of the frac-
tional calibrated jet distribution Zx |X = x, where the most natural definition
depends on the manner in which calibration has been performed (i.e., whether
using the mean, mode, or median to calibrate). We provided useful estimates
for the standard deviation (Eq. 18), the trimmed Gaussian width (Eq. 28), and
an exact formula for the 68% IQR (Eq. 47). These expressions can be used
to quickly estimate the final resolution of a jet algorithm without having to
actually apply the calibration jet-by-jet.
4.2. Recommendation for Method of Calibration
As mentioned in the summary above, we have that for a non-linear response
function closure is not necessarily achieved when using the mode or mean to
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calibrate, and closure is necessarily achieved when using the median. While
this indicates that the median is a useful metric to use if closure is the main
objective, we accept that there might be reasons to use the mode instead (for
example, if the tails of ρY |X(y|X = x) are cut off, then the mode should stay
constant while the median and mean will change). Thus we leave it to the reader
to decide which method of calibration is most appropriate to use for their specific
purposes. To that end, we also have discussion below about methods to improve
the closure when the mode is being used to calibrate.
4.3. Iterated Numerical Inversion
A natural question is whether it is useful for the purposes of achieving closure
to implement numerical inversion again on the calibrated jet collection, if closure
has not been achieved the first time. We define the iterated numerical inversion
process as follows:
With C(x) defined as in Eq. 6, let
Rnew(x) ≡ C(x) (48)
fnew(x) ≡ C(x)x. (49)
Then, apply numerical inversion on the calibrated distribution Z:
Z 7→ Znew = f−1new(Z). (50)
We then ask if the closure of this new distribution, Cnew(x) (defined analogously
as in Eq. 6), is closer to 1 than C(x). In general, this is a difficult question to
answer, but we have derived analytic approximations when the mode is used to
derive the calibration (see Appendix F). Iterating numerical inversion does not
always help:
|Cnew(x)− 1|
|C(x)− 1| ≈
12f ′′(x)2σ˜(x)2
f ′(x)4
. (51)
If the ratio in Eq. 51 is greater than 1, then the closure gets worse after a second
iteration of numerical inversion. In particular, as σ˜(x) gets larger, the iterated
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closure gets worse relative to the original closure. So we expect at higher levels
of pileup that iterating numerical inversion will not be useful. In Figure 4 we
can see that iterating numerical inversion does make the closure worse than
the original closure, in a model simulating higher pileup conditions. The next
section provides another scheme to correct for the residual non-closure that does
not require iterating the process of numerical inversion.
4.4. Corrected Numerical Inversion
As noted above, when using the mean or mode of the distribution Y |X = x
to calibrate, closure is not achieved in general. With the closed-form estimates
of the non-closure provided in the text, one might think to simply “subtract
off” the non-closure. However the non-closure estimates provided are in terms
of the truth ET value x. Since x is not available in data, a sensible proxy is
to use numerical inversion as an estimate for x. This is actually equivalent to
iterated numerical inversion, which as shown in the previous section does not
always help.
Another possibility is to use a different original response function to perform
the calibration. Suppose that instead of using f(x) = R(x)x, there was a new
function g(x) 6= f(x) such that if the calibration is performed with this new
function, Y 7→ Zcorr = g−1(Y ), the new calibrated distribution Zcorr|X = x
does achieve closure or gets closer to achieving closure than when calibrating
using f .
We define the corrected numerical inversion process as follows:
1. Calculate f(x) = fmo(x) = mode[Y |X = x].
2. Let g(x) = g(x; f(x)) be a calibration function depending on the fitted
function f(x).
3. Apply the calibration Y 7→ Zcorr = g−1(Y ) jet-by-jet.
We then can examine the closure
Ccorr(x) = mode
[
Zcorr
x
∣∣∣X = x] . (52)
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And say we have achieved closure if
Ccorr(x) ≡ 1. (53)
We examine the case of using the mode to measure closure, again because in
practice that is what is often used when there are significant non-Gaussian tails.
One way to specify g is by explicitly requiring closure. In Appendix G it
is shown that in the case that closure is achieved exactly, g necessarily satisfies
the differential equation6
0 = g′′(x)− g′(x)2 g(x)− f(x)
σ˜(x)2
. (54)
In principle Eq. 54 can be solved numerically given numerical fitted values f(x)
and σ˜(x), though in practice such a method may prove intractable.
Another way to specify g is to use external parameters
g(x) = g(x; f(x); a1, ..., an). (55)
Then the parameters a1, ..., an can be chosen such that the closure is as close to
1 as possible. This is the method used to find the corrected calibration curve in
Figure 4, and explained in more detail in Appendix H. The absolute non-closure
|C − 1| is significantly smaller than the original non-closure, even in a model
simulating very high pileup conditions.
5. Conclusions
Jets are ubiquitous at the LHC and their calibration is one of the most
important preprocessing steps for data analysis. The standard technique for jet
calibration is numerical inversion. This paper has formally defined numerical
inversion and derived many of its properties. The three most important results:
6As noted in the derivation, this equation also assumes the following: that the underlying
distribution Y |X = x is approximately Gaussian in the vicinity of its mode f(x); and that
the correction is small, with |g(x)− f(x)|  σ˜(x).
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Figure 4: The top plot shows the closure of numerical inversion when using the mode to
calibrate, using a toy model similar to conditions in ATLAS or CMS but increasing σ(x) by
a factor of 1.4 in order to simulate higher pileup conditions. In blue, the original closure as
defined in Eq. 6. In green, the closure after iterating numerical inversion once as in Section 4.3.
In orange, the closure after using the parameterized corrected numerical inversion technique as
in Section 4.4. For details of the model, see Appendix I. The bottom plot shows the absolute
non-closure |C − 1|. In particular, at low ET, iterating numerical inversion does worse, while
corrected numerical inversion does better than the original calibration.
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• Numerical inversion is inherently biased: calibrated reconstructed
jets are not guaranteed to be centered around the corresponding particle-
level jet ET. However, when the median is used for the notion of ‘cen-
tered’, closure is guaranteed. In practice where the detector response is
non-linear, there is never closure when ‘centered’ means the mode of the
response distribution.
• Numerical inversion can be approximated: However, the resolution
of the calibrated jets is not well-approximated by the uncalibrated jet
resolution divided by the response. Calibrated resolutions can still be
simply estimated, but they depend on the derivative of the calibration
function and not the response.
• Numerical inversion can be improved: Modified calibration functions
can be constructed to achieve a better closure than using the same measure
of central tendency for deriving the calibration function and assessing the
closure.
These considerations may become even more important in the future when
fluctuations in the detector response increase due to the presence of larger con-
tributions from pileup. Numerical inversion is a general technique that can be
applied to any detector calibration where a reliable simulation exists for match-
ing objects before and after the detector response. The results presented here
may therefore have a broader applicability than to jets, the LHC, or even high
energy physics.
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Appendix A. Gaussian Invariance Lemma
Let X ∼ N (µ, σ) and f be some function such that f ′(x) > 0. Then,
f(X) ∼ N (µ′, σ′) if and only if f(x) is linear in x.
Proof. The converse is a well-known result, and can be obtained directly from
application of Eq. 8.
Now suppose that f(X) ∼ N (µ′, σ′). Let Y = (X − µ)/σ and define
g(y) =
f(σy + µ)− µ′
σ′
, (A.1)
so that Y and Z = g(Y ) both have a standard normal distribution. Furthermore,
g′(y) =
σ
σ′
f ′(σy + µ) > 0, (A.2)
so g is monotonic.
We then can write for any c:
Φ(c) = Pr(Y < c) = Pr(g(Y ) < g(c))
= Pr(Z < g(c))
= Φ(g(c)), (A.3)
Where Φ(x) is the normal distribution cumulative distribution function. Since
Φ is invertible, we then have that g(c) = c. Inserting the definition of g then
gives us the final result:
f(x) =
σ′
σ
(x− µ) + µ′. 2 (A.4)
Appendix B. Closure of the Mean
The closure of jets reconstructed from truth jets with ET = x and f(x) =
fme(x) is given to first order by C ≈ 1− 12 f
′′(x)
f ′(x)3
σ(x)2
x .
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Derivation. We begin by Taylor expanding f−1(y) about y = f(x):
f−1(y) =
∞∑
n=0
1
n!
(
f−1
)(n)
(f(x)) · (y − f(x))n
=
∞∑
n=0
1
n!
gn(x) · (y − f(x))n , (B.1)
where gn(x) ≡ (f−1)(n)(f(x)) means the nth derivative of f−1(y), evaluated at
y = f(x). Plugging this into Eq. 9, we have
C =
1
x
∫
dyρY |X(y|x)f−1(y)
=
∞∑
n=0
1
n!
gn(x)
x
∫
dyρY |X(y|x) (y − f(x))n
=
∞∑
n=0
1
n!
gn(x)
x
µn(x), (B.2)
where µn(x) are the standard central moments µn(x) = E [(Y − E [Y ])n|X = x],
since by definition f(x) = E[Y |X = x].
The first few central moments are independent of the distribution ρY |X . In
particular, µ0 = 1 is the normalization, and µ1 = 0. Writing these terms out,
we have
C =
g0(x)
x
+
∞∑
n=2
1
n!
gn(x)
x
µn(x). (B.3)
Noting that g0(x) = f
−1(f(x)) = x,
C = 1 +
∞∑
n=2
1
n!
gn(x)
x
µn(x). (B.4)
We see that, if f is linear, then so is f−1, and so gn = 0 for all n ≥ 2. Then
Eq. B.4 reduces to C = 1, and numerical inversion closes, as was found in Eq. 10.
It will be instructive to expand out the first few terms of Eq. B.4. We note
that, by definition, µ2(x) = σ(x)
2 is the variance, and µ3(x) = σ(x)
3γ1 defines
the skew γ1. Then we have
C = 1 +
1
2
g2(x)
x
σ(x)2 +
1
6
g3(x)
x
σ(x)3γ1 +
∞∑
n=4
1
n!
gn(x)
x
µn(x). (B.5)
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Suppose we are given an arbitrary distribution specified by its moments
µn(x). Then the requirement that closure is satisfied in the form of the right
hand side of Eq. B.4 converging to 1 exactly imposes strict constraints on the
function g(x), so that only for a highly specific choice of g and therefore f is
closure achieved. Thus in general we do not expect closure to be satisfied for
an arbitrary initial distribution ρY |X .
We note that, since we expect the derivatives gn(x) and the moments µn(x)
to grow considerably slower than n! for functions f and distributions ρY |X
encountered at the LHC, we expect Eq. B.4 to converge, and Eq. B.5 gives the
dominant contributions to the non-closure, i.e.
C ≈ 1 + 1
2
g2(x)
x
σ(x)2 +
1
6
g3(x)
x
σ(x)3γ1. (B.6)
If ρY |X is symmetric or near-symmetric, or if the third derivative of g is
small, such that g3(x)σ(x)γ1  g2(x), then the dominant contribution to the
non-closure is just
C ≈ 1 + 1
2
g2(x)
x
σ(x)2. (B.7)
We further note that
g2(x) = (f
−1)(2)(f(x)) = − f
′′(x)
f ′(x)3
→ C ≈ 1− 1
2
f ′′(x)
f ′(x)3
σ(x)2
x
. 2 (B.8)
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Appendix C. Calibrated Resolution of the Mean
The calibrated resolution of jets reconstructed from truth jets with ET = x
and f(x) = fme(x) is given to first order by
σ(x)
f ′(x) .
Derivation. We note that, expanding f−1(y) about y = f(x) out to one deriva-
tive, and using the definitions of gn(x) and µn(x) from the previous section,
(f−1(y))2 ≈ g0(x)2 + 2g0(x)g1(x)(y − f(x)) + g1(x)2(y − f(x))2, (C.1)
so that
E
[
Z2
∣∣X = x] = ∫ dyρY |X(y|x)(f−1(y))2
≈
∫
dyρY |X(y|x)
(
g0(x)
2 + 2g0(x)g1(x)(y − f(x)) + g1(x)2(y − f(x))2
)
= g0(x)
2µ0(x) + 2g0(x)g1(x)µ1(x) + g1(x)
2µ2(x)
= g0(x)
2 + g1(x)
2σ(x)2. (µ1 = 0 by construction) (C.2)
Out to one derivative we also have that (as derived in the previous section)
E [Z|X = x]2 ≈ g0(x)2
→ σ (Z|X = x)2 = E [Z2∣∣X = x]− E [Z|X = x]2
≈ g1(x)2σ(x)2. (C.3)
Then,
g1(x) = (f
−1)′(f(x)) =
1
f ′(x)
→ σ (Z|X = x)2 ≈ σ(x)
2
f ′(x)2
→ σˆ(x) = σ (Z|X = x) ≈ σ(x)
f ′(x)
. 2 (C.4)
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Appendix D. Closure of the Mode
The closure of jets reconstructed from truth jets with ET = x and f(x) =
fmo(x) is given to first order by C ≈ 1 + f
′′(x)
f ′(x)3
σ˜(x)2
x .
Derivation. As a reminder for the reader, for brevity, we will let ρY (y) =
ρY (y|x) and ρZ(z) = ρZ(z|x), and let the parameter x be understood.
We begin by supposing that the closure is not much different than 1, so that
we can examine ρZ(z) in the vicinity of z = x to find the mode z
∗. Expanding
Eq. 8 about to second order in (z − x):
ρZ(z) = f
′(z)ρY (f(z))
≈
[
f ′(x) + (z − x)f ′′(x) + (z − x)
2
2
f ′′′(x)
]
×
[
ρY (f(x)) + (z − x)ρ′Y (f(x))f ′(x) +
(z − x)2
2
ρ′′Y (f(x))f
′(x)2
]
. (D.1)
We note from the condition Eq. 19 that ρ′Y (f(x)) = 0, so
ρZ(z) ≈
[
f ′(x) + (z − x)f ′′(x) + (z − x)
2
2
f ′′′(x)
]
×
[
ρY (f(x)) +
(z − x)2
2
ρ′′Y (f(x))f
′(x)2
]
≈ f ′(x)ρY (f(x)) + (z − x)f ′′(x)ρY (f(x))
+
(z − x)2
2
[
f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x))
]
, (D.2)
so that
ρ′Z(z) ≈ f ′′(x)ρY (f(x)) + (z − x)
[
f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x))
]
. (D.3)
Then the closure condition Eq. 20 gives
ρ′Z(z
∗) = 0
→ z∗ ≈ x− f
′′(x)ρY (f(x))
f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x))
, (D.4)
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i.e. the mode of ρZ(z) occurs at z = z
∗. Then the closure is
C =
z∗
x
≈ 1− 1
x
f ′′(x)ρY (f(x))
f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x))
= 1− 1
x
f ′′(x)ρY (f(x))ρ′′Y (f(x))
f ′′′(x)ρY (f(x))ρ′′Y (f(x)) + f
′(x)3
= 1 +
f ′′(x)
f ′(x)3 − σ˜(x)2f ′′′(x)
σ˜(x)2
x
. (D.5)
In practice we find that for typical response functions, higher derivatives of
f tend to vanish. A comparison between the two terms in the denominator of
Eq. D.5 can be found in Figure D.5 for the toy model considered in Appendix
I; we find that f ′(x)3  σ˜(x)2f ′′′(x). Thus, in practice we recommend the
approximation
C ≈ 1 + f
′′(x)
f ′(x)3
σ˜(x)2
x
. 2 (D.6)
The agreement between the actual and estimated closure in Figure 3 also con-
firms this approximation. Thus, in the body of this text Eq. D.6 is presented
as the result, even though Eq. D.5 is technically more precise.
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Figure D.5: A comparison of derivative values using a toy model similar to conditions in
ATLAS or CMS. In blue, f ′(x)3. In red, σ˜(x)2f ′′′(x). For details of the model, see Appendix
I.
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Appendix E. Resolution of the Mode
The resolution of jets reconstructed from truth jets with ET = x and f(x) =
fmo(x) is given to first order by ˆ˜σ(x) ≈ σ˜(x)f ′(x) .
Derivation. From Eq. D.3 we have
ρ′′Z(z) ≈ f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x)). (E.1)
Then the resolution is given as
ˆ˜σ(x)2 = −ρZ(z
∗)
ρ′′Z(z∗)
≈ − f
′(x)ρY (f(x))
f ′′′(x)ρY (f(x)) + f ′(x)3ρ′′Y (f(x))
=
f ′(x)σ˜(x)2
f ′(x)3 − f ′′′(x)σ˜(x)2 . (E.2)
Following the discussion in Appendix D, we simplify the denominator to get
the approximation
σ˜(x)2 ≈ σ˜(x)
2
f ′(x)2
→ σ˜(x) ≈ σ˜(x)
f ′(x)
. 2 (E.3)
Appendix F. Iterated Numerical Inversion Calculation
The closure Cnew(x) after iterating numerical inversion is not necessarily
closer to 1 than the closure C(x) after performing numerical inversion once.
Derivation. We limit ourselves to the case that we are using the modes of the
distributions Y |X = x and Z|X = x to calibrate, as in practice that is what is
used at ATLAS and CMS for numerical inversion.
We use the estimation of the closure of the mode Eq. 24:
C(x) ≈ 1 + f
′′(x)
f ′(x)3
σ˜(x)2
x
→ |C(x)− 1| ≈
∣∣∣∣ f ′′(x)f ′(x)3 σ˜(x)2x
∣∣∣∣ . (F.1)
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We use the iterated numerical inversion response
fnew(x) = C(x)x
≈ x+ f
′′(x)
f ′(x)3
σ˜(x)2 (F.2)
→ f ′new(x) ≈ 1− 3
f ′′(x)2
f ′(x)4
σ˜(x)2 (F.3)
→ f ′′new(x) ≈ 12
f ′′(x)3
f ′(x)5
σ˜(x)2. (F.4)
Where we have ignored higher derivatives of f(x)7 and derivatives of σ(x)8. We
also have the estimation of the resolution of the calibrated distribution Eq. 28
ˆ˜σ(x) ≈ σ˜(x)
f ′(x)
, (F.5)
So that we can estimate the closure after iterating numerical inversion as
Cnew(x) ≈ 1 + f
′′
new(x)
f ′new(x)3
ˆ˜σ(x)2
x
≈ 1 + 12f
′′(x)3
f ′(x)5
σ˜(x)2
σ˜(x)2
f ′(x)2
1
x
= 1 +
12
x
f ′′(x)3
f ′(x)7
σ˜(x)4 (F.6)
→ |Cnew(x)− 1| ≈
∣∣∣∣12x f ′′(x)3f ′(x)7 σ˜(x)4
∣∣∣∣ (F.7)
→ |Cnew(x)− 1||C(x)− 1| ≈
12f ′′(x)2σ˜(x)2
f ′(x)4
. (F.8)
If the ratio in Eq. F.8 is greater than 1, then the closure gets worse after a
second iteration of numerical inversion. 2
Appendix G. Corrected Numerical Inversion Calculation
With Y 7→ Zcorr = g−1(Y ), we will get a corrected calibrated distribution
ρZcorr|X(z|x). For brevity, let ρZcorr(z) = ρZcorr|X(z|x), where it is understood
7See, e.g., Figure D.5.
8For this specific counterexample, we are examining the case that σ′(x) = 0, which is
realistic for high pileup conditions.
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we are examining the distributions around a particular value of x. We will again
require that g′(x) > 0, so that
ρZcorr(z) = g
′(z)ρY (g(z)). (G.1)
The closure condition is then equivalent to the condition
ρ′Zcorr(x) = 0, (G.2)
i.e., the mode of the distribution Zcorr|X = x occurs at x. We have that
ρ′Zcorr(z) = g
′′(z)ρY (g(z)) + g′(z)2ρ′Y (g(z)), (G.3)
so that the closure condition requires
0 = ρ′Zcorr(x)
= g′′(x)ρY (g(x)) + g′(x)2ρ′Y (g(x))
→ 0 = g′′(x) + g′(x)2 ρ
′
Y (g(x))
ρY (g(x))
. (G.4)
We suppose that g(x) is close to f(x), g(x) = f(x) + α(x), with |α(x)|  σ˜(x).
Then we have directly from the supposition that the distribution Y |X = x is
approximately Gaussian about its mode f(x) with width σ˜(x) that
ρ′Y (g(x))
ρY (g(x))
= − (g(x)− f(x))
σ˜(x)2
. (G.5)
Then, the closure condition gives
0 = g′′(x) + g′(x)2
ρ′Y (g(x))
ρY (g(x))
= g′′(x)− g′(x)2 g(x)− f(x)
σ˜(x)2
. (G.6)
Appendix H. Corrected Numerical Inversion Parameterization
We parameterize the corrected calibration function g(x) = g(x; f(x); a1, ..., an).
For the toy model used in this note, we use the parameterization
g(x) = f(x) +
a1
1 + exp(x−a2a3 )
. (H.1)
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In the model considered here, and for the response functions at the LHC,
the closure goes to 1 for large x and moves away from 1 for small x, a natural
result of Eq. 24. Thus, the parameterization in Eq. H.1 includes a “turn-off” to
recover g(x) = f(x) at large x (with a3 > 0).
In practice, there is some smallest value x = x′ which is being studied,
and which per the discussion in the above paragraph tends to have the largest
non-closure. The value x′ = 20 GeV is used in this note, which is the lowest
calibrated ET at current conditions at the LHC. For the corrected calibration
curve shown in Figure 4, the parameters a1, a2, a3 are scanned over to minimize
the non-closure at this value x′. For the corrected calibration curve shown in
Figure 4, the values a2 = a3 = x
′ = 20 GeV and a1 = 5 GeV were used.
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Appendix I. Toy Model of the ATLAS/CMS Response Function
All the “Proofs” quoted in this note are valid in general, regardless of the
response function R(x) and the underlying distributions Y |X = x (within the
assumptions outlined in Section 2.2). We also expect that the “Derivations”,
which are all approximate formulas, to apply in a wide variety of cases. In or-
der to visualize some of the results, and verify the approximations, a particular
model was needed in order to get numerical values. All figures made in this
note were derived from a simple model of the ATLAS or CMS jet ET response
function9. After specifying f(x) and the distributions Y |X = x, the calibrated
distributions were constructed using the analytic form of the calibrated dis-
tributions Eq. 8. Then the various moments were found numerically for the
calibrated distribution at each value x.
The response function was guided both by physical intuition and by the
intention to reasonably simulate response functions published by ATLAS [8]
and CMS [9, 10]. When there is only a small amount of energy already in a
detector cell, the detector only reconstructs a small fraction of the energy put
into it, because of noise thresholds and the non-compensating nature of the
ATLAS and CMS detectors. Whereas if there is already a lot of energy in a
detector cell, the detector reconstructs almost all of the energy put into it. Thus
f ′(x) was designed to be low at low values of x and then to rise steadily to 1
at high values of x. This intuition does not directly apply to jets that directly
use tracking information (e.g. particle-flow jets in CMS), but the for the sake
of simplicity only one (calorimeter) jet definition is used for illustration.
f ′(x) was the integrated to get f(x) and divided by x to get R(x). The
resulting R(x) distribution approximately corresponds to the R = 0.4 anti-
kt [3] central jet response at the EM scale available in Ref. [8] (e.g. Fig. 4a).
9Energies are measured with calorimeters and momenta are measured with tracking de-
tectors. In-situ corrections using momentum balance techniques constrain the momentum.
For small-radius QCD jets, the ET and pT are nearly identical. Since the simulation-based
correction of calorimeter jets is used here as a model, the ET is used throughout.
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The shapes of f ′(x) and R(x) in this model can be seen in Figure I.6.
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Figure I.6: The toy model used in this note to simulate conditions in ATLAS or CMS. The
left plot shows f ′(x) and the right plot shows R(x).
In this simplified model, the distributions Y |X = x ∼ N (f(x), σ(x)) were
used. In ATLAS and CMS, Y |X = x is approximately Gaussian. The constant
value of σ(x) = 7 GeV was used, corresponding to a calibrated resolution (Fig. 2)
of about 50% at ET = 20 GeV. This is consistent with e.g. Ref. [? ] and has
the property that σ′(x) = 0, which should be the case if pileup is the dominant
contributor to the resolution of low ET jets.
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