We study Risk Sensitive Partially Observable Markov Decision Processes (RSPOMDPs) where the performance index is either the expected utility, for utility functions that can be written as a weighed sum of exponentials or the expected shortfall generated by functions of the hyperbolic sine type. In that direction we utilize methods for treating Risk Sensitive Multiple Goal Markov Decision Processes (RSMGMDPs) where the performance index is given by sums of expected utilities, whit each utility function applied to a different running cost, but also methods from the theory of Risk Sensitive Constrained Markov Decision Processes (RSCMDPs).
Introduction

The finite time MDP landscape
In the classical theory of finite time Markov Decision Processes (MDPs), the objective is to optimize the expected value J N (x 0 , π) = E π x 0 N −1 n=0 C(X n , A n ) , over some time interval N . The expected value J N is generated by the random process (X n ), where X n denotes in which state the process is situated at time n. This process is controlled via a series of actions (A n ), according to a policy π, that changes the underlying state transition probabilities P (x ′ |x, a) of (X n ). The inclusion of risk-sensitivity and partial observability are natural extensions to this model, which find many applications in the fields finance and engineering.
In risk-sensitive modeling, one still tries to optimize the expected value J N , but at the same time to avoid, or seek events that, although possibly rare, can lead to outcomes with outstandingly large negative, or positive, impact. To our knowledge, there are three major approaches to introduce risk sensitivity in MDPs: These is the classical theory of expected utility [28, 15, 5] , where one tries to optimize
for some increasing and continuous function U : R → R, the mean-variance models [34, 44, 21, 1] introduced by Markowitz for portfolio selection, where one tries to optimize J N (x 0 , π) = E π x 0 N −1 n=0 C(X n , A n ) + λV ar π x 0 N −1 n=0 C(X n , A n ) , and the recent theory of risk measures introduced in [37] and generalized in [31, 40] (for definitions and examples see [40] ). Note that the exponential function generates a performance index that belongs to several models of risk at the same time, and it has been extensively studied in many different settings [17, 2, 7, 8, 14, 16, 22, 24, 27, 30, 32] .
In classical MDPs, one makes the assumption that the controlled process takes values on a set of states which is always accessible to the controller. However, in several real-life applications, the real state is not directly observable-but a secondary information, dependent on the state, can be observed. Partially Observable Markov Decision Processes (POMDPs) are a generalization of MDPs towards incomplete information about the current state. POMDPs extend the notion of MDPs by a set of observations Y and a set of conditional observation probabilities Q(y|s) given the 'hidden' state s ∈ S.
Risk-sensitivity has been extensively studied in the full information scenario, while partial observability has so-far been mostly considered in the risk-neutral framework, both theoretically [41, 38, 19, 42, 43] and numerically [39, 29] . To our best knowledge, there is only partial progress [33, 6, 18, 20, 3, 23, 9] when it comes to combining risk-sensitivity and partial observability.
The obstacle for combining partial observability with risk sensitivity
In risk-neutral POMDPs, one can introduce a new state space, called belief state space X = P(S), the set of probability measures on S, and a stochastic process (X n ) taking values in X , such that X n (s) is the expected probability of S n being equal to the "hidden" state s ∈ S at time n, conditioned on the accumulated observations and actions up to time n. One can treat this process on the belief state space like a Completely Observable Markov Decision Process (COMDP) on X with classical tools, retrieve optimal or ε-optimal polices (i.e. policies with expected value at most ε far from the optimal value), and then apply them to the original problem. It is remarkable that, due to the linearity of the expectation operator, the belief state is a so-called sufficient statistic. Broadly speaking, a sufficient statistic carries adequate information for the controller to make an optimal choice at a specific point in time. It also allows to separate the present cost from the future cost through a Bellman-style equation. For a nice exposition on sufficient statistics, one can read [26] .
When risk is involved, extra or alternative kind of information is often necessary to make an optimal decision. In the case of expected utilities, additional information on the accumulated cost is necessary to make an optimal choice, even if the true state is known to the controller [5, 33] . When risk is modeled by risk measures, the current state is a sufficient statistic in the fully observable case [37, 31, 40] , but the belief state still does not appear to be a sufficient statistic in the partially observable setting. A workaround to this problem, is to assume that the controller is aware of the running cost through some mechanism. For example, the controller observes either the running cost directly [33] , or a part of the whole process that is responsible for the cost [6] . In [18] , cost functions that depend on both observable and beliefs about unobservable quantities are proposed. Although, the aforementioned approach covers many interesting real-life cases, it does not cover the whole spectrum of risk-sensitive partially observable stochastic problems, and specifically excludes cases where the agent is not aware of the accumulated cost until the process terminates.
Our contribution
In the case of the exponential utility function, which was also extensively studied under partial observability [20, 3, 23, 9] , similarly to the case of risk-neutral POMDPs, one can treat the problem in full generality, without any cost observation. One can find both the value function and optimal strategies by introducing a new state space called the information state space, and solve an equivalent problem with complete observation in that space. Specifically, in [9] , a variation of the information space is used that allows to replace the original RSPOMDP with a Risk Sensitive Completely Observable Markov Decision Process (RSCOMDP) with exponential cost structure where the running cost depends on the next state as well.
Our main contribution is Section 3, where we exploit this idea even further. There, we treat vector-valued functions v : P(S) × Π H → R imax that map a history depending policyπ ∈ Π H and an initial configuration θ 0 ∈ P(S) to a vector of expected exponential utilities, each applied to a running cost C(s, a) dependent on the hidden state s ∈ S and action a ∈ A, of the form
.
We show, that one can introduce a new state space X = P(S) imax × Y, a controlled transition matrix P (x ′ |x, a), and a collection of running costs C i : X × A × X → R, that depend on the next stage as well, such that for the resulting completely observable controlled processes
x 0 = (θ 0 , . . . , θ 0 , y 0 ) for a fixed but arbitrary y 0 ∈ Y, and η : Π H → Π H is essentially a bijection between policies. Now, given a RSPOMDP where the performance index can be written as a function ℓ :
J N (θ 0 , π) = ℓ (v(θ 0 , π)) , one can find a RSCOMDP with performance index J N (x 0 , π) = ℓ(v(x 0 , π))), such that J N (θ 0 , π) = J N (x 0 , η(π)). So far, the amount of information needed to make an optimal choice has not been reduced compared to the original problem. However, in some specific cases, like the case where ℓ(t 1 , . . . , t imax ) = ℓ(w 1 t 1 + · · · + w imax t imax ), for some increasing real function ℓ, one can further augment the space X and replace the resulting RSCOMDP by a new one where the optimal policies are Markovian. This way, it is again possible to obtain the value function, and optimal and almost optimal polices.
More specifically, when the performance index is the expected utility generated by a utility functionÛ that can be written as sums of exponential functions, i.e. U (t) = imax i=1 w i sign(λ i )e λ i t , one can transform the original problem into a RSCOMDP with a new state space and performance index which is given as the sum of expected utilities with different running costs applied to each utility function. In Section 2, following ideas from [5] , we will show that this kind of RSCOMDP can be solved by introducing an Augmented space X × R imax , where the extra dimensions keep track of the accumulated cost for each utility function, and solve the problem there.
A similar approach can be used for a subclass of expected shortfall utilities (which belong in the class of risk measures as in [40] ), i.e. functions defined on the set of real variables X on a probability space (Ω, P) of the form
for some increasing and continuous utility function U : R → R that satisfies U (0) = 0. More specifically, if U (t) = e λ 1 t − e λ 2 t with λ 2 < 0 < λ 1 , the risk measure ̺(X, P) generated by U is given by
(1.1)
Now, applying this to the RSPOMDP setting, and subsequently to the arising RSCOMDP, we get the following performance index
As we will see in Section 3, this new problem can be treated in the same way one solves Risk Sensitive Constrained Markov Decisions Processes (RSCMDPs). The paper is split in two parts. In the first part, we treat RSCOMDPs where the optimality criteria are sums of expected utilities, each applied to a different running cost. We then consider RSCMDPs where a sum of expected utilities is optimized while keeping a second sum of expectations below a specific threshold. In the second part, we treat two different types of RSPOMDPs: The first is the RSPOMDP related to a utility function which can be represented as a sum of exponential functions. The second is the RSPOMDP related to shortfall utilities, given by hyperbolic sine type of functions as in (1.1). For convenience, (P ) refers to the original RSPOMDP setting, (P ) to the resulting RSCOMDPs, and ( P ) to the augmented RSMDPs. The corresponding notations follow the same rules of applying overlines and tildes.
RSMGMDPs
The applications for multiple objective/goal decision making are numerous: In many real world problems, different stakeholders' objectives must be weighted and balanced. For example, large scale water systems require control policies that optimize multiple uses of a water reservoir such as agriculture, hydroelectric production and flood prevention. Similar examples apply to forest management or automated stock broker agents. For a more detailed review of the applications, we refer to Section 7 in [36].
Notation and Assumptions
Throughout this section, we assume that an N -step Markov Decision Process is given by a Borel state space X , a Borel action space A, the Borel set D ⊆ X × A, and a regular conditional distribution P from X × D to X . Given the current state x ∈ X , we assume that the controller may choose an action a from the set D(x) := {a ∈ A | (x, a) ∈ D} of feasible actions. The transition to the next state is then controlled by the distribution P (· | x; a), according to the chosen action. The set of histories from time n 0 up to time n is defined by H n 0 n 0 := X , H n 0 n := H n 0 n−1 × D × X , n 0 = 0, ..., N, n = n 0 + 1, . . . , N and h n 0 n = (x n 0 , a n 0 , . . . , x n ) ∈ H n 0 n is a historical outcome from time n 0 up to time n.
Definition 2.1 For n 0 = 0, ..., N −1, the set of n 0 steps shifted history-dependent policies is defined by
We use the notation Π H instead of Π H n 0 , and we call the generated set, the set of history-dependent policies, whenever n 0 = 0. Similarly, the set of Markovian policies is defined by
and Π M := Π M n 0 , for n 0 = 0. The maps g n are called Markovian decision rules. With a slight abuse of notation, we will consider elements of Π M to belong in Π M n 0 , by cutting off the first n 0 terms. It obviously holds Π M n 0 ⊆ Π H n 0 .
Given an initial state x ∈ X and a history-dependent policy π = (f n 0 n 0 , ..., f n 0 N −1 ) ∈ Π H n 0 , let P π n 0 ,x denote a probability measure on H n 0 N , and (X n ) n=n 0 ,...,N , (A n ) n=n 0 ,...,N −1 two stochastic processes such that
for all Borel sets B ⊆ X , and H n , X n , A n are the history, state and action at time n. Similarly we define for Markovian policies π = (g n 0 , ..., g N −1 ) ∈ Π M n 0 . By E π x and E π n 0 ,x , we denote the expectation operators corresponding to P π x and P π n 0 ,x , respectively. For more details, we refer to [5, 25] .
Throughout the whole section, we have the following standing assumptions:
.., i max , j = 1, . . . , j max , are continuous and strictly increasing.
2. The sets D(x), x ∈ X are compact.
3. The map x → D(x) is upper semi-continuous, i.e. if x n → x ∈ X and a n ∈ D(x n ), then (a n ) has an accumulation point in D(x).
The maps
.., i max , j = 1, . . . , j max are lower semicontinuous, bounded from above and bellow by strictly positive constants.
P is weakly continuous.
For notational convenience, we define C, K :
RSCOMDPs
In this section, we describe a model for risk sensitive multiple objective/goal sequential decision making [5, 25, 35] on a Borel state and action space with multiple cost and utility functions, i.e. the performance index is a sum of expected utilities, each of them applied to a different running cost.
As a generalization to the classical MDP model, we allow for the cost to depend on the subsequent state in addition to the current state-action pair. We thereby follow [5] and [25] . After we have set the stage for Markov Decision Processes and their policies, we can now define performance indices that are sums of expected utilities, applied to a different running costs. Definition 2.3 Denote by N the number of steps of the MDP. We define the total (or terminal) cost I N (x, π) given an initial state x ∈ X , and a history dependent policy π ∈ Π H by
and the corresponding value function by
We now augment the state space of the MDP to X × R imax , where the second component will later model the accumulated cost. In particular, X n being (x, d) = (x, d 1 , ..., d imax ) means that the MDP has advanced to state x and accumulated a cost of d i in the i-th objective after the first n steps. On the new space we define the following transition probabilities
We include the accumulated cost into the previous definition of the MDP history:
H n 0 n 0 := X × R imax , H n 0 n := H n 0 n−1 × D × X × R imax n 0 = 0, ..., N, n = n 0 + 1, . . . , N.
The definition of history-dependent policies π ∈ Π H , Π H n 0 , Markovian policies π ∈ Π M , Π M n 0 , and the corresponding decision rules are changed accordingly.
Definition 2.4 Denote by N the number of steps of the MDP. For n 0 = 0, ..., N − 1, we define the cost-to-go function I n 0 ,N ( x, π) = I n 0 ,N (x, d, π) given the join state x = (x, d), with x ∈ X and initially accumulated cost d ∈ R imax at time n 0 , and a policy π ∈ Π H n 0 by
For a history dependent policy π ∈ Π H , we similarly set
Clearly, the value function of the original problem coincides with the value function of the augmented problem with d = 0, i.e. V N (·) = V 0,N (·, 0).
As next step, we try to find a Bellman-style equation for the augmented problem ( P ). It can be shown, that the minimizer of ( P ) is a Markov policy. We will need the following operator:
Definition 2.5 Similar to [5] , we define the set
For v ∈ ∆ and a Markovian decision rule g, we define the operators
T is called the minimal cost operator.
We say that a Markovian decision rule g is a minimizer of
We may now state the main theorem of this section: Theorem 2.6 Define V N,N (x, d) := U (d), see (2.1). The following holds : a) For any Markovian policy π = ( g 0 , g 1 , . . . , g N −1 ) ∈ Π M We have the cost iteration
for all n 0 = 0, . . . , N − 1.
b) The optimal policy is Markovian, i.e. N (x, d, π) c) The operator T : ∆ → ∆ is well-defined, and for every v ∈ ∆, there exists a minimizer of T v. d) We get the Bellman-style equation
for all n 0 = 0, . . . , N − 1. e) If g * n 0 is a minimizer of T [ V n 0 +1,N ] for n 0 = 0, ..., N − 1, then π * = ( g * 0 , ..., g * N −1 ) is an optimal policy for problem ( P ). In this situation, the history-dependent policy π * = (f * 0 , ..., f * N −1 ), defined by
is an optimal policy for problem (P ).
The proof can be found in Appendix A. We will apply this result in (3.4).
RCMDPs
In this subsection we apply ideas of [10, 11] and from the more recent [12, 45] to deal with risk constrained MDPs. More specifically we would like to minimize a sum of expected utilities while another one is kept under a specific threshold. For this section we are going to make an extra assumption Assumption 2.7 1. The set A is finite.
2. P (·|x; a) has a finite support for every x ∈ X , a ∈ A.
The assumptions about A and P are strong, but an attempt to weaken them will go beyond the scope of this article. We however hypothesize that point (2) can totally be removed and (3) can be substituted with P (·|x; u), is a Lipschitz function on the space of Probability measures endowed with the Wasserstein-∞ metric, and we plan to investigate that in a future publication.
Similar to the previous subsection, we define the following performance index
the constraint index
and a constrained value function
We now augment the original state space to X = X × R imax × R jmax . On the new space we define the following transition probabilities
3)
The augmentation of the MDP history is given by H n 0 n 0 := X , H n 0 n := H n 0 n−1 × D × X , n 0 = 0, ..., N, n = n 0 + 1, . . . , N, and the definitions of policies are changed accordingly. For x = (x, d, e), the cost-to-go function is
with the constraint-to-go
We define the constrained policies Π ρ H n 0 = { π ∈ Π H n 0 | I 2 n 0 ,N ( x, π) < ρ} and the augmented constrained value function
where C = sup π, x I 1 0,N ( x, π) + 1. Similarly to the previous section, we have
We define the set of control-threshold pairs as
We also define the following operators
and
Now we have the following theorem from [10, 11, 13] .
if W(e) ≤ ρ, and C otherwise. The following holds for all n 0 = 0, ..., N − 1:
and the minimizers (g * n 0 , R * n 0 ) of T n 0 ,N [ V n 0 +1,N ] exist. Let now (g * n 0 , R * n 0 ) be a minimizer for T n 0 ,N [ V n 0 ,N ] for n 0 = 0, ..., N − 1. Let also ρ n 0 +1 be defined recursively by
If (g * n 0 , R * n 0 ) is a minimizer of T n 0 ,N [ V n 0 +1,N ], then the history-dependent policy π * =(f * 0 , ..., f * N −1 ), defined by
is an optimal policy for problem (P ρ ).
The proof is identical to the proofs given in [10, 11, 13] , and it will be omitted.
RSPOMDPS
In this section we study two types of RSPOMDPs: For the first type, the performance index is the expected value of a utility function that can be written as a weighted sum of exponentials. For the second type, we pick the short-fall utility that is generated by the hyperbolic sine, as performance index. We will show that in both cases, it is possible to reformulate the problem as a RSCOMDP with new performance indices that in turn can be treated with tools described in the previous section.
From the partial observable to the completely observable setting
The original setting
We start by describing the initial setting. Let S, Y, A be three finite sets equipped with the discrete topology. In the sequel, S is called the "hidden" state space, Y the set of observations and A the set of controls. For every a ∈ A, we define a transition probability matrix P (a) = P (s ′ |s; a) s,s ′ ∈S .
Finally, we denote by Q = [Q(y|s)] y∈Y,s∈S the signal matrix and by C : S × A → R the cost function. Now, for each n ∈ N, let H n be the set of histories up to time n, where H 0 = P(S), and H n = H n−1 × A × Y. We denote by Π H := π = (f 0 , ..., f N −1 ) f n : H n → A, n = 0, ..., N − 1 , the set of all deterministic polices that are functions of the history h n = (θ, u 0 , y 1 , . . . , u n−1 , y n ) up to time n. Given θ ∈ P(S), and π ∈ Π H , there exists a unique measure P π θ on the Borel sets of Ω := S × (A × S × Y) N −1 , with P π θ (s 0 , a 0 , s 1 , y 1 , a 1 , . . . , a n−1 , s n , y n ) := θ(s 0 )Π n−1 k=0 [P (s k+1 |s k ; f k (h k ))Q(s k+1 |y k+1 )], see e.g. [4] . The corresponding expectation operator is denoted by E π θ . Finally, for each n ∈ N, we define the σ-fields F n , G n , by F n := σ((A k , Y k+1 ), k = 0, 1, . . . , n − 1), G n := σ(S 0 , (A k , S k+1 , Y k+1 ), k = 0, 1, . . . , n − 1).
It is straightforward to see that the set of policies Π H , contains exactly the elements (f n ) n∈{0,...,N −1} , where f n are F n -measurable functions from H n to A.
Completely observable
In this subsection, we show that given the vector-valued function v : P(S) × Π H → R imax that maps a history dependent policyπ ∈ Π H and an initial configuration θ 0 ∈ P(S) to a vector of expected exponential utilities, each applied to the running cost C(s, a), of the form
, one can introduce a new state space X , a controlled transition matrix P (x ′ |x; a), and a collection of running costs C i : X × A × X → R, that depend on the next stage as well, such that for the resulting process (X n ), we have v(θ 0 , π) = v(x 0 , η(π)), and
, where x 0 = (θ 0 , . . . , θ 0 , y 0 ) for some arbitrary but fixed y 0 ∈ Y, and η : Π H → Π H is a function that will be defined later, see (3.2) . Following [9] , we note that P π θ , defined by P π θ (s 0 , a 0 , s 1 , y 1 , a 1 , . . . , a n−1 , s n , y n ) := θ(s 0 )
is a probability measure, where |Y| is the number of elements in Y. Denote by E π θ the corresponding expectation operator. On the σ-field G n , the Radon-Nikodyn derivative of P π θ with respect to P π θ is given by
Now, for each s ∈ S, i = 1, . . . , i max , n = 0, . . . , N − 1, we define the positive and F n -measurable random variables ψ i n , θ i n by 
holds. Now, we define the operators F i and cost functions G i by
With these definitions, we have E π θ 0 e λ i [ N−1 n=0 C(Sn,An)] = E π θ 0 e λ i N−1 n=0 [G i (θ i n ,An,y n+1 )+log(|Y|)] .
(3.1)
We set X = P(S) imax ×Y, and for x = (θ 1 , . . . , θ imax , y) ∈ X , a ∈ A, we define a controlled transition matrix P (x ′ |x; a) by
We also define the following cost functions on X × A × X : For x = (θ 1 , . . . , θ imax , y), we set
At this point, we assume that π is an element of Π H . We define a different set of histories by H 0 = X , and H n = H n−1 × A × X . An element h n ∈ H n takes the form h n = (x 0 , u 0 , x 1 , u 1 . . . , x n ), and a policy π ∈ Π H takes the form π = (f 0 , ..., f N −1 ), where f n : H n → A. We define η : Π H → Π H such that (f n ) n∈{0,...,N −1} = η((f n ) n∈{0,...,N −1} ) satisfies f n (x 0 , a 0 , . . . , x n−1 , a n−1 , x n ) = f n (θ 0 , a 0 , . . . , y n−1 , a n−1 , y n ),
for every θ 0 ∈ P(S), x 0 = (θ 0 , . . . , θ 0 , y 0 ), and for an arbitrary, but fixed y 0 ∈ Y. Note that for histories h n that are not generated by a h n ∈ H n , the f n 's in (f n ) n∈{0,...,N −1} = η((f n ) n∈{0,...,N −1} ) can be defined in an arbitrary fashion, since they cannot be realized anyway. Now it is easy to see that any performance index of the form
, can be written as J N (θ 0 , π) = J N (x 0 , η(π)),
where
Utility functions that are sums of exponentials
Let {λ i , i = 1, ..., i max } ⊆ R \ {0} be a finite collection of risk parameters, and {w i , i = 1, ..., i max } ⊆ R + be a collection of weights. We define the utility function U : R → R by
and introduce the performance index
The goal is to minimize J N (θ 0 , π) over all policies π ∈ Π H . Now, using the previous subsection, we can work on the RSCOMDP on the space X with performance index
Since U is increasing, one can instead optimize
Note that, if m i = inf X ×A×X C i (·, ·, ·) ≤ 0, and Assumption 2.2 is not satisfied, we can use the properties of the exponential functions and rewrite (3.4) as
Now this problem falls in the framework of Section 2.1 that provides the means to calculate the optimal value and optimal policies.
3.2.1
The class of utility functions that can be covered with this approach.
For two utility functions that are ε-close on the interval [N min s,u C(s, u), N max s,u C(s, u)], it is straightforward to prove that an ε-optimal policy for one utility function is a 2ε-optimal policy for the other. Therefore, one can apply the method to solve RSPOMDPs with utility functions that can be approximated by functions of the form (3.3). One can easily show that this contains all the real functions that are bilateral Laplace transformations of sign(s)µ(ds) for finite positive measures µ with compact support, i.e. functions of the form
Shortfall Utility generated by functions of the Hyperbolic Sine type
As it was shown in the introduction, for a utility given by a hyperbolic sine type of functions, i.e. U (t) = e λ 1 t − e λ 2 t , with λ 2 < 0 < λ 1 , we recover the shortfall utility ̺(X, P) given in (1.1), and therefore the performance index
By applying the arguments in subsection 3.1, one recovers the following performance index for the resulting RSCOMDP
By monotonicity of the logarithmic function, it is sufficient to minimize
(3.5)
Now, for every ρ ∈ R, we set Π ρ H := π ∈ Π H : E π x 0 −e λ 2 [ N−1 n=0 C 2 (Xn,An,X n+1 )] ≤ ρ , and we define
6)
Let now π * ∈ Π H be a minimizing policy of (3.5). Define ρ * by
It is straightforward to see that
One can first calculate V ρ N (x 0 ) for every ρ. Then, we define ρ * (x 0 ) = arg min A Proof of the Bellman equation 
Then, T v is is lower semi-continuous and there exists a minimizer g * such that T g * v = T v. 
and for n 0 = 0, ..., N − 2
C i (X n , A n , X n+1 )+C i (x, g n 0 (x, d), x ′ )+d i P (dx ′ |x, g n 0 (x, d))
=T gn 0 I n 0 +1,N (x, d, π). For fixed x ∈ X , the map d → v(x ′ , C(x, a, x ′ ) + d)P (dx ′ |x, a) is increasing and continuous for every a ∈ D(x). Therefore, the infimum of these maps over all a ∈ D(x) is increasing and upper semi-continuous in d. With this, we have shown that T v(x, ·) is upper and lower semicontinuous, and therefore continuous, and increasing for all x ∈ X . Because v(x, d) ≥ U (d), we have T [v](x, d) ≥ U (d). We have shown that T : ∆ → ∆ is well-defined. ad d) Let g * n (x, d) be a minimizer of T [V ] n+1 (x, d) for n = 0, ..., N − 1 and denote by π * = ( g * 0 , ..., g * N −1 ) the associated policy. For n = N − 1, we get that for all n 0 = 0, ..., N − 1.
ad e) Consider the Markovian policy π * =( g * 0 , ..., g * N −1 ) as defined in the claim. It holds V 0,N (x, d) = I 0,N (x, d, π * ), i.e. π * is an optimal policy for the N -step MDP, and a minimizer of ( P ). In particular, g * n (·, d) is an optimal decision rule for the first step of the (N −n)-step tail problem with accumulated cost d. Therefore, the history-dependent policy σ * = ( f * 0 , ..., f * N −1 ), defined by
