Abstract-In this paper, a high performance phased antenna array is designed. Compared with the traditional ones, this antenna array has a lower sidelobe characteristic of down to −16 dB. At different scanning angles, the comparison between calculated and measured results of S-parameters and E-and H-plane antenna patterns is made and a very good agreement is found. Moreover, the precorrected fast Fourier transform method is employed to accelerate the entire computational process to reduce significantly both the memory requirement and computational time, but to increase the design accuracy and optimization efficiency.
INTRODUCTION
Phased array antennas have found increasing applications in radar engineering and, more recently, in satellite and cellular communications. In the most recent applications, smart antennas play an important role in cellular base stations. Despite of increasing popularity, the optimum designs and practical fabrications of planar phased array antennas with low sidelobe level and narrow beamwidth remains a challenging task [1] .
The most commonly used method for reducing the sidelobe levels of a uniform array involves amplitude tapering, in which the excitation amplitudes of the array elements generally decrease with the distance from the center of the array. Several techniques were developed [2, 3] for obtaining amplitude shading coefficients for a linear array of uniformly spaced point sources, and they produce the narrowest possible beam for a given degree of uniform minor lobe suppression. However, the two major consequences are the reduction of the sidelobe levels and the broadening of the beamwidths. These two phenomena are always complementary to each other. Since the beamwidth is widened, the directivity of the array decreases. If a lower sidelobe level is needed, then a wider beamwidth must be accepted as a compromise. A significant effort has been so spent as to find amplitude distributions that minimize the beamwidth for a given sidelobe level or optimize the pattern in some other ways [4] .
There are several methods of analysis for such antenna arrays. The most popular approaches are the transmission-line method, cavity approach, and full-wave integral equation techniques including primarily the boundary element method and the method of moments (MoM) [5] . When applied properly, in general, the full-wave models are more practical and accurate. In recent years, the spatial-domain method of moments has been extensively used to solve the mixed potential integral equation (MPIE) for the design and optimization of microstrip structures [6, 7] . Although the method is robust, the solution procedure of the resultant matrix equation requires O(N 3 ) operations if the Gaussian elimination is used; or O(N 2 ) operations per iteration if an iterative method is used, where N is the number of unknowns. So in the modeling of the electrically large phased antenna array, computational limitations can be easily exceeded.
One of the powerful techniques that can significantly reduce the memory requirement and computing time is the precorrected fast Fourier transform (pFFT) method which was first proposed by Philips and White [8] to solve Laplacian equations in electrostatic problems. It was later extended further to solve Helmholtz equations in electromagnetic problems in radio frequency [9 10 ]. The precorrected-FFT method has been further developed by Yuan et al. [11] analyzing scattering by, and radiation of, large microstrip antenna arrays; and by Nie et al. [9, 10, 12] solving scattering problems of arbitrarily shaped objects based on the surface integral equations and volume integral equations [13] [14] [15] . As a further application, a high performance phased antenna array is designed in this paper. Compared with the traditional array with uniform dimension elements, this type of antenna array has a lower sidelobe characteristic.
In this present work, we present an accurate and efficient method combined the pFFT algorithm to analyze the proposed phased antenna array. The mixed-potential integral equation is discretized and employed for the efficient computation, where the Rao-WiltonGlisson (RWG) basis functions are chosen for the method of moments procedure and the discrete complex image method [16] is applied to obtain the closed form Green's function. Finally, we use the precorrected-FFT method to accelerate the solution of the matrix equation and reduce the memory and computational requirements to O(N ) and O(N log N ), respectively. Both calculated and experimental results of return loss (S-parameter), radiation patterns, and phase-shift angles of the proposed arrays are obtained and compared. A very good agreement between calculated and measured results of such arrays has been obtained.
DESIGN PROCEDURE

Series-fed Taper Antenna Array Design
The seven-element series-fed taper microstrip antenna array is shown in Fig. 1(a) , which was used as the starting point of this work. The array is designed to resonate at 10 GHz. The dielectric substrate of the microstrip array has a relative dielectric constant of 2.2 and thickness of 31 mil. An array with a uniform excitation usually produces the narrowest possible beamwidth along with the highest sidelobe level. High sidelobes can increase interference or result in spurious signal reception. Therefore, it is necessary to reduce the sidelobe levels. To achieve the objective, a taper in the amplitudes of the elements is proposed.
As mentioned in [4] , it is considered a linear taper distribution for the proposed antenna array. An amplitude varies linearly from a peak value of 1 at the array center to a value of C (−6 dB) at the edge, which is shown in Fig. 2 . a n is the amplitude of the nth element, it can be obtained by
The array element conductance (g n ) is proportional the amplitude coefficient (a n ) squared and the input conductance to the array (g in ) which is the sum of all the elements conductances is normalized [4] .
where K is the constant of proportionality. From Eq. (1) and Eq. (2), when the array element number is determined, the required elements conductances can be found and the theoretical width of the array element then can be finally obtained [5] . Since each width and length of the array element is obtained based on the theoretical calculation, it is usually different between practical results. Some errors may make the main beam direction deviate to the proposed one. Also the sidelobe is different with the calculated value. Then it is better to optimize the width and length values of the antenna array by simulation. Here an accurate and efficient method combined the pFFT algorithm is used to analyze the purposed phased antenna array. When tapering the amplitude distributions, the highest excitation should be located at the center of the array and then it decreases toward the edges [4] . If the array has an odd number of elements, then the center element has the largest excitation. For an even number of array elements, the two elements adjacent to each other located in the center share the largest excitation.
With end-fed arrays, the elements nearest the feed will couple only a small amount of power and therefore must be fairly narrow in width. The feed line must be small as compared to the narrowest patch. In this case, a 80-Ω line will be used, and it is a 1.111-mm wide line that is considerably smaller than the rectangular patch width.
Two-dimensional arrays are designed as shown in Fig. 1(b) , being composed with eight single series-fed taper arrays. The element spacing is chosen as 2/3λ 0 which can be used to prevent grating lobes.
Implementation of Phased Shift
As shown in Fig. 3 , a RF signal is emitted by antennas through the feeding network and phase shifter. By adjusting the phase shifter, the radiation pattern in H-plane could be continuously steered over a range of angles and the beam-scanning function of the phased array can be achieved. 
FORMULATION
In this section, we first briefly introduce the mixed-potential integral equation formulation using the closed-form multilayered Green's functions derived efficiently from the discrete complex image method. For the solution of the mixed-potential integral equation, the method of moments with triangular patches and a set of basis functions as described in [17] is used and accelerated by the pFFT algorithm, for analyzing the proposed antenna array. Finally, we briefly explain how to calculate radiation patterns and extract S-parameters to be presented in this paper.
Dyadic Green's Functions for 3-D Planar Multilayered Medium
Consider an arbitrarily shaped object embedded in a planar multilayered medium, and excited by arbitrary currents distribution (J , M ), as shown in Fig. 4 . The fields due to these sources may be expressed as mixed potential forms
where, G AJ/AM are the dyadic Green's functions for magnetic and electric vector potentials. G V J/V M are the Green's functions for corresponding electric and magnetic scalar potentials and G
EM/HJ
are the dyadic Green's functions for coupled field, respectively. Here, the time harmonic fields with the e jωt time dependence is assumed. All of the Green's functions for the vector and scalar potentials are not uniquely defined in multilayered media. To derive the general forms of the Green's functions, the detailed discussion in MichalskiZheng's C-formulation shows that it is preferable to choose G
and G V J/V M are expressed as the scalar potential for a horizontal electric dipole and a horizontal magnetic dipole, respectively. The G EM/HJ can be obtained by the curl of the G AJ/AM as
In general, the Green's functions for a multilayered medium are expressed in terms of Sommerfeld integrals, which can be written as
where G denotes the counterpart of spectral domain Green's function G(r), J n (•) stands for the first kind cylindrical Bessel function of order n, k ρ = k 2 x + k 2 y , and ρ = (x − x ) 2 + (y − y ) 2 . Because the proposed antenna array forms a 2-dimensional structure, only the G AJ xx and G V J components are used in the design procedure. More detailed description of the above procedure can be found in [18] and will not be addressed further in this paper.
Method of Moments
For the solution to the mixed-potential integral equation in (3), the method of moments with triangular discretization is used and the RaoWilton-Glisson basis functions [17] are considered in the discretization. The basis functions belonging to a common edge n of two triangular patches T + n and T − n are defined [17] as
otherwise.
The notations A ± n represent the areas of the triangles of T ± n . The vectors ρ ± n (r) are defined as ±(r − r ± n ) if r is in T ± n , where the vectors r ± n denote the position vectors of the free vertices of the triangle pair.
In the method of moments procedure, we assume the following expansion of J in terms of the basis functions
for the surface-current density on S. Using the Galerkin's method and applying the 2-dimensional divergence theorem, we obtain the following matrix equation
The system matrix of Z is referred to as impedance matrix, the vector V is called excitation or voltage vector, and the unknown vector to be solved for is I. The elements of the impedance matrix Z and the voltage vector V are given by (10) and
where f i and f j represent the testing and basis functions, and T i and T j denote their supports respectively. E i (r) and E r (r) are the incident field and reflected field, respectively. For arbitrarily shaped, conducting or penetrable objects embedded in a multilayered medium, the dyadic Green's function for the vector potential in the spatial domain can be expressed as
The Precorrected-FFT Solution to the MPIE
As shown in (9), a numerical solution to the matrix equation in the method of moments requires O(N 3 ) operations and O(N 2 ) memory to store the matrix elements, where N is the number of unknowns. The large operation number and memory requirement render the method of moments solution for the large-scaled phased arrays of printed dipoles prohibitively expensive. Therefore, the precorrected-FFT method is used here to speed up the matrix-vector multiplication and to improve the efficiency of iterative procedure in the method of moments. Like other fast algorithms, the precorrected-FFT algorithm also works on the approximation of the far-zone interactions.
The acceleration of the solution to the equation in (9) is accomplished by filling only an order of N subsets in Z and computing the voltage vector V in two parts, that is,
where Z near is sparse and contains only the entries associated with elements within a threshold distance, and V far represents the farzone interactions based on the uniform grids and computed by an approximation technique. Application of the precorrected-FFT algorithm requires that the whole geometry be enclosed in a regular rectangular grid. However, for the planar phased arrays of printed dipoles, it is only necessary to employ a planar uniform grid that can be coincident with the original triangular grid [11] . Then the matrix-vector multiplication can be approximated in a four-step procedure given below:
• to project the element singularity distributions to point singularities on the uniform rectangular grids; • to compute the potentials at the grid points, due to the grid sources by FFT-accelerated convolutions; • to interpolate the grid point potentials onto the triangular elements within a certain cell; and • to add the precorrected direct near-zone interactions finally.
The detailed procedure can be obtained in [11] .
Because of the large number of elements in planar arrays of practical interest and of the computational complexity, it is imperative that attention be given to the efficient calculation of Eq. (9). As mentioned previously, the numerical solution to the matrix equation in the method of moments requires O(N 3 ) operations and O(N 2 ) memory to store the matrix elements. These requirements may exceed the memory available and will render the method computationally intractable. Therefore, the precorrected-FFT method is used to reduce the memory and computational requirements to O (N ) and O(N log N ) , respectively. For increasing the efficiency of the iterative solution, the generalized conjugate residual method (GCR) is used to solve the matrix equation for fast convergence.
Treatment of the S-parameters Extraction and Far-Field Calculation
The scattered or radiated field in the far-field zone can be evaluated conveniently using the reciprocity theorem. In this approach, the radiated field in the direction of (θ, φ) can be evaluated as
where E θ (r) and E φ (r) denote the fields in the presence of the dielectric substrate without the microstrips produced by the θ-and φ-polarized electric current elements placed at the observation point in the far zone [19] . For the S-parameter extraction, we use the three-point curvefitting scheme together with the precalculated characteristic impedance and propagation constant of the corresponding microstrip line [20] . 
RESULTS AND ANALYSIS
In this section, we demonstrate the proposed 1 × 7 (single sevenelement) series-fed antenna array and the 8 × 7 (eight seven-element) series-fed phased arrays. Calculated results of radiation patterns, return loss, and gain of the arrays are shown and the experimental results show reasonable agreement with the simulation and high performance of the proposed antenna array. To check the performance of this 8 × 7 phased antenna arrays, the single seven-element series-fed taper antenna array is first designed and analyzed (where the relative permittivity is assumed as r = 2.2, while the substrate thickness is h = 31 mil), as shown in Fig. 1(a) . The series-fed taper antenna array is designed and shown in Fig. 5 . The detailed geometrical parameters are listed in Table 1 . Figure 6 shows the magnitude of the scattering parameter, S 11 . The E-and H-plane radiation patterns at 10 GHz of the single array are depicted in Fig. 7 . Also the results are compared with the simulation data obtained using the method of moments accelerated with the pFFT fast algorithm. Because of the taper structure, E-plane of the proposed antenna array shows the low sidelobe characteristic. The relative sidelobe level of about −16 dB has been reduced by using the taper antenna array. Figure 8 shows the measured patterns in both E-and Hplanes when the phase shifters were adjusted to scan the beam to 0 • (broadside), −7 • , and 11 • , respectively. In the E-plane, the radiation patterns are changed inconspicuously because no phase shift is involved. From the Fig. 8 , for both E-plane and H-plane, it can be seen that the relative sidelobe level are both about −14 dB. The detail performance of the present antenna array are listed in Table 2 . Without phased shifted, the beam direction is just 0 • which is same with the simulation results. Also from the Fig. 8 , it is seen that the comparison of shift angles between calculated and measured results is, in general, very good in agreement.
The computational resource requirements of the precorrected-FFT method are listed in Table 3 . The residual error is 0.001. As can be seen, the pFFT requires 33.4 Mb of memory and the iteration number of 368 on a Pentium 2.4 G personal computer for the design of 8 × 7 phased antenna arrays. 
CONCLUSIONS
In this paper, a high performance phased antenna array is designed. Compared with the traditional one, this type of antenna arrays has a lower-level sidelobe characteristic. The sidelobe level is reduced by using the taper structures. For different scanning angles, the comparisons between calculated and measured results show very good agreements. Moreover, the precorrected fast Fourier transform method is employed to accelerate the entire computational process so as to reduce significantly both the memory requirement and computational time for large arrays. Very good agreements have been obtained between calculated and measured results of such arrays, namely, radiation patterns, return loss, and gain of the arrays.
