Cell sectorization has been shown as a promising technique to improve the overall capacity in direct sequence code division multiple access (DS-CDMA) systems. It has been further demonstrated that the use of adaptive antenna arrays with dynamic cell sectoring is particularly suitable for non-uniformly distributed users. In this paper, we first re-formulate cell sectoring into an optimization problem and solve it with dynamic programming algorithm. We next show that this has two major practical drawbacks: the complexity and oscillation of users between neighboring sectors. We then present an efficient Cluster-based Sectoring (CS) algorithm for adaptive cell sectorization to overcome these two inefficiencies: Firstly, the computation complexity of CS algorithm is much lower than that of the optimal sectoring algorithm. In particular under high-density case, the complexity is bounded and does not depend on the number of users in a cell; Secondly, the CS algorithm maintains the excellent property of avoiding sector boundaries frequently crossing those users closely located within short angular distances. In addition, we also investigate the support for multi-rate applications with the proposed CS algorithm. Through extensive experimental study, we find that the performance of proposed CS scheme obtains comparable performance with greatly reduced complexity when comparing to the optimal solution.
Introduction
Direct sequence code division multiple access (DS-CDMA) technique has emerged as one of the leading standards for the air interface of the third-generation cellular networks [3] . In DS-CDMA systems, all users share the universal frequency band and the channel capacity is interference-limited. Cell sectoring has been shown as a promising technique to alleviate the co-channel interference and enhance system capacity [8] . It uses antenna arrays at the base station to separate the users into several sectors, where each sector is served by one directional antenna array. Since only signals from a subset of the users are received at each antenna array, the interference among different users might be greatly reduced compared to a single omni-directional antenna system [12] .
Traditional sectoring approaches divide the cell into equal width sectors, which is ideal for uniform traffic load [11] . However, for non-uniform traffic, such fixed sectoring approach often fails to obtain the anticipated capacity gain, and the sectors with high-density traffic may suffer high outage probability. This deficiency can be eliminated by the use of adaptive cell sectorization. In an adaptive sectorization, the sector boundaries can be adaptively adjusted according to the geographic distribution of the call traffic. This is particularly well justified for the recent developments on fixed wireless systems, such as Wireless Local Loops (WLL), in which users locations, and thus their uplink gains to the based station, vary slowly compared to the high mobility networks. In such a case, it is possible to optimally sector the cells based on the traffic information, and adjust the antenna boundaries when the traffic pattern changes.
Generally speaking, lower transmission power from users in one cell results in less interference to neighboring cells. Thus, the capacity for the whole system will be improved. In the adaptive cell sectorization, the fundamental problem is to determine the direction and width of each sector in order to minimize the Total Transmission Power (TTP), while at the same time, maintaining each user's QoS requirement in terms of a lower bound Signal-to-Interference Ratio (SIR) experienced by users in DS-CDMA systems. We refer this problem as the Optimal Sectoring (OS) problem.
As the capacity of a DS-CDMA cellular network is reverse-link limited [4] , in this paper, we mainly focus on the cell sectoring on the uplink in DS-CDMA cellular networks. We first formulate cell sectoring into an optimization problem and solve it with dynamic programming algorithm. With the information on the traffic distribution and number of sectors, we can optimally design the sector boundaries such that minimum TTP can be achieved in the systems subject to the SIR constraint for each user.
The above solution is optimal; however, it practically incurs high computation complexity. Hence, it does not scale well to high-density cells. We believe that, for such an adaptation system, reducing the execution time of the sectoring algorithm is also of primary importance. Furthermore, we observe that, in practice, the sector boundaries should better be across low-density regions. The reasons are as follows: Firstly, separating very close users is impractical given the difficulty in achieving precise directivity; Secondly, if a boundary goes through an extremely high-density region, very frequent oscillations of users across the boundary might potentially occur, resulting in non-stable sector partition; in other words, the adaptive sectoring algorithm needs to be executed very frequently. With these considerations, we then propose a Cluster-based Sectoring (CS) algorithm to reduce the computation complexity under high-density traffic distribution, while at the same time trying to avoid the sector boundaries across those neighboring users whose physical locations are close in the angular distances. The dynamic programming technique is also applied in the CS algorithm to solve the MinTTP problem.
The basic idea in the proposed CS algorithm is to partition the users into several clusters, where the users in the same cluster are geographically nearby in the angular distance with their neighboring users. For a high-density cluster that exceeds some threshold, we apply an Angular-based Partitioning (AP) algorithm to further separate it into several sub-clusters to reduce the TTP. Generally speaking, the number of clusters is much smaller than the number of users, but larger than that of sectors. We then apply a dynamic programming (DP) algorithm on the clusters, not the users, to find the sector partition. The CS algorithm is not globally optimal, but its time complexity is significantly reduced compared with its optimal counterpart. In particular, under the high-density traffic distribution, the main complexity from DP calculation does not depend on the number of users in the cell, making it practically feasible. We carry out detailed analysis of the complexity for the algorithm, and with extensive simulations, we find that, compared to the optimal solution, the complexity of CS algorithm is greatly reduced. The performance degradation of the sub-optimal solution is limited and usually less than 10%, which is particularly efficient from a practical point of view.
The rest of this paper is organized as follows. Section 2 introduces related work. Section 3 describes the system model and formulates the optimal sectoring problem. In Section 4, we use a dynamic programming algorithm to solve the MinTTP optimization. The cluster-based sectoring algorithm and detailed complexity analysis are presented in Section 5. In Section 6, we apply the algorithm to multi-rate transmission in MC-CDMA system. In Section 7, we discuss some practical issues related to cell sectoring. We investigate the performance of our algorithm through numerical simulations in Section 8. Finally, we conclude the paper in Section 7.
Related work
It has been shown in [2, 11] that the use of antenna arrays at base-station greatly increases the system capacity by reducing the co-channel interference. However, simple fixed sectorization that splits a cell into sectors with equal width is not adaptive to the highly non-uniform traffic load situations, namely "Hot Spot".
With this observation, increased amount of works have been focusing on the adaptive cell sectorization to achieve the improved capacity gain with the existence of "Hot Spots" in the system. In [5] , the sectors are rotated and resized adaptively to equalize the uplink carrier-to-interference ratio or the total downlink transmitted power in each sector, and it shows that the performance is improved under non-uniformly distributed traffic scenario. In [1] , network architecture for CDMA cellular systems based on adaptive sector coverage has been proposed. The sector angle is changed according to the traffic intensity in a sector to avoid excessive blocking due to temporary non-uniformity of traffic across the cell. The paper also employs call admission control to obtain better performance in maintaining the QoS in overloaded sectors. In [15] , the authors present a dynamic tilted-antenna mechanism, which tilts the antennas of the hot spot and its adjacent cell sectors, for sectored cells in CDMA cellular networks to mitigate the congestion in a hot-spot sector, thus improving the system capacity.
In [13] , the paper presents an optimized cell sectorization scheme to maximize the system capacity, in which the optimal sectoring (OS) problem was transformed into the shortest path problem and then solved by the well-known Dijkstra's algorithm. In our scheme, we adopt the similar formulation, and use a dynamic programming technique to solve the OS problem. Our solution is much more straightforward without the overhead of graphic mapping. Furthermore, our main focus in this paper is to obtain better adaptation and less complexity. We will discuss the tradeoff between the computation complexity and performance in the later sections.
System model and formulation

System model
In this paper, we mainly focus on sectoring in the uplink of a single cell DS-CDMA system, where each user specifies a minimum tolerable QoS which can be mapped into a lower bound Signal-to-Interference Ratio (SIR) level. Adaptive antenna arrays are applied at the base station to partition the cell into multiple sectors, where each directional antenna receives signals from the users within the particular sector it serves, resulting in a spatial isolation of users in the cell. Assume ideal directivity for the adaptive antenna arrays, and thus no interference occurs between sectors. As a result, each user's receiver will only experience interference from other users within the same sector. Our objective here is to find the best partition of the cell in order to minimize the total transmission power (TTP) for the whole system, while at the same time ensuring SIR requirement for each user. We first list the notations used in this paper in Table 1 before formally describing MinTTP problem.
Optimal sectoring problem
Let K be the number of users and N the number of sectors partitioning the cell. The SIR requirements for user i at the base station receiver can be represented by the bit energy to total interference plus thermal noise density ratio,
Assume perfect power control, thus the received power at the base station from each user should be the same. A common target SIR requirement γ is assigned to all the users in the cell, i.e. γ i = γ . Further assume identical voice activity factor α i = α and bit rate R i = R. As G i = W/R i , this results in the same processing gain G i = G. The optimization problem can be formulated as follows:
It has been shown that the system capacity is maximized when each mobile's transmitted power level is controlled so that its signal arrives at the base station with the minimum required SIR. In addition, within each sector, the received power for each user is controlled to be equal at the base station, i.e., p i h i =p j h j , where j∈χ (i) [12] . Therefore, we can rewrite Formulation (2) as follows:
Optimal solution
In this section, we present a dynamic programming (DP) algorithm to solve the above optimization problem. The DP algorithm is also the basis for the cluster-based sectoring in subsequent sections. As discussed in Section 3, with the information on the Kuser distribution and predefined sector number N in the cell, the optimization problem can be represented as:
Without loss of generality, we can choose one user as the start user U 1 . From this user, label counter-clockwise the remaining users from U 2 to U k , where k is the total number of users. We set the start-partitioning point between user U k and user U 1 , denoted as SP = (U k , U 1 ). Let ϕ SP (k, n) represent the MinTTP of k users partitioned with n sectors for the given start partitioning point SP. We have the following recurrence relation, Where, i is the partition point for the n-th sector (including U i ) and χ (i) is the set of consecutive users in the same sector with user i, i.e. {U i U i+1 . . .Uk}. Please refer to Appendix A for the correctness proof of the recurrence function (5). N) is the solution to the optimization problem MinTTP (3), where the start partitioning point
The proof of the lemma is obvious by changing the start partitioning boundary continuously, one for each user, and computing the similar optimal solution ϕ SP (k, n) according to the k consecutive start partitioning point in a cyclic way. For the system with K users to be partitioned into N sectors, MinTTP = min 1≤s≤K ϕ(K, N).
The complexity of dynamic programming algorithm on computing each ϕ(K, N) is O(NK
2 ), so the complexity on computing the optimal solution for MinTTP is O(NK 3 ), which is the same as that of the result obtained in [13] .
The cluster-based sectoring algorithm
In this section, we propose a Cluster-based Sectoring (CS) algorithm as a sub-optimal solution to the MinTTP problem (3), which might greatly reduce the complexity in the optimal solution and guide the sector boundaries across the low-density regions. We first divide the users into several clusters based on a nearby criterion, in terms of the relative angular distances between neighboring users. Here, we assume that each sector contains at least one user, and the users within a particular cluster are placed into the same sector. In addition, given the MinTTP objective and the capacity constraint K i < G/αγ + 1, we will partition those "congested" clusters, i.e. clusters
+∞, Otherwise containing too many users, into some sub-clusters with an Angular-based Partitioning algorithm and put the sub-clusters back into the overall cluster set. A dynamic programming algorithm is then applied on the whole set of clusters to obtain the MinTTP partition.
Cluster-based sectoring
A cluster is a sequence of users, where each user's angular distance to its neighbor(s) is less than a predefined threshold δ. For all the users in the cell, we first divide them into a set of clusters. This can be done in two steps, namely coarse clustering and angular-based partitioning. The coarse clustering algorithm is performed as follows: Firstly, arbitrary choose one user as the starting user for the first cluster. From this user, we check the remaining users in the cell one by one in a counter-clockwise manner. If the current user's angular distance to the previous one is less than δ, it will be added into the current cluster, i.e. the same cluster the previous user stays. Otherwise, we start a new cluster by setting the current user as the first user and repeat the above step for user addition. This procedure will stop when each user in the cell has been included into one and only one cluster. Finally, if the angular distance between the starting user of the first cluster and the end user of the last cluster is less than δ, we combine these two clusters into one cluster. After the coarse clustering, the clusters containing too many users will be further partitioned by an angular-based partitioning algorithm, with details given in the next subsection. When both coarse clustering and angular-based partitioning are done, we would obtain a set of clusters. Sectoring on the clusters, namely cluster-based sectoring, is then performed for MinTTP problem, which can be shown as follows:
where K C t is the number of users in the cluster C t , χ C i is the set of clusters in the sector i and
A dynamic programming algorithm similar to what we use in the optimal sectoring (Section 4) is then designed with the recurrence relation shown as (7), by regarding a cluster as one particular integrated user. Correctness proof can be found in Appendix B.
Where, m is the size of the clusters, C i is the partition point for the n-th sector (including C i ) and χ C (i) is set of clusters in the same sector with cluster C i . Assume a total of M clusters to be partitioned into N sectors in the system, min 1≤s≤M ϕ c SP (M, N) is the solution to the optimization problem (6) , where the start partition point
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Angular-based partitioning
When some high-density regions or "hot spots" exist in the cell, the coarse clustering method might result in very large clusters. If too many users are clogged into one cluster, thus placed into the same sector later, they would likely incur great interfere among one another, resulting in high TTP.
In certain situation, the number of users in one cluster may exceed the capacity constraint G αγ + 1. It is thus necessary to further partitioning those large clusters into some smaller sub-clusters.
For a large cluster that needs partitioning, we first roughly decide the number of users supposed in a sector with equalized sectoring [13] . The number of sub-clusters is determined by the heuristic m C i =
by an angular-based partitioning algorithm with the objective to minimize the total transmission power of all users in the original cluster. Note that, due to the physical constraint of directivity accuracy, it does not make too much practical sense to set two neighboring boundaries within a precision threshold. So, we only allow the sectoring boundaries to take discrete incremental angular values. In our algorithm specifically, we assume the minimum angular interval between any pair of sectoring boundaries, i.e. the precision threshold, to be τ , namely the Angular Changing Interval. Assume κ is the set of all the feasible partitioning intervals (i.e. at least one user in each interval). Our algorithm is then applied to set κ, instead of the set of users in the cluster, to split the original cluster into m C i sub-clusters. This can also be done by a similar dynamic programming algorithm. Note here, instead of partitioning based on the users, we set the partition on the feasible splitting intervals represented by κ. The recurrence relation ϕ A (l,n) is written as follows:
+∞, Otherwise
where, n is the number of sectors; l is the size of splitting set κ; K C is the number of users in the original cluster; K n is the number of users in sector n, i.e. number of users from splitting point i to l. Later on, the sub-clusters are placed back into the overall cluster set for the cluster-based sectoring, as discussed in the previous subsection.
Complexity analysis
In Section 4, it has been shown that the complexity of the optimal sectoring algorithm is O(NK 3 ). In this subsection we will show that the complexity for the cluster-based sectoring algorithm is much lower. The computation of our algorithm can be divided into two parts:
Coarse clustering and angular-based partitioning
The coarse clustering only involves the operation of user scanning, thus the complexity of it is simply O(K). When performing angular-based partitioning on the very large clusters, as the algorithm is applied to a cluster with sequenced users, the starting partitioning point is fixed to the first user of the cluster. Let M be the number of clusters requiring further partition, K C i be the number of users in cluster C i , and m C i be the number of sub-clusters for C i . In this paper, we set m C i =
+ σ , where σ is a predefined threshold for adjustment. Let A C i be the overall angular distance between the start and end user in C i . As at least one user in each sector, we do not consider the angular splitting intervals without any user in between. Thus the size of κ is min{K C i , A C i /τ }, and the complexity for this part is given by
For the extreme case where one large cluster includes all the users, we have
Dynamic programming on a set of clusters
As the dynamic programming algorithm is applied directly to the clusters, the complexity can be largely reduced in the non-uniform high-density case where many users gather together closely. Let M (M<K) be the number of clusters in the cell, the complexity to compute ϕ . Here, M is bounded by {2π /δ, K}. Combing these two parts, the total complexity of the algo-
. It is obvious that the computation effort for optimal solution mainly comes from the cube of user number, i.e. K 3 . Generally speaking, the complexity of the coarse clustering and angular-based partitioning (first part) can be ignored as it is one order of magnitude less than that of the cluster sectoring part. Furthermore, in the extremely high-density case, the complexity can be bounded for specified δ and τ , and does not depend on the number of users. This greatly decreases the computation complexity. On the other hand, in a sparse user distribution, our algorithm gives the optimal solution, and its complexity is no higher than the user-based optimal sectoring algorithm.
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High rate data services
Next generation wireless cellular networks are expected to accommodate multimedia services. To provide multi-class service transmitting at variable rate in DS-CDMA systems, two main techniques are widely deployed, namely Variable Spreading Factor (VSF) and Multi-Code (MC). In a VSF-CDMA system, higher transmission rate can be obtained by lowering processing gain, thus requiring greater transmission power to ensure SIR constraint. In a MC-CDMA system, users that need higher data rates make use of multiple codes, each with a basic bit rate, for transmission in parallel. In this section, we focus on the multi-rate transmission with MC scheme and show that the previously mentioned algorithm can be easily adjusted for multiple rate transmission. Furthermore the result can also be readily extended for VSF-CDMA systems.
As all signals over the radio interface are transmitted at a basic rate, namely R b with one chip code, the spread processing gain over each code channel is a constant. Assume each user associates with c i codes for transmission at rate c i b i and the same power p i is allocated to each of the c i code words. Further assume that orthogonal codes are assigned for each user's transmission such that for one particular code channel, no self-interference experienced from the other (c i −1) parallel code channel in use. This can be done by subcode catenation technique [7, 10] . Again, assume identical voice activity factor α i = α and the same SIR requirement γ i = γ for each user. The optimal formulation can be written as:
Let G = W/R b and assume the same received power for each code in the cell, i.e. p i h i = p j h j , then,
Accordingly, the recurrence relation for the optimal DP solution can be expressed as:
+∞, Otherwise
Generally speaking, there are finite user classes t (C max ≥ t ≥ 1, C max is the max number of classes the system supported), transmitting at different rates with number of codes C t , the recurrence relation could be further simplified as,
1 < n,
Otherwise where, N t is the total number of Class-t' users in the cell; N t i is the number of Class-t' users in the sector i. The sub-optimal cluster-based sectoring algorithm which partitions m clusters into n sectors may be applied as follows,
is the number of Class-t' users in cluster C r and
Discussions
In the previous sections, we consider a single cell DS-CDMA system with perfect power control, cell sectoring, and static radio propagation. To cope with more realistic systems, several practical issues need to be considered.
Imperfect sectoring
In the ideal case, a directional antenna will only receive signals from the users within the sector it covers. In reality, there are always some overlaps for the antenna patterns, incurring cross-interference among neighboring sectors. In other words, the antenna responsible for the current sector may receive signals from those users located in the overlap region of the adjacent sectors. To suppress the additional interference, the transmission power for each user should be increased, resulting in higher MinTTP. This is another driven force to design the sector boundaries across low density regions. To be precise, we could take into account those mobiles in the overlap region as additional interference.
Physical constraints
In practice, we might have to consider transmission power constraint for mobile users, i.e. the power consumption for any user less than a threshold; and spreading angle constraint for antenna patterns, i.e. the sector width within an admissible interval. To ensure the maximum transmission power for each mobile user, one item p i ≤P max should be considered in the MinTTP formulation. Similarly, θ min <θ i <θ max helps ensure the sector width constraint.
Imperfect power control and shadowing
A commonly accepted model for imperfect power control and shadowing is the Log-normal approximation, with power control error L[σ 2 )). Thus, the SIR requirement can be revised according to some statistical constraint on the outage probability, i.e.,
where, outage is the acceptable SIR outage probability ensuring transmission quality and
). The outage constraint might be approximated by certain distribution to gain transmission power for each user and optimize MinTTP accordingly.
Though the diversity in channel strength has been show to improve the performance by scheduling transmissions with peak channel quality, due to the difficulty in precisely tracking the channel fluctuations, in practice, we have to average out the randomness with decreased performance.
Multicell environment
In previous sections, we consider only the single cell system, ignoring the impact from neighboring cells. To extend our result to the multicell environment, we have to take into account the out-of-cell interference [3] . Assume full knowledge on the user distribution in the interfering cells; we could incorporate some parameters indicating the out-of-cell interference in the SIR formulation and derive the similar dynamic programming algorithms for the MinTTP optimization.
To conclude, the practical concerns listed above may greatly degrade the system performance with lower achievable cell capacity and higher transmission power consumption, and present more challenges on precise prediction and adjustment of the parameters.
Numerical results
In this section, we investigate the performance of our clusterbased sectoring algorithm through simulations. For comparison, we also implement other two partition algorithms, namely, Optimal Sectoring and Fixed Sectoring. For simplicity, in the later part of the section, we denote OS as the optimal MinTTP result obtained from section II, CS (Clustered Sectoring) as the MinTTP result of cluster-based sectoring algorithm described in Section 3 and FS as the TTP of the traditional fixed sectoring, where all the sectors in a cell are of the same size and fixed orientation.
In our experiment, we use the following parameter settings: processing gain, G = 64; SIR requirement γ = 7 dB; voice activity α = 0.8; thermal noise power η = 1e-12; angular changing interval in a cluster for the angular-based partition algorithm τ = 2π /360 (reflect the accuracy of antennas). The channel gain h is calculated with a simplified function, modeling path loss for outdoor to indoor and pedestrian test environment, shown in [6] .
We first consider a user distribution shown in figure 1(a) . The results in Table 2 indicate that, both OS and CS exhibit much better performance than FS (more than 40% power savings). Compared with OS, the CS solution gives limited degradation (In both 5-sector and 6-sector cases, less than 1%). The sector partitioning results for OS and CS are also shown in Fig. 1 . The sector boundaries are generally crossing low-density regions in the CS solution, while in OS, they may pass through two users very close to each other. In addition, generally speaking, when larger δ is chosen, the boundaries more likely cross two users far away. Furthermore, the computational complexity of CS is greatly reduced compared to OS. When we set the angular value for clustering to be δ = 2π /360, the 36 users are partitioned into 19 clusters; when δ = 2π /36, only 12 clusters left (This is obvious as the larger the interval, the more users are likely to be placed into one cluster, resulting in less clusters). Thus, approximately only (19/36) 3 (i.e. 14.7% as the complexity is about O(NM 3 )) computing effort is required for δ = 2π /360 case and (12/36) 3 (i.e. 3.7%) for δ = 2π /36 compared to OS solution (The computing for angular-based partitioning has not been included, as it is much lower than the effort on final cluster-based sectoring). In this case, higher angular distance for clustering (δ) help to save great amount of computation effort while the boundary locations are reasonably better with the cost of little performance degradation. However, this is not always the case. For "hot spots" case, too large δ will result in very large clusters for further angular-based partitioning (In the worst case this might result in only one cluster including all users). This may greatly degrade the system performance and lose the advantage of clustering to partition through those users relatively far away. Parameters should be carefully chosen and adjusted.
A higher density user distribution is illustrated in figure 2 . Here, 180 users are partitioned into 15 sectors. An extremely "hot spot" (roughly in the area of the ellipse) exists in this example, where 32 users are placed into one cluster after the coarse clustering, thus exceeding the capacity constraint of a sector. We apply the angular-based partitioning algorithm on the large cluster to divide it into some sub-clusters, with the objective of the local MinTTP (in this example, 3 sub-clusters for this large cluster, shown in figure 2(a) ). In Table 3 , we also show the MinTTP result for different partitioning algorithm for the 15-sector case and 18-sector case. The MinTTP of CS is still quite close to the OS solution (less than 5% in both 15-sector and 18-sector cases). Under this user-distribution, FS is not feasible because some sector(s) for FS partitioning exceed(s) the capacity constraint. Now we investigate the result with variable δ setting. As explained earlier, with the increasing of δ, the number of clusters will decrease, resulting in much faster computation. This is shown in the table as the percentage of the computing effort for CS over OS. At the same time, the performance degradation percentages are also calculated. In this case, the directivity property can't be well maintained as most of clusters require further partitioning with angular-based sectoring.
To investigate the impact from number of available sectors (N), we vary N from 15 to 23 for the above 180-user configuration (figure 2), where δ = 2π /360. The corresponding MinTTP results for OS and CS are shown in figure 3 . From the experiment, we observe that, similar to OS scheme, the MinTTP results for CS algorithm also decrease with the increase of sectoring number. In general, the gap between OS and CS solutions is less than 10%, and when a large number of sectors are used, the MinTTP achieved by CS is nearly optimal. Furthermore, as shown in the figure, the power saving trend slows down with the growth of N, suggesting careful adjustment on tradeoffs between the antenna cost and performance gain.
Conclusion
In this paper, we have studied the optimization problem of adaptive cell sectoring to minimize the total transmission power (TTP), while at the same time satisfying the QoS (i.e. lower bound SIR requirements) in DS-CDMA systems. As discussed in the paper, the complexity of optimal solutions is O(NM 3 ), and thus suffers long computation time in the highdensity cells. With the consideration to reduce system complexity and also the observation that it is better for the sector boundaries across low-density regions, we propose a clusterbased sectoring algorithm. Later section on complexity analysis shows that our cluster-based algorithm may achieve great computation gain. Specifically for high-density case, the complexity is bounded by the selected angular parameters and independent of the number of users in a cell. Furthermore, the proposed algorithms can be easily extended to accommodate multi-rate services and adjusted for more realistic systems.
Numerical results show that our cluster-based sectoring algorithm achieves comparable performance with the optimal sectoring algorithm; while at the same time, it achieves prominent savings on the computational efforts in terms of generally much lower complexity than that of the optimal algorithm. From the sectoring result, we could also find that the boundaries for our cluster-based sectoring algorithm are generally across those neighboring users relatively far away, which is beneficial from a practical point of view.
