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Abstract. Berlinkov has suggested an algorithm that, given a deter-
ministic finite automaton A, verifies whether or not A is synchronizing
in linear (of the number of states and letters) expected time. We present
a modification of Berlinkov’s algorithm which we have implemented and
tested. Our experiments show that the implementation outperforms the
standard quadratic algorithm even for automata of modest size and al-
low us to give a statistically accurate approximation of the ratio of non-
synchronizing automata amongst all automata with a given number of
states.
1 Background and Motivation
A (deterministic finite) automaton (DFA, for short) is a triple A = (Q,Σ, δ),
where Q is a finite set of states, Σ stands for a finite alphabet and δ : Q×Σ → Q
is a transition function. Let Σ∗ be the set of all words over Σ, including the
empty word ε. Each word w ∈ Σ∗ acts on Q via δ: namely, for each state q ∈ Q,
we let1
q.w :=
{
q if w = ε,
δ(q.v, a) if w = va for some v ∈ Σ∗ and a ∈ Σ.
This action extends to subsets of Q: for D ⊆ Q, we define D.a := {q.a | q ∈ Q}.
An automaton A = (Q,Σ, δ) is called synchronizing if there exists a word
w ∈ Σ∗ whose action is a constant function, i.e., q.w = p.w for all p, q ∈ Q. Any
word with such a property is called synchronizing.
Automata serve to model real-world devices or protocols functioning in dis-
crete mode. Often, such a device has to work within error-prone environment,
and the property of being synchronizing may allow one to restore control over
the device even if its current state has become unknown due to an error. We refer
to the survey [10] for a discussion and some illustrative examples. Therefore the
⋆ The author acknowledges support by the Competitiveness Enhancement Program of
Ural Federal University.
1 Here and throughout expressions like A := B mean that A is defined to be B.
natural question of how to determine whether or not a given DFA is synchro-
nizing is of some importance. A well-known polynomial algorithm solving this
question is based on the following observation.
Proposition 1. An automaton A = (Q,Σ, δ) is synchronizing if and only if for
each pair of states p, q ∈ Q, there exists a word w ∈ Σ∗ such that p.w = q.w.
It seems that this result first appeared in print in Cˇerny´’s pioneering paper [5],
see Theorem 2 there. Independently and somewhat earlier, it was obtained in
Chung Laung Liu’s PhD thesis [8], see Theorem 15 therein.
Given an automaton A = (Q,Σ, δ), one can build the directed graph Γ (A)
whose vertices are all the ordered pairs of elements of Q and whose edges are the
pairs ((p1, p2), (q1, q2)) such that there exists a ∈ Σ with pi = δ(qi, a), i = 1, 2.
The condition of Proposition 1 can be restated as follows: A is synchronizing
if and only if each ordered pair of states is reachable in Γ (A) by a directed
path from a pair with equal entries. The latter condition can be checked by
breadth-first search (BFS). If |Q| = n and |Σ| = k, the graph Γ (A) has n(n+1)2
vertices and kn(n+1)2 edges whence BFS in this graph requires O(kn
2) time.
Thus, we have a quadratic (in the number of states) algorithm to check the
synchronizability of a given DFA. In the sequel, we refer to this algorithm as
SynchSlow. The algorithm is conceptually very simple but it may be inefficient
already for automata with several thousand states.
For a clear definition of the random model of automata, which will be needed
further, let for every state q and a letter a, δ(q, a) is chosen uniformly at random
from Q.
Berlinkov in his studies on synchronization of random automata [2, 4] has
suggested an algorithm that verifies whether or not a given DFA is synchronizing
in linear expected time. Roughly speaking, this algorithm consists in verifying
in a given automaton A a sequence of conditions each of which has two features:
(F1) in every DFA with n states, the condition can be checked in time O(n);
(F2) the fraction of automata with n states that do not satisfy the condition
amongst all automata with n states is O( 1n ).
If A satisfies all these conditions, it is definitely synchronizing. If some of the
conditions fails, the automaton may be synchronizing and may be not, and there-
fore, SynchSlow should be called to get a definite answer. Thus, Berlinkov’s al-
gorithm may take quadratic time in the worst case. However, since the fraction
of automata with n states for which one needs invoking SynchSlow is O( 1n ), the
expected time that the described procedure spends when verifying the synchro-
nizability of a given DFA with n states will be O(n).
In this paper we report our implementation of a (slight modification of)
Berlinkov’s algorithm and present some results of computational experiments.
The experiments demonstrate that the implementation outperforms SynchSlow
for automata with more than 35 states. We use the experimental results to
estimate the ratio of non-synchronizing automata amongst all automata with a
given number of states.
2 Description of the Algorithm
Due to the space constraints, we do not reproduce separately the original version
of Berlinkov’s algorithm as it may be found in [2, Section 2] and (with more
detail) in [4, Section 4]2. Instead we describe the implemented version of the
algorithm. It basically follows the pattern of the original version, with a few
modifications each of which will be explicitly specified. We have chosen to present
the algorithm as a sequence of steps whose descriptions are interwoven with
estimations of their running time and less formal comments.
We first consider the case of 2-letter alphabet. Thus, let A = (Q,Σ, δ) be a
DFA with |Σ| = 2. We denote by n the number of states in A.
Step 1. Let UG(A) stand for the underlying graph of A, that is, the directed
graph with the vertex set Q and the edge set consisting of all pairs (q, p) ∈ Q×Q
such that p = δ(q, a) for some a ∈ Σ. The algorithm starts with finding the
strongly connected components of UG(A). This can be done in O(n) time by
Tarjan’s algorithm [9]. The reachability relation in UG(A) induces a partial
order on the set of strongly connected components. If UG(A) has more than
one strongly connected component which is minimal with respect to this order,
then no state of A can be reached from every other state and the automaton is
not synchronizing. The algorithm then returns “false”.
For the rest of the description, we assume that the graph UG(A) contains
a unique minimal strongly connected component. Let Q0 stand for the set of
vertices of this component. Here the original version of the algorithm branches,
depending on the size of Q0: one proceeds if |Q0| ≥ n/(4e
2) (where e stands for
the base of the natural logarithm); otherwise the algorithm SynchSlow is called.
We omit this check and proceed independently of the size of Q0.
Remark 1. We would like to briefly discuss a subtlety that arises here. Let A0
denote the subautomaton of A obtained by restricting the transition function
δ to the set Q0 × Σ. Then it is easy to see that A is synchronizing if and
only if so is A0. This fact may suggest that on this stage of the algorithm it is
reasonable to start working with the smaller subautomaton A0 rather than the
whole automaton A.
The problem is that the initial automaton A is arbitrary whence, for each
a ∈ Σ, the map δ( , a) : Q → Q can be treated as a random map on the set Q.
Some properties of such randommaps are crucial for verifying that the conditions
involved in Berlinkov’s algorithm satisfy the feature (F2), that is, they hold in
an overwhelming majority of automata. However, the restrictions of the maps
δ( , a) to Q0 cannot be treated as uniformly random since the subautomaton A0
is already not arbitrary (in particular, it is strongly connected).
Step 2. For each letter a ∈ Σ, we denote by UG(a) the underlying graph
of the automaton (Q, {a}, δ|Q×{a}). The graph UG(a) consists of one or more
(weakly) connected components, which will be referred to as clusters hereafter.
2 The latter source includes also some preliminary data of our early experiments.
Every cluster consists of a single cycle (which may degenerate to a loop) and
several trees whose roots lie on the cycle. For a state q ∈ Q, we denote by
height(q) its height with respect to a fixed letter a ∈ Σ, that is, the least non-
negative integer ℓ such that q.aℓ = q.am for some m > ℓ. Thus q.aheight(q) lies
on some cycle of UG(a) and serves as the root of the tree to which q belongs.
Fig. 1 illustrates the notions just introduced.
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Fig. 1. A typical cluster with heights of its vertices shown
The algorithm proceeds by creating the data structure ClusterStructure that,
for each letter a ∈ Σ, contains:
– a list of indices of clusters;
– for each index in the list, the size of the corresponding cluster, the length of
its cycle, and a list of vertices that lie on the cycle (the latter list naturally
indexes the trees of the cluster)
– for each vertex q ∈ Q, the indices cluster(q) of the cluster and tree(q) of the
tree to which q belongs, and height(q).
ClusterStructure can be built in O(n) time, see [4, Lemma 9].
Here the algorithm branches, depending on the number of clusters: one pro-
ceeds if, for each a ∈ Σ, the number of clusters does not exceed 5 lnn; otherwise
SynchSlow is called. By [4, Lemma 2], the probability for SynchSlow to be in-
voked at this step is o( 1n4 ). Thus, for the rest of the description, we assume that
each graph UG(a) has at most 5 lnn clusters.
Step 3. A 1-branch is a subtree of one of the trees in a cluster of UG(a)
such that the root of this subtree has height 1. The height of a 1-branch is the
maximum height of its vertices. For illustration, the cluster in Fig. 1 has four
1-branches of which two have height 1 while two others have height 2 and 3.
Our algorithm checks if at least one letter a ∈ Σ is such that UG(a) has a
unique 1-branch of maximum height (the tallest 1-branch). It has been shown
by Berlinkov [3, Theorem 3] that the probability that a graph of the form UG(a)
(that is, the graph of a random map) has more than one 1-branch of maximum
height is O( 1√
n
). If this happens for both letters in Σ, which event has the
probability O( 1n ), SynchSlow is called. Otherwise, we proceed, assuming that
the tallest 1-branch (denoted T in the sequel) exists for one of the letters in Σ;
we denote this letter by a1 and the other letter by a2.
Step 4. On this step, which is specific for our modification, we check whether
or not there exists a state q ∈ Q0∩T such that the height of q exceeds the height
of any other 1-branch of UG(a1). (Recall that Q0 denotes the set of vertices of
the unique minimal strongly connected component of the graph UG(A).) If this
property fails, which happens with probability O( 1n ) by [4, Theorem 6], we call
SynchSlow. If it holds, we find the root r of T and the state p that lies on the
cycle of cluster(r) and is such that p.a1 is the root of tree(r), see Fig. 2. This
step takes O(n) time because we can calculate the height of each vertex end each
1-branch using single DFS. We also can verify if a certain state is in q ∈ Q0 ∩ T
in constant time using precalculated indicator function for each of these sets.
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r
Fig. 2. States forming a stable pair
Step 5. It follows from [4, Theorem 3] that the pair {p, r} is stable in the sense
of [6]. Recall that a pair of distinct states {q1, q2} ∈ Q×Q is called stable in A =
(Q,Σ, δ) if, for each w ∈ Σ∗, there exists a word v ∈ Σ∗ such that q1.wv = q2.wv.
It is known and easy to see that if {q1, q2} is a stable pair and w is an arbitrary
word in Σ∗, then either q1.w = q2.w or {q1.w, q2.w} is a stable pair again. Using
this, we ‘multiply’ the stable pair {p, r} as follows. First we construct 6 pairs
{pi, ri} := {p.a
i
2, r.a
i
2}, i = 1, 2, . . . , 6. Then for each i = 1, 2, . . . , 6, consider
the pairs {pij , rij} := {pi.a
j
1, ri.a
j
1} where j = 1, 2, . . . , ⌈n
0.4⌉. As discussed, all
constructed pairs, except those whose entries coincide, are stable. We denote
the set of stable pairs of the form {pij , rij} by Z(a2). Clearly, the set Z(a2)
can be built in O(n0.4) time. If |Z(a2)| < 6, we call SynchSlow. The results
of [4, Lemmas 7 and 8] ensure that this will happen with probability O( 1n ).
If |Z(a2)| ≥ 6, we take the 6 first pairs in Z(a2), and ‘multiply’ them in the
same fashion, that is, we act on each of these pairs by the words aj2 for j =
1, 2, . . . , ⌈n0.4⌉. Then we select the stable pairs amongst the 6⌈n0.4⌉ pairs we get
and denote the resulting set of stable pairs by Z(a1). Constructing Z(a1) also
takes O(n0.4) time.
Here the original version of Berlinkov’s algorithm branches, depending on
the sizes of the sets Z(a1) and Z(a2): one proceeds if each of these sets con-
tains at least ⌈n0.4⌉ pairs; otherwise the algorithm SynchSlow is called. In our
modification we omit this check.
Step 6. Recall that we broke the symmetry of letters in Step 3. However, in
the remaining steps of the algorithm, the difference between the letters a1 and
a2 plays no role, and we use a to denote any of this letter. A cluster of the graph
UG(a) is said to be large if its size is greater than n0.45. We denote by La the set
of all large clusters of the graph UG(a) and consider the (undirected) graph Γa
with the vertex set La whose edges are determined by the stable pairs in Z(a) as
follows: there is an edge between clusters c, c′ ∈ L whenever there exists a stable
pair {p, q} ∈ Z(a) such that p ∈ c and q ∈ c′. Observe that by construction,
Γa may have loops and multiple edges. Our next step, which is specific for our
modification, is to check whether or not the graph Γa is connected for each a ∈ Σ.
This can be done in sublinear time since |La| ≤ 5 lnn and |Z(a)| ≤ 6⌈n
0.4⌉.
By [4, Lemma 3] the connectivity check fails with probability O( 1n ), and in this
case SynchSlow is called.
If the graph Γa is connected, we proceed by computing the greatest common
divisor d of the lengths of cycles of the clusters in La. Using the Euclidean
algorithm, one can find d in O(ln2 n) time. If d = 1 for each a ∈ Σ, we jump
to the next step; if d > 1 for some a ∈ Σ, an additional check is needed. Fix
a spanning tree Θ of the graph Γa. (In the actual implementation, we build Θ
when checking the connectivity of Γa.) Using Θ, we label the vertices of Γa by
residues modulo d as follows. The root of Θ gets label 0. Now suppose that some
cluster c ∈ La has already been labelled by ℓ(c) ∈ {0, 1, . . . , d−1} while its child
c′ in Θ has not yet got a label. We fix a stable pair {p, q} ∈ Z(a) such that p ∈ c
and q ∈ c′ and define the label ℓ(c′) from the congruence
ℓ(c′)− ℓ(c) ≡ height(q)− height(p) (mod d) .
When the labelling process has been completed, we check whether the congruence
ℓ(cluster(s)) − ℓ(cluster(t)) ≡ height(s)− height(t) (mod d) (1)
holds true for every other stable pair {s, t} ∈ Z(a) defining an edge in Γa. Since
|Z(a)| ≤ 6⌈n0.4⌉, this can be done in sublinear time. If follows from [4, Lemma 4]
that the probability that all congruences of the form (1) simultaneously hold is
O( 1n ), and in this case we call SynchSlow. Otherwise we proceed to the final step
of the algorithm (that coincides with the final step of the original version).
Remark 2. This seems to be an appropriate place for a comment on the actual
role of the conditions verified in Step 6 and on the overall logic of the algorithm.
Let L̂a stand for the set of all states of A that belong to large clusters of the
graph UG(a). It can be shown that if the graph Γa is connected and either d = 1
or d > 1 but some of the congruences (1) fails, then for each pair of states
p, q ∈ L̂a, there exists a word w ∈ Σ
∗ such that p.w = q.w, see [4, Lemmas 3
and 4]. In view of Proposition 1, it remains to exhibit some additional conditions
that hold with high probability and ensure the same conclusion for all pairs of
different states with at least one entry lying beyond L̂a. Exactly this is going to
be done in Step 7.
Step 7. Conditions to be described here involve both letters a1, a2 ∈ Σ. In
what follows, let a denote any of these letters and let b stand for the other one.
Thus, each of the following items in fact represents two conditions: one with
a = a1, b = a2 and one with a = a2, b = a1.
Step 7.1. For each cycle of size s > 2 in UG(a), we find the number of its
states belonging to the set L̂b. If this number is at least ⌈
s
2⌉, i.e., the majority of
the states are in L̂b, we proceed; otherwise we call SynchSlow. By [4, Theorem 2,
Case 1], the probability of the latter event is O( 1n ), and clearly, the data collected
in ClusterStructure allow us to complete all verifications in this step inO(n) time.
Step 7.2. For each cycle C of size 2 in UG(a) such that either C * L̂b, we
build the sets C.b and C.b2. We proceed if at least one of these sets is a singleton.
If |C.b| = |C.b2| = 2, we proceed whenever |C.b ∪ C.b2| = 3 and C.b ⊆ L̂b or
|C.b ∪ C.b2| = 4 and either C.b ⊆ L̂b or C.b
2 ⊆ L̂b. In all other cases we call
SynchSlow. By [4, Remark 1], the probability of invoking SynchSlow at this step
is O( 1n ), and again, all verifications we need clearly can be done in O(n) time.
Step 7.3. For each cycle C of UG(a), we check whether or not the inclusions
C ⊆ L̂b and C.b ⊆ L̂a hold true and store this information. This can be done
in O(n) time. Now we consider all pairs of different cycles C,C′ of UG(a). Let
|C| = s, |C′| = s′. We may assume that s ≥ s′. If s′ ≥ n0.45 (which implies
that both C and C′ belong to large clusters), we proceed to the next pair of
cycles. If s′ = 1, i.e., the cycle C′ is a loop, we proceed to the next pair of cycles
provided that either C,C′ ⊆ L̂b or C.b, C′.b ⊆ L̂a; otherwise we call SynchSlow.
Due to [4, Theorem 2, Case 2], the probability of the second alternative is O( 1n ).
If 1 < s′ ≤ n0.45, we compute the greatest common divisor d of s and s′ using
the Euclidian algorithm that requires O(lnn) time. Let C = {p0, p1, . . . , ps−1}
and C′ = {q0, q1, . . . , qs′−1}, where the states are listed in the order induced by
the action of the letter a, that is, pi.a = pi+1 (mod s) for i = 0, 1, . . . , s− 1, and
qj .a = qj+1 (mod s′) for j = 0, 1, . . . , s
′ − 1. Denote by Zd the additive group of
residues modulo d and consider two subsets in this group:
I := {i | for all k ≥ 0, pi+kd (mod s) /∈ L̂b}
J := {j | for all k ≥ 0, qj+kd (mod s′) /∈ L̂b} .
Then we check whether or not there is a ‘shift’ z ∈ Zd such that
{z + i | i ∈ I} ∪ J = Zd . (2)
Both building sets I and J and searching for z satisfying (2) can be done in O(d2)
time, but since d ≤ s′ ≤ n0.45, we have that d2 ≤ n0.9 so the time is sublinear
in n. By [4, Theorem 2, Case 2], a shift z verifying (2) exists with probability
O( 1n ), and if this happens, we call SynchSlow. Otherwise, we proceed to the next
pair of cycles. Since the total number of pairs of cycles does not exceed 25 lnn2,
the total time spend on Step 7.3 is O(n0.9 lnn2) = o(n). If SynchSlow has not
been invoked for any pair of cycles, our algorithm returns “true”, that is, the
automaton A is synchronizing.
We have completed the description of the algorithm for DFAs with two
input letters; let us call it the binary algorithm. The extension to automata
with k > 2 input letters is fairly straightforward. Let A = (Q,Σ, δ), where
Σ = {a1, a2, . . . , ak}, k > 2. We first run the binary algorithm for the automa-
ton (Q, {a1, a2}, δ1,2), where δ1,2 is the restriction of δ to Q × {a1, a2}. If the
binary algorithm returns “true” without calling SynchSlow, then, clearly, A is
synchronizing, and we return “true” and stop. If the binary algorithm returns
“false” or if the necessity of calling SynchSlow occurs, we apply the same pro-
cedure to the automaton (Q, {a3, a4}, δ3,4), where δ3,4 is the restriction of δ to
Q × {a3, a4}, and so on. On the final step of the procedure, the binary algo-
rithm is invoked for the automaton (Q, {at−1, at}, δt−1,t), where t = 2⌊k/2⌋ is
the nearest even number less or equal than k. Again, if the binary algorithm re-
turns “true” without calling SynchSlow, then A is synchronizing, and we return
“true” and stop. In all other cases, we call SynchSlow.
The probability that the binary algorithm returns “true” for none of the au-
tomata (Q, {a1, a2}, δ1,2), . . . , (Q, {at−1, at}, δt−1,t) is O(1/n⌊k/2⌋), and the de-
scribed procedure clearly takes O(n) time for each fixed k.
We conclude this section with a comment on the nature of modifications
made in our version of Berlinkov’s algorithm. All the modifications consisted
in 1) omitting some of the conditions utilized in [4] and 2) checking a different
condition instead. For instance, in Step 5 we omit the verification of whether
each of the sets Z(a1) and Z(a2) contains at least ⌈n
0.4⌉ pairs; instead, we check
whether or not each of the graphs Γa is connected in Step 6. The point is that,
here and in all similar cases, it was the “new” condition that was implicitly
used in [4] while the role of the “old” condition was to ensure that the “new”
one holds with high probability. (For instance, in the example just mentioned
Z(a1) and Z(a2) serve as the edge sets for the graphs Γa1 and respectively Γa2 ;
clearly, a graph in which the number of edges is much larger than the number
of vertices is connected with high probability.) Therefore checking the “new”
condition instead or the “old” one straightens the algorithm and decreases the
probability of invoking SynchSlow. As our experiments show, this has radically
improved the algorithm’s performance.
3 Computational Experiments
For brevity, we refer to the algorithm presented in the previous section as the
main algorithm. The algorithm was implemented in C++11. Compilation and
assembly were made in Microsoft Visual Studio 2013 IDE (the compiler version
MSVC 18.0.31101.0). All experiments were performed on a desktop PC with
Intel Core i7-4770K (3.5GHz) CPU and 16Gb RAM. Source code can be found
under the following link:
https://github.com/birneAgeev/AutomataSynchronizationChecker
In order to compare the main algorithm with SynchSlow, we first experi-
mented with its linear part that returns fail in the case of failure of any of the
tests, instead of invoking SynchSlow. Table 1 and Fig. 3 present the experimen-
tal results. For each combination of state/alphabet sizes, the average working
time was computed from 1000 runs of the linear part on randomly generated
automata. The graph in Fig. 3 confirms that the working time of our implemen-
tation of the linear part of the main algorithm indeed grows linearly with the
number of states.
Table 1. The average working time (in seconds) of the linear part of the main algorithm
for DFA with n states and k letters
n = 100 n = 1000 n = 5000 n = 10000 n = 100000
k = 2 0.00013 0.00112 0.00554 0.0114 0.144
k = 10 0.00014 0.00113 0.00560 0.0115 0.159
k = 100 0.00014 0.00117 0.00564 0.0119 0.169
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Fig. 3. The average working time of the linear part of the main algorithm for DFA
with 2 input letters
We have used our experimental results to estimate the ratio of non-synchro-
nizing automata amongst all automata with n states and 2 input letters. Ac-
cording to Berlinkov’s result [4, Theorem 1], this ratio behaves as Θ( 1n ), in other
words, the ratio of non-synchronizing automata amongst all automata with n
states and 2 input letters can be expressed as cnn where the sequence {cn} tends
to a non-zero limit as n → ∞. Clearly, the ratio fnn of failures of the linear
part of the main algorithm gives an over-estimation of the ratio cnn . Hoeffding’s
inequality [7] allows us to determine the number of runs sufficient to give sta-
tistically accurate bounds for the quantity fn. Denote by fn(r) the number of
automata among r randomly chosen automata with n states and 2 input letters
for which the linear part of the main algorithm fails.
Proposition 2. Let ε > 0 and 0 < p0 < 1. The number t such that, with the
probability at least p0, the deviation of fn from the value
fn(tn)
t is less than ε,
can be computed from the inequality t ≥ − n2ε2 ln
1−p0
2 .
Proof. We may consider the failure of the linear part of the main algorithm
on a random automaton with n states as a Bernoulli random variable with the
probability fnn . Then Hoeffding’s inequality applies, yielding
P
[
(
fn
n
− γ)tn ≤ fn(tn) ≤ (
fn
n
+ γ)tn
]
≥ 1− 2e−2γ
2tn (3)
for every γ > 0 and every integer t. Transform the expression for probability:
P
[
(
fn
n
− γ)tn ≤ fn(tn) ≤ (
fn
n
+ γ)tn
]
=
P
[
fn − γn ≤
fn(tn)
t
≤ fn + γn
]
= P
[
|
fn(tn)
t
− fn| ≤ γn
]
.
Now, we choose γ = εn and require that P
[
| fn(tn)t − fn| ≤ ε] ≥ p0. Then we
conclude from (3) that p0 ≤ 1 − 2e
−2ε2t
n . After simple transformations, we get
t ≥ − n2ε2 ln
1−p0
2 . ⊓⊔
Using Proposition 2, we see that, to calculate fn up to ε = 0.1 with prob-
ability p0 = 0.99, it suffices to run the linear part of the main algorithm
− n
2
0.02 ln 0.005 < 1060n
2 times. The results of our calculations are collected in
Table 2. (For n ≥ 1000, we used ε = 1, which reduces the number of runs to
3n2, to make the calculations feasible.) As we mentioned above, the algorithm
and all estimations are stated in the scope of the simple random model of an
automaton, namely, for every state q and letter a, δ(q, a) is chosen uniformly at
random from Q. Nevertheless, other random models could be considered for a
better understanding of limits on the use of the algorithm. We have also per-
formed calculations of fn in the nonisomorphic model, in which automata are
selected randomly from the set of all nonisomorphic automata with n states and
k letters. For a generation of input data for the algorithm, the FAdo tool [1] has
been used.
Table 2. The estimation of fn
n 5 10 20 50 100 1000 10000
fn in the simple uniform model 3.57 4.6 4.8 4.33 3.79 5.09 5.32
fn in the nonisomorphic model 3.10 3.31 3.01 2.7 2.21 — —
Table 3. The average working time (in seconds) of the main algorithm for DFA with
n states and 2 input letters
n 1000 2000 3000 4000 5000 7000 9000 10000
tlin + fntquad
n+ fn
0.002 0.005 0.008 0.010 0.014 0.021 0.027 0.031
Table 2 shows that fn weakly depends on n and seems to tend to a constant.
Recall that fn is an overestimation for cn, and thus, our results indicate that
the ratio of of non-synchronizing automata amongst all automata with n states
and 2 input letters is upper-bounded by 5n for the both models. This is consis-
tent with theoretical results from [2, 4]. So, we can state a conjecture, that the
similar asympthotic for the probability of being synchronizable is true in the
nonisomorphic model. It is worth noting that the original algorithm described
in [4] has the estimation of fn close to n for all n up to several thousand.
Estimation of the time complexity of the main algorithm is a nontrivial task
because the quadratic algorithm SynchSlow can be invoked, and for large n, e.g.
n = 5000, SynchSlow requires too much time. Therefore we use our estimate of
the value fn to find the running time of the main algorithm on n-state automata.
1. Estimate the constant fn as described above.
2. Calculate the total running time tlin of the linear part of the main algorithm
on n random automata with n states.
3. Calculate the running time tquad of SynchSlow on a single automaton with
n states (taking the average time of several runs on random automata).
4. Use
tlin + fntquad
n+ fn
as an estimation for the average running time of the main
algorithm on single automaton with n states.
From the data in Table 2, we may assume that fn ≤ 6 for n ≤ 10000.
Applying the above procedure, we get results presented in Table 3 and Fig. 4.
Finally, we report about the comparison between the main algorithm and
the quadratic algorithm SynchSlow. Both algorithms were run 2650000 times for
all small n in order to find minimal n0 such that the average running time of
SynchSlow becomes greater than the average running time of the main algorithm
for automata with at least n0 states. The results of the comparison presented in
Fig. 5 show that n0 = 31.
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