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Abstract
In this paper we propose a generalized Gaussian process concurrent regression model
for functional data where the functional response variable has a binomial, Poisson or
other non-Gaussian distribution from an exponential family while the covariates are
mixed functional and scalar variables. The proposed model offers a nonparametric
generalized concurrent regression method for functional data with multi-dimensional
covariates, and provides a natural framework on modeling common mean structure and
covariance structure simultaneously for repeatedly observed functional data. The mean
structure provides an overall information about the observations, while the covariance
structure can be used to catch up the characteristic of each individual batch. The prior
specification of covariance kernel enables us to accommodate a wide class of nonlinear
models. The definition of the model, the inference and the implementation as well as
its asymptotic properties are discussed. Several numerical examples with different non-
Gaussian response variables are presented. Some technical details and more numerical
examples as well as an extension of the model are provided as supplementary materials.
Key Words: Covariance kernel, Exponential family, Concurrent regression models,
Nonparametric regression.
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1. INTRODUCTION
A functional regression model with functional response variable can be defined by
ym(t) = f(xm(t),um) + ǫm(t), (1)
where ym(t) (m = 1, . . . ,M) stands for M batches (or curves) of functional data, f(·)
is an unknown nonlinear function, depending on a set of functional covariates xm(t) and
a set of scalar covariates um, and ǫm(t) is the random error. A special case of such
model is the following concurrent regression model with functional covariates xm(t) (see
e.g. Ramsay and Silverman, 2005)
ym(t) = x
T
m(t)β(t) + ǫm(t).
However, when the relationship between the response and the covariates cannot be justified
as linear, it is intractable to model the function f(·) nonparametrically for multi-dimensional
xm(t) since most nonparametric regression models suffer from the curse of dimensionality.
A variety of alternative approaches with special model structures have been proposed to
overcome the problem; examples include dimension reduction methods, the additive model
(see e.g. Hastie and Tibshirani, 1990), varying-coefficient model (see e.g. Fan and Zhang,
2000; Fan et al., 2003; S¸entu¨rk and Mu¨ller, 2008), and the neural network model (see e.g.
Cheng and Titterington, 1994). Shi et al. (2007) proposed a Gaussian process functional
regression (GPFR) model, which is defined by
f(xm(t),um) = µm(t) + τm(xm(t)), (2)
where µm(t) is the mean structure of the functional data and τm(xm(t)) represents a Gaussian
process regression (GPR) model having zero mean and covariance kernel k(·, ·; θ) (for the
detailed definition of Gaussian process regression models, see Rasmussen and Williams, 2006;
Shi and Choi, 2011). This nonparametric concurrent functional regression model can address
the regression problem with multi-dimensional functional covariates and model the mean
structure and covariance structure simultaneously; see the detailed discussion in Shi et al.
(2007).
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The aim of this paper is to extend the concurrent GPFR model (2) to situations where
the response variable, denoted by z(t), is known to be non-Gaussian. The work is moti-
vated by the following example, concerning data collected during standing-up manoeuvres
of paraplegic patients. The outputs are the human body’s standing-up phases during rising
from sitting position to standing position. Specifically, z(t) takes value of either 0, 1 or 2,
corresponding to the phases of ‘sitting’, ‘seat unloading and ascending’ or ‘stablising’ respec-
tively, required for feeding back to a simulator control system. Since it is usually difficult
to measure the body position in practice, the aim of the example is to develop a model for
reconstructing the position of the human body by using some easily measured quantities such
as motion kinematic, reaction forces and torques, which are functional covariates denoted by
x(t). This is to investigate the regression relationship between the non-Gaussian functional
response variable z(t) and a set of functional covariates x(t). Since the standing-up phases
are irreversible, z(t) is an ordinal response variable, taking value from three ordered cate-
gories. If we assume that there exists an unobservable latent process η(t) associated with
x(t) and the response variable z(t) depends on this latent process, then by using a probit
link function, we can define a model as follows:
z(t) = j if bj < η(t) ≤ bj+1, j ∈ {0, 1, 2},
where b0 = −∞, b3 = ∞, and b1, b2 ∈ R are the thresholds. Now the problem becomes
how to model η(·) by the functional covariates x(t), or how to find a function f such that
η(t) = f(x(t)). More discussion of this example is given in Section 4.2 and Appendix G of
the supplementary materials.
Generally, letting h−1(·) be a given link function, a generalized linear regression model is
defined as E(zm(t)) = h(x
T
m(t)β). Breslow and Clayton (1993) proposed a generalized linear
mixed model to deal with heterogeneity: E(zm(t)|γ2) = h(xTm1(t)γ1 + xTm2(t)γ2), where γ1
is the coefficient for the fixed effect and γ2 is a random vector representing random effect.
However, if we have little practical knowledge on the relationship between the response vari-
able and the covariates (such as the case in the above Paraplegia example), it is more sensible
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to use a nonparametric model. In this paper, we propose to use a Gaussian process regres-
sion model to define such a nonparametric model, namely a concurrent generalized Gaussian
process functional regression (GGPFR) model. Similar to GPFR model (Shi et al., 2007),
the advantages of this model include: (1) it offers a nonparametric generalized concurrent re-
gression model for functional data with functional response and multi-dimensional functional
covariates; (2) it provides a natural framework on modeling mean structure and covariance
structure simultaneously and the latter can be used to model the individual characteristic for
each batch; and (3) the prior specification of covariance kernel enables us to accommodate
a wide class of nonlinear functions.
This paper is organized as follows. Section 2 proposes the GGPFR model and describes
how to estimate the hyper-parameters and how to calculate prediction, for which the imple-
mentation is mainly based on Laplace approximation. The asymptotic properties, focusing
on the information consistency, are discussed in Section 3. Several numerical examples are
reported in Section 4. Discussion and further development are given in Section 5. Some
technical details and more numerical examples are provided as the supplementary materials.
2. GENERALIZED GAUSSIAN PROCESS FUNCTIONAL REGRESSION MODEL
2.1 The Model
Let {zm(t), t ∈ T } be a functional or longitudinal response variable for the m-th subject,
namely the m-th batch. We assume that zm(t)’s are independent for different batches m =
1, . . . ,M , but within the batch, zm(ti) and zm(tj) are dependent at different points. We
suppose that zm(t) has a distribution from an exponential family with the following density
function
p(zm(t)|αm(t), φm(t)) = exp
{
zm(t)αm(t)− b(αm(t))
a(φm(t))
+ c(zm(t), φm(t))
}
(3)
where αm(t) and φm(t) are canonical parameter and dispersion parameter respectively, both
functional. We have E(zm(t)) = b
′(αm(t)) and Var(zm(t)) = b
′′(αm(t))a(φm(t)), where b
′(α)
and b′′(α) are the first two derivatives of b(α) with respect to α.
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Suppose that xm(t) is a Q-dimensional vector of functional covariates. Nonparametric
concurrent generalized Gaussian process functional regression (GGPFR) models are defined
by (3) and the following
E(zm(t)|τm(t)) = h(µm(t) + τm(t)),
τm(t) = τm(xm(t)) ∼ GPR(0, k(·, ·; θ)|xm(t)). (4)
Here, the unobserved latent variable τm(t) is modeled by a nonparametric GPR model via
a Gaussian process prior, depending on the functional covariates xm(t). The GPR model is
specified by a covariance kernel k(·, ·; θ), and by the Karhunen-Loe`ve expansion
τ(x) =
∞∑
j=1
rjψj(x),
where rj ∼ N(0, λj), λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues and ψ1(x), ψ2(x), . . . are the
associated eigenfunctions of the covariance kernel. One example of k(·, ·; θ) is the following
squared exponential covariance function with a nonstationary linear term:
Cov(τ(ti), τ(tj)) = k(x(ti),x(tj); θ)
=v1 exp
(
− 1
2
Q∑
q=1
wq(xq(ti)− xq(tj))2
)
+ a1
Q∑
q=1
xq(ti)xq(tj), (5)
where θ = (w1, . . . , wQ, v1, a1) is a set of hyper-parameters involved in the Gaussian process
prior. The hyper-parameter wq corresponds to the smoothing parameters in spline and
other nonparametric models. More specifically, w−1q is called the length-scale. The decrease
in length-scale produces more rapidly fluctuating functions and a very large length-scale
means that the underlying curve is expected to be essentially flat. More information on the
relationship between smoothing splines and Gaussian processes can be found in Seeger (2002).
We can use generalized cross-validation (GCV) or empirical Bayesian method to choose the
value of θ. When Q is large, GCV approach is usually inefficient. We will use the empirical
Bayesian method in this paper; the details are given in the next subsection. Some other
covariance kernels such as powered exponential and Mate´rn covariance functions can also be
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used; see more discussion on the choice of covariance function in Rasmussen and Williams
(2006) and Shi and Choi (2011).
In the model given by (4) the response variable zm(t) depends on xm(t) at the current
time only, therefore the proposed model can be regarded as a generalization of the concur-
rent functional linear model discussed in Ramsay and Silverman (2005). In this model the
common mean structure acrossM batches is given by µm(t). If we use a linear mean function
which depends on a set of p scalar covariates um only, (4) can be expressed as
E(zm(t)|τm(t)) = h(µm(t) + τm(t)) = h(uTmβ(t) + τm(t)). (6)
In this case the regression relationship between the functional response zm(t) and the func-
tional covariates xm(t) is modeled by the covariance structure τm(xm). Other mean struc-
tures, including concurrent form of functional covariates, can also be used.
The proposed model has some features worth noting. In addition to those discussed
in Section 1, we highlight that the GGPFR model is actually very flexible. It can model
the regression relationship between the non-Gaussian functional response and the multi-
dimensional functional covariates nonparametrically. Moreover, if we had known some prior
information between zm(t) (or E(zm(t))) and some of the functional covariates, we could
easily integrate it by adding a parametric mean part. For example we may define
µm(t) = u
T
mβ(t) + x
T
m1(t)γ1 + x
T
m2(t)γ2,
i.e. including a term in the GGPFR similar to the generalized linear mixed model (Breslow and Clayton,
1993); an example of such models is provided in Appendix G. The nonparametric part can
still be modeled by τm(t) via a GPR model. Other nonparametric covariance structure can
also be considered; some examples can be found in Rice and Silverman (1991), Hall et al.
(2008) and Leng et al. (2009). However, most of these methods are limited to small (usually
one) dimensional x(t) or the covariance matrix with a special structure.
As an example of the GGPFR model, we consider a special case of binary data (e.g. for
classification problem with two classes). In this case, zm(t) ∼ Bin(1, πm(t)). If we use the
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logit link function, the density function is given by
p(zm(t)|τm(t)) = exp{[u
T
mβ(t) + τm(t)]zm(t)}
1 + exp{uTmβ(t) + τm(t)}
. (7)
The marginal density function of zm(t) is therefore given by
p(zm(t)) =
∫
p(zm(t)|τm(t),β(t))p(τm(t)|θ)dτm(t),
where p(τm(t)|θ) is the density function of τm(t), which is a multivariate normal distribution
for any given points {t1, . . . , tN} and depends on the functional covariates xm(t) and the
unknown hyper-parameter θ.
The density functions for other distributions from the exponential families can be ob-
tained similarly.
2.2 Empirical Bayesian Learning
Now suppose that we have M batches of data fromM subjects or experimental units. In the
m-th batch, Nm observations are collected at Tm = {tm1, . . . , tmNm}. We denote zm(tmi),
τm(tmi) and xm(tmi) by zmi, τmi and xmi, respectively, for i = 1, . . . , Nm and m = 1, . . . ,M .
Collectively, we denote Zm = (zm1, . . . , zmNm)
T and Z = {Z1, . . . ,ZM}, and denote τm, τ ,
Xm and X in the same way. They are the realizations of zm(t), τm(t) and xm(t) at Tm. A
discrete GGPFR model is therefore given by
zmi|αmi, φ, τmi ∼ EF (αmi, φ), i = 1, . . . , Nm, (8)
E(zmi|τmi) = b′(αmi) = h(uTmβ(ti) + τmi), (9)
τm = (τm1, . . . , τmNm)
T ∼ N(0,Cm) (10)
for m = 1, . . . ,M , where EF (·, ·) is a distribution from the exponential family (3) and
αmi = αm(ti). τm has an Nm-variate normal distribution with zero mean and covariance
matrix Cm = (C
ij
m) for i, j = 1, . . . , Nm. Here we assume a fixed dispersion parameter φ,
but the method developed in this paper can be applied to more general cases.
We consider the estimation of β(t) first. To estimate the functional coefficient β(t),
we expand it by a set of basis functions (see e.g. Ramsay and Silverman, 2005). In this
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paper, we use B-spline approximation. Let Φ(t) = (Φ1(t), . . . ,ΦD(t))
T be the B-spline basis
functions, then the functional coefficient β(t) can be represented as β(t) = BTΦ(t), where
the j-th column of B, Bj = (B
j
1, . . . , B
j
D)
T , is the B-spline coefficients for βj(t). Thus, at
the observation point Tm, we have µm = ΦmBum, where Φm is an Nm × D matrix with
the (i, d)-th element Φd(tmi). In practice, the performance of the B-spline approximation
may strongly depend on the choice of the knots locations and the number of basis functions.
There are three widely-used methods for locating the knots: equally spaced method, equally
spaced sample quantiles method and model selection based method. The guidance on which
method is to use in different situations can be found in Wu and Zhang (2006). The first
method is used in our numerical examples in Section 4 which all have equally-spaced time
points and the second is adopted in the PBC data in the supplementary materials. The
number of basis functions can be determined by generalized cross-validation or AIC (BIC)
methods. More details on this issue can be found in Wu and Zhang (2006).
The covariance matrix Cm = (C
ij
m) of τm depends on Xm and the unknown hyper-
parameter θ. If we use covariance kernel (5), its element C ijm is given by
C ijm = v1 exp
(
− 1
2
Q∑
q=1
wq(xmiq − xmjq)2
)
+ a1
Q∑
q=1
xmiqxmjq. (11)
The covariance matrix involves the hyper-parameter θ = {w1, . . . , wQ, v1, a1}, whose value
is given based on the prior knowledge in conventional Bayesian analysis. As discussed in
Shi and Choi (2011), empirical Bayesian learning method is preferable for GPR models when
the dimension of θ is large.
The idea of empirical Bayesian learning is to choose the value of the hyper-parameter θ
by maximizing the marginal density function. Thus, θ as well as the unknown parameter B
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can be estimated at the same time by maximizing the following marginal density
p(Z|B, θ,X) =
M∏
m=1
p(Zm|B, θ,Xm)
=
M∏
m=1
∫
p(Zm|τm,B)p(τm|θ,Xm)dτm
=
M∏
m=1
∫ { Nm∏
i=1
p(zmi|τmi,B)
}
p(τm|θ,Xm)dτm
or the marginal log-likelihood
l(B, θ) =
M∑
m=1
log{p(Zm|B, θ,Xm)}
=
M∑
m=1
log
∫ { Nm∏
i=1
p(zmi|τmi,B)
}
(2π)−
Nm
2 |Cm|− 12 exp
{
− 1
2
τ TmC
−1
m τm
}
dτm, (12)
where p(zmi|τmi,B) is derived from the exponential family as defined in (8). For binomial
distribution, it is given in (7). Obviously the integral involved in the above marginal density
is analytically intractable unless p(zmi|τmi,B) has a special form such as the density function
of normal distribution. One method to address this problem is to use Laplace approximation.
We denote
Ψ(τm) =
Nm∑
i=1
log
{
p(zmi|τmi,B)
}− Nm
2
log(2π)− 1
2
log |Cm| − 1
2
τ TmC
−1
m τm, (13)
then the log-likelihood (12) can be rewritten as
l(B, θ) =
M∑
m=1
log
∫
exp{Ψ(τm)}dτm.
Let τˆm be the maximiser of Ψ(τm), then by Laplace approximation we have∫
exp{Ψ(τm)}dτm = exp
{
Ψ(τˆm) +
Nm
2
log(2π)− 1
2
log |C−1m +Km|
}
, (14)
where Km is the second order derivative of
∑Nm
i=1 log
{
p(zmi|τmi,B)
}
with respect to τm
and evaluated at τˆm (see, for example, Barndorff-Nielsen and Cox, 1989; Evans and Swartz,
2000). The procedure of finding the maximiser τˆm can be carried out by the Newton-Raphson
iterative method and is given in Appendix A of the supplementary materials.
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However, as pointed out in Section 4.1 in Rue et al. (2009), the error rate of the approx-
imation (14) may be O(1) since the dimension of τm increases with the sample size Nm. A
better method is to approximate p(Zm|B, θ) in (12) (here and in the rest of the section the
conditioning on Xm is omitted for simplicity) by
p˜(Zm|Θ), p(τm,Zm|Θ)
p˜G(τm|Zm,Θ)
∣∣∣∣
τm=τ˜m(Θ)
, (15)
where Θ = (B, θ), p˜G(τm|Zm,Θ) is the Gaussian approximation to the full conditional
density p(τm|Zm,Θ), and τ˜m is the mode of the full conditional density of τm for a given
Θ. Here,
p(τm,Zm|Θ) = p(Zm|τm,Θ)p(τm|Θ)
= exp
{
log p(τm|θ) +
Nm∑
i=1
log p(zmi|τmi,B)
}
.
We approximate gmi(τmi) , log p(zmi|τmi,B) by Taylor expansion to the second order
gmi(τmi) ≈ gmi(τ (0)mi ) + amiτmi −
1
2
dmiτ
2
mi,
where ami and dmi depend on the first two derivatives of gmi(τmi) respectively and evaluated
at τ
(0)
mi . Thus,
p(τm,Zm|Θ) ∝ exp
{− 1
2
τ TmC
−1
m τm −
1
2
τ TmDmτm + a
T
mτm
}
,
whereDm = diag(dm1, . . . , dmNm) and a
T
m = (am1, . . . , amNm). We can then use the following
Fisher scoring algorithm (Fahrmeir and Lang, 2001) to find the Gaussian approximation.
Starting with τ
(0)
mi , the k-th iteration is given by
(i) Find the solution τ
(k)
m from (C−1m +Dm)τ
(k)
m = am,
(ii) Update am and Dm using τ
(k)
m and repeat (i).
After the process converges, say at τ˜m, we get the Gaussian approximation p˜G(τm|Zm,Θ)
which is the density function of the normal distribution N (τ˜m, (C
−1
m +Dm)
−1) . We can
then calculate Θˆ = (Bˆ, θˆ) by maximizing (12) using the approximation (15).
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2.3 Prediction
Now we consider two types of prediction problems. First suppose that we have already
observed some data for a subject, say N observations in the k-th batch, and want to obtain
prediction at other points. This can be for one of the batches 1, . . . ,M or a completely
new one. The observations are denoted by Zk = {zki, i = 1, . . . , N} which are collected at
{tk1, . . . , tkN}. The corresponding input vectors areXk = {xk1, . . . ,xkN}, and we also know
the subject-based covariate uk. It is of interest to predict z
∗ at a new point t∗ for the k-th
subject given the test input x∗ = xk(t
∗). Secondly we will assume there are no data observed
from the subject of interest except the subject-based covariate and want to predict z∗ at a
new point t∗ with the input x∗. We use D to denote all the training data and assume that the
model itself has been trained (i.e. all the unknown parameters have been estimated) by the
method discussed in the previous section. The main purpose in this section is to calculate
E(z∗|D) and Var(z∗|D), which are used as the prediction and the predictive variance of z∗.
We now consider the first type of prediction. Let τ ∗ = τk(t
∗) be the underlying latent
variable at t∗, then τ ∗ (for convenience we ignore the subscript) and τ k = (τk1, . . . , τkN)
T
satisfy (10), and the expectation of z∗ conditional on τ ∗ is given by (9):
E(z∗|τ ∗,D) = h(uTk Bˆ
T
Φ(t∗) + τ ∗). (16)
It follows that
E(z∗|D) = E[E(z∗|τ ∗,D)] = ∫ h(uTk BˆTΦ(t∗) + τ ∗)p(τ ∗|D)dτ ∗. (17)
A simple method to calculate the above expectation is to approximate p(τ ∗|D) using a
Gaussian approximation p˜G(τ k|D) as discussed around equation (15), that is,
p(τ ∗|D) =
∫
p(τ ∗|τ k,D)p(τ k|D)dτ k ≈
∫
p(τ ∗|τ k)p˜G(τ k|D)dτ k. (18)
Since it is assumed that both τ k and τ
∗ come from the same Gaussian process with covariance
kernel k(·, ·; θ), we have
(τ Tk , τ
∗)T ∼ N (0,CN+1,N+1) , CN+1,N+1 =

 CN,N C∗N
C∗TN k(x
∗,x∗; θˆ)


11
where CN,N is the covariance matrix of τ k, and C
∗
N is a vector of the covariances between
τ k and τ
∗. Thus, p(τ ∗|τ k) = N(aTτ k, σ∗2), where aT = C∗TN C−1N,N and σ∗2 = k(x∗,x∗; θˆ)−
C∗TN C
−1
N,NC
∗
N . From the discussion given in the last paragraph in Section 2.2, we have
p˜G(τ k|D) = N(τ˜ k,Ω), Ω , (C−1N,N +Dk)−1.
The integrand in (18) is therefore the product of two normal density functions. It is
not difficult to prove (see the details in Appendix B of the supplementary materials) that
p(τ ∗|D) is still a normal density function
p(τ ∗|D) = N(aT τ˜ k,aTΩa+ σ∗2). (19)
Then (17) can be evaluated by numerical integration.
To calculate Var(z∗|D), we use the formula:
Var(z∗|D) = E[Var(z∗|τ ∗,D)] + Var[E(z∗|τ ∗,D)]. (20)
From the model definition, we have
Var[E(z∗|τ ∗,D)] = E
[
E(z∗|τ ∗,D)
]2
−
(
E[E(z∗|τ ∗,D)]
)2
=
∫ [
h(uTk Bˆ
TΦ(t∗) + τ ∗)
]2
p(τ ∗|D)dτ ∗ − [E(z∗|D)]2, (21)
and
E[Var(z∗|τ ∗,D)] =
∫
Var(z∗|τ ∗,D)p(τ ∗|D)dτ ∗ =
∫
b′′(αˆ∗)a(φ)p(τ ∗|D)dτ ∗, (22)
where αˆ∗ is a function of h(uTk Bˆ
TΦ(t∗) + τ ∗), and p(τ ∗|D) is given by (19). Thus (21) and
(22) can also be evaluated by numerical integration.
The posterior density p(τ ∗|D) in (19) is obtained based on the Gaussian approximation
p˜G(τ k|D) to p(τ k|D). It usually gives quite accurate results. The methods to improve
Gaussian approximation were discussed in Rue et al. (2009). They can also be used to
calculate p(τ ∗|D) from (18).
An alternative way is to use the first integral in (18) to replace p(τ ∗|D) in (17) and perform
a multi-dimensional integration using, for example, Laplace approximation; see Appendix C
of the supplementary materials for the details.
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The second type of prediction is to predict a completely new batch with subject-based
covariate u∗. We want to predict z∗ at (t∗,x∗). In this case, the training data D are the data
collected from the batches 1, . . . ,M . Since we have not observed any data for this new batch,
we cannot directly use the predictive mean and variance discussed above. A simple way is
to predict z∗ by using h(u∗T Bˆ
T
Φ(t∗)), i.e. ignoring τ ∗ in (16). This approach however does
not use the information of x∗, the observed functional covariates. Alternatively as argued in
Shi et al. (2007), batches 1 to M actually provide an empirical distribution of the set of all
possible subjects. A similar idea is used here. We assume that, for m = 1, . . . ,M ,
ωm = P (z
∗ belongs to the m-th batch).
If we assume that the new batch or z∗ belongs to the m-th batch, we can calculate the
conditional predictive mean by (16), formulated by
E(z∗|τ ∗,D) = h(u∗T BˆTΦ(t∗) + τ ∗).
The predictive mean E(z∗m|D) in (17) and the predictive variance Var(z∗m|D) in (20) can be
calculated as if the test data belong to the m-th batch. Here both u∗ and x∗ are used.
Based on the above empirical assumption, the prediction of the response for the test
input x∗ at t∗ in a completely new subject is
E(z∗|D) =
M∑
m=1
ωmE(z
∗
m|D), (23)
and the predictive variance is
Var(z∗|D) =
M∑
m=1
ωmVar(z
∗
m|D) +
M∑
m=1
ωm
[
E(z∗m|D)
]2 − [E(z∗|D)]2. (24)
We usually use the equal weights, i.e. ωm = 1/M for m = 1, . . . ,M . In general these M
batches may not provide equal information to the new batch. In this case varying weights
may be considered; see more discussion in Shi and Wang (2008).
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3. CONSISTENCY
The consistency of Gaussian process functional regression method involves two issues. One
is related to the common mean uTmβ(t) in (6) and the other is related to the curve zk(t)
itself (k = 1, . . . ,M or a new one). The common mean structure is estimated from the data
collected from allM subjects, and has been proved to be consistent in many functional linear
models under suitable regularity conditions (see Ramsay and Silverman, 2005; Yao et al.,
2005b).
This paper focuses on the second issue, the consistency of zˆk(·) to zk(·), one of the key
features in nonparametric regression. This kind of problems for GPR related models have
received increasing attention in recent years, see for example Choi (2005), Ghosal and Roy
(2006) and Seeger et al. (2008). Choi (2005) considered the posterior consistency of Gaussian
process prior for normal response, Ghosal and Roy (2006) proved the posterior consistency
of Gaussian process prior for nonparametric binary regression no matter what the mean
function of Gaussian process prior is set to, and Pillai et al. (2007) extended the result to
Poisson distribution. But the consistency for general exponential family distributions is yet
to be investigated. Meanwhile, Seeger et al. (2008) proved the information consistency via
a regret bound on cumulative log loss. Generally speaking, if the sample size of the data
collected from a certain curve is sufficiently large and the covariance function satisfies certain
regularity conditions, the prediction based on a GPR model is consistent to the real curve,
and the consistency does not depend on the common mean structure or the choice of the
values of hyper-parameters involved in covariance function; see more detailed discussion in
Shi and Choi (2011).
In this section, we discuss the information consistency and extend the result of Seeger et al.
(2008) to a more general context such as zk following Poisson distribution which has not been
covered in the literature.
Similar to other GPR related models, the consistency of zˆk(·) to zk(·) depends on the ob-
servations collected from the k-th curve only. We assume that the underlying mean function
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for the k-th curve, denoted by µk(t), is known. The case where the mean function is estimated
from data is discussed in the supplementary materials. For ease of presentation we omit the
subscript k in the rest of the section and denote the data by zn = {z1, . . . , zn} at the points
t1, . . . , tn, and the corresponding covariate values Xn = {x1, . . . ,xn} where xi ∈ X ⊂ RQ
are independently drawn from a distribution U(x). Let Dn = {(xi, zi), i = 1, . . . , n}. We
assume that zn is a set of samples taking values in Z and follows a distribution in exponen-
tial family, E(zi|τ) = h(µ(ti) + τ(xi)) for an inverse link function h(·), and the underlying
process τ(·) ∼ GPR(0, k(·, ·; θ)). Therefore, the stochastic process τ(·) induces a measure
on space F = {f(·) : X 7→ R}.
Suppose that the hyper-parameter θ in the covariance function of τ(·) is estimated by em-
pirical Bayesian method and the estimator is denoted by θˆn. Let τ0(·) be the true underlying
function, i.e. the true mean of zi is given by h(µ(ti) + τ0(xi)). Denote
pgp(zn) =
∫
F
p(z1, · · · , zn|τ(Xn))dpn(τ),
p0(zn) = p(z1, · · · , zn|τ0(Xn)),
then pgp(zn) is the Bayesian predictive distribution of zn based on the GPR model. Note
that pn(τ) depends on n since the hyper-parameter of τ(·) is estimated from the data. It is
said that pgp(zn) achieves information consistency if
1
n
EXn
(
D[p0(zn), pgp(zn)]
)
→ 0 as n→∞, (25)
where EXn denotes the expectation under the distribution of Xn and D[p0(zn), pgp(zn)] is
the Kullback-Leibler divergence between p0(·) and pgp(·), i.e.
D[p0(z), pgp(z)] =
∫
p0(z) log
p0(z)
pgp(z)
dz.
Theorem 1: Under the GGPFR models (3) and (4) and the conditions given in Lemma 1
of the supplementary materials, the prediction zˆ(·) is information consistent to the true curve
z0(·) if the RKHS norm ‖τ0‖k is bounded and the expected regret term EXn(log |I+δCnn|) =
o(n). The error bound is specified in (A.14).
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The proof of the theorem is given in Appendix D of the supplementary materials.
Remark 1. The condition |b′′(α)| ≤ eκα in Lemma 1 can be satisfied by a wide range
of distributions, such as normal distribution where b(α) = α2/2, binomial distribution (with
the number of trialsm) where b(α) = m log(1+eα) and Poisson distribution where b(α) = eα.
Remark 2. The regret term R = log |I + δCnn| depends on the covariance function
k(·, ·; θ) and the covariate distribution U(x). It can be shown that for some widely used
covariance functions, such as linear, squared exponential and Mate´rn class, the expected
regret terms are of order o(n); see Seeger et al. (2008) for the detailed discussion.
Remark 3. Lemma 1 requires that the estimator of the hyperparameter θ is consistent.
In Appendix D of the supplementary materials we proved that the estimator by maximizing
the marginal likelihood based on Laplace approximation (14) satisfies this condition when the
number of curves and the number of observations on each curve are sufficiently large. This
implies that the information consistency in GGPFR models is achieved for the covariance
functions listed in Remark 2. A more general asymptotic analysis is to study the convergence
rates of both the mean function estimation and the individual curves prediction when the
number of curves and/or the number of observations on each curve tend to infinity, as
discussed in Nie (2007) for the maximum likelihood estimators of the parameters in mixed-
effects models. The research along this direction is worth further development.
4. NUMERICAL EXAMPLES
In this section we demonstrate the proposed method with serveral examples. We first use
simulated data and then consider the paraplegia data discussed in Section 1. More simulated
and real examples are provided in the supplementary materials.
4.1 Simulated Examples
(i) Simulation study. The true model used to generate the latent process is ymi(tmi) =
0.8 sin(0.5tmi)
3 + τmi, where, for each m, tmi’s are equally spaced points in (−4, 4) and
{τmi} is a Gaussian process with zero mean and the squared exponential covariance function
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Table 1: Estimates of the hyper-parameters
Parameter True Nm = 20 Nm = 40 Nm = 60
w1 1.0 0.6927 1.1044 1.0660
v1 0.04 0.0022 0.0691 0.0481
a1 0.1 0.0992 0.0705 0.0816
defined in (5) with v1 = 0.04, w1 = 1.0 and a1 = 0.1. In this example, the covariate
x(t) is the same as t. The observations zmi follow a binomial distribution Bin(1, πmi) with
πmi = 1/(1 + exp(−ymi)).
Sixty curves, each containing Nm data points, are generated and used as training data.
We use a GGPFR model with binomial distribution and logit link function: logit(πm(t)) =
β(t) + τm(t) where τm(t) follows a GPR model. Cubic B-spline approximation is used to
estimate the mean curve β(t), where the knots are placed at equally spaced points in the range
and the number of basis functions is determined by BIC which is given by BIC= −2l(Bˆ, θˆ)+
G log(M) with G being the total number of parameters. A Gaussian approximation method
as specified around (15) is used to calculate the empirical Bayesian estimates of B and θ.
Table 1 lists the average estimates of the hyper-parameters θ = {w1, v1, a1} for Nm = 20, 40
and 60 for ten replications. The empirical Bayesian estimates are closer to the true values
with Nm increasing. The estimates of mean curve βˆ(t) for different Nm along with the true
mean curves are presented in the left panels of Figure 1. As discussed in Section 3, the
consistency of βˆ(t) to β(t) depends on the observations obtained from all training curves.
The figures show that the estimated mean curves by the GGPFR method are very close to
the true one even for the case of Nm = 20.
One of the most important features of GGPFR is the ability to model each individual
zm(t) or the underlying continuous process ym(t). The right panels in Figure 1 show the
estimated underlying processes yˆm(t), the true ym(t) as well as the true mean curves β(t)
for one replication. Although the underlying processes are similar to the mean curve, the
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Figure 1: Binomial Data. For Nm = 20, 40 and 60, left panel: the estimated mean curve βˆ(t) (in
dashed line) and the true mean curve (in solid line); right panel: the estimated underlying process
yˆm(t) (dashed line) with 95% confidence band (shaded area), the true curve ym(t) (dotted line) and
the true mean curve (solid line), and the circles are the estimated values of the underlying process
at the test points.
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Table 2: The values of rmse and correlation between yˆm(t) and ym(t) by squared exponential
covariance function
Value Nm = 20 Nm = 40 Nm = 60
rmse 0.3193 0.2639 0.2387
r 0.8771 0.8886 0.9072
samples of ym(t) are systemically different to β(t), meaning that although βˆ(t) is a consistent
estimator of β(t), it is not a good estimator of ym(t). The theoretical result in Section 3
shows that the use of GPR part τm(t) in the GGPFR model can overcome this drawback,
resulting in the consistency of yˆm(t) or zˆm(t). This feature is demonstrated in the right
panels of Figure 1. A simulation study is conducted to illustrate this feature. We generate
a new curve and its corresponding observations with Nm data points, of which two thirds
are randomly selected as observations to estimate the underlying process and the remaining
points are used as test data to make prediction. The values of the root of mean squared
errors (rmse) and the correlation coefficients (r) between yˆm(t) and ym(t) at the test data
points are calculated, and the average values based on 50 repetitions are given in Table 2.
The right panels of Figure 1 (in circles) presents the results for one replication. Both the
table and the figure show that yˆm(t) is a good estimate of ym(t), and the accuracy improves
as Nm increases.
(ii) Sensitivity on the choice of covariance kernels. To test the sensitivity of
the GGPFR model on different covariance functions, besides the squared exponential (SE)
covariance function the above example for Nm = 40 is further analyzed using three other co-
variance functions: Mate´rn class with ν = 3/2 (MC), rational quadratic (RQ) and piecewise
polynomial with q = 2 (PP); see Rasmussen and Williams (2006) for detailed description of
these covariance functions. The results are also compared with the nonparametric covariance
structure method (NP) as proposed by Hall et al. (2008) which is implemented using PACE
package (http://www.stat.ucdavis.edu/PACE/). The estimated mean curves are presented
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in Figure 2, and the values of rmse and the correlation coefficients (r) between the true
underlying process ym(t) and the estimated curve yˆm(t) are given in Table 3.
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Figure 2: The estimated mean curves (dashed line) by different covariance functions and nonpara-
metric covariance method. The solid lines are the true mean curve.
It can be seen from the figure and the table that the results by the GGPFR model
with the misspecified covariance functions are comparable to those obtained by the true
squared exponential covariance function, although the latter indeed provides the best results.
Furthermore, the GGPFR models with different covariance kernels consistently outperform
the nonparametric covariance method in terms of estimation of the mean function and the
underlying process, despite the fact that the main advantage of Gaussian process covariance
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Table 3: The values of rmse and correlation between yˆm(t) and ym(t) by different covariance
functions and nonparametric method
SE MC RQ PP NP
rmse 0.2526 0.2692 0.2818 0.2940 0.3995
r 0.9045 0.8830 0.8643 0.8540 0.7419
kernels is to deal with high-dimensional covariates.
(iii) A simulated example with a general covariance structure. To test the per-
formance of the GGPFR model for data with more general covariance structure further sim-
ulation study is conducted as follows. The simulation is based on the latent process y(t) with
mean function 2
√
0.4 sin(0.4πt) and covariance function Cov(y(t), y(s)) =
∑10
j=1 αjφj(t)φj(s),
where αj = j
−3/2, φj(·)’s are discrete Chebyshev polynomials, and 0 ≤ t ≤ 5. Then 100
curves, each containing 50 equally spaced points in [0, 5], are simulated and the binary
observations zmi are consequently generated using the logit link function.
Same as above, various covariance functions, namely squared exponential (SE), Mate´rn
class with ν = 3/2 (MC), rational quadratic (RQ) and piecewise polynomial with q = 2
(PP), are used in the GGPFR model. The estimated mean curves are presented in Figure
A.6 of the supplementary materials, and the values of rmse and the correlation coefficients
(r) between the true underlying process ym(t) and the estimated curve yˆm(t) are given in
Table 4. The results are also compared with the nonparametric covariance structure method
(NP).
The results show that the estimated mean functions by the GGPFR with different co-
variance functions are similar and all close to the true mean function, and the performance
for estimation of the individual curves are comparable to each other and the nonparametric
method with RQ and PP giving slightly better estimation.
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Table 4: The values of rmse and correlation between yˆm(t) and ym(t) by different covariance
functions and nonparametric method for the data with Chebyshev polynomials
SE MC RQ PP NP
rmse 0.3141 0.3151 0.2604 0.2682 0.3196
r 0.9708 0.9595 0.9826 0.9840 0.9531
4.2 Paraplegia Data
We now consider the example discussed in Section 1. This application involves the analysis
of the standing-up manoeuvre for paraplegic patients, considering the body supportive forces
as a potential feedback source in functional electrical stimulation (FES)-assisted standing-
up. FES is a method of eliciting the action potential in the nerves innervating the paralysed
muscles; see Kamnik et al. (2005) for more details. The analysis investigates the significance
of arm, feet and seat reaction signals for the recognition of the human body’s standing-up
phases during rising from sitting position to standing position, i.e. sitting=0, seat unloading
and ascending=1, stablising=2. The body position is usually difficult to measure unless
some special equipments are employed in a designed laboratory. Therefore a number of easily
measurable quantities such as the motion kinematics, reaction forces and other quantities
are recorded in order to estimate the human body position. Here we select 8 input variables
including the forces and torques under the patients’ feet, under the arm support handle and
under the seat while the body is in contact with it. In one standing-up, the output and the
inputs were recorded for a few hundred time-steps, of which a quarter equally spaced time
points are used in the example. The patients’ heights are used as the scalar covariate um.
Our data include 35 standings-ups, 5 repetitions for each of 7 patients. We randomly
select 20 standing-ups as training data and the others as test data for prediction. Since the
standing-up phases are ordered, we use a GGPFR model for ordinal data as considered in
the Appendix E of the supplementary materials. The estimated functional coefficient βˆ(t)
from the selected 20 standing-ups is given in Figure A.7(e) of the supplementary materials.
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After the empirical Bayesian estimates are obtained, we consider the problem of pre-
diction. We randomly select two thirds of the data from one standing-up as observations
and predict the remaining one third, and compare the predicted responses with the actual
observations. This is the interpolation problem. The average error rate for the fifteen test
standing-ups is 11.81%. Taking into account the complexity of the problem, this is a very
good result. Two randomly selected standing-ups and their predictions are shown in the top
panels of Figure A.7 in the supplementary materials.
We also consider the extrapolation problem by selecting the first two thirds of the data
from one standing-up and predict the remaining data points. On comparison of the predicted
values with the actual observations, the average error rate for extrapolation is 19.23%. This is
a pretty good result for the difficult extrapolation problem. Two randomly selected standing-
ups and their predictions are shown in the middle panel of Figure A.7 in the supplementary
materials.
For comparison, the data are also analyzed using the generalized varying coefficient model
with the probit link function where the response variable is assumed to have a binomial
distribution and the latent process is modeled by
ym(t) = β0(t) +
p∑
i=1
βi(t)xmi(t),
with xmi(t)’s representing the input functional covariates. The same prediction problems as
discussed above are conducted and it is obtained that the average error rate for interpolation
is 29.96% and that for extrapolation is 21.01%. It is obvious that the GGPFR performs
significantly better than the generalized varying coefficient model for interpolation whilst
the former is slightly better than the latter for extrapolation.
In the above analysis of the paraplegia data the observed standing-ups are all treated
as independent. However, the repeated curves collected from different patients may have a
hierarchical structure. To address this problem, the GGPFR model is extended to the case
of clustered data; see Appendix G in the supplementary materials for details.
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5. DISCUSSION
We proposed a GGPFR model in this paper for concurrent regression analysis of non-
Gaussian functional data. The use of a GPR model enables us to deal with the relationship
between multi-dimensional functional covariates and functional dependent variable nonpara-
metrically. The GPR model for the latent process τm can be understood as nonlinear random
effects. It can easily be integrated with parametric terms such as linear mixed effects models;
see Shi et al. (2012) for detailed discussion on this type of models for Gaussian functional
data, and an example of such models is also discussed in Appendix G.
We provided a general framework on how to use a Gaussian process to define a model
for generalized nonparametric regression analysis for response variables from exponential
families. The procedure of inference and implementation is provided and the asymptotic
theory based on information consistency is established. Although the detailed formulae
were given only for binomial and ordinal data with logit and porbit link functions, it is not
difficult to extend them to other distributions in the exponential families. The GGPFR
model assumes that the response variable follows a distribution from exponential family.
This assumption can be avoided by using quasi-likelihood method.
The GPR and the related methods have been used in numerous applications for many
years, for example, in spatial statistics under the name of ‘kriging’ (see e.g. Diggle et al.,
2003) and in machine learning as one type of ‘kernel machines’ (see e.g. Rasmussen and Williams,
2006). Some recent developments in statistics can be found in Shi and Choi (2011). This
paper provides a useful extension to the existing GPR methods.
One of the main advantages of Gaussian process regression method is that it can be used
to address the problem with large dimensional covariates with a known covariance kernel.
When the dimension of covariates is small, nonparametric approaches can be applied to
estimate the covariance structure; see for example Bosq (2000), Yao et al. (2005a,b) and
Hall et al. (2008). The GGPFR model is also related to varying coefficient models which
usually have some special structures such as linear forms in the covariates. The proposed
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model can be used to describe flexible structures between the response and the covariates
and can be regarded as an extension of the varying coefficient nonparametric mixed effects
model discussed in Wu and Zhang (2006) because in some sense the latter corresponds to
the GPFR model with linear covariance kernel.
Related to the topics discussed in this paper, some interesting problems are worth further
development. For example, how to address heterogeneity among different subjects (see e.g.
Shi and Wang, 2008), how to build a more general asymptotic theory such as posterior
consistency and covergence rate (see e.g. Choi, 2005; Ghosal and Roy, 2006), and how to
deal with functional data in which predictors are contaminated by measurement errors (see
e.g. S¸entu¨rk and Mu¨ller, 2008).
The second interesting problem is related to computation. Gaussian approximation has
been used in the paper. Although it has provided reasonably accurate results in most
cases, it is of interest to develop more efficient and accurate computational methods; see
for example Shi et al. (2005) and Banerjee et al. (2013) or Andrieu and Roberts (2009) and
Andrieu et al. (2010). As shown in Section 4.1, although the GGPFR model with a misspec-
ified covariance kernel may still provide a reasonable result, how to choose a good covariance
kernel remains an important and interesting topic. This article focuses on a special form
of mean model µm(t) = u
T
mβ(t), but there should be no significant difficulty to extend it
to other mean models such as varying coefficient models and standard functional regression
models in the sense of Ramsay and Silverman (2005). However new computational methods
and statistical theories may need to be developed if the GPR model is incorporated with
these mean models.
Finally, the model discussed in the paper is based on a concurrent regression frame-
work. The idea can be extended to so-called “function-on-function” regression framework,
i.e. the functional response variable at each time point depends on the entire curve or
the recent past values of functional predictors (see e.g. Ramsay and Silverman (2005) and
S¸entu¨rk and Mu¨ller (2010), among others). Some discussion on the connection between these
models can be found in S¸entu¨rk and Mu¨ller (2010).
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6. SUPPLEMENTARY MATERIALS
Some technical details used in Sections 2 and 3 and more numerical examples as well as the
GGPFR model for clustered functional data are provided in the supplementary materials.
(PDF file)
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Supplementary Materials
APPENDIX A. MAXIMISING THE FUNCTION (13) W.R.T. τM
The function (13) can be maximised by using the Newton-Raphson iteration τ newm = τm −
(∇2Ψ)−1∇Ψ. In fact, we have
∇Ψ = V −C−1m τm, ∇2Ψ =W −C−1m ,
where,
V =
(
d
dτm1
log
{
p(zm1|τm1,B)
}
, . . . ,
d
dτmNm
log
{
p(zmNm |τmNm ,B)
})T
,
W = diag
(
d2
d(τm1)2
log
{
p(zm1|τm1,B)
}
, . . . ,
d2
d(τmNm)
2
log
{
p(zmNm |τmNm ,B)
})
.
Therefore we have the following iterative equation
τ newm = τm − (W −C−1m )−1(V −C−1m τm)
= τm − (WCm − I)−1(CmV − τm).
APPENDIX B. DERIVATION OF EQUATION (19)
Since p(τ ∗|τ k) = N(aTτ k, σ∗2), we have τ ∗ = aTτ k + ε1 with ε1 ∼ N(0, σ∗2). Since
p˜G(τ k|D) = N(τ˜ k,Ω), we have τ k = τ˜ k+ε2 with ε2 ∼ N(0,Ω). Thus, τ ∗ = aT τ˜ k+aT ε2+ε1,
so p(τ ∗|D) = N(aT τ˜ k,aTΩa+ σ∗2).
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APPENDIX C. PREDICTION USING LAPLACE APPROXIMATION
For convenience we denote (τ Tk , τ
∗)T and its covariance matrix CN+1,N+1 by τ+ and C+,
respectively. The posterior mean in (17) can be calculated by
E(z∗|D) = E[E(z∗|τ ∗,D)] = ∫ h(uTk BˆTΦ(t∗) + τ ∗)p(τ ∗|D)dτ ∗
=
∫
h(uTk Bˆ
T
Φ(t∗) + τ ∗)p(τ ∗, τ k|D)dτ ∗dτ k
=
1
p(Zk)
∫
h(uTk Bˆ
T
Φ(t∗) + τ ∗)p(Zk|τ k)p(τ ∗, τ k|x∗,Xk)dτ ∗dτ k
=
1
p(Zk)
∫
h(uTk Bˆ
T
Φ(t∗) + τ ∗)
{ N∏
i=1
p(zki|τki, Bˆ)
}
· (2π)−(N+1)/2|C+|−1/2 exp
{
− 1
2
τ T+C
−1
+ τ+
}
dτ+. (A.1)
The calculation of the integral is not tractable, since the dimension of τ+ is usually very
large. We now use Laplace approximation. Denoting
Ψ˜(τ+) = log h(u
T
k Bˆ
T
Φ(t∗) + τ ∗) +
N∑
i=1
log
{
p(zki|τki, Bˆ)
}
− N + 1
2
log(2π)− 1
2
log |C+| − 1
2
τ T+C
−1
+ τ+,
the integral (A.1) can be expressed as
E(z∗|D) = 1
p(Zk)
∫
exp{Ψ˜(τ+)}dτ+.
Let τˆ+ be the maximiser of Ψ˜(τ+), then by using Laplace approximation we have∫
exp{Ψ˜(τ+)}dτ+ = exp
{
Ψ˜(τˆ+) +
N + 1
2
log(2π)− 1
2
log |C−1+ +K+|
}
, (A.2)
where K+ is the second order derivative of
log h(uTk Bˆ
T
Φ(t∗) + τ ∗) +
N∑
i=1
log
{
p(zki|τki, Bˆ)
}
with respect to τ+ and evaluated at τˆ+.
The calculation of p(Zk) is the same as (14):
p(Zk) =
∫
exp{Ψ(τ k)}dτ k = exp
{
Ψ(τˆ k) +
N
2
log(2π)− 1
2
log |C−1k +Kk|
}
, (A.3)
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where τˆ k and Kk are defined similarly as in (14). If Zk is part of the training data, the
calculation of p(Zk) is a by-product of calculating the maximum likelihood estimates by
Laplace approximation. The related value obtained in the final iteration can be used here.
Thus E(z∗|D) follows from (A.3) and (A.2).
We can also use (20)-(22) to calculate Var(z∗|D). Here, E[Var(z∗|τ ∗,D)] and Var[E(z∗|τ ∗,D)]
can be obtained by Laplace approximation similarly to E(z∗|D).
APPENDIX D. SOME TECHNICAL DETAILS FOR CONSISTENCY
Lemma 1: Suppose zi’s are independent samples from an exponential family given in (3)
and τ0 ∈ F has a Gaussian process prior with zero mean and bounded covariance function
k(·, ·; θ) for any covariate values in X . Suppose that k(·, ·; θ) is continuous in θ and the
estimator θˆn → θ almost surely as n → ∞. If there exists a positive number κ such that
|b′′(α)| ≤ eκα, then
− log pgp(z1, . . . , zn) + log p0(z1, . . . , zn) ≤ 1
2
‖τ0‖2k +
1
2
log |I + δCnn|+K, (A.4)
where ‖τ0‖k is the reproducing kernel Hilbert space (RKHS) norm of τ0 associated with
k(·, ·; θ), Cnn is the covariance matrix of τ0 over the covariates Xn, I is the n× n identity
matrix and δ and K are some positive constants.
Proof. Let H be the Reproducing Kernel Hilbert Space (RKHS) associated with the
covariance function k(·, ·; θ), and Hn the span of {k(·,xi; θ)}, i.e. Hn = {f(·) : f(x) =∑n
i=1 αik(x,xi; θ), for any αi ∈ R}. We first assume the true underlying function τ0 ∈ Hn,
then τ0(·) can be expressed as
τ0(·) =
n∑
i=1
αik(·,xi; θ) , K(·)α,
where K(·) = (k(·,x1; θ), . . . , k(·,xn; θ)) and α = (α1, . . . , αn)T . By the properties of
RKHS, ‖τ0‖2k = αTCnnα, and (τ0(x1), . . . , τ0(xn))T = Cnnα, where Cnn = (k(xi,xj ; θ)) is
the covariance matrix over xi, i = 1, . . . , n.
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Let P and P¯ be any two measures on F , then it yields by Fenchel-Legendre duality
relationship that, for any functional g(·) on F ,
EP¯ [g(τ)] ≤ logEP [eg(τ)] +D[P¯ , P ]. (A.5)
Now in the above inequality let
(A1) g(τ) be log p(z1, . . . , zn|τ) for any z1, . . . , zn in Z and τ ∈ F ;
(A2) P be the measure induced by GP (0, k(·, ·; θˆn)), hence its finite dimensional distribu-
tion at z1, . . . , zn is p˜(z1, . . . , zn) = N(0, Cˆnn), and
EP [e
g(τ)] = EP [p(z1, . . . , zn|τ)] =
∫
F
p(z1, · · · , zn|τ)dpn(τ) = pgp(zn), (A.6)
where Cˆnn is defined in the same way as Cnn but with θ being replaced by its estimator
θˆn;
(A3) P¯ be the posterior distribution of τ(·) on F which has a prior distributionGP (0, k(·, ·; θ))
and normal likelihood
∏n
i=1N(zˆi; τ(xi), σ
2), where
zˆ ,


zˆ1
...
zˆn

 = (Cnn + σ2I)α, (A.7)
and σ2 is a constant to be specified. In other words, we assume a model z = τ(x) + e
with e ∼ N(0, σ2) and τ(·) ∼ GP (0, k(·, ·; θ)), and zˆ defined by (A.7) is a set of observa-
tions at x1, . . . ,xn. Thus, P¯ (τ) = p(τ |zˆ,Xn) is a probality measure on F . Therefore,
by Gaussian process regression, the posterior of (τ1, . . . , τn) , (τ(x1), . . . , τ(xn)) is
p¯(τ1, · · · , τn) , p(τ1, · · · , τn|zˆ,Xn)
= N(Cnn(Cnn + σ
2I)−1zˆ,Cnn(Cnn + σ
2I)−1σ2)
= N(Cnnα,Cnn(Cnn + σ
2I)−1σ2) (A.8)
= N(Cnnα,CnnB
−1), (A.9)
where B = I + σ−2Cnn.
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It follows that
D[P¯ , P ] =
∫
F
log
(dP¯
dP
)
dP¯
=
∫
Rn
p¯(τ1, . . . , τn) log
p¯(τ1, . . . , τn)
p˜(τ1, . . . , τn)
dτ1 . . . dτn
=
1
2
[
log |Cˆnn| − log |Cnn|+ log |B|+ tr(Cˆ−1nnCnnB−1) + (Cnnα)T Cˆ
−1
nn(Cnnα)− n
]
=
1
2
[− log |Cˆ−1nnCnn|+ log |B|+ tr(Cˆ−1nnCnnB−1) + ‖τ0‖2k
+αTCnn(Cˆ
−1
nnCnn − I)α− n
]
. (A.10)
On the other hand,
EP¯ [g(τ)] = EP¯ [log p(z1, . . . , zn|τ)] =
n∑
i=1
EP¯ [log p(zi|τ(xi))].
By Taylor’s expansion, expanding log p(zi|τ(xi)) to the second order at τ0(xi) yields
log p(zi|τ(xi)) = log p(zi|τ0(xi)) +
d
[
log p(zi|τ(xi))
]
dτ(xi)
∣∣∣
τ(xi)=τ0(xi)
(
τ(xi)− τ0(xi)
)
+
1
2
d2
[
log p(zi|τ(xi))
]
[dτ(xi)]2
∣∣∣
τ(xi)=τ˜(xi)
(
τ(xi)− τ0(xi)
)2
,
where τ˜(xi) = τ0(xi) + λ(τ(xi)− τ0(xi)) for some 0 ≤ λ ≤ 1.
For canonical link function, we have
p(zi|τ(xi)) = exp
{
ziτ(xi)− b(τ(xi))
a(φi)
+ c(zi, φi)
}
,
thus
d2
[
log p(zi|τ(xi))
]
[dτ(xi)]2
∣∣∣
τ(xi)=τ˜(xi)
= −b
′′(τ˜(xi))
a(φi)
.
It follows that
EP¯
[
log p(zi|τ(xi))
]
= log p(zi|τ0(xi)) +
d
[
log p(zi|τ(xi))
]
dτ(xi)
∣∣∣
τ(xi)=τ0(xi)
EP¯
[
τ(xi)− τ0(xi)
]
− 1
2a(φi)
EP¯
[
b′′(τ˜(xi))
(
τ(xi)− τ0(xi)
)2]
.
Since P¯ (·) is the posterior of τ(·) which has prior GP (0, k(·, ·; θ)) and normal likelihood∏n
i=1N(zˆi; τ(xi), σ
2), τ(xi) is normally distributed under P¯ and it follows from (A.9) that
τ(xi) ∼ N(C(i)nnα, (CnnB−1)ii)
= N(τ0(xi), (CnnB
−1)ii) , N(τ0i, cii),
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where C
(i)
nn denotes the ith row ofCnn and (CnnB
−1)ii is the ith diagonal element ofCnnB
−1.
Therefore, EP¯
[
τ(xi)− τ0(xi)
]
= 0 and
EP¯
[
b′′(τ˜ (xi))
(
τ(xi)− τ0(xi)
)2] ≤ EP¯ [eκτ˜(xi)(τ(xi)− τ0(xi))2]
=
∫ +∞
−∞
(τi − τ0i)2eκτ0i+κλ(τi−τ0i)N(τ0i, cii)dτi
= eκτ0i+
1
2
κ2λ2cii(κ2λ2cii + 1)cii ≤ δ˜cii,
since the covariance function is bounded. Here δ˜ is a generic positive constant.
Thus, we have
EP¯
[
log p(zi|τ(xi))
] ≥ log p(zi|τ0(xi))− 1
2
δ˜(CnnB
−1)ii,
and
n∑
i=1
EP¯
[
log p(zi|τ(xi))
] ≥ n∑
i=1
log p(zi|τ0(xi))− 1
2
δ˜ tr(CnnB
−1),
i.e.
log p0(z1, . . . , zn) ≤ EP¯ [g(τ)] +
1
2
δ˜ tr(CnnB
−1). (A.11)
Combining the bounds (A.6), (A.10), (A.11) and applying (A.5) gives
− log pgp(z1, . . . , zn) + log p0(z1, . . . , zn)
≤− logEP [eg(τ)] + EP¯ [g(τ)] +
1
2
δ˜ tr(CnnB
−1)
≤ D[P¯ , P ] + 1
2
δ˜ tr(CnnB
−1)
=
1
2
‖τ0‖2k +
1
2
[− log |Cˆ−1nnCnn|+ log |B|+ tr(Cˆ−1nnCnnB−1 + δ˜CnnB−1)
+αTCnn(Cˆ
−1
nnCnn − I)α− n
]
. (A.12)
Since the covariance function is continuous in θ and θˆn → θ we have Cˆ−1nnCnn − I → 0
as n→∞. Therefore there exist some positive constants K and ǫ such that
− log |Cˆ−1nnCnn| < K, αTCnn(Cˆ
−1
nnCnn − I)α < K,
tr(Cˆ
−1
nnCnnB
−1) < tr((I + ǫCnn)B
−1),
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since the covariance function is bounded.
Thus
RHS of (A.12) <
1
2
‖τ0‖2k +
1
2
[
2K + log |B|+ tr((I + (ǫ+ δ˜)Cnn)B−1)− n].
Note that the above inequality holds for all σ2 > 0, thus letting σ2 = (ǫ + δ˜)−1 and
δ = ǫ+ δ˜ yields that the RHS becomes
1
2
‖τ0‖2k +
1
2
log |I + δCnn|+K.
Thus, we have
− log pgp(z1, . . . , zn) ≤ − log p0(z1, . . . , zn) + 1
2
‖τ0‖2k +
1
2
log |I + δCnn|+K, (A.13)
for any τ0(·) ∈ Hn.
Taking infimum on RHS of (A.13) over τ0 and applying Representer Theorem (see Lemma
2 in Seeger et al. (2008)) we obtain
− log pgp(z1, . . . , zn) + log p0(z1, . . . , zn) ≤ 1
2
‖τ0‖2k +
1
2
log |I + δCnn|+K
for all τ0(·) ∈ H. The proof is complete. ✷
Proof of Theorem 1. It follows from the definition of information consistency that
D[p0(zn), pgp(zn)] =
∫
Zn
p0(z1, · · · , zn) log p0(z1, · · · , zn)
pgp(z1, · · · , zn)dz1 · · · dzn
=
∫
Zn
p0(z1, · · · , zn)[− log pgp(z1, . . . , zn) + log p0(z1, . . . , zn)]dz1 · · · dzn.
Applying Lemma 1 we obtain that
1
n
EXn
(
D[p0(zn), pgp(zn)]
)
≤ 1
2n
‖τ0‖2k +
1
2n
EXn
(
log |I + δCnn|
)
+
K
n
, (A.14)
where δ and K are two postive constants. Theorem 1 follows from (A.14). ✷
Remark A.1. Lemma 1 requires that the estimator of the hyperparameter θ is con-
sistent. We now prove that the estimator by maximizing the marginal likelihood based on
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Laplace approximation (14) satisfies this condition when the number of curves and the num-
ber of observations on each curve are sufficiently large. The method of proof is similar to
Vonesh (1996). We still assume that the mean function is known and consider the esti-
mation of the hyperparameter θ only. Suppose that we have M independent curves and,
for simplicity, there are equal number n of observations on each curve. Then the marginal
log-likelihood is given by
l(θ) =
M∑
m=1
log
∫
exp{Ψ(τm)}dτm,
where Ψ(τm) is defined as
Ψ(τm) =
n∑
i=1
log
{
p(zmi|τmi)
}− n
2
log(2π)− 1
2
log |Cm| − 1
2
τ TmC
−1
m τm.
Its Laplace approximation is
l∗(θ) =
M∑
m=1
Ψ(τˆm) +
nM
2
log(2π)− 1
2
M∑
m=1
log |C−1m +Km|,
where τˆm is the maximiser of Ψ(τm). Evangelou et al. (2011) proved that
l(θ) = l∗(θ) +O(nM−1).
Now let U(θ) = ∂l(θ)/∂θ and U∗(θ) = ∂l∗(θ)/∂θ and let θˆ be the maximum likelihood
estimator based on the Laplace approximation, i.e. θˆ satisfying U∗(θˆ) = 0. Under usual
regularity conditions on l(θ) and assuming θˆ is an interior point in a neighbourhood of the
true hyperparameter θ, by Taylor expansion about θ we have
M−1U(θˆ) = M−1U(θ) +M−1H(θ)(θˆ − θ) +Op(1)(‖θˆ − θ‖2),
where H(θ) is the Hessian matrix of l(θ).
Given sufficient regularity conditions on l(θ), we have
M−1H(θ) = Op(1), M
−1U(θ) = Op(M
−
1
2 ) and M−1U(θˆ) =M−1U∗(θˆ) +O(nM−2).
It follows that
M−1U(θˆ) = M−1U(θ) +Op(1)(θˆ − θ),
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and hence
θˆ − θ = M
−1U(θˆ)−M−1U(θ)
Op(1)
=M−1U∗(θˆ) +O(nM−2) +Op(M
−
1
2 )
= Op(max{nM−2,M− 12}).
Therefore, the estimator θˆ → θ almost surely if M tends to infinity and n = o(M2).
For Gaussian process regression model (where M = 1) the consistency of the empirical
Bayesian estimator of the hyper-parameters as n → ∞ is proved in Yi et al. (2011) under
certain regularity conditions.
Remark A.2. The consistency considered in Theorem 1 assumes the mean function
is known. If the mean function is unknown and is estimated from the observations, its
uncertainty needs to be taken into account. In fact, denote by µˆ(t) the estimator of the
mean function µ(t) and let
pˆgp(zn) =
∫
F
pˆ(z1, · · · , zn|τ(Xn))dpn(τ)
where pˆ(z1, · · · , zn|τ(Xn)) is the conditional distribution of z1, · · · , zn with the estimated
mean function µˆ(t). It follows from Lemma 1 that
− log pˆgp(z1, . . . , zn) + log p0(z1, . . . , zn)
= log pgp(z1, . . . , zn)− log pˆgp(z1, . . . , zn)− log pgp(z1, . . . , zn) + log p0(z1, . . . , zn)
≤ log pgp(z1, . . . , zn)− log pˆgp(z1, . . . , zn) + 1
2
‖τ0‖2k +
1
2
log |I + δCnn|+K.
For canonical link function, we have
pˆ(z1, · · · , zn|τ(Xn)) = exp
{
n∑
i=1
zi(µˆ+ τ(xi))− b(µˆ+ τ(xi))
a(φi)
+
n∑
i=1
c(zi, φi)
}
, eg(µˆ+τ),
p(z1, · · · , zn|τ(Xn)) = exp
{
n∑
i=1
zi(µ+ τ(xi))− b(µ+ τ(xi))
a(φi)
+
n∑
i=1
c(zi, φi)
}
, eg(µ+τ).
If zi has finite first two moments and its variance is bounded away from zero, there exist
positive constants K1, K2 and K3 such that |b′(·)| < K1 and K2 < a(·) < K3. It follows that
b(µˆ + τ)− b(µ+ τ) ≤ K1‖µˆ− µ‖, or, − b(µ + τ) ≤ K1‖µˆ− µ‖ − b(µˆ+ τ).
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Hence,
g(µ+ τ) ≤
n∑
i=1
zi(µ− µˆ) +K1‖µˆ− µ‖
a(φi)
+ g(µˆ+ τ)
≤
∑n
i=1(|zi|+K1)
K2
‖µˆ− µ‖+ g(µˆ+ τ).
It yields that
log pgp(z1, . . . , zn)− log pˆgp(z1, . . . , zn) = log
∫
F
eg(µ+τ)dpn(τ)∫
F
eg(µˆ+τ)dpn(τ)
≤
∑n
i=1(|zi|+K1)
K2
‖µˆ− µ‖.
Therefore, following the same argument as in (A.14) we obtain
1
n
EXn
(
D[p0(zn), pˆgp(zn)]
)
≤ K˜‖µˆ− µ‖+ 1
2n
‖τ0‖2k +
1
2n
EXn
(
log |I + δCnn|
)
+
K
n
,
where K˜, δ and K are postive constants.
It is obvious that pˆgp(zn) is information consistent if the mean function µ(t) is consistent.
Therefore the information consistency of zˆ(·) also depends on the convergence of the mean
function in this case. The problem of consistency of mean function in functional data analysis
has been studied under various circumstances by a number of authors, see for example
Li and Hsing (2010) and Cai and Yuan (2011), among others. Particularly, Li and Hsing
(2010) proved that the local linear estimator of the mean function is consistent and the
convergence rate depends on both the number of curves and the number of observations
on each curve, and Cai and Yuan (2011) studied the minimax convergence rate of the mean
function and revealed the phase transition phenomena. However, the consistency of the mean
function for generalized Gaussian process functional regression is still an open problem and
worth further investigation.
APPENDIX E. ORDINAL DATA
We further demonstrate the proposed method using simulated ordinal data. The true model
used to generate the latent process is ymi(xmi) = 1/(1 + exp(−1.5xmi)) + τmi, where, for
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each m, xmi(= tmi) are equally spaced points in (−4, 4) and {τmi} is a Gaussian process with
zero mean and the squared exponential covariance function defined in (5) with v1 = 0.0049,
w1 = 0.33 and a1 = 0.01. The observations zmi are generated as follows:
zmi =


0 if ymi ≤ 0.2,
1 if 0.2 < ymi ≤ 0.7,
2 if ymi > 0.7.
(A.15)
A sample of forty underlying curves, each containing 40 data points, is shown in Figure
A.3(a). Note that as commonly used in Gaussian process regression methods a small amount
of “jitter” (noise) is added in order to avoid the singularity of the covariance matrix and
to make the matrix computations better conditioned. We use a generalized GPFR model
with probit link function to model these ordinal data. That is, for a data set with r ordered
categories, we define ym(t) = β(t) + τm(t) where τm(t) follows a GPR model and
zm(t) = j if bj < ym(t) ≤ bj+1 for j = 0, 1, 2, . . . , r − 1,
where b0 = −∞, br =∞, and bj for j = 1, . . . , r− 1 are the thresholds to be estimated. The
density function for zm = {zm1, . . . , zmNm} is given by
p(zm|ym) =
Nm∏
i=1
p(zmi|ymi) =
Nm∏
i=1
p(bzmi < ymi ≤ bzmi+1).
The marginal log-likelihood is calculated by (12), and the empirical Bayesian estimates of
the B-spline coefficients, the hyper-parameters and the thresholds can then be obtained.
In this example r = 3 and the thresholds b1 and b2 are unknown parameters. The
estimated mean curve is shown in Figure A.3(b) along with the true mean curve. The
estimates of the hyper-parameters (vˆ1, wˆ1, aˆ1) = (0.0053, 0.3310, 0.0100), and the thresholds
(bˆ1, bˆ2) = (0.2875, 0.6351).
We now consider the problem of predictions. We generate a new curve with a total
number of 40 data points, of which half are randomly selected as observations to estimate
the underlying process and the remaining points are used as test data to make prediction.
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Figure A.3: Ordinal Data. (a) Forty sample underlying curves; and (b) the estimated (dashed) and
true (solid) mean curves of β(t).
This is an interpolation problem. The predictive means and variances of the response at the
test points are calculated by the formulae (17) and (20), and the results are then compared
with the true response values. The average error rate based on 30 repetitions is 5%, a pretty
good result. A randomly selected sample of observations and the predictions are shown in
the top panels of Figure A.4.
Next we consider the problem of extrapolation, i.e., select the first half of the data as
observations and predict the remaining half, and compare the predicted responses with the
actual observations. The average error rate based on 30 repetitions is 5.75%, which is also a
very good result. A randomly selected sample of observations and the predictions are shown
in the bottom panels of Figure A.4.
APPENDIX F. PRIMARY BILIARY CIRRHOSIS DATA
Primary biliary cirrhosis (PBC) is a rare but fatal chronic liver disease for which there is
no totally effective treatment other than liver transplantation (Murtaugh et al., 1994). The
data used in this paper were from a study of the progression of PBC in 312 patients who
were seen at the Mayo Clinic between January 1974 and May 1984 and a follow-up to April
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30 1988. The patients were scheduled to have measurements of blood characteristics at 6
months, 1 year and annually thereafter post diagnosis and generated 1945 patient visits.
To demonstrate the usefulness of our methods, in this example we restrict the analysis
to the patients who survived at least 3 years (1095 days) since they entered the study and
were alive and had not had a transplant at the end of the 3rd year, and for whom no data
were missing. As a result, 185 patients with a total of 1334 observations were obtained. We
investigate the dynamic behaviour of the presence of hepatomegaly (0=no, 1=yes), which
is a longitudinally measured Bernoulli variable with sparse and irregular measurements. As
considered in Murtaugh et al. (1994), four longitudinal measurements (the number of days
since enrollment, serum bilirubin in mg/dl, albumin in gm/dl, and prothrombin time in
seconds) are used as input variables. We use a GGPFR model for binomial distribution
with logit link to deal with these data. Although the covariate x(t) in this example is four-
dimensional, the procedure is the same as the one considered in Section 4.1. The estimated
mean curve for latent Gaussian process is given in Figure A.5(a). Figures A.5 (b)-(g) present
the predicted trajectories πˆm(t) obtained from the complete data, the leave-one-point-out
predicted values as well as the patient-specific underlying processes yˆm(t) for three randomly
selected patients. These predicted trajectories describe the dynamic relationship between
the probability of the presence of hepatomegaly and the covariates over time, and reasonably
coincide with the observed longitudinal binary responses. We note that the estimate of yˆm(t)
for each individual patient is quite different to the common mean curve, which is the evidence
that the GGPFR model can cope with individual characteristics.
APPENDIX G. GGPFR FOR CLUSTERED FUNCTIONAL DATA
Let {zij(t), t ∈ T } be a functional or longitudinal response variable for the j-th subject in
the i-th cluster for i = 1, . . . , N and j = 1, . . . , Ni. We assume that zij(t)’s are independent
for different clusters, but dependent within clusters. zij(t) has a distribution as given by (3).
43
We define the following mixed effect GGPFR (ME-GGPFR)
E(zij(t)|yij(t)) = h(yij(t)),
yij(t) = u
T
ijβ(t) +w
T
ij(t)vi + τij(t),
τij(t) = τij(xij(t)) ∼ GPR(0, k(·, ·; θ)|xij(t)),
where, wij(t) is a r-dimensional vector of functional covariates, v1, . . . , vN are i.i.d N(0,Γ),
and the others are defined similarly as in Section 2. Hence the unobserved latent variable
yij(t) consists of three parts: the first term represents the overall mean, the second the
random cluster effect, and the third the variation of the individual curves. For simplicity
and without loss of generality, we assume Γ = diag(γ1, . . . , γr).
Now suppose that we have Nij observations in the j-th subject of the i-th cluster, collected
at T ij = {tij1, . . . , tijNij}. We denote zij(tijk), yij(tijk), τij(tijk), xij(tijk) and wij(tijk) by
zijk, yijk, τijk, xijk and wijk, respectively, for k = 1, . . . , Nij , j = 1, . . . , Ni and i = 1, . . . , N .
Then the discrete form of the model is
zijk|αijk, φ, yijk ∼ EF (αijk, φ), (A.16)
E(zijk|yijk) = b′(αijk) = h(yijk), (A.17)
yijk = u
T
ijβ(tijk) +w
T
ijkvi + τijk.
Let zij = (zij1, . . . , zijNij )
T , yij = (yij1, . . . , yijNij)
T , β(tij) = (β(tij1), . . . ,β(tijNij))
T ,
wij = (wij1, . . . ,wijNij)
T , xij = (xij1, . . . ,xijNij)
T , and τ ij = (τij1, . . . , τijNij)
T , then the
latent variable can be written as
yij = β(tij)uij +wijvi + τ ij,
where the Nij-dimensional random vector τ ij ∼ N(0,Cij) and the elements of Cij are
given by (11) if we use covariance kernel (5).
As discussed in Section 2, the functional coefficient β(t) is approximated by B-spline so
that β(t) = BTΦ(t). Thus, at the observation point T ij, we have β(tij) = ΦijB, where Φij
is an Nij ×D matrix with the (k, d)-th element Φd(tijk).
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Denote Zi = (z
T
i1, . . . , z
T
iNi
)T and Z = {Z1, . . . ,ZN}, and define Y i, Y , τ i, τ , X i, X,
W i, W in the similar way, then the model for yij can be collectively written as
Y i = ΦiB˜U i +W ivi + τ i,
where Φi = diag(Φi1, . . . ,ΦiNi), B˜ = diag(B, . . . ,B), U i = (u
T
i1, . . . ,u
T
iNi
)T . As τij(t)’s are
independent random samples from GP (0, k(·, ·; θ)), τ ij’s are independently normal and it
follows that τ i ∼ N(0, C˜i) with C˜i = diag(Ci1, . . . ,CiNi). Define τ˜ i =W ivi + τ i, then
τ˜ i ∼ N(0,Σi), Σi =W iΓW Ti + C˜i.
The marginal density of Z is therefore given by
p(Z|B,Γ, θ,X,W ) =
N∏
i=1
p(Zi|B,Γ, θ,X i,W i)
=
N∏
i=1
∫
p(Zi|Y i)p(Y i|B, θ,Γ,X i,W i)dY i
=
N∏
i=1
∫
p(Zi|τ˜ i,B)p(τ˜ i|θ,Γ,X i,W i)dτ˜ i
and the log-likelihood is
l(B,Γ, θ) =
N∑
i=1
log{p(Zi|B,Γ, θ,X i,W i)}
=
N∑
i=1
log
∫
p(Zi|τ˜ i,B)p(τ˜ i|θ,Γ,X i,W i)dτ˜ i
=
N∑
i=1
log
∫ { N˜i∏
l=1
p(Z
(l)
i |τ˜ (l)i ,B)
}
(2π)−
N˜i
2 |Σi|− 12 exp
{
− 1
2
τ˜ Ti Σ
−1
i τ˜ i
}
dτ˜ i,
where N˜i =
∑Ni
j=1Nij , and Z
(l)
i and τ˜
(l)
i are the (scalar) elements of Zi and τ˜ i respectively.
The conditional distribution p(Z
(l)
i |τ˜ (l)i ,B) is derived from the exponential family as defined
in (A.16) and (A.17). The above log-likelihood function is similar to (12) except that the
latent process now becomes a long curve by joining all the curves in the same cluster together,
therefore the estimation of the parameters and the prediction can be carried out in the same
way as described in Section 2.
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Table A.5: The average error rates (%) by mixed-effect GGPFR and GGPFR for paraplegia data
ME-GGPFR GGPFR
Interpolation Extrapolation Interpolation Extrapolation
5.31 20.12 14.99 23.57
The above model is applied to the paraplegia data discussed in Section 4, where each
patient is treated as a cluster. The same response and input variables are used and the
random effect covariates wij(t) are the same as xij(t). We randomly select 4 standing-ups
from each of 7 patients as training data and the remaining ones are used for prediction.
Both interpolation and extrapolation problems are conducted after the empirical Bayesian
estimates are obtained, and the same dataset is also analyzed using the method described
in Section 4 for comparison. The above experiment is repeated five times and the average
error rates are reported in Table A.5. It can be seen that the mixed effect GGPFR which
takes the cluster effect into account outperforms the GGPFR method where all curves are
regarded as independent samples, especially for interpolation problem.
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Figure A.4: Ordinal Data. Left panels: the true (solid) and estimated (dashed) underlying processes
ym(t). Right panels: the true observations (solid), the predicted values (dashed) and 95% error
bars for zm(t). The circles represent the data points.
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Figure A.5: PBC data. (a): The estimated common mean curve βˆ(t); (b), (c), (d): the observed
responses zmi (circles), predicted trajectories pˆim(t) obtained from complete data (solid lines) and
leave-one-point-out predicted values (dashed lines) for three randomly selected patients; (e), (f),
(g): the corresponding underlying processes yˆm(t).
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Figure A.6: The estimated mean curves (dashed line) by different covariance functions and non-
parametric covariance method for the data with Chebyshev polynomials. The solid lines are the
true mean curve.
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Figure A.7: Paraplegia Data. (a)-(d): Randomly selected standing-ups and their predictions by
interpolation and extrapolation, two standing-ups for each. The squares are observations, the
diamonds are predicted responses and the points are the actual response values. (e): The estimated
functional coefficient βˆ(t).
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