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Abstract
Aim of this paper is to discuss convergence of pointed metric measure spaces in absence
of any compactness condition. We propose various definitions, show that all of them
are equivalent and that for doubling spaces these are also equivalent to the well known
measured-Gromov-Hausdorff convergence.
Then we show that the curvature conditions CD(K,∞) and RCD(K,∞) are stable
under this notion of convergence and that the heat flow passes to the limit as well, both
in the Wasserstein and in the L2-framework. We also prove the variational convergence
of Cheeger energies in the naturally adapted Γ-Mosco sense and the convergence of the
spectra of the Laplacian in the case of spaces either uniformly bounded or satisfying the
RCD(K,∞) condition with K > 0. When applied to Riemannian manifolds, our results
allow for sequences with diverging dimensions.
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1 Introduction
The notion of convergence of metric measure spaces has been introduced by Fukaya in [19] as
the natural variant of Gromov-Hausdorff convergence for metric structures endowed with a
reference measure. Fukaya’s interest was to study the behavior of eigenvalues of the Laplacian
on smooth Riemannian manifolds with some uniform curvature bound under a zeroth-order
convergence: it turned out that the purely metric notion of Gromov-Hausdorff convergence
was not enough to obtain reasonable results, and the additional requirement of convergence
of volume measures was needed.
Since then the notion has been widely used, in particular in connection with lower Ricci
curvature bounds, and proved to be useful to handle also non smooth limits of Riemannian
manifolds (see for instance the series of papers by Cheeger-Colding [16],[17],[18]).
Almost ten years ago, Lott-Villani on one side [27] and Sturm on the other [33], [34]
introduced an abstract notion of lower Ricci curvature bound on metric measure setting.
The notion introduced is that of CD(K,N) space, meaning of a space with Ricci Curvature
bounded from below by K ∈ R and Dimension bounded above by N ∈ [1,∞] (in [27], for
N < ∞ only the case K = 0 was considered). A key feature of their definition is that it
is stable w.r.t. convergence of the spaces. From the technical point of view, there are some
differences between the presentations of such stability result in the two approaches, although
on compact and doubling metric measure spaces they produce the same convergence.
2
• Lott and Villani worked with proper (i.e. bounded closed sets are compact) pointed
metric measure spaces, and showed that the CD(K,N) condition is stable under pointed
measured Gromov-Hausdorff convergence. This means, roughly said, that for any R > 0
there is measured Gromov-Hausdorff convergence of balls of radius R around the given
points of the spaces (see Definition 3.24 for the precise statement).
• Sturm worked with normalized metric measure spaces with finite variance, i.e. spaces
such that the reference measure is a probability measure with finite second moment.
He then defined a distance D on this class of spaces putting
D
(
(X1, d1,m1), (X2, d2,m2)
)
:= infW2
(
(ι1)♯m1, (ι2)♯m2
)
,
the infimum being taken among all metric spaces (X, d) and all isometric embeddings
ι1 : (supp(m1), d1) → (X, d) and ι2 : (supp(m2), d2) → (X, d). He then proved that
Curvature-Dimension bounds are stable w.r.t. D-convergence.
Given that CD(K,N) spaces withN <∞ are always proper, the approach of Lott-Villani fully
covers this situation. On the other hand, the CD(K,∞) condition does not imply any sort of
compactness, not even local, and hence to work with (pointed) measured Gromov-Hausdorff
convergence is quite unnatural in this case. At least for spaces with finite variance, Sturm’s
D distance is suitable to discuss stability of these curvature bounds, as no compactness is
required in order to work with it.
Aim of this paper is dual: on one side we propose a notion of convergence (that we
call pointed measured Gromov convergence, pmG-convergence in short) of metric measure
structures which works without any compactness assumptions on the metric structure and
for possibly σ-finite measures, on the other we prove that lower Ricci bounds and related
constructions are stable w.r.t. this convergence.
The structures we shall work with are then isomorphism classes of pointed metric measure
(p.m.m.) spaces (X, d,m, x¯), where
(X, d) is a complete and separable metric space, m is a nonnegative and nonzero
Borel measure which is finite on bounded sets, and x¯ is a point in supp(m),
and (X1, d1,m1, x¯1) is said isomorphic to (X2, d2,m2, x¯2) provided there exists
an isometric embedding ι : supp(m1)→ X2 such that ι♯m1 = m2 and ι(x¯1) = x¯2.
Our main results are
i) to propose various a priori different notions of convergence and to show that they
produce the same converging sequences, thereby called pmG-convergence (Section 3.2
and Theorem 3.15),
ii) to prove that on doubling spaces, pmG-convergence is the same as pointed measured
Gromov-Hausdorff convergence (Propositions 3.30 and 3.33), see also below for a brief
description of these notions,
iii) to show that the curvature condition CD(K,∞) is stable w.r.t. pmG-convergence (The-
orem 4.9).
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On top of this, we also prove that
iv) the heat flow, defined as the Wasserstein gradient flow of the relative entropy or as the
L2-gradient flow of the Cheeger energy, is stable w.r.t. pmG-convergence (Theorems 5.7
and 6.11).
v) The Cheeger energies of pmG-converging p.m.m. spaces are stable with respect to (a
suitably adapted notion of) Mosco-convergence (Theorem 6.8). This also provides con-
vergence of the spectrum of the Laplacian, under further conditions that ensure its
discreteness.
Due to the discussion above, these results are easier under additional compactness assumptions
(see e.g. [20] for the proof of the stability of the gradient flow of the entropy in the compact
case), but part of the added value of this paper is precisely to show that it is possible to
work out the severe technical obstructions one encounters in working without any a priori
compactness and to extend the stability issues from the Wasserstein to the L2-setting.
We underline that iv) above is particularly important when considering the class of spaces
with Riemannian Ricci curvature bounded from below by K, RCD(K,∞) spaces for short,
introduced in [10] and further analyzed in [4]. The class of RCD(K,∞) spaces is the subclass
of CD(K,∞) spaces where the gradient flow of the entropy linearly depends on the initial
datum or, equivalently, where the Cheeger energy is a quadratic Dirichlet form. It has been
introduced to somehow isolate the ‘Riemannian-like’ structures in the CD(K,∞) class.
It turns out that
vi) the RCD(K,∞) condition is also stable w.r.t. pmG-convergence (Theorem 7.2),
vii) in this case finer convergence properties of the gradient flow of the entropy can be proved
(Theorem 7.7),
viii) whenever spaces satisfying a uniform weak Logarithmic-Sobolev-Talagrand inequality
are considered (e.g. when K > 0 or the diameters are uniformly bounded), the spectrum
of the (linear) Laplace operator is also stable (Theorem 7.8).
We conclude this introduction by informally describing the notions of convergence we intro-
duce, referring to the body of the paper for the more technical statements about lower Ricci
bounds and heat flows.
(A) Intrinsic approach: use of Gromov reconstruction theorem. Given an integer N ∈ N and
a continuous function with bounded support ϕ : RN×N → R we can consider the “cylindrical”
function on the class of isomorphism classes X of p.m.m. spaces (X, d,m, x¯) defined as
ϕ[X] :=
∫
XN
ϕ
(
(d(xi, xj))
N
ij=1
)
dδx¯(x1) dm
⊗(N−1)(x2, · · · , xN ).
Adapting a result due to Gromov for the case of spaces with finite mass, we shall see that
X1 = [X1, d1,m1, x¯1] and X2 = [X2, d2,m2, x¯2] are isomorphic if and only if
ϕ[X1] = ϕ[X2],
for any N ∈ N and ϕ as above, see Proposition 3.7.
4
This result suggests to declare that the sequence (Xn) intrinsically converges to X∞ pro-
vided
ϕ[Xn] −→ ϕ[X∞],
as n→∞ for every N ∈ N and ϕ as above (Definition 3.8).
(B) Extrinsic approach: embedding everything in a common space. A different, and to some
extent more direct, way to speak about convergence of Xn = [Xn, dn,mn, x¯n] to X∞ =
[X∞, d∞,m∞, x¯∞] is to ask for the existence of a complete and separable space (X, d) and
isometric embeddings ιn : Xn → X, n ∈ N¯, in such a way that∫
ϕd(ιn)♯mn −→
∫
ϕd(ι∞)♯m∞ for every ϕ : X → R continuous with bounded support.
We shall call this notion extrinsic convergence, as it relies on the additional data (X, d) and
(ιn) (Definition 3.9). Notice that a priori it is not clear that this definition is well-posed at
the level of isomorphism classes, given that the ιn’s are required to be defined on the whole
Xn’s rather than on supp(mn). Yet, in practice this is not an issue: in the simple Proposition
3.10 we shall see that the domain of an isometry can always be extended provided we take
the freedom of extending also the target space.
(C) A variant of Sturm’s distance D. As previously mentioned, in [33] Sturm worked with
metric measure spaces (X, d,m) such that m ∈ P2(X) and introduced a distance D between
their isomorphism classes whose relation to the quadratic transportation distance W2 is es-
sentially the same that the Gromov-Hausdorff distance has to the Hausdorff distance: he
posed
D
(
(X1, d1,m1), (X2, d2,m2)
)
:= infW2((ι1)♯m1, (ι2)♯m2),
the infimum being taken among all spaces (X, d) and isometric embeddings ιi : Xi → X,
i = 1, 2.
If one is working with p.m.m. spaces with controlled volume growth, it is possible to adapt
the definition of D in the following way. Say that ψ : [0,∞) → (0,∞) is a given continuous
non-increasing map and denote by Xψ the set of equivalence classes of spaces (X, d,m, x¯) such
that ∫
(1 + d2(·, x¯))ψ(d(·, x¯)) dm <∞.
Then we can define the distance Dψ between X1,X2 ∈ Xψ as
D
ψ
(
X1,X2
)
:=
∣∣ log z1,ψ
z2,ψ
∣∣+ infW2((ι1)♯m1,ψ, (ι2)♯m2,ψ) + d(ι1(x¯1), ι2(x¯2)),
where Xi = [Xi, di,mi, x¯i] and
zi,ψ :=
∫
ψ(di(·, x¯i)) dmi, and mi,ψ := 1
zi,ψ
ψ(di(·, x¯i)) dmi,
for i = 1, 2 and the inf is taken among all spaces (X, d) and isometric embeddings ιi : Xi → X,
i = 1, 2, see Definition 3.11.
(D) A metric independent of chosen weights: the pointed Gromov-Wasserstein distance
In order to introduce a metric independent of a given weight we shall proceed as follows.
First we fix a non-constant bounded concave function c : [0,∞) → [0,∞) with c(0) = 0 and
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notice that given a metric space (X, d), the map (x, y) 7→ c(d(x, y)) is a bounded distance
inducing the same topology. Then we introduce the 1-transportation distance Wc built on
top of it:
Wc(µ, ν) := inf
∫
c(d(x, y)) dγ(x, y), the inf being taken among all transport plans γ.
Now for given (equivalence classes of) p.m.m. spaces X1 = [X1, d1,m1, x¯1] and X2 =
[X2, d2,m2, x¯2] with finite mass we can define the distance
pGfmW (X1,X2) :=
∣∣∣ log m1(X1)
m2(X2)
∣∣∣+ inf d(ι1(x¯1), ι2(x¯2)) +Wc((ι1)♯m˜1, (ι2)♯m˜2),
where m˜i := mi(Xi)
−1
mi, i = 1, 2, and the inf is taken as before among all spaces (X, d) and
all isometric embeddings ιi : Xi → X.
For the general case of p.m.m. spaces of possibly infinite mass we adopt a cut-off argument
based on the fact that, by assumption, in our spaces bounded sets have finite mass. Hence
we fix a Lipschitz compactly supported function ζ : [0,∞) → [0, 1] with ζ ≡ 1 on [0, 1] and
then for given X = [X, d,m, x¯] and k ∈ Z we put
dm[k](x) := ζ(d(x, x¯)2
−k)dm(x), and X[k] := [X, d,m[k], x¯],
and finally define the pointed-Gromov-weak distance as
pGW(X1,X2) :=
∑
k∈Z
1
2|k|
min
{
1,pGfmW (X1,[k],X2,[k])
}
,
see Definition 3.13. Notice that the choice to let k vary in Z rather than in N is made to get
completeness of the distance pGW, see Theorem 3.17.
Relation between pmG-convergence and pmGH-convergence We shall see in Theorem 3.15
that the intrinsic convergence is equivalent to the extrinsic one and they also coincide with
convergence w.r.t. pGW and D
ψ for ψ decreasing sufficiently fast (see also Remarks 3.19
and 3.20). As said, we shall call this convergence pointed measured Gromov convergence,
pmG-convergence in short.
Later, in Section 3.5, we shall analyze the relation between pmG-convergence and pointed
measured Gromov Hausdorff one (pmGH for short). For compact spaces, the latter means
that we can embed the given sequence of spaces in a common one to ensure pointed Gromov
Hausdorff convergence at the level of metrics and weak convergence at the level of measures.
The difference with pmG-convergence is thus in the fact that once the isometric embeddings
are made, for pmGH-convergence both Hausdorff convergence of the metrics and weak conver-
gence of measures are asked, while for pmG-convergence only weak convergence of measures is
imposed. This is why we dropped the word ‘Hausdorff’ in denoting the notion of convergence
we are proposing.
Perhaps the best way to see the differences between pmG and pmGH convergences is with
an example. Thus consider the sequence n 7→ ([0, 1], dEucl,mn, 12), where dEucl is the standard
metric on [0, 1] and mn :=
1
nL
1|[0,1] + (1 −
1
n)δ 12
. As n → ∞ this sequence pmG-converges
to the (isomorphism class of a) one-point space equipped with a Dirac delta. Yet this is
not the case for pmGH-convergence as certainly n 7→ ([0, 1], dEucl) does not converge to a
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one-point space in the GH sense. What one could say in this situation is that the given
sequence converges to ([0, 1], dEucl, δ 1
2
, 12 ) (which is the approach we are going to choose in
Section 3.5) but the drawback of this choice is that the notion of convergence would not be
defined for isomorphism classes of spaces, but would rather depend on the portion of space
which is outside the support of the measure.
We therefore see that while pmGH-convergence always implies pmG-convergence (see
Proposition 3.30), the converse is not always true. Yet, at least in the class of doubling spaces
a behavior like that of the example proposed cannot occur and we shall see that in this case
the two notions of convergence actually coincide (Proposition 3.33).
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2 Notation and preliminary results
2.1 Measures and weak/narrow convergence.
We assume that the reader is familiar with the basic notions of measure theory and optimal
transport on abstract metric spaces (standard references are [3], [5] and [36]). Here we recall
the basic definitions mainly in order to fix the notation.
Given a complete and separable metric space (X, d), we denote by B(X) the collection of
its Borel sets, by Mloc(X) the set of Borel measures µ : B(X) → [0,∞] which are finite on
every bounded set, by M (X) the subset of finite measures µ, and by P(X) the collection of
all Borel probability measures.
On Mloc(X) we consider the topology induced by the duality with Cbs(X), the space of
bounded continuous functions with bounded support : a sequence (µn) ⊂ Mloc(X) converges
weakly to µ∞ ∈ Mloc(X) provided
lim
n→∞
∫
f dµn =
∫
f dµ∞ for every f ∈ Cbs(X). (2.1)
When µn, µ∞ ∈ P(X), (2.1) is equivalent to narrow convergence, i.e. convergence in M (X)
with respect to the duality with the space Cb(X) of bounded continuous functions:
lim
n→∞
∫
f dµn =
∫
f dµ∞ for every f ∈ Cb(X).
The following lemma provides a useful lower semicontinuity result. We set N¯ = N ∪ {∞}.
Lemma 2.1. Let (X, d) be a complete and separable metric space and Fn : X → [0,+∞]
(resp. Gn : X → R), n ∈ N¯, lower semicontinuous (resp. continuous and uniformly bounded)
functionals satisfying
d(xn, x∞)→ 0 ⇒ F∞(x∞) ≤ lim
n→∞
Fn(xn), G∞(x∞) = lim
n→∞
Gn(xn). (2.2)
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Then for every sequence (νn) ⊂ M (X) weakly converging to ν∞ ∈ M (X) it holds∫
F∞ dν∞ ≤ lim
n→∞
∫
Fn dνn,
∫
G∞ dν∞ = lim
n→∞
∫
Gn dνn. (2.3)
Proof. Providing N¯ by the usual polish topology, it is easy to check that (2.2) yields the
lower semicontinuity of the functional F¯ : X × N¯ → [0,+∞] defined by F¯ (x, n) := Fn(x),
(x, n) ∈ X × N¯. We then consider the product measures ν¯n : νn × δn, n ∈ N¯: since ν¯n → ν¯∞
weakly in P(X × N¯) as n→∞ and F¯n are nonnegative, we obtain∫
F∞ dν∞ =
∫
F¯ dν¯∞ ≤ lim
n→∞
∫
F¯ dν¯n = lim
n→∞
∫
Fn dνn.
The second property of (2.3) then follows by applying the previous lower semicontinuity result
to Fn(x) := Gn(x)−C and to Fn(x) := C−Gn(x), where C ≥ 0 is a sufficiently big constant
such that −C ≤ Gn(x) ≤ C for every x ∈ X and n ∈ N.
A simple application of Lemma 2.1 yields the lower semicontinuity of second moments
w.r.t. weak convergence:
µn → µ∞ weakly in P(X), x¯n → x¯∞ ⇒
∫
d
2(·, x¯∞) dµ∞ ≤ lim
n→∞
∫
d
2(·, x¯n) dµn. (2.4)
Convergence in (2.4) holds if (µn) is 2-uniformly integrable; recall that a subset K ⊂ P2(X)
satisfies this property if
lim
R→+∞
sup
µ∈K
∫
BcR(x¯)
d
2(·, x¯) dµ = 0 for some (and thus every) x¯ ∈ X. (2.5)
In this case
lim
n→∞
∫
f dµn =
∫
f dµ for every f ∈ C(X) with quadratic growth, (2.6)
i.e. satisfying
|f(x)| ≤ A(1 + d2(x, x¯)) for some A ≥ 0, x¯ ∈ X and every x ∈ X.
Relative weak compactness in P(X) can be characterized by Prokhorov’s Theorem. Let us
first recall that set K ⊂ P(X) is said to be tight provided for every ε > 0 there exists a
compact set Kε ⊂ X such that
µ(X \Kε) ≤ ε for every µ ∈ K.
The we have the following classical result:
Theorem 2.2 (Prokhorov). Let (X, d) be complete and separable and let K ⊂ P(X). Then
the following are equivalent.
• K is precompact in the weak topology.
• K is tight.
• There exists a function ψ : X → [0,+∞] with compact sublevels such that
sup
µ∈K
∫
ψ dµ <∞.
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2.2 Transport and L2-Wasserstein distances.
If (Y, d) is a separable metric space and t : X → Y is a Borel map, every probability measure
µ ∈ P(X) can be pushed to a measure t♯µ ∈ P(Y ) by the formula (t♯µ)(B) := µ(t−1(B))
for every B ∈ B(Y ). If t−1(B) is also bounded whenever B is bounded (e.g. when t is
an isometry), then the same formula applies to µ ∈ Mloc(X) and defines a measure t♯µ ∈
Mloc(Y ).
Given µi ∈ P(Xi), the set Adm(µ1, µ2) ⊂ P(X1 ×X2) is the set of admissible transport
plans, i.e. the set of those γ such that πi♯γ = µi, i = 1, 2, where π
1, π2 are the projections on
the first and second coordinate respectively.
By P2(X) we denote the space of probability measures with finite second moment, i.e.
the set of those measures µ ∈ P(X) such that∫
d
2(x, x¯) dµ(x) <∞, for some (and thus any) x¯ ∈ X.
We endow such space with the quadratic transportation distance W2 defined as
W 22 (µ, ν) := inf
γ∈Adm(µ,ν)
∫
d
2(x, y) dγ(x, y).
It is well known that (P2(X),W2) is a complete and separable metric space and that W2-
convergence can be characterized as in the following proposition (for a proof, see e.g. Propo-
sition 7.1.5 in [5]).
Proposition 2.3. Let (X, d) be a complete separable metric space and (µn) ⊂ P2(X) a
sequence weakly converging to some µ∞ ∈ P(X). Then µ∞ ∈ P2(X) and W2(µn, µ∞) → 0
if either one of the following holds.
• (µn) is 2-uniformly integrable, i.e. (2.5) holds.
• (µn) satisfies (2.6).
• for some sequence (x¯n) ⊂ X converging to x¯∞ ∈ X it holds
lim
n→∞
∫
d
2(·, x¯n) dµn =
∫
d
2(·, x¯∞) dµ∞ <∞.
• for some sequence (x¯n) ⊂ X converging to x¯∞ ∈ X it holds
lim
n→∞
∫
d
2(·, x¯n) dµn ≤
∫
d
2(·, x¯∞) dµ∞ <∞.
Conversely, if (µn) ⊂ P2(X) is a sequence W2-converging to some µ∞ ∈ P2(X), then the
sequence also weakly converges and all the four properties above are true.
In order to freely deal with all measures in P(X), rather then in the restricted set P2(X),
it will be convenient to introduce the distanceWc as follows. We fix once and for all a function
c ∈ C([0,∞)) such that
c is concave and non-constant, c(0) = 0, lim
d→∞
c(d) <∞, (2.7)
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typical examples being c(d) := tanh(d) and c(d) := d ∧ 1. Then if (X, d) is a metric space,
the cost function
c(x, y) := c(d(x, y)) x, y ∈ X,
is a bounded and complete distance on X, inducing the same topology of d. The Kantorovich-
Rubinstein-Wasserstein distance Wc is then introduced as
Wc(µ, ν) := inf
γ∈Adm(µ1,µ2)
∫
c(x, y) dγ(x, y), c defined as in (2.7a,b). (2.8)
Recall that regardless of the choice of c as in (2.7)
the space (P(X),Wc) is a complete and separable metric space
whose topology induces the weak convergence of probability measures ,
(2.9)
see for instance Chapter 6 of [36] for a proof.
3 Pointed metric measure spaces and their convergence
3.1 Pointed metric measure spaces and their equivalence classes
In this paper we will deal with pointed metric measure (p.m.m.) spaces. A metric measure
space is a structure (X, d,m) where
(X, d) is a complete separable metric space, m ∈ Mloc(X), m 6= 0 (3.1a)
and a pointed metric measure space (X, d,m, x¯) is a metric measure space together with
a given point x¯ ∈ supp(m) ⊂ X. (3.1b)
Two metric measure spaces (Xi, di,mi), i = 1, 2 are called isomorphic if there exists
an isometric imbedding ι : supp(m1)→ X2 such that ι♯m1 = m2, (3.2a)
in case of pointed metric measure spaces (Xi, di,mi, x¯i), i = 1, 2, we further require that
ι(x¯1) = x¯2. (3.2b)
Any such ι is called isomorphism from X1 to X2.
We shall typically denote by X∗ := [X, d,m] the equivalence class of the given metric
measure space (X, d,m) and by X := [X, d,m, x¯] the one of the pointed metric measure space
(X, d,m, x¯). Also, we shall denote by X the collection of all equivalence classes of p.m.m. spaces
and by Xfm the subclass of (equivalence classes of) p.m.m. spaces with finite mass, i.e. such
that m(X) <∞.
As usual, the foundational issue concerning the possibility of considering the equivalence
classes of ‘all’ p.m.m.s. can be easily avoided via the use of Kuratowski embedding which
allows to isometrically embed any separable metric space in ℓ∞. We won’t insist on this point
any further.
Remark 3.1 (Only the support of the measure matters). We stress that the portion of
spaces outside the support of the measures is irrelevant, so that (X, d,m, x¯) (resp. (X, d,m))
is always isomorphic to (supp(m), d,m, x¯) (resp. (supp(m), d,m)). 
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In what comes next we shall need the following compactness result, which is of its own
interest:
Proposition 3.2 (Compactness of the class of isomorphisms). Let Xi = [Xi, di,mi, x¯i], i =
1, 2, be p.m.m. spaces. Then the collection of isomorphisms from X1 to X2, i.e. of all maps
ι : supp(m1)→ X2 as in (3.2), is sequentially compact w.r.t. pointwise convergence.
Proof. Using the fact that m1 is finite on bounded sets, it is easy to produce a continuous non-
increasing function ψ : [0,∞) → (0,∞) such that the measure m˜1 = ψ(d1(·, x¯i))m1 has finite
mass (see for instance the explicit construction given in Proposition 3.12 below). Fix such ψ,
notice that the image measure m˜2 := ι♯m˜1 does not depend on the particular isomorphism ι
chosen, let (ιn) be a sequence of isomorphisms and define γn := (i, ιn)♯m˜1 ∈ M (X1 × X2),
n ∈ N, i being the identity map. Then we have πi♯γn = m˜i for i = 1, 2 and n ∈ N and
given that m˜1, m˜2 are tight (because they have finite mass), we easily deduce that the family
{γn}n∈N is tight as well.
Thus by Theorem 2.2 we know that up to pass to a subsequence, not relabeled,
we may assume that (γn) weakly converges to a limit plan γ ∈ M (X1 × X2). Pick
(x′1, x
′
2), (x
′′
1 , x
′′
2) ∈ supp(γ) and notice that the weak convergence of (γn) to γ ensures
that there are (x′1,n, x
′
2,n), (x
′′
1,n, x
′′
2,n) ∈ supp(γn) such that (x′1,n, x′2,n) → (x′1, x′2) and
(x′′1,n, x
′′
2,n) → (x′′1 , x′′2) in X1 × X2 as n → ∞. Given that by construction it holds
d1(x
′
1,n, x
′′
1,n) = d2(x
′
2,n, x
′′
2,n) for every n ∈ N, we deduce that d1(x′1, x′′1) = d2(x′2, x′′2), i.e.
that γ is concentrated on the graph of an isometry ι defined m1-a.e. with values in X2. By
continuity, we can extend ι to an isometry defined on the whole supp(m1), so that it remains
to show that ιn(x)→ ι(x) as n→∞ for every n ∈ N and x ∈ supp(m1). But this is obvious,
indeed for given x ∈ supp(m1) we can find, using as before the weak convergence of the γn’s,
points (xn, ιn(xn)) ∈ supp(γn) converging to (x, ι(x)) ∈ supp(γ) in X1 × X2 as n → ∞, so
that we can conclude with
d2(ι(x), ιn(x)) ≤ d2(ι(x), ιn(xn)) + d2(ιn(xn), ιn(x)) = d2(ι(x), ιn(xn)) + d1(xn, x)→ 0,
as n→∞.
The following simple lemma will be useful to adapt some results already available for metric
measure spaces (as Gromov reconstruction Theorem, see [24, 312 .7] and the next Theorem 3.7)
to the case of p.m.m. spaces.
Lemma 3.3. Let (Xi, di,mi, x¯i), i = 1, 2, be two p.m.m. spaces with equal finite mass m =
m1(X1) = m2(X2) <∞.
Then they are isomorphic as p.m.m. spaces if and only if there exists λ > m such that
(X1, d1,m1 + λδx¯1) is isomorphic to (X2, d2,m2 + λδx¯2) as m.m. spaces.
Proof. One implication is obvious; in order to prove the converse one, let ι : supp(m1)→ X2
(by (3.1b) x¯1 ∈ supp(m1)) be an isometry such that ι♯(m1 + λδx¯1) = m2 + λδx¯2 and let
y = ι(x¯1) ∈ supp(m2), n = ι♯m1. Since ι♯(λδx¯1) = λδy we have
n+ λδy = m2 + λδx¯2 .
Since m2(X2) < λ the only possibility is that y = x¯2 and therefore m2 = n.
11
3.2 Equivalent notions of convergence of pointed metric measure spaces
3.2.1 A) Intrinsic approach: use of Gromov reconstruction theorem
It is a remarkable result due to Gromov [24] that equivalence classes of normalized metric-
measure spaces can be characterized in terms of integral functionals depending on the dis-
tances between points. In order to first state such result and then adapt it to the case of
general p.m.m. spaces we need to introduce some notation.
First of all we introduce the finite dimensional spaces of (pseudo)metrics in RN×N
G
N :=
{
g ∈ RN×N : g = (gij)1≤i,j<N :
0 = gii ≤ gji = gij ≤ gih + ghj for every i, j, h ∈ {1, · · · , N}
}
,
endowed with the canonical product distance and topology inherited as convex subset of
R
N×N ; we also consider the continuous map
jNX : X
N → GN , jNX : x = (xi)1≤i≤N 7→ g = (gij)1≤i,j≤N : gij := d(xi, xj),
and the image measures
m
N
X := (j
N
X )♯(δx¯ ⊗m⊗(N−1)) ∈ Mloc(GN ). (3.3)
It is immediate to check that mNX only depend on the equivalence class X = [X, d,m, x¯]. Those
measures naturally arise when one considers “cylindrical” integral functionals of the type
ϕ[X] :=
∫
XN
ϕ
(
(d(xi, xj))
N
ij=1
)
dδx¯(x1) dm
⊗(N−1)(x2, · · · , xN ) =
∫
GN
ϕ(g) dmNX (g), (3.4)
for every ϕ ∈ Cbs(GN ). In fact, for X1,X2 ∈ X by definition one has
ϕ[X1] = ϕ[X2] for every ϕ ∈ Cbs(GN ), N ∈ N ⇔ mNX1 = mNX2 for every N ∈ N.
Remark 3.4. Notice that we could equivalently consider the map
j˜NX : X
N−1 → GN , x = (xi)2≤i≤N 7→ (gij)1≤i,j≤N : gi,j :=


d(xi, xj) if i, j ≥ 2,
d(x¯, xj) if i = 1,
d(xi, x¯) if j = 1,
and mNX = (j˜
N
X )♯m
⊗(N−1). 
Remark 3.5. When m(X) < ∞, (3.4) makes sense for every ϕ ∈ Cb(GN ) and it is not
difficult to check by ‘expanding’ the product (λδx¯ + m)
⊗N that the knowledge of all the
measures (mN
X
)N∈N also determines all the measures of the type
(jNX )♯
((
λδx¯ +m
)⊗N) ∈ M (GN ) N ∈ N,
for every λ > 0. 
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A similar construction is possible for non-pointed metric measure spaces: denoting by X∗
the equivalence class of (X, d,m) and given n ∈ N and ϕ ∈ Cbs(GN ), we define
ϕ∗[X∗] :=
∫
XN
ϕ
(
(d(xi, xj))
N
ij=1
)
dm⊗N(x1, · · · , xN ) =
∫
GN
ϕ(g) d(jNX )♯m
⊗N (g).
Gromov reconstruction theorem for metric measure spaces can then be formulated as follows,
see [24, 312 .7] for the proof:
Theorem 3.6 (Gromov reconstruction for m.m. spaces of finite mass). Let X∗i := [Xi, di,mi],
i = 1, 2, be two metric measure spaces with finite mass. Assume that
ϕ∗[X∗1] = ϕ
∗[X∗2] for every N ∈ N and ϕ ∈ Cbs(GN ).
Then X∗1 = X
∗
2.
The compactness given by Proposition 3.2 allows to extend the reconstruction theorem
for general p.m.m. spaces:
Theorem 3.7 (Gromov reconstruction for p.m.m. spaces). Let Xi = [Xi, di,mi, x¯i], i = 1, 2,
be p.m.m. spaces such that
ϕ[X1] = ϕ[X2] for every N ∈ N and ϕ ∈ Cbs(GN ).
Then X1 = X2.
Proof. Let ζ : [0,∞)→ [0, 1] be a Lipschitz cut-off function identically 1 on [0, 1], positive on
[1, 2) and identically 0 on [2,∞). Fix R > 0 and let ζ¯R,i : Xi → [0,∞), i = 1, 2, be given by
ζ¯R,i(x) := ζ(di(·, x¯i)/R), and ZR : GN → R defined by
ZR(g) := ζ
(g12
R
)
ζ
(g13
R
) · · · ζ(g1N
R
)
, g = (gij)1≤i,j≤N ∈ GN . (3.5)
Now observe that
(ζ¯R,imi)
N
Xi
:= (jNX )♯
(
δx¯i ⊗ (ζ¯R,imi)⊗N
)
= ZR · (mi)NXi , ∀N ∈ N, (3.6)
indeed, for every ϕ ∈ Cbs(GN ) we have
∫
GN
ϕ(g) d(ζ¯R,imi)
N
Xi
=
∫
XN+1
ϕ
(
(di(xj , xk))j,k
) N∏
ℓ=1
ζ
(
di(x¯i,xℓ)
R
)
d(δx¯i ⊗m⊗Ni )
=
∫
XN+1
ϕ
(
(di(xj , xk))j,k
)
ZR
(
(di(xj, xk))j,k
)
d(δx¯i ⊗m⊗Ni )
=
∫
GN
ϕ(g)ZR(g) d(mi)
N
Xi
.
From (3.6), the fact that ζ¯R,imi(Xi) < ∞, i = 1, 2, and taking into account Remark 3.5 we
deduce that
(jNX1)♯
((
λδx¯1 + ζ¯R,1m1
)⊗N)
= (jNX2)♯
((
λδx¯2 + ζ¯R,2m2
)⊗N)
,
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for every λ > 0, N ∈ N and ϕ ∈ Cbs(GN ). Thus we can apply Gromov reconstruction
Theorem 3.6 for metric measure space of finite mass to obtain [X1, d1, ζ¯R,1m1 + λδx¯1 ] =
[X2, d2, ζ¯R,2m2 + λδx¯2 ] for every λ > 0.
Using Lemma 3.3 we deduce that there exists an isometry
ιR : B2R(x¯1) ∩ supp(m1)→ B2R(x¯2) ∩ supp(m2)
such that
ιR(x¯1) = x¯2, and (ιR)#(ζ¯R,1m1) = ζ¯R,2m2. (3.7)
From the definition of ζ¯R,i, i = 1, 2, and the fact that ιR is an isometry we also have the
consistency property
(ιR)#(ζ¯R′,1m1) = ζ¯R′,2m2, ∀R′ < R. (3.8)
Now let Rn ↑ ∞ be a chosen sequence and ιRn the corresponding sequence of isomorphisms.
For any given k ∈ N, the validity of (3.7) and (3.8) ensures that the maps {ιRn}n≥k are iso-
morphisms of (X1, d1, ζ¯Rk,1m1, x¯1) and (X2, d2, ζ¯Rk,2m2, x¯2), hence applying Proposition 3.2 we
deduce that there exists a subsequence of (Rn) whose corresponding isomorphisms pointwise
converge to a limit isomorphism, call it ι˜k, of (X1, d1, ζ¯Rk,1m1, x¯1) and (X2, d2, ζ¯Rk ,2m2, x¯2).
By a standard diagonalization argument we can ensure that the limit map ι˜k does not
depend on k. Denote it as ι˜ and notice that the construction and (3.7) and (3.8) grant that
ι˜(x¯1) = x¯2, and ι˜#(ζ¯R,1m1) = ζ¯R,2m2, ∀R > 0,
which, by definition of ζ¯R,i, i = 1, 2, ensures that ι˜ is an isomorphism of (X1, d1,m1, x¯1) and
(X2, d2,m2, x¯2).
Theorem 3.7 suggests the following notion of convergence:
Definition 3.8 (Intrinsic notion of convergence of equivalence classes of p.m.m.s.). Let
Xn = [Xn, dn,mn, x¯n] ∈ X, n ∈ N, and X∞ = [X∞, d∞,m∞, x¯∞] ∈ X.
We say that the sequence n 7→ Xn intrinsically converges to X∞ provided:
for any N ∈ N and ϕ ∈ Cbs(GN ) we have lim
n→∞
ϕ[Xn] = ϕ[X∞].
3.2.2 B) Extrinsic approach: embedding everything in a common space
Recalling the definition of weak convergence of measures in Mloc(X) given in (2.1), where
(X, d) is a complete and separable metric space, we can give the following definition of con-
vergence:
Definition 3.9 (Extrinsic notion of convergence of equivalence classes of p.m.m.s.). Let
(Xn, dn,mn, x¯n), n ∈ N¯, be a sequence of p.m.m. spaces. We say that the corresponding
sequence of classes n 7→ Xn extrinsically converges to X∞ provided there exists a complete
and separable metric space (X, d) and isometric embeddings ιn : Xn → X, n ∈ N¯, such that
(ιn)♯mn → (ι∞)♯m∞ weakly in Mloc(X), ιn(x¯n)→ ι∞(x¯∞) ∈ supp((ι∞)♯m∞) in X.
(3.9)
The system
(
(X, d, ιn)
)
n∈N¯
is called an effective realization of the extrinsic convergence.
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Notice that a priori it is not clear that this definition is well-posed, because the isometries
ιn are required to be defined on the whole spaces Xn and not just on the supports of the
measures mn, so that a priori the convergence might depend on the chosen elements in the
equivalence classes. In fact, this is not an issue thanks to the following simple result:
Proposition 3.10 (Extension of isometric immersions). Let (Xn, dXn), n ∈ N, and (Y, dY ) be
separable metric spaces, Fn ⊂ Xn given subsets and ιFn : Fn → Y isometric embeddings. Then
there exists a complete separable metric space (Z, dZ) and isometric embeddings ιY : Y → Z,
ιXn : Xn → Z, n ∈ N, such that
ιXn |Fn = ιY ◦ ιFn , ∀n ∈ N.
Proof. Put (Z0, dZ0) := (Y, dY ). Then define the set Z1 := Z0 ⊔ (X0 \ F0) and the distance
dZ1 on it by requiring dZ1 to coincide with dZ0 on (Z0)
2, with dX0 on (X0 \ F0)2, defined as
dZ1(z
′, z′′) := inf
x∈F0
dZ0(z
′, ιF0(x)) + dX0(x, z
′′)
on Z0× (X0 \F0) and extended by symmetry on (X0 \F0)×Z0. It is immediate to check that
(Z1, dZ1) is a separable metric space, that the natural inclusion ι
Z1
Z0
of Z0 in Z1 is an isometry
and that the map ιZ1X0 : X0 → Z1 defined as
ιZ1X0(x) := ι
Z1
Z0
(ιF0(x)), if x ∈ F0, ιZ1X0(x) := x if x ∈ X0 \ F0,
is an isometry as well for which the identity ιZ1X0 |F0 = ι
Z1
Z0
◦ ιF0 holds.
Iterating the construction we produce a sequence of separable metric spaces (Zn, dZn),
n ∈ N, and isometric embeddings ιZnZn−1 , ι
Zn
Xn−1
of Zn−1,Xn−1 respectively in Zn satisfying
ιZnXn−1 |Fn−1 = ι
Zn
Zn−1
◦ · · · ◦ ιZ1Z0 ◦ ιF0 .
Eventually defining Z := ∪n∈NZn, equipping it with the natural distance induced by the
inclusions of the Zn’s and taking, if necessary, its completion, we conclude the proof.
3.2.3 C) A variant of Sturm’s distance D
In [33] Sturm worked in the class of m.m. spaces (X, d,m) normalized and with finite variance,
these two meaning that m ∈ P2(X). For this sort of spaces he defined the distance D as
D
(
(X1, d1,m1), (X2, d2,m2)
)
:= infW2
(
(ι1)♯m1, (ι2)♯m2
)
,
the infimum being taken among all metric spaces (X, d) and all isometric immersions ιi : Xi →
X, i = 1, 2. In fact, in the aforementioned reference the isometries ι1, ι2 were required to be
defined only on suppmi, i = 1, 2, but as for the case of the extrinsic notion of convergence,
Proposition 3.10 shows that it is not restrictive to assume them to be defined on the whole
X1, X2.
The idea to define a distance on pointed non-normalized spaces is the following. We fix a
non-increasing and absolutely continuous function ψ : [0,∞)→ (0,∞) with lim
r→∞
ψ(r) = 0
(3.10)
15
and introduce the class Xψ ⊂ X of those (equivalence classes of) p.m.m. spaces (X, d,m, x¯)
such that ∫
(1 + d2(·, x¯))ψ(d(·, x¯)) dm <∞.
For [X, d,m, x¯] ∈ Xψ we define the normalization constant zψ ∈ (0,∞) and the renormalized
measure mψ ∈ P2(X) as
zψ :=
∫
ψ(d(·, x¯)) dm, dmψ := 1
zψ
ψ(d(·, x¯)) dm. (3.11)
Then we introduce the distance:
Definition 3.11 (The distance Dψ on Xψ). For Xi := [Xi, di,mi, x¯i], i = 1, 2, with X1,X2 ∈
X
ψ we define
D
ψ(X1,X2) :=
∣∣∣∣log z1,ψz2,ψ
∣∣∣∣+ inf (W2((ι1)♯m1,ψ, (ι2)♯m2,ψ)+ d(ι1(x¯1), ι2(x¯2))),
the infimum being taken among all separable metric spaces (X, d) and isometric embeddings
ι1 : X1 → X and ι2 : X2 → X.
It is clear that the definition is well posed, in the sense that Dψ(X1,X2) only depends on
X1,X2 and not on the chosen elements in the equivalence class. Also, using the fact that D is
a distance on the class of normalized spaces with finite variance (see [33]), it is immediate to
verify that Dψ is a distance on Xψ. We omit the simple proof.
It is obvious that spaces in Xψ have a controlled volume growth. In the next statement we
show that also the converse implication holds, a fact which will turn useful later on. Notice
that in the bound (3.13) below the third power of the distance appears: this will help in the
proof of Theorem 3.15 to gain 2-uniform integrability (see also Remark 3.20).
Proposition 3.12. Let φ : [0,∞) → [0,∞) be a given continuous non-decreasing function
and [X, d,m, x¯] ∈ X be such that
m(BR(x¯)) ≤ φ(R), ∀R ≥ 0.
Define ψ : [0,∞)→ (0,∞) as
ψ(r) :=
∫ ∞
r
1
(1 + s3)2φ(s)
ds. (3.12)
Then ψ is as in (3.10), [X, d,m, x¯] ∈ Xψ and∫
(1 + d3(·, x¯))ψ(d(·, x¯)) dm ≤
∫ ∞
0
1
1 + r3
dr <∞. (3.13)
Proof. It is obvious that formula (3.12) defines a non-increasing and absolutely continuous
map such that limr→∞ ψ(r) = 0. Conclude using the identity∫
ψ(d(x, x¯))f(x) dm(x) = −
∫ ∞
0
ψ′(r)
(∫
Br(x¯)
f(x) dm(x)
)
dr,
valid for any such ψ and every continuous f : X → [0,∞).
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3.2.4 D) A metric independent of chosen weights: the pGW distance
One drawback of the distances Dψ is that they depend on the chosen weight function ψ. In
order to build a ‘universal’ distance we can use the distance Wc (recall the definition (2.8))
in place of W2 and proceed as follows.
For two normalized metric measure spaces X∗i := [Xi, di,mi], i = 1, 2, we define
GW(X
∗
1,X
∗
2) := infWc((ι1)♯m1, (ι2)♯m2),
where here and below the inf being taken, as usual, among all complete and separable spaces
(X, d) and isometric immersions ιi : Xi → X, i = 1, 2.
In case X∗1,X
∗
2 have finite mass, the natural variant of GW is given by
G
fm
W (X
∗
1,X
∗
2) :=
∣∣∣ log m1(X1)
m2(X2)
∣∣∣+ infWc((ι1)♯m˜1, (ι2)♯m˜2),
where the measures m˜i :=
mi
mi(Xi)
are the normalizations of mi, i = 1, 2.
For pointed metric measure spaces of finite mass Xi := [Xi, di,mi, x¯i], i = 1, 2, we can
then consider the distance
pGfmW (X1,X2) :=
∣∣∣ log m1(X1)
m2(X2)
∣∣∣+ inf d(ι1(x¯1), ι2(x¯2)) +Wc((ι1)♯m˜1, (ι2)♯m˜2).
The fact that all these are separable distances on the corresponding classes can be seen arguing
exactly as in [33, 23], we omit the details.
For the general case of p.m.m. spaces of possibly infinite mass we adopt a cut-off argument:
fix once and for all a function
ζ : [0,∞)→ [0, 1] Lipschitz, with ζ ≡ 1 on [0, 1] and ζ ≡ 0 on [2,∞). (3.14)
Then for given (X, d,m, x¯) ∈ X and k ∈ Z we consider the rescaled measures m[k] on X defined
as
dm[k](x) := ζ(d(x, x¯)2
−k)dm(x), (3.15)
and the corresponding isomorphism class
X[k] := [X, d,m[k], x¯]. (3.16)
Then we define:
Definition 3.13 (The distance pGW).
pGW(X
′,X′′) :=
∑
k∈Z
1
2|k|
min
{
1,pGfmW (X
′
[k],X
′′
[k])
}
.
Knowing that pGfmW is a distance, it is obvious that pGW is a distance on X and that
pGW(X1,X2)→ 0 if and only if pGfmW (X1,[k],X2,[k])→ 0 for every k ∈ Z.
Notice that we are letting k vary on Z rather than on N: we did so to get completeness
of pGW, see Theorem 3.17.
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3.3 Proof of the equivalence of the various notions of convergence
Aim of this section is to prove that the various notions of convergence previously introduced
coincide. As already said in the introduction, such equivalence is already known under parti-
cular circumstances, like compactness or normalization of the spaces and our scope is to
generalize such previously known facts. In doing so, we shall use the fact that, shortly said,
‘intrinsic convergence implies convergence w.r.t. the distance GW for normalized spaces’ as
proved in Proposition 10.5, Proposition 10.1, and Theorem 5 of [23]. The rigorous statement
is the following:
Theorem 3.14. Let X∗n := (Xn, dn,mn), n ∈ N¯, be normalized metric measure spaces. As-
sume that
lim
n→∞
ϕ∗[X∗n] = ϕ
∗[X∗∞],
for every N ∈ N and ϕ ∈ Cbs(GN ). Then limn→∞GW(X∗n,X∗∞) = 0.
We can now turn to the main result of this section:
Theorem 3.15. Let Xn = [Xn, dn,mn, x¯n], n ∈ N¯. Then the following are equivalent:
(A) The sequence n 7→ Xn intrinsically converges to X∞ in the sense of Definition 3.8.
(B) The sequence n 7→ Xn extrinsically converges to X∞ in the sense of Definition 3.9.
(C) There exists ψ : [0,∞) → [0,∞) nonincreasing and absolutely continuous such that
Xn ∈ Xψ for every n ∈ N¯ and limn→∞Dψ(Xn,X∞) = 0.
(D) limn→∞ pGW(Xn,X∞) = 0.
Proof.
(C) ⇒ (B) According to (3.11) for every n ∈ N¯ we define
zn,ψ :=
∫
ψ(dn(·, x¯n)) dmn, mn,ψ := 1
zn,ψ
ψ(dn(·, x¯n))mn.
By definition of Dψ we know that for every n ∈ N there exists a complete separable metric
space (Yn, dYn) and isometric embeddings ιn, ι
∞
n of (Xn, dn), (X∞, d∞) respectively in Yn such
that∣∣∣∣log zn,ψz∞,ψ
∣∣∣∣+ dYn(ιn(x¯n), ι∞n (x¯∞)) +W2((ιn)♯mn,ψ, (ι∞n )♯m∞,ψ) ≤ Dψ(Xn,X∞) + 1n. (3.17)
Now define Y := ⊔n∈N¯Xn and a pseudodistance dY on Y by declaring that
dY (y, y
′) :=

dn(y, y
′), if y, y′ ∈ Xn for some n ∈ N¯,
dYn(ιn(y), ι
∞
n (y
′)), if y ∈ Xn for some n ∈ N, y′ ∈ X∞,
dYn(ι
∞
n (y), ιn(y
′)), if y ∈ X∞, y′ ∈ Xn for some n ∈ N,
inf
x∈X∞
dYn(ι
∞
n (y), ι
∞
n (x)) + dYm(ι
∞
m (y), ι
∞
m (x)), if y ∈ Xn, y′ ∈ Xm for some n,m ∈ N.
Next we identify points x, y ∈ Y such that dY (x, y) = 0: it is readily verified that the
resulting space, which we shall still denote by (Y, dY ) is separable and up to passing to
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the completion we can also assume that Y is complete. By construction, the set ιn(Xn) ∪
ι∞n (X∞) ⊂ Yn endowed with the distance dYn is canonically isometrically embedded in (Y, dY )
so that there are canonical isometric embeddings ι′n of Xn into Y , n ∈ N¯. We claim that
(Y, dY ) and the ι
′
n’s provide an effective realization of the extrinsic convergence. The fact that
dY (ι
′
n(x¯n), ι
′
∞(x¯∞)) → 0 is obvious by (3.17) and similarly we obtain that zn,ψ → z∞,ψ. For
the weak convergence of (ι′n)♯mn to (ι
′
∞)♯m∞ fix ϕ ∈ Cbs(Y ) and notice that the boundedness
of supp(ϕ) and the continuity of ψ ensure that
the sequence
zn,ψϕ(·)
ψ(dY (·, ι′n(x¯n)))
uniformly converges to
z∞,ψϕ(·)
ψ(dY (·, ι′∞(x¯∞)))
(3.18)
on supp(ϕ) as n→∞. Therefore
lim
n→∞
∫
ϕd(ι′n)♯mn = limn→∞
∫
zn,ψϕ(·)
ψ(dY (·, ι′n(x¯n)))
d(ι′n)♯mn,ψ
=
∫
z∞,ψϕ(·)
ψ(dY (·, ι′∞(x¯∞)))
d(ι′∞)♯m∞,ψ = limn→∞
∫
ϕd(ι′∞)♯m∞,
having used (3.18) and the weak convergence of (ι′n)♯mn,ψ to (ι
′
∞)♯m∞,ψ granted by the fact
that W2((ι
′
n)♯mn,ψ, (ι
′
∞)♯m∞,ψ)→ 0 (from (3.17)) and Proposition 2.3.
(B) ⇒ (A) Keeping the same notation of (3.3), we observe that (A) is equivalent to
for every N ∈ N the sequence mNn :=
(
jNXn
)
♯
(
δx¯n ⊗ (mn)⊗(N−1)
)
, n ∈ N,
weakly converges to mN∞ :=
(
jNX∞
)
♯
(δx¯∞ ⊗ (m∞)⊗(N−1)) in Mloc(GN ) as n→∞.
(3.19)
Now notice that by (B) and Definition (3.9), there exists a separable metric space (Y, dY ) and
isometries ιn : Xn → Y such that nn = (ιn)♯mn and y¯n = ιn(x¯n) satisfy (3.9). In particular
the measures mNn of (3.19) admit the representations m
N
n =
(
jNY
)
♯
(
δy¯n ⊗ (nn)N
)
for every
n ∈ N¯, so that (3.19) follows immediately from (3.9).
(A) ⇒ (D) It is sufficient to prove that for every k ∈ Z we have pGfmW (Xn,[k],X∞,[k]) → 0
as n → ∞. Thus fix k ∈ Z, recalling the definition of ZR given by (3.5) and set ϕk := Z2kϕ
to deduce that ϕ
[
Xn,[k]
]
= ϕk
[
Xn
]
for every n ∈ N¯. Hence by assumption for every function
ϕ ∈ Cb(GN ) we have limn→∞ ϕ
[
Xn,[k]
]
= ϕ
[
X∞,[k]
]
.
Now pick λ > supn∈N¯mn,[k](Xn) and consider the (nonpointed) metric measure spaces
X∗n,[k],λ := [Xn, dn,mn,[k]+ λδx¯n ]: by Remark 3.5, Theorem 3.14 and taking into account that
mn,[k](Xn)→ m∞,[k](X∞) we deduce that GW(X∗n,[k],λ,X∗∞,[k],λ)→ 0 as n→∞.
With the very same construction used to prove the implication (C)⇒(B) above, we can
produce a complete separable space (Y, dY ) and isometric immersions ιn : Xn → Y , n ∈ N¯
such that (ιn)♯(mn,[k] + λδx¯n) weakly converges to (ι∞)♯(m∞,[k] + λδx¯∞).
To conclude is therefore sufficient to show that ιn(x¯n) → ι∞(x¯∞), as this would also
give that (ιn)♯mn,[k] weakly converges to (ι∞)♯m∞,[k]. But this is obvious by the choice of λ.
Indeed, for r > 0 we can consider the map χr ∈ Cbs(Y ) given by χr(y) := 0∨ (1− d(y,ι∞(x∞))r )
so that
λ+ lim
n→∞
χr(ιn(x¯n)) > lim
n→∞
∫
χr d(ιn)♯(mn,[k] + λδx¯n) =
∫
χr d(ι∞)♯(m∞,[k] + λδx¯∞) ≥ λ,
which gives limn→∞ χr(ιn(x¯n)) > 0 and thus limn→∞ d(ιn(x¯n), ι∞(x¯∞)) < r. Being r > 0
arbitrary, the claim follows.
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(D) ⇒ (C) By the assumption we have pGfmW (Xn,[k],X∞,[k])→ 0 as n→∞ for every k ∈ Z.
Given R > 0 we can find k ∈ Z such that R < 2k so that recalling the definition of the
measures m[k] given in (3.15) we deduce
lim
n→∞
∫
0 ∨ (1− dn(·, BR(x¯n))) dmn = ∫ 0 ∨ (1− d∞(·, BR(x¯∞))) dm∞ <∞.
Using the bound mn(BR(x¯n)) ≤
∫
0∨(1−dn(·, BR(x¯n))) dmn valid for every n ∈ N, we deduce
that there exists a continuous non-decreasing φ : [0,∞)→ [0,∞) such that
sup
n∈N¯
mn(BR(x¯n)) ≤ φ(R), ∀R > 0.
Now define ψ : [0,∞)→ [0,∞) as in (3.12) and use Proposition 3.12 to deduce that Xn ∈ Xψ
for every n ∈ N¯ and
sup
n∈N¯
∫
(1 + d3n(·, x¯n))ψ(d(·, x¯n)) dmn ≤
∫ ∞
0
1
1 + r3
dr =: S <∞,
from which it follows that∫
Xn\BR(x¯n)
ψ(dn(·, x¯n)) dmn ≤ S
R3
,
∫
Xn\BR(x¯n)
d
2
n(·, x¯n)ψ(dn(·, x¯n)) dmn ≤
S
R
, (3.20)
for every n ∈ N¯. Fix k ∈ Z, recall that by definition of pGW we have pGfmW (Xn,[k],X∞,[k])→ 0
as n→∞ and then use the very same construction used in the proof of (C)⇒(B) above to de-
duce the existence of a complete and separable metric space (Y, dY ) and isometric embeddings
ιn of Xn in Y , n ∈ N¯, such that
lim
n→∞
∣∣∣ log mn,[k](Xn)
m∞,[k](X∞)
∣∣∣+ dY (ιn(x¯n), ι∞(x¯∞)) +Wc((ιn)♯m˜n,[k], (ι∞)♯m˜∞,[k]) = 0, (3.21)
where dmn,[k] := ζ(dn(·, x¯n)2−k)dmn (ζ being given in (3.14)) and m˜n,[k] = mn,[k](Xn)−1mn,[k],
for every n ∈ N¯. In particular, the sequence of measures n 7→ (ιn)♯mn,[k] = mn,[k](Xn)m˜n,[k]
weakly converges to (ι∞)♯m∞,[k] = m∞,[k](X∞)m˜∞,[k] and therefore
lim
n→∞
∫
ψ(dn(·, x¯n))ζ(dn(·, x¯n)2−k) dmn =
∫
ψ(d∞(·, x¯∞))ζ(d∞(·, x¯∞)2−k) dm∞,
from which it follows, taking into account that supp(1− ζ(dn(·, x¯n)2−k)) ⊂ Xn \B2k(x¯n) for
every n ∈ N¯ and the first in (3.20), that
lim
n→∞
∣∣∣∣
∫
ψ(dn(·, x¯n)) dmn −
∫
ψ(d∞(·, x¯∞)) dm∞
∣∣∣∣ ≤ S23k−2 .
Introducing the constants zn,ψ and the probability measures mn,ψ as in (3.11), the last ine-
quality can be rewritten as limn→∞ |zn,ψ − z∞,ψ| ≤ S23k−2 , and given that this holds for every
k ∈ Z we deduce
lim
n→∞
zn,ψ = z∞,ψ. (3.22)
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Now define ρn :=
dm˜n,[k]
dmn,ψ
, n ∈ N¯, and build a transport plan γn,k ∈ Adm(mn,ψ, m˜n,[k]) by
‘letting the mass in common stand still and uniformly distributing the rest’ or, more rigorously,
define
γn,k := (i, i)♯(mn,ψ|{ρn≤1}) +
mn,ψ|{ρn>1} ⊗ (m˜n,[k] −mn,ψ|{ρn≤1})
mn,ψ|{ρn>1}(Xn)
.
It is readily checked that indeed γn,k ∈ Adm(mn,ψ, m˜n,[k]). Also, by construction, for (x, y) ∈
supp(γn,k) and x 6= y we have x /∈ B2k(x¯n) and y ∈ B2k(x¯n) and thus dn(x, y) ≤ 2d(x, x¯n).
Taking into account the second in (3.20) we deduce
W 22 (mn,ψ, m˜n,[k]) ≤
∫
{x 6=y}
d
2
n(x, y) dγn,k(x, y)
≤ 4
zn,ψ
∫
X\B
2k
(x¯n)
d
2(·, x¯n)ψ(dn(·, x¯n)) dmn ≤ c
2k
, ∀n ∈ N¯,
(3.23)
where c := supn∈N¯ 4(zn,ψ)
−1 (notice that c < ∞ by (3.22) and the fact that z∞,ψ 6= 0).
To conclude, recall that (ιn)♯m˜n,[k] weakly converges to (ι∞)♯m˜∞,[k] as n → ∞ in P(Y )
and thus, given that they have uniformly bounded support, by Proposition 2.3 we get that
W2((ιn)♯m˜n,[k], (ι∞)♯m˜∞,[k])→ 0 as n→∞. Hence
lim
n→∞
W2((ιn)♯mn,ψ, (ι∞)♯m∞,ψ) ≤ lim
n→∞
W2((ιn)♯mn,ψ, (ιn)♯m˜n,[k])
+ lim
n→∞
W2((ι∞)♯m˜∞,[k], (ι∞)♯m∞,ψ)
(3.23)
≤ 2
√
c
2k
.
In summary, choosing (Y, dY ) and the embeddings {ιn}n∈N¯ in the definition of Dψ, by (3.21),
(3.22) and the last bound we get limn→∞D
ψ(Xn,X∞) ≤ 2
√
c
2k
. Eventually letting k → +∞
we conclude.
By virtue of Theorem 3.15 we can propose the following definition:
Definition 3.16 (Pointed measured Gromov (pmG) convergence). Let Xn = [Xn, dn,mn, x¯n],
n ∈ N¯. We say that the sequence n 7→ Xn converges to X∞ in the pointed measured Gromov
sense (pmG-sense, for short) provided any of the 4 equivalent statements in Theorem 3.15
holds.
3.4 Basic topological properties of the pmG-convergence and some com-
ments
We collect here some basic properties of the space of p.m.m. spaces equipped with pmG-
convergence. We start with the following result:
Theorem 3.17. The space X endowed with the distance pGW is a complete and separable
metric space.
Proof.
Completeness. Let n 7→ Xn = [Xn, dn,mn, x¯n] ∈ X be a pGW-Cauchy sequence. Then for
k ∈ Z the sequence (Xn,[k]) ⊂ Xfm is pGfmW -Cauchy. With the same gluing procedure used in
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the proof of (C)⇒(B) in Theorem 3.15 we can find a complete separable space (Yk, dYk) and
isometric embeddings ιn,k : Xn → Yk, n ∈ N¯, such that
lim
n,m→∞
∣∣∣ log mn,[k](Xn)
mm,[k](Xm)
∣∣∣+ dYk(ιn,k(x¯n), ιm,k(x¯m)) +Wc((ιn,k)♯m˜n,[k], (ιm,k)♯m˜m,[k]) = 0,
(3.24)
the measures mn,[k] being defined as in (3.15) and m˜n,[k] being their normalization. In parti-
cular, we see that
the sequence n 7→ mn,[k](Xn) has limit zk ∈ (0,∞) for every k ∈ Z,
and that
the sequence n 7→ ιn,k(x¯n) has limit y¯k ∈ Yk for every k ∈ Z,
and from the completeness of (P(Yk),Wc) (recall (2.9)) we also deduce that there exists
nk ∈ P(Yk) such that Wc(nk, (ιn,k)♯m˜n,[k])→ 0 as n→∞. It is then clear that the sequence
of nonpointed metric measure spaces n 7→ [Xn, dn,mn,[k]] converges to [Yk, dYk , zknk] w.r.t.
G
fm
W .
Now fix k′ < k−2 and let fn : Yk → R be given by fn(x) := ζ
(
dYk(x, ιn,k(x¯n))2
−k′−1
)
. Let
y¯k ∈ Yk be the limit of n 7→ ιn,k(x¯n) (whose existence is granted by (3.24)) and notice that
(fn) uniformly converges to f(x) := ζ
(
dYk(x, y¯k)2
−k′−1
)
from which it follows that fnιn,kmn,[k]
weakly converges to zkfnk. In other words, for k
′ < k the space (Yk, dYk) and the embeddings
{ιn,k}n∈N can be used as competitor in the definition of GfmW ([Xn, dn,mn,[k′]], [Xm, dm,mm,[k′]])
to check that such sequence isGfmW -Cauchy. It is then clear that it converges to [Yk, dYk , zkfnk].
The same argument also gives
(zknk)(B2k′+2(y¯k)) ≥
∫
f dzknk = lim
n→∞
∫
fn dmn,[k]
≥ lim
n→∞
mn,[k′](B2k′+1(x¯n)) = limn→∞
mn,[k′](Xn) = zk′ > 0,
and being this true for every k′ < k−2, letting k′ ↓ −∞ we obtain y¯k ∈ supp(nk). This shows
that n 7→ Xn,[k] converges to (Yk, dk, nk, y¯k) w.r.t. pGfmW .
To conclude, we need to show that there exists a p.m.m. space Y := [Y, d, n, y¯] such that
Y[k] = [Yk, dk, nk, y¯k], but this also follows by the above compatibility argument. Indeed, for
k′ < k we know that there exists an isometry ιkk′ : (supp nk′ , dYk′ )→ (supp nk, dYk) such that
ιkk′(y¯k′) = y¯k and (ι
k
k′)♯nk′ = ζ(dYk(·, y¯k)2−k
′
)nk, hence the conclusion follows with the same
gluing argument we already used in the proof of (C)⇒(B) of Theorem 3.15.
Separability. We simply observe that the map
B : X →
∞∏
N=1
Mloc(G
N )
X 7→ (mNX )N∈N
is an homeomorphism of X with its image B(X) endowed with the product topology inherited
by
∏∞
N=1 Mloc(G
N ). Since this topology is separable and metrizable, we conclude that X is
separable as well.
22
Remark 3.18. It is worth to underline that for any given ψ as in (3.10), the space (Xψ,Dψ)
is not complete. The problem is that the condition x¯ ∈ supp(m) can be not satisfied in the
limit. 
Remark 3.19 (Different weight functions). In the proof of the implication (D)⇒(C) of
Theorem 3.15 we used the explicit formula (3.12) for the weight function ψ only to deduce
the bounds (3.20). The very same arguments used there actually show that the following
slightly stronger statement holds: if n 7→ Xn = [Xn, dn,mn, x¯n] is a sequence converging to
X∞ = [X∞, d∞,m∞, x¯∞] in the pmG-sense and ψ as in (3.10) is such that
Xn ∈ Xψ, ∀n ∈ N, and lim
R→∞
sup
n∈N
∫
Xn\BR(x¯n)
d
2(·, x¯n)ψ(d(·, x¯n)) dmn = 0,
(3.25)
then
lim
n→∞
D
ψ(Xn,X∞) = 0.
In particular, we see that if ψ1.ψ2 are as in (3.10) and ψ1(r) ≤ ψ2(r) for every r sufficiently
big, then Xψ2 ⊂ Xψ1 and
(Xn)n∈N¯ ⊂ Xψ2 , limn→∞D
ψ2(Xn,X∞) = 0 ⇒ lim
n→∞
D
ψ1(Xn,X∞) = 0.

Remark 3.20 (A limit case concerning weights). In connection with Remark 3.19 above it
is worth to underline that it may happen that (Xn) pmG-converges to X∞, that for some ψ
as in (3.10) we have Xn ∈ Xψ for every n ∈ N¯, yet that Dψ(Xn,X∞) does not go to 0.
An explicit example in this direction is given by Xn := [R, dEucl, µn, 0], n ∈ N¯, where dEucl
is the standard Euclidean distance and n 7→ µn ∈ P2(R) is a sequence weakly converging
to µ∞ ∈ P2(R) which is not W2-converging. Then the choice ψ ≡ 1 produces the desired
behavior.
It is then easy to see that if Xn ∈ Xψ for every n ∈ N¯ and Xn pmG→ X∞ but Dψ(Xn,X∞)
does not go to 0, then for every ψ′ such that limr→∞
ψ′(r)
ψ(r) = 0 we have D
ψ′(Xn,X∞)→ 0, as
the faster decrease of ψ′ ensures the 2-uniform integrability of the rescaled measures. 
Remark 3.21 (Distortion distances). In [35] Sturm introduced the distortion distance be-
tween normalized m.m. spaces. The induced notion of convergence of sequences of m.m.
spaces can easily be adapted to the case of p.m.m. spaces along the same lines used here.
Then Corollary 2.10 of [35] shows that for a given sequence (Xn) of normalized p.m.m. spaces
with uniformly bounded diameter, convergence in the distortion distance to a limit space X∞
is equivalent to pmG-convergence. 
By a diagonal argument, the characterization of Gromov-weak convergence given by The-
orem 3.15(C), and Proposition 7.1 in [23] we obtain the following compactness result.
Corollary 3.22 (Compactness). Let Xn = [Xn, dn,mn, x¯n], n ∈ N be a sequence of
p.m.m. spaces and let Xn,[k] be defined as in (3.16). (Xn)n∈N is precompact in X if and
only if for every k ∈ Z the sequence (Xn,[k])n∈N is precompact in Xfm.
In particular (Xn)n∈N is precompact in X if and only if
1. for every k ∈ Z the sequence n 7→ log (mn(B2k(x¯k))) is bounded;
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2. for every k ∈ Z and ε > 0 there exists Nε,k ∈ N and subsets Xε,k,n ⊂ B2k(x¯n) ⊂ Xn,
n ∈ N, such that mn(B2k(x¯n) \Xε,k,n) ≤ ε and Xε,k,n can be covered by at most Nε,k balls
of radius ε.
We conclude the section pointing out that the extrinsic approach to pmG-convergence is
the only one, out of the 4 that we analyzed, which relies on some additional structure: it
needs not only the equivalence classes {Xn}n∈N¯, but also the space (X, d) and the isometric
embeddings {ιn}n∈N¯.
As said, we refer to such (X, d) and ιn’s as an effective realization of the pmG-convergence.
To choose an effective realization amounts, in a sense, to choose ‘the way the Xn’s are con-
verging to X∞’. To see this, consider the following definition:
Definition 3.23 (Convergence of points belonging to converging spaces). Let Xn =
[Xn, dn,mn, x¯n] be converging to X∞ = [X∞, d∞,m∞, x¯∞] in the pmG-sense and (X, d),
{ιn}n∈N¯ an effective realization of the convergence.
Then we say that n 7→ xn ∈ supp(mn) is converging to x∞ ∈ supp(m∞) via such realization
provided
d
(
ιn(xn), ι∞(x∞)
)→ 0,
as n→∞.
In other words, we are identifying (Xn, dn,mn, x¯n) with the isomorphic space
(X, d, (ιn)♯mn, ιn(x¯n)), n ∈ N¯, and then reading the convergence at the level of points in
X.
It is possible to see that if the limit space X∞ admits no non-trivial automorphisms, then
such notion of convergence is in fact independent on the effective realization (this is in fact an
if-and-only-if, the argument makes use of the compactness given by Proposition 3.2, we omit
the details). Yet, in general, to fix an effective realization truly affects this convergence; to
see this just consider the case where all the Xn’s are R
2 equipped with the Euclidean distance,
the Lebesgue measure and pointed at the origin. It is then clear that in embedding all of
them in a common, say, R2, we are free to ‘rotate’ each one of any desired angle.
In this sense, to fix an effective realization is a non-intrinsic choice. Yet, from the technical
point of view to have at disposal the above notion of convergence of points is very useful in
order both to state and to prove results about converging sequences of spaces. Hence we shall
adopt this point of view when speaking of pmG-convergence of spaces with a lower bound on
the Ricci, see Remark 4.6. The fact that the results proven this way are intrinsic can then be
recovered noticing that they do not rely on the particular effective realization chosen.
3.5 Relation with pointed measured Gromov-Hausdorff convergence
We now analyze the relation between pmG-convergence and pointed measured Gromov-
Hausdorff convergence. The definition below is adapted from Definition 8.1.1 in [15] adding
the requirement of weak convergence at the level of measures.
Definition 3.24 (Pointed measured Gromov Hausdorff convergence). Let (Xn, dn,mn, x¯n),
n ∈ N¯, be pointed metric measure spaces as in (3.1a,b). We say that (Xn, dn,mn, x¯n) →
(X∞, d∞,m∞, x¯∞) in the pointed measured Gromov Hausdorff (pmGH) sense, provided for
any ε,R > 0 there exists N(ε,R) ∈ N such that for all n ≥ N(ε,R) there exists a Borel map
fR,εn : BR(x¯n)→ X∞ such that
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• fR,εn (x¯n) = x¯∞,
• supx,y∈BR(x¯n) |dn(x, y)− d∞(fR,εn (x), fR,εn (y))| ≤ ε,
• the ε-neighborhood of fR,εn (BR(x¯n)) contains BR−ε(x¯∞),
• (fR,εn )♯(mn|BR(x¯n)) weakly converges to m∞|BR(x∞) as n→∞, for a.e. R > 0.
Remark 3.25 (All the space matters). Notice the technical difference between this definition
and the one of pmG-convergence. Here the entire sets Xn, n ∈ N¯, matter, and not only the
portion supp(mn). This means in particular that this notion of convergence is only defined
for p.m.m. spaces and not for their equivalence classes.
It is certainly possible to force the choice of the representative in the class by requiring
to deal with spaces (X, d,m, x¯) such that supp(m) = X, but this would produce examples of
non-convergence like the one discussed at the end of the introduction. 
Remark 3.26 (Uniform vs weak convergence). Another, more important, difference between
pmGH convergence and pmG-convergence is that in the pmGH case distances are asked to
converge uniformly on bounded sets, whereas for pmG the convergence of distances is only
required implicitly via the weak convergence of measures. This means that in the pmG-case
distances are only required to converge in an appropriate weighted, or weak, sense. 
Remark 3.27. Due to the aforementioned uniform convergence on bounded sets, typically
when speaking about pmGH-convergence one assumes the spaces to be proper (i.e. bounded
closed set are compact). We didn’t do so just to keep a slightly higher level of generality, but
this is not the main point in the discussion. 
It is worth to point out that the maps fR,εn in the definition of pmGH-convergence can be
chosen to be independent on R, ε:
Proposition 3.28 (Equivalent definition of pointed mGH convergence). Let (Xn, dn,mn, x¯n),
n ∈ N¯, be pointed metric measure spaces as in (3.1a,b). Then the following are equivalent.
A) (Xn, dn,mn, x¯n) → (X∞, d∞,m∞, x¯∞) in the pointed measured Gromov-Hausdorff
sense.
B) There are sequences Rn ↑ +∞, εn ↓ 0 and Borel maps fn : Xn → X∞ such that
1) fn(x¯n) = x¯∞,
2) supx,y∈BRn (x¯n) |dn(x, y)− d∞(fn(x), fn(y))| ≤ εn,
3) the εn-neighborhood of fn(BRn(x¯n)) contains BRn−εn(x¯∞),
4) for any ϕ ∈ Cb(X∞) with bounded support it holds lim
n→∞
∫
ϕ ◦ fn dmn =
∫
ϕdm∞.
Proof. The implication (B)⇒ (A) is obvious, so we prove (A) ⇒ (B). Let R¯k ↑ +∞, ε¯k ↓ 0
be two arbitrary sequences and put Nk := N(ε¯k, R¯k). It is not restrictive to assume that
Nk+1 > Nk for any k ∈ N and that Nk ↑ +∞. Define Rn ↑ +∞ and εn ↓ 0 as: Rn and εn are
arbitrary for n < N1, while for Nk ≤ n < Nk+1 we put Rn := R¯k and εn := ε¯k.
The functions fn : Xn → X∞ are then defined as follows: fn is arbitrary for n < N1, for
Nk ≤ n < Nk+1, fn is arbitrary on BcRn(x¯n) as well, while on BRn(x¯n) we put fn := f
Rn,εn
n .
Possibly redefining (Rn), (εn) and (fn) for n < N1 in order to achieve (B2) and (B3) even
for small n’s, it is readily checked that the construction gives the thesis.
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Remark 3.29. With a little bit of work one can see that if the spaces (Xn, dn), n ∈ N are
length spaces (i.e. the distance is realized as infimum of length of curves), then (B) above
can be replaced by
B’) There are sequences Rn ↑ +∞, εn ↓ 0 and Borel maps fn : Xn → X∞ such that
1’) fn(x¯n) = x¯∞,
2’) supx,y∈BRn (x¯n) |dn(x, y)− d∞(fn(x), fn(y))| ≤ εn and f(BRn(x¯n)) ⊂ BRn(x¯∞)
3’) the εn-neighborhood of fn(BRn(x¯n)) contains BRn(x¯∞)
4’) for any ϕ ∈ Cb(X∞) with bounded support it holds lim
n→∞
∫
ϕ ◦ fn dmn =
∫
ϕdm∞.
Indeed, starting from (B) we double εn to achieve (3
′), then we modify a bit fn so that the
image of fn(BRn(x¯n)) of BRn(x¯n) is contained in BRn(x¯∞), in this way we achieve (2)
′: this is
done by shrinking a bit the original image along almost minimizing curves connecting to x¯∞.
With this procedure we alter distances of at most 3εn, thus we keep the desired convergence.
The approach (B′) is the one chosen by Villani in Definition 27.30 (third part) of [36], so
that all the stability statements proved in Chapter 29 of [36] under pointed mGH convergence
are still true in our framework provided the involved spaces are length spaces (which will be
always the case in the paper).
Let us finally mention that (B′) gives the same convergence as the Gromov-Hausdorff-
Prokhorov metric studied in [31] in case of locally compact length spaces endowed with locally
finite measures; here the authors prove that such a metric induces a structure of Polish space
on the equivalence classes of p.m.m.s. as above. 
Due to Remark 3.26, the following result is not surprising.
Proposition 3.30 (From pmGH to pmG-convergence). Let (Xn, dn,mn, x¯n), n ∈ N, be
p.m.m. spaces converging to (X∞, d∞,m∞, x¯∞) in the pmGH-sense. Then [Xn, dn,mn, x¯n]→
[X∞, d∞,m∞, x¯∞] w.r.t. pmG-convergence.
Proof. Let (Rn), (εn) and (fn) as in part (B) of Proposition 3.28. Define Y := ⊔n∈N¯Xn and
the separable pseudodistance d on Y as
d(y1, y2) :=


dn(y1, y2), if y1, y2 ∈ Xn,
d∞(y1, y2), if y1, y2 ∈ X∞,
inf
y′1∈BRn (xn)
dn(y
′
1, y1) + d∞(fn(y
′
1), y2), if y1 ∈ Xn, y2 ∈ X∞,
d(y2, y1), if y1 ∈ X∞, y2 ∈ Xn.
Identifying points x, y ∈ Y such that d(x, y) = 0 and taking if necessary the completion, it is
easy to see that (Y, d) is complete and separable. Also, it holds
d(y, fn(y)) ≤ εn ∀y ∈ Xn ⊂ Y, such that d(y, x¯n) ≤ Rn.
By definition we have d(x¯n, x¯∞) = εn ↓ 0.
Let us now prove that
φ(r) := sup
n
mn(Br(x¯n)) <∞ for every r ≥ 0;
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Let us set ε := supn εn and observe that choosing ϕ(y) := 0 ∨ (r + 1 + ε − d(y, x¯∞)) ∧ 1 we
have
ϕ(fn(y)) = 1 if y ∈ Xn ∩Br(x¯n) and Rn ≥ r,
so that B4) yields
lim sup
n→∞
mn(Br(x¯n)) ≤ lim sup
n→∞
∫
Xn
ϕ ◦ fn dmn =
∫
X
ϕdm∞ ≤ m∞(Br+1+ε(x¯∞)).
In order to conclude our proof it is sufficient to check that
lim
n→∞
∫
ζ dmn =
∫
ζ dm∞ (3.26)
for every ζ ∈ Cbs(Y ). A standard approximation argument (see e.g. [5, § 5.1]) shows that in
is not restrictive to assume ζ 1-Lipschitz. If supp(ζ) ⊂ BR(x¯∞) and R+ ε ≤ Rn we have∣∣∣ ∫ ζ dmn − ∫ ζ ◦ fn dmn∣∣∣ ≤ ∫
BR+ε(x¯n)
|ζ − ζ ◦ fn|dmn ≤ φ(R + ε)εn → 0 as n ↑ ∞.
(3.26) then follows by B4).
It is worth underlying the difference between ‘uniform’ and ‘weak’ convergence of distances
alluded to in Remark 3.26 with an explicit example (see also the end of the introduction).
Example 3.31. Let Xn := [0, 1−1/n]∪[2, 2+1/n] ⊂ R andX∞ := [0, 1], all of them endowed
with the (restriction of) Euclidean distance and Lebesgue measure. The fact that diamXn ≥ 2
for every n ∈ N and diamX∞ = 1 shows that there is no (pointed) mGH convergence of Xn
to X∞. On the other hand, pmG-convergence is obvious. 
Hence in general pmG-convergence does not imply pointed mGH convergence. A natural
assumption which allows to have such reverse implication is to assume the spaces to be
uniformly doubling. Recall that (X, d,m) is called c-doubling provided it holds
m(B2R(x)) ≤ cm(BR(x)), ∀x ∈ X, R > 0. (3.27)
Notice that the doubling condition imposed as in (3.27) forces supp(m) = X and in particular
it does not pass to the quotient to a condition on equivalence classes of p.m.m. spaces (to get
such property one could impose (3.27) only for x ∈ supp(m)).
It is easy to see that a family of bounded and c-doubling spaces is uniformly totally
bounded (i.e. for any ε there exists nε such that each of the spaces can be covered by at most
nε balls of radius ε), whence the following compactness criterion holds (see e.g. Theorem
8.1.10 of [15] for a proof).
Lemma 3.32. Let (Xn, dn,mn, x¯n), n ∈ N, be a sequence of p.m.m. spaces as in (3.1a),
(3.1b). Assume that for some c > 0, all of them are c-doubling and there exists r > 0 such
that supnmn(Br(x¯n)) <∞.
Then the sequence is precompact in the pmGH topology and any limit space
(X∞, d∞,m∞, x¯∞) is c-doubling as well.
Under the doubling assumption, we can show that pmG-convergence implies pmGH con-
vergence (following the lines used by Sturm in [33]).
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Proposition 3.33 (From pmG to pmGH). Let (Xn, dn,mn, x¯n), n ∈ N¯, be p.m.m. spaces as
in (3.1a,b). Assume that
i) [Xn, dn,mn, x¯n]→ [X∞, d∞,m∞, x¯∞] w.r.t. pmG-convergence,
ii) supp(m∞) = X∞,
iii) for some c > 0 the spaces (Xn, dn,mn) are all c-doubling.
Then (Xn, dn,mn, x¯n)→ (X∞, d∞,m∞, x¯∞) in the pmGH sense.
Proof. Assumption (iii) and Lemma 3.32 give that some subsequence k 7→
(Xnk , dnk ,mnk , x¯nk) converges to some (X
′
∞, d
′
∞,m
′
∞, x¯
′
∞) in the pointed measured
Gromov-Hausdorff sense.
Proposition 3.30 shows that k 7→ [Xnk , dnk ,mnk , x¯nk ] converges to [X ′∞, d′∞,m′∞, x¯′∞]
w.r.t. pmG-convergence as well. Hence [X ′∞, d
′
∞,m
′
∞, x¯
′
∞] = [X∞, d∞,m∞, x¯∞] and re-
calling the approach to pmG-convergence given by the extrinsic approach (Definition 3.9),
Proposition 3.28 and using assumption (ii) we easily deduce that k 7→ (Xnk , dnk ,mnk , x¯nk)
pmGH-converges to (X∞, d∞,m∞, x¯∞).
Being this result independent on the converging subsequence chosen at the beginning, the
thesis is proved.
4 Stability of lower Ricci curvature bounds under pmG-
convergence
4.1 Preliminaries
4.1.1 Relative entropy
From now on, we shall only work with p.m.m. spaces as in (3.1) such that the bound
m(Br(x¯)) ≤ c1ec2r2 , ∀r > 0, (4.1)
holds for some c1, c2. As we shall see in Remark 4.4 below, such restriction is fully justified
when working on CD(K,∞) spaces.
Given a p.m.m. space (X, d,m, x¯) as in (3.1a,b) satisfying (4.1), the relative entropy func-
tional Entm : P2(X)→ R ∪ {+∞} is defined as
Entm(µ) :=


∫
ρ log(ρ) dm if µ = ρm≪ m,
+∞ otherwise.
(4.2)
To check that this is a good definition, recall that if the reference measure m is a probability
measure, then it is well known that Entm is lower semicontinuous w.r.t. weak convergence
and non negative. For spaces satisfying (4.1), we pick C > c2 and define
z :=
∫
e−Cd
2(x,x¯) dm(x) ∈ (0,∞), so that m˜ := 1
z
e−Cd
2(·,x¯)
m ∈ P2(X). (4.3)
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Then we observe that for µ = ρm it holds µ = zρeCd
2(·,x¯)
m˜ and that since m˜ ∈ P(X), the
negative part of ρ log(ρ) is in L1(m), so that we get
Entm(µ) = Entm˜(µ)− C
∫
d
2(·, x¯) dµ− log z. (4.4)
In particular, the definition in (4.2) is well-posed and Entm is lower semicontinuous w.r.t. W2.
We will denote by D(Entm) ⊂ P2(X) the set of µ’s such that Entm(µ) <∞.
A crucial property of the relative entropy w.r.t. probability measures is that it is jointly
lower semicontinuous w.r.t. weak convergence on the two variables, i.e.
(m˜n), (µn) ⊂ P(X),
m˜n → m˜∞ ∈ P(X) weakly
µn → µ∞ ∈ P(X) weakly

 ⇒ Entm˜∞(µ∞) ≤ limn→∞Entm˜n(µn). (4.5)
See for instance [36, Theorem 29.20], [11, Lemma 6.2] for a proof.
4.1.2 Compactness criterions
Let (Z, dZ) be a complete and separable metric space.
A useful fact that we will often use in the following is that sublevels of the relative entropy
w.r.t. probability measures are automatically tight:
Proposition 4.1. Let (Z, dZ) be a complete separable metric space and let (m˜n), (µn) ⊂ P(Z)
be two sequences of measures. Assume that (m˜n) is tight and that supn Entm˜n(µn) <∞.
Then (µn) is tight as well.
Proof. Notice that r 7→ r log(r) is convex and bounded from below by −1e . Hence by Jensen’s
inequality, for any Borel set E ⊂ Z and for µn = ρnm˜n it holds
µn(E) log
(
µn(E)
m˜n(E)
)
≤
∫
E
ρn log(ρn) dm˜n ≤ Entm˜n(µn) +
m˜n(Z \ E)
e
≤ sup
n
Entm˜n(µn) +
1
e
.
Hence if supn m˜n(Ek) → 0, then also supn µn(Ek) → 0. Conclude using the tightness of
(m˜n).
4.1.3 Geodesics
Let (Z, dZ) be a complete and separable metric space and z
0, z1 ∈ Z. A curve [0, 1] ∋ t 7→
zt ∈ Z is said geodesic connecting z0 to z1 provided z0 = z0, z1 = z1 and
dZ(zt, zs) = |s− t|dZ(z0, z1), ∀t, s ∈ [0, 1].
The set of all geodesics is denoted by Geo(Z) and it is a closed subset of the complete
and separable metric space C0([0, 1];Z) endowed with the sup distance (possibly reduced to
trivial constant curves, if Z has no geodesics connecting two distinct points). We will denote
by et : C
0([0, 1];Z) → Z, t ∈ [0, 1], the evaluation map et(z) := zt.
A geodesic (νt) ⊂ P2(Z) w.r.t. the W2 distance can always be lifted to a ‘geodesic plan’
on P(Geo(Z)) in the following sense (see [26] for a proof):
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Proposition 4.2. Let (νt) ⊂ P2(Z) be a geodesic in (P2(Z),W2). Then there exists a plan
pi ∈ P(Geo(Z)) such that
(et)♯pi = νt, ∀t ∈ [0, 1],
W 22 (ν0, ν1) =
∫
d
2
Z(γ0, γ1) dpi(γ).
4.1.4 CD(K,∞) spaces
Definition 4.3 (CD(K,∞) spaces). Let K ∈ R. We say that a (pointed) metric measure
space (X, d,m, x¯) as in (3.1a,b) with (4.3) has Ricci curvature bounded from below by K ∈ R
provided for any µ0, µ1 ∈ D(Entm) there exists a W2-geodesic (µt) such that µ0 = µ0, µ1 = µ1
and
Entm(µt) ≤ (1− t)Entm(µ0) + tEntm(µ1)− K
2
t(1− t)W 22 (µ0, µ1).
Notice that in this definition, only the portion of the space in supp(m) plays a role, because
if µ(X \ supp(m)) > 0 then certainly Entm(µ) = ∞. It follows that the property of being
a CD(K,∞) space passes to the quotient and is well defined for equivalence classes X∗,X of
m.m. spaces and p.m.m. spaces respectively.
Remark 4.4. In the present approach, we defined the relative entropy only on spaces satis-
fying the exponential growth condition (4.3), which grants, as already noticed, that Entm is
well defined and W2-lower semicontinuous on (P2(X),W2).
It would be possible to define the relative entropy functional also on general p.m.m. spaces
not satisfying (4.3), e.g. by restricting its domain of definition: if m is finite on bounded
sets, then certainly Entm is well defined on probability measures with bounded support (see
also, e.g., [33] for a different approach). It is however important to underline that whatever
- meaningful - definition of Entm one chooses, on a CD(K,∞) space (X, d,m), for every
x¯ ∈ supp(m) the volume function v(r) := m(Br(x¯)) satisfies the exponential growth rate
v(R) ≤ c(ε, v(2ε), v(2ε)/v(ε)) exp
(
(1 +K−)R
2
)
for every R ≥ 2ε > 0, (4.6)
where c : [0,∞) × [0,∞) × (0,∞) → (0,∞) is a constant continuously depending on its
parameters, see the argument in Theorem 4.24 in [33]. In particular, (4.3) always holds on
CD(K,∞) spaces. 
4.2 Setting up the problem
We now discuss the stability of lower Ricci curvature bounds under pmG-convergence. To this
aim, notice that Proposition 3.33 and Remark 3.29 imply that all the curvature dimension con-
ditions CD(K,N), CD∗(K,N), MCP(K,N) with finite N are stable w.r.t. pmG-convergence
(see [34], [27], [13] for the various definitions). Indeed if (X, d,m) fulfills any of these, it
is doubling and (supp(m), d) is geodesic. Hence we can apply first Proposition 3.33 to get
that the considered sequence is converging in the pointed mGH sense, then use Remark 3.29
to reduce to the definition of pointed mGH convergence used by Villani and finally use his
stability statements Theorem 29.25 in [36] (he deals only with CD(K,N), but the proofs
directly generalize to CD∗(K,N) and MCP(K,N) - also, it should be pointed out that there
are slight variants in the definition of CD(K,N), but all of these are stable w.r.t. pointed
mGH convergence and hence w.r.t. pmG-convergence).
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Therefore the only case left out of the analysis is the one of CD(K,∞) spaces, as this
condition does not enforce doubling nor any sort of local compactness. In the rest of the work
we thus concentrate on convergence of this sort of spaces.
In order to fix the ideas and the notation that will be used later on, we start with the
following simple proposition:
Proposition 4.5. Let (Xn, dn,mn, x¯n) be a sequence of CD(K,∞) spaces converging to
(X∞, d∞,m∞, x¯∞) under pmG-convergence.
Then there exists a constant c1 > 0 such that
mn(BR(x¯n)) ≤ c1 exp
(
(1 +K−)R
2
)
for every n ∈ N, R ≥ 0, (4.7)
and choosing
ψ(r) := e−Cr
2
with C > 1 +K−,
we have
Xn := [Xn, dn,mn, x¯n] ∈ Xψ for every n ∈ N¯ and lim
n→∞
D
ψ
(
Xn,X∞
)
= 0.
Proof. Choosing e.g. ε = 1 in (4.6) and observing that
lim inf
n→∞
mn(B1(x¯n)) ≥ m∞(B1(x¯∞)) > 0, lim sup
n→∞
mn(B2(x¯n)) ≤ m∞(B3(x¯∞)) <∞,
(4.6) yields the uniform bound (4.7). The other assertions follow from Theorem 3.15 and
Remark 3.19, noticing that the property (3.25) holds for the chosen ψ.
We collect in the next remark the main assumptions and notation that we are going to
use in the rest of the paper.
Remark 4.6 (Main assumptions and notation).
- Xn := [Xn, dn,mn, x¯n], n ∈ N, is a given family of p.m.m. spaces pmG-converging to a
limit space X∞ := [X∞, d∞,m∞, x¯∞].
- There is a complete and separable space (X, d) containing isometrically all the (Xn, dn),
n ∈ N¯ and which realizes the extrinsic convergence as in Definition 3.9. In particular
lim
n→∞
d(x¯n, x¯∞) = 0.
- For some C > 0 we have Xn ∈ Xψ for every n ∈ N¯, where ψ(r) := e−Cr2 and
D
ψ(Xn,X∞) → 0 as n → ∞. In particular, for some c1, c2 > 0 all the spaces Xn,
n ∈ N¯, satisfy the bound (4.1).
- According to (4.3), for n ∈ N¯ we define
zn :=
∫
e−Cd
2
n(x,x¯n) dmn(x), and m˜n :=
1
zn
e−Cd
2
n(·,x¯n)mn ∈ P2(Xn) ⊂ P2(X),
so that the convergence in (Xψ,Dψ) gives
lim
n→∞
zn = z∞, lim
n→∞
W2(m˜n, m˜∞) = 0.
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- We shall say that n 7→ xn ∈ supp(mn) converges to x∞ ∈ supp(m∞) provided
limn→∞ d(xn, x∞) = 0.
- We shall say that n 7→ µn ∈ P(supp(mn)) weakly converges to µ ∈ P(supp(m∞))
provided (µn) weakly converges to µ∞ as sequence in P(X). Similarly for measures in
P2(supp(mn)) and W2-convergence.

Notice that we are directly assuming that (X, d) contains isometrically the Xn’s rather
then asking for the existence of isometric embeddings. Up to identify (Xn, dn) with its iso-
metric image this is always possible, but this particular choice allows to avoid to introduce
the isometric embeddings ιn, thus simplifying the notation.
In line with the discussion made at the end of Section 3.4, we also point out that although
the choice of the space (X, d) is non-intrinsic and might affect the notion of convergence of
points and measures as given above (in line with Definition 3.23), in fact all the statements
that we are going to prove are intrinsic in nature, being independent of the particular choice
made. We won’t insist on this point any further.
4.3 Stability of CD(K,∞)
We start our discussion on the stability of Ricci curvature bounds. The first result is about
so-called Γ-convergence of the relative entropies w.r.t. W2-convergence.
Proposition 4.7 (Γ-convergence of the Entropies). With the same assumptions and notation
as in Remark 4.6, the sequence of relative entropies (Entmn) Γ-converges to Entm∞ w.r.t. the
W2-convergence, i.e.:
• Γ− lim inf for any µ∞ ∈ P2(X∞) and any sequence (µn) such that W2(µn, µ∞) → 0
we have
Entm∞(µ∞) ≤ lim
n→∞
Entmn(µn),
• Γ− lim sup for any µ∞ ∈ P2(X∞) there exists a sequence (µn) such that W2(µn, µ∞)→
0 and
Entm∞(µ∞) ≥ limn→∞Entmn(µn). (4.8)
Proof.
Γ-lim inf. Let (µn) ⊂ P2(X) be a sequence W2-converging to some µ∞ ∈ P2(X). By
Proposition 2.3 we have
∫
d2(·, x¯n) dµn →
∫
d2(·, x¯∞) dµ∞. Thus from (4.4) and the fact that
zn → z∞ ∈ (0,∞), to conclude it is enough to check that
lim
n→∞
Entm˜n(µn) ≥ Entm˜∞(µ∞),
which follows by (4.5).
Γ-lim sup. Using (4.4) and zn → z∞, to conclude it is enough to prove that for any µ∞ ∈
P2(X) there exists a sequence (µn) ⊂ P2(X) W2-converging to µ∞ and such that
lim
n→∞
Entm˜n(µn) ≤ Entm˜∞(µ∞).
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The proof of this fact is not new (see for instance [11, Lemma 6.2]), but for completeness let
us recall the arguments.
If Entm˜∞(µ∞) = ∞ there is nothing to prove. Thus we can assume that µ∞ ≪ m˜∞. Let
µ∞ = ρm˜∞ and assume for the moment that ρ is bounded.
For any n ∈ N, let γn ∈ Opt(m˜∞, m˜n) be an optimal plan. Define γ ′n ∈ P2(X2) as
dγ′n(x, y) := ρ(x)dγn(x, y) and µn := π
2
♯γ
′
n ∈ P2(X). By construction, γ ′n ≪ γn, hence
µn ≪ π2♯γn = m˜n. Let µn = ηnm˜n. It is readily checked from the definition that it holds
ηn(y) =
∫
ρ(x) d(γn)y(x), where {(γn)y} is the disintegration of γn w.r.t. the projection on
the second marginal. By Jensen’s inequality applied to the convex function u(z) = z log(z)
we have
Entm˜n(µn) =
∫
u(ηn) dm˜n =
∫
u
(∫
ρ(x) d(γn)y(x)
)
dm˜n(y)
≤
∫∫
u(ρ(x)) d(γn)y(x) dm˜n(y) =
∫∫
u(ρ(x)) dγn(x, y)
=
∫
u(ρ) dπ1♯γn =
∫
u(ρ) dm˜∞ = Entm˜∞(µ∞).
Since by construction we have γ′n ∈ Adm(µ∞, µn), it holds
W 22 (µ∞, µn) ≤
∫
d
2(x, y) dγ ′n(x, y) =
∫
ρ(x)d2(x, y) dγn(x, y) ≤
(
sup ρ
)
W 22 (m˜∞, m˜n),
and therefore W2(µ∞, µn)→ 0. Thus in this case the thesis is proved.
If ρ is not bounded, for k ∈ N define ρk := ckmin{ρ, k}, ck being such that µk := ρkm˜∞ ∈
P2(X). Clearly, it holds
lim
k→∞
Entm˜∞(µ
k) ≤ Entm˜∞(µ∞), lim
k→∞
W2(µ
k, µ∞) = 0.
Then apply the previous argument to µk and conclude with a diagonalization argument.
We shall also make use of the following general 2-uniform integrability criterion:
Proposition 4.8. Let (Y, d) be a complete and separable metric space and (µn), (νn) ⊂ P2(Y )
two 2-uniformly integrable sequences. Assume that for every n ∈ N there exists a W2-geodesic
t 7→ µn,t connecting µn to νn.
Then the family {µn,t}n∈N,t∈[0,1] is 2-uniformly integrable.
Proof. For every n ∈ N, let pin ∈ P(Geo(Y )) be a plan representing the geodesic t 7→ µn,t as
in Proposition 4.2. Clearly it holds∫
BcR(x¯)
d
2(x¯, ·) dµn,t =
∫
{γ:d2(x¯,γt)>R}
d
2(x¯, γt) dpin(γ), ∀R > 0, t ∈ [0, 1], n ∈ N. (4.9)
The trivial inequality
d(γt, x¯) ≤ 2
(
d(γ0, x¯) + d(γ1, x¯)
)
,
ensures that {γ : d(γt, x¯) > R} ⊂ A0R ∪A1R, where A0R, A1R ⊂ Geo(Y ) are given by
A0R :=
{
γ : d(γ0, x¯) ≥ R/4, d(γ0, x¯) ≥ d(γ1, x¯)
}
,
A1R :=
{
γ : d(γ1, x¯) ≥ R/4, d(γ1, x¯) ≥ d(γ0, x¯)
}
.
33
From the bound
d(γt, x¯) ≤ 2
(
d(γ0, x¯) + d(γ1, x¯)
) ≤ 4d(γ0, x¯), ∀γ ∈ A0R,
we get ∫
A0R
d
2(γt, x¯) dpin(γ) ≤ 16
∫
A0R
d
2(γ0, x¯) dpin(γ) ≤ 16
∫
Bc
R/4
(x¯)
d
2(·, x¯) dµn.
Arguing symmetrically for A1R and taking (4.9) into account we obtain∫
BcR(x¯)
d
2(x¯, ·)dµn,t ≤ 16
∫
Bc
R/4
(x¯)
d
2(·, x¯) dµn + 16
∫
Bc
R/4
(x¯)
d
2(·, x¯) dνn,
for any R > 0, t ∈ [0, 1], n ∈ N, and the conclusion follows from the 2-uniform integrability
of (µn), (νn).
With these tools at disposal, we can now prove the general stability of the CD(K,∞)
condition along the same lines used by Lott-Villani [27] and Sturm [33]:
Theorem 4.9 (Stability of CD(K,∞)). Let Xn, n ∈ N, be a sequence of CD(K,∞)
p.m.m. spaces converging to X∞ in the pmG-convergence. Then X∞ is a CD(K,∞) space as
well.
Proof. By Proposition 4.5, without loss of generality we may use the assumptions and notation
of Remark 4.6.
Let µ∞, ν∞ ∈ D(Entm∞). Use the Γ− lim inequality in Proposition 4.7 to find sequences
(µn), (νn) ⊂ P2(X) which W2-converge to µ∞, ν∞ respectively and satisfy
lim
n→∞
Entmn(µn) ≤ Entm∞(µ∞), limn→∞Entmn(νn) ≤ Entm∞(ν∞). (4.10)
In particular, for n large enough we have µn, νn ∈ D(Entmn), thus by assumption there are
W2-geodesics t 7→ µn,t connecting µn to νn such that
Entmn(µn,t) ≤ (1− t)Entmn(µn) + tEntmn(νn)−
K
2
t(1− t)W 22 (µn, νn). (4.11)
Therefore, for n large enough the values of Entmn(µn,t) are uniformly bounded in n, t. Since
the second moments of µn,t are also - clearly - uniformly bounded in n, t, from (4.4) and
zn → z∞ ∈ (0,∞) we deduce that the values of Entm˜n(µn,t) are uniformly bounded in n, t,
as well. Hence by Proposition 4.1, for every t ∈ [0, 1] the sequence n 7→ µn,t is tight. From
Proposition 4.8 we also know that it is 2-uniformly integrable, thus it is relatively compact
in (P2(X),W2) (Theorem 2.2 and Proposition 2.3).
Since geodesics are equi-Lipschitz, applying the metric version of Arzela`-Ascoli Theo-
rem we find a subsequence nk ↑ +∞ and a limit geodesic (µ∞,t) ⊂ P2(X) such that
W2(µnk,t, µ∞,t)→ 0 as k →∞ for every t ∈ [0, 1]. Hence the Γ− lim inequality in Proposition
4.7 yields
lim
k→∞
Entmn(µn,t) ≥ Entm∞(µ∞,t) for every t ∈ [0, 1]. (4.12)
The inequalities (4.10), (4.11) and (4.12) give
Entm∞(µ∞,t) ≤ (1− t)Entm∞(µ∞) + tEntm∞(ν∞)−
K
2
t(1− t)W 22 (µ∞, ν∞),
for any t ∈ [0, 1].
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5 Compactness and stability of the heat flows
Aim of this section is to show that the gradient flow of the relative entropy is stable w.r.t. pmG-
convergence under a uniform CD(K,∞) condition. We call such gradient flow ‘heat flow’ by
analogy with the common Euclidean setting.
5.1 Preliminaries
5.1.1 Absolutely continuous curves
Let (Z, dZ) be a complete separable metric space and I ⊂ R a non trivial interval. A curve
I ∋ t 7→ zt ∈ Z is absolutely continuous (resp. locally absolutely continuous) provided there
exists a function f ∈ L1(I) (resp. in L1loc(I)) such that
dZ(zt, zs) ≤
∫ s
t
f(r) dr, ∀t, s ∈ I, t < s. (5.1)
For absolutely continuous (resp. locally a.c.) curves, the limit limh→0
dZ(zt+h,zt)
|h| exists for
a.e. t ∈ I, defines an L1(I) (resp. L1loc(I)) function denoted by |z˙t| called metric speed, and
it is the minimal function - in the a.e. sense - that can be put in the right hand side of (5.1)
(see Theorem 1.1.2 in [5] for a proof). We denote by ACp(I;Z) the space of all absolutely
continuous curves with metric derivative in Lp(I).
The map
C(I, Z) ∋ γ 7→ E2[γ] :=


∫
I
|γ˙t|2 dt, if γ ∈ AC2(I;Z),
+∞, otherwise,
is lower semicontinuous. In the following we will often write the expression
∫
I |γ˙t|2 dt even for
curves γ not absolutely continuous, in this case the value will be understood as +∞ implicitly.
Given an absolutely continuous curve µ ∈ AC(I; (P2(Z),W2)), we will denote by |µ˙t| its
metric speed in the space (P2(Z),W2). If pi ∈ P(C(I, Z)) is a plan satisfying (et)♯pi = µt
for any t ∈ I, it is easy to see that it holds∫
I
|µ˙t|2 dt ≤
∫
E2[γ] dpi(γ), (5.2)
In [26] it has been showed that with an appropriate selection of pi equality can hold in (5.2):
Proposition 5.1. Let (Z, dZ) be complete and separable and µ ∈ AC2(I; (P2(Z),W2)). Then
there exists pi ∈ P(C(I, Z)) such that
(et)♯pi = µt for any t ∈ I,
∫
I
|µ˙t|2 dt =
∫
E2[γ] dpi(γ). (5.3)
5.1.2 Bits of Sobolev calculus
In what follows (specifically, Proposition 5.12), we will need to deal with a little bit of Sobolev
calculus. Here we recall the basic definitions and facts used later.
There are several, equivalent, definitions of Sobolev functions from a metric measure space
(X, d,m) to R: we consider here only the case p = 2 following the approach proposed in [8];
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we refer to [9, 1] for the case of a general summability exponent p ∈ [1,∞) and to [21] for
further developments and a deeper analysis of the duality relations between weak differentials
and gradients in metric measure spaces.
Definition 5.2 (Test plans). Let (X, d,m, x¯) be a p.m.m. space as in (3.1a,b). We say that
pi ∈ P(C([0, 1],X)) is a test plan provided there exists a constant c > 0 such that
(et)♯pi ≤ cm for every t ∈ [0, 1],
∫
E2[γ]dpi(γ) <∞.
Definition 5.3 (Sobolev class and weak upper gradients). Let (X, d,m, x¯) be a p.m.m. space
as in (3.1a,b) and let f : X → R be a Borel function. We say that f belongs to the Sobolev
class S2(X, d,m) provided there exists G ∈ L2(X,m) such that∫
|f(γ1)− f(γ0)|dpi(γ) ≤
∫∫ 1
0
G(γt)|γ˙t|dt dpi(γ), for every test plan pi.
Any such G is called weak upper gradient of f .
It turns out that this notion is invariant with respect to modification of f in m-negligible
sets and for f ∈ S2(X, d,m) there exists a minimal - in the m-a.e. sense - weak upper gradient
G, which we will denote by |Df |w. Notice that if f : X → R is Lipschitz, then certainly the
function identically equal to the Lipschitz constant Lip(f) of f is a weak upper gradient, so
we get the inequality
|Df |w ≤ Lip(f), m− a.e.. (5.4)
Basic calculus rules are
|D(αf + βg)|w ≤ |α||Df |w + |β||Dg|w , ∀f, g ∈ S2(X, d,m), α, β ∈ R,
|D(fg)|w ≤ |f ||Dg|w + |g||Df |w, ∀f ∈ S2(X, d,m), g Lipschitz,
(5.5)
these inequalities being valid m-a.e..
The Sobolev space W 1,2(X, d,m) is then defined as L2(X,m) ∩ S2(X, d,m) endowed with
the norm
‖f‖2W 1,2 := ‖f‖2L2 + ‖|Df |w‖2L2 .
Notice that in general W 1,2(X, d,m) is not an Hilbert space (consider for instance the case
of finite dimensional Banach spaces). In particular, in general there is no natural Dirichlet
form on L2(X,m). The potentially non quadratic object which replaces the Dirichlet energy
is called - following [8] - Cheeger energy: it is the lower semicontinuous and convex functional
Ch : L2(X,m)→ [0,+∞] defined by
Ch(f) :=


1
2
∫
|Df |2w dm, if f ∈ S2(X, d,m),
+∞, otherwise.
(5.6)
Notice that the notions of (minimal) weak upper gradient and of Cheeger energy are invari-
ant under isomorphisms of p.m.m. spaces, in the sense that if (Xi, di,mi, x¯i), i = 1, 2 are
isomorphic according to (3.2) then
ChX1(f ◦ ι) = ChX2(f) for every f ∈ L2(X2,m2).
As usual, in the following we will follow the notation of Remark 4.6 and deal with spaces
(Xn, dn,mn, x¯n), n ∈ N¯, which are all subspaces of a common space (X, d). In particular,
the spaces (X, d,mn, x¯n), n ∈ N¯, are isomorphic to (Xn, dn,mn, x¯n) and we will consider the
Cheeger energies Chn : L
2(X,mn)→ [0,∞], n ∈ N¯.
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5.1.3 W2-Gradient flow of the entropy
Let (X, d,m, x¯) be a p.m.m. space as in (3.1a,b) satisfying the growth condition (4.7). The
(descending) slope |D−Entm| : P2(X) → [0,+∞] of the relative entropy Entm is defined as
identically +∞ outside D(Entm), as 0 at isolated measures in P2(X) and in all other cases
as
|D−Entm|(µ) := lim
W2(ν,µ)→0
(
Entm(µ)− Entm(ν)
)+
W2(µ, ν)
,
where by (·)+ we intend the positive part.
If (X, d,m, x¯) is a CD(K,∞) space for some K ∈ R, the slope admits the representation
|D−Entm|(µ) := sup
ν 6=µ
(
Entm(µ)− Entm(ν)
W2(µ, ν)
+
K
2
W2(µ, ν)
)+
for every µ ∈ P2(X), (5.7)
see [5, Chap. 2] which shows in particular that
If (X, d,m, x¯) is a CD(K,∞) space, then |D−Entm| is W2-lower semicontinuous. (5.8)
A deep result obtained in [8] is that on CD(K,∞) spaces the slope admits the representation
formula
|D−Entm|2(ρm) = 8Ch(√ρ) =
∫
{ρ>0}
|Dρ|2w
ρ
dm (5.9)
which is the standard representation formula for the slope of the entropy in terms of the
Fisher information, well known in a smooth setting.
Another non trivial consequence (see Corollary 2.4.10 in [5] for a proof) of the K-geodesic
convexity of Entm is that the slope is an upper gradient for Entm, i.e. it holds
|Entm(µ0)− Entm(µ1)| ≤
∫ 1
0
|µ˙t||D−Entm|(µt) dt,
whenever (µt) ⊂ D(Entm), t ∈ [0, 1], is an absolutely continuous curve. In particular, for any
locally absolutely continuous curve (µt) ⊂ D(Entm) defined on some interval I ⊂ R it holds
Entm(µt) ≤ Entm(µs) + 1
2
∫ s
t
|µ˙r|2 dr + 1
2
∫ s
t
|D−Entm|2(µr) dr, ∀t, s ∈ I, t < s. (5.10)
Gradient flows are defined as those curves for which equality holds:
Definition 5.4 (Gradient flow of the relative entropy). Let (X, d,m, x¯) be a CD(K,∞) space
and µ¯ ∈ D(Entm). A curve µ : [0,∞)→ D(Entm) ⊂ P2(X) is the W2-gradient flow of Entm
starting from µ¯ provided it is locally absolutely continuous in (P2(X),W2), µ0 = µ¯ and
Entm(µt) = Entm(µs) +
1
2
∫ s
t
|µ˙r|2 dr + 1
2
∫ s
t
|D−Entm|2(µr) dr ∀ 0 < t < s. (5.11)
Thanks to (5.10), (5.11) is equivalent to
Entm(µ¯) ≥ Entm(µT ) + 1
2
∫ T
0
|µ˙t|2 dt+ 1
2
∫ T
0
|D−Entm|2(µt) dt for every T > 0. (5.12)
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We remark that this definition is invariant under isomorphisms of p.m.m. spaces, since it
just involves the distance and measures in the domain of the entropy: notice that, with the
notation of (3.2),
Entm2(ι♯µ) = Entm1(µ) for every µ ∈ P2(X1), µ≪ m1.
Therefore the property of being a gradient flow of the entropy is not affected if our space
(X, d,m, x¯) is isometrically embedded into some bigger space X as in Remark 4.6.
The following theorem collects some of the main properties of the gradient flow of the
entropy and a useful a priori estimate.
Theorem 5.5. Let (X, d,m, x¯) be a CD(K,∞) p.m.m. space. Then for every µ¯ ∈ D(Entm)
there exists a unique W2-gradient flow µt := Htµ¯, t ≥ 0, of the entropy starting from µ¯. The
curve (µt) has also the following properties:
|µ˙t| = |D−Entm|(µt) for a.e. t > 0, (5.13)
t 7→ eKt|D−Entm|(µt) is lower semicontinuous and non increasing. (5.14)
Moreover, if C > 1 +K− so that (4.3) holds, and T :=
1
8C , then
1
2
∫ T
0
|µ˙t|2 dt ≤ 2Entm(µ¯) + 4C
∫
d
2(·, x¯) dµ¯+ 2 log(z). (5.15)
Proof. Here we limit to check the estimate (5.15), referring to [8] for a proof of the main part
of the statement (see also [7] for a survey in the case of compact spaces).
By definition of gradient flows and (4.4) we know that
Entm(µ0) ≥ Entm(µT ) + 1
2
∫ T
0
|µ˙t|2 dt = Entm˜(µT )− C
∫
d
2(·, x) dµT − log(z) + 1
2
∫ T
0
|µ˙t|2 dt.
We also have the simple bound∫
d
2(·, x) dµT =W 22 (µT , δx¯) ≤
(
W2(µ0, δx¯) +
∫ T
0
|µ˙t|dt
)2
≤ 2W 22 (µ0, δx¯) + 2T
∫ T
0
|µ˙t|2 dt
= 2
∫
d
2(·, x¯) dµ¯+ 1
4C
∫ T
0
|µ˙t|2 dt.
(5.15) comes from these two inequalities taking into account that Entm˜ ≥ 0, since m˜ is a
probability measure.
5.1.4 L2-gradient flow of the Cheeger energy
The main identification result of [8] shows that in CD(K,∞) spaces the Wasserstein gradient
flow of the entropy coincides with the L2-gradient flow (Ht)t≥0 of the Cheeger energy: the
latter is the semigroup of contractions Ht : L
2(X,m)→ L2(X,m) whose trajectories ft = Htf¯ ,
t ≥ 0, belongs to Liploc((0,∞);L2(X,m)) and are the unique solution of the differential
inclusion (see e.g. [14] and [8, §4])
d
dt
ft + ∂Ch(ft) ∋ 0 a.e. in (0,∞), lim
t↓0
ft = f¯ in L
2(X,m).
∂Ch(f) denotes the (possibly multivalued) subdifferential of Ch in L2(X,m), it is a convex
subset of L2(X,m); when ∂Ch(f) is not empty, its element of minimal norm defines the
Laplacian ∆d,m of f .
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Theorem 5.6 ([8], Thm 9.3). Let (X, d,m, x¯) be a CD(K,∞) p.m.m. space. If µ¯ = f¯m ∈
P2(X) with f ∈ L2(X,m) then
Htµ¯ = (Htf¯)m for every t ≥ 0.
5.2 Convergence of Heat flows in the general non linear case
This section is devoted to the proof of the following general convergence result:
Theorem 5.7 (Convergence of heat flows). Let Xn, n ∈ N, be a sequence of CD(K,∞) spaces
converging to a limit space X∞ in the pmG-sense. Then with the notation of Remark 4.6 the
following holds.
Let (µ¯n) ⊂ P2(X) be such that
Entmn(µ¯n)→ Entm∞(µ¯∞) <∞, µ¯n W2−→ µ¯∞, (5.16)
as n → ∞. Then the solutions µn,t = Hn,t(µ¯n), t ≥ 0, of the W2 gradient flow of Entmn
satisfy
µn,t
W2−→ µ∞,t for every t > 0, (5.17a)
Entmn(µn,t) −→ Entm∞(µ∞,t) for every t > 0, (5.17b)
|D−Entmn |(µn,t) −→ |D−Entm∞ |(µ∞,t) for every t ∈ (0,∞) \ S, (5.17c)
|µ˙n,t| −→ |µ˙∞,t| for a.e. t > 0, (5.17d)
where S is the set (at most countable) of discontinuity points of t 7→ |D−Entm∞ |(µ∞,t).
We split the proof of Theorem 5.7 in various steps.
Tightness and compactness results
Lemma 5.8. Let ψ : X → [0,+∞] be a function with compact sublevels. Then for every non
trivial interval I = [a, b] ⊂ R the functional Ψ : C(I,X)→ [0,+∞] defined by
Ψ(γ) :=
∫
I
ψ(γt) dt+ E2[γ] =


∫
I
(
ψ(γt) + |γ˙t|2
)
dt, if γ ∈ AC2(I;X),
+∞ otherwise,
has compact sublevels on C(I,X) (recall that the latter is endowed with the sup distance).
Proof. Since E2[·] is a l.s.c. functional, Fatou’s Lemma and the lower semicontinuity of ψ on
X ensure that Ψ is lower semicontinuous on C(I,X).
Let (γn) ∈ AC2(I;X) be a sequence satisfying Ψ(γn) ≤ C < ∞. The bound E2[γn] ≤ C
easily yields the Ho¨lder equicontinuity estimate
d(γnt+h, γ
n
t ) ≤
√
C h, whenever a ≤ t ≤ t+ h ≤ b. (5.18)
By [32, Theorem 2, (1.24)] (γn) is relatively compact with respect to the convergence in
measure: in particular, we can find a subsequence (γnk), a L 1-negligible set N ⊂ I, and a
limit curve γ∞ : I \N → X such that limk→∞ d(γnkt , γ∞t ) = 0 for every t ∈ I \N . The uniform
bound (5.18) shows that γ∞ is also 1/2 Ho¨lder continuous, it can therefore be extended to I
by the density of I \ N and the completeness of X, and the resulting convergence of γnk to
γ∞ is uniform.
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Proposition 5.9 (Compactness in P(C([0, T ),X))). Let (µ¯n) ⊂ P2(X) be such that
sup
n∈N
Entmn(µ¯n) <∞, sup
n∈N
∫
d
2(·, x¯n) dµ¯n <∞, (5.19)
and let µn,t = Hn,t(µ¯n), t ≥ 0. For every 0 < T ≤ 18C the sequence of plans pin ∈
P(C([0, T ],X)) associated to the absolutely continuous curve [0, T ] ∋ t 7→ µn,t via Propo-
sition 5.1, is tight in P(C([0, T ),X)).
Proof.
Step 1: tightness of {µn,t}n,t. Taking into account that t 7→ Entmn(µn,t) is non increasing
and (4.4), for any t ∈ [0, T ] we get
Entm˜n(µn,t) = Entmn(µn,t) + CW
2
2 (µn,t, δx¯n) + log(zn)
≤ Entmn(µ¯n) + C
(
W2(µ¯n, δx¯n) +
∫ t
0
|µ˙n,s|ds
)2
+ log(zn)
≤ Entmn(µ¯n) + 2CW 22 (µ¯n, δx¯n) + 2T
∫ T
0
|µ˙n,s|2 ds+ log(zn).
Hence from the bound (5.15), assumption (5.19) and the fact that supn log(zn) < ∞ we
conclude that
sup
n∈N
t∈[0,T ]
Entm˜n(µn,t) <∞,
and the tightness of {µn,t}n∈N,t∈[0,T ] follows from Proposition 4.1.
Step 2: tightness of (pin). Since the set {µn,t}t∈[0,T ],n∈N is tight, by Theorem 2.2 there
exists a function ψ : X → [0,+∞] with compact sublevels such that
sup
t∈[0,T ],n∈N
∫
ψ dµn,t <∞. (5.20)
Define Ψ : C([0, T ],X) → [0,+∞] by Ψ(γ) := E2[γ] +
∫ T
0 ψ(γt) dt. Lemma 5.8 ensures that
the sublevels of Ψ are compact in C([0, T ],X). Using (5.3) we get∫
Ψdpin =
∫∫ T
0
ψ(γt) dt dpin(γ) +
∫
E2[γ] dpin(γ) =
∫ T
0
(∫
ψ dµn,t + |µ˙n,t|2
)
dt.
The right hand side of this expression is uniformly bounded in n thanks to (5.20) and (5.15),
thus the conclusion follows by Prokhorov’s Theorem 2.2.
Γ-lim inf estimates
The next two propositions are valid without any Ricci curvature assumption (but still assu-
ming the growth condition (4.7)) and are of independent interest.
Proposition 5.10 (Γ-lim for Entropy + second moment). With the same assumptions and
notation of Remark 4.6, let (µn) ⊂ P2(X) be a sequence weakly converging to some µ∞ ∈
P2(X). Then
Entm∞(µ∞) + C
∫
d
2(·, x¯∞) dµ∞ ≤ lim
n→∞
(
Entmn(µn) + C
∫
d
2(·, x¯n) dµn
)
.
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Proof. Direct consequence of (4.4), zn → z∞ and (4.5).
Proposition 5.11 (Γ- lim for kinetic energy minus second moment). With the same assump-
tions and notation of Remark 4.6, let T ≤ 14C and (pin) ⊂ P(C([0, T ],X)) a sequence weakly
converging to some pi∞ ∈ P(C([0, T ],X)). Assume also that
(e0)♯pin ∈ P2(X), ∀n ∈ N¯, with W2
(
(e0)♯pin, (e0)♯pi∞
)→ 0.
Then∫ (1
2
E2[γ]− Cd2(γT , x¯∞)
)
dpi∞(γ) ≤ lim
n→∞
∫ (1
2
E2[γ]− Cd2(γT , x¯n)
)
dpin(γ). (5.21)
If we further assume that
lim
n→∞
∫∫ T
0
|γ˙t|2 dt dpin(γ) =
∫∫ T
0
|γ˙t|2 dt dpi∞(γ) <∞, (5.22)
then (et)♯pin converges to (et)♯pi∞ in (P2(X),W2) for any t ∈ [0, T ].
Proof. Let Fn : C([0, T ],X)→ [0,+∞], n ∈ N¯ be the l.s.c. functionals given by
Fn(γ) :=
1
2
E2[γ]− Cd2(γT , x¯n) + 2Cd2(γ0, x¯n).
Since x¯n → x¯∞, we easily get
sup
t∈[0,T ]
d(γn,t, γ∞,t)→ 0, ⇒ F∞(γ∞) ≤ lim
n
Fn(γn).
We claim that the Fn’s are non negative. Indeed, from T ≤ 14C we have
Cd
2(γT , x¯n) ≤ C
(∫ T
0
|γ˙t|dt+ d(γ0, x¯n)
)2
≤ 1
2
∫ T
0
|γ˙t|2 dt+ 2Cd2(γ0, x¯n).
Therefore applying Lemma 2.1 with C([0, T ],X) in place of X, νn := pin, and recalling that
(e0)♯pin → (e0)♯pi∞ in (P2(X),W2) by assumption, we get (5.21).
For the second part of the statement, notice that the lower semicontinuity of the kinetic
energy and assumption (5.22) give that limn→∞
∫∫ t
0 |γ˙s|2 ds dpin(γ) =
∫∫ t
0 |γ˙s|2 ds dpi∞(γ) for
any t ∈ [0, T ]. Hence, up to diminishing T , we can assume without loss of generality that
t = T . Now observe that the positivity of Fn, (5.21) and (5.22) give
−∞ < −C
∫
d
2(·, x¯∞) d(eT )♯pi∞ ≤ lim
n→∞
−C
∫
d
2(·, x¯n) d(eT )♯pin.
The weak convergence of pin to pi gives the weak convergence of (eT )♯pin to (eT )♯pi∞, thus
the conclusion comes from Proposition 2.3.
In the next proposition, to get the Γ- lim inequality for the slope, the uniform lower Ricci
curvature bound plays a crucial role.
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Proposition 5.12 (Γ-lim for the slope). With the same notation and assumption as in
Remark 4.6, assume furthermore that for some K ∈ R the spaces Xn are all CD(K,∞) spaces
(so that by Theorem 4.9 also the limit space X∞ is a CD(K,∞) space).
Then for any sequence n 7→ µn ∈ P2(Xn) weakly converging to some µ∞ ∈ P2(X) it
holds
|D−Entm∞ |(µ∞) ≤ lim
n→∞
|D−Entmn |(µn).
Proof.
Step 1: From weak to W2 convergence. For R > 0, let hR : R
+ → [0, 1] be given by
hR(z) := max{{min{2− z/R, 1}, 0} and define the 1/R-Lipschitz functions χn,R : X → [0, 1],
n ∈ N¯, as χn,R(x) := hR(dn(x, xn)).
Clearly, for some R0, n0, the probability measures µ∞,R := c∞,Rχ
2
∞,Rµ∞ and µn,R :=
cn,Rχ
2
n,Rµn are well defined for any R > R0 and n ≥ n0, where c∞,R, cn,R are the normalization
constants, and it holds cn,R → 1 as R→∞ and cn,R → c∞,R as n→∞.
From the convergence of x¯n to x¯∞, we get the weak convergence of (µn,R) to µ∞,R as
n → ∞. Therefore, since their supports are uniformly bounded, the convergence is in the
W2-topology by Proposition 2.3.
Step 2: control of the slope under cutoff. Given that the slope is +∞ outside the
domain of the entropy, up to pass to subsequences, with no loss of generality we can assume
that µn ≪ mn for every n ∈ N. Let µn = f2nmn, so that µn,R = cn,R(fnχn,R)2mn. From (5.4)
and (5.5) we get
|D(fnχn,r)|w ≤ |Dfn|w + |fn|/R.
Squaring, integrating, recalling that
∫
f2n dmn = 1 and the definition of Chn given in (5.6) and
the discussion thereafter, we get
Chn(
√
cn,Rfnχn,R) ≤ cn,R
(
Chn(fn)
(
1 +
1
2R
)
+
1
2R
+
1
2R2
)
, ∀R ≥ R0, n ≥ n0.
Therefore using (5.9) twice, we get that for R > R0 it holds
|D−Entmn |2(µn,R) ≤ cn,R
(
|D−Entmn |2(µn)
(
1 +
1
2R
)
+
4
R
+
4
R2
)
. (5.23)
Step 3: Γ- lim under W2-convergence. Fix ν ∈ D(Entm∞) and use the Γ- lim inequality
in Proposition 4.7 to find a sequence (νn) ⊂ P2(X) such that Entmn(νn) → Entm∞(ν) and
W2(νn, ν) → 0 as n → ∞. Using the W2-convergence of µn,R to µ∞,R as n → ∞ and the
Γ- lim inequality in Proposition 4.7 we have
Entm∞(µ∞,R)− Entm∞(ν)
W2(µ∞,R, ν)
+
K
2
W2(µ∞,R, ν) ≤ lim
n→∞
Entmn(µn,R)− Entmn(νn)
W2(µn,R, νn)
+
K
2
W2(µn,R, νn)
≤ lim
n→∞
|D−Entmn |(µn,R),
having used (5.7) in the last step. Taking the positive parts, the supremum over ν ∈ D(Entm∞)
and using again (5.7) we conclude
|D−Entm∞ |(µ∞,R) ≤ lim
n→∞
|D−Entmn |(µn,R), ∀R ≥ R0. (5.24)
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Step 4: back to µ and conclusion. From the definition it is clear that W2(µ∞,R, µ∞)→ 0
as R → ∞ (because there is weak convergence and 2-uniform integrability), hence recalling
the W2-lower semicontinuity of |D−Entm∞ | (see (5.8)) we get
|D−Entm∞ |(µ∞) ≤ lim
R→∞
|D−Entm∞ |(µ∞,R). (5.25)
The inequalities (5.23), (5.24) and (5.25) give the conclusion.
Remark 5.13. It is worth underlying that although the structure of the proof of Proposition
5.12 is very similar to the one presented in [20] for the compact case, actually it is conceptually
more involved. Indeed, to gain W2-convergence from weak one we used a cut-off argument,
and to control the variation of the slope under this procedure (inequality (5.23)) we used
as crucial tool the non-trivial identification of the squared slope with the Fisher information
(identity (5.9)), which in turn is a consequence of the fine analysis carried out in [8]. 
Conclusion of the proof of Theorem 5.7
Proof. Let T := 18C and, for every n ∈ N, pin ∈ P(C([0, T ],X)) a plan associated to [0, T ] ∋
t 7→ µn,t via Proposition 5.1, so that in particular∫ T
0
|µ˙n,t|2 dt =
∫
E2[γ] dpin(γ). (5.26)
Thanks to (5.16), Proposition 5.9 is applicable, thus (pin) is tight in P(C([0, T ],X)) and up
to pass to a subsequence, not relabeled, we can assume that it weakly converges to some pi∞.
The convergences in (5.16), the bound (5.15), the identity (5.26), and the lower semicontinuity
of the kinetic energy combined with Lemma 2.1, give∫
E2[γ] dpi∞(γ) ≤ lim
n→∞
∫
E2[γ] dpin(γ) <∞.
Put µt := (et)♯pi∞ and recalling (5.2), we get that µ ∈ AC2([0, T ]; (P2(X),W2)) with∫ T
0
|µ˙t|2 dt ≤
∫
E2[γ] dpi∞(γ). (5.27)
The weak convergence of (pin) to pi∞ ensures that n 7→ µn,t weakly converges to µt for any
t ∈ [0, T ]. Proposition 5.11 yields∫ (1
2
E2[γ]− Cd2(γT , x¯∞)
)
dpi∞(γ)︸ ︷︷ ︸
=:a
≤ lim
n→∞
∫ (1
2
E2[γ]− Cd2(γT , x¯n)
)
dpin(γ)︸ ︷︷ ︸
=:an
.
(5.28)
Applying Proposition 5.10 to µn := (eT )♯pin, µ∞ := (eT )♯pi∞ we obtain
Entm∞
(
(eT )♯pi∞
)
+ C
∫
d
2(γT , x¯∞) dpi∞(γ)︸ ︷︷ ︸
=:b
≤ lim
n→∞
(
Entmn
(
(eT )♯pin
)
+ C
∫
d
2(γT , x¯n) dpin(γ)︸ ︷︷ ︸
=:bn
)
.
(5.29)
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Also, from Proposition 5.12 and Fatou’s lemma we get
1
2
∫ T
0
|D−Entm∞ |2(µt) dt︸ ︷︷ ︸
=:c
≤ lim
n→∞
1
2
∫ T
0
|D−Entmn |2(µn,t) dt︸ ︷︷ ︸
=:cn
. (5.30)
Adding up (5.28), (5.29) and (5.30) and taking (5.27) into account we get
Entm∞
(
µT
)
+
1
2
∫ T
0
|µ˙t|2 dt+ 1
2
∫ T
0
|D−Entm∞ |2(µt) dt ≤ lim
n→∞
(an + bn + cn). (5.31)
From the fact that t 7→ µn,t is a gradient flow of Entmn , (5.11), (5.16) and (5.26), we obtain
an + bn + cn = Entmn(µ¯n)→ Entm∞(µ¯∞). (5.32)
Therefore (5.31) yields
Entm∞
(
µT
)
+
1
2
∫ T
0
|µ˙t|2 dt+ 1
2
∫ T
0
|D−Entm∞ |2(µt) dt ≤ Entm∞(µ¯∞), (5.33)
which means, according to (5.12), that [0, T ] ∋ t 7→ µt is the (restriction to [0, T ] of the)
gradient flow of Entm∞ starting from µ¯∞. Thus µt = µ∞,t for any t ∈ [0, T ].
By (5.10), the opposite inequality in (5.33) also holds, and since in proving (5.33) we used
(5.31), which in turn was proved using (5.27), we deduce that equality holds in (5.27), i.e.∫ T
0
|µ˙t|2 dt =
∫∫ T
0
|γ˙t|2 dt dpi∞(γ). (5.34)
Notice also that equality in (5.33) reads as a + b + c = Entm∞(µ¯∞), therefore from (5.28),
(5.29), (5.30), (5.31) and (5.32) we get
Entm∞(µ¯∞) = a + b + c ≤ lim
n→∞
an + lim
n→∞
bn + lim
n→∞
cn ≤ lim
n→∞
(an + bn + cn)
≤ lim
n→∞
(an + bn + cn) = lim
n→∞
Entmn(µ¯n) = Entm∞(µ¯∞),
which forces an → a, bn → b and cn → c. Proposition 5.12 and the convergence cn → c give
|D−Entm∞ |2(µt) ≤ lim
n→∞
|D−Entmn |2(µn,t), a.e. t ∈ [0, T ],
and ∫ T
0
|D−Entm∞ |2(µt) dt = limn→∞
∫ T
0
|D−Entmn |2(µn,t) dt, (5.35)
which implies
|D−Entm∞ |2(µt) = limn→∞ |D
−Entmn |2(µn,t), a.e. t ∈ [0, T ].
Taking the regularity property (5.14) into account we get the convergence for all t ∈ [0, T ]
with the possible exception of the countable discontinuity set of t 7→ |D−Entm∞ |(µ∞,t). From
(5.13) we also get |µ˙∞,t| = limn |µ˙n,t| for a.e. t ∈ [0, T ] which together with (5.35) and the
equalities (5.34), (5.26) give that (5.22) holds. Therefore from the second part of Proposition
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5.11 we get that (µn,t) converges to µ∞,t w.r.t. W2 for any t ∈ [0, T ]. Finally, the convergence
Entmn(µn,t) → Entm∞(µt) follows from bn → b and the convergence of the second moments
(replace T by t ∈ [0, T ] in the whole argument to get this latter convergence).
Observe now that all these results do not really depend on the particular weakly converging
sequence (pin) chosen at the beginning, so that they are valid for the full original sequence.
Thus we proved all the stated convergence properties for t ∈ [0, 18C ]. In particular, we have
that
W2(µn,1/(8C), µ∞,1/(8C))→ 0, Entmn(µn,1/(8C))→ Entm∞(µ∞,1/(8C)) <∞.
Hence the argument can be repeated with µn,1/(8C), µ∞,1/(8C) in place of µ¯n, µ¯∞. Iterating,
we get the result on the whole [0,∞).
5.3 A consequence: Mosco-convergence of the slopes
Now that we have at disposal the convergence of the heat flows, we can improve the result of
Proposition 5.12 and obtain the full Mosco-convergence of the slopes of the relative entropies:
Corollary 5.14 (Mosco-convergence of the slopes). With the same notation and assumption
as in Remark 4.6, assume furthermore that for some K ∈ R the spaces Xn are all CD(K,∞)
spaces (so that by Theorem 4.9 also the limit space X∞ is a CD(K,∞) space). Then the
following holds:
• weak Γ− lim inf For any sequence n 7→ µn ∈ P2(Xn) weakly converging to some µ∞ ∈
P2(X∞) it holds
|D−Entm∞ |(µ∞) ≤ lim
n→∞
|D−Entmn |(µn).
• strong Γ− lim sup For any µ∞ ∈ P2(X∞) there exists a sequence n 7→ µn ∈ P2(Xn)
W2-converging to µ∞ such that
|D−Entm∞ |(µ∞) ≥ limn→∞ |D
−Entmn |(µn).
Proof. The first part is precisely the content of Proposition 5.12, so we pass to the second.
Without loss of generality we assume |D−Entm∞ |(µ∞) < ∞ (otherwise there is nothing to
prove) so that in particular Entm∞(µ∞) < ∞. Invoking the second part of Proposition 4.7
we can find a sequence µn W2-converging to µ∞ such that Entmn(µn)→ Entm∞(µ∞). Setting
µn,t := Hn,t(µn), (5.15) yields the uniform Ho¨lder estimate
W2(µn,t, µn) ≤ C
√
t t ∈ [0, T ],
for some C, T > 0 independent of n. Let us choose a vanishing sequence of times tk ∈ (0, T )\S,
S being as in Theorem 5.7. Applying (5.17c), we can find an increasing sequence k 7→ nk ∈ N
such that for every n ≥ nk
|D−Entmn |(µn,tk) ≤ |D−Entm∞ |(µ∞,tk) + 2−k ≤ eKtk |D−Entm∞ |(µ∞) + 2−k.
where in the last inequality we applied (5.14). The sequence νn := µn,tk whenever nk ≤ n <
nk+1 thus satisfies the desired inequality.
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6 Mosco-convergence of the Cheeger energies.
In this section we will prove a Γ-convergence result for Cheeger energies in the same spirit of
Proposition 4.7.
As usual, we adopt the assumptions and notation of Remark 4.6. We denote by Chn
the Cheeger energy associated to the measure mn and by L
p
loc(X,mn) the Lebesgue space of
mn-measurable functions whose restriction to each bounded set B ⊂ X belongs to Lp(B,mn).
6.1 Weak and strong L2-convergence w.r.t. varying measures.
Let us first introduce a notion of weak/strong convergence for real valued functions defined in
varying Lp-spaces and strongly inspired by the theory of Young measures, see e.g. [2]. We refer
to [5, §5.4] for similar definitions and the relevant proofs, that can be easily adapted to cover
the present case of measures in Mloc(X) by the rescaling approach we adopted in Section 3.
The basic idea is to study the convergence of a sequence of functions fn ∈ L1loc(X,mn) by the
corresponding measures µn = (i×fn)♯mn in Mloc(X×R), i : X → X being the identity map.
Here we state everything in the equivalent terms of weak convergence and test functions.
Definition 6.1. Let fn ∈ L1loc(X,mn), n ∈ N¯. We say that (fn) weakly converges to f∞ if∫
ϕfn dmn −→
∫
ϕf∞ dm∞ for every ϕ ∈ Cbs(X). (6.1)
For p ∈ (1,∞) we say that (fn) Lp-weakly converges to f∞ provided (6.1) holds and moreover
sup
n∈N
∫
|fn|p dmn <∞. (6.2)
If (fn) is L
p-weakly converging to f∞ and furthermore
lim
n→∞
∫
|fn|p dmn ≤
∫
|f∞|p dm∞ <∞, (6.3)
then we say that it is Lp-strongly converging to f∞.
If fn ∈ L1+(X,mn), we say that (fn) converge to f∞ in the W2-Entropy sense if (6.1)
holds and ∫
d
2(x, x¯n)fn dmn −→
∫
d
2(x, x¯)f∞ dm∞ <∞∫
fn log fn dmn −→
∫
f∞ log f∞ dm∞ <∞.
(6.4)
Remark 6.2. In the Hilbertian case p = 2 a different approach, still leading to similar notions
and results, can be found in [25, Section 2.2]. It is based on the construction of a family of
linear maps Φn : C → L2(X,mn) defined in a dense subspace C of L2(X,m∞) and satisfying
limn→∞ ‖Φnf‖L2(X,mn) = ‖f‖L2(X,m∞). In our situation the maps Φn could be defined by a
disintegration technique, as in the proof of Proposition 4.7; however we prefer to adopt the
more direct approach of Definition 6.1 above, that takes advantage of the particular structure
of the spaces L2(X,mn) associated to the weakly convergent measures mn. 
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It would not be difficult to show, arguing as for Proposition 4.7 (see also [5, § 5.2]) that
along any weakly convergent sequence (fn) we always have
lim
n→∞
∫
|fn|p dmn ≥
∫
|f∞|p dm∞, (6.5)
so that (6.3) is in fact a limit. Moreover the same argument of [5, Theorem 5.4.4] shows that
strong convergence in the Lp sense (6.1)–(6.3) implies∫
ζ(y, fn(y)) dmn(y) −→
∫
ζ(y, f∞(y)) dm∞(y)
for every ζ ∈ C(X × R) with |ζ(y, r)| ≤ ϕ(y) + C|r|p, ϕ ∈ Cbs(X), C ≥ 0.
(6.6)
A similar argument, based on the strict convexity of the function r 7→ r log r and on the
decomposition (4.4) shows that convergence in the W2-Entropy sense yields (6.6) with p = 1.
We also remark that if n 7→ fn ∈ Lp(X,mn), p ∈ (1,∞), fulfills (6.2), then there is a
subsequence Lp-weakly converging to some limit f∞ ∈ Lp(X,m∞).
In the following we shall need the convergence result
fn
L2−→ f∞, strongly
gn
L2−→ g∞, weakly
}
⇒
∫
fn gndmn −→
∫
f∞ g∞ dm∞, (6.7)
which can be proved by picking ε ∈ R, applying (6.2) and (6.5) to the L2-weakly converging
sequence (fn + εgn) and (6.3) to (fn) to pass to the limit in
2ε
∫
fngn dmn =
∫
|fn + εgn|2 dmn −
∫
|fn|2 dmn − ε2
∫
|gn|2 dmn
and obtain
lim
n→∞
2ε
∫
fngn dmn ≥
∫
|f∞ + εg∞|2 dm∞ −
∫
|f∞|2 dm∞ − ε2S
≥ 2ε
∫
f∞g∞ dm∞ − ε2S,
where S := supn∈N
∫ |gn|2 dmn < ∞. Then the claim follows by dividing by ε > 0 (resp.
ε < 0) and letting ε ↓ 0 (resp. ε ↑ 0).
Finally, as for Proposition 4.7, every f∞ ∈ Lp(X,m∞) can be approximated in the strong
Lp-sense by a sequence fn ∈ Lp(X,mn).
The next result provides a useful criterium to improve weak convergence, whenever one
knows a bound on the Fisher information or on the Cheeger energy.
Theorem 6.3. Let Xn, n ∈ N¯, and (X, d) as in Remark 4.6, assume furthermore that for
some K ∈ R the space Xn is CD(K,∞) for every n ∈ N¯ and let fn ∈ L1loc(X,mn), n ∈ N¯.
Then the following are true.
i) Let µn = fnmn ∈ P2(X), n ∈ N, be such that
sup
n∈N
W2(µn, δx¯n) + |D−Entmn |(µn) <∞. (6.8)
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Then there exists a subsequence weakly converging to some µ∞ = f∞m∞ ∈ P2(X).
If furthermore we assume that
W2(µn, µ∞) −→ 0, (6.9)
as n→∞, then (fn) converges to f∞ in the W2-Entropy sense (thus (6.4) and (6.6) hold
with p = 1).
ii) Let (fn) be converging to f∞ in the L
2-weak sense. Then
Ch∞(f∞) ≤ lim
n→∞
Chn(fn). (6.10)
If furthermore we assume that
sup
n∈N
Chn(fn) <∞ and lim
R→∞
sup
n
∫
X\BR(x¯n)
f2n dmn = 0, (6.11)
then (fn) converge to f∞ in the L
2-strong sense.
Proof.
i) Let us first recall that (5.7) yields for every νn ∈ D(Entmn)
Entmn(µn) ≤ Entmn(νn) + |D−Entmn |(µn)W2(µn, νn) +
K−
2
W 22 (µn, νn). (6.12)
Choose now νn such that
sup
n∈N
Entmn(νn) +W2(νn, δx¯n) <∞
(it is easy to see that this choice is possible) and recall (6.8) to deduce that supn Entmn(µn) <
∞. Recalling (6.8) again and using the identity
Entmn(µn) = Entm˜n(µn)− C
∫
d
2(·, x¯n) dµn − log zn, (6.13)
we obtain that supn Entm˜n(µn) < ∞. Proposition 4.1 then ensures that (µn) is tight and
hence by Theorem 2.2 that it has a subsequence weakly converging to some µ∞ with (by
(4.5)) Entm˜∞(µ∞) < ∞. In particular µ∞ ≪ m˜∞ ≪ m∞. Moreover, the uniform bound on
the second moments of the µn’s granted by assumption (6.8) ensures that µ∞ ∈ P2(X∞) and
therefore by (6.13) with n =∞ we deduce Entm∞(µ∞) <∞.
If we further assume (6.9), so that in particular the full sequence (µn) W2-converges to
µ∞, then passing to the limit in (6.13) gives Entm∞(µ∞) ≤ limn→∞ Entmn(µn). Choosing
now in (6.12) νn W2-converging to µ∞ with limn→∞ Entmn(νn) ≤ Entm∞(µ∞) as in (4.8),
since the triangle inequality yields W2(νn, µn) −→ 0, we obtain from (6.12) that
lim
n→∞
Entmn(µn) ≤ limn→∞Entmn(νn) ≤ Entm∞(µ∞).
ii) In order to prove (6.10), without loss of generality we can assume that supn Chn(fn) <∞.
Initially we will also suppose that
fn(x) ≡ 0 for mn-a.e. x ∈ Xn with d(x, x¯n) > R, (6.14)
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for some R > 0 and that fn ≥ 0 mn-a.e. for every n ∈ N¯.
Now observe that up to extract a subsequence we can assume that Zn :=
∫
f2n dmn → Z∞.
If Z∞ = 0 then f∞ = 0 and there is nothing to prove. Thus we can assume Z∞ > 0.
Put µn := Z
−1
n f
2
nmn, recall that the identity (5.9) gives |D−Entmn |2(µn) = 8Z−1n Chn(fn),
the uniform bound on Chn(fn) and notice that (6.14) grants 2-uniform integrability of (µn).
Hence by point (i) we deduce that there is a subsequence of (µn), not relabeled, converging
to some µ∞ = Z
−1
∞ g∞m∞ in the W2-Entropy sense. Choosing ζ(y, r) = ϕ(y)
√
r+ in (6.6)
we obtain that g∞ = f
2
∞ and the convergence of Zn to Z∞ yields (6.3) with p = 2, i.e. the
L2-strong convergence of (fn) to f∞.
Inequality (6.10) then follows by Proposition 5.12 and identity (5.9) again:
8Z−1∞ Ch∞(f∞) = |D−Entm∞ |2(µ∞) ≤ lim
n→∞
|D−Entmn |2(µn) = lim
n→∞
8Z−1n Chn(fn).
To drop the assumption on the positivity of the fn’s, apply what we just proved to (f
+
n ) and
(f−n ) to deduce that up to subsequences they L
2-strongly converge to some f+, f− respectively
and that
Ch∞(f
±) ≤ lim
n→∞
Chn(f
±
n ). (6.15)
Since we know that (fn) is L
2-weakly converging to f∞, we deduce that f
±
∞ = f
± and the
claim follows adding up the two inequalities in (6.15) and observing that
Chn(fn) = Chn(f
+
n ) + Chn(f
−
n ), ∀n ∈ N¯.
We consider now the general case, by showing how to remove the auxiliary assumption
(6.14). Let χ : [0,∞) → [0, 1] be a 1-Lipschitz function with compact support identically 1
on [0, 1] and for R > 0 define the truncated functions
fR,n := χ(dn(·, x¯n)/R)fn, ∀n ∈ N¯.
The locality property of the minimal weak upper gradient and the Leibniz rule (5.5) yield
|DfR,n|w ≤ |Dfn|w + 1
R
|fn| mn-a.e..
Squaring and integrating we deduce
Chn(fR,n) ≤ Chn(fn)
(
1 +
1
R
)
+
S
2
( 1
R
+
1
R2
)
, ∀n ∈ N,
where S := supn∈N
∫
f2n dmn < ∞. Taking first the lim as n → ∞ and then as R ↑ ∞ we
deduce
lim
n→∞
Chn(fn) ≥ lim
R↑∞
lim
n→∞
Chn(fR,n).
Now observe that the fR,n’s are L
2-weakly converging to fR,∞ as n→∞ and clearly satisfy
(6.14), so that by what we previously proved we get limn→∞ Chn(fR,n) ≥ Ch∞(fR,∞) for
every R > 0. Eventually noticing that fR,∞ → f∞ in L2(X,m∞) and taking into account the
L2(X,m∞)-lower semicontinuity of Ch∞ we obtain (6.10).
It remains to prove L2-strong convergence under the additional assumptions (6.11). To
this aim notice that for given R > 0 the functions (fR,n) satisfy the assumption (6.14), so
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by what we previously proved they L2-strongly converge to fR,∞ as n → ∞. Moreover, as
already noticed, fR,∞ → f∞ as R→∞ in L2(X,m∞) while the second in (6.11) grants that
lim
R↑∞
sup
n∈N
∫
|fn − fR,n|2 dmn = 0.
The conclusion follows.
In the particular case of a single measure mn ≡ m, n ∈ N¯, and a CD(K,∞) space (X, d),
the previous Theorem provides a simple criterium for the compact imbedding of the Sobolev
space W 1,2(X, d,m) in L2(X,m).
In order to make the connection more evident we recall the useful notion of Logarithmic-
Sobolev-Talagrand inequality:
Definition 6.4. We say that a pointed metric measure space (X, d,m, x¯) satisfies a weak
Logarithmic-Sobolev-Talagrand inequality wLSTI(A,B) with constants A,B ≥ 0 if we have( ∫
X
d
2(x, x¯)f2(x) dm
)1/2
≤ A‖f‖L2(X,m) +B
√
Ch(f), ∀f ∈ L2(X,m). (6.16)
We are calling (6.16) a weak Logarithmic-Sobolev-Talagrand inequality because it can be
seen as a consequence of a combination of the log-Sobolev inequality and of the Talagrand
inequality, as made precise by the following simple proposition:
Proposition 6.5. Let (X, d,m) be a CD(K,∞) space with finite mass, put m∗ := m(X)−1m
and assume that for some a, b ≥ 0 we have
W2(µ,m
⋆) ≤ a+ b|D−Entm⋆ |(µ) for every µ ∈ P2(X), (6.17)
Then for every x¯ ∈ supp(m) the space (X, d,m, x¯) satisfies a wLSTI(A,B) with
A := 2a+ 2b
(
m(B2(x¯))
m(B1(x¯))
)1/2
+ 2, B :=
√
8 b.
Proof. We start proving that m∗ ∈ P2(X). Indeed, choosing µ = Z−1R h2R(x)m⋆ with hR(x) :=(
(2− d(x, x¯)/R) ∧ 1) ∨ 0 and ZR = ∫X h2R dm∗ we get
|D−Entm⋆ |(µ) = 2√
ZR
(∫
X
|DhR|2w dm⋆
)1/2
≤ 2
R
√
ZR
(
m
⋆(B2R(x¯))
)1/2
,
and therefore(∫
X
d
2(x, x¯) dm⋆
)1/2
≤W2(m⋆, µ) +W2(µ, δx¯) ≤ a+ 2b
R
√
ZR
(
m
⋆(B2R(x¯))
)1/2
+ 2R.
Since ZR ≥ m∗(BR(x¯)) we eventually get( ∫
X
d
2(x, x¯) dm⋆
)1/2
≤ a+ 2b
R
(
m(B2R(x¯))
m(BR(x¯))
)1/2
+ 2R, for every R > 0. (6.18)
Now let M := m(X) and m∗ =M−1m, pick f ∈W 1,2(X, d,m) and let ∫ f2 dm =M F 2. Then
(5.9) and wLSTI(a, b) yield
W2((f/F )
2
m
⋆,m⋆) ≤ a+ b√
M
√
8Ch(f/F )
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so that the triangle inequality for W2 yields(∫
X
d
2(x, x¯)(f/F )2(x) dm⋆
)1/2
≤ a+ b√
M
√
8Ch(f/F ) +
(∫
X
d
2(x, x¯) dm⋆
)1/2
.
Taking into account (6.18) with R = 1, (6.16) follows.
Remark 6.6. Otto and Villani showed in [29] that in the smooth setting a CD(K,∞) bound
yields a Logarithmic-Sobolev inequality of constant ρ > 0 which in turn yields (6.17) with
a = 0 and b = ρ−1 and hence the wLSTI(0,
√
8ρ−1). These implications have been later
generalized to the non-smooth setting: see for instance the calculus tools developed in [8] to
see that CD(K,∞) yields the log-Sobolev and [22] and references therein for the implication
from log-Sobolev to the (6.17).
In particular if (X, d,m) is a CD(K,∞) space of finite mass with K > 0 then it satisfies
wLSTI(0,K−1). It is also obvious that whenever m has bounded support of diameter D, then
wLSTI(D, 0) holds. 
The relevance of the wLSTI(A,B) in our discussion is due to the following fact:
Proposition 6.7 (Compact embedding of W 1,2 in L2). Let (X, d,m, x¯) be a CD(K,∞)
p.m.m. space satisfying wLSTI(A,B) for some A,B ≥ 0 (e.g. when K > 0 and m is finite or
m has bounded support).
Then the imbedding of W 1,2(X, d,m) in L2(X,m) is compact.
Proof. The trivial inequality
∫
X\BR(x¯)
f2 dm ≤ 1R2
∫
X d
2(·, x¯)f2 dm and (6.16) ensure that
whenever a sequence fn is bounded in W
1,2(X, d,m) it holds
lim
R→∞
sup
n
∫
X\BR(x¯)
f2n dm = 0.
Hence the conclusion comes from point (ii) of Theorem 6.3.
6.2 Mosco-convergence of Cheeger energies
We apply the previous results to study the variational convergence of the Cheeger energies.
Even if the functionals are not imbedded in a common Hilbert space, it is natural to
call the property below “Mosco”-convergence (see [12, § 3.3]). It would also be possible to
imbed all the domains of the functionals in a common topological space, as e.g. [30], and
state the results in terms of Γ-convergence, or to adopt the general approach of [25, Section
2.5]. Nevertheless, we think that the more direct formulation in terms of functions in varying
Lp-spaces would be simpler and still sufficient for the applications.
Theorem 6.8 (Mosco-convergence of Cheeger energies). Let Xn, n ∈ N, be a sequence of
CD(K,∞) spaces converging to a limit space X∞ in the pmG-sense. Then with the notation
of Remark 4.6 the following holds:
• Weak Γ− lim inf For every sequence n 7→ fn ∈ L2(X,mn) L2-weakly converging to some
f∞ ∈ L2(X,m∞) we have
lim
n→∞
Chn(fn) ≥ Ch∞(f∞). (6.19)
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• Strong Γ− lim sup For every f∞ ∈ L2(X,m∞) there exists a sequence n 7→ fn ∈
L2(X,mn) L
2-strongly convergent to f∞ such that
lim
n→∞
Chn(fn) = Ch∞(f∞). (6.20)
Proof. Inequality (6.19) has already beed proved in point (ii) of Theorem 6.3, so we consider
(6.20).
By a simple diagonalization argument we see that it is sufficient to approximate functions
f∞ in a set dense in energy. Furthermore, given that we are going to build an L
2-strongly
converging sequence, by using the identity Ch(f) = Ch(f+) + Ch(f−) we can also reduce to
the case of non-negative f∞.
Hence after a truncation, localization and normalization arguments we can then assume
that f∞ is essentially bounded with bounded support and, setting g∞ := f
2
∞, that µ∞ :=
g∞m∞ is in P2(X). By (5.9) and the same argument of the proof or Theorem 6.3 it is then
sufficient to find a sequence
n 7→ νn = gnmn W2-converging to µ∞, with |D−Entmn |(νn) −→ |D−Entm∞ |(µ∞).
This is precisely the content of the second part of Corollary 5.14, so the thesis is achieved.
Remark 6.9. By the stability of the CD(K,∞) condition granted by Theorem 4.9 and the
Mosco-convergence of the Cheeger energies just proved it is easy to deduce that the class of
CD(K,∞) spaces satisfying wLSTI(A,B) is closed w.r.t. pmG-convergence. 
We provide two useful corollaries to Theorem 6.8, concerning the convergence of the
resolvents and of the L2 gradient flows associated to the Cheeger energies. Both the results
are well known in the case of functionals defined in the same Hilbert space (see e.g. [12]), so
we only give a brief sketch of the proofs.
For every τ > 0, n ∈ N¯ we define the resolvent map Jn,τ : L2(X,mn)→ D(Chn) as
Jn,τ (f) := (I + τ∂Chn)
−1(f) = argmin
L2(X,mn)
Φn,τ (·; f) (6.21)
where
Φn,τ (g; f) :=
1
2τ
∫
|g − f |2 dmn + Chn(g) for every g ∈ L2(X,mn).
Corollary 6.10. Under the same assumptions of Theorem 6.8, for every sequence (fn) L
2-
strongly converging to f∞ ∈ L2(X,m∞) we have
Jn,τ (fn)
L2−→ J∞,τ (f∞), and Chn(Jn,τ (fn)) −→ Ch∞(J∞,τ (f∞)), (6.22)
for every τ > 0.
Proof. Let gn = Jn,τ (fn), for every n ∈ N¯. Choosing 0 as competitor in the definition of gn
we easily see that
∫
g2n dmn ≤ 4
∫
f2n dmn. Hence we can extract a subsequence (still denoted
by gn) L
2-weakly converging to some g ∈ L2(X,m∞). Applying the second part of Theorem
6.8 we can also find a sequence g˜n ∈ D(Chn) such that Φn,τ (g˜n; fn) −→ Φ∞,τ (g∞; f∞).
Passing to the limit in the inequalities Φn,τ (gn, fn) ≤ Φn,τ (g˜n, fn) thanks to the first part
of Theorem 6.8 we find that g is a minimizer of Φ∞,τ (·; f∞), so that g = g∞. Since the
52
limit is unique, we conclude that the whole sequence gn is L
2-weakly converging to g∞ and
Φn,τ (gn, fn)→ Φ∞,τ (g∞, f∞). A further application of the lower semicontinuity results (6.5)
and (6.19) provides the second in (6.22) and∫
|gn − fn|2 dmn →
∫
|g∞ − f∞|2 dm∞.
Expanding the squares, using the L2-strong convergence of the fn’s and recalling (6.7) we
deduce that
∫ |gn|2 dmn → ∫ |g∞|2 dm∞, i.e. the first in (6.22).
Theorem 6.11 (L2-convergence of the Heat flows). Let Xn, n ∈ N, be a sequence of
CD(K,∞) spaces converging to a limit space X∞ in the pmG-sense and adopt the notation of
Remark 4.6. Furthermore, let (Hn)t≥0 be the L
2-gradient flows of the corresponding Cheeger
energies as in § 5.1.4.
Then for every sequence n 7→ f¯n ∈ L2(X,mn) L2-strongly converging to f¯∞ ∈ L2(X,m∞)
we have
H
n
t f¯n
L2−→ H∞t f¯∞ strongly for every t ≥ 0. (6.23)
Proof. Let us first suppose that Chn(f¯n) ≤ C < ∞ for every n ∈ N¯. We denote by Jkn,τ the
iterated resolvent (Jn,τ )
k; uniform convergence estimates (see e.g. [5, Thm. 4.0.4]) show that∫ ∣∣∣Hnt (f¯n)− Jkn,t/k(f¯n)∣∣∣2 dmn ≤ C tk for every n ∈ N¯, k ∈ N.
Since the estimate is uniform w.r.t. n and Jkn,t/kf¯n
L2−→ Jk∞,t/kf¯∞ as n → ∞ thanks to the
previous Corollary, we easily get (6.23).
We then use the L2-contraction property of (Hnt )t≥0 and the Γ-lim sup estimate (6.20) to
extend the result to the general case (see a similar argument in the proof of Theorem 7.7
below).
Remark 6.12. In the case of RCD(K,∞) spaces, when (Ht)t≥0 are linear operators, Theorem
6.11 can be directly deduced by the corresponding Wasserstein result, Theorem 5.7, see [6,
§5.2].
7 Stability, convergence and spectral properties for RCD(K,∞)
spaces.
7.1 The RCD(K,∞) condition and its stability.
In [10] a study of CD(K,∞) with linear heat flow has been initiated, the definition being the
following:
Definition 7.1 (RCD(K,∞) spaces). (X, d,m, x¯) is a RCD(K,∞) p.m.m. space if it satisfies
the CD(K,∞) condition and the W2-heat flow (Ht) (see Theorem 5.5) is linear, i.e.
Ht(αµ + βν) = αHtµ+ βHtν for every t ≥ 0, µ, ν ∈ D(Entm), α, β ∈ [0, 1], α+ β = 1,
(7.1)
or, equivalently, if the Cheeger energy Ch is a quadratic form in L2(X,m), i.e.
Ch(f + g) + Ch(f − g) = 2Ch(f) + 2Ch(g) for every f, g ∈ L2(X,m). (7.2)
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The acronym RCD stands for Riemannian Curvature Dimension, indeed it is well known
that Finsler geometries are included in the class of CD(K,∞) spaces, and that the heat flow
on a smooth Finsler manifold is linear if and only if the manifold is Riemannian. Hence the
idea behind the definition of the subclass RCD(K,∞) of CD(K,∞) spaces is somehow to
isolate those spaces which have a ‘Riemannian’ behavior, see [10] and [4] for results in this
direction. We remark that in [10] the RCD(K,∞) was required both by asking the linearity
of the heat flow as above, and enforcing a bit the CD(K,∞) with the requirement that the
entropy was K-geodesically convex along a family of geodesics larger than the one appearing
in Definition 4.3. It has been later understood in [4] that this enforcement of the CD(K,∞)
assumption was actually unnecessary.
As for the CD(K,∞) condition, the RCD(K,∞) one is invariant with respect to isomor-
phism of p.m.m. spaces. It is also stable w.r.t. pmG convergence, as we show now. Such
stability property can be achieved both passing to the limit in (7.2) thanks to the Mosco-
convergence of the Cheeger energies that we just proved, or passing to the limit in (7.1) with
an argument based on the properties of the relative entropy. We think that both approaches
are interesting and thus we are going to propose both proofs.
Theorem 7.2 (Stability of RCD(K,∞) under pmG-convergence). Let Xn, n ∈ N, be a
sequence of p.m.m. spaces converging to a limit space X∞ in the pmG-sense. Assume that Xn
is an RCD(K,∞) space for every n ∈ N. Then X∞ is RCD(K,∞) as well.
Proof. We shall adopt the notation of Remark 4.6.
Proof via the use of the Cheeger energy. By assumption we know that for every n ∈ N
it holds
Chn(fn + gn) +Chn(fn − gn) = 2Chn(fn) + 2Chn(gn) for every fn, gn ∈ L2(X,mn). (7.3)
Now pick f∞, g∞ ∈ L2(X,m∞) and use the second part of Theorem 6.8 to find sequences
(fn), (gn) L
2-strongly converging to f∞, g∞ respectively such that
lim
n→∞
Chn(fn) = Ch∞(f∞), lim
n→∞
Chn(gn) = Ch∞(g∞).
Notice that n 7→ fn± gn L2-strongly converges to f∞± g∞, use the first part of Theorem 6.8
and pass to the limit in (7.3) to get
Ch∞(f∞ + g∞) + Ch∞(f∞ − g∞) ≤ 2Ch∞(f∞) + 2Ch∞(g∞).
Repeat the argument with f ′∞ := f∞ + g∞ and g
′
∞ := f∞ − g∞ in place of f∞, g∞ and recall
that the Cheeger energy is 2-homogeneous to get the other inequality and the conclusion.
Proof via the use of the relative entropy. We denote by Hn, n ∈ N¯, the W2-gradient
flow of Entmn in P2(X). Let µ
i
∞ ∈ D(Entm∞), i = 0, 1, and µα∞ := (1 − α)µ0∞ + αµ1∞,
α ∈ (0, 1).
The Γ- lim inequality in Proposition 4.7 provides sequences n 7→ µin ∈ D(Entmn) such that
lim
n→∞
Entmn(µ
i
n) = Entm∞(µ
i
∞), µ
i
n
W2−→ µi∞ i = 0, 1.
By the general convergence result Theorem 5.7 we know that
Hn,t(µ
α
n) = (1− α)Hn,t(µ0n) + αHn,t(µ1n) W2−→ (1− α)H∞,t(µ0∞) + αH∞,t(µ1∞).
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Hence our thesis follows if we show that
lim
n→∞
Entmn(µ
α
n) = Entm∞(µ
α
∞), µ
α
n
W2−→ µα∞, (7.4)
so that Theorem 5.7 yields Hn,t(µ
α
t )
W2−→ H∞,t(µα∞). In order to prove (7.4) let us first observe
that the W2-convergence of µ
α
n to µ
α
∞ is a direct consequence of the convexity of the squared
Wasserstein distance W 22 .
Since µαn ∈ D(Entmn) and µ0n, µ1n ≪ µαn with bounded density if α ∈ (0, 1), for every n ∈ N¯
we have
Entµαn (µ
i
n) =
∫
log
(
dµin
dµαn
)
dµin =
∫
log
(
dµin
dmn
)
− log
(
dµαn
dmn
)
dµin
= Entmn(µ
i
n)−
∫
log
(
dµαn
dmn
)
dµin.
Taking appropriate convex combinations we get
(1− α)Entµαn (µ0n) + αEntµαn (µ1n) = (1− α)Entmn(µ0n) + αEntmn(µ1n)− Entmn(µαn).
Therefore from the W2-convergence of (µ
i
n), (µ
α
n) to µ
i
∞, µ
α
∞ respectively and the Γ- lim ine-
quality in Proposition 4.7 we get
lim
n→∞
(1− α)Entmn(µ0n) + αEntmn(µ1n)− Entmn(µαn) = lim
n→∞
(1− α)Entµαn (µ0n) + αEntµαn (µ1n)
≥ (1− α)Entµα∞(µ0∞) + αEntµα∞(µ1∞)
= (1− α)Entm∞(µ0∞) + αEntm∞(µ1∞)− Entm∞(µα∞).
This fact together with the assumption limn Entmn(µ
i
n) = Entm∞(µ
i
∞), i = 0, 1, give
lim
n→∞
−Entmn(µαn) ≥ −Entm∞(µα∞).
Since the other inequality in ensured by the Γ- lim part in Proposition 4.7, the thesis is
achieved.
7.2 Refined estimates on the convergence of the Heat flow.
One of the main contributions of [10] (see also [4]) is the proof that the linearity condition on
the heat flow grants additional regularity properties for the flow itself. A crucial one is the
following contractivity statement.
Theorem 7.3 (W2-contraction). Let (X, d,m, x¯) be a RCD(K,∞) space. For every µ¯, ν¯ ∈
D(Entm) it holds
W2(Htµ¯,Htν¯) ≤ e−KtW2(µ¯, ν¯) for every t ≥ 0. (7.5)
Notice that in a smooth setting, (7.5) is specific of Riemannian geometry, because Ohta-
Sturm proved in [28] that no exponential contraction holds in (Rd, ‖ · ‖,Ld) if the norm ‖ · ‖
does not come from a scalar product.
A direct consequence of (7.5) is that the W2-gradient flow (Ht)t≥0 of the entropy can be
extended from D(Entm) to its W2-closure, which is P2(supp(m)) (i.e. the subset of P2(X)
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made of measures µ such that supp(µ) ⊂ supp(m)). In other words, a unique one parameter
family of maps Ht : P2(supp(m))→ P2(supp(m)) is defined by the following two properties:
W2(Ht(µ),Ht(ν)) ≤ e−KtW2(µ, ν) for every t ≥ 0, µ, ν ∈ P2(supp(m)), (7.6)
and
∀µ ∈ D(Entm) the curve t 7→ Ht(µ) is the gradient flow of the entropy starting
from µ in the sense of Definition 5.4.
As for the heat flow and the CD(K,∞), RCD(K,∞) conditions, these maps are invariant
w.r.t. isomorphisms of p.m.m. spaces.
A more explicit characterization is provided by the following theorem, showing in parti-
cular that Ht(µ) ∈ D(Entm) for t > 0 and every µ ∈ P2(supp(m)). The proof can be found,
for instance, in the preliminary section of [10].
In the statement of the result and thereafter, the function IK : R
+ → R+ is defined as
IK(t) :=
∫ t
0
eKs ds =
{
eKt−1
K if K 6= 0
t if K = 0.
Theorem 7.4 (A priori estimates). Let (X, d,m) be a RCD(K,∞) space. Then for every
µ, ν ∈ P2(supp(m)) and any t > 0 it holds
IK(t)Entm(Ht(µ)) +
IK(t)
2
2
|D−Entm|2(Ht(µ)) ≤ IK(t)Entm(ν) + 1
2
W 22 (ν, µ). (7.7)
As a direct consequence of (7.7), we have the following a priori control on the entropy and
its slope along the flow, which we state and prove only for t close to 0, which is the regime
we will need later.
Corollary 7.5. Let (X, d,m, x¯) be a RCD(K,∞) p.m.m. space, C > 1 +K− and z, m˜ as in
(4.3). For every µ ∈ P2(supp(m)) and t ∈ [0, 18C ] it holds
IK(t)Entm(Ht(µ)) ≤ −IK(t) log z +
(
1− C IK(t)
) ∫
d
2(·, x¯) dm˜+
∫
d
2(·, x¯) dµ (7.8)
IK(t)
2
2
|D−Entm|2(Ht(µ)) ≤
(
1 + 3C IK(t)e
−2Kt
) ∫
d
2(·, x¯) dµ+ c(K, t)
∫
d
2(·, x¯) dm˜, (7.9)
where c(K, t) is given by c(K, t) := 1− C IK(t) + 3CIK(t)(4Ct + (1 + e−Kt)2).
Proof. The bound (7.8) follows plugging ν := m˜ in (7.7), neglecting the (non negative) term
in the squared slope and using the identity
Entm(m˜) =
∫
log(z−1e−Cd
2(·,x¯)) dm˜ = − log z− CW 22 (m˜, δx¯). (7.10)
For (7.9) we argue as follows. Let (νt) be the gradient flow of Entm starting from m˜ and notice
that
W2(Ht(µ), δx¯) ≤W2(Ht(µ), νt) +W2(νt, m˜) +W2(m˜, δx¯)
≤ e−KtW2(µ, m˜) +
∫ t
0
|ν˙s|ds+W2(m˜, δx¯)
≤ e−KtW2(µ, δx¯) +
√
t
∫ t
0
|ν˙s|2 ds+W2(m˜, δx¯)(1 + e−Kt).
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Squaring, using the trivial inequality (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 and the a priori estimate
(5.15) (here we use that t ∈ [0, 18C ]) we get
1
3
W 22 (Ht(µ), δx¯) ≤ e−2KtW 22 (µ, δx¯) + 4tEntm(m˜) +W 22 (m˜, δx¯)
(
8Ct+ (1 + e−Kt)2
)
+ 4t log z.
Taking into account the identity (7.10), this bound reduces to
1
3
W 22 (Ht(µ), δx¯) ≤ e−2KtW 22 (µ, δx¯) +W 22 (m˜, δx¯)
(
4Ct+ (1 + e−Kt)2
)
.
Plugging this bound into (4.4) and using the fact that Entm˜ ≥ 0 we obtain
Entm(Ht(µ)) ≥ − log z− 3Ce−2KtW 22 (µ, δx¯)− 3CW 22 (m˜, δx¯)
(
4Ct+ (1 + e−Kt)2
)
.
The conclusion follows using this inequality in (7.7), choosing ν := m˜ and using again (7.10).
Remark 7.6. Corollary 7.5 grants that for every µ ∈ P2(supp(m)), the curve t 7→ Ht(µ) is
continuous and satisfies Ht(µ) ∈ D(Entm) for any t > 0. In particular, for any t0 > 0 the
curve [0,∞) ∋ t 7→ Ht+t0(µ) is the gradient flow of Entm starting from Ht0(µ) in the sense
of Definition 5.4. For these reasons, we still call the curve [0,∞) ∋ t 7→ Ht(µ) the gradient
flow of Entm starting from µ even for µ ∈ P2(supp(m)) \D(Entm). 
The a priori estimates in Corollary 7.5 and the contraction property (7.6) allow to refine,
in the case of RCD(K,∞) spaces, the convergence result on the heat flow given in Theorem
5.7. Notice indeed that in the statement below only W2-convergence of the initial data is
required, without any assumption on the behavior of the entropies.
Theorem 7.7 (Improved stability of the heat flow). Let Xn, n ∈ N, be a sequence of
RCD(K,∞) spaces converging to a limit space X∞ in the pmG-sense and adopt the nota-
tion of Remark 4.6.
If (µ¯n) ⊂ P2(X) satisfies
µ¯n
W2−→ µ¯∞ ∈ P2(supp(m∞)),
then the solutions µn,t = Hn,t(µ¯n), t ≥ 0, of the W2-gradient flows of Entmn satisfy all the
properties (5.17a,b,c,d).
Proof. Let k 7→ µk∞ ⊂ D(Entm∞) be a sequence such that
lim
k→∞
Entm∞(µ
k
∞) = Entm∞(µ¯∞), lim
k→∞
W2(µ
k
∞, µ¯∞) = 0.
For every k ∈ N, use the Γ- lim part of Proposition 4.7 to find a sequence n 7→ µkn ∈ P2(X)
such that
lim
n→∞
Entmn(µ
k
n) = Entm∞(µ
k
∞), limn→∞
W2(µ
k
n, µ
k
∞) = 0. (7.11)
Taking (7.6) into account we get
W2
(
µ∞,t, µn,t
)
≤W2
(
µ∞,t,H∞,t(µ
k
∞)
)
+W2
(
H∞,t(µ
k
∞),Hn,t(µ
k
n)
)
+W2
(
Hn,t(µ
k
n), µn,t)
)
≤ e−KtW2(µ¯∞, µk∞) +W2
(
H∞,t(µ
k
∞),Hn,t(µ
k
n)
)
+ e−KtW2(µ
k
n, µ¯n)
≤ e−Kt(2W2(µ¯∞, µk∞) +W2(µ¯∞, µ¯n) +W2(µk∞, µkn))+W2(H∞,t(µk∞),Hn,t(µkn)).
(7.12)
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The choices (7.11) and the assumption µk∞ ∈ D(Entm∞) ensure that the hypotheses of
Theorem 5.7 are fulfilled with µkn in place of µ¯n and µ
k
∞ in place of µ¯∞. Hence it holds
limn→∞W2
(
Hn,t(µ
k
n),H∞,t(µ
k
∞)
)
= 0, so that passing to the limit first as n → ∞ then as
k →∞ in (7.12) we get
lim
n→∞
W2
(
µ∞,t, µn,t
)
= 0 for every t ≥ 0.
Now fix ε ∈ (0, 18C ] and notice that from W2
(
µ∞,ε, µn,ε
)→ 0 and the Γ- lim part of Propo-
sition 4.7 we get limn→∞ Entmn(µn,ε) ≥ Entm∞(µ∞,ε). We claim that limn→∞Entmn(µn,ε) ≤
Entm∞(µ∞,ε) <∞ as well. The fact that µ∞,ε ∈ D(Entm∞) follows from (7.8). Use the Γ- lim
part of Proposition 4.7 to find a sequence (νn) ⊂ P2(X) such that
lim
n→∞
Entmn(νn) = Entm∞(µ∞,ε), limn→∞
W2(νn, µ∞,ε) = 0.
From (7.9) we get supn |D−Entmn |(µn,ε) =: S <∞, so that formula (5.7) gives
Entmn(µn,ε) ≤ Entmn(νn) + SW2(νn, µn,ε)−
K
2
W 22 (νn, µn,ε).
Letting n → ∞ and using the fact that W2(νn, µn,ε) → 0 we get limn→∞Entmn(µn,ε) ≤
Entm∞(µ∞,ε) <∞, as claimed.
In summary, we proved that it holds
lim
n→∞
Entmn(µn,ε) = Entm∞(µ∞,ε), limn→∞
W2(µn,ε, µ∞,ε) = 0,
therefore Theorem 5.7 is applicable with µn,ε in place of µ¯n and µ∞,ε in place of µ¯∞. The
conclusion comes from the arbitrariness of ε ∈ [0, 18C ].
7.3 Spectral convergence
Since in a RCD(K,∞) space (X, d,m) the Laplacian ∆d,m (see § 5.1.4) is a selfadjoint linear
closed operator in L2(X,m), it would be interesting to study the behavior of its spectrum
w.r.t. pmG-convergence. We consider here the case of a sequence [Xn, dn,mn, x¯n] ∈ X, n ∈ N¯,
of RCD(K,∞) spaces satisfying a uniform weak Logarithmic-Sobolev-Talagrand inequality
wLSTI(A,B), so that in particular
W 1,2(Xn, dn,mn) is compactly imbedded in L
2(Xn,mn) for every n ∈ N¯,
by Proposition 6.7. Let ∆n := ∆dn,mn be the corresponding Laplace operators; since the
resolvent (I + τ∆n)
−1 as in (6.21) are compact operators, we can find an enumeration
0 ≤ λ1(∆n) ≤ λ2(∆n) ≤ · · · ≤ λk(∆n) ≤ · · · , k ∈ N,
of the eigenvalues of ∆n, each repeated according to its own multiplicity. The eigenvalues are
invariant under isomorphisms of p.m.m. spaces, so λk(∆n) only depends on the equivalence
class Xn of the space (Xn, dn,mn, x¯n).
Theorem 7.8 (Convergence of the eigenvalues of the Laplace operator). Let Xn be a sequence
of RCD(K,∞) spaces converging to a limit X∞ space in the pmG-sense. Assume that for
some a, b ≥ 0 Xn satisfies the wLSTI(A,B) according to Definition 6.4 for every n ∈ N (in
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particular if K > 0 and the masses are finite or diam
(
supp(mn)
)
is uniformly bounded as in
Remark 6.6).
Then
lim
n→∞
λk(∆n) = λk(∆∞) for every k ∈ N.
Proof. The proof is a typical application of the Mosco-convergence result proven in Theorem
6.8: the only difference with respect to the canonical setting concerns the fact that the domains
of the energies are not imbedded in a common Hilbert space. We shall adopt the notation of
Remark 4.6.
If V is a subspace of L2(X,mn), we denote by B(V ) the closed unit ball in V w.r.t. the
L2(X,mn)-norm. We call Vk,n the collection of all the k-dimensional subspaces contained in
D(Chn), and we recall the minimum-maximum principle characterizing the eigenvalues
λk(∆n) = min
V⊂Vk,n
max
f∈B(V )
En(f, f), (7.13)
where En : D(Chn)×D(Chn)→ R is the symmetric bilinear form associated to 2Chn. Let us
fix k ∈ N and first prove that
lim
n→∞
λk(∆n) ≤ λk(∆∞). (7.14)
Let V∞ ∈ Vk,∞ be a vector space realizing the minimum in (7.13) and let (fi,∞) ∈ Vk,∞,
i = 1, . . . , k, be an L2(X,mn)-orthonormal system of V∞, so that
λk(∆∞) ≥ E∞(fi,∞, fi,∞) ∀i = 1, . . . , k & E∞(fi,∞, fj,∞) = 0 ∀i 6= j = 1, . . . , k.
By Theorem 6.8 we find k sequences n 7→ fi,n ∈ D(Chn), i = 1, . . . , k, strongly converging
in the L2-sense and in Cheeger energy to fi,∞. It is obviously not restrictive to assume that∫
f2i,n dmn = 1 for every n ∈ N and i = 1, . . . , k, furthermore by (7.13) we thus know that for
every constant ε > 0 there exists nε ∈ N sufficiently big so that for every n > nε we have∣∣∣ ∫ fi,nfj,n dmn∣∣∣+∣∣En(fi,n, fj,n)∣∣ ≤ ε, ∀i 6= j, En(fi,n, fi,n) ≤ λk(∆∞) + ε, ∀i.
Setting Vk,n = span(f1,n, . . . fk,n) we easily find that for every α = (α1, . . . , αk) ∈ Rk
∫ ( k∑
i=1
αifi,n
)2
dmn = |α|2 +
∑
i 6=j
αiαj
∫
fi,nfj,n dmn ≥ (1− ε)|α|2
so that dim(Vk,n) = k and every f ∈ B(Vk,n) can be represented as f =
∑k
i=1 αifi,n with
|α|2 ≤ (1− ε)−1. Using this linear decomposition, we get
En(f, f) =
k∑
i,j=1
αiαjEn(fi,n, fj,n) ≤ (λk(∆∞) + 2ε)|α|2 ≤ (1− ε)−1(λk(∆∞) + 2ε)
for every f ∈ B(Vk,n): thus λk(∆n) ≤ (1 − ε)−1(λk(∆∞) + 2ε) if n ≥ nε. Since ε > 0 is
arbitrary, this proves (7.14).
Let us now prove the lim inf inequality
lim
n→∞
λk(∆n) ≥ λk(∆∞).
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By (7.13) for every n ∈ N we can find a space Vk,n ⊂ D(Chn) generated by the L2(X,mn)-
orthonormal system (fi,n), i = 1, . . . , k, such that for every n ∈ N and for every linear
combination
fα,n :=
k∑
i=1
αifi,n with α = (αi)i ∈ Rk, |α|2 =
k∑
i=1
α2i = 1, (7.15)
we have ∫
fi,nfj,n dmn = δij, λk(∆n) ≥ En(fα,n, fα,n). (7.16)
The previous estimate shows in particular that supα,n En(fα,n, fα,n) < ∞: we can then
extract an increasing subsequence n′ such that for every α ∈ Rk with |α| = 1
λk(∆n) −→ λ, fα,n′ −→ fα,∞ =
k∑
i=1
αifi,∞ weakly, E∞(fα,∞, fα,∞) ≤ λ, (7.17)
where for the last inequality we applied (6.19).
Applying ii) of Theorem 6.3 thanks to the uniform estimate provided by the wLSTI, we
can reinforce the weak convergence of n 7→ fi,n to a strong convergence in L2-sense, so that we
can pass to the limit in the identities of (7.16) and prove that (fi,∞) is an orthonormal system
generating a k-dimensional subspace Vk,∞. Every f ∈ B(Vk,∞) can then be represented as
fα,∞ as in (7.15) so that (7.17) yields E∞(f, f) ≤ λ for every f ∈ B(Vk,∞). Using (7.13) with
n =∞ we conclude λk(∆∞) ≤ λ, as desired.
Remark 7.9. When the pmG-convergent sequence of RCD(K,∞) spaces Xn does not satisfy
a uniform wLSTI condition, the Mosco-convergence result of Theorem 6.8 is still sufficient to
prove that every point λ in the spectrum σ(∆∞) is the limit of points λn ∈ σ(∆n): one can
argue as in the proof of [25, Proposition 2.5] (see also Remark 6.2), where it is shown that (a
suitably adapted) Mosco-convergence of Dirichlet forms always implies lower semicontinuity
of the spectra.
The uniform wLSTI condition provides a further asymptotical compactness analogous to
[25, Definition 2.12]: in this case Theorem 7.8 could also be proven as for Theorem 2.6 in [25].

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