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"Big Data" brings new challenges to data retrieval, and similarity search is 
particularly important. Locality sensitive hashing algorithm is one of the most popular 
algorithms in similarity search, it is an approximate nearest neighbor algorithm that 
based on the establishment of hashing, it reduces the complexity of retrieval time to 
linear. When compared with other data structure algorithms that based on the Tree , 
locality sensitive hashing can handle data better in high-dimensional space retrieval. 
Noting that after getting retrieved candidate set for high dimensional data, there will 
need similarity computation, this part takes a big proportion of time-consuming in the 
whole retrieval time, so the algorithm performances still needs to improve when 
dealing with large-scale data.  
    For locality sensitive hashing algorithm, taking into account the data dimension 
and a sharp increase in the amount of data retrieval time still can't satisfy the demand, 
put forward two improved locality sensitive hashing algorithms in different 
applications and applied them to the image, this paper do the following work: 
 1. When using locality sensitive hashing algorithm to find the k most similar 
(Top-k) objects, put forward a locality sensitive hashing algorithm based on the sort of 
times (ST-LSH). In order to avoid the problem large number of similarity computation, 
this algorithm outputs data according to the number of occurrences before unique the 
data. Experimental results show that compared with traditional locality sensitive 
hashing, improved algorithm ensures the recognition rate nearly unchanged, and 
greatly reduces data retrieval time. 
 2. When using locality sensitive hashing algorithm to find data label , in order to 
compensate its susceptible to noise points, propose locality sensitive hashing 
algorithm based on k-nearest neighbor classifier (k-nearest neighbor) (KNN-LSH) . 
KNN-LSH takes full advantage of the information after unique the candidate set, use 
categories of candidate set after unique technology to k-nearest classification. which 















the query object is classified to the largest number of the category , thus avoiding a lot 
of similarity computation. Experimental results show that when compared with the 
pre-modified algorithm, KNN-LSH classification performs better recognition rate 
than the traditional methods, with stability, but also shorten the data retrieval time. 
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