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Neighbourhoods of classical probability measures, presented in the form of interval probabilities,
are studied in the paper. The main goal is a characterization of two important classes, convex and bi-
elastic neighbourhoods. Those two classes are equivalently characterized through closure conditions
with respect to Jeﬀrey’s rule of conditioning. Moreover, some other interpretations of the closure
property are given, including a description of behaviour of conditional expectation under the lower
and upper expectation operators. This description is useful for a better understanding of some mod-
els in the theory of choice under risk. Further, closure under Jeﬀrey’s rule can serve as an extension
rule for partially determined interval probabilities.
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[11] or set of priors. Thus, the true probability distribution is unknown, however, it is
believed to belong to the given set. In robust statistics sets of probability measures are usu-
ally formed as sets of perturbations of a given base probability measure. Such a set is
called a neighbourhood of a probability measure.
The second class of approaches to generalized probabilities replace the classical prob-
ability measure with a lower and an upper bound, which are set functions deﬁned on
the family of events, assigning each event the lowest and the highest possible value that
can be considered as its probability. This class includes the combinations of belief and
plausibility functions, convex and concave Choquet capacities and other classes of lower
and upper probability pairs. A theory that includes all mentioned classes is the theory of
interval probabilities (see e.g. [20,21] or [10]).
In general, the two above mentioned types of models can carry diﬀerent kinds of infor-
mation. On the one hand, the upper or lower envelope cannot always suﬃciently deter-
mine the set of probability measures (see e.g. [18]) and on the other hand, not every
capacity can be expressed as a lower or an upper envelope of a set of probability measures.
However, most attention has been paid to exactly those models where both representa-
tions are possible, that is, to the pairs of closed convex sets of probability measures and
their envelopes being in one to one correspondence. The upper and lower envelopes arising
in those models are usually called coherent upper and lower probabilities (see e.g. [17] or
[21]). But, as can easily be shown, in the case of coherent upper and lower probability
pairs, all information is already given by only one of the envelopes; therefore, we restrict
to studying correspondence between sets of probability measures and their lower enve-
lopes only.
To check whether a capacity is a coherent lower probability, in general one has to
solve a linear programming problem which is often computationally very diﬃcult.
Because of this, additional, computationally easier to handle suﬃcient or necessary con-
ditions are very useful for practical purposes. An important class of coherent capacities
are convex or 2-monotonic Choquet capacities (see e.g. [6]). On the other hand, each
coherent capacity is subadditive, but subadditivity is not suﬃcient for coherence (see
e.g. [7]).
For certain classes of capacities weaker conditions than 2-monotonicity have been
shown suﬃcient for coherence. Kadane and Wasserman [9] studied a class of symmetric
capacities, where the term refers to capacities v on the set of Borel subsets on the interval
[0,1] such that v(A) = v(B) whenever l(A) = l(B), where l is Lebesgue measure on [0,1].
They show that the distribution function of a symmetric and coherent capacity is doubly
star shaped, where the concept of doubly star shapedness is very similar to bi-elasticity
which we describe in Section 4. The concept of bi-elasticity was introduced by Wallner
[19], who proposes some suﬃcient conditions for coherence of neighbourhoods of interval
probabilities. The two of his new classes of neighbourhoods, convex and bi-elastic neigh-
bourhoods, are one of the main concepts used in this paper.
Unlike the special case of distorted probabilities, in general, doubly star shapedness or
bi-elasticity is not a necessary condition for coherence; however, it has some other useful
implications which we try to emphasize in the present paper. We show that a neighbour-
hood of a probability measure whose lower envelope is convex or bi-elastic with respect to
the base probability measure satisﬁes certain closure properties, given in Deﬁnition 1, with
respect to Jeﬀrey’s rule of conditioning.
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In Section 3 we describe some basic properties of the neighbourhoods satisfying the clo-
sure property with respect to the transformations according to Jeﬀrey’s rule. In Section
4 the neighbourhoods with convex and bi-elastic lower envelopes are described. The main
results, which show equivalence between convexity or bi-elasticity and closure with respect
to Jeﬀrey’s transformations, are presented in Section 5. The results also contain a connec-
tion between the closure property and conditional expectations of random variables. This
relation is then applied to decision making under risk in Section 6, where a known result is
reinterpreted using the results of this paper.
2. Basic deﬁnitions
Let X be a non-empty set andA a r-algebra of its subsets. The term classical probability
or r-additive probability will denote any set function p :A! R satisfying Kolmogorov’s
axioms. A capacity onA is any monotone set function v :A! R such that v(;) = 0. Let
L and U be capacities on A such that L 6 U and L(X) = U(X) = 1. The interval valued
function P(Æ) = [L(Æ),U(Æ)] is called an interval probability (see e.g. [20,21]). To each interval
probability P, the set M of all classical probability measures on the measurable space
ðX;AÞ that lie between L and U can be associated. This set is called the structure of the
interval probability P. Usually, it is additionally required that the structure of an interval
probability is non-empty. Moreover, throughout this paper we will also require the follow-
ing relation between the structure and interval limits L and U:
LðAÞ ¼ inf
p2M
pðAÞ and UðAÞ ¼ sup
p2M
pðAÞ for every A 2A; ð1Þ
whereM 6¼ ;. In Weichselberger’s theory, interval probabilities satisfying the above prop-
erty are called F-ﬁelds. The concept of F-ﬁelds is in a close relation with coherence in Wal-
ley’s sense [17]. In his sense, coherent lower and upper probabilities are lower and upper
bounds of sets of (ﬁnitely) additive probabilities (instead of r-additive ones used by Weich-
selberger). Whether an interval probability is additionally an F-ﬁeld depends on its lower
probability L and therefore we will say that a lower probability of an F-ﬁeld has the
F-property.
It turns out that the lower and upper limit L and U of an F-ﬁeld P satisfy the following
relation:
LðAÞ ¼ 1 Uð:AÞ and UðAÞ ¼ 1 Lð:AÞ. ð2Þ
Therefore, the F-ﬁeld is determined by only one of them, usually we will use the lower one.
Where needed, the relations (2) will be assumed. Further, for each F-ﬁeld the following
inequalities hold for disjoint sets A and B 2A (see [21], Lemma 2.5.8 or [17], 2.7.4):
LðA [ BÞP LðAÞ þ LðBÞ and ð3Þ
UðA [ BÞ 6 UðAÞ þ UðBÞ; ð4Þ
which state that L and U are superadditive and subadditive respectively. We will also need
the inequality:
LðA [ BÞ 6 LðAÞ þ UðBÞ; ð5Þ
which holds for any A;B 2A.
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ply the restriction of the corresponding set functions: P jB :¼ ½LjB;U jB. A similar restric-
tion can be done for the structureM by restricting all its members. Clearly, the set of all
restricted members of the structure M is a subset of the structure of the restriction P jB,
however, the two sets might not coincide in some cases. In some cases there might for
instance exist a probability measure q on B that lies between L and U on B but does
not have an extension to a probability measure on the whole algebra A belonging to
M. The answer whether or not such cases indeed exist is not known by the author at
the moment, however, it is an immediate consequence of Deﬁnition 1 that in the case of
interval probabilities satisfying the closure properties with respect to Jeﬀrey’s rule both
sets, the structure of the restriction and the set of restrictions of the members of the struc-
ture, always coincide. The problem also does not exist in the more general Walley’s frame-
work, where the probabilities in the structure are only ﬁnitely additive, and every such
probability has an extension to any superset.
Because of the above mentioned issue, we will distinguish between the structure
of a restricted interval probability and a restriction of the structure, although the
problem does not aﬀect the class of interval probabilities we are concerned with in this
paper.
Another important concept that originates in robust statistics is the concept of neigh-
bourhoods of probability measures (see e.g. [2,4,7,1]) . Given a probability measure p on
a measurable space ðX;AÞ, a neighbourhood of p is a set C of probability measures that
are in some sense close to p. One of the most frequently used neighbourhood models is the
so called e-contamination model, given by
C ¼ fð1 eÞ  p þ e  hjh is an arbitrary probability measureg.
Let C be any neighbourhood of a given probability measure p and L and U its lower and
upper envelope respectively. C is then a subset of the structure of the interval probability
P = [L,U]. However, for many important classes of neighbourhoods, the structure of P is
in fact equal to C. From now on, we restrict to the neighbourhoods satisfying this prop-
erty, which for instance include e-contamination neighbourhoods. Thus, given a probabil-
ity measure p, its neighbourhood will be any interval probability P such that p belongs to
its structure.
Further, we introduce Jeﬀrey’s rule of conditioning (see [8,15]), which is a natural gen-
eralization of Bayes’ rule of conditioning. Let p be a given probability measure on a mea-
surable space ðX;AÞ and let B be a member of A such that p(B) > 0. Given the new
information that B occurs, Bayes’ rule of conditioning updates the probability p into a
new probability measure p(ÆjB) such that:
B1: p(BjB) = 1 and
B2: for every A1;A2 2A such that A1, A2  B:
pðA1jBÞ
pðA2jBÞ ¼
pðA1Þ
pðA2Þ if pðA2Þ > 0 and
pðA2jBÞ ¼ 0 if pðA2Þ ¼ 0.
The above conditioning rule works for the situation where the new information is of the
form ‘the event B has occurred’.
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event the new information gives probabilities of events belonging to a subalgebra B of
A. Thus, the new information is given by a probability measure q on B. First we deﬁne
the transformed probability measure for the case where B is a ﬁnite subalgebra ofA. Let
E be the set of atoms of B and let pB;q denote the transformed probability.
R1: for every B 2 B : pB;qðBÞ ¼ qðBÞ and
R2: for every E 2 E and A1;A2 2A such that A1, A2  E:
pB;qðA1Þ
pB;qðA2Þ ¼
pðA1Þ
pðA2Þ if pðA2Þ > 0 and
pB;qðA2Þ ¼ 0 if pðA2Þ ¼ 0.
Clearly, q must be absolutely continuous with respect to pjB; q pjB, to assure existence
of the transformed probability measure. Thus q(B) = 0 must hold for every B 2 B with
p(B) = 0. The above requirements lead to the following deﬁnitionpB;qðÞ :¼
X
E2E
pðjEÞ  qðEÞ; ð6Þ
where E is the set of atoms of B. The above deﬁnition is clearly a generalization of the
classical conditional probability. Taking E ¼ fB;:Bg and q(B) = 1, clearly gives
pB;qðÞ ¼ pðjBÞ.
It follows directly from the deﬁnition (6) that for every event A 2A; pðAÞ ¼ 0 implies
pB;qðAÞ ¼ 0. Thus, pB;q is always absolutely continuous with respect to p, pB;q  p. Abso-
lute continuity of q with respect to pjB allows a generalization of the above deﬁnition to
the case where B is an inﬁnite subalgebra of A.
Let nowB be any subalgebra ofA and let q pjB be a probability measure onB. Fur-
ther, let hq ¼ dq=dðpjBÞ be the Radon–Nikodym derivative. We deﬁne
pB;qðAÞ :¼
Z
A
hq dp for every A 2A; ð7Þ
which clearly coincides with (6) if B is a ﬁnite algebra.
In the cases where sets of probability measures are considered instead of single proba-
bilities, it makes sense to also consider the lower and upper expectations of random vari-
ables. Thus, if X : X! R is anA-measurable random variable andM a set of probability
measures then its lower expectation is deﬁned as
EMX :¼ inf
p2M
EpX ð8Þ
and its upper expectation is
EMX :¼ sup
p2M
EpX . ð9Þ
The above deﬁnitions can be applied to interval probabilities through corresponding struc-
tures. If P is an interval probability with structure M then let EPX :¼ EMX and EPX :¼
EMX . When passing to a subalgebra B A the lower and upper expectation of a B-mea-
surable random variable X do not change if the deﬁnitions (8) and (9) are considered, how-
ever, as noted earlier in this section, when an interval probability is restricted to B, the
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original structure. Therefore, the lower and upper expectation with respect to an interval
probability might change under restrictions.
Let X : X! R be an A-measurable random variable and B A a sub-r-algebra. We
will denote the conditional expectation of X with respect to p as EpðX jBÞ. Thus EpðX jBÞ is
by deﬁnition the almost surely unique B-measurable random variable such that
EpðXY Þ ¼ EpðEpðX jBÞY Þ for every bounded B-measurable r.v. Y . ð10Þ3. Neighbourhoods closed with respect to Jeﬀrey’s rule
Let p be a given probability measure on a measurable space ðX;AÞ. We would like to
form a neighbourhood around p using some partial information. Let the information be
given in the following form. For some subsets Bi of X let the probability intervals
P ðBiÞ ¼ ½LðBiÞ;UðBiÞ ð11Þ
be given, where p(Bi) 2 P(Bi). The neighbourhoods arising from these constraints are usu-
ally called quantile class neighbourhoods (see e.g. [2]).
Let us further assume that the sets Bi form a subalgebra of A. Then the given proba-
bility intervals P(Bi) can be interpreted as a partially determined interval probability (see
e.g. [21]), or just an interval probability on the algebraB. The problem of forming a neigh-
bourhood using given information now translates to extending the interval probability
from B to the whole algebra A.
In general, the solution to the problem of extending a lower probability or similarly an
interval probability is not unique; however, in many important cases the most appropriate
extension is the smallest lower probability which extends the given one. In Walley’s set-
tings [17], this extension is called the natural extension. A similar concept also appears
in Weichselberger’s theory of interval probabilities [21]. Applied to interval probabilities,
the natural extension generates the widest possible intervals agreeing with the given partial
information. The usual quantile class neighbourhood models follow the same idea and the
resulting neighbourhood would consist of all probability measures that satisfy the con-
straints given by (11).
A natural questions arises whether the natural extension could be replaced by a similar
procedure which would generate the narrowest possible intervals, or instead we may
require that the corresponding structure is minimal. Unfortunately, the answer is negative,
as can easily be veriﬁed on examples. In general, there is no narrowest interval probability
extending a partially determined one. However, in the case of neighbourhoods of classical
probabilities, besides the information given by intervals there is another part of informa-
tion given by the central distribution p. We will show that this part of the given informa-
tion allows forming of intervals whose structures are minimal.
We adopt the following interpretation. The given classical probability is the best guess
of the true probability and the intervals tell how much the true probability may diverge
from p. In the most optimistic case where all intervals were degenerate and equal to the
corresponding values of p, there would be no information contradicting the initial guess
and therefore no need to consider other distributions besides p.
In the general case let us additionally assume coherence or the F-property of the infor-
mation given by (11). In this case, the information given by the intervals is equivalent to
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sures on B. Thus, applying the new information given by the intervals should be equiva-
lent to potentially applying any piece of the new information given by a member of the
structure. But if the new information is given in the form of a probability measure on a
subalgebra, a reasonable way to apply it is the use of Jeﬀrey’s rule as argued in the previ-
ous section.
According to the above arguments, an appropriate extension of the neighbourhood
from B to A would be the following:C ¼ fpB;qjq is a probability measure on ðX;BÞ; L 6 q 6 Ug. ð12ÞThe extended neighbourhood contains all information given by (11) and is minimal be-
cause exactly one probability measure on A corresponds to every piece of the new infor-
mation given by a probability measure on B. The natural extension on the other hand
includes all possible extensions of all probability measures on B which makes it the max-
imal extension.
Whether the minimal or the maximal extension of an interval probability is needed
depends on the interpretation of a given problem. The natural extension provides a solu-
tion where all possible distributions that do not disagree with given information are con-
sidered. Our approach on the other side provides the most optimistic and consequently the
most precise solution. The main diﬀerence is in the way how new information is inter-
preted. In the case where the natural extension is used, absence of information is inter-
preted as complete ignorance, while in our approach absence of new information is
interpreted as no disagreement with prior information.
If the above argumentation is reversed, it can be used as a criterion of consistency of a
given neighbourhood. Let a probability measure p and its neighbourhood P be given—P is
assumed to be an interval probability such that p belongs to its structure. Let P jB be a
restriction of P to a subalgebra B of A. The restriction P jB carries less information than
P and can be extended back to an interval probability on the whole algebra A, using the
construction (12). Let P 0 denote this extension, which carries the same information as the
restriction P jB. Therefore, it carries less information than P and because of minimality, it
would be reasonable to expect that P 0  P in the sense that P 0(A)  P(A) for all A 2A.
However, in general this is not the case. We deﬁne two classes of neighbourhoods closed
under Jeﬀrey’s rule.
Deﬁnition 1. Let p be a classical probability on a measurable space ðX;AÞ and P = [L,U]
its neighbourhood on the same measurable space, i.e. P is an interval probability such that
p belongs to the structure M of P. Then P belongs to the first class of neighbourhoods
closed with respect to Jeffrey’s rule if the following holds:For every subalgebra B A and every probability measure q on ðX;BÞ such that
LjB 6 q 6 U jB, the transformed probability pB;q belongs to the structure M, i.e.
L 6 pB;q 6 U .The neighbourhood P belongs to the second class of neighbourhoods closed with respect
to Jeffrey’s rule if the above closure condition is satisﬁed for every subalgebra B A gen-
erated by fA;:Ag 8A 2A.
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become clear in the next section, it is a proper subclass. The main result of this paper,
given in Section 5, is a characterization of the above classes of neighbourhoods as convex
and bi-elastic neighbourhoods, deﬁned in the next section.
Now let P be a neighbourhood of a classical probability measure p on a measurable
space ðX;AÞ and B A a sub-r-algebra. Let P 0 denote the restriction of P to B. Thus,
P 0(B) = [L(B),U(B)] for every B 2 B. The elements of the structureM0 of this restriction
may not necessarily be the restrictions of elements of the structureM of P. However, if the
neighbourhood P belongs to the ﬁrst class of neighbourhoods closed for Jeﬀrey’s rule, the
structure of any restriction of P does clearly consist of exactly those probability measures
that are restrictions of elements of M.
Closure with respect to the transformations according to Jeﬀrey’s rule implies another
interesting property. Let X : X! R be an A-measurable random variable. Consider its
conditional expectation EpðX jBÞ. It is well known that its expectation with respect to p
is equal to the expectation of X : EpX ¼ EpEpðX jBÞ. When a neighbourhood of p is con-
sidered it would be interesting to know how the conditional expectation behaves under the
lower and upper expectation operators. If P 0 is a restriction of P to any sub-r-algebraB of
A, the lower expectation of a B-measurable random variable with respect to P 0 is the
lower expectation with respect to the structure M0. As shown by the example below, in
general, the lower expectation of EpðX jBÞ with respect to P 0 can be lower than the lower
expectation of X with respect to P. However, if the neighbourhood is closed for the trans-
formations according to Jeﬀrey’s rule, the upper and lower expectation of EpðX jBÞ with
respect to P 0 always lie between the upper and lower expectations of X with respect to
P. We show this in Section 5. Moreover, we will show that both properties are equivalent.
Example 2. Let p be any classical probability on a measurable space ðX;AÞ and let P be
its neighbourhood given in terms of an interval probability. If P does not belong to the
ﬁrst class of neighbourhoods from Deﬁnition 1 then there exist an algebra B A and a
probability measure q 2M0, whereM0 is the structure of the restricted interval probability
P 0 ¼ P jB such that pB;qðAÞ < LðAÞ for an A 2A. Let X = 1A be the indicator function of
the set A. We will show that the lower expectation of EpðX jBÞ is smaller than the lower
expectation of X.
We have
EP 0Epð1AjBÞ ¼ inf
q02M0
Eq0Epð1AjBÞ 6 EqEpð1AjBÞ ¼
Z
X
Epð1AjBÞdq ¼
Z
X
Epð1AjBÞhq dp
and since hq is B-measurable we have
EpðEpð1AjBÞhqÞ ¼ Epðhq1AÞ ¼
Z
A
hq dp ¼ pB;qðAÞ < LðAÞ.
But LðAÞ ¼ infp02Mp0ðAÞ ¼ infp02MEp0 ð1AÞ ¼ EP ð1AÞ. Thus EP 0Epð1AjBÞ < EP ð1AÞ.
The above example shows that for every neighbourhood not belonging to the ﬁrst class
of neighbourhoods closed for Jeﬀrey’s rule there exist a random variable X and a subalge-
bra B A such that EM0EpðX jBÞ < EMX , where M is the structure of P and M0 is the
structure of P 0. Thus it proves a part of Theorem 9(iii).
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Let P = [L,U] be a neighbourhood of a probability measure given as an interval prob-
ability. As already mentioned, we require P to be an F-ﬁeld.
A capacity v is convex or 2-monotonic or supermodular if
vðA [ BÞ þ vðA \ BÞP vðAÞ þ vðBÞ for every A;B 2A. ð13Þ
It is well known that every convex capacity is a coherent lower probability (see [7]
or [6]).
Distorted probabilities are an important class of capacities. Let f : [0,1]! [0,1] be an
increasing function that maps 0 to 0 and 1 to 1. The capacity v ¼ f  p :A! R is called
a distorted probability. It can be shown (see [6]) that if additionally f is a convex function
then also v is a convex capacity and vice versa. By Buja (cf. [4]) distorted probabilities
where the distortion f is convex are called pseudo capacities. The construction of a neigh-
bourhood of a probability measure as the set of probabilities dominating a pseudo capac-
ity is a standard construction of neighbourhoods in robust statistics (see e.g. [1]). However,
Wallner [19] shows that the above construction should not necessarily be limited to dis-
torted probabilities. Thus, he proposes a much wider class of convex transformations of
probability measures that result in coherent lower probabilities. On the other hand, he
shows that not even convexity is a necessary condition to obtain coherent lower probabil-
ities, instead he proposes a new class of bi-elastic transformations.
Convexity of f implies the following relation between the distorted probability v and p:
vðCÞ  vðBÞ
pðCÞ  pðBÞP
vðBÞ  vðAÞ
pðBÞ  pðAÞ
for every A;B;C 2A such that p(A) < p(B) < p(C). Replacing the last condition with
A  B  C we can generalize this type of convexity to obtain (see [19]).
Deﬁnition 3. Let p be a classical probability on a measurable space ðX;AÞ and L :A! R
a capacity such that L(X) = 1. Then L is convex with respect to p if
ðLðCÞ  LðBÞÞ  ðpðBÞ  pðAÞÞP ðLðBÞ  LðAÞÞ  ðpðCÞ  pðBÞÞ ð14Þ
for A  B  C and A;B;C 2A. If P = [L,U] is a neighbourhood of p with L convex with
respect to p then we say P is a convex neighbourhood of p.
If additionally
pðAÞ ¼ 1) LðAÞ ¼ 1 8A 2A ð15Þ
or equivalently
pðAÞ ¼ 0) UðAÞ ¼ 0 8A 2A ð16Þ
is satisﬁed, it is an elementary exercise to show that if a set function L is convex with re-
spect to some classical probability p then it is also 2-monotonic; however, the inverse
implication does not hold in general.
Further we introduce the concept of bi-elasticity, which is particularly useful in the spe-
cial case of distorted probabilities. As mentioned above, a distorted probability v = f  p is
2-monotonic if and only if f is a convex non-decreasing real function, which then implies
coherence of v. To achieve the F-property, (15) must additionally be required. However,
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coherence of v. Let f be a distortion such that f(x)/x is an increasing and (1  f(1  x))/
x a decreasing function on (0,1]. Wallner [19] names such functions bi-elastic and the
property is very similar to Kadane and Wasserman’s doubly star shapedness [9]. It can eas-
ily be seen that every convex function is bi-elastic, but not conversely. Let v = f  p be a
distorted probability. Bi-elasticity of f then turns out to be a necessary and suﬃcient con-
dition for coherence of v if we are allowed to vary the underlying measurable space ðX;AÞ
and if additionally (15) is satisﬁed, v also has the stronger F-property.
The following relations obviously hold between a bi-elastic distorted probability
v = f  p and p:
vðAÞ
pðAÞ 6
vðBÞ
pðBÞ and
1 vð:BÞ
pðBÞ 6
1 vð:AÞ
pðAÞ
for every A;B 2A such that 0 < p(A) 6 p(B). Similarly as in the case of convexity, the last
condition can be replaced with A  B to obtain the following generalization (see [19]):
Deﬁnition 4. Let p be a classical probability on a measurable space ðX;AÞ and L :A! R
a capacity such that L(X) = 1. Then L is bi-elastic with respect to p if
LðAÞ  pðBÞ 6 LðBÞ  pðAÞ ð17Þ
and
UðAÞ  pðBÞP UðBÞ  pðAÞ ð18Þ
for every A;B 2A such that A  B. If P = [L,U] is a neighbourhood of p with L bi-elastic
with respect to p then we say P is a bi-elastic neighbourhood of p.
In Section 2, (1) we assumed that interval probabilities used through the whole paper
are F-ﬁelds. However, the assumption is rather unnecessary in Deﬁnitions 3 and 4, since
bi-elasticity and hence convexity (by Corollary 6), together with (15), imply the F-property
of P, as mentioned above.
Eqs. (17), (18) and (14) respectively can be transformed into the more usual ratio form
if the usual conditions are satisﬁed. Thus, if L is bi-elastic with respect to p and A  B are
elements of A such that p(A) > 0 then
LðAÞ
pðAÞ 6
LðBÞ
pðBÞ ð19Þ
and
UðAÞ
pðAÞ P
UðBÞ
pðBÞ . ð20Þ
If L is convex with respect to p and A  B  C are such that p(A) < p(B) < p(C) then
LðCÞ  LðBÞ
pðCÞ  pðBÞ P
LðBÞ  LðAÞ
pðBÞ  pðAÞ . ð21Þ
The above inequalities are in the cases indicated more convenient for use, but they cannot
replace the deﬁnitions, since they in general do not imply the inequalities (14), (17) and
(18).
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Proposition 5. Let p be a classical probability measure on a measurable space ðX;AÞ and
L :A! R a capacity such that L(X) = 1. The following statements are equivalent:
(i) L is convex with respect to p;
(ii) the inequality
ðLðCÞ  LðBÞÞ  ðpðCÞ  pðAÞÞP ðLðCÞ  LðAÞÞ  ðpðCÞ  pðBÞÞ ð22Þ
holds whenever A  B  C;
(iii) the inequality
ðLðCÞ  LðAÞÞ  ðpðBÞ  pðAÞÞP ðLðBÞ  LðAÞÞ  ðpðCÞ  pðAÞÞ ð23Þ
holds whenever A  B  C.Proof. To see the equivalence between (i) and (ii), rewrite (22) into the form
ðLðCÞ  LðBÞÞ  ½ðpðCÞ  pðBÞÞ þ ðpðBÞ  pðAÞÞ
P ½ðLðCÞ  LðBÞÞ þ ðLðBÞ  LðAÞÞ  ðpðCÞ  pðBÞÞ;
which is clearly equivalent to (14).
The equivalence between (i) and (iii) can be seen similarly. hCorollary 6. If L is convex with respect to p then it is bi-elastic with respect to p.Proof. Letting C = X in (22) gives (18) and A = ; in (23) gives (17). h5. Closure properties of convex and bi-elastic neighbourhoods
In this section we characterize neighbourhoods closed with respect to Jeﬀrey’s rule. We
will show that under the additional requirement of (15) or (16) the ﬁrst class from Deﬁni-
tion 1 contains exactly convex and the second class exactly bi-elastic neighbourhoods. The
additional requirement is needed because in the deﬁnition of Jeﬀrey’s rule, the updating
probability was required to be absolutely continuous with respect to the central probabil-
ity p. Since all members of the structure appear as updating probabilities, therefore they all
have to be absolutely continuous with respect to p. Now, since U is a supremum of abso-
lutely continuous set functions, it is absolutely continuous with respect to p too.
Before stating the main theorems we give an example of a neighbourhood not belonging
to any of the closure classes. The example demonstrates that bi-elasticity is needed for the
second class of neighbourhoods closed with respect to Jeﬀrey’s rule.
Example 7. Let X = {x,y,z} and A ¼ 2X. Let P = [L,U] be an interval probability such
that, as usual, L(;) = 0 and L(X) = 1 and for other sets
LðAÞ ¼
1
6
if jAj ¼ 1;
1
3
if jAj ¼ 2.

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p({z}) in the same order.
We have L({z})/p({z}) = 1 > 4/7 = L({x,z})/p({x,z}). Thus, L is not bi-elastic with
respect to p. Now take E ¼ ffx; zg; fygg and let B be the algebra generated by E. Let q be
a probability measure on B such that q({x,z}) = 1/3 and q({y}) = 2/3. Clearly, qP LjB.
Using (6), we compute pB;q ¼ ð5=21; 2=3; 2=21Þ, which does not belong to the structure
of P, since pB;qðfzgÞ ¼ 2=21 < 1=6 ¼ LðfzgÞ.
Thus, the neighbourhood P of p does not belong to the second (and hence neither to the
ﬁrst) class of neighbourhoods closed for Jeffrey’s rule.
The next theorem characterizes the second class of neighbourhoods closed with respect
to Jeﬀrey’s rule.
Theorem 8. Let p be a classical probability measure on a measurable space ðX;AÞ and let
P = [L,U] be its neighbourhood satisfying (15). The following statements are equivalent:
(i) P is a bi-elastic neighbourhood of p.
(ii) P belongs to the second class of neighbourhoods closed with respect to Jeffrey’s rule, i.e.
for every A 2A: if q is a probability measure on B such that LjB 6 q 6 U jB then
L 6 pB;q 6 U , where B is the algebra generated by fA; :Ag.Proof. The part (i)! (ii) follows from Wallner’s proof of Theorem 4 in [19], which is done
in a more generalized situation of neighbourhoods of interval probabilities. We include the
simpliﬁed proof because it is useful for understanding the idea of the proof of Theorem 9.
Let P = [L,U] be a bi-elastic neighbourhood of a classical probability measure p and A
an event from A. Denote E ¼ fA;:Ag. Further, let q be a probability on the algebra
generated by A and :A such that L(A) 6 q(A) 6 U(A). As noted before, we may assume
0 < p(A) < 1, since otherwise pB;q ¼ p. For every B 2A we have to prove
LðBÞ 6 pB;qðBÞ 6 UðBÞ. ð24Þ
Because of symmetry between events A and :A, we may assume pð:BjAÞ 6 pð:Bj:AÞ and
obtain
pB;qðBÞ ¼ 1 pB;qð:BÞ ¼ 1 qðAÞ  pðA \ :BÞ
pðAÞ  ð1 qðAÞÞ 
pð:A \ :BÞ
pð:AÞ
P 1 LðAÞ  pðA \ :BÞ
pðAÞ  Uð:AÞ 
pð:A \ :BÞ
pð:AÞ .
Using (19), we get
LðAÞ pðA \ :BÞ
pðAÞ 6 pðA \ :BÞ
LðA [ BÞ
pðA [ BÞ .
Similarly we get
Uð:AÞ pð:A \ :BÞ
pð:AÞ 6
Uð:A \ :BÞ
pð:A \ :BÞ pð:A \ :BÞ;
using (20). Using (2), we continue with
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pðA [ BÞ
¼ LðA [ BÞ  pðA [ BÞ  pðA \ :BÞ
pðA [ BÞ
¼ pðBÞ  LðA [ BÞ
pðA [ BÞ P LðBÞ;
where in the last inequality we again used (19). The second part, pB;qðBÞ 6 UðBÞ, of (24)
can be veriﬁed as follows:
UðBÞ ¼ 1 Lð:BÞP 1 pB;qð:BÞ ¼ pB;qðBÞ.
To prove (ii)! (i), take A  B, where A;B 2A. Because of (15), if p(B) = L(B) = 1, the
inequalities (17) and (18) are equivalent with L(A) 6 p(A) and U(A)P p(A) respectively,
which follow directly from the deﬁnition of a neighbourhood. Similarly, the inequalities
(17) and (18) are trivial if p(B) = 0.
Therefore, we may assume 0 < p(B) < 1. Take E ¼ fB;:Bg and let q(B) = L(B), which
uniquely determines q on E. Now (ii) implies
LðAÞ 6 pB;qðAÞ ¼ qðBÞ  pðAjBÞ þ qð:BÞ  pðAj:BÞ ¼ LðBÞ  pðAÞ
pðBÞ ;
where we used pðAj:BÞ ¼ 0 which follows from A  B, as assumed. Multiplying the above
inequality by p(B) gives (17).
Similarly we obtain (18) letting q(B) = U(B),
UðAÞP pB;qðAÞ ¼ UðBÞ  pðAÞ
pðBÞ ;
and multiplying by p(B). h
The next theorem characterizes the ﬁrst class of neighbourhoods closed with respect to
Jeﬀrey’s rule. Additionally, it describes behaviour of conditional expectation under lower
and upper expectation operator for this class of neighbourhoods.
Theorem 9. Let p be a classical probability measure on a measurable space ðX;AÞ and let
P = [L,U] be its neighbourhood satisfying (15). The following statements are equivalent:
(i) P is a convex neighbourhood of p.
(ii) P belongs to the first class of neighbourhoods closed with respect to Jeffrey’s rule, i.e.
for every sub-r-algebra B A and every classical probability q on B such that
LjB 6 q 6 U jB; ð25Þ
the inequality
L 6 pB;q 6 U ð26Þ
holds.
(iii) Let X : X! R be an A-measurable random variable and EPX its lower and EPX its
upper expectation with respect to P. Further let B A be a sub-r-algebra. Then
EPX 6 EP 0EpðX jBÞ 6 EP 0EpðX jBÞ 6 EPX ; ð27Þ
where P 0 is the restriction of P to B.
To prove the theorem we will need the following technical lemma.
Lemma 10. Let E1 and E2 be disjoint members ofA with p(Ei) > 0 for i = 1,2, and let L be a
convex capacity with respect to p. Then for every set B  E1 [ E2;B 2A, the following
inequality holds:
p0ðBÞ :¼ LðE1Þ  pðBjE1Þ þ ðLðE1 [ E2Þ  LðE1ÞÞ  pðBjE2ÞP LðBÞ.
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p 0(X) = p 0(E1 [ E2) = L(E1 [ E2). Further, p 0 is a linear combination of conditional prob-
abilities and therefore an additive measure.
p0ðBÞ ¼ p0ðXÞ  p0ð:BÞ
¼ LðE1 [ E2Þ  LðE1Þ  pð:B \ E1ÞpðE1Þ 
LðE1 [ E2Þ  LðE1Þ
pðE1 [ E2Þ  pðE1Þ  pð:B \ E2Þ.
Using (19) gives
LðE1 [ ðE2 \ BÞÞ
pðE1 [ ðE2 \ BÞÞ P
LðE1Þ
pðE1Þ ;
and by Proposition 5 (cf. (22)) we get
LðE1 [ E2Þ  LðE1 [ ðE2 \ BÞÞ
pðE1 [ E2Þ  pðE1 [ ðE2 \ BÞÞ P
LðE1 [ E2Þ  LðE1Þ
pðE1 [ E2Þ  pðE1Þ .
Using these inequalities, we continue
P LðE1 [ E2Þ  LðE1 [ ðE2 \ BÞÞ  pð:B \ E1ÞpðE1 [ ðE2 \ BÞÞ
 LðE1 [ E2Þ  LðE1 [ ðE2 \ BÞÞ
pðE1 [ E2Þ  pðE1 [ ðE2 \ BÞÞ  pð:B \ E2Þ.
Since pðE1 [ E2Þ  pðE1 [ ðE2 \ BÞÞ ¼ pð:B \ E2Þ, we have
¼ LðE1 [ E2Þ  ðLðE1 [ E2Þ  LðE1 [ ðE2 \ BÞÞÞ  LðE1 [ ðE2 \ BÞÞ  pð:B \ E1ÞpðE1 [ ðE2 \ BÞÞ
¼ LðE1 [ ðE2 \ BÞÞ  pðE1 [ ðE2 \ BÞÞ  pð:B \ E1ÞpðE1 [ ðE2 \ BÞÞ
¼ LðE1 [ ðE2 \ BÞÞ  pðB \ ðE1 [ E2ÞÞpðE1 [ ðE2 \ BÞÞP LðB \ ðE1 [ E2ÞÞ ¼ LðBÞ;
where in the last inequality we used (19) again and the last equality holds because of the
assumption that B  E1 [ E2. h
Proof of Theorem 9
(i)! (ii): We prove this part in two steps. In the ﬁrst step we prove it for the case where
B is a ﬁnite subalgebra.
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a ﬁnite subalgebra and E the set of its atoms. We only have to show that for an arbitrary
event B 2A
pB;qðBÞP LðBÞ ð28Þ
holds, since the remaining inequality, pB;qðBÞ 6 UðBÞ, can then be shown as follows:
UðBÞ ¼ 1 Lð:BÞP 1 pB;qð:BÞ ¼ pB;qðBÞ.
Hence, we ﬁx an event B. Since B is a ﬁnite subalgebra, so does E contain only a ﬁnite
number of atoms, say E ¼ fE1;E2; . . . ;Eng. Moreover, we may enumerate the atoms so
that they satisfy
pðBjEiÞP pðBjEiþ1Þ for i ¼ 1; . . . ; n 1; ð29Þ
and denote
Ak :¼
[k
i¼1
Ei for k ¼ 1; . . . ; n.
(As noted in Section 2, we may assume p(Ei) > 0 for all i = 1, . . . ,n.) Further, we deﬁne the
following probability function
p0ðÞ :¼ LðA1Þ  pðjE1Þ þ
Xn
i¼2
ðLðAiÞ  LðAi1ÞÞpðjEiÞ.
The conditions (25) and (29) clearly imply that
pB;qðBÞP p0ðBÞ. ð30Þ
Therefore, it is enough to prove
p0ðBÞP LðBÞ. ð31Þ
We will use Lemma 10 to prove
LðA1Þ  pðBjE1Þ þ
Xk
i¼2
LðAiÞ  LðAi1Þð ÞpðBjEiÞP LðB \ AkÞ for k ¼ 1; . . . ; n. ð32Þ
We proceed by induction on k. If k = 1, we have
LðA1Þ  pðBjE1Þ ¼ LðE1ÞpðE1Þ  pðB \ E1ÞP LðB \ E1Þ;
which follows immediately from (19).Now assume that (32) holds for k  1 and apply (22)
to get
LðA1Þ  pðBjE1Þ þ
Xk
i¼2
ðLðAiÞ  LðAi1ÞÞpðBjEiÞ
P LðB \ Ak1Þ þ LðAkÞ  LðAk1ÞpðAkÞ  pðAk1Þ pðB \ EkÞ.
Recall that B \ Ek = B \ (Ak  B \ Ak1) and continue:
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¼ LðB \ Ak1Þ  pðBjB \ Ak1Þ þ LðAkÞ  LðB \ Ak1Þð ÞpðBjAk  B \ Ak1Þ
P LðB \ AkÞ;
where the last inequality follows from Lemma 10.
Taking k = n in (32), gives (31), which together with (30) proves the ﬁrst step of this
part of the theorem.
Now we proceed with the second step. LetB A be an arbitrary sub-r-algebra and q a
classical probability on B satisfying the conditions of (ii). Further, let hq ¼ dq=dðpjBÞ be
the Radon–Nikodym derivative which exists because of q p, which follows from (15).
Then hq is B-measurable and therefore, EpðhqjBÞ ¼ hq. By Proposition 2.5.1 [12], there
exists an increasing sequence B1  B2      B of ﬁnite algebras such that
kEpðhqjBiÞ  EpðhqjBÞkL1 ! 0. ð33Þ
Denote hiq ¼ EpðhqjBiÞ and let
piðAÞ ¼
Z
A
hiq dp. ð34Þ
Clearly, pijBi ¼ qjBi and therefore, pi ¼ pBi ;q. It follows from the ﬁrst step of this proof that
then
L 6 pi 6 U . ð35Þ
For every A 2A, now (33) implies
jpiðAÞ  pB;qðAÞj ¼
Z
A
EpðhqjBiÞdp 
Z
A
EpðhqjBÞdp

 6
Z
A
EpðhqjBiÞ  EpðhqjBÞ
 dp
6 kEpðhqjBiÞ  EpðhqjBÞkL1 ! 0 ð36Þ
and hence LðAÞ 6 pB;qðAÞ 6 UðAÞ, which ends this part of the proof.
(ii)! (i): Take A  B  C where A;B;C 2A. We must consider some marginal cases
separately. In the case where p(A) = 0 or p(C) = 1, the inequalities (23) and (22) are
equivalent to (17) and (18) respectively. In these cases we can argue like in the proof of
Theorem 8. Further, in the case where 0 < p(A) = p(B) = p(C) < 1, (14) is trivial.
Finally, let us consider the general case where p(A) > 0, p(C) < 1 and p(A) < p(C).
Deﬁne sets E1 = A, E2 = C  A and E3 ¼ :C and let E ¼ fE1;E2;E3g. Further we deﬁne a
probability q that takes the following values on the atoms: q(E1) = L(A),
q(E2) = L(C)  L(A) and qðE3Þ ¼ Uð:CÞ.
First, we notice that q satisﬁes (25). In fact, it is enough to see qP L, which is an easy
consequence of inequalities (3)–(5).
Since therefore E and q satisfy the assumptions of (ii), we thereof obtain
LðBÞ 6 pB;qðBÞ ¼ LðAÞ  pðBjAÞ þ ðLðCÞ  LðAÞÞ  pðBjC  AÞ þ Uð:CÞ  pðBj:CÞ
¼ LðAÞ  pðB \ AÞ
pðAÞ þ ðLðCÞ  LðAÞÞ 
pðB \ ðC  AÞÞ
pðC  AÞ þ Uð:CÞ 
pðB \ :CÞ
pð:CÞ
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pðCÞ  pðAÞ  ðpðB \ CÞ  pðB \ AÞÞ
¼ LðAÞ þ LðCÞ  LðAÞ
pðCÞ  pðAÞ  ðpðBÞ  pðAÞÞ.
A rearrangement of the above inequality gives
ðLðCÞ  LðAÞÞðpðBÞ  pðAÞÞP ðLðBÞ  LðAÞÞðpðCÞ  pðAÞÞ
which, by Proposition 5, implies convexity of L with respect to p.
(ii)! (iii) Let X : X! R be an A-measurable random variable. We shall only prove
that EP 0EpðX jBÞP EPX , since the proof of the remaining inequality is symmetric. Let q 0
be a classical probability measure on B such that q 0(B) 2 [L(B),U(B)] for every B 2 B.
Then
EqEpðX jBÞ ¼
Z
X
EpðX jBÞdq ¼
Z
X
EpðX jBÞhq dp
¼
Z
X
EpðXhqjBÞdp ¼
Z
X
X dpB;q ¼ EpB;qX .
Since by (ii) pB;q belongs to the structure M of P, we have
EP 0EpðX jBÞ ¼ inf
q2M0
EqEpðX jBÞ ¼ inf
q2M0
EpB;qX P inf
q2M
EqX ¼ EPX ;
where M0 is the structure of the restricted interval probability P 0 of P to B.
The part (iii)! (ii) follows from Example 2. h6. An application to the theory of choice under risk
The results presented in the previous section have a natural interpretation in terms of
risk aversion. We demonstrate it by reinterpreting a result on representation of preference
relations conveying risk aversion due to Chateauneuf [5]. The idea of replacing classical
probabilities in expected utility models by capacities has been very successful in recent
years. One of the ﬁrst such models was proposed by Schmeidler [14], who also shows
the ability of 2-monotonic capacities to model decision making in the situations where
the true probabilities are unknown. Chateauneuf provides similar results in simpliﬁed set-
tings but with more intuitive axiomatization. Moreover, he suggests that even if the true
probabilities are known, capacities should be used instead of classical probability mea-
sures, because of their ﬂexibility and the ability of such models to deal with diﬀerent con-
cepts like utility and attitudes towards risk independently. The capacities used in
Chateauneuf’s models are usually related to classical probabilities in similar ways as those
used in this paper. Our purpose in this section is to give additional support and interpre-
tation to Chateauneuf’s model, using our results.
Let ðX;A; pÞ be a probability space and X ; Y : X! R two random variables. Usually,
X is considered to be riskier than Y if Y (second order) stochastically dominates X (see e.g.
[13]), i.e. if EpX = EpY andZ
X
u  Y dp P
Z
X
u  X dp
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conditional expectation. Thus, conditional expectation EpðX jBÞ of anA-measurable ran-
dom variable X, where B A is a sub-r-algebra, always stochastically dominates X,
moreover, a converse relation also holds, at least up to equality in distribution, as shown
by Borglin and Keiding [3].
Chateauneuf [5] models attitudes towards risk using capacities, where second order sto-
chastic dominance is used as the criterion of greater riskiness. He shows that capacities
that are convex deformations of classical probability measures in the sense of (14) can
be used to model risk aversion. Thus, if the relation ¤ conveys risk aversion, there exists
a capacity v on A that is convex with respect to the true probability p and such that
Y<X ()
Z
X
Y dvP
Z
X
X dv; ð37Þ
where the above integral is a Choquet integral (see e.g. [6]) and the preferences on acts are
interpreted as follows: if X<Y then X is at least as desirable as Y. He obtains this repre-
sentation through requiring that some subset of random variables is ordered according to
the stochastic dominance order and that the preference relation conveys uncertainty aver-
sion. More precisely, he requires that 1A 	 1X whenever p(A) = 1 and that for every
A  B  C
Y ¼ 1CðpðBÞ  pðAÞÞ þ 1AðpðCÞ  pðBÞÞ<1BðpðCÞ  pðAÞÞ ¼ X .
Clearly, Y stochastically dominates X, but it is also easy to see that Y ¼ EpðX jBÞ where B
is the algebra generated by fA;C  A;:Cg.
The advantage of this approach is that attitude towards risk is separated from attitude
towards wealth, which can be modeled through utility function. The requirement of uncer-
tainty aversion assures 2-monotonicity of the representing capacity, which has also been
shown by Schmeidler [14]. (Recall that our notion of convexity with respect to r-additive
measures is stronger than 2-monotonicity.) Because of this, the same representation can be
achieved through the lower expectation operator (see e.g. [6]). Thus
Y<X () inf
qPv
EqY P inf
qPv
EqX ; ð38Þ
where q denotes a probability measure on A.
Similar conclusions can be derived from the results presented in the previous section as
follows. Let ¤ be a preference relation conveying risk and uncertainty aversion. Further
assume that it satisﬁes the usual axioms leading to Choquet integral representation (for
necessary and suﬃcient conditions see [14] or [5]).
Now let X be anA-measurable random variable and B A a sub-r-algebra. Accord-
ing to the stochastic dominance order, the conditional expectation Y :¼ EpðX jBÞ must be
preferred to X. Thus, Y¤ X, which is by (38) equivalent to
EMY ¼ EMEðX jBÞP EMX ;
where M ¼ fqjq is probability measure on A; qP vg, and this is further equivalent to
convexity of v with respect to p, by Theorem 9. Note that EMY ¼ EM0Y , where
M0 ¼ fqP LjBjq : B! R is a r-additive measureg, since both are equal to
R
X Y dv be-
cause Y is B-measurable.
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stronger axiom is used. Moreover, we show that the preference relation modeled by a con-
vex capacity with respect to the true probability agrees with the stochastic order on a much
larger set than required in the original model.7. Concluding remarks
The way Jeﬀrey’s rule is applied to interval probabilities in this paper does not alter or
generalize the rule itself, the set of classical probability measures remains its domain.
Imprecision is achieved through considering a set of possible transformations instead of
a single transformation. On the other side, there exist approaches to generalize Jeﬀrey’s
rule itself to more general set functions, such as belief functions. Such a generalization
was proposed by Smets [15] who gives two rules for updating belief functions, Jeﬀrey geo-
metric rule of conditioning and Jeﬀrey-Dempster rule of conditioning. Although belief func-
tions can also be interpreted as lower probabilities, their usual interpretation is quite
diﬀerent from the interpretation of lower probabilities adopted in this paper. Our interpre-
tation might even not be suitable to all models focusing on sets of probabilities, since, as
noted before, we assume existence of the true probability distribution, but this is some-
times too strong an assumption.
In Section 3 we proposed a way to extend a neighbourhood that is only given on some
subalgebra B to the whole algebra A. It is a natural requirement that an extension coin-
cides with original neighbourhood on B. Additionally, it would be desirable if a convex or
bi-elastic neighbourhood had an extension with the same property. However, this is not
always possible. It would be interesting to determine necessary and suﬃcient conditions
for existence of such an extension. Compared with the natural extension which always
exists, the situation is more complicated for this type of extensions.
Wallner [19] introduces a generalization of the concept of bi-elastic and convex neigh-
bourhoods to neighbourhoods of interval probabilities. An idea of generalizing the results
presented here to these settings seems reasonable, however, there are several problems that
have to be considered. One of them is that conditioning for the case of interval probabil-
ities cannot be done in a unique way (see [22]).
The notion of risk aversion described in Section 6 is based on the assumption that the
true probability is known. Even then, it proves useful for decision making to consider a
lower probability as a transformation of the true probability measure, which is equivalent
to considering a set of probability measures or a neighbourhood. A step forward from this
model would be an application of the method to the case where the true probability is
unknown and replaced by a set of probability measures. Risk aversion could then be
expressed through risk aversion with respect to any of the considered probability, which
could be modeled through the closure property with respect to Jeﬀrey’s transformations.
A beneﬁt of such an approach would be a separation of attitudes towards risk from atti-
tudes towards uncertainty.Acknowledgements
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