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Abstract
We extend a classical theorem of Courre`ge to Lie groups in a global
setting, thus characterising all linear operators on the space of smooth
functions of compact support that satisfy the positive maximum prin-
ciple. We show that these are Le´vy type operators (with variable
characteristics), and pseudo–differential operators when the group is
compact. If the characteristics are constant, then the operator is the
generator of the contraction semigroup associated to a convolution
semigroup of sub–probability measures.
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1 Introduction
In 1965/6, Courre`ge [9], building on work of von Waldenfels [30], classified
all linear operators in Euclidean space that satisfy the positive maximum
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principle(PMP). He first showed that these were what we now call Le´vy
type operators, in that they are the sum of a second order elliptic operator
and a non–local term expressed as integration against a kernel. Secondly
he showed that all such operators may be realised as pseudo–differential
operators, but because of the non-local term, the symbol does not in general
have the smoothness properties that are typically encountered when meeting
pseudo–differential operators, say in the study of pde’s, or in index theory.
Nonetheless, in recent years Courre`ge’s theorem has found a great deal of
application in the study of Feller–Markov processes, due mainly to the work
of N.Jacob, R.Schilling and their collaborators (see e.g. [21, 22, 7]). The
key observation is that the generator of a Feller–Markov semigroup having a
sufficiently rich domain satisfies the PMP, and so will be both a Le´vy type
operator, and a pseudo–differential operator, whose symbol is a rich source
of probabilistic information about the behavior of the process. The aim of
the current paper is to extend this theory to Lie groups.
In fact, Courre`ge [10] has partially extended his results to obtain the
form of generators of Feller–Markov processes on compact manifolds, and
these were further extended to more general manifolds in [6]; but the results
are given in terms of local co–ordinates, and are not presented in a form
that is easy to use. Our approach is more powerful, at least in the Lie group
context, in that we are able to classify all operators satisfying the PMP,
and our results are global, with all differential operators being expressed in
terms of a Lie algebra basis. A particular class of Feller–Markov processes of
particular importance are the Le´vy processes [25], and these are essentially
in one–to–one correspondence with convolution semigroups of probability
measures on G. The associated semigroup generator was classified by Hunt
[20] in 1956. The Hunt generator, as would be expected (see e.g. section 5 of
[3]), has essentially the same structure as the Le´vy–type operators that we
obtain, but the functions and kernels that parameterise the linear operator
are constant in this special case.
Of course pseudo–differential operators have been considered on mani-
folds since the theory was first developed; but in a local sense using local
co–ordinates. In Chapter 10 of [26] Ruzhansky and Turunen have created a
global theory of pseudo–differential operators on compact Lie groups, mak-
ing use of Peter–Weyl theory (see also [27] for further developments). So
the symbol of the operator, in that sense, is a matrix and not a scalar.
This theory was applied to Hunt semigroups by one of us in [2] and some
applications to Feller semigroups were developed in [3]. In the present pa-
per we complete the programme of extending the results of [9] to (com-
pact) Lie groups, by showing that all linear operators that satisfy the PMP
may be expressed as pseudo–differential operators within a suitable gener-
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alisation of the Ruzhansky–Turunen theory. As we might expect, the sym-
bol has the form of a generalised characteristic exponent as occurs in the
Le´vy–Khintchine formula for convolution semigroups (see section 5.5. in [4],
pp.144–6), but with variable characteristics.
We do not follow Courre`ge’s original approach in characterising linear
operators satisfying the PMP. Instead we adopt the very slick approach that
is given in Hoh [17] (see p.47 of [7] for further historic references), where
the problem is reduced to studying associated linear functionals that turn
out to be distributions of order 2. This requires us to make use of a global
theory of distributions on Lie groups, as developed by Ehrenpreis [11]. The
drawback of Hoh’s approach is that it doesn’t fit naturally into the framework
of the Banach space comprising continuous functions that vanish at infinity,
which is natural for studying Feller semigroups. However we are able to find
sufficient conditions for the operator of interest to act in that context.
For Euclidean spaces, Courre`ge’s results have led to significant progress in
the study of Feller processes, not least through the solution of the martingale
problem (see [17, 18] and Chapter 4 of [22]). For other results in this area
see the survey [7]. Our expectation is that the work of the current paper will
open up the possibility of pursuing a similar programme for processes on Lie
groups.
The organisation of the paper is as follows. We first give a short account
of distributions on Lie groups, which is sufficient for our purposes. Then we
prove the generalised Courre`ge theorem. Next we examine Hunt’s theorem
from within this context. Finally we specialise to compact Lie groups and ob-
tain the pseudo–differential operator representation. More detailed accounts
of some of the results herein can be found in [24]. A forthcoming paper will
deal with extensions of many of these results to symmetric spaces [5]. For
more general manifolds, the best results currently available are in [6].
Notation. Throughout this paper, G is a Lie group having neutral ele-
ment e, dimension d and Lie algebra g. The exponential map from g to G will
be denoted as exp. We denote by F(G), the space of all real–valued functions
on G, C0(G) the Banach space (with respect to the supremum norm ||·||∞) of
all real–valued, continuous functions on G that vanish at infinity, and C∞c (G)
the dense linear manifold in C0(G) of smooth functions with compact sup-
port. The Borel σ–algebra of G is denoted as B(G). For each g ∈ G, lg is the
operation of left translation by G on itself defined by lg(h) = gh. The pull-
back to C0(G) is denoted Lg, so for all g ∈ G, f ∈ C0(G), Lgf = f ◦ lg. Note
that lg is a diffeomorphism and Lg is a Banach space (linear) automorphism.
The trace of a real or complex d× d matrix A is written tr(A). The space of
all complex d× d matrices is denoted by Md(C).
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2 Distributions on Lie Groups
We will need some facts about distributions on Lie groups. Of course Lie
groups are C∞–manifolds, and the standard approach to defining distribu-
tions therein is to make use of local co–ordinate systems (see e.g. section
6.3 of [19]). We wish to employ the global structure on the Lie group, and
in this respect we follow Ehrenpreis [11]. We do not seek to do more in this
direction than develop the few tools that we will need for our purposes.
We fix once and for all a basis {X1, . . . , Xd} of g. Let α = (α1, . . . , αN) be
a multi–index where αi ∈ Z+, for i = 1, . . . N , and define |α| = α1+ · · ·+αN .
We are going to introduce the (seemingly ambiguous) notation Xα, with the
understanding that we will only employ it when we sum over a finite subset
of α’s, and that the sum will contain all such distinct non–commuting (in
general) combinations of products of the Xi’s (acting as differential operators
on C∞(G)). So for example, for all f ∈ C∞(G), in the case d = 2,∑
|α|≤2
Xαf = f +X1f +X2f +X
2
1f +X1X2f +X2X1f +X
2
2f.
A distribution P on G is a real–valued linear functional defined on C∞c (G)
such that for every compact set K contained in G, there exists k ∈ Z+, C > 0
so that for all f ∈ C∞c (K),
|Pf | ≤ C
∑
|α|≤k
||Xαf ||∞, (2.1)
where the sum on the right hand side of (2.1) is a convenient shorthand for
||f ||∞ +
d∑
i=1
||Xif ||∞ + · · ·+
d∑
i1,i2,...,ik=1
||Xi1Xi2 · · ·Xikf ||∞.
We say that P is of order k if the same k may be used in (2.1) for all
compact K ⊆ G. We say that a distribution is positive if f ∈ C∞c (G) and
f ≥ 0 implies Pf ≥ 0.
Proposition 2.1. Any positive distribution on G is induced by a regular
Borel measure µ in the sense that
Pf =
∫
G
fdµ,
for all f ∈ C∞c (G).
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Proof. This is proved in the same way as the corresponding result on Eu-
clidean space. We first imitate the proof of Theorem 2.1.7 in [19] to show
that any positive distribution is of order zero, and then apply the Riesz
representation theorem.
The support supp(P ) of a distribution P is the set of all points in G which
have no open neighbourhood on which the restriction of P vanishes. Let U
be an (open) canonical co–ordinate neighbourhood of e (see e.g. Definition
2 in [8] p.118) with co–ordinate functions x1, . . . , xd, where we can, and will
assume that xi ∈ C∞c (G) for i = 1, . . . , d. We denote by φ, the mapping
g ∈ U → (x1(g), . . . , xd(g)) ∈ Rd.
Then φ is a homeomorphism from U to an open neighbourhood U˜ of Rd
with φ(e) = 0. For each f ∈ C∞(U), we write Jφf = f ◦ φ−1. So Jφ is a
linear isomorphism between C∞(U) and C∞(U˜). If we identify the vector
field Xi with its restriction to U , we have that there exists a vector field
X˜i =
∑d
j=1 cij(·)∂j on U˜ , such that X˜i = JφXiJ−1φ for all i = 1, . . . d, where
cij ∈ C∞(U˜) with cij(0) = δij .
Theorem 2.2. If P is a distribution of order k having support {e}, then it
has the form
Pf =
∑
|α|≤k
cαX
αf(e),
for all f ∈ C∞c (G), where cα ∈ R for each multi–index α.
Proof. If supp(P ) = {e}, then P fails to vanish on every co–ordinate neigh-
bourhood of e. So in particular it fails to vanish on U . If f ∈ C∞c (U), we
write f˜ = Jφf ∈ C∞c (U˜). We define a linear functional P˜ : C∞c (U˜) → R, by
P˜ f˜ = Pf . We then have
|P˜ f˜ | = |Pf |
≤ C
∑
|α|≤k
||Xαf ||∞,G
= C
∑
|α|≤k
||JφXαf ||∞,Rd
= C
∑
|α|≤k
||JφJ−1φ X˜αJφf ||∞,Rd
≤ C ′
∑
|α|≤k
||∂αf˜ ||∞,Rd.
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From this we see that P˜ may be extended to a distribution on Rd having
support {0}. Then by Theorem 2.3.4 in [19], we have
P˜ f˜ =
∑
|α|≤k
dα∂
αf˜(0),
for dα ∈ R, |α| ≤ k. From this it follows that
Pf =
∑
|α|≤k
cαX
αf(e),
as required.
3 The Positive Maximum Principle and a Gen-
eralised Courre`ge Theorem
A linear mapping A : C∞c (G) → F(G) satisfies the positive maximum prin-
ciple (PMP) if f ∈ C∞c (G) and f(ρ) = supτ∈G f(τ) ≥ 0⇒ Af(ρ) ≤ 0.
In this section we seek to give a global characterisation of all linear op-
erators that satisfy the positive maximum principle (PMP). We will follow
the approach developed on Euclidean space by Walter Hoh in his Habili-
tationschrift [17]. First we need to extend the PMP to real–valued linear
functionals T defined on the linear space C∞c (G). We say that T satis-
fies the positive maximum principle (PMP), if whenever f ∈ C∞c (G) with
f(e) = supτ∈G f(τ) ≥ 0 then Tf ≤ 0. The linear functional T is said to
be almost positive if whenever f ∈ C∞c (G) with f ≥ 0 and f(e) = 0 then
Tf ≥ 0. It is easily verified that if T satisfies the PMP, then it is almost
positive.
Next we explore the relationship between linear operators and associated
linear functionals satisfying the positive maximum principle. For any linear
operator A : C∞c (G) → F(G), we define a family of linear functionals Ag :
C∞c (G)→ R, g ∈ G by
Agϕ := (LgALg−1)ϕ(e) = A(Lg−1ϕ)(g). (3.1)
Lemma 3.1. A linear operator A : C∞c (G) → F(G) satisfies the positive
maximum principle if and only if for all g ∈ G the functional Ag satisfies the
positive maximum principle.
Proof. For necessity, let ϕ ∈ C∞c (G) be such that ϕ(e) = supσ∈G ϕ(σ) ≥ 0.
Then for any g ∈ G, Lg−1ϕ ∈ C∞c (G) with Lg−1ϕ(g) = supσ∈G Lg−1ϕ(σ) ≥ 0.
Now, since A satisfies the PMP we get Agϕ = ALg−1ϕ(g) ≤ 0.
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For sufficiency, let ϕ ∈ C∞c (G) be such that ϕ(g) = sup
σ∈G
ϕ(σ) for some
g ∈ G. Then Lgϕ satisfies Lgϕ(e) = supσ∈G Lgϕ(σ). The functional Ag
satisfies the PMP, thus we have
Aϕ(g) = (LgALg−1Lg)ϕ(e) = Ag(Lgϕ) ≤ 0.
The following result is an easy consequence of elementary calculus.
Lemma 3.2. Any function ϕ ∈ C∞c (G) with local maximum ϕ(σ) = sup
g∈V
ϕ(g)
for some σ ∈ G on a neighbourhood V of σ, satisfiesXϕ(σ) = 0 for all X ∈ g.
The next result is crucial.
Theorem 3.3. Let T : C∞c (G) → R be an almost positive functional, then
T is a distribution of order 2.
Proof. In this proof we will use the fact that there is a canonical neighbour-
hood V of e such that V V ⊆ U and V −1 = V , and so that xi(g−1) = −xi(g)
for all g ∈ V (see e.g. Proposition 2.1 (b) of [14], pp35–6). Let ϕ ∈ C∞c (G)
with H := supp(ϕ). The set H is covered by
⋃
k∈H
lkV and since it is compact,
there is a finite subcover {V1, . . . VN}, where Vi := lkiV for some ki ∈ H ,
i = 1, . . . , N . Furthermore, since G is a Hausdorff space, we can sep-
arate the points k1, k2, . . . , kN by a family of pairwise disjoint open sets
W1, . . . ,WN ⊂ G such that ki ∈ Wi for all i = 1, . . . , N . In the light
of our construction of V , we may assume that all but possibly one of the
k1, . . . , kN /∈ V (indeed we may simply discard any that are). For the case
where one of the ki’s is in V , we will, without loss of generality, replace it
with e.
Define ϕ˜ ∈ C∞c (G) by
ϕ˜(g) := ϕ(g)−
N∑
l=1
ϕ(kl)εl(g)−
N∑
l=1
d∑
r=1
xr(k
−1
l g) εl(g) Xrϕ(kl) (3.2)
for all g ∈ G, where for all l = 1, . . . , N ,εl ∈ C∞c (G) takes values in [0, 1]
with support in Wl, and is equal to 1 in a neighbourhood of kl.
It is straightforward to check that ϕ˜(kl) = Xiϕ˜(km) = 0, for all l, m =
1, . . . N, i = 1, . . . d. For any g ∈ H , there exists at least one m = 1, . . . , N
such that g ∈ Vm and for such a choice of m we have
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ϕ˜(g) = ϕ˜(g)− ϕ˜(km)−
d∑
i=1
xi(k
−1
m g) Xiϕ˜(km).
Using this with a suitably translated form of Taylor’s theorem on Lie
groups (see e.g. [15], p.105 or [4], pp.127–8) and the Cauchy–Schwarz in-
equality, we find that for all g ∈ Vm
|ϕ˜(g)| =
∣∣∣∣∣ϕ˜(g)− ϕ˜(km)−
d∑
i=1
xi(k
−1
m g) Xiϕ˜(km)
∣∣∣∣∣
≤ 1
2
d∑
i,j=1
∣∣xi(k−1m g)xj(k−1m g)∣∣ sup
v∈G
|XiXjϕ˜(v)|
≤ d
2
Dϕ
d∑
i=1
xi(k
−1
m g)
2,
where Dϕ := supv∈G |XiXjϕ˜(v)|, and so for all g ∈ V ,
|ϕ˜(kmg)| ≤ d
2
Dϕ
d∑
i=1
xi(g)
2.
We define a non–negative function ψ ∈ C∞c (G) such that for all m =
1, . . . , N, Vm ⊆ supp(ψ) with ψ(e) = 0 and
ψ(kmg) ≥
d∑
i=1
xi(g)
2
for all g ∈ V . Since K ⊆ supp(ψ) and ϕ˜(e) = ψ(e) = 0, by almost
positivity of T we deduce that
|T (ϕ˜)| ≤ d
2
DϕT (ψ).
The result then follows by the definition of ϕ˜.
A Borel measure µ on G is a Le´vy measure if µ({e}) = 0 and for every
canonical co–ordinate neighbourhood U of e we have∫
U
(
d∑
i=1
x2i (g)
)
µ(dg) <∞, and µ(U c) <∞,
c.f. equation (1.8) in [25] p.12.
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We now establish a canonical form for linear functionals that satisfy the
PMP. We closely follow the argument employed to prove Proposition 2.10 in
[17] for the case G = Rd (see also Theorem 2.21 in [7], pp.47–50).
Theorem 3.4. Let T : C∞c (G) → R be a linear functional satisfying the
positive maximum principle. Then there exists c ≥ 0, b = (b1, . . . , bd) ∈ Rd,
a non–negative definite symmetric d× d real–valued matrix a = (aij), and a
Le´vy measure µ on G such that
Tϕ =
d∑
i,j=1
aijXiXjϕ(e) +
d∑
i=1
biXiϕ(e)− cϕ(e)
+
∫
G
(
ϕ(g)− ϕ(e)−
d∑
i=1
xi(g)Xiϕ(e)
)
µ(dg), (3.3)
for all ϕ ∈ C∞c (G).
Proof. We begin by remarking that T is a distribution of order 2 by Theo-
rem 3.3. Let V be a compact neighbourhood of e such that U ⊆ V , and let
φ1, φ2 ∈ C∞c (G) be two functions taking values in [0, 1] with supports respec-
tively in V and in UC , such that φ1(g) = 1 for all g ∈ U , and φ2(g) = 1 for
all g ∈ V C . We introduce the function ξ :=
d∑
i=1
x2i (·) · φ1 + φ2 from G to R
and note that ξ(e) = 0. Then ξ · T is a positive distribution. Indeed, for all
ϕ ∈ C∞c (G) such that ϕ ≥ 0, we also have ξ · ϕ ≥ 0 with ξ(e)ϕ(e) = 0. So
by almost positivity of T we get
〈ξ · T, ϕ〉 = 〈T, ξ · ϕ〉 ≥ 0.
Since ξ ·T is a positive distribution, by Proposition 2.1 there exists a unique
regular Borel measure ν on G such that ν = ξ ·T , i.e. 〈ξ ·T, f〉 = ∫
G
f(g)ν(dg)
for all f ∈ C∞c (G). We define another Borel measure µ on G by µ({e}) = 0
and µ := 1
ξ
· ν|G∗ on G∗ := G \ {e}. For all f ∈ C∞c (G) with e /∈ supp(f) we
have
〈T, f〉 =
∫
G
f(g)µ(dg). (3.4)
We show that µ is a Le´vy measure. By regularity of ν we have∫
U
(
d∑
i=1
x2i (g)
)
µ(dg) ≤
∫
V
ξ(g)µ(dg) ≤ ν(V ) <∞ (3.5)
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Next let α, β ∈ C∞c (G) be two functions taking values in [0, 1], such that
supp(α) ⊂ U and supp(β) ⊂ U c with α(e) = 1, so
α(e) + β(e) = 1 + 0 = sup
g∈G
(α + β)(g).
By the positive maximum principle, T (α + β) ≤ 0, so by linearity of T , we
get Tβ ≤ −Tα, that is
〈T, β〉 =
∫
G∗
β(g)µ(dg) ≤ −〈T, α〉
Taking the supremum over all possible β, it then follows that
µ(U c) ≤ −〈T, α〉 <∞, (3.6)
so the measure µ is indeed a Le´vy measure.
Our next goal is to derive the form (3.3). To this end we introduce a
linear functional S : C∞c (G)→ R, by
Sϕ :=
∫
G
[
ϕ(g)− ϕ(e)−
d∑
i=1
xi(g)Xiϕ(e)
]
µ(dg), for all ϕ ∈ C∞c (G).
The finiteness of the integral follows by Taylor’s theorem, using (3.5) and
(3.6). Using Lemma 3.2, for all ϕ ∈ C∞c (G) such that ϕ(e) = sup
g∈G
ϕ(g) ≥ 0
we have Xiϕ(e) = 0, therefore
Sϕ =
∫
G
(ϕ(g)− ϕ(e)) µ(dg) ≤ 0.
That is, S satisfies the positive maximum principle. By Theorem 3.3 both T
and S are distributions of order 2, thus so is their difference P := T − S. If
ϕ ∈ C∞c (G∗), then
Sϕ =
∫
G
ϕ(g)µ(dg) = Tϕ.
That is Pϕ = 0 for all such ϕ ∈ C∞c (G∗), therefore supp(P ) ⊆ {e}. Thus,
using Theorem 2.2, P is of the form
Pϕ =
d∑
i,j=1
aijXiXjϕ(e) +
d∑
i=1
biXiϕ(e)− cϕ(e).
We will now prove that the constant c is positive. Let (ϕk)k∈N be a sequence
of non-negative, monotone increasing functions in C∞c (G) such that ϕk = 1
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in a neighbourhood of e, which is pointwise convergent to 1G, then by the
monotone convergence theorem
Sϕk =
∫
G
(ϕk(g)− 1) µ(dg)→ 0, as k →∞.
So
Tϕk = Pϕk + Sϕk = −cϕk(e) + Sϕk → −c, as k →∞.
Note that for all k ∈ N, ϕk(e) = sup
g∈G
ϕk(g) ≥ 0, and since T satisfies the
positive maximum principle we have Tϕk ≤ 0. Thus, c ≥ 0.
It is clear that (aij) is symmetric. We will now prove that (aij) is also
positive definite. Let (εk)k∈N be a sequence of monotone decreasing functions
in C∞c (G), taking values in [0, 1] such that εk = 1 in a neighbourhood of e with
Vk ⊂ Vk′ when k > k′ and
⋂
k∈N
Vk = {e}. Let us also denote by fξ ∈ C∞c (G) the
function defined by fξ(·) := 1
2
d∑
i,j=1
ξiξjxi(·)xj(·), where ξ = (ξ1, . . . , ξd) ∈ Rd.
Note that for all 1 ≤ k, l ≤ d, we have
XlXkfξ =
1
2
d∑
i,j=1
ξiξjXlXk(xixj)
=
1
2
d∑
i,j=1
ξiξj(δkiδlj + δkjδli)
= ξlξk.
Furthermore
T (εk · fξ) = P (εk · fξ) + S(εk · fξ)
=
d∑
i,j=1
aijξiξj +
∫
G
εk(g)fξ(g) µ(dg).
Thus, by dominated convergence T (εk ·f)→
d∑
i,j=1
aijξiξj as k goes to infinity.
Also, since T is almost positive, T (εk · f) ≥ 0, so
d∑
i,j=1
aijξiξj ≥ 0 and (aij) is
positive definite.
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It is clear that (aij) and c are uniquely defined for all T . Moreover, ν was
uniquely defined and therefore µ is also uniquely defined. This allows as to
calculate
d∑
i=1
biXiϕ(e) for any ϕ ∈ C∞c (G), so the vector b = (b1, . . . , bd) ∈ Rd
is also uniquely defined.
Next we establish the converse to Theorem 3.4.
Theorem 3.5. Every linear functional on C∞c (G) of the form (3.3) satisfies
the positive maximum principle.
Proof. By Lemma 3.2, for any function ϕ ∈ C∞c (G) such that ϕ(e) =
sup
g∈G
ϕ(g) ≥ 0, we have Xϕ(e) = 0 for all X ∈ g. Thus, in (3.3) both the first
order differential part and the integral part satisfy the positive maximum
principle. So now we only have to deal with the second order differential
part.
Fix h ∈ U and let us consider the functionH : t 7→ ϕ
(
exp
(
t
d∑
i=1
xi(h)Xi
))
from R to G. Let P2 be the second order Taylor polynomial of H around 0,
P2(t) = ϕ(e) + t
d∑
i=1
xi(h)Xiϕ(e) +
t2
2
d∑
i,j=1
xi(h)xj(h)XiXjϕ(e)
Then H(t)− P2(t) = o(t2) as t→ 0. That is
ϕ
(
exp
(
t
d∑
i=1
xi(h)Xi
))
−ϕ(e)−t
d∑
i=1
xi(h)Xiϕ(e)−t
2
2
d∑
i,j=1
xi(h)xj(h)XiXjϕ(e) = o(t
2)
Thus, by Lemma 3.2 and the fact that ϕ(e) = sup
g∈G
ϕ(g) we have
o(t2) +
t2
2
d∑
i,j=1
xi(h)xj(h)XiXjϕ(e) = ϕ
(
exp
(
t
d∑
i=1
xi(h)Xi
))
− ϕ(e) ≤ 0
Hence, dividing by t2 and taking the limit t→ 0 we get
d∑
i,j=1
xi(h)xj(h)XiXjϕ(e) ≤ 0
The map h 7→ (x1(h), . . . , xd(h)) is a diffeomorphism from U to an open
neighbourhood U˜ of 0 ∈ Rd. Let us fix an open ball Br(0) ⊂ U˜ of radius
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r > 0. Then given any λ ∈ Rd, there exists c(λ) > 0 such that c(λ)λ ∈ Br(0),
i.e. for all i = 1, . . . , d, c(λ)λi = xi(h) for some h ∈ U . Then we have
d∑
i,j=1
λiλjXiXjf(e) =
1
c(λ)2
d∑
i,j=1
xi(h)xj(h)XiXjf(e) ≤ 0
We conclude that any linear functional on C∞c (G) of the form (3.3) sat-
isfies the positive maximum principle.
We may now proceed to the main result of this section, namely the gener-
alisation of Courre`ge’s theorem from Euclidean space to Lie groups. We will
need the concept of a Le´vy kernel on G which is a mapping µ : G×B(G)→
[0,∞] such that µ(g, ·) is a Le´vy measure on G for all g ∈ G.
Theorem 3.6. The mapping A : C∞c (G) → F(G) satisfies the PMP if
and only if there exist functions c, bi, ajk (1 ≤ i, j, k ≤ d) from G to R,
wherein c is non–negative, and the matrix a(σ) := (ajk(σ)) is non–negative
definite and symmetric for all σ ∈ G, and a Le´vy kernel µ, such that for all
f ∈ C∞c (G), σ ∈ G,
Af(σ) = −c(σ)f(σ) +
d∑
i=1
bi(σ)Xif(σ) +
d∑
j,k=1
ajk(σ)XjXkf(σ)
+
∫
G
(
f(στ)− f(σ)−
d∑
i=1
xi(τ)Xif(σ)
)
µ(σ, dτ). (3.7)
Proof. From Lemma 3.1, we know that A satisfies the PMP if and only if
for all g ∈ G the linear functional Ag as defined in (3.1) satisfies the PMP.
Thus, for each g ∈ G, the functional Ag has the form (3.3),
Agϕ =
d∑
i,j=1
aij(g)XiXjϕ(e)−
d∑
i=1
bi(g)Xiϕ(e)− c(g)ϕ(e)
+
∫
G
(
ϕ(τ)− ϕ(e)
d∑
i,j=1
xi(τ)Xiϕ(e)
)
µ(g, dτ).
Then in particular for the function Lgϕ ∈ C∞c (G), we get
Aϕ(g) = Ag(Lgϕ) =
∑d
i,j=1 aij(g)XiXjϕ(g)−
∑d
i=1 bi(g)Xiϕ(g)− c(g)ϕ(g)
+
∫
G
(
ϕ(gτ)− ϕ(g)−∑di=1 xi(τ)Xiϕ(g))µ(g, dτ),
and the result is established.
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In the last part of this section, we will establish sufficient conditions for
A : C∞c (G) → C0(G). We introduce some simplifying notation. Define
H : C∞c (G)→ C(G×G) by
Hf(g, τ) := f(gτ)− f(g)−
d∑
i=1
xi(τ)Xif(g), (3.8)
for all f,∈ C∞c (G), g, τ ∈ G. We then write A = A1+A2+A3 in (3.7), where
A2f(g) =
∫
U
Hf(g, τ)µ(g, dτ), and A3f(g) =
∫
Uc
Hf(g, τ)µ(g, dτ).
If X ∈ B(G), then Cb(X) denote the space of all real–valued bounded
continuous functions defined on X .
Theorem 3.7. If A : C∞c (G) → F(G) satisfies the positive maximum prin-
ciple such that in (3.7)
i) The functions aij , bk, c are continuous for all i, j, k = 1, . . . , d
ii) The mappings g → ∫
U
h(τ)
(∑d
i=1 xi(τ)
2
)
ν(g, dτ) are continuous from
G to [0,∞), for all h ∈ Cb(U), and the mappings g →
∫
Uc
k(τ)µ(g, dτ)
are continuous from G to [0,∞), for all k ∈ Cb(U c),
then Ran(A) ⊆ C(G).
Proof. It is clear that if (i) holds, the differential operator term A1 in (3.7)
has continuous range, and so we concentrate on A3 and A2 (in that order).
Let (gn) be a sequence in G converging to g ∈ G as n→∞. If k := 1Uc then
k ∈ Cb(U c), and by assumption (ii) we have that
sup
n∈N
µ(gn, U
c) = sup
n∈N
∫
Uc
k(τ)µ(gn, dτ) <∞.
A similar argument shows that supn∈N
∫
U
∑d
i=1 xi(τ)
2µ(gn, dτ) <∞.
For each n ∈ N, we have
|A3f(g)− A3f(gn)|
≤
∣∣∣∣∫
Uc
(Hf(g, τ)−Hf(gn, τ))µ(gn, dτ)
∣∣∣∣
+
∣∣∣∣∫
Uc
Hf(g, τ)µ(g, dτ)−
∫
Uc
Hf(g, τ)µ(gn, dτ)
∣∣∣∣
The first term is majorized by supτ∈Uc |H(g, τ)−H(gn, τ)| supn∈N µ(gn, U c)→
0 as n → ∞. The second term converges to zero as n → ∞ by assumption
(ii).
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We will now deal with the operator A2. For all g ∈ G, we have
|A2f(g)− A2f(gn)|
≤
∣∣∣∣∫
U
[Hf(g, τ)−Hf(gn, τ)] µ(gn, dτ)
∣∣∣∣
+
∣∣∣∣∫
U
Hf(g, τ)µ(g, dτ)−
∫
U
Hf(g, τ)µ(gn, dτ)
∣∣∣∣ .
By Taylor’s formula on Lie groups, for all τ ∈ U there exist τ ′, τ ′′ ∈ U such
that
Hf(g, τ)−Hf(gn, τ) = 1
2
d∑
i,j=1
xi(τ)xj(τ)(XiXjf(gτ
′)−XiXjf(gnτ ′′))
Using the Cauchy–Schwarz inequality, we see that Hf(g,τ)−Hf(gn,τ)∑d
i=1 xi(τ)
2
is bounded
(and continuous) in τ ∈ U , hence the first term goes to zero as n → ∞, by
continuity and assumption (ii). To verify that the second term also goes to
zero as n → ∞, we again use assumption (ii), together with the fact that
(again by Taylor’s theorem) H(g,τ)∑d
i=1 xi(τ)
2
is bounded (and continuous) in τ ∈ U .
Theorem 3.8. If A : C∞c (G) → F(G) satisfies the positive maximum prin-
ciple such that for the Le´vy kernel µ in (3.7) we have
iii)
lim
σ→∞
µ(σ, U c) = 0,
then Af vanishes at infinity for all f ∈ C∞c (G).
Proof. Since differential operators cannot increase supports, it is sufficient to
consider the operator A2+A3. We can and will assume that U has compact
closure U . Let f ∈ C∞c (G) with C :=supp(f). Since B1 := CU−1 is compact
and C ⊆ B1, we have Hf(σ, τ) = 0 for all σ ∈ Bc1, τ ∈ U , and hence
A2f(σ) = 0 for all σ ∈ Bc1.
We easily compute that there exists Kf > 0 so that for all σ ∈ G,
|A3f(σ)| ≤ Kf · µ(σ, U c).
Using condition (iii), there is a compact set B2 such that for all σ ∈ Bc2,
|A3f(σ)| < ε
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Since B1 ∪B2 is compact, we get
|A2f(σ) + A3f(σ)| < ε for all σ ∈ (B1 ∪B2)c,
and the proof is complete.
Combining the results of the last two theorems, we obtain
Corollary 3.9. If A : C∞c (G)→ F(G) satisfies the positive maximum prin-
ciple and conditions (i) and (ii) from Theorem 3.7 and condition (iii) from
Theorem 3.8 are satisfied, then A maps C∞c (G) to C0(G).
Remark. If we work in a local co–ordinate system, then after some
routine manipulations, we can rewrite (3.7) in the form obtained in [6].
4 The Generalised Courre`ge Theorem, Feller
Semigroups and a Killed Hunt’s formula
Let (Ω,F ,P) be a probability space where the σ-algebra F is equipped with
a filtration (Ft)t≥0. We will consider a Markov process (Yt)t≥0 with respect
to the filtration (Ft)t≥0, taking values in G. We will denote the transition
probabilities of (Yt)t≥0 by pt(σ,A) := P (Yt ∈ A|Y0 = σ) for all A ∈ B(G) and
σ ∈ G. We then have a one-parameter contraction semigroup of operators
on Bb(G) given for each f ∈ Bb(G), σ ∈ G by
Ttf(σ) =
∫
G
f(τ)pt(σ, dτ). (4.1)
The family of operators (Tt)t≥0 is called a Feller semigroup if
1) TtC0(G)) ⊆ C0(G) for all t ≥ 0,
ii) lim
t→0
‖Ttf − f‖∞ = 0 for all f ∈ C0(G).
In this case we say that (Yt)t≥0 is a Feller process. We will denote by A the
infinitesimal generator of the Feller semigroup (Tt)t≥0. The following lemma
is well-known, see [21], p.332. We will include the proof for completeness.
Lemma 4.1. If (Tt)t≥0 is a Feller semigroup with generator A such that
C∞c (G) ⊆ Dom(A), then A satisfies the positive maximum principle.
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Proof. Let f ∈ C∞c (G) be such that f(g0) = sup
σ∈G
f(σ) ≥ 0 for some g0 ∈ G.
We have
Af(g0) = lim
t→0
(Ttf − f)(g0)
t
= lim
t→0
1
t
∫
G
[f(τ)− f(g0)] pt(g0, dτ) ≤ 0.
This proves that A satisfies the PMP.
Since A satisfies the PMP, we may associate a unique Le´vy kernel to it
by Theorem 3.6. We will now explore the relationship between the transition
probabilities of the Feller process and this associated Le´vy kernel. This
generalises a well-known result about convolution semigroups in Rd (see [28],
Corollary 8.9, p.45), which has recently been extended to the current context,
in the case where G = Rd, in Theorem 3.2 of [23].
Proposition 4.2. Let (pt)t≥0 be the transition probabilities associated to a
Feller process, with Feller semigroup (Tt)t≥0 and generator A which has as-
sociated Le´vy kernel µ. Assume that C∞c (G) ⊆ Dom(A), then
lim
t→0
1
t
∫
G
f(τ)pt(g, dτ) =
∫
G
f(gτ)µ(g, dτ)
for all g ∈ G and f ∈ C∞c (G) vanishing on a neighbourhood of g, where µ is
the Le´vy kernel associated to A.
Proof. By definition, we have for all f ∈ C∞c (G), g ∈ G
Af(g) = lim
t→0
1
t
∫
G
(f(τ)− f(g))pt(g, dτ) (4.2)
Given that the generator A satisfies the PMP, by Lemma 3.1 for all g ∈ G
the distribution Ag also satisfies the PMP, where Ag is defined in (3.1). Using
(3.4) we have that for all g ∈ G and f ∈ C∞c (G), Agf =
∫
G
f(τ) µ(g, dτ)
where µ(g, ·) is a Le´vy measure. Thus, for all g ∈ G and f ∈ C∞c (G) we have
Af(g) = Ag(Lgf) =
∫
G
f(gτ) µ(g, dτ) (4.3)
In particular when f ∈ C∞c (G) vanishes on a neighbourhood of g ∈ G, from
(4.2) and (4.3) we get
lim
t→0
1
t
∫
G
f(τ)pt(g, dτ) =
∫
G
f(gτ) µ(g, dτ).
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A finite Borel measure on G is a sub–probability measure if its total mass
does not exceed one, and the family (ρt)t≥0 of sub–probability measures on
(G,B(G)), is called a convolution semigroup of sub–probability measures if
i) ρs+t = ρs ∗ ρt, for all s, t ≥ 0
ii) ρ0 = δe,
iii) lim
t→0
ρt = δe, in the sense of weak convergence,
where ∗ denotes the usual convolution of measures (see e.g. section 4.1 of
[4] pp.82–3). We have a convolution semigroup of probability measures if
ρt(G) = 1 for all t ≥ 0. The latter arise as the laws of Le´vy processes
on G, i.e. processes with stationary and independent increments that are
stochastically continuous, see e.g. p.10 in [25]. A Le´vy process is a Feller
process and the contraction semigroup, (Tt)t≥0 defined on C0(G), is called a
Hunt semigroup and is defined for all t ≥ 0, f ∈ C0(G), σ ∈ G by
Ttf(σ) =
∫
G
f(στ)ρt(dτ), (4.4)
If we compare this to (4.1), we see that
pt(σ,A) = ρt(σ
−1A)
for all σ ∈ G and A ∈ B(G). The infinitesimal generator L of a Hunt
semigroup is called the Hunt generator. From the definition of the Hunt
semigroup it follows that LσTt = TtLσ for all σ ∈ G and t ≥ 0. Therefore,
since by Lemma 5.3.2 in [4], for all f ∈ Dom(L), σ ∈ G, Lσf ∈ Dom(L) then
LσLf = LLσf .
The Hunt semigroups are precisely the (left) translation invariant Feller
semigroups, as the next result shows.
Proposition 4.3. If (Tt, t ≥ 0) is a Feller semigroup in C0(G) such that
p0(e, ·) = δe(·) and LσTt = TtLσ for all t ≥ 0, σ ∈ G, then (Tt, t ≥ 0) is
the Hunt semigroup associated with a convolution semigroup of probability
measures.
This is proved exactly as in the Euclidean case (see e.g. Theorem 3.3.1
in [1] pp.161–2).
We have the following celebrated classification of the Hunt generator,
originally due to Hunt [20]. First we define the space
C
(2)
0 (G) := {f ∈ C0(G);Xif ∈ C0(G) andXjXkf ∈ C0(G) for all 1 ≤ i, j, k ≤ d}.
Clearly C∞c (G) ⊆ C(2)0 (G), and so C(2)0 (G) is dense in C0(G).
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Theorem 4.4 (Hunt’s theorem). If (ρt, t ≥ 0) is a convolution semigroup of
probability measures in G with generator L, then
1. C
(2)
0 (G) ⊆ Dom(L).
2. For each σ ∈ G, f ∈ C(2)0 (G),
Lf(σ) =
d∑
i=1
biXif(σ) +
d∑
i,j=1
aijXiXjf(σ)
+
∫
G
(
f(στ)− f(σ)−
d∑
i=1
xi(τ)Xif(σ)
)
ν(dτ),
(4.5)
where b = (b1, . . . , bd) ∈ Rd, a = (aij) is a non-negative definite, sym-
metric d× d real-valued matrix and ν is a Le´vy measure on G.
Conversely, any linear operator with a representation as in (4.5) is the re-
striction to C
(2)
0 (G) of the Hunt generator corresponding to a unique convo-
lution semigroup of probability measures.
For a proof of this result see [20], section 4.2 of [16] pp.259–69 or section
3.1 of [25] pp.52–61.
Let c > 0 and (ρt, t ≥ 0) be a convolution semigroup of probability
measures in G, and consider the family of measures (ρ˜t, t ≥ 0) where for
each t ≥ 0, ρ˜t = e−ctρt. Then (ρ˜t, t ≥ 0) is a convolution semigroup of sub–
probability measures, since for each t > 0, ρ˜t(G) = e
−ct < 1. We obtain
a C0–contraction semigroup (St, t ≥ 0) on C0(G) given by St = e−ctTt for
each t ≥ 0, and we have Stf(σ) =
∫
G
f(στ)ρ˜t(dτ) for all f ∈ C0(G), σ ∈ G.
Clearly the action of the infinitesimal generatorM of this semigroup is given
by Mf = −cf +Lf , for all f ∈ C(2)0 (G). Note that (St, t ≥ 0) is not a Feller
semigroup in our sense. It can be naturally associated with a killed Le´vy
process whose state space is the one–point compactification of G, and c is
then interpreted as a killing rate. For details see e.g. [1] pp.405–6. We thus
callM a killed Hunt generator. It is clear, e.g. by the argument of the proof
of Lemma 4.1 that it satisfies the PMP. In the converse direction, we have
the following result.
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Theorem 4.5. If A : C∞c (G) → C(G) satisfies the positive maximum prin-
ciple and is such that LgAf = ALgf for all f ∈ C∞c (G), g ∈ G then
Af(g) =
d∑
i,j=1
aijXiXjf(g) +
d∑
i=1
biXif(g)− cf(g)
+
∫
G
(
f(gτ)− f(g)−
d∑
i=1
xi(τ)Xif(g)
)
µ(dτ), (4.6)
where {aij} is a non-negative definite, symmetric matrix, (b1, . . . , bd) ∈ Rd, c ≥
0 and µ is a Le´vy measure on (G,B(G)). Furthermore A extends to the
killed Hunt generator associated to a unique convolution semigroup of sub–
probability measures on G.
Proof. Since A satisfies the PMP, by Theorem 3.6 it is of the from (3.7).
Furthermore, A is invariant under left translation on C∞c (G). Thus,
Af(g) = ALgf(e) = LgAf(e)
=
d∑
i,j=1
aij(e)XiXjf(g) +
d∑
i=1
bi(e)Xif(g)− c(e)f(g)
+
∫
G
[
f(gτ)− f(g)−
d∑
i=1
xi(τ)Xif(g)
]
µ(e, dτ).
The form (4.6) follows when we define aij = aij(e), bk = bk(e), c = c(e) for
all i, j, k = 1, . . . , d, and µ(·) = µ(e, ·). Next write (4.6) as Af = −cf +Bf .
It is clear that A and B may be extended to linear operators A1 and B1 on
C
(2)
0 (G), so that A1f = −cf +B1f for all f ∈ C(2)0 (G). Then by Hunt’s the-
orem, B1 extends to the Hunt generator associated to a unique convolution
semigroup (ρt, t ≥ 0) of probability measures, and then the required convo-
lution semigroup of sub–probability measures is given, as above, by defining
ρ˜t = e
−ctρt for each t ≥ 0. Moreover by Theorem 5.3.4 on pp.137 of [1],
C∞c (G) is a core for the Hunt generator, and so for the killed Hunt genera-
tor, from which we see that the action of A on C∞c (G) uniquely determines
(ρ˜t, t ≥ 0).
5 Pseudo–Differential Operator Representa-
tion
In this section, we assume that the conditions of Corollary 3.9 hold so that
A maps C∞c (G) to C0(G). Since any operator in C0(G) that satisfies the
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positive maximum principle is closeable (see e.g. [12] Lemma 2.11, p.16), A
has a closed extension A with Dom(A) ⊇ C∞c (G).
We will also assume that G is compact. It will be equipped with nor-
malised bi–invariant Haar measure. Let Ĝ be the unitary dual of G, i.e.
the set of all (equivalence classes with respect to unitary conjugation) of
irreducible unitary representations of G. If pi ∈ Ĝ then pi acts as unitary ma-
trices on a complex Hilbert space Vpi having dimension dpi <∞. We denote
the associated derived representation of g, acting as skew–Hermitian matrices
on Vpi by dpi. Choosing bases, once and for all, in Vpi, for each pi ∈ G, we
may define the co–ordinate functions in the usual way as piij : G→ C, given
by piij(g) := pi(g)ij for each 1 ≤ i, j ≤ dpi. These mappings are known to
be C∞. For the purposes of this article, we will say that a linear operator
T : C∞(G) → C(G) is a pseudo–differential operator if there is a mapping
jT : G× Ĝ →
⋃
pi∈ĜMdpi(C) so that jT (σ, pi) ∈ Mdpi(C) for all σ ∈ G, pi ∈ Ĝ
and that for all f ∈ C∞(G), σ ∈ G,
Tf(σ) =
∑
pi∈Ĝ
dpitr(jT (σ, pi)f̂(pi)pi(σ)),
where the matrix f̂(pi) =
∫
G
f(τ−1)pi(τ)dτ is the Fourier transform of f .
We then say that the mapping jT is the symbol of the operator T . For
background on operators of this type, see [26, 3]. Our goal is now to prove
that if A : C∞(G)→ C0(G) satisfies the PMP, then it is a pseudo–differential
operator. First we find the candidate to be the symbol of such an operator.
Taking f = piij in (3.7) where pi ∈ Ĝ, we may for each σ ∈ G, consider
the matrix Api(σ) whose (i, j)th entry is Apiij(σ), for 1 ≤ i, j ≤ dpi. Define
the matrix valued function
jA(σ, pi) := pi(σ)
−1Api(σ).
In the following, for each pi ∈ Ĝ, Ipi denotes the identity matrix acting in Vpi.
Proposition 5.1. For each pi ∈ Ĝ, σ ∈ G,
jA(σ, pi) = −c(σ)Ipi +
d∑
i=1
bi(σ)dpi(Xi) +
d∑
j,k=1
ajk(σ)dpi(Xj)dpi(Xk)
+
∫
G
(
pi(τ)− Ipi −
d∑
i=1
xi(τ)dpi(Xi)
)
µ(σ, dτ). (5.1)
Proof. This follows in a straightforward manner from (3.7) and the definition
of jA, using standard properties of representations, and the fact that (with
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an obvious notation),
Xpi(σ) =
d
du
pi(σ exp(uX))
∣∣∣∣
u=0
= pi(σ)dpi(X),
for all X ∈ g.
We want to show that A is a pseudo–differential operator with symbol jA.
Define E(G) to be the linear span of S(G) := {√dpipiij ; 1 ≤ i, j ≤ dpi, pi ∈ Ĝ}.
Then by the Peter–Weyl theorem, S(G) is a complete orthonormal basis for
L2(G), and E(G) is norm dense in L2(G), and uniformly dense in C(G). For
all f ∈ E(G), σ ∈ G we have the Fourier expansion
f(σ) =
∑
pi∈Ĝ
dpitr(f̂(pi)pi(σ)), (5.2)
and the right hand side of (5.2) is in fact a finite sum.
Using the definition of jA, we obtain
Af(σ) =
∑
pi∈Ĝ
dpitr(f̂(pi)Api(σ))
=
∑
pi∈Ĝ
dpitr(f̂(pi)pi(σ)jA(σ, pi))
=
∑
pi∈Ĝ
dpitr(jA(σ, pi)f̂(pi)pi(σ)). (5.3)
We need to show that the right hand side of (5.3) converges to Af(σ)
for all f ∈ C∞(G). In order to investigate this question, we will need the
space D of all dominant weights on G and we define D0 := D \ {0}. Recall
that these are in one–to–one correspondence with elements of Ĝ, so that each
λ ∈ D is mapped to a unique piλ ∈ Ĝ. We will equip g with an Ad–invariant
inner product, and write the associated norm as | · |. This induces a norm
on D which is denoted by the same symbol. All results that follow are taken
from [29] (see also Chapter 3 of [4]). Writing dλ := dpiλ, we have the useful
estimates
dλ ≤ C1|λ|m, (5.4)
where C1 ≥ 0 and m is the number of positive roots of G, and for all X ∈ g,
there exists C2 ≥ 0 so that
||dpiλ(X)||HS ≤ C|λ|m+22 |X|. (5.5)
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We will also need Sugiura’s zeta function ζ : C→ R ∪ {∞}, defined by
ζ(s) =
∑
λ∈D0
1
|λ|2s , (5.6)
which converges whenever 2ℜ(s) > r, where r is the rank of G. Finally we
will need the fact that there is a topological isomorphism between C∞(G)
and the Suguira space of rapidly decreasing functions on D . We won’t need
full details of this, only the following fact that, for ease of reference, we will
state as a theorem:
Theorem 5.2. The function f ∈ C∞(G) if and only if for all p ≥ 0,
lim
|λ|→∞
|λ|p||f̂(λ)||HS = 0,
where f̂(λ) := f̂(piλ).
Theorem 5.3. There exist K = K(|X1|, . . . , |Xd|) > 0 so that for all λ ∈ D,
sup
σ∈G
||jA(σ, λ)||HS ≤ K(1 + |λ|m+2),
where jA(·, λ) := jA(·, piλ).
Proof. Throughout this proof K1, K2, . . . are non–negative constants. We
examine each of the four terms on the right hand side of (5.1) in turn. For
the first of these, we use (5.4) to obtain for all λ ∈ D,
||Ipiλ||HS = d
1
2
λ ≤ K1|λ|m/2.
For the second term we apply (5.5). For the third term, we employ the
equivalence of norms in finite–dimensional vector spaces to find that for all
X, Y ∈ g,
||dpiλ(X)dpiλ(Y )||HS ≤ K2||dpiλ(X)dpiλ(Y )||op
≤ K2||dpiλ(X)||op||dpiλ(Y )||op
≤ K3||dpiλ(X)||HS||dpiλ(Y )||HS
≤ K4|λ|m+2|X||Y |.
For the term controlled by µ, let U be a canonical neighbourhood of e for
which x1, . . . , xd are canonical co–ordinates. Then for each τ ∈ U ,
piλ(τ) = piλ
(
exp
(
d∑
i=1
xi(τ)Xi
))
= exp
(
d∑
i=1
xi(τ)dpiλ(Xi)
)
,
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where the final exp denotes the matrix exponential. Then by a standard
Taylor series argument we have,
sup
σ∈G
∣∣∣∣∣
∣∣∣∣∣
∫
U
(
piλ(τ)− Ipiλ −
d∑
i=1
xi(τ)dpiλ(Xi)
)
µ(σ, dτ)
∣∣∣∣∣
∣∣∣∣∣
HS
≤ sup
σ∈G
∫
U
∣∣∣∣∣
∣∣∣∣∣exp
(
d∑
i=1
xi(τ)dpiλ(Xi)
)
− Ipiλ −
d∑
i=1
xi(τ)dpiλ(Xi)
∣∣∣∣∣
∣∣∣∣∣
HS
µ(σ, dτ)
≤ sup
σ∈G
∫
U
d∑
i,j=1
xi(τ)xj(τ)||dpiλ(Xi)dpiλ(Xj)||HSµ(σ, dτ)
≤ K5max{|X1|2, . . . , |Xd|2}|λ|m+2 sup
σ∈G
∫
U
d∑
i=1
xi(τ)
2µ(σ, dτ)
≤ K6|λ|m+2.
Finally we have
sup
σ∈G
∣∣∣∣∣
∣∣∣∣∣
∫
Uc
(
piλ(τ)− Ipiλ −
d∑
i=1
xi(τ)dpiλ(Xi)
)
µ(σ, dτ)
∣∣∣∣∣
∣∣∣∣∣
HS
≤ sup
σ∈G
∫
Uc
(
2d
1
2
λ +
d∑
i=1
|xi(τ)|||dpiλ(Xi)||HS
)
µ(σ, dτ)
≤ (2d
1
2
λ +K7 max
i=1,...,d
{||dpiλ(Xi)||HS}) sup
σ∈G
µ(σ, U c)
≤ K8(|λ|m/2 + |λ|(m+2)/2),
where we used the continuity of the map g → µ(g, U c), as discussed after the
proof of Theorem 3.7.
The result follows on combining together all these estimates, bearing in
mind that the functions c, bi and ajk, for 1 ≤ i, j, k ≤ d, are all bounded on
G.
Lemma 5.4. If f ∈ C∞(G) then the series ∑λ∈D dλtr(jA(σ, pi)f̂(λ)piλ(σ))
converges absolutely and uniformly in σ ∈ G.
Proof. Using (5.4), Theorem 5.3, and the basic matrix estimate |tr(AB)| ≤
||A||HS||B||HS, we have∑
λ∈D
dλ|tr(jA(σ, pi)f̂(λ)piλ(σ))|
≤ C1K
∑
λ∈D
|λ|m(1 + |λ|m+2)||f̂(λ)||HS.
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By Theorem 5.2, we can find λ0 ∈ D0 so that for all |λ| > |λ0|,
||f̂(λ)||HS ≤ B1|λ|2s ,
where 2s > 2(m+ 1) + r and B1 > 0. Then there exists B2 > 0 so that
sup
σ∈G
∑
|λ|>|λ0|
dλ|tr(jA(σ, pi)f̂(λ)piλ(σ))| ≤ B2ζ(s−m− 1) <∞.
Theorem 5.5. The operator A : C∞(G) → C(G) is a pseudo–differential
operator with symbol jA.
Proof. We must show that for all f ∈ C∞(G), σ ∈ G,
Af(σ) =
∑
pi∈Ĝ
dpitr(jA(σ, pi)f̂(pi)pi(σ)).
We have shown that this holds for f ∈ E(G). Now let f ∈ C∞(G). By
Theorem 3.3.1 (ii) of [4], the Fourier series
∑
λ∈D dλtr(f̂(λ)piλ(σ)) converges
absolutely and uniformly to f(σ). Hence (by ordering the weights in D e.g.
by increasing norm, with arbitrary ordering for those having the same norm)
we obtain a sequence (fn) of partial sums in E(G) that converges uniformly
to f . By lemma 5.4, we have the uniform convergence,
lim
n→∞
Afn(σ) =
∑
pi∈Ĝ
dpitr(jA(σ, pi)f̂(pi)pi(σ)),
and the result follows since A is closed.
For examples of symbols associated to classes of Feller processes on com-
pact Lie groups, see section 5 of [3]. We note that these include processes
obtained by solving stochastic differential equations driven by Le´vy pro-
cesses, processes obtained by subordination, and a Lie group generalisation
of Feller’s pseudo–Poisson process. A simpler class of examples is obtained
by taking A to be the killed Hunt generator of Theorem 4.5. Here the symbol
(as we expect) is independent of σ ∈ G, and so only a function of pi ∈ Ĝ.
Using (4.6) we easily compute
jA(pi) = −cIpi +
d∑
i=1
bidpi(Xi) +
1
2
d∑
i,j=1
aijdpi(Xi)dpi(Xj)
=
∫
G
(
pi(τ)− Ipi −
d∑
i=1
xi(τ)dpi(Xi)
)
µ(dτ).
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If we put c = 0 we obtain the formula that was found for symbols of Hunt
semigroups in [2].
Using techniques developed in [13], we conjecture that it should also be
possible to represent operators satisfying the PMP as pseudo–differential
operators when the group is homogeneous.
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