If v is a norm on en, let H(v) denote the set of all norm-Hermitians in e nn . Let 
INTRODUCTION
For a norm v on en, the complex n-tuples, an (n X n) matrix h is called norm-Hermitian if the numerical range of h with respect to v is real.
(For a precise definition see Section 1 and the beginning of Section 3.) An unsolved problem in this area is
(1) Given a norm v on en, characterize the set H(v) of norm-Hermitian matrices.
An alternative, easier problem is (2) Characterize all subsets 5 of e nn , the set of (n X n) complex matrices, such that there exists a norm v on en for which 5 = H(v).
In an earlier paper [14] (d. Theorem (6.2)), we solved (1) under the additional hypothesis that v is absolute. (The norm v is absolute if v(x) depends only on the absolute values of the coordinates of x in en.) Implicit in [14] is the solution of problem (2a) Characterize all 5 in e nn such that there exists an absolute norm von en for which 5 = H(v).
The result is: There exists an absolute norm v with 5 = H(v) if and only if there exists an equivalence relation == on the set of integers {I, 2, .. " n} for which 5 = {h E ennlhi; = h;i' for i == i and hi; = 0 otherwise}.
In the present paper we take a step toward a solution of problem (2) . Here, in Sections 3 and 4 we deal with sets 5 contained in the set D of real diagonal matrices. We solve two problems. The first is For a solution of (2c) see Theorem 4.54. In describing 5 we identify the space D of real diagonal matrices with [Rn, the real n-tuples: For each of (2d) and (2c) 5 is characterized by being a subspace of [Rn which contains the identity and which has a basis of rational vectors. By a rational vector we mean a vector (OCI,' • • , oc n ) where each OCi is a rational number. In resolving (2d), one could omit the proof of Theorem 3.2, and use instead Theorem 4.7. However, we include Theorem 3.2, both to show that the more complicated Theorem 4.7 is not required to resolve (2d) and also to shed light on the proof of Theorem 4.7. The construction of the norm in Theorem 3.2 was motivated by an example due to M. J. Crabb [6] ; [4, p. 57] . The more elaborate norm (4.3) used in the proof of Theorem 4.7 is apparently required to deal with the off-diagonal elements of a norm-Hermitian matrix without disturbing the desired class of diagonal elements.
A crucial ingredient in the characterization of diagonal norm-Hermitian matrices is a theorem on inhomogeneous diophantine approximation. The archetypal theorem is due to Kronecker, but for our purposes we require the form given in Theorem IV of the appendix. There are several versions of the approximation theorem in the literature (Perron [l1J, Koksma [9J, Cassels [5J) but we have been unable to find the version we require. We feel it is informative to show, as we have done in the appendix, how the different forms of the approximation theorem can be derived from Theorem 63, p. 153 of [l1J, 1st Edition (or Theorem 64, p. 159 of [l1J, 4th Edition). In fact, Theorem I of the appendix is a restatement of Perron's Theorem.
As a consequence of our characterization of diagonal norm-Hermitian matrices, we are able to shed light on Problem 4, p. 128, of Bonsall and Duncan [4J, which concerns norm-Hermitian elements whose powers are not all norm-Hermitian. Near the end of Section 3, in Corollaries 3.5 and 3.6, we give conditions on the eigenvalues of a diagonable matrix h which are necessary and sufficient for the existence of a norm with respect to which some, but not all, powers of h are norm-Hermitian. In Corollary 3.7, we show that a norm is absolute if and only if there is diagonal normHermitian matrix diag(dJ,' .. , d n ) where d 2 -d 1 , . •• , d n -d 1 are linearly independent over the rationals.
In Section 5, we examine the set of norms which allow only the identity and its real mUltiples as norm-Hermitian elements. It is shown that almost all norms are of this type. More precisely, we introduce a metric in the space of norms on en and show that the set of norms allowing only real multiples of the identity as norm-Hermitians constitutes an open, dense set.
NORMS AND DUALITY
We will be concerned with the vector space of n-tuples of complex numbers, en, over the field C. where I~I denotes the absolute value o/~. A norm is a semi-norm satislying the additional condition (3) a(x) = ° =? X = 0.
We denote the usual Euclidean norm on en by X and use the fact that any semi-norm on en is continuous with respect to the Euclidean norm topology. 
we say that y is dual to x and indicate this relationship by writing Yllx.
It is well known that for each x E en, x =1= 0, there is at least one y such that yllx and for each y =1= 0, there is at least one x such that yllx (e.g., We will use the result: THEOREM 1.7 (e.g. Schneider [13] 
The distance function used in the following lemma is similar to ones that have been used in other contexts (e.g. G. Birkhoff [2J). (1.11)
To prove the triangle inequality, suppose also that a E N. Then
Conversely, suppose d(p, v) = 0 and let
This infinum will be achieved at a point Xo on the unit Euclidean sphere. Then If 5 is a subset of IRn we let sp(5) denote the subspace consisting of real linear combinations of elements from 5. We are interested in the largest subspace contained in the set of vectors that can be approximated "modulo 1" by vectors in sp (5 Proof. If S = App(S). then from Lemma 2.6, S has a rational basis.
Conversely, if S has a rational basis and has dimension q, the argument given in the proof of Lemma 2.5 shows that 5.1 has a rational basis and has dimension n -q. Since sp(S.1 n IOn) = App(sp 5) = App(S), using Lemma 2.7. Since App(S) E .9', the desired equality follows.
DIAGONAL NORM-HERMITIAN MATRICES
We denote the collection of n X n complex matrices by e nn . If ' V is a norm on en then we say h E e nn is a 'V-Hermitian matrix if yiix with respect to ' V implies that (y, hx) is real. We let H('V) denote the set of 'V-Hermitian matrices. If D denotes the set of real diagonal matrices in e nn we set 
((e 21ti (tll-'\) -I)x).
A matrix map is continuously dependent on its entries and
Hence, given c5 > 0, we can find A E sp(S) such that
and it follows that e 21tit J1. is an isometry for each real t. But then using Lemma 2, p. 46, of [4] again, we see that
,u must be v-Hermitian and hence in D(v).
The following theorem is a counterpart to Theorem 3.1. A strengthened version is contained in Theorem 4.7, but we feel that the proof given here will help to illuminate the more complicated proof of 4.7. Proof. Let {ei} be a basis for en and let {e;'} be its algebraic dual 
where we still have 11,1. -ftll ~ b > O. Since I(Ai -fti) mod 11 ~ b for some i ~ 2, a simple estimate yields
Thus ft is not v-Hermitian.
• In the remainder of this section we shall prove the converse of a theorem due to Nirschl and Schneiderl [10] . For a given norm v onlC n and 389 
NORM HERMITIAN MATRICES
In this section we suppose we are given SeD with App(S) = Sand IE S, and construct a norm v so that H(v) = S. In order to force all v-Hennitian elements to be diagonal, but still preserve all elements of S as v-Hermitian we require a more complicated construction than was used in the proof of Theorem 3.2. We begin with a technical lemma that will be used several times. (2) If C r is multiple, Yir!Yi r = ± 8 and Yt = 0 for t E C n t -# in t -# ir'
Note that the numbers ir, ir may be different for different elements of L. We let l stand for an arbitrary functional from the collection L. Later we will distinguish among the functionals with subscripts. We now define 
i,.,., i => Ai -# Ai') Proof. Let h be a v-Hermitian matrix. We examine what the Hermitian condition implies about the elements hpq, of h, and begin with the case in which both p and q are multiple.
Case mm: p E C r , q E Cs, both multiple. We assume P =I q, but do not exclude r = s. We let A be an element of 5 satisfying conditions (4.5).
Let II E L have ir = P and is = q if P ~ q; and let ir = is = p, jr = js = q if P "" q. Assume Yir/Yi r = Yis/Yi s = + 8 and that Yi s = 2. Beyond these requirements, but maintaining condition 4.2, II can be arbitrarily chosen.
Having 0 < 8 < t, we set r1 = (1 + 8 2 )-1. Letting j = {slh:::;; Sl < I} and setting S2 = c 1 (1 -Sl) one has Sl + 8S2 = 1 for Sl E J.
and one then easily sees. that for Sl E j, each of the quantities ± 8Sl + S2, Sl -8S2, Sl, ± 8S1, S2, and ± 8S2 has absolute value less than 1. By the continuity of addition and multiplication there is a neighborhood U of j in the complex plane such that for Zl E U, Z2 exists such that Depending upon whether l' has a coefficient 2 associated with the class C T , with the class C s ' or with neither class, the expression I(l', eiA'xt)1 will be bounded by a quantity 2c5IIa11 + c521a21, c5 I Ia11 + 2c521a21, or c511a11 + c5 2 1a21, respectively, where each number a i (i = 1, 2) is either zero or one of the complex numbers listed in parts (1) and (2) We now return to examine (4.12).
Let q be in C 1. The first necessary condition we obtain is that h'1Jq = ° whenever p,.y q. For this purpose we take <5 1 = ° and maintain this assumption through formula (4.31).
In In Case ms we obtain (4.21) with t ks as in (4.14), yielding (4.28) Using an l2 E L differing from II only in having e replaced by -e, setting Yt = e-; tA l 2 , and replacing Z2 by -Z2 in (4.14), with 01 = 0, one obtains or, from (4,28) If the matrix h is partitioned into blocks corresponding to the classes C v C 2 , ... , C. one must then have all zero entries in the first column of _ blocks with the exception ofthe block in the upper left hand corner. We will later return to the diagonal blocks. First, however, we proceed to show that the other off-diagonal blocks must have entries equal to zero. 
We now know that h can have non-zero entries only in blocks along the diagonal. The structure of a multiple block is obtained by further examining the Case mm, setting ir = is = P and ir = is = q. We use If P is a singleton, and e p is the unit vector having its pth coordinate equal to 1, then te p and any l E L with yp = 2 are easily seen to be dual vectors, forcing t(l, he p) = hpp to be real.
We have shown that a necessary condition for h, represented by {hpQ} to be v-Hermitian is that its entries be real and Proof. The "only if" portion is the same as that of Theorem 3.3. In the other direction, one obtains 5 = App 5 and the desired norm is that given in Theorem 4.7.
While one does not need such an elaborate norm construction to obtain the following result, it follows immediately from Theorem 4.7. Proof. In Theorem 4.7 let 5 be the span of I.
In the next section we will strengthen this last result. Remarks on Convexity 5.6. If y is a linear functional and c is a real number the set
1](X)
is an affine hyperplane. If en is regarded as a 2n-dimensionallinear space over the real numbers, then A has co dimension one. If K is a convex set III en one says that A is a supporting hyperplane for K at Xo if
Re(y, xo) = c and either
are satisfied. Suppose K is a convex set which is balanced; that is, has the property that x E K implies e i8 x E K for all real e. Then if K is supported by a hyperplane A at Xo (in the sense of (1) and (2) 
We now have Xl E K" n B"'l and we have normalized p so that K" c::
As a consequence of inequality (5. In the following we identify the space ICnn of n X n complex matrices with the Euclidean space ICn' and let !I' be the collection of subspaces of ICnn. THEOREM 
The map H on NI taking a norm v to H(v) C ICnn is upper semi-continuous.
Proof. Suppose pdk = 1, 2, ... ) is a sequence of norms converging to p, that hk is Hermitian with respect to Pk, and that hk converges to hE ICnn. We must show that hE H(p) . We have a continuous map of ICn X ICnn X ICn (with the product topology) into IC defined by taking (y, g, x) to (y, gx). Given hE IC"", from above, and Yollxo with respect to p, let (Yo, hxo) = z. If, for some dual pair (Yo, xo), z is not real, then there exists an ~ > 0 so that the disc D~ = {w E Cllw -zl < ~} contains no real number. By the continuity of the expression (y, gx), there is an e > 0 so that X(Y -Yo) < e, X(x -xo) < e, and X(g -h) < e imply (y, gx) E D~. But using the hypotheses of the theorem together with the previous lemma, we can find an integer k and vectors Yk, X k so that Prool. The result is immediate from Theorem 5.1 and Theorem 5.11.
APPENDIX
We use the notation introduced in Section 2 and in addition let /Rnm and 7l. nm denote the spaces of matrices having real and integral entries, respectively, and having n rows and m columns. The four theorems stated below are all concerned with simultaneous diophantine approximation. The first three can be found in the references cited, but it is the fourth version we require and, while the result may be known to workers in number theory, we could find no reference for it. We thought it would be worthwhile to give all four theorems and show how each can be obtained starting with a restatement of the Perron result. (Perron states the result in terms of the rank and rational rank of the matrix M.) By /Rn we denote both the space of row and column n-tuples with real elements; the context indicates which is intended. 
