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Chapter 7. Transactions and the Database Recovery
One of the examples from the previous chapter on transaction management showed that
inconsistency of a database may be caused by system failures. Recovery tools of the database
systems are responsible for preventing database inconsistency by bringing a database into a
consistent state after a failure: if the destination state of the transaction that was interrupted by
the failure cannot be achieved, then the database has to be returned to the state which it was in
before the transaction began.
The role of the database recovery tools is also to prevent data losses. Failures that cause
memory losses result in the loss of the data that were kept in memory during processing. Media
failures endanger the stability and persistency of a database. In this chapter, we will discuss
database recovery to a consistent state and prevention of data loss in cases of software and/or
hardware crashes that result in the loss of memory content, and media crashes, which result in
the loss of data on disk.

Recovery from a System Failure
To understand the problems and the mechanisms of database recovery, we need to discuss data
processing in even more detail.
As we know, operations on data are performed in memory. Chapter 5 discussed the part of
memory called the database buffer that plays an important role in data processing. The buffer
keeps the results of the most recent database operations. Figure 1 shows interactions between
the database and the buffer during data processing.

Main memory
Read

Stable
(persistent)
database

Write

Database
buffer
manager

Read

Write

Database
buffer
(volatile
database)

Figure 1. Interface between database buffer and the database.

To perform a database operation, the system requests the database buffer manager to read the
needed data from the database into a part of memory dedicated to data processing – the
database buffer. When modified data has to be written to the stable database1, the buffer
manager performs the corresponding write from the buffer to disk.
Let us consider a simple transaction, which increases the values of data items x and y by 1.
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For example, when the buffer has to be freed for the data of the new transactions.

1

One of the possible scenarios is:









Detect the address of the data block containing the data item x on disk
Transfer x to the buffer
Update x
Write x back to disk
Detect the address of the data block containing the data item y on disk
Transfer y to the buffer
Update y
Write y back to disk.

Imagine a situation when a failure that causes a memory loss occurs between the update of y
and writing it back to disk. At this point, the updated value for y which is kept in memory will
be lost. During the database recovery, the actions of the system depend on whether the
transaction was ready to commit. If the transaction was ready to commit its action, the update
of y has to be redone and written to the stable database because of the durability property of
transactions. If the transaction did not plan to commit, then the update of x has to be undone
and the initial value of x has to be written to disk (rolled back) because of the atomicity
property of transactions. Otherwise, the recovered database may lose committed data – a
violation of the durability property of transactions (Figure 2a, the ready to commit case) or may
contain uncommitted data – a violation of the atomicity property (Figure 2b, the rolled back
case).

Stable database
x – updated value
y – initial (non-updated) value

Stable database
x – updated value
y – initial (non-updated) value

a) Recovery after COMMIT:
invalid y, durability violated.

b) Recovery after ROLLBACK:
invalid x, automicity violated.

Figure 2. Possible states of the stable database in the case of a buffer loss.

Before discussing how the recovery of a database is implemented, we will show that the actual
interaction between the buffer and the stable database is more complicated than described in
the above example. The database buffer occupies a substantial part of memory and usually
contains more data than that is being processed at the moment. In Chapter 5 on query
processing it was mentioned that the buffer is one of the factors that influence database
performance – the larger the buffer, the more data the system can keep in it and, therefore, in
more cases the system can retrieve needed data from the buffer without searching the disk.
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This results in more accesses to the data in memory (logical reads) and reduces the number of
disk accesses (physical reads). When a transaction requests data, the database buffer manager
performs the following actions:
1. Searches the buffer for the data block with the requested data
2. If the data block is not in the buffer, then the buffer manager allocates a free buffer block,
fetches the block from the stable database and loads it into the block of the buffer
3. If there is no free space in the buffer, the manager decides which block of the buffer must
be written (flushed) to the stable database and replaces this block with the fetched one
Usually, the manager flushes the least recently used blocks.
Therefore, at any moment, the data that defines the actual state of the database are contained
either in the stable database, or in the buffer, or in both.

The current database state is defined by the stable database and the
database buffer.
The above example shows that some failures can result in the loss of the database buffer and
the inability of the database to recover properly. By data loss we understand either the
unavailability of results of committed transactions or the inability to return to initial states of
uncommitted transactions.
To prevent data loss in case of failure, the database must ensure the following:
1. The results of all committed transactions become permanent or, in other words, these
results should persist in the database after the completion of each transaction. In the case
of failure and memory loss, results of committed transactions will be stored on the stable
database.
2. If a transaction is unable to finish its work, the results of all performed operations must be
erased from the database. In the case of failure and memory loss, the database will be able
to restore the state in which it was before the transaction started.
Such management of the database guarantees the atomicity and the durability properties of
transactions.

The purpose of the recovery subsystem is to support the atomicity and
durability of transactions.
However, the above two goals of the recovery subsystem cannot be achieved with the
described schema of data processing (Figure 1) because:
1. Committed changes may be lost with memory loss
2. Uncommitted changes cannot be undone, because initial data may be overwritten by the
updated data.
To prevent the loss of the committed changes, they must be stored not only in the buffer, but
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also in the stable database. Committed changes of transactions are called after-images of data2.
For initial data to be restored, it should not be overwritten, but must be preserved in the stable
database until the transaction is completed. The copies of the initial data of uncommitted
transactions are called before-images of data.
Therefore, the stable database and the buffer are not enough to provide the recovery of the
database. The recovery mechanisms need another stable storage for before- and after-images.
Such additional stable storage in the database is called log files. All changes to the data in the
database are registered in the log files.
Figure 3 schematically shows interaction among the database, the buffer, and the log files
during data processing.
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Figure 3. Interface between the database buffer, the log files and the database.
To ensure the persistence of the committed changes, the recovery subsystem writes the afterimages of committed transactions into the log file. To protect the committed data, writing in
the log file happens immediately after the commit and before writing to the stable database.
To guarantee the restoring of the initial data of the uncommitted transactions, the recovery
mechanism also writes the before-images of transactions into the log file. Writing in the log file
takes place prior to updating the stable database. In some cases, the recovery system uses the
previous committed change of the data item as the before image of this item.

The current database state is defined by the stable database and log files.
The current database state is the state after all committed transactions. The stable database
itself does not reflect the current state because it may not contain all committed changes or may
contain some uncommitted changes.
2

Note that before- and after-images are stored as change vectors.
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Figure 4 shows two transactions at the time of failure.
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Figure 4. The system failure.

All data needed for recovery after the failure is available in the stable database and the log file.
To restore the committed changes of the transaction T1, the recovery subsystem uses the afterimage of T1 from the log file to write it in the stable database, which after the failure is in the
old state. This is called the redo of the transaction (Figure 5):
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Figure 5. Restoring committed transactions.

To erase the results of the uncommitted transaction T2, the recovery subsystem uses the
before-image of T2 from the log file and writes it in the database, which after failure is in the
new state. This undoes the transaction T2 (Figure 6):
For each transaction, the log file contains the following information:





The identifier of the transaction
Type of the logged action (e.g. insert, delete, transaction start, commit, etc)
The identifier of the data item
The before-image of the data item
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The after-image of the data item.
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Figure 6. Restoring the previous state of the database.
To control the size of the log file and prevent it from becoming too large, the recovery
subsystem periodically writes committed data from the log file into the stable database. This is
called a checkpoint. It is important to properly define the time interval between the checkpoints –
more frequent checkpoints create some overhead, however the database can be recovered
faster because fewer transactions will need to be redone.
The recovery manager interacts with the transaction manager in the following way:
1. At the start of a transaction, the ‘transaction start’ action is recorded in the log file.
2. When the update is performed, all the data mentioned above for a transaction except the
before-images are written to the log file.
3. When the transaction is ready to commit, the ‘transaction commit’ action is written into the
log file. Then, the buffer is updated from the log file.
4. If the transaction aborts, the ‘transaction abort’ action is recorded in the log file.
Such an approach is called the deferred update. If the system fails, the only actions that should be
performed are the redoing of committed transactions (the transaction, which have ‘transaction
commit’ in the log file) that took place after the last checkpoint. The transactions are applied in
the order, in which they are written in the log file. The uncommitted transactions do not need
any recovery, because for them no actual changes were performed on the database.
There is another approach, which is called the immediate update:
1. At the start of a transaction, the ‘transaction start’ action is recorded in the log file.
2. When the update is performed, all data is written to the log file.
3. After being written to the log file, updated data is written to the database buffer. Note this
approach differs from the deferred state because the database buffer is updated before the
commit is made and that before images are written to the log.
4. When the transaction is ready to commit, the ‘transaction commit’ action is written in the log
file.
If the system fails, all transactions that were committed must be redone similarly to how it is
performed by the deferred approach. The transactions that do not have a “transaction commit”
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record in the log file, are undone with the help of before-images that were written to the log.
Actions from the log file are undone in reverse order.
Note that data is written to the log before it is written to the database. If the database were
written before the log file, then in case of failure after writing to the database, the system would
not be able to restore the database.

Recovery from a System Failure in a Distributed Database
A distributed transaction involves several sites. Failure of a distributed transaction can be
caused by:




Failure of an operation on one of the sites (e.g. due to a deadlock)
A system failure on one of the sites
Failure of the communication link between databases.

The atomicity of the distributed transaction requires that in case of one of these events all
actions of the transaction on all participating sites be aborted and rolled back. The atomicity of
the local parts of the transaction is managed by the local recovery managers as was described in
the previous section.
Atomicity of distributed transactions is managed by the two-phase commit (2PC) protocol (Figure
7). The 2PC protocol ensures that all sites participating in the transaction execution are ready to
commit their part of the transaction before the sites start committing the actions.

Yes
Managing
site

Ready?

No

Participating
site

Participating
site

Figure 7. Two-phase commit protocol.

Assume that a distributed transaction has one site acting as the transaction manager (usually
this is the site where the transaction is initiated).
During the first voting phase, the manager asks all participating sites whether they are ready to
commit their part of the transaction. If at least one site votes to abort the transaction (or fails to
respond within some time), the manager decides to abort the distributed transaction. If all
participating sites are ready to commit their actions, then the manager agrees to commit the
distributed transaction.
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During the second decision phase, the manager informs all participating sites about the decision
to commit or rollback the transaction and waits for their acknowledgement.
The following is the description of the actions of the global and local transaction managers and
their communications with the recovery subsystem and log files during the committing of the
distributed transaction.
Managing site:
1. Writes the ‘begin commit’ record into the log, sends PREPARE to all sites, and goes to the
WAIT state.
2. At receiving an ABORT vote, writes ‘abort’ in the log. Sends GLOBAL_ABORT message
to all sites and waits for the participants to acknowledge.
3. If all sites voted with READY_COMMIT, writes ‘commit’ in the log file, sends the
GLOBAL_COMMIT message to all sites, and waits for the participants to acknowledge.
4. After acknowledgement is received, writes ‘end transaction’ action in the log file.
Participating site:
1. At receiving the PREPARE message, either writes ‘ready commit’ in the log file and sends
READY_COMMIT to the managing site, or writes ‘abort’ in the log file and sends ABORT
to the managing site. In the case of an abort (which site is calling the abort? I assume the
participating), the participant proceeds with aborting the transaction and does not wait for
the global decision.
2. If the GLOBAL_ABORT message is received from the managing site, writes ‘abort’ in the
log file and aborts the transaction.
3. If the GLOBAL_COMMIT message is received, then writes ‘commit’ in the log file and
commits the transaction. Only at this moment are all data locks released.
The distributed transaction can be interrupted by a failure of any participating site or the
network communication. In these cases, the sites involved in processing do not receive the
expected response of the failed or cut off site within the defined time period and have to
terminate their actions, while the failed site has to recover from the failure.
Termination procedures of the managing and participating sites are shown in Figure 8 and
Figure 9 (in these and the following figures the dashed line shows responses (or actions) that
are expected but not received).
Figure 8 shows the actions of the managing site in case it has timed out and must terminate its
processing. Timing out can happen during one of two waiting steps:



The manager is waiting for votes from participants. If the vote is not received from one of
the participating sites, then the manager decides to abort the transaction (Figure 8b).
The manager is waiting for the acknowledgement of successful completion of the
participant’s part of the transaction. If there was no acknowledgement from some
participants, then the manager again sends the decision to the sites that did not respond
(Figure 8c).
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Figure 8a shows the normal completion of the transaction when the manager receives the
votes from all participants and has acknowledgement from all participants either after the
initial or additional sending of the global decision.
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Figure 8. Timeout of the managing site: a) normal processing; b) termination during waiting
for a vote; c) resending of the decision during waiting for acknowledgement.
Figure 9 demonstrates the behavior of the participating site in case it does not receive the
message from the manager:





If the timeout happens during the initial step, then the participant decides to abort the
transaction without further participation in the distributed transaction (Figure 9b).
If the participant fails to receive the global decision (if it is waiting for the decision, it
means that it voted for commit), then the participant is blocked and has to continue
waiting for the decision (Figure 9c). If a timeout happens at this point, the participant has
to abort the transaction.
Figure 9a shows the normal processing of a transaction at the participating site.

In case of a failure during recovery, the failing sites use records from their log files. Recovery of
the managing site after failure is shown in Figure 10:



Recovery during the initial step requires a restart of the commit process (Figure 10a).
If a failure happens while waiting for the vote, it means that the site has not received the
abort vote yet and after a restart it can try to commit again (Figure 10b).
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If after a restart while waiting for acknowledgements the site receives acknowledgements
from all participating sites, it finishes the transaction. If some of the acknowledgements are
missing, the site has to resend the global decision (Figure 10c).
Figure 10a shows the normal recovery of the managing site.

Initial- waiting for
PREPARE

Initial- waiting for
PREPARE

Abort

Prepared- local
decision sent

Initial- waiting for
PREPARE

Prepared- local
decision sent

Prepared-waiting
for global decision

Prepared-waiting
for global decision

Completedacknowledgement
sent

Completedacknowledgement
sent

a)

b)

c)

Figure 9. Timeout of the participating site: a) normal processing; b) termination during waiting
for PREPARE; c) being blocked when waiting for the global decision.
The participating site recovers from failure as in Figure 11:




If a failure happens during the initial state, then the site aborts the transaction because the
managing site could not achieve a global commit without the vote of this site (Figure 11a).
If the participating site fails waiting for the global decision, recovery takes place as in
Figure 11b, and the transaction continues.
Recovery in the final step does not require any actions because the transaction is completed
(Figure 11c).

The disadvantage of the 2PC protocol is the possibility of blocking sites under some
circumstances. Because blocking situations are rare, most DBMSs use this protocol.
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Figure 10. Recovery of the managing site during: a) initial step; b) waiting for a vote; c)
waiting for acknowledgement.
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Figure 11. Recovery of the participating site during: a) initial step; b) waiting for the global
decision; c) completion step.
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Recovery from a System Failure in a Replicated Database
Let us discuss the atomicity of distributed transactions that access replicated data. For a read of
a replicated data item the transaction can access any replica, while for write of a replicated data
item the transaction has to modify all replicas. This is called the Read-One-Modify-All (ROWA)
protocol. An understanding of the mechanisms of managing distributed transactions is needed
to understand the problems of replication.
The goals of replication are better performance and availability (reliability) of the data.
Replication can improve the performance of a database with intensive reading activity.
Updating replicated data, on the other hand, can diminish the benefits of replication. Any
transaction that modifies replicated data becomes a distributed transaction on all sites with the
replicas. The transaction will commit only when all sites are available and can commit their part
of the transaction. The possibility of unsuccessful completion of such transaction is higher than
for non-replicated data and this means that performance and availability of the replicated
database can be compromised – replication may work against its primary goals.
To improve performance and availability of the replicated database, different modifications of
ROWA protocol are used for modifying queries. For example, ROWA-Available (ROWA-A)
protocol performs an update of all available copies after the transaction is completed, and
postpones updating of the remaining copies of data until they become available. ‘Lazy’
replication performs updating of the copies of data not by the modifying transaction, but only
when these copies are requested by the subsequent transactions. ROWA-A and lazy replication
approaches are examples of the asynchronous replication support mentioned in Chapter 3.

Recovery from a Media Failure
The previous discussion of recovery approaches concentrated on securing the content of the
volatile part of the database – the buffer – with the help of log files. The stable database can
also experience data loss because of a media crash. The stable database can be protected by a
backup or dump. A backup is a copy of the entire database (sometimes, a part of a database) at a
particular moment of time. It is a transaction consistent copy, which contains the results of all
transactions committed at the backup moment. A backup copy is kept on a special offline
storage device, e.g. magnetic tape. If the disk fails, the database can be restored from the
backup and log files that contain records of transactions after the backup.

The current database state is defined by the backup and the log files.
A backup of the database should be made on regular basis depending of the updating activity
on the database.
Log files play a very important role in recovery of the database from system and media failures.
The reliability of the database is dependent upon the reliability of these files. Usually, for
reliability purposes the log files are mirrored (replicated on two or more disks). In Chapter 5 on
query processing it was mentioned that keeping log files and data files on separate disks can
improve performance. Actually, storing data and log files separately is necessary to ensure that
12

at least one copy of the data – either from the data file or from the log file – is preserved in
case of a disk crash.

Summary
This chapter explains how a database management system can prevent data inconsistency or
loss in case of system or media failures. The database is defined by the content of its stable part
(stored on disks) and the database buffer in memory. System failures can result in the loss of
the buffer data and inconsistency of the stable database. As a result, the recovered database
may contain changes of uncommitted transactions and not have committed changes, which
violate atomicity and durability properties of transactions, respectively. Media failures can lead
to a loss of the stable database.
The prevention of data loss and the support of data consistency in case of system failures are
maintained by the recovery system with the help of recording all database actions in a special
stable storage, called the log files. Entries of the log files allow the restoration of the database to
a consistent state: write all changes that were committed at the moment of the failure, and erase
all results of transactions that were still in processing. The interactions between the database,
the transaction management system and the recovery system are handled with the help of
special protocols.
The consistency and recoverability of a distributed database are supported with the help of the
Two-Phase Commit protocol, which ensures the atomicity of distributed transactions. The
support of consistency of modifying actions in a replicated database can reduce such benefits
of replication as data availability and better performance because of the necessity to replicate
the changes in all replicas.
The stable database is protected from media crash and loss of stable data by periodic backups.
The needed state of the database can be restored from the backup and entries of the log file
that were recorded after the backup.
Reliability of the database and its possibility to quickly recover from failures are depend on:





Reliable support of log files.
Regular checkpoints (copying the results of committed transactions from log files into the
stable database). Setting the interval between checkpoints is important for performance and
the recovery time: frequent checkpoints cause overhead, but reduce the recovery time;
using longer intervals between checkpoints has less overhead, but makes log files larger and
recovery of the database longer.
Regular backups. The time interval between backups determines the time of database
recovery in the case of media failure.

Review Questions
1. How are the stable and volatile databases involved in data processing?
2. How can failures endanger the consistency of a database?
3. What is the purpose of log files?
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4.
5.
6.
7.
8.
9.
10.
11.
12.

What is recorded in the log files?
What is a checkpoint? How can it improve the recovery of the database?
Describe the protocol of transaction execution with logging.
Explain how a database is recovered from a system failure.
How are consistency and recovery supported in a distributed database?
Describe the two-phase commit protocol.
Explain how a distributed database is recovered from a system failure.
What is the role of the database backup?
How is a database recovered from a media failure?
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