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Abstract
The incitement for decreasing the modern society's dependency on fossil based fuel
and energy is both environmentally and politically driven. Development of bio-
fuels could be part of the future solution. The combination of ﬂash pyrolysis and
catalytic upgrading of the produced bio-oil has been identiﬁed as a prospective route
to bio-fuels. The upgrading is most favorably done by hydrodeoxygenation (HDO),
producing bio-fuels at a quality equivalent to conventional fossil fuels. The topic of
this Ph.D. thesis has been the development of active and stable catalysts for this
reaction.
In the search for new HDO catalyst 23 catalytic systems were screened in a batch
reactor at 100 bar H2 and 275
◦C with phenol as bio-oil model compound, compar-
ing diﬀerent combinations of active phase and support. Among the tested catalysts,
reduced metal catalysts displayed the highest activity, with the apparent order of
activity for some of the most active catalysts being: Ni/ZrO2 > Ru/C > Ni/Al2O3
> Ni/SiO2  Pd/C > Pt/C. Catalysts should be eﬀective in both hydrogenation
and deoxygenation to eﬀectively convert phenol at the applied conditions. Ni/SiO2
was further investigated by varying the Ni particle size, showing that deoxygena-
tion was linked to low coordinated sites (e.g. steps and corners), favored at small
nickel particles. Hydrogenation was also inﬂuenced by particle size, where the re-
action was hindered at small particles due to competitive adsorption of alcohols on
the nickel sites. However, the support was found to have the largest eﬀect on the
hydrogenation rate. A good support should have high availability of Lewis acid sites.
Overall Ni/ZrO2 prepared with small (<10 nm) nickel particles was found as a very
prospective catalyst for HDO, displaying both good hydrogenation and deoxygena-
tion activity.
With Ni/ZrO2 identiﬁed as a prospective HDO catalyst, the stability and resis-
tance toward bio-oil impurities was investigated in a high pressure gas and liquid
continuous ﬂow setup with bio-oil model compounds and compared to the more tra-
ditional hydrotreating catalysts Mo2C/ZrO2 and Ni-MoS2/ZrO2. The investigated
bio-oil impurities included water (up to 30 wt% in bio-oil), chlorine, potassium and
sulfur. Of the tested catalysts, Ni/ZrO2 displayed the highest activity, requiring only
250 ◦C for performing HDO of aromatic compounds, followed by Ni-MoS2/ZrO2 (re-
quiring 280 ◦C), and then Mo2C/ZrO2, which required temperatures >320
◦C.
Ni/ZrO2 and Ni-MoS2/ZrO2 displayed good stability for HDO of pure model
compounds over periods of more than 100 h. However, Ni-MoS2/ZrO2 required a
signiﬁcant co-feed of sulfur (as dimethyl disulﬁde or H2S) to remain stable, as oxida-
tion of the sulﬁde phase took place in the absence of sulfur. Part of the sulfur was
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incorporated in the liquid product as thiols if the residence time was not suﬃciently
high.
Mo2C/ZrO2 displayed poor stability during HDO of a mixture of phenol and 1-
octanol at 300 ◦C, loosing roughly 50% activity over 74 h of operation. The loss
of activity was found to be due to oxidation of the catalyst by the water formed
from the HDO reaction. This was evidenced in a separate experiment co-feeding
water, where all activity was lost over only 12 h of operation, and further veriﬁed by
thermodynamic calculations showing the aﬃnity for oxidation of Mo2C with water
at the given operating conditions.
Ni-MoS2/ZrO2 was also found to be unstable in the presence of water if not co-fed
with suﬃcient sulfur. The best stability of the catalyst was obtained when co-feeding
sulfur in a H2O/H2S ratio of 9.4, but in this case still 36% loss of activity occurred
over 94 h of operation. This loss of activity was probably linked to the loss of edge
sulfur atoms during exposure to water.
Potassium was found to severely deactivate both Ni/ZrO2 and Ni-MoS2/ZrO2, as
the activity of the catalyst decreased by 88% and 94%, respectively, when impreg-
nated with potassium (in a stoichiometric ratio between active metal and potassium)
compared to the un-poisoned cases. Chlorine was inhibiting both catalysts but the
activity could be regained when removing it from the feed. Sulfur was found as
the overall worst poison for Ni/ZrO2, as this transformed the nickel to a NiSx phase
leading to fast and complete loss of activity. This is in contrast to the Ni-MoS2/ZrO2
catalyst where sulfur was a requirement to maintain the activity.
Overall, Ni-MoS2/ZrO2 displayed the best resistance, but the somewhat high
temperature requirement and heavy dependency of a sulfur source are drawbacks.
Ni/ZrO2 was in contrast more easily poisoned by especially sulfur, but is an attractive
catalyst as it catalyzes HDO at relative low temperatures. However, in general a lot
of work is still needed in catalyst development.
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Resumé
Incitamentet for at sænke det moderne samfunds afhængighed af fossile brændstof-
fer og energi er både miljømæssigt og politisk drevet. Bio-brændstoﬀer kan være
en del af den fremtidige løsning. Kombinationen af ﬂash pyrolyse og katalytisk op-
gradering af den producerede bio-olie er blevet identiﬁceret som en lovende vej til bio-
brændstoﬀer. Hydrodeoxygenering (HDO) er den mest favorable opgraderingsproces,
da bio-brændstoﬀer kan produceres i en kvalitet der svarer til den af konventionelle
fossile brændstoﬀer. Dette Ph.D. projekt omhandler udvikling af aktive og stabile
katalysatorer til denne reaktion.
For at ﬁnde nye HDO katalysatorer blev 23 katalytiske systemer undersøgt i en
batchreaktor ved 100 bar H2 og 275
◦C med phenol som bio-olie modelkomponent,
hvor forskellige kombinationer af aktivfase og bærer blev sammenlignet. Imellem
disse katalysatorer var det de reducerede metal katalysatorer der havde den højeste
aktivitet, med en aktivitetsrækkefølge for de mest aktive katalysatorer som følger:
Ni/ZrO2 > Ru/C > Ni/Al2O3 > Ni/SiO2  Pd/C > Pt/C. Katalysatorerne skulle
være eﬀektive til både hydrogenering og deoxygenering for eﬀektivt at omdanne phe-
nol ved de anvendte betingelser. Ni/SiO2 blev yderligere undersøgt med varierende
Ni partikel størrelse, hvilket viste at deoxygenering foregik på nikkel sites med lavt
koordinationstal (dvs. trin eller hjørne sites) som var mest udbredt på små nikkel
nano-partikler. Hydrogeneringen var også påvirket af partikel størrelsen, da reak-
tionen blev forhindret på små nano-partikler på grund af konkurrerende adsorption
af alkoholer på nikkel sites. Hydrogeneringen var imidlertid mere påvirket af den
anvendte bærer, hvor en god bærer skulle have høj tilgængelighed af Lewis syre-
sites. Overordnet var Ni/ZrO2 fremstillet med små (<10 nm) nikkel nano-partikler
en lovende HDO katalysator der udviste både god hydrogenering- og deoxygenering-
aktivitet.
Stabiliteten og modstandsdygtigheden mod bio-olie urenheder blev undersøgt i
en højtryks gas og væske kontinuert opstilling med Ni/ZrO2 som katalysator og
sammenlignet med de mere traditionelle hydrogenerings katalysatorer, Mo2C/ZrO2
og Ni-MoS2/ZrO2. Vand (op imod 30 wt% i bio-olie), chlor, kalium og svovl blev
undersøgt som bio-olie urenheder. Ni/ZrO2 udviste den højeste aktivitet, da denne
kunne udføre HDO af aromatiske stoﬀer ved kun 250 ◦C. Til sammenligning krævede
Ni-MoS2/ZrO2 en temperatur på 280
◦C og Mo2C/ZrO2 krævede temperaturer >320
◦C.
Ni/ZrO2 og Ni-MoS2/ZrO2 udviste god stabilitet ved HDO af rene modelkom-
ponenter igennem mere end 100 h drift. God stabilitet af Ni-MoS2/ZrO2 krævede
imidlertid en høj koncentration af svovl (enten som dimethyldisulﬁd eller H2S) i fø-
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den for at undgå oxidation af sulﬁdfasen. Svovl i føden betød dog at produktet også
ville indeholde thioler hvis opholdstiden i reaktoren ikke var tilstrækkelig lang.
Stabiliteten for HDO af en blanding af phenol i 1-octanol over en Mo2C/ZrO2
katalysator var lav, da rundt regnet 50% af aktiviteten blev tabt i løbet af 74 h drift.
Deaktiveringen var forårsaget af oxidation af katalysatoren med det vand der blev
dannet under HDO reaktionen. Dette blev klargjort i et separat eksperiment, hvor
ekstra føde med vand medførte komplet tab af aktivitet for Mo2C/ZrO2 katalysatoren
i løbet af 12 h drift. Termodynamiske beregninger underbyggede yderligere at der er
en drivende kraft for oxidation af Mo2C med vand ved de givne drift betingelser.
Vand påvirkede også stabiliteten af Ni-MoS2/ZrO2, hvis der ikke var tilstrækkelig
svovl i føden. Den bedste stabilitet blev opnået ved en føde rate på 9.4 H2O/H2S,
men dette betød stadig et tab på 36% aktivitet over 94 h drift. Denne deaktivering
var højst sandsynligt et resultat af tab af kant svovl-atomer ved vandeksponering.
Eksponering af både Ni/ZrO2 og Ni-MoS2/ZrO2 til kalium medførte markant
deaktivering. Aktiviteten faldt med respektive 88% og 94% efter imprægnering af
katalysatorerne med kalium (i støkiometrisk forhold mellem aktivt metal og kalium),
sammenlignet med uforgiftede eksperimenter. Chlor inhiberede begge katalysatorer,
men aktiviteten kunne genvindes ved at fjerne chlor fra føden. Svovl var den værste
urenhed for Ni/ZrO2, da dette medførte en omdannelse af metallisk nikkel til en
NiSx fase og derved hurtig og fuldstændig tab af aktivitet. Dette var i kontrast
til Ni-MoS2/ZrO2 katalysatoren, hvor svovl var en nødvendighed for at opretholde
aktivitet.
For at opsummere havde Ni-MoS2/ZrO2 den bedste modstandsdygtighed overfor
bio-olie urenheder, men den relativt høje påkrævede temperatur og afhængigheden
af svovl i føden er markante svagheder. I modsætning var modstandsdygtigheden af
Ni/ZrO2 mindre, men katalysatoren var attraktiv da HDO reaktionen kunne forløbe
eﬀektivt ved relativt lave temperaturer. Meget arbejde er dog stadig nødvendigt i
udviklingen af HDO katalysatorer.
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Chapter1
Outline
The work in this thesis is to a large extent a compilation of the articles written
during this Ph.D. project and most of the individual chapters are therefore directly
connected to one of the scientiﬁc papers described on page IX-XI. To help the reader,
an exposition of the content of the individual chapters is given below:
 Chapter 2 is almost a reprint of the article "A Review of Catalytic Upgrading
of Bio-oil to Engine Fuels" published in Applied Catalysis A: General during
the winter of 2011 [1]. This chapter reviews the state of the art of the hy-
drodeoxygenation (HDO) and zeolite cracking reactions up to 2011 and was
used as the foundation for the further work in the project. Of the involved
authors, Peter M. Mortensen was the main author and Anker D. Jensen, Jan-
Dierk Grunwaldt, Peter A. Jensen, and Kim G. Knudsen read and commented
on the work.
 Chapter 3 jointly describes the experimental facilities used during this Ph.D.
project. Special emphasis is given to the batch reactor setup and the high
pressure gas and liquid continuous ﬂow ﬁxed bed reactor system, which were
both established during the project. Also product analysis and synthesis, pre-
treatment, and characterization of the used catalysts are described.
 Chapter 4 is basically the Results & Discussion section of the article "Screen-
ing of Catalysts for Hydrodeoxygenation of Phenol as a Model Compound for
Bio-oil" published in ACS Catalysis during the summer of 2013 [2], which sum-
marizes much of the work performed in the batch reactor setup in the period
from spring 2011 to spring 2012. Here 23 catalysts were screened to ﬁnd suit-
able HDO catalysts. Of the involved authors, Peter M. Mortensen made all
experiments and was the main author and Anker D. Jensen, Jan-Dierk Grun-
waldt, and Peter A. Jensen participated in discussing the results and proof
reading of the work.
 Chapter 5 is basically the Results & Discussion section of the article "Structure
Sensitivity of Nickel Based Catalysts for the Hydrodeoxygenation of Phenol"
which has been sent to ChemCatChem in November 2013 for review. This
summarizes a parallel work to the screening work described in Chapter 4, where
the nickel particle size eﬀect on HDO of phenol for Ni/SiO2 was investigated.
Of the involved authors, Peter M. Mortensen made all experiments and was the
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main author and Anker D. Jensen, Jan-Dierk Grunwaldt, and Peter A. Jensen
participated in discussion of the results and proof reading of the work.
 Chapter 6 is basically the Results & Discussion section of the article "Stability
and Resistance of Nickel Catalysts for Hydrodeoxygenation: Eﬀects of Sul-
fur, Potassium, and Chlorine in the Feed", an article still in preparation but
intended for submission to Applied Catalysis B: Environmental. This work
summarizes the initial tests performed on the continuous ﬂow reactor system
in the period from summer 2012 to winter 2012/2013 concerning stability and
resistance of nickel based catalysts, in an attempt to mimic the deactivating
environment when feeding real bio-oils to HDO catalysts. Of the involved au-
thors, Peter M. Mortensen was the main author and was responsible for all
the continuous ﬂow experiments. Diego Gardini made characterization of the
catalysts samples by XRD and SEM/STEM-EDX measurements and he has
written the draft to Section 6.6. Hudson Wallace Pereira de Carvalho per-
formed XAS on all of the samples and he has written the draft to Section 6.7
and Appendix H. Anker D. Jensen, Peter A. Jensen, Jan-Dierk Grunwaldt,
Christian D. Damsgaard, and Jakob B. Wagner participated in discussing the
results and proof reading of the work.
 Chapter 7 is basically the Results & Discussion section of the article "Mo2C as
Catalyst for Hydrodeoxygenation of Bio-oil: Activity and Stability", an article
still in preparation phase. This work investigated Mo2C/ZrO2 as catalyst for
HDO and had special emphasis on the stability of this catalyst in the presence
of water. The work was performed during the spring and summer of 2013. Peter
M. Mortensen was the main author and was responsible for all the continuous
ﬂow experiments. Hudson Wallace Pereira de Carvalho performed XAS on all
of the samples and he has written the draft to Section 7.2 and Appendix I.
Anker D. Jensen, Peter A. Jensen, and Jan-Dierk Grunwaldt participated in
discussing the results and proof reading of the work.
 Chapter 8 is basically the Results & Discussion section of the article "Inhibition
and Deactivation of Ni-MoS2 by Bio-oil Impurities During Hydrodeoxygena-
tion", an article still in preparation phase. This summarizes the work with
Ni-MoS2/ZrO2 as catalyst for HDO of a model compound system of bio-oil
which was contaminated with impurities as water, alkali metals, and chlorine
in order to investigate potential deactivation mechanisms of this catalyst during
HDO of real bio-oil. This work was performed in the autumn of 2013. Peter M.
Mortensen was the main author and was responsible for all the continuous ﬂow
experiments. Diego Gardini assisted in the characterization of the catalysts
samples by XRD and TEM. Anker D. Jensen, Peter A. Jensen, and Jan-Dierk
Grunwaldt participated in discussing the results and proof reading of the work.
 Chapter 9 is a discussion of a series of experiments made with a real bio-oil
feed in the end of the Ph.D. project (winter 2013). This section is closely
linked to Appendix K where detailed description of the experiments are made.
However, as the experiments were used mostly to evaluate the progress made
during the Ph.D. project and put the many bio-oil model compound studies in
perspective, the discussion of the actual experiments were not included in the
main part of the thesis.
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Each chapter based on an article starts with the abstract of the respective article.
The articles excerpts have been changed slightly to ﬁt better in the overall context of
the thesis, but are still in a form very similar to their intended form for publications.
Minor updates of references and small changes in comments or discussion have also
been done.
Additionally Appendix A is a reprint of an article describing a computational
ﬂuid dynamics (CFD) model of an environmental transmission electron microscope
(ETEM) developed as a side project during this Ph.D. project. The work was a
collaboration between Peter M. Mortensen and Anker D. Jensen from DTU-KT and
Thomas W. Hansen and Jakob B. Wagner from DTU-CEN (Center for Electron
Nanoscopy). Peter M. Mortensen was responsible for developing the CFD model
and the CEN group was responsible for acquiring drawings of the microscope and
generally outlining the tasks of the work.
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Chapter2
A Review of Catalytic Upgrading of Bio-oil
to Engine Fuels
Abstract
As the oil reserves are depleting the need of an alternative fuel source is becoming
increasingly apparent. One prospective method for producing fuels in the future is
conversion of biomass into bio-oil and then upgrading the bio-oil over a catalyst,
this method is the focus of this review. Bio-oil production can be facilitated by
ﬂash pyrolysis, which has been identiﬁed as one of the most feasible routes. The
bio-oil has a high oxygen content and therefore low stability over time and a low
heating value. Upgrading is desirable to remove the oxygen and in this way make it
resemble crude oil. Two general routes for bio-oil upgrading have been considered:
hydrodeoxygenation (HDO) and zeolite cracking. HDO is a high pressure opera-
tion where hydrogen is used to exclude oxygen from the bio-oil, giving a high grade
oil product equivalent to crude oil. Catalysts for the reaction are traditional hy-
drodesulfurization (HDS) catalysts, such as Co-MoS2/Al2O3, or metal catalysts, as
for example Pd/C. However, catalyst lifetimes of much more than 200 h have not
been achieved with any current catalyst due to carbon deposition. Zeolite cracking
is an alternative path, where zeolites, e.g. HZSM-5, are used as catalysts for the de-
oxygenation reaction. In these systems hydrogen is not a requirement, so operation
is performed at atmospheric pressure. However, extensive carbon deposition results
in very short catalyst lifetimes. Furthermore a general restriction in the hydrogen
content of the bio-oil results in a low H/C ratio of the oil product as no additional
hydrogen is supplied. Overall, oil from zeolite cracking is of a low grade, with heating
values approximately 25% lower than that of crude oil. Of the two mentioned routes,
HDO appears to have the best potential, as zeolite cracking cannot produce fuels of
acceptable grade for the current infrastructure. HDO is evaluated as being a path
to fuels in a grade and at a price equivalent to present fossil fuels, but several tasks
still have to be addressed within this process. Catalyst development, understand-
ing of the carbon forming mechanisms, understanding of the kinetics, elucidation of
sulfur as a source of deactivation, evaluation of the requirement for high pressure,
and sustainable sources for hydrogen are all areas which have to be elucidated before
commercialization of the process.
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2.1 Introduction
Energy consumption has never been higher worldwide than it is today, due to our way
of living and the general fact that the World's population is increasing [3, 4]. One
of the main ﬁelds of energy consumption is the transportation sector, constituting
about one ﬁfth of the total [5]. As the World's population grows and means of
transportation becomes more readily available, it is unavoidable that the need for
fuels will become larger in the future [6]. This requirement constitutes one of the
major challenges of the near future [7], as present fuels primarily are produced from
crude oil and these reserves are depleting [8].
Substantial research is being carried out within the ﬁeld of energy in order to
ﬁnd alternative fuels to replace gasoline and diesel. The optimal solution would be
an alternative which is equivalent to the conventional fuels, i.e. compatible with the
infrastructure as we know it, but also a fuel which is sustainable and will decrease the
CO2 emission and thereby decrease the environmental man-made footprint [9, 10].
Biomass derived fuels could be the prospective fuel of tomorrow, as these can be
produced within a relatively short cycle and are considered benign for the environ-
ment [6, 11]. So far ﬁrst generation bio-fuels (bio-ethanol and biodiesel) have been
implemented in diﬀerent parts of the World [12, 13]. However, these technologies rely
on food grade biomass; ﬁrst generation bio-ethanol is produced from the fermenta-
tion of sugar or starch and biodiesel is produced on the basis of fats [1416]. This is a
problem as the requirement for food around the World is a constraint and the energy
eﬃciency per unit land of the required crops is relatively low (compared to energy
crops) [17]. For this reason new research focuses on developing second generation
bio-fuels, which can be produced from other biomass sources such as agricultural
waste, wood, etc. and therefore does not inﬂuence food supply [1821]. Table 2.1
summarizes diﬀerent paths for producing fuels from biomass and display which type
of biomass source is required, showing that a series of paths exists which can utilize
any source of biomass.
Of the second generation biofuel paths, a lot of eﬀorts are presently spent on
the biomass to liquid route via syngas to optimize the eﬃciency [2831] and also
synthesis of higher alcohols from syngas or hydrocarbons from methanol [24, 29, 32
35]. As an alternative, the estimated production prices shown in Table 2.1 indicate
that HDO constitute a feasible route for the production of synthetic fuels. The
competitiveness of this route is achieved due to a good economy when using bio-oil
as platform chemical (lower transport cost for large scale plants) and the ﬂexibility
with respect to the biomass feed [14, 3638]. Furthermore this route also constitute
a path to fuels applicable in the current infrastructure [14].
Jointly, HDO and zeolite cracking are referred to as catalytic bio-oil upgrading
and these could become routes for production of second generation bio-fuels in the
future, but both routes are still far from industrial application. This review will give
an overview on the present status of the two processes and also discuss which aspects
need further elucidation. Each route will be considered independently. Aspects of
operating conditions, choice of catalyst, reaction mechanisms, and deactivation mech-
anisms will be discussed. These considerations will be used to give an overview of
the two processes compared to each other, but also relative to crude oil as the bench-
mark. Ultimately, an industrial perspective will be given, discussing the prospective
of production of bio-fuels by catalytic bio-oil upgrading in industrial scale.
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Table 2.1: Overview of potential routes for production of renewable fuels from biomass.
The prices are based on the lower heating value (LHV). Biomass as feed implies high
ﬂexibility with respect to feed source.
Technology Feed Platform Chemical Price [$/toea]
Hydrodeoxygenation Biomass Bio-oil 740b
Zeolite cracking Biomass Bio-oil -c
Fischer-Tropsch Biomass Syngas 840-1134d
H2 Biomass Syngas 378-714
ef
Methanol Biomass Syngas 546-588g
Higher Alcohols Biomass Syngas 1302-1512h
Bio-ethanol Sugar Cane - 369-922i
Bio-ethanol Corn - 1107-1475j
Bio-ethanol Biomass - 1475-2029k
Biodiesel Canola oil - 586-1171l
Biodiesel Palm oil - 586-937m
Gasoline Crude oil - 1046n
atoe: Tonne of Oil Equivalent, 1 toe = 42 GJ
bPublished price: 2.04 $/gallon [22], 1 gallon = 3.79 l, ρ = 719 kg/m3, LHV = 42.5 MJ/kg.
cNo economic evaluation has been made for this technology.
dPublished price: 20-27 $/GJ [23].
ePublished price: 9-17 $/GJ [23, 24].
fExpenses for distribution and storage are not considered.
gPublished price: 13-14 $/GJ [23].
hPublished price: 31-36 $/GJ [23].
iPublished price: 0.2-0.5 $/l [25], ρ = 789 kg/m3, LHV = 28.87 MJ/kg.
jPublished price: 0.6-0.8 $/l [25].
kPublished price: 0.8-1.1 $/l [25].
lPublished price: 0.5-1 $/l [25], ρ = 832 kg/m3, LHV = 43.1 MJ/kg.
mPublished price: 0.5-0.8 $/l [25].
nPublished price in USA April 2011: 2.88$/gallon excluding distribution, marketing, and taxes
[26]. Crude oil price April 2011: 113.23 $/barrel [27].
Other reviews within the same ﬁeld are that by Elliott [39] from 2007 where
the development within HDO since the 1980's is discussed, and a review in 2000 by
Furimsky [40] where reaction mechanisms and kinetics of HDO are discussed. More
general reviews of utilization of bio-oil have been published by Zhang et al. [41],
Bridgwater [42], and Czernik and Bridgwater [43], and reviews about bio-oil and
production thereof have been published by Venderbosch and Prins [44] and Mohan
et al. [45].
2.2 Bio-oil
As seen from Table 2.1, both HDO and zeolite cracking are based on bio-oil as
platform chemical. Flash pyrolysis is the most widely applied process for production
of bio-oil, as this has been found as a feasible route [29, 39, 46, 47]. In this review,
only this route will be discussed and bio-oil will in the following refer to ﬂash pyrolysis
oil. For information about other routes reference is made to [29, 4851].
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Flash pyrolysis is a densiﬁcation technique where both the mass- and energy-
density is increased by treating the raw biomass at intermediate temperatures (300-
600 ◦C) with high heating rates (103-104 K/s) and at short residence times (1-2
seconds) [41, 44, 52]. In this way, an increase in the energy density by roughly a
factor of 7-8 can be achieved [53, 54]. Virtually any type of biomass is compatible
with pyrolysis, ranging from more traditional sources such as corn and wood to waste
products such as sewage sludge and chicken litter [52, 55, 56].
More than 300 diﬀerent compounds have been identiﬁed in bio-oil, where the
speciﬁc composition of the product depends on the feed and process conditions used
[41]. In Table 2.2 a rough characterization of bio-oil from diﬀerent biomass sources
is seen. The principle species of the product is water, constituting 10-30 wt%, but
the oil also contains: hydroxyaldehydes, hydroxyketones, sugars, carboxylic acids,
esters, furans, guaiacols, and phenolics, where many of the phenolics are present as
oligomers [41, 43, 57, 58].
Table 2.2: Bio-oil composition in wt% on the basis of diﬀerent biomass sources and
production methods.
Corn Cobs Corn Stover Pine Softwood Hardwood
Ref. # [59] [59] [44, 60] [61] [61]
T [◦C] 500 500 520 500 -
Reactor Fluidized Fluidized Transport Rotating Transport
bed bed bed cone bed
Water 25 9 24 29-32 20-21
Aldehydes 1 4 7 1-17 0-5
Acids 6 6 4 3-10 5-7
Carbohydrates 5 12 34 3-7 3-4
Phenolics 4 2 15 2-3 2-3
Furan etc. 2 1 3 0-2 0-1
Alcohols 0 0 2 0-1 0-4
Ketones 11 7 4 2-4 7-8
Unclassiﬁed 46 57 5 24-57 47-58
Table 2.3 shows a comparison between bio-oil and crude oil. One crucial diﬀerence
between the two is the elemental composition, as bio-oil contains 10-40 wt% oxygen
[41, 44, 59]. This aﬀects the homogeneity, polarity, heating value (HV), viscosity,
and acidity of the oil.
The oxygenated molecules of lower molecular weight, especially alcohols and alde-
hydes, ensure the homogeneous appearance of the oil, as these act as a sort of sur-
factant for the higher molecular weight compounds, which normally are considered
apolar and immiscible with water [62, 63]. Overall this means that the bio-oil has
a polar nature due to the high water content and is therefore immiscible with crude
oil. The high water content and oxygen content further result in a low HV of the
bio-oil, which is about half that of crude oil [41, 43, 44, 64].
The pH of bio-oil is usually in the range from 2-4, which primarily is related to the
content of acetic acid and formic acid [65]. The acidic nature of the oil constitutes
a problem, as it will entail harsh conditions for equipment used for both storage,
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Table 2.3: Comparison between bio-oil and crude oil. Data are from references [14,
15, 41].
Bio-oil Crude Oil
Water [wt%] 15-30 0.1
pH 2.8-3.8 -
ρ [kg/l] 1.05-1.25 0.86
µ50◦C [cP] 40-100 180
HHV [MJ/kg] 16-19 44
C [wt%] 55-65 83-86
O [wt%] 28-40 <1
H [wt%] 5-7 11-14
S [wt%] <0.05 <4
N [wt%] <0.4 <1
Ash [wt%] <0.2 0.1
transport, and processing. Common construction materials such as carbon steel and
aluminium have proven unsuitable when operating with bio-oil, due to corrosion
[41, 64].
A pronounced problem with bio-oil is the instability during storage, where vis-
cosity, HV, and density all are aﬀected. This is due to the presence of highly reactive
organic compounds. Oleﬁns are suspected to be active for repolymerization in the
presence of air. Furthermore, ketones, aldehydes, and organic acids can react to form
ethers, acetales, and hemiacetals, respectively. These types of reactions eﬀectively
increase the average molecular mass of the oil, the viscosity, and the water content.
An overall decrease in the oil quality is therefore seen as a function of storage time,
ultimately resulting in phase separation [60, 66, 67].
Overall the unfavorable characteristics of the bio-oil are associated with the oxy-
genated compounds. Carboxylic acids, ketones, and aldehydes constitute some of the
most unfavorable compounds, but utilization of the oil requires a general decrease in
the oxygen content in order to separate the organic product from the water, increase
the HV, and increase the stability.
2.3 Bio-oil Upgrading - General Considerations
Catalytic upgrading of bio-oil is a complex reaction network due to the high diversity
of compounds in the feed. Cracking, decarbonylation, decarboxylation, hydrocrack-
ing, hydrodeoxygenation, hydrogenation, and polymerization have been reported to
take place for both zeolite cracking and HDO [6870]. Examples of these reactions
are given in Figure 2.1. Besides these, carbon formation is also signiﬁcant in both
processes.
The high diversity in the bio-oil and the span of potential reactions make eval-
uation of bio-oil upgrading diﬃcult and such evaluation is often restricted to model
compounds. To get a general thermodynamic overview of the process, we have eval-
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Figure 2.1: Examples of reactions associated with catalytic bio-oil upgrading. The
ﬁgure is drawn on the basis of information from references [68, 69].
uated the following reactions by thermodynamic calculations (based on data from
Barin [71]):
Phenol + H2 −−⇀↽− Benzene + H2O (2.1)
Phenol + 4 H2 −−⇀↽− Cyclohexane + H2O (2.2)
This reaction path of phenol has been proposed by both Massoth et al. [72] and Yun-
quan et al. [73]. Calculating the thermodynamic equilibrium for the two reactions
shows that complete conversion of phenol can be achieved at temperatures up to at
least 600 ◦C at atmospheric pressure and stoichiometric conditions. Increasing either
the pressure or the excess of hydrogen will shift the thermodynamics even further to-
wards complete conversion. Similar calculations have also been made with furfural,
giving equivalent results. Thus, thermodynamics does not appear to constitute a
constraint for the processes, when evaluating the simplest reactions of Figure 2.1 for
model compounds.
In practice it is diﬃcult to evaluate the conversion of each individual component
in the bio-oil. Instead two important parameters are the oil yield and the degree of
deoxygenation:
Yoil =
(
moil
mfeed
)
· 100% (2.3)
DOD =
(
1− wt%O in product
wt%O in feed
)
· 100% (2.4)
Here Yoil is the yield of oil, moil is the mass of produced oil, mfeed is the mass of the
feed, DOD is the degree of deoxygenation, and wt%O is the weight percent of oxygen
in the oil. The two parameters together can give a rough overview of the extent of
9
reaction, as the oil yield describes the selectivity toward an oil product and the degree
of deoxygenation describes how eﬀective the oxygen removal has been and therefore
indicates the quality of the produced oil. However, separately the parameters are
less descriptive, as it can be seen that a 100% yield can be achieved in the case of
no reaction. Furthermore, none of the parameters relate to the removal of speciﬁc
troublesome species and these would have to be analyzed for in detail.
Table 2.4 summarizes operating parameters, product yield, degree of deoxygena-
tion, and product grade for some of the work conducted within the ﬁeld of bio-oil
upgrading. The reader can get an idea of how the choice of catalyst and operating
conditions aﬀect the process. It is seen that a wide variety of catalysts have been
tested. HDO and zeolite cracking are split in separate sections in the table, where
it can be concluded that the process conditions of HDO relative to zeolite cracking
are signiﬁcantly diﬀerent, particularly with respect to operating pressure. The two
processes will therefore be discussed separately in the following.
2.4 Hydrodeoxygenation
HDO is closely related to the hydrodesulfurization (HDS) process from the reﬁnery
industry, used in the elimination of sulfur from organic compounds [57, 82]. Both
HDO and HDS use hydrogen for the exclusion of the heteroatom, forming respectively
H2O and H2S.
All the reactions shown in Figure 2.1 are relevant for HDO, but the principal
reaction is hydrodeoxygenation, as the name implies, and therefore the overall reac-
tion can be generally written as (the reaction is inspired by Bridgwater [57, 83] and
combined with the elemental composition of bio-oil speciﬁed in Table 2.3 normalized
to carbon):
CH1.4O0.4 + 0.7H2 −→ 1”CH2” + 0.4H2O (2.5)
Here ”CH2” represent an unspeciﬁed hydrocarbon product. The overall thermo
chemistry of this reaction is exothermic and simple calculations have shown an av-
erage overall heat of reaction in the order of 2.4 MJ/kg when using bio-oil [84].
Water is formed in the conceptual reaction, so (at least) two liquid phases will be
observed as product: one organic and one aqueous. The appearance of two organic
phases has also been reported, which is due to the production of organic compounds
with densities less than water. In this case a light oil phase will separate on top of
the water and a heavy one below. The formation of two organic phases is usually
observed in instances with high degrees of deoxygenation, which will result in a high
degree of fractionation in the feed [15].
In the case of complete deoxygenation the stoichiometry of Eq. 2.5 predicts a
maximum oil yield of 56-58 wt% [57]. However, the complete deoxygenation indicated
by Eq. 2.5 is rarely achieved due to the span of reactions taking place; instead a
product with residual oxygen will often be formed. Venderbosch et al. [15] described
the stoichiometry of a speciﬁc experiment normalized with respect to the feed carbon
as (excluding the gas phase):
CH1.47O0.56 + 0.39H2 −→ 0.74CH1.47O0.11 + 0.19CH3.02O1.09 + 0.29H2O (2.6)
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Here CH1.47O0.11 is the organic phase of the product and CH3.02O1.09 is the aqueous
phase of the product. Some oxygen is incorporated in the hydrocarbons of the
organic phase, but the O/C ratio is signiﬁcantly lower in the hydrotreated organic
phase (0.11) compared to the pyrolysis oil (0.56). In the aqueous phase a higher O/C
ratio than in the parent oil is seen [15].
Regarding operating conditions, a high pressure is generally used, which has
been reported in the range from 75 to 300 bar in the literature [44, 76, 85]. Patent
literature describes operating pressures in the range of 10-120 bar [86, 87]. The high
pressure has been described as ensuring a higher solubility of hydrogen in the oil
and thereby a higher availability of hydrogen in the vicinity of the catalyst. This
increases the reaction rate and further decreases coking in the reactor [15, 88]. Elliott
et al. [76] used hydrogen in an excess of 35-420 mol H2 per kg bio-oil, compared to
a requirement of around 25 mol/kg for complete deoxygenation [15].
High degrees of deoxygenation are favored by high residence times [44]. In a
continuous ﬂow reactor, Elliott et al. [76] showed that the oxygen content of the
upgraded oil decreased from 21 wt% to 10 wt% when decreasing the LHSV from
0.70 h−1 to 0.25 h−1 over a Pd/C catalyst at 140 bar and 340 ◦C. In general LHSV
should be in the order of 0.1-1.5 h−1 [86]. This residence time is in analogy to batch
reactor tests, which usually are carried out over time-frames of 3-4 h [68, 77, 89].
HDO is normally carried out at temperatures between 250-450 ◦C [15, 82]. As
the reaction is exothermic and calculations of the equilibrium predicts potential full
conversion of representative model compounds up to at least 600 ◦C, it appears that
the choice of operating temperature should mainly be based on kinetic aspects. The
eﬀect of temperature was investigated by Elliott et al. [76] for HDO of wood based
bio-oil over a Pd/C catalyst in a ﬁxed bed reactor at 140 bar. Here it was found that
the oil yield decreased from 75% to 56% when increasing the temperature from 310
◦C to 360 ◦C. This was accompanied by an increase in the gas yield by a factor of 3.
The degree of deoxygenation increased from 65% at 310 ◦C to 70% at 340 ◦C. Above
340 ◦C the degree of deoxygenation did not increase further, but instead extensive
cracking took place rather than deoxygenation.
The observations of Elliott et al. [76] are due to the reactivity of the diﬀerent
types of functional groups in the bio-oil [36, 90]. Table 2.5 summarizes activation
energies, iso-reactivity temperatures (the temperature required for a reaction to take
place), and hydrogen consumption for diﬀerent functional groups and molecules over
a Co-MoS2/Al2O3 catalyst. On this catalyst the activation energy for deoxygenation
of ketones is relatively low, so these molecules can be deoxygenated at temperatures
close to 200 ◦C. However, for the more complex bound or sterically hindered oxygen,
as in furans or ortho substituted phenols, a signiﬁcantly higher temperature is re-
quired for the reaction to proceed. On this basis the apparent reactivity of diﬀerent
compounds has been summarized as [40]:
Alcohol > Ketone > Alkylether > Carboxylic Acid
≈ M-/p-phenol ≈ Naphtol > Phenol > Diarylether
≈ O-phenol ≈ Alkylfuran > Benzofuran > Dibenzofuran (2.7)
12
Table 2.5: Activation energy (EA), iso-reactive temperature (Tiso), and hydrogen con-
sumption for the deoxygenation of diﬀerent functional groups or molecules over a Co-
MoS2/Al2O3 catalyst. Data are obtained from Grange et al. [36].
Molecule/Group EA [kJ/mol] TIso [◦C] Hydrogen Consumption
Ketone 50 203 2H2/group
Carboxylic acid 109 283 3 H2/group
Methoxy phenol 113 301 ≈6 H2/molecule
4-Methylphenol 141 340 ≈4 H2/molecule
2-Ethylphenol 150 367 ≈4 H2/molecule
Dibenzofuran 143 417 ≈8 H2/molecule
An important aspect of the HDO reaction is the consumption of hydrogen.
Venderbosch et al. [15] investigated hydrogen consumption for bio-oil upgrading
as a function of deoxygenation rate over a Ru/C catalyst in a ﬁxed bed reactor.
The results are summarized in Figure 2.2. The hydrogen consumption becomes in-
creasingly steep as a function of the degree of deoxygenation. This development
was presumed to be due to the diﬀerent reactivity values of the compounds in the
bio-oil. Highly reactive oxygenates, like ketones, are easily converted with low hydro-
gen consumption, but some oxygen is bound in the more stable compounds. Thus,
the more complex molecules are accompanied by an initial hydrogenation/saturation
of the molecule and therefore the hydrogen consumption exceeds the stoichiometric
prediction at the high degrees of deoxygenation [40]. These tendencies are also il-
lustrated in Table 2.5. Obviously, the hydrogen requirement for HDO of a ketone is
signiﬁcantly lower than that for a furan. Overall this means that in order to achieve
50% deoxygenation (ca. 25 wt% oxygen in the upgraded oil) 8 mol H2 per kg bio-oil
is required according to Figure 2.2. In contrast, complete deoxygenation (and ac-
companied saturation) has a predicted hydrogen requirement of ca. 25 mol/kg, i.e.
an increase by a factor of ca. 3.
The discussion above shows that the use of hydrogen for upgrading bio-oil has
two eﬀects with respect to the mechanism: removing oxygen and saturating double
bounds. This results in decreased O/C ratios and increased H/C ratios, both of
which increase the fuel grade of the oil by increasing the heating value (HV). Mer-
cader et al. [85] found that the higher heating value (HHV) of the ﬁnal product
was approximately proportional to the hydrogen consumed in the process, with an
increase in the HHV of 1 MJ/kg per mol/kg H2 consumed.
In Figure 2.3 the production of oil, water, and gas from a HDO process using a
Co-MoS2/Al2O3 catalyst is seen as a function of the degree of deoxygenation. The
oil yield decreases as a function of the degree of deoxygenation, which is due to
increased water and gas yields. This shows that when harsh conditions are used to
remove the oxygen, a signiﬁcant decrease in the oil yield occurs; it drops from 55% to
30% when increasing the degree of deoxygenation from 78% to 100%. It is therefore
an important aspect to evaluate to which extent the oxygen should be removed [91].
13
Figure 2.2: Consumption of hydrogen for HDO as a function of degree of deoxy-
genation compared to the stoichiometric requirement. 100% deoxygenation has been
extrapolated on the basis of the other points. The stoichiometric requirement has been
calculated on the basis of an organic bound oxygen content of 31 wt% in the bio-oil and a
hydrogen consumption of 1 mol H2 per mol oxygen. Experiments were performed with a
Ru/C catalyst at 175-400 ◦C and 200-250 bar in a ﬁxed bed reactor fed with bio-oil. The
high temperatures were used in order to achieve high degrees of deoxygenation. Data
are from Venderbosch et al. [15].
Figure 2.3: Yields of oil, water, and gas from a HDO process as a function of the
degree of deoxygenation. Experiments were performed with eucalyptus bio-oil over a
Co-MoS2/Al2O3 catalyst in a ﬁxed bed reactor. Data are from Samolada et al. [92].
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2.4.1 Catalysts & Reaction Mechanisms
As seen from Table 2.4, a variety of diﬀerent catalysts has been tested for the HDO
process. In the following, these will be discussed as either sulphide/oxide type cata-
lysts or transition metal catalysts, as it appears that the mechanisms for these two
groups of catalysts are diﬀerent.
2.4.1.1 Sulphide/Oxide Catalysts
Co-MoS2 and Ni-MoS2 have been some of the most frequently tested catalysts for
the HDO reaction, as these are also used in the traditional hydrotreating process
[39, 40, 74, 88, 90, 92104].
In these catalysts, Co or Ni serves as promoters, donating electrons to the molyb-
denum atoms. This weakens the bond between molybdenum and sulfur and thereby
generates a sulfur vacancy site. These sites are the active sites in both HDS and
HDO reactions [72, 98, 105107].
Romero et al. [106] studied HDO of 2-ethylphenol on MoS2-based catalysts and
proposed the reaction mechanism depicted in Figure 2.4. The oxygen of the molecule
is believed to adsorb on a vacancy site of a MoS2 slab edge, activating the compound.
S-H species will also be present along the edge of the catalyst as these are gener-
ated from the H2 in the feed. This enables proton donation from the sulfur to the
attached molecule, which forms a carbocation. This can undergo direct C-O bond
cleavage, forming the deoxygenated compound, and oxygen is hereafter removed in
the formation of water.
Figure 2.4: Proposed mechanism of HDO of 2-ethylphenol over a Co-MoS2 catalyst.
The dotted circle indicates the catalytically active vacancy site. The ﬁgure is drawn on
the basis of information from Romero et al. [106].
For the mechanism to work, it is a necessity that the oxygen group formed on
the metal site from the deoxygenation step is eliminated as water. During prolonged
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operation it has been observed that a decrease in activity can occur due to trans-
formation of the catalyst from a sulphide form toward an oxide form. In order to
avoid this, it has been found that co-feeding H2S to the system will regenerate the
sulphide sites and stabilize the catalyst [100, 105, 108, 109]. However, the study of
Senol et al. [108, 109] showed that trace amounts of thiols and sulphides were formed
during the HDO of 3 wt% methyl heptanoate in m-xylene at 15 bar and 250 ◦C in
a ﬁxed bed reactor with Co-MoS2/Al2O3 co-fed with up to 1000 ppm H2S. Thus,
these studies indicate that sulfur contamination of the otherwise sulfur free oil can
occur when using sulphide type catalysts. An interesting perspective in this is that
Co-MoS2/Al2O3 is used as industrial HDS catalyst where it removes sulfur from oils
down to a level of a few ppm [110]. On the other hand, Christensen et al. [32] showed
that, when synthesizing higher alcohols from synthesisgas with Co-MoS2/C co-fed
with H2S, thiols and sulﬁdes were produced as well. Thus, the inﬂuence of the sulfur
on this catalyst is diﬃcult to evaluate and needs further attention.
On the basis of density functional theory (DFT) calculations, Moberg et al. [111]
proposed MoO3 as catalyst for HDO. These calculations showed that the deoxy-
genation on MoO3 occur similar to the path in Figure 2.4, i.e. chemisorption on a
coordinatevely unsaturated metal site, proton donation, and desorption. For both
oxide and sulphide type catalysts the activity relies on the presence of acid sites.
The initial chemisorption step is a Lewis acid/base interaction, where the oxygen
lone pair of the target molecule is attracted to the unsaturated metal site. For this
reason it can be speculated that the reactivity of the system must partly rely on the
availability and strength of the Lewis acid sites on the catalyst. Gervasini and Au-
roux [112] reported that the relative Lewis acid site surface concentration on diﬀerent
oxides are:
Cr2O3 > WO3 > Nb2O5 > Ta2O5 > V2O5 ≈ MoO3 (2.8)
This should be matched against the relative Lewis acid site strength of the diﬀerent
oxides. This was investigated by Li and Dixon [113], where the relative strengths
were found as:
WO3 > MoO3 > Cr2O3 (2.9)
The subsequent step of the mechanism is proton donation. This relies on hydrogen
available on the catalyst, which for the oxides will be present as hydroxyl groups.
To have proton donating capabilities, Brønsted acid hydroxylgroups must be present
on the catalyst surface. In this context the work of Busca showed that the relative
Brønsted hydroxyl acidity of diﬀerent oxides is [111]:
WO3 > MoO3 > V2O5 > Nb2O5 (2.10)
The trends of Eqs. 2.8-2.10 in comparison to the reaction path of deoxygenation
reveals that MoO3 functions as a catalyst due to the presence of both strong Lewis
acid sites and strong Brønsted acid hydroxyl sites. However, Whiﬀen and Smith
[114] investigated HDO of 4-methylphenol over unsupported MoO3 and MoS2 in a
batch reactor at 41-48 bar and 325-375 ◦C, and found that the activity of MoO3 was
lower than that for MoS2 and that the activation energy was higher on MoO3 than
on MoS2 for this reaction. Thus, MoO3 might not be the best choice of an oxide type
catalyst, but on the basis of Eqs. 2.8-2.10 other oxides seem interesting for HDO.
Speciﬁcally WO3 is indicated to have a high availability of acid sites. Echeandia et
al. [115] investigated oxides of W and Ni-W on active carbon for HDO of 1 wt%
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phenol in n-octane in a ﬁxed bed reactor at 150-300 ◦C and 15 bar. These catalysts
were all proven active for HDO and especially the Ni-W system had potential for
complete conversion of the model compound. Furthermore, a low aﬃnity for carbon
was observed during the 6 h of experiments. This low value was ascribed to a
beneﬁcial eﬀect from the non-acidic carbon support (cf. Section 2.4.1.3).
2.4.1.2 Transition Metal Catalysts
Selective catalytic hydrogenation can also be carried out with transition metal cat-
alysts. Mechanistic speculations for these systems have indicated that the catalysts
should be bi-functional, which can be achieved in other ways than the system dis-
cussed in Section 2.4.1.1. The bi-functionality of the catalyst implies two aspects. On
one hand, the activation of oxy-compounds is needed, which likely could be achieved
using the valence of an oxide form of a transition metal or on an exposed cation, often
associated with the catalyst support. This should be combined with a possibility for
hydrogen donation to the oxy-compound, which could take place on transition met-
als, as they have the potential to activate H2 [116119]. The combined mechanism is
exempliﬁed in Figure 2.5, where the adsorption and activation of the oxy-compound
are illustrated to take place on the support.
Figure 2.5: HDO mechanism over transition metal catalysts. This mechanism drawn
on the basis of information from references [117, 119].
The mechanism of hydrogenation over supported noble metal systems is still de-
bated. Generally it is acknowledged that the metals constitute the hydrogen donating
sites, but oxy-compound activation has been proposed to either be facilitated on the
metal sites [120122] or at the metal-support interface (as illustrated in Figure 2.5)
[122124]. This indicates that these catalytic systems potentially could have the
aﬃnity for two diﬀerent reaction paths, since many of the noble metal catalysts are
active for HDO.
A study by Gutierrez et al. [77] investigated the activity of Rh, Pd, and Pt
supported on ZrO2 for HDO of 3 wt% guaiacol in hexadecane in a batch reactor at
80 bar and 100 ◦C. They reported that the apparent activity of the three was:
Rh/ZrO2 > Co-MoS2/Al2O3 > Pd/ZrO2 > Pt/ZrO2 (2.11)
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Figure 2.6 shows the results from another study of noble metal catalysts by Wild-
schut et al. [68, 125]. Here Ru/C, Pd/C, and Pt/C were investigated for HDO of
beech bio-oil in a batch reactor at 350 ◦C and 200 bar over 4 h. Ru/C and Pd/C
appeared to be good catalysts for the process as they displayed high degrees of de-
oxygenation and high oil yields, relative to Co-MoS2/Al2O3 and Ni-MoS2/Al2O3 as
benchmarks.
Figure 2.6: Comparison of Ru/C, Pd/C, Pt/C, Co-MoS2/Al2O3 and Ni-MoS2/Al2O3
as catalysts for HDO, evaluated on the basis of the degree of deoxygenation and oil yield.
Experiments were performed with beech bio-oil in a batch reactor at 350 ◦C and 200 bar
over 4 h. Data are from Wildschut et al. [68, 125].
Through experiments in a batch reactor setup with synthetic bio-oil (mixture of
compounds representative of the real bio-oil) at 350 ◦C and ca. 10 bar of nitrogen,
Fisk et al. [126] found that Pt/Al2O3 displayed catalytic activity for both HDO and
steam reforming and therefore could produce H2 in situ. This approach is attractive
as the expense for hydrogen supply is considered as one of the disadvantages of
the HDO technology. However, the catalyst was reported to suﬀer from signiﬁcant
deactivation due to carbon formation.
To summarize, the noble metal catalysts Ru, Rh, Pd, and possibly also Pt appear
to be potential catalysts for the HDO synthesis, but the high price of the metals make
them unattractive.
As alternatives to the noble metal catalysts a series of investigations of base metal
catalysts have been performed, as the prices of these metals are signiﬁcantly lower
[127]. Yakovlev et al. [116] investigated nickel based catalysts for HDO of anisole in
a ﬁxed bed reactor at temperatures in the range from 250-400 ◦C and pressures in
the range from 5-20 bar. In Figure 2.7 the results of these experiments are shown.
Speciﬁcally Ni-Cu had potential for complete elimination of the oxygen content in
anisole. Unfortunately, this comparison only gives a vague idea about how the nickel
based catalysts compare to other catalysts. Quantiﬁcation of the activity and aﬃnity
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for carbon formation of these catalysts relative to noble metal catalysts such as Ru/C
and Pd/C or relative to Co-MoS2 would be interesting.
Figure 2.7: Performance of nickel based catalysts for HDO. HDO degree is the ratio
between the concentrations of oxygen free product relative to all products. Experiments
performed with anisole in a ﬁxed bed reactor at 300 ◦C and 10 bar. Data from Yakovlev
et al. [116].
Zhao et al. [128] measured the activity for HDO in a ﬁxed bed reactor where a
hydrogen/nitrogen gas was saturated with gaseous guaiacol (H2/guaiacol molar ratio
of 33) over phosphide catalysts supported on SiO2 at atmospheric pressure and 300
◦C. On this basis the following relative activity was found:
Ni2P/SiO2 > Co2P/SiO2 > Fe2P/SiO2 > WP/SiO2 > MoP/SiO2 (2.12)
All the catalysts were found less active than Pd/Al2O3, but more stable than Co-
MoS2/Al2O3. Thus, the attractiveness of these catalysts is in their higher availability
and lower price, compared to noble metal catalysts.
A diﬀerent approach for HDO with transition metal catalysts was published by
Zhao et al. [129131]. In these studies it was reported that phenols could be hydro-
genated by using a heterogeneous aqueous system of a metal catalyst mixed with a
mineral acid in a phenol/water (0.01 mol/4.4 mol) solution at 200-300 ◦C and 40 bar
over a period of 2 h. In these systems hydrogen donation proceeds from the metal,
followed by water extraction with the mineral acid, whereby deoxygenation can be
achieved [129]. Both Pd/C and Raney® Ni (nickel-alumina alloy) were found to
be eﬀective catalysts when combined with Naﬁon/SiO2 as mineral acid [130]. How-
ever, this concept has so far only been shown in batch experiments. Furthermore
the inﬂuence of using a higher phenol concentration should be tested to evaluate the
potential of the system.
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Overall it is apparent that alternatives to both the sulfur containing type cat-
alysts and noble metal type catalysts exist, but these systems still need additional
development in order to evaluate their full potential.
2.4.1.3 Supports
The choice of carrier material is an important aspect of catalyst formulation for HDO
[116].
Al2O3 has been shown to be an unsuitable support, as it in the presence of
larger amounts of water it will convert to boemite (AlO(OH)) [15, 39, 132]. An
investigation of Laurent and Delmon [132] on Ni-MoS2/γ-Al2O3 showed that the
formation of boemite resulted in the oxidation of nickel on the catalyst. These nickel
oxides were inactive with respect to HDO and could further block other Mo or Ni
sites on the catalyst. By treating the catalyst in a mixture of dodecane and water
for 60 h, a decrease by two thirds of the activity was seen relative to a case where
the catalyst had been treated in dodecane alone [39, 132].
Additionally, Popov et al. [133] found that 2/3 of alumina was covered with
phenolic species when saturating it at 400 ◦C in a phenol/argon ﬂow. The observed
surface species were believed to be potential carbon precursors, indicating that a
high aﬃnity for carbon formation exists on this type of support. The high surface
coverage was linked to the relative high acidity of Al2O3.
As an alternative to Al2O3, carbon has been found to be a more promising support
[68, 115, 134136]. The neutral nature of carbon is advantageous, as this gives a lower
tendency for carbon formation compared to Al2O3 [115, 134]. Also SiO2 has been
indicated as a prospective support for HDO as it, like carbon, has a general neutral
nature and therefore has a relatively low aﬃnity for carbon formation [128]. Popov et
al. [133] showed that the concentration of adsorbed phenol species on SiO2 was only
12% relative to the concentration found on Al2O3 at 400
◦C. SiO2 only interacted
with phenol by hydrogen bonds, but on Al2O3 dissociation of phenol to more strongly
adsorbed surface species on the acid sites was observed [137].
ZrO2 and CeO2 have also been identiﬁed as potential carrier materials for the
synthesis. ZrO2 has some acidic character, but signiﬁcantly less than Al2O3 [138
140]. ZrO2 and CeO2 are thought to have the potential to activate oxy-compounds on
their surface, as shown in Figure 2.5, and thereby increase activity. Thus, they seem
attractive in the formulation of new catalysts, see also Figure 2.7 [77, 116, 138, 141].
Overall two aspects should be considered in the choice of support. On one hand
the aﬃnity for carbon formation should be low, which to some extent is correlated
to the acidity (which should be low). Secondly, it should have the ability to activate
oxy-compounds to facilitate suﬃcient activity. The latter is especially important
when dealing with base metal catalysts, as discussed in Section 2.4.1.2.
2.4.2 Kinetic Models
A thorough review of several model compound kinetic studies has been made by
Furimsky [40]. However, sparse information on the kinetics of HDO of bio-oil is
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available; here mainly lumped kinetic expressions have been developed, due to the
diversity of the feed.
Sheu et al. [75] investigated the kinetics of HDO of pine bio-oil between ca.
300-400 ◦C over Pt/Al2O3/SiO2, Co-MoS2/Al2O3, and Ni-MoS2/Al2O3 catalysts in
a packed bed reactor. These were evaluated on the basis of a kinetic expression of
the type:
− dmoxy
dZ
= k ·mmoxy · P n (2.13)
Here moxy is the mass of oxygen in the product relative to the oxygen in the raw
pyrolysis oil, Z is the axial position in the reactor, k is the rate constant given
by an Arrhenius expression, P is the total pressure (mainly H2), m is the reaction
order for the oxygen, and n is the reaction order for the total pressure. In the
study it was assumed that all three types of catalyst could be described by a ﬁrst
order dependency with respect to the oxygen in the pyrolysis oil (i.e. m = 1). On
this basis the pressure dependency and activation energy could be found, which are
summarized in Table 2.6. Generally a positive eﬀect of an increased pressure was
reported as n was in the range from 0.3-1. The activation energies were found in
the range from 45.5-71.4 kJ/mol, with Pt/Al2O3/SiO2 having the lowest activation
energy. The lower activation energy for the Pt catalyst was in agreement with an
observed higher degree of deoxygenation compared to the two other. The results of
this study are interesting, however, the rate term of Eq. 2.13 has a non-fundamental
form as the use of mass related concentrations and especially using the axial position
in the reactor as time dependency makes the term very speciﬁc for the system used.
Thus, correlating the results to other systems could be diﬃcult. Furthermore, the
assumption of a general ﬁrst order dependency for moxy is a very rough assumption
when developing a kinetic model.
Table 2.6: Kinetic parameters for the kinetic model in Eq. 2.13 of diﬀerent catalysts.
Experiments performed in a packed bed reactor between ca. 300-400 ◦C and 45-105 bar.
Data are from Sheu et al. [75].
Catalyst m n Ea [kJ/mol]
Pt/Al2O3/SiO2 1 1.0 45.5± 3.2
Co-MoS2/Al2O3 1 0.3 71.4± 14.6
Ni-MoS2/Al2O3 1 0.5 61.7± 7.1
A similar approach to that of Sheu et al. [75] was made by Su-Ping et al. [90],
where Co-MoS2/Al2O3 was investigated for HDO of bio-oil in a batch reactor between
360-390 ◦C. Here a general low dependency on the hydrogen partial pressure was
found over a pressure interval from 15 bar to 30 bar, so it was chosen to omit the
pressure dependency. This led to the expression:
− dCoxy
dt
= k · C2.3oxy (2.14)
Here Coxy is the total concentration of all oxygenated molecules. A higher reaction
order of 2.3 was found in this case, compared to the assumption of Sheu et al.
[75]. The quite high apparent reaction order may be correlated with the activity of
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the diﬀerent oxygen-containing species; the very reactive species will entail a high
reaction rate, but as these disappear a rapid decrease in the rate will be observed
(cf. discussion in Section 2.4). The activation energy was in this study found to be
91.4 kJ/mol, which is somewhat higher than that found by Sheu et al. [75].
Massoth et al. [72] on the other hand established a kinetic model of the HDO of
phenol on Co-MoS2/Al2O3 in a packed bed reactor based on a Langmuir-Hinshelwood
type expression:
− dCPhe
dτ
=
k1 ·KAds · CPhe + k2 ·KAds · CPhe
(1 + CPhe,0 ·KAds · CPhe)2 (2.15)
Here CPhe is the phenol concentration, CPhe,0 the initial phenol concentration, KAds
the equilibrium constant for adsorption of phenol on the catalyst, τ the residence
time, and k1 and k2 rate constants for respectively a direct deoxygenation path (cf.
Eq. 2.1) and a hydrogenation path (cf. Eq. 2.2). It is apparent that in order to
describe HDO in detail all contributing reaction paths have to be regarded. This
is possible when a single molecule is investigated. However, expanding this analysis
to a bio-oil reactant will be too comprehensive, as all reaction paths will have to be
considered.
Overall it can be concluded that describing the kinetics of HDO is complex due
to the nature of a real bio-oil feed.
2.4.3 Deactivation
A pronounced problem in HDO is deactivation. This can occur by poisoning with
nitrogen species or water, sintering of the catalyst, metal deposition (speciﬁcally
alkali metals), or coking [42, 84]. The extent of these phenomena is dependent on
the catalyst, but carbon deposition has proven to be a general problem and one of
the main paths of catalyst deactivation [142].
Carbon is principally formed by polymerization and polycondensation reactions
on the catalytic surface, forming polyaromatic species. This results in the blockage
of the active sites on the catalysts [142]. Speciﬁcally for Co-MoS2/Al2O3, it has
been shown that carbon builds up quickly due to strong adsorption of polyaromatic
species. These ﬁll up the pore volume of the catalyst during the start up of the
system. In a study of Fonseca et al. [143, 144], it was reported that about one third
of the total pore volume of a Co-MoS2/Al2O3 catalyst was occupied with carbon
during this initial carbon deposition stage and hereafter a steady state was observed
where further carbon deposition was limited [142].
The rates of the carbon forming reactions are to a large extent controlled by the
feed to the system, but process conditions also play an important role. With respect
to hydrocarbon feeds, alkenes and aromatics have been reported as having the largest
aﬃnity for carbon formation, due to a signiﬁcantly stronger interaction with the
catalytic surface relative to saturated hydrocarbons. The stronger binding to the
surface will entail that the conversion of the hydrocarbons to carbon is more likely.
For oxygen containing hydrocarbons it has been identiﬁed that compounds with
more than one oxygen atom appears to have a higher aﬃnity for carbon formation
by polymerization reactions on the catalysts surfaces [142].
Coking increases with increasing acidity of the catalyst; inﬂuenced by both Lewis
and Brønsted acid sites. The principle function of Lewis acid sites is to bind species to
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the catalyst surface. Brønsted sites function by donating protons to the compounds
of relevance, forming carbocations which are believed to be responsible for coking
[142]. This constitute a problem as acid sites are also required in the mechanism of
HDO (cf. Figure 2.4). Furthermore, it has been found that the presence of organic
acids (as acetic acid) in the feed will increase the aﬃnity for carbon formation, as
this catalyzes the thermal degradation path [125].
In order to minimize carbon formation, measures can be taken in the choice of
operating parameters. Hydrogen has been identiﬁed as eﬃciently decreasing the
carbon formation on Co-MoS2/Al2O3 as it will convert carbon precursors into stable
molecules by saturating surface adsorbed species, as for example alkenes [142, 145].
Temperature also aﬀects the formation of carbon. At elevated temperatures the
rate of dehydrogenation increases, which gives an increase in the rate of polycon-
densation. Generally an increase in the reaction temperature will lead to increased
carbon formation [142].
The loss of activity due to deposition of carbon on Co-MoS2/Al2O3 has been
correlated with the simple model [146]:
k = k0 · (1−ΘC) (2.16)
Here k is the apparent rate constant, k0 is the rate constant of an un-poisoned
catalyst, and ΘC is the fractional coverage of carbon on the catalyst's active sites.
This expression describes the direct correlation between the extent of carbon blocking
of the surface and the extent of catalyst deactivation and indicates an apparent
proportional eﬀect [142].
2.5 Zeolite Cracking
Catalytic upgrading by zeolite cracking is related to ﬂuid catalytic cracking (FCC),
where zeolites are also used [82]. Compared to HDO, zeolite cracking is not as well
developed at present, partly because the development of HDO to a large extent has
been extrapolated from HDS. It is not possible to extrapolate zeolite cracking from
FCC in the same degree [57, 83, 147].
In zeolite cracking, all the reactions of Figure 2.1 take place in principle, but the
cracking reactions are the primary ones. The conceptual complete deoxygenation
reaction for the system can be characterized as (the reaction is inspired by Bridgwater
[57, 83] and combined with the elemental composition of bio-oil speciﬁed in Table
2.3 normalized to carbon):
CH1.4O0.4 −→ 0.9”CH1.2” + 0.1CO2 + 0.2H2O (2.17)
With ”CH1.2” being an unspeciﬁed hydrocarbon product. As for HDO, the bio-oil is
converted into at least three phases in the process: oil, aqueous, and gas.
Typically, reaction temperatures in the range from 300 to 600 ◦C are used for
the process [69, 148]. Williams et al. [80] investigated the eﬀect of temperature on
HZSM-5 catalysts for upgrading of bio-oil in a ﬁxed bed reactor in the temperature
range from 400-550 ◦C, illustrated in Figure 2.8. An increased temperature resulted in
a decrease in the oil yield and an increase in the gas yield. This is due to an increased
rate of cracking reactions at higher temperatures, resulting in the production of the
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smaller volatile compounds. However, in order to decrease the oxygen content to a
signiﬁcant degree the high temperatures were required. In conclusion, it is crucial
to control the degree of cracking. A certain amount of cracking is needed to remove
oxygen, but if the rate of cracking becomes too high, at increased temperatures,
degradation of the bio-oil to light gases and carbon will occur instead.
Figure 2.8: Yields of oil and gas compared to the elemental oxygen content in the
oil from a zeolite cracking process as a function of temperature. Experiments were
performed with a HZSM-5 catalyst in a ﬁxed bed reactor for bio-oil treatment. Yields
are given relative to the initial biomass feed. Data are from Williams and Horne [80].
In contrast to the HDO process, zeolite cracking does not require co-feeding of
hydrogen and can therefore be operated at atmospheric pressure. The process should
be carried out with a relatively high residence time to ensure a satisfying degree of
deoxygenation, i.e. LHSV around 2 h−1 [29]. However, Vitolo et al. [149] observed
that by increasing the residence time, the extent of carbon formation also increased.
Once again the best compromise between deoxygenation and limited carbon forma-
tion needs to be found.
In the case of complete deoxygenation the stoichiometry of Eq. 2.17 predicts a
maximum oil yield of 42 wt%, which is roughly 15 wt% lower than the equivalent
product predicted for HDO [57]. The reason for this lower yield is because the low
H/C ratio of the bio-oil imposes a general restriction in the hydrocarbon yield [43].
The low H/C ratio of the bio-oil also aﬀects the quality of the product, as the eﬀective
H/C ratio ((H/C)eff ) of the product from a FCC unit can be calculated as [82, 150]:
(H/C)eff =
H− 2 ·O− 3 · N− 2 · S
C
(2.18)
Here the elemental fractions are given in mole%. Calculating this ratio on the basis
of a representative bio-oil (35 mole% C, 50 mole% H, and 15 mole% O, cf. Table
2.3) gives a ratio of 0.55. This value indicates that a high aﬃnity for carbon exist in
the process, as an H/C ratio toward 0 implies a carbonaceous product.
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The calculated (H/C)eff values should be compared to the H/C ratio of 1.47
obtained for HDO oil in Eq. 2.6 and the H/C ratio of 1.5-2 for crude oil [14, 15].
Some zeolite cracking studies have obtained H/C ratios of 1.2, but this has been
accompanied with oxygen contents of 20 wt% [78, 80].
The low H/C ratio of the zeolite cracking oil implies that hydrocarbon products
from these reactions typically are aromatics and further have a generally low HV
relative to crude oil [41, 57].
Experimental zeolite cracking of bio-oil has shown yields of oil in the 14-23 wt%
range [151]. This is signiﬁcantly lower than the yields predicted from Eq. 2.17,
with the diﬀerence being due to pronounced carbon formation in the system during
operation, constituting 26-39 wt% of the product [151].
2.5.1 Catalysts & Reaction Mechanisms
Zeolites are three-dimensional porous structures. Extensive work has been conducted
in elucidating their structure and catalytic properties [152157].
The mechanism for zeolite cracking is based on a series of reactions. Hydrocarbons
are converted to smaller fragments by general cracking reactions. The actual oxygen
elimination is associated with dehydration, decarboxylation, and decarbonylation,
with dehydration being the main route [158].
The mechanism for zeolite dehydration of ethanol was investigated by Chiang
and Bhan [159] and is illustrated in Figure 2.9. The reaction is initiated by adsorp-
tion on an acid site. After adsorption, two diﬀerent paths were evaluated, either a
decomposition route or a bimolecular monomer dehydration (both routes are shown
in Figure 2.9). Oxygen elimination by decomposition was concluded to occur with
a carbenium ion acting as a transition state. On this basis a surface ethoxide is
formed, which can desorb to form ethylene and regenerate the acid site. For the
bimolecular monomer dehydration, two ethanol molecules should be present on the
catalyst, whereby diethylether can be formed. Preference for which of the two routes
is favored was concluded by Chiang and Bhan [159] to be controlled by the pore
structure of the zeolite, with small pore structures favoring the less bulky ethylene
product. Thus, product distribution is also seen to be controlled by the pore size,
where deoxygenation of bio-oil in medium pore size zeolites (ca. 5-6 Å) gives in-
creased production of C6-C9 compounds and larger pores (ca. 6-8 Å) gives increased
production of C9-C12 [160].
The decomposition reactions occurring in the zeolite are accompanied by oligo-
merisating reactions, which in the end produces a mixture of light aliphatic hydro-
carbons (C1-C6) and larger aromatic hydrocarbons (C6-C10) [161]. The oligomerizing
reaction mechanism is also based on the formation of carbenium ions as intermedi-
ates [162]. Thus, formation of carbenium ions is essential in all relevant reaction
mechanisms [158, 159, 161164].
In the choice of catalysts the availability of acid sites is important. This tendency
has also been described for petroleum cracking zeolites, where a high availability of
acid sites leads to extensive hydrogen transfer and thereby produces a high gasoline
fraction. However, carbon forming mechanisms are also driven by the hydrogen
transfer, so the presence of many acid sites will also increase this fraction. When
discussing aluminosilicate zeolites the availability of acid sites is related to the Si/Al
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Figure 2.9: Dehydration mechanism for ethanol over zeolites. The left route is the
decomposition route and the right route is the bimolecular monomer dehydration. The
mechanism is drawn on the basis of information from Chiand and Bhan [159].
ratio, where a high ratio entails few alumina atoms in the structure leading to few
acid sites, and a low Si/Al ratio entails many alumina atoms in the structure, leading
to many acid sites [164].
Diﬀerent types of zeolites have been investigated for the zeolite cracking process
of both bio-oil and model compounds, as seen from Table 2.4, with HZSM-5 being
the most frequently tested [69, 78, 79, 149, 160, 161, 163, 165173]. Adjaye et al.
[79, 160] performed some of the initial catalyst screening studies by investigating
HZSM-5, H-mordenite, H-Y, silica-alumina, and silicalite in a ﬁxed bed reactor fed
with aspen bio-oil and operated between 330-410 ◦C. In these studies it was found
that the activity of the catalysts followed the order:
HZSM-5 (5.4 Å) > H-mordenite (6.7 Å) > H-Y (7.4 Å)
> silica-alumina (31.5 Å) > silicalite (5.4 Å) (2.19)
With the number in the parentheses being the average pore sizes of the zeolites.
Practically, silicalite does not contain any acid sites as it is a polymorph structure
of Si. In comparison, HZSM-5 is rich in both Lewis and Brønsted acid sites. The
above correlation therefore shows that the activity of zeolite cracking catalysts are
highly dependent on the availability of acid sites [160].
Overall, tuning of the acid sites availability is important in designing the catalyst,
as it aﬀects the selectivity of the system, but also the extent of carbon formation.
Many acid sites give a high yield of gasoline, but this will also lead to a high aﬃnity
for carbon formation as both reactions are inﬂuenced by the extent of acid sites [164].
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2.5.2 Kinetic Models
Only a few kinetic investigations have been reported for zeolite cracking systems.
On the basis of a series of model compound studies, Adjaye and Bakshi [69, 148]
found that the reaction network in zeolite cracking could be described as sketched
in Figure 2.10. They suggested that the bio-oil initially separates in two fractions, a
volatile and a non-volatile fraction (diﬀerentiated by which molecules evaporated at
200 ◦C under vacuum). The non-volatile fraction can be converted into volatiles due
to cracking reactions. Besides this, the non-volatiles can either polymerize to form
residue or condensate/polymerize to form carbon, with residue being the fraction of
the produced oil which does not evaporate during vacuum distillation at 200 ◦C. The
volatile fraction is associated with the formation of the three fractions in the ﬁnal
product: the oil fraction, the aqueous fraction, and the gas fraction. Furthermore
the volatiles can react by polymerization or condensation reactions to form residue
or carbon.
Figure 2.10: Reaction network for the kinetic model described in Eqs. 2.20-2.26.
This reaction network was used in the formulation of a kinetic model, which was
ﬁtted to experiments with aspen bio-oil over HZSM-5 in the temperature range from
330 to 410 ◦C:
Nonvolatiles:
dCNV
dt
=kNV · CB − kCr · C0.9NV − kR1 · Cr1NV − kC1 · Cc1NV (2.20)
Volatiles:
dCV
dt
=kV · CB + kCr · C0.9NV − kOil · CoV − kGas · CgV
− kAqua · CaV − kR2 · Cr2V − kC2 · Cc2V (2.21)
Oil:
dCOil
dt
=kOil · CoV (2.22)
Aqueous:
dCAqua
dt
= kAqua · CaV (2.23)
Gas:
dCGas
dt
=kGas · CgV (2.24)
Carbon:
dCC
dt
=kC1 · Cc1NV + kC2 · Cc2V (2.25)
Residue:
dCR
dt
=kR1 · Cr1NV + kR2 · Cr2V (2.26)
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Here Ci is the concentration of i, ki is the rate constant of reaction i, index B
means bio-oil, index Cr means cracking, o is the reaction order for oil formation
(decreasing from 1 to 0.8 with increasing T ), a is the reaction order for the aqueous
phase formation (in the interval from 1.4 to 1.6), g is the reaction order for gas forma-
tion (increasing from 0.7 to 0.8 with increasing T ), c1 is the reaction order for carbon
formation from non-volatiles (increasing from 0.9 to 1.1 with T ), c2 is the reaction
order for carbon formation from volatiles (ranging from 1.1 to 1.2 with increasing
T ), r1 is the reaction order for carbon formation from non-volatiles (increasing from
1.9 to 2.5 with increasing T ), and r2 is the reaction order for carbon formation from
volatiles (decreasing from 1.5 to 0.7 with increasing T ).
Figure 2.11 shows a ﬁt between the model and representative data. Overall
the model succeeded in reproducing the experimental data adequately, but this was
done on the basis of variable reaction orders, as mentioned above. Thus, the model
becomes insuﬃcient to describe the rate correlation in any broad context.
Figure 2.11: Fit between a kinetic model for zeolite cracking of bio-oil and experi-
mental data. Experiments were performed in a ﬁxed bed reactor with aspen bio-oil as
feed and HZSM-5 as catalyst. The ﬁgure is reproduced from Adjaye and Bakhshi [70].
Overall the results of Adjaye and Bakshi [69, 148] display the same problems as
observed in the kinetic systems discussed for HDO (Section 2.4.2); the complexity
of the feed makes it diﬃcult to create a kinetic description of the system without
making a compromise.
2.5.3 Deactivation
As for HDO, carbon deposition and thereby catalyst deactivation constitute a pro-
nounced problem in zeolite cracking.
In zeolite cracking, carbon is principally formed by polymerization and polycon-
densation reactions, such formation results in the blockage of the pores in the zeolites
[164, 167]. Guo et al. [167] investigated the carbon precursors formed during oper-
ation of bio-oil over HZSM-5 and found that deactivation was caused by an initial
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build-up of high molecular weight compounds, primarily having aromatic structures.
These species formed in the inner part of the zeolites and then expanded, resulting
in the deactivation of the catalyst.
Gayubo et al. [168] investigated the carbon formed on HZSM-5 during opera-
tion with synthetic bio-oil in a ﬁxed bed reactor at 400-450 ◦C with temperature
programmed oxidation (TPO) and found two types of carbon: thermal carbon and
catalytic carbon. The thermal carbon was described as equivalent to the depositions
on the reactor walls and this was only found in the macropores of the catalyst. The
catalytic carbon was found in the micropores of the zeolites and was ascribed to
dehydrogenation, condensation, and hydrogen transfer reactions. This was found to
have a lower hydrogen content compared to the thermal carbon [168, 174]. In the
TPO, the thermal carbon was removed at lower temperatures (450-480 ◦C) compared
to the catalytic carbon, which was removed at 520-550 ◦C. These observations were
assumed due to the catalytic carbon being steric hindered, deposited in the micro-
pores, strongly bound to the acidic sides of the zeolite, and less reactive due to the
hydrogen deﬁcient nature. The conclusion of the study was that the catalytic carbon
was the principal source of deactivation, as this resulted in blockage of the internal
acidic sites of the catalyst, but thermal carbon also contributed to the deactivation.
The study of Huang et al. [164] described that acid sites played a signiﬁcant
role in the formation of carbon on the catalysts. Proton donation from these was
reported as a source for hydrocarbon cations. These were described as stabilized
on the deprotonated basic framework of the zeolite, which facilitated potential for
cracking and aromatization reactions, leading to carbon.
Summarizing, it becomes apparent that carbon forming reactions are driven by
the presence of acid sites on the catalyst leading to poly (aromatic) carbon species.
The acid sites are therefore the essential part of the mechanism for both the deoxy-
genating reactions (cf. Section 2.5.1) and the deactivating mechanisms.
Trying to decrease the extent of carbon formation on the catalyst, Zhu et al. [165]
investigated co-feeding of hydrogen to anisole over HZSM-5 in a ﬁxed bed reactor
at 400 ◦C. This showed that the presence of hydrogen only decreased the carbon
formation slightly. It was suggested that the hydrogen had the aﬃnity to react
with adsorbed carbenium ions to form paraﬃns, but apparently the eﬀect of this
was not suﬃcient to increase the catalyst lifetime in any signiﬁcant degree. Ausava-
sukhi et al. [175] reached a similar conclusion in another study of deoxygenation
of benzaldehyde over HZSM-5, where it was described that the presence of hydro-
gen did not inﬂuence the conversion. However, a shift in selectivity was observed
as an increase in toluene production was observed with H2, which was ascribed to
hydrogenation/hydrogenolysis reactions taking place.
In a study of Peralta et al. [176] co-feeding of hydrogen was investigated for crack-
ing of benzaldehyde over NaX zeolites with and without Cs at 475 ◦C. The observed
conversion as a function of time on stream is shown in Figure 2.12. Comparing the
performance of CsNaX and NaX in hydrogen shows that the stability of the CsNaX
catalyst was signiﬁcantly higher as the conversion of this catalyst only decreased by
ca. 10% after 8 h, compared to a drop of ca. 75% for NaX. However, as CsNaX has
an initial conversion of 100% this drop might not display the actual drop in activity
as an overpotential might be present in the beginning of the experiment.
Replacing H2 with He showed a signiﬁcant diﬀerence for the CsNaX catalyst, as
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a much faster deactivation was observed in this case; dropping by ca. 90% over 8 h
of operation. It was concluded that H2 eﬀectively participated in hydrogen transfer
reactions over these catalysts, leading to the better stability. Ausavasukhi et al.
[175] reported that when using HZSM-5 promoted with gallium for deoxygenation
of benzaldehyde in the presence of H2, the gallium served as hydrogen activating
sites, which participated in hydrogenation reactions on the catalyst. Comparing
these results to the work by Zhu et al. [165] shows that co-feeding of hydrogen over
zeolites has a beneﬁcial eﬀect if a metal is present.
Figure 2.12: Stability of CsNaX and NaX zeolites for cracking of benzaldehyde with
either H2 or He as carrier gas. Experiments were performed in a ﬁxed bed reactor at
475 ◦C. Data are from Peralta et al. [176].
In another approach, Zhu et al. [165] showed that if water was added to an
anisole feed and treated over HZSM-5 at 400 ◦C, the conversion was ca. 2.5 times
higher than without water. It was concluded that water actively participated in the
reactions on the zeolite. A possible explanation for these observations could be that
low partial pressures of steam result in the formation of so called extra-framework
alumina species which give an enhanced acidity and cracking activity [177179].
Thus, it appears that addition of water to the system can have a beneﬁcial eﬀect and
constitute a path worth elucidating further, but it should also be kept in mind that
bio-oil already has a high water content.
In summary, the results of Zhu et al. [165], Ausavasukhi et al. [175], and Peralta
et al. [176] show that a hydrogen source in catalytic cracking has a positive eﬀect
on the stability of the system. Thus, it seems that a potential exist for catalysts
which are combinations of metals and zeolites and are co-fed with hydrogen. Some
initial work has recently been performed by Wang et al. [180] where Pt on ZSM-5
was investigated for HDO of dibenzofuran, but generally this area is unexamined.
Finally, regeneration of zeolite catalysts has been attempted. Vitolo et al. [161]
investigated regeneration of a HZSM-5 catalyst which had been operated for 60-120
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min in a ﬁxed bed reactor at 450 ◦C fed with bio-oil. The catalyst was washed with
acetone and heated in an oven at 500 ◦C over 12 h. Nevertheless, a lower catalyst
lifetime and deoxygenation degree was found for the regenerated catalyst relative
to the fresh. This eﬀect became more pronounced as a function of regeneration
cycles. This persistent deactivation was evaluated as being due to a decrease in the
availability of acid sites, which decreased by 62% over 5 regeneration cycles.
Guo et al. [78] tried to regenerate HZSM-5 at 600 ◦C over 12 hours; the catalyst
had been used in a ﬁxed bed reactor with bio-oil as feed at 380 ◦C. Unfortunately the
time on stream was not reported. Testing of the catalyst after regeneration showed
an increasing oxygen content in the produced oil as a function of regeneration cycles,
relative to the fresh catalyst. The fresh catalyst produced oil with 21 wt% oxygen,
but after 5 regenerations this had increased to 30 wt%. It was concluded that this
was due to a decrease in the amount of exposed active sites on the catalyst.
At elevated steam concentrations it has been found that aluminosilicates can un-
dergo dealumination where the tetrahedral alumina in the zeolite frame is converted
into so called partially distorted octahedral alumina atoms. These can diﬀuse to
the outer surface of the zeolite where they are converted into octahedrally coordi-
nated alumina atoms, which are not acidic. Overall this process will entail that the
availability of acidic sites in the zeolite will decrease during prolonged exposure to
elevated steam concentrations [178, 181]. As Vitolo et al. [161] observed a decrease
in the availability of acid sites in the zeolite used for bio-oil upgrading and because
bio-oil has a general high water content, it could be speculated that dealumination is
inevitably occurring during zeolite cracking of bio-oil and thus regeneration cannot
be done.
Overall, the work of Vitolo et al. [161] and Guo et al. [78] are in analogy with
traditional FCC where air is used to remove carbon depositions on the catalyst [182],
but it appears that this method can not be applied to zeolite cracking of bio-oils.
Thus, new strategies are required.
2.6 General Aspects
The grade of the fuels produced from upgrading bio-oil is an important aspect to
consider, but depending on the process conditions diﬀerent product compositions
will be achieved. Table 2.7 illustrates what can be expected for the compositions
and the characteristics between raw pyrolysis oil, HDO oil, zeolite cracking oil, and
crude oil (as a benchmark).
Comparing bio-oil to HDO and zeolite cracking oil, the oxygen content after
HDO and zeolite cracking is decreased. In HDO a drop to < 5 wt% is seen, where
zeolite cracking only decreases the oxygen content to 13-24 wt%. Therefore a larger
increase in the HHV is seen using HDO compared to zeolite cracking. Furthermore,
the viscosity at 50 ◦C (µ50◦C) of the HDO oil is lower compared to bio-oil, which
improves ﬂow characteristics and is advantageous in further processing. The decrease
in the oxygen content also aﬀects the pH value of the oil, as this increases from ca.
3 to about 6 in HDO, i.e. making it almost neutral. Generally, the characteristics of
the HDO oil approaches the characteristics of the crude oil more than those of the
zeolite cracking oil.
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Table 2.7: Comparison of characteristics of bio-oil, catalytically upgraded bio-oil, and
crude oil.
Upgraded Bio-oil
Bio-oila HDOb Zeolite Crackingc Crude Oild
YOil [wt%] 100 21-65 12-28 -
YWater Phase [wt%] - 13-49 24-28 -
YGas [wt%] - 3-15 6-13 -
YCarbon [wt%] - 4-26 26-39 -
Oil Characteristics
Water [wt%] 15-30 1.5 - 0.1
pH 2.8-3.8 5.8 - -
ρ [kg/l] 1.05-1.25 1.2 - 0.86
µ50◦C [cP] 40-100 1-5 - 180
HHV [MJ/kg] 16-19 42-45 21-36e. 44
C [wt%] 55-65 85-89 61-79 83-86
O [wt%] 28-40 <5 13-24 <1
H [wt%] 5-7 10-14 2-8 11-14
S [wt%] <0.05 <0.005 - <4
N [wt%] <0.4 - - <1
Ash [wt%] <0.2 - - 0.1
H/C 0.9-1.5 1.3-2.0 0.3-1.8 1.5-2.0
O/C 0.3-0.5 <0.1 0.1-0.3 ≈ 0
aData from [14, 15, 41].
bData from [29, 68].
cData from [78, 80].
dData from [14, 15, 41].
eCalculated on the basis of Eq. 2.27 [183].
Table 2.7 includes a comparison between the product distribution from HDO and
zeolite cracking. Obviously, yields from the two syntheses are signiﬁcantly diﬀerent.
The principal products from HDO are liquids, especially oil. On the contrary, the
main product from zeolite cracking appears to be carbon, which constitutes a sig-
niﬁcant problem. The low oil yield from zeolite cracking further contains a large
elemental fraction of oxygen. For this reason the fuel characteristics of the HDO oil
is signiﬁcantly better, having a HHV of 42-45 MJ/kg compared to only 21-36 MJ/kg
for the zeolite cracking oil. Note, however that part of the increase in the HHV of
the HDO oil is due to the addition of hydrogen.
Overall, HDO oil can be produced in a larger yield and in a higher fuel grade
compared to zeolite cracking oil.
A general concern in both processes is the carbon deposition. Table 2.8 sum-
marizes observed carbon deposition on catalytic systems for both HDO and zeolite
cracking after operation. Despite diﬀerent experimental conditions it is apparent
that the extent of carbon formation is more pronounced in zeolite cracking relative
to HDO. To give an idea of the extent of the problem; lifetimes of around 100 h for
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Pd/C catalysts for HDO of bio-oil in a continuous ﬂow setup at 340 ◦C were reported
by Elliott et al. [76] and other studies have indicated lifetimes of around 200 h for
HDO of bio-oil with Co-MoS2/Al2O3 catalysts [57, 184]. For zeolite cracking, Vitolo
et al. [161] reported that signiﬁcant deactivation of HZSM-5 occurred after only 90
min of operation in a continuous ﬂow setup with pine bio-oil at 450 ◦C due to carbon
deposition. Zhu et al. [165] showed that cracking of anisole with HZSM-5 in a ﬁxed
bed reactor at 400 ◦C caused signiﬁcant deactivation over periods of 6 h. Thus,
rapid deactivation is found throughout the literature, where deactivation of zeolite
cracking catalysts is more pronounced than that of HDO catalysts.
Table 2.8: Carbon deposition on diﬀerent catalysts after operation, given in wt% of
total catalyst mass. Data for zeolites in row 1 and 2 are from Park et al. [163],
experiments performed in a packed bed reactor at 500 ◦C over a period of 1h with
pine bio-oil. Data for HDO catalysts in row 3 and 4 are from Gutierrez et al. [77],
experiments performed in a batch reactor at 300 ◦C over a period of 4 h with guaiacol.
Catalyst Carbon [wt%]
HZSM-5 13.6
Meso-MFI 21.3
Co-MoS2/Al2O3 6.7
Rh/ZrO2 1.8
Baldauf et al. [74] investigated direct distillation of HDO oil (with ca. 0.6 wt%
oxygen). The produced gasoline fraction had an octane number (RON) of 62, which
is low compared to 92-98 for commercial gasoline. The diesel fraction had a cetane
number of 45, also being low compared to a minimum standard of 51 in Europe
[185]. The overall conclusion of this study therefore was that the fuel product was
not suﬃcient for the current infrastructure. Instead it has been found that further
processing of both HDO oil and zeolite cracking is needed for production of fuel; as
for conventional crude oil [147, 186].
Processing of HDO oil in ﬂuid catalytic cracking (FCC) both with and without
co-feeding crude oil has been done. In this approach the remaining oxygen in the
HDO oil is converted to CO2 and H2O [85, 187]. Mercader et al. [85] found that if
HDO oil was fed in a ratio of 20 wt% HDO oil to 80 wt% crude oil to a FCC unit, a
gasoline fraction of above 40 wt% could be obtained, despite an oxygen content of up
to 28 wt% in the HDO oil. The gasoline fraction proved equivalent to the gasoline
from pure crude oil. Furthermore, FCC processing of pure HDO oil was found to
produce gasoline fractions equivalent to conventional gasoline, with oxygen content
in the HDO oil up to ca. 17 wt% [85].
Elliott et al. [39] investigated upgrading of HDO oil using conventional hydro-
cracking and found that by treating the HDO oil at 405 ◦C and 100 bar with a
conventional hydrocracking catalyst the oxygen content in the oil decreased to less
than 0.8 wt% (compared to 12-18 wt% in the HDO oil). In Table 2.9 the develop-
ment in the oil composition through the diﬀerent process steps can be seen. From
bio-oil to HDO oil it is seen that the fraction of larger oxygen containing molecules
decreases and the fraction of the smaller molecules increases. In the hydrocracking
the smaller oxygen containing molecules is converted, in the end giving a pure hy-
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drocarbon product. The process was reported to have an overall yield of 0.33-0.64 g
oil per g of bio-oil.
Table 2.9: Oil composition on a water-free basis in mol% through the bio-oil upgrading
process as speciﬁed by Elliott et al. [39]. The bio-oil was a mixed wood bio-oil. HDO was
performed at 340◦C, 138 bar and a LHSV of 0.25 with a Pd/C catalyst. Hydrocracking
was performed at 405◦C, 103 bar and a LHSV of 0.2 with a conventional hydrocracking
catalyst.
Bio-oil HDO oil Hydrocracked oil
Ketones/aldehydes 13.8 25.1 0
Alkanes 0 4.5 82.9
Guaiacols etc. 34.2 10.3 0
Phenolics 10.3 18.6 0
Alcohols 3.5 5.3 0
Aromatics 0 0.9 11.5
Acids/esters 19.8 25.2 0
Furans etc. 11.7 6.8 0
Unknown 6.8 3.4 5.6
2.7 Prospect of Catalytic Bio-oil Upgrading
The prospect of catalytic bio-oil upgrading should be seen not only in a laboratory
perspective, but also in an industrial one. Figure 2.13 summarizes the outline of an
overall production route from biomass to liquid fuels using HDO. The production is
divided into two sections: ﬂash pyrolysis and bioreﬁning.
In the pyrolysis section the biomass is initially dried and grinded to reduce the
water content and produce particle sizes in the range of 2-6 mm, which are needed
to ensure suﬃciently fast heating during the pyrolysis. The actual pyrolysis is here
occurring as a circulating ﬂuid bed reactor system where hot sand is used as heat-
ing source, but several other routes also exists [13, 42, 44, 45, 52, 62]. The sand is
subsequently separated in a cyclone, where the biomass vapor is passed on in the sys-
tem. By condensing, liquids and residual solids are separated from the incondensable
gases. The oil and solid fraction is ﬁltered and the bio-oil is stored or sent to another
processing site. The hot oﬀ-gas from the condenser is passed on to a combustion
chamber, where methane and potentially other hydrocarbons are combusted to heat
up the sand for the pyrolysis. The oﬀ-gas from this combustion is in the end used to
dry the biomass in the grinder to achieve maximum heat eﬃciency.
To minimize transportation costs, bio-oil production should take place at smaller
plants placed close to the biomass source and these should supply a central bioreﬁnery
for the ﬁnal production of the reﬁned bio-fuel. This is illustrated in Figure 2.13 by
several trucks supplying feed to the bioreﬁnery section. In this way the bio-reﬁnery
plant is not required to be in the immediate vicinity of the biomass source (may
be >170 km), as transport of bio-oil can be done at larger distances and still be
economically feasible [53, 54].
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Figure 2.13: Overall ﬂow sheet for the production of bio-fuels on the basis of catalytic
upgrading of bio-oil. The ﬁgure is based on information from Jones et al. [22].
At the bioreﬁnery plant the bio-oil is fed to the system and initially pressurized
and heated to 150-280 ◦C [97, 125]. It has been proposed to incorporate a thermal
treatment step without catalyst prior to the catalytic reactor with either the HDO
or zeolite catalyst. This should take place between 200-300 ◦C and can be carried
out both with and without the presence of hydrogen. This will prompt the reaction
and stabilization of some of the most reactive compounds in the feed and thereby
lower the aﬃnity for carbon formation in downstream processes [15, 22, 97, 170, 186].
After the thermal treatment the actual HDO synthesis is prompted, producing oils
equivalent to the descriptions of Table 2.7.
The HDO oil is processed by an initial distillation to separate light and heavy oil.
The heavy oil fraction is further processed using cracking, which here is illustrated
by FCC, but also could be hydrocracking. The cracked oil fraction is hereafter joined
with the light oil fraction again. Finally, distillation of the light oil is performed to
separate gasoline, diesel, etc.
Oﬀ-gasses from the HDO and the FCC should be utilized in the hydrogen produc-
tion. However, these are not suﬃcient to produce the required amount of hydrogen
for the synthesis, instead additional bio-oil (or another feed) should be supplied to
the plant [22]. In the ﬂow sheet of Figure 2.13, steam reforming is shown simpliﬁed
as a single step followed by hydrogen separation using pressure swing adsorption
(PSA). In reality this step is more complex, as heat recovery, feed pre-treatment,
and water-gas-shift all would have to be incorporated in such a section, but these
details are outside the scope of this study, readers should instead consult references
[188193]. If hydrogen is supplied from steam reforming of bio-oil, as indicated in
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Figure 2.13, it would result in a decrease in the fuel production from a given amount
of bio-oil by about one third [22]. In the future it is believed that the hydrogen could
be supplied using hydrolysis with energy generation on the basis of solar or wind
energy, when these technologies are mature [82, 194, 195]. This also oﬀers a route
for storage of some of the solar energy.
In between the pyrolysis and the HDO plant a potential stabilization step could
be inserted due to the instability of the bio-oil. The necessity of this step depends
on a series of parameters: the time the bio-oil should be stored, the time required
for transport, and the apparent stability of the speciﬁc bio-oil batch. The work of
Oasmaa and Kuoppala [60] indicates that utilization of the bio-oil should be done
within three months if no measures are taken. Diﬀerent methods have been suggested
in order to achieve increased stability of bio-oil; one being mixing of the bio-oil with
alcohols, which should decrease the reactivity [66, 166, 170]. Furthermore a low
temperature thermal hydrotreatment (100-200 ◦C) has been proposed, as this will
prompt the hydrodeoxygenation and cracking of some of the most reactive groups
[36].
In the design of a catalytic upgrading unit it is relevant to look at the already
well established HDS process, where the usual choice is a trickle bed reactor [13,
142, 196, 197]. Such a reactor is illustrated in Figure 2.14. This is essentially a
packed bed reactor, but operated in a multiphase regime. In the reactor the reactions
occur between the dissolved gas (hydrogen) and the liquid on the catalytic surface.
The liquid ﬂow occurs as both ﬁlm and rivulet ﬂow ﬁlling the catalyst pores with
liquid [198, 199]. The advantages of using a trickle bed reactor, with respect to the
current HDO process, are: the ﬂow pattern resemblance plug ﬂow behavior giving
high conversions, low catalyst loss, low liquid/solid ratio ensuring low aﬃnity for
homogenous reactions in the oil, relatively low investment costs, and possibility to
operate at high pressure and temperature [196, 198].
The HDO process has been evaluated as being a suitable choice in the production
of sustainable fuels, due to a high carbon eﬃciency and thereby a high production
potential [14, 36, 195, 200]. In an evaluation by Singh et al. [195] it was estimated
that the production capacity on an arable land basis was 30-35 MJ fuel/m2 land/year
for pyrolysis of the biomass followed by HDO, combined with gasiﬁcation of a portion
of the biomass for hydrogen production. In comparison, gasiﬁcation of biomass
followed by Fischer-Tropsch synthesis was in the same study estimated as having a
land utilization potential in the order of 21-26 MJ fuel/m2 land/y. It was further
found that the production of fuels by HDO could be increased by aproximately 50%
if the hydrogen was supplied from solar energy instead of gasiﬁcation, thus being 50
MJ fuel/m2 land/y. However, care should be taken with these results, as they are
calculated on the basis of assumed achievable process eﬃciencies.
A relatively new economic study has been made by the U. S. Department of
Energy [22] where all process steps were taken into consideration, in analogy to
Figure 2.13, but with natural gas as hydrogen source. The total cost from biomass
to gasoline was calculated to be 0.54 $/l of gasoline, compared to a price of 0.73 $/l
for crude oil derived gasoline in USA at present, excluding distribution, marketing,
and taxes [26]. Thus, this work concluded that production of fuels using the HDO
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Figure 2.14: Scheme of a trickle bed reactor. The ﬁgure is drawn on the basis of
information from Mederos et al. [196].
synthesis is economically feasible and cost-competitive with crude oil derived fuels.
However, a certain uncertainty in the calculated price of the synthetic fuel must be
remembered and the reported value is therefore not absolute.
The above discussion only treats the production and prices of the HDO synthesis.
To the knowledge of the authors, zeolite cracking has not yet been evaluated as an
industrial scale process.
Evaluating zeolite cracking in industrial scale would include some changes rela-
tive to Figure 2.13, with the exclusion of hydrogen production as the most evident.
Alternatively, the zeolite cracking could be placed directly after the pyrolysis reac-
tor, treating the pyrolysis vapors online [80, 163, 169, 201]. Hong-yu et al. [169]
concluded that online upgrading was superior in liquid yield and further indicated
that a better economy could be achieved this way, compared to the two separate
processes. However, oxygen content was reported as being 31 wt% in the best case
scenario, indicating that other aspects of zeolite cracking still should be elucidated
prior to evaluating the process in industrial scale.
2.8 Discussion
Catalytic bio-oil upgrading is still a technology in its infancy regarding both HDO and
zeolite cracking. Zeolite cracking is the most attractive path due to more attractive
process conditions. The low pressure operation and independence of a hydrogen feed
could make it easy to implement in industrial scale. However, the high proportion of
carbon formed in the process deactivates the zeolites, presently giving it insuﬃcient
lifetime. Another concern is the general low grade of the fuel produced, as shown
37
in Table 2.7. Explicitly, the low heating value entails that the produced fuel will
be of a grade too low for utilization in the current infrastructure. Increasing this
low fuel grade does not seem possible, as the eﬀective H/C ratio calculated from
Eq. 2.18 at maximum can be 0.6; signiﬁcantly lower than the typical value of crude
oil (1.5-2). Furthermore, zeolite cracking has proven unable to give high degrees of
deoxygenation, as O/C ratios of 0.6 in the product have been reported (compared
to 0 of crude oil). Low H/C ratios and high O/C ratios both contribute to low
heating values, as seen from Channiwala's and Parikh's correlation for calculation of
the HHV in MJ/kg on the basis of the elemental composition in wt% [183]:
HHV =0.349 · C + 1.178 · H− 0.103 ·O− 0.015 · N + 0.101 · S− 0.021 · ash (2.27)
Here it is seen that hydrogen contributes positively and oxygen negatively.
We conclude that zeolite cracking cannot produce fuels of suﬃcient quality to
cope with the demands in the current infrastructure. This is in agreement with
Huber et al. [29] where the usefulness of the technology was questioned due to the
low hydrocarbon yields and high aﬃnity for carbon formation. Zhang et al. [41]
expressed concern about the low quality of the fuels, concluding that zeolite cracking
was not a promising route for bio-oil upgrading.
The process still seems far from commercial industrial application in our point
of view. To summarize, three crucial aspects still has to be improved: product
selectivity (oil rather than gas and solids), catalyst lifetime, and product quality.
Overall it is concluded that a hydrogen source is a requirement in order to upgrade
bio-oil to an adequate grade fuel, i.e. HDO. However, this route is also far from
industrial application. A major concern of this process is the catalyst lifetime, as
carbon deposition on these systems has to be solved before steady production can
be achieved.
Regarding deactivation mechanisms it appears that sulfur poisoning from the
bio-oil has been disregarded so far, as carbon has been a larger problem and because
much eﬀort has been focused on the sulfur tolerant Co-MoS2 and Ni-MoS2 systems.
However, a number of interesting catalysts for hydrodeoxygenation of bio-oil not
based on CoMo and NiMo hydrotreating catalysts have been reported recently. With
the work by Thibodeau et al. [202], Wildschut et al. [68, 125, 203, 204], Elliott et
al. [76], and Yakovlev et al. [116, 205, 206] a turn toward new catalysts such as
WO3, Ru/C, Pd/C, or NiCu/CeO2 has been indicated. Drawing the parallel to
steam reforming where some of these catalysts have been tested, it is well known
that even low amounts of sulfur over e.g. a nickel catalyst will result in deactivation
of the catalyst [207209]. As bio-oil is reported to contain up to 0.05 wt% sulfur,
deactivation of such catalytic systems seems likely.
Other challenges of HDO involve description of the kinetics, which so far has
been limited to either lumped models or compound speciﬁc models. Neither of these
approaches seems adequate for any general description of the system and therefore
much beneﬁt can still be obtained in clarifying the kinetics. Inspiration can be
found when comparing to already well established hydrotreating processes, such as
HDS and hydrocracking. In industry these systems are described on the basis of a
pseudo component approach, where the feed is classiﬁed on the basis of either boiling
range or hydrocarbon type. In this way the kinetic model treats the kinetics of the
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individual fractions on the basis of detailed kinetic investigations on representative
model compounds [210, 211]. In order to describe the kinetics of HDO (and zeolite
cracking as well) of bio-oil an approach similar to this would probably be necessary,
where the division probably should be on the basis of functional groups.
Further elucidation of HDO in industrial scale is also a request. Elaboration of
why high pressure operation is a necessity and evaluation of potential transport lim-
itations in the system are still subjects to be treated, they also have been questioned
by Venderbosch et al. [15]. Both aspects aﬀect the reactor choice, as the proposed
trickle bed reactor in Section 2.7 potentially could be replaced with a better engi-
neering solution.
2.9 Conclusion and Future Tasks
Due to the demand for fuels, the increased build-up of CO2 in the atmosphere, and
the general fact that the oil reserves are depleting, the need of renewable fuels is
evident. Biomass derived fuels is in this context a promising route, being the only
renewable carbon resource with a suﬃciently short reproduction cycle.
Problems with biomass utilization are associated with the high cost of transport
due to the low mass and energy density. To circumvent this, local production of bio-
oil seems a viable option, being a more energy dense intermediate for processing of the
biomass. This process is further applicable with all types of biomass. However, the
bio-oil suﬀers from a high oxygen content, rendering it acidic, unstable, immiscible
with oil, and giving it a low heating value. Utilization of bio-oil therefore requires
further processing in order to use it as a fuel.
Several applications of bio-oil have been suggested. Deoxygenation seems as one
of the most prospective options, which is a method to remove the oxygen containing
functional groups. Two diﬀerent main routes have been proposed for this: HDO and
zeolite cracking.
HDO is a high pressure synthesis where oxygen is removed from the oil by hy-
drogen treatment. This produces oil with low oxygen content and a heating value
equivalent to crude oil.
Zeolite cracking is performed at atmospheric pressure in the absence of hydrogen,
removing oxygen by cracking reactions. This is attractive from a process point of
view, but it has been found unfeasible since the product is a low grade fuel and
because of a too high carbon formation (20-40 wt%). The latter results in rapid
deactivation of the catalyst.
Overall HDO seems the most promising route for production of bio-fuels by up-
grading of bio-oil and the process has further been found economically feasible with
production prices equivalent to conventional fuels from crude oil, but challenges still
exist within the ﬁeld. So far the process has been evaluated in industrial scale to
some extent, elucidating which unit operations should be performed when going from
biomass to fuel. However, aspects of the transport mechanisms in the actual HDO
reactor and the high pressure requirement are still untreated subjects which could
help optimize the process and bring it closer to industrial utilization. Another great
concern within the ﬁeld is catalyst formulation. Much eﬀort has focused around
either the Co-MoS2 system or noble metal catalysts, but due to a high aﬃnity for
carbon formation, and also due to the high raw material prices for the noble met-
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als, alternatives are needed. Thus, researchers investigate to substitute the sulphide
catalysts with oxide catalysts and the noble catalysts with base metal catalysts.
The principal requirement to catalysts are to have a high resistance toward carbon
formation and at the same time have a suﬃcient activity in hydrodeoxygenation.
Overall the conclusion of this review is that a series of ﬁelds still have to be
investigated before HDO can be used in industrial scale. Future tasks include:
 Catalyst development; investigating new formulations, also in combination with
DFT to direct the eﬀort.
 Improved understanding of carbon formation mechanism from classes of com-
pounds (alcohols, carboxylic acids, etc.).
 Better understanding of the kinetics of HDO of model compounds and bio-oil.
 Inﬂuence of impurities, like sulfur, in bio-oil on the performance of diﬀerent
catalysts.
 Decrease of reaction temperature and partial pressure of hydrogen.
 Deﬁning the requirement for the degree of oxygen removal in the context of
further reﬁning.
 Finding (sustainable) sources for hydrogen.
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Chapter3
Experimental Work
Two diﬀerent experimental setups were used during this work: a commercial batch
reactor from Parr and a custom made high pressure gas and liquid continuous ﬂow
ﬁxed bed setup. These are described in Section 3.1 and 3.2, respectively. This chapter
also summarizes the general operation of the two setups, data treatment/calculations,
catalyst preparation, and catalyst characterization.
3.1 Batch Reactor Setup
3.1.1 Setup Description
Batch experiments were performed in a 4566 Mini Bench Top Reactor Unit from Parr
made from Hastelloy C steel and controlled by a 4840 series controller from Parr.
The top of the reactor is attached to the support stand of the setup, which ensures
that all attachments (as thermocouple, stirrer, feed lines, etc.) are permanently in
place. In Figure 3.1(a) a picture of the assembled reactor is shown and in Figure
3.1(c) a schematic drawing is shown.
The reactor container is a 300 ml hollow cylinder. A cover clamp with a total of 6
screws is used to attach and tighten this to the ﬁxed top. A polytetraﬂuoroethylene
(PTFE) gasket is placed between the reactor container and the ﬁxed top. This,
combined with recesses in the top face of the cylinder ensures tight sealing of the
reactor during operation. The construction of the setup and the used gasket results
in a maximum operating temperature of 350 ◦C and a maximum operating pressure
of 200 bar. The minimum volume in the container was evaluated by cold experiments
with a transparent reactor to be ca. 30-40 ml to ensure proper mixing by the stirrer
and maximum volume is by Parr advised as 2/3 of the maximum volume, i.e. 200
ml.
When assembled, the reactor is surrounded by a furnace, which ensures an uni-
form heating of the reactor. The output of the furnace is controlled from the con-
troller on the basis of a speciﬁed temperature setpoint value (SP).
The ﬁxed top is equipped with a T316 stainless steel Bourbon tube pressure gauge
with a 0-3000 psig (0-200 bar) range and a safety rupture disc rated to 3000 psig at
22 ◦C. The rupture disc will rupture when stressed above 90% of its rating.
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(a) Assembled batch reactor setup. (b) Fixed top of batch reactor.
(c) Schematic drawing of batch reactor. (d) Gas supply panel.
Figure 3.1: Batch reactor setup used in the current work.
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The stir shaft protrude from the underside of the ﬁxed top to almost the bottom
of the reactor container where a propeller is placed with less than 1 cm of free height.
This is magnetically driven to ensure tight sealing of the batch and can be adjusted
to a speed between 0-700 rpm. Adjustment of the speed is done on a knob on the
controller. A cooling sleeve surrounds the magnetic drive which ensures that the
epoxy bonding of the magnetic assembly is not heated above 100 ◦C, where it will
break. A constant ﬂow of cooling water is thus needed in this sleeve.
A single loop cooling coil also protrude into the reactor volume, see Figure 3.1(b)
and 3.1(c). This is connected to a VWR RC-10 Basic chiller which supplies cooling
water of 7±2 ◦C. Cooling water can be led into the reactor by turning a ball valve
prior to the loop. This is used in cases of temperature overshoot or when cooling
down the reactor.
A thermocouple type J is inserted in a 1/4" thermopocket running in parallel with
the stir shaft and ending at the same height as the bottom of the propeller (see Figure
3.1(b)). This thermocouple supplies the process value (PV) for the controller, which
regulates the output to the desired SP by a set of proportional-integral-derivative
(PID) parameters.
When operating with liquids in the reactor container, the thermocouple will give
a very accurate measurement of the actual temperature in the reaction medium.
However, in cases with only gas in the reactor a diﬀerence between the bottom of
the reactor and the thermocouple will be in the order of 60-120 ◦C, when operating
around a SV of 300 ◦C. The later aspect must be considered when e.g. reducing
catalysts. The evaluation and quantiﬁcation of this is described further in Appendix
B.
Three valves are connected to the ﬁxed top: gas inlet valve, liquid sampling
valve, and gas discharge valve. The gas inlet valve is connected to a dip tube with
an opening just below the bottom of the stirrer (see Figure 3.1(b)), ensuring that
gas is introduced in the liquid phase during normal operation. The liquid sampling
valve is also placed on the dip tube. This valve is further connected to a blind peace
of 1/4" tube closed by a needle valve. This constellation can be used to withdraw a
part of the liquid in the 1/4" tube during operation, which then can be withdrawn
with the needle valve when cooled.
The gas discharge valve is connected to an opening on the underside of the ﬁxed
top and evacuation of gas will therefore take place from the top of the gas phase.
Gas to the reactor is supplied from a gas supply board, shown in Figure 3.1(d).
Nitrogen is supplied from the in-house nitrogen supply and is available from the gas
supply board at a pressure of 6 bar. A ball valve is used to control ﬂow to the reactor.
Hydrogen (AGA, 99.9%) is supplied from a high pressure hydrogen cylinder. This is
regulated with a back pressure valve and can be varied between 1-200 bar.
3.1.2 Experimental Procedure
In a typical experiment, one gram of catalyst was loaded in the reactor and 50 g of
phenol (Sigma-Aldrich, ≥ 99%) was added. The reactor was ﬂushed three times with
nitrogen to remove oxygen in the reactor and hereafter ﬂushed with 10 bar hydrogen.
Prior to the experiment, the reactor was pressurized at 50 bar and the stirring was
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started at 380-390 rpm, which was kept constant throughout the experiment. The
start time was noted as just before the heater was turned on. The heating rate was
∼12.5 ◦C/min. During heating, hydrogen was added in order to reach a ﬁnal pressure
of 100 bar, which was kept constant by further addition of hydrogen throughout the
experiment.
To stop the experiment, the reactor was placed in an ice bath and also the internal
cooling was used, giving an initial cooling rate of ∼50 ◦C/min. The end of the
experiment was when the reactor was lowered into the ice bath. The reactor was
cooled suﬃciently to ensure condensation of all products.
The resultant product was ﬁltered by suction ﬁltration to separate the product
liquid and catalyst. Finally the liquid volume was measured in a measuring cylinder.
This ﬁnal volume was corrected for loss during transferring processes, ﬁltering, and
absorption in the pore volume of the catalyst. This loss was quantiﬁed by a series of
tests where 50 ml of liquid was stirred with 1 g of Ni/SiO2 in the reactor, ﬁltered,
and measured in a measuring cylinder. Three tests with water gave an average loss of
4.1±0.2 ml and three tests with 1-octanol gave an average loss of 4.1±0.1 ml. Thus,
a correction of 4.1 ml was used in all experiments.
By 3-fold repetition of a hydrodeoxygenation experiment with Ni/SiO2, it was
found that the procedure typically had an uncertainty in the measured yields of
±2 mol%, corresponding to <5% as the relative standard deviation. Overall, the
repeatability of the experiments was good.
In a blank experiment without catalyst, 10 g of phenol and 40 ml of H2O were
allowed to react for 4 h at 275 ◦C and 100 bar. Almost no catalytic activity was
seen in this case as a conversion of 0.3% was observed. Thus, the reactor was hardly
catalytically active and did not inﬂuence the experiments. The blank experiment was
repeated occasionally to ensure that the reactor was not contaminated over time.
3.1.2.1 Alternative Experiments
Some catalytic activity measurements were performed with a mixture of 10 g of
phenol in 40 ml of deionized water as feedstock, because low levels of conversion were
observed in this series of experiments. Addition of water was required as a solvent
for phenol, as the reactant is solid at room temperature and therefore diﬃcult to
work with in the product separation and gas chromatography (GC) analysis.
In some cases, shorter experiments had to be performed not to reach 100% conver-
sion. Here the batch reactor was initially heated without its contents being stirred.
It was assumed that the extent of the reaction was low in the heating phase be-
cause of the mass transfer restriction of hydrogen in such systems [212]. This was
supported by the observation that no hydrogen was consumed in the heating phase.
Furthermore, a test with 50 ml 1-octanol and 1 g of Ni/SiO2 gave a conversion of only
1% in the heating phase to 280 ◦C. When the desired temperature was reached, the
stirring was started at 380-390 rpm and the experiment could be performed at close
to isothermal conditions. This made it possible to measure the activity in short-term
(5-30 min) experiments.
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3.2 High Pressure Continuous Flow Fixed Bed Re-
actor Setup
As a part of this project a high pressure gas and liquid continuous ﬂow ﬁxed bed
reactor system was developed, named the Pyrolysis Oil Converter or in short POC.
Detailed documentation of operation, construction, and programming of the setup
has been written and is available at DTU-KT [213], here a shorter overview is given.
Figure 3.2 show pictures of the setup, Figure 3.3 shows the ﬂow scheme of this setup,
and Table 3.1 gives the speciﬁcation of the individual components presented in the
ﬂowsheet. The setup is designed to operate unattended for up to 48 h.
(a) Upstream section of the POC. (b) Downstream section of the POC.
Figure 3.2: High pressure gas and liquid continuous ﬂow ﬁxed bed reactor system used
in the current work. Pictures show (a) upstream and (b) downstream sections of the
POC with the oven and reactor placed at the end of the setup in each picture.
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Table 3.1: Component list related to the ﬂowsheet in Figure 3.3.
Position Component Manufacturer Type
#1 2-way valve Swagelok SS-83PS2
#2A Filter Swagelok SS-2F-05
#2B Filter Swagelok SS-2TF-2
#2C Filter Glass ﬁlter
#3 Gas massﬂow controller Brooks S5850
#4 Liquid massﬂow controller Brooks Flomega 5882
#5 Flowmeter Brooks 3750
#6A HPLC pump Knauer KN A50112
#6B HPLC pump Knauer KN A50102
#7 Magnetic valve Bürkert 2200
#8A Check valve 5 psi Swagelok SS-CHS2-5
#8B Check valve 10 psi Swagelok SS-CHS2-10
#9 Pressure gauge WIKA 235.50.063
#10A Safety valve 122 bar Swagelok SS-4R3A
#10B Safety valve 5 bar Swagelok SS-4R3A
#10C Safety valve 26 bar Swagelok SS-4R3A
#11A Copper core 200 mm × 20 mm
#11B Thermoshell 500 W
#11E Thermoelement Labfacility K
#12 Oven Carbolite TVS12/600
#13 3-way valve Swagelok SS-83XPF2
#14 Pressure transmitter Siemens Sitrans PZ
#15 Pressure transmitter Siemens Sitrans PZ
#16 High pressure separator Swagelok 1/2" tube
#17 Diﬀerential pressure cell Honeywell STD 924
#18 Magnetic valve Bürkert 2200
#19 Backpressure valve GO BP66
#20 Condensator APC 403
#21 Backpressure valve Buamann 51000
#22A Magnetic valve Bürkert 6604
#22B Manifold Bürkert
#23 Backpressure valve Fairchild 10222BPHJ
#24 Thermoelement Labfacility K
#25 Needle valve Swagelok SS-ORS2
3.2.1 Setup Description
3.2.1.1 Gas Feed Section
All the gas is supplied from gas cylinders having a maximum supply pressure of 200
bar. In total the system has four gas feed lines. One line is dedicated to N2 (FIC1)
and one for H2 (FIC2). The two additional lines can be used to feed an oxidizing gas
(FIC3) or combustible gas (FIC4).
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Each of the gas lines are constructed of a hand valve to manually switch on or
oﬀ feed to the system. Hereafter a ﬁlter is placed to protect the consecutive ﬂow
controller. These are Brooks digital mass ﬂow controllers type S5850. After the ﬂow
controllers a magnetic valve (Bürkert type 2200) is placed to ensure complete sealing
of the gas line when not in use. These also help to ensure that combustible gasses
(FIC2 and FIC4) and oxidizing gasses (FIC3) are not accidentally fed to the system
at the same time. In the end of the general feed line a check valve is placed to ensure
that backﬂow does not occur through the lines which are not in use.
This part of the system is protected against overpressure by safety valve V16,
V29A, and V29B; V29A and V29B also protect the reactor against overpressure.
V16 and V29A are set to release at 122 bar and V29B is set to release at 26 bar.
V29A and V29B are not connected to the system simultaneously, but a physical
connection has to be changed when switching between them. In this way, V29A
should be ﬁtted when operating above 20 bar and V29B should be used below. In
the case of overpressure the safety valves will evacuate to the ventilation system of
the pilot hall.
The nitrogen line is dedicated for pressurizing the reactor and is therefore always
fed in the bottom of the reactor. The other gases can be fed either in the top or
bottom of the reactor by turning three-way valve V27, depending on the request of
the user.
3.2.1.2 Liquid Feed Section
The liquid feed section consists of two feed lines for two diﬀerent types of liquids.
Originally the setup has been designed for one feed line with water and one feed line
with an undeﬁned oil, but any combination of liquids feeds can be used.
A fume-hood (steel cupboard with ventilation) has been constructed for the re-
actants, where containers of up to 2.5 l can be placed (5 l for water). The feed
containers are placed in a spilling tray with a total capacity of 10 l.
Each feed line consists of a two way valve to manually close the feed to the system.
After this a Knauer KN50102 HPLC pump (LP) is placed. These pumps are used
to build up a pressure against a back pressure valve (GO type BP66-1A11CJN157)
and here from be recycled back to the feed tank. In this way a constant pressure
can be set prior to the liquid mass ﬂow controllers (FIC5 and FIC6), which are
of the type Brooks Flomega 5882. Both controllers has been calibrated for water
originally with a range setting of 0-1 ml/min and 0-5 ml/min for respectively FIC5
and FIC6. Whenever changing liquid, these has to be re-calibrated, which can be
done by draining liquid through respectively needle valve V63 and V64. A small
shelf is ﬁtted beneath the two valves where appropriate measuring cylinders can be
placed during the calibration process.
After the ﬂow controller, the liquid can be evaporated in the custom build evapo-
rators (E1 and E2). These are constructed of a copper core with a length of 200 mm
and a diameter of 20 mm. Inside the copper rod a 500 W thermo cartridge is placed
and on the outside of the rod, 6 m of 1/8" stainless steel pipe is curled. Two thermo
elements are placed between the copper and the steel pipe, one for controlling and
one for safety. The evaporator is insulated by Rockwool and ﬁtted in a steel house
to reduce heat loss and shield it. The design enables that the liquid passing in the
steel pipe can be heated and evaporated in the pipes. The evaporation will cause an
48
expansion of the liquid, but the relative large volume of the pipe (ca. 15 ml) should
reduce the shock in the system and in this way give a uniform ﬂow.
It is possible to bypass E2 by turning three-way valve V26B. This can be used if
the liquid feed is changed in an experiment, thereby bypassing the large volume in
the evaporator and use less time ﬂushing the feed line with the new feed.
After the evaporators, the connection to the reactor is heat traced in order to
maintain the desired temperature of the feed. Use of the evaporator and the heat
tracing is optional.
3.2.1.3 Reactor
The reactor is ﬁtted vertical to enable trickle ﬂow and consist of an outer pressure
baring shell and an internal straight tube reactor where catalyst can be loaded, as
shown in the schematic drawing in Figure 3.4.
Reactor Tube 
Outlet 
Sealing 
Gas in 
Internal reactor 
Heated zone 
Liquid in 
Guide ring 
Thermo element 
pocket 
800mm 
600mm 
z 
y 
Figure 3.4: Schematics drawing of the reactor. Blue lines indicate the ﬂow path of
the gas and red line indicate the ﬂow path of liquid. The z-axis indicate the upward
direction relative to mounting of the reactor.
All parts of the reactor are constructed of certiﬁed SS316 steel. The total length
is 996 mm, with 800 mm of these being the actual reactor tube and the rest being
the ﬂanges. The external diameter of the reactive zone is 40 mm and the internal is
20 mm, giving a wall thickness of 10 mm. The total volume of the reactor is 0.31
l. The theoretical pressure limit for the reactor is 125 bar at 500 ◦C. It has further
been tested up to a maximum pressure of 140 bar at room temperature. The general
maximum operation temperature of SS316 is 550 ◦C.
Two asymmetric ﬂanges are welded on the reactor tube in each end. The top
ﬂange is the inlet of the liquid feed and potentially also some of the gas feed. This
will enter in the side of the ﬂange and ﬂow to the internal reactor through a dip tube.
Gas will be fed in the bottom ﬂange and travel along the outside of the internal
reactor and be mixed with the liquid in the top ﬂange. The actual ﬂows of gas and
liquids are exempliﬁed with colors in Figure 3.4.
The internal reactor is 915 mm long with an outer diameter of 10 mm and an
inner of 8 mm, the inner diameter can be changed if lower residence time is required.
425 mm from the bottom of the reactor a support pin is placed, which is used when
packing catalytic material.
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The reactor enables for two additional temperature measurements; one in the
thermo element pocket parallel to the internal reactor (T5) and one ﬁxed beneath
the support in the internal reactor (T4, not shown in ﬁgure 3.4) inserted from the
bottom ﬂange.
The reaction temperature is ensured by a vertical Carbolite TVS12/600 oven that
can be opened lengthwise. This has a heated length of 600 mm and an isothermal
zone in the oven room of 500 mm, with temperature ﬂuctuations within ±5◦C. Figure
3.5 shows the measured temperature proﬁle in the thermo element pocket at an oven
setpoint of 250 ◦C in a case where the reactor was loaded with glassbeads. The
practical isothermal zone inside the reactor is roughly 12 cm long, here a temperature
of 243.6±0.4 ◦C is obtained over the region where the catalyst bed normally would
be positioned.
Figure 3.5: Temperatureproﬁle in the reactor when loaded with glass beads and an
oven setpoint of 250 ◦C. 0 on the x-axis refers to the position of the support pin in the
internal reactor.
3.2.1.4 Liquid Makeup Section
After the reactor the product enters a gas-liquid high pressure separator (S1). This
is in practice a 490 mm 1/2" stainless steel tube where the product enters 220 mm
from the top. Liquid will in this way travel downwards and gas will rise. Beneath
the separator, a diﬀerential pressure (dP) cell (Honeywell type STD 924) is placed
to measure the pressure diﬀerence between the bottom of the separator and the top.
This pressure diﬀerence is directly dependent on the liquid height in the separator
and is given by:
∆P = (h · ρ · g + P )− P = h · ρ · g (3.1)
Here ∆P is the pressure diﬀerence, P is the pressure in the system, h the liquid
height, ρ the density of the liquid, and g the gravitational acceleration.
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The signal from dP1 is used to open magnetic valve V38 (Bürkert type 2200); in
this way an approximately constant liquid height can be maintained in the separator.
After V38 the liquid is ﬂushed against backpressure valve V39 (GO type BP66-
1A11CJN157). This valve should be set to a pressure slightly lower than the process
pressure to make sure that the liquid will be removed from the separator when V38
is open.
The liquid pressure is relieved to 0-1 barg by V39 and then enters the air cooled
condensator C1 (APC type 403), which is maintained at a constant temperature of
6 ◦C. C1 functions as a low pressure separator and here any residual gas dissolved
in the liquid should be removed. From here, the liquid is transferred to a valve
manifold consisting of eight magnetic two-way valves in line (V44-V52, Bürkert type
6604). The manifold can be controlled to take out samples at speciﬁc times to
enable sampling without the presence of a user; at least for a certain period. Sample
containers have a volume of 60 ml and are placed inside a dedicated fume-hood (steel
cupboard with ventilation). The system has been designed to use medical ﬂasks from
Grathwol of type 15 1433 110. In the fume-hood a waste container of 5 l is also placed
where all excess liquids are gathered. In the bottom of the fume-hood, a spilling tray
with a total capacity of 10 l is placed to contain accidental overﬂow.
3.2.1.5 Gas Makeup Section
After liquid and gas has been separated in S1 the gas travels upward to backpressure
valve V34A (Baumann type 51000). This valve is used to control the pressure in the
reactor on the basis of the pressure measured before the reactor at PIC7. The valve
can operate between 10-100 bar with ﬂows from 0-200 Nml/min in the low pressure
range and ﬂows from ca. 0-5000 Nml/min in the high pressure range. Figure 3.6
shows a plot of the possible operation ﬂow as a function of system pressure. As an
alternative to this valve, a needle valve is installed parallel to V34A, which can be
opened if atmospheric pressure operation is desired.
After pressure reduction, the gas is mixed with residual gas coming from C1 and
hereafter the combined ﬂow is measured in ﬂowmeter FI8 (Brooks type 3750). It
is possible to direct the gas ﬂow from the backpressure valve or from C1 directly
to the ventilation system of the pilot hall by turning respectively three-way valve
V35 or V42. After the ﬂow measurement the gas is passed to a gas chromatograph
(GC, Shimadzu GC-2014) ﬁtted with a thermal conductivity detector (TCD) for
quantiﬁcation, allowing analysis in 20 min intervals. This was equipped with a Restek
ShinCarbon column with high surface area carbon molecular sieve as stationary
phase. The GC was calibrated for H2, N2, CH4, CO2, CO, ethane and ethene. The
pressure in the sampling loop of the GC is maintained at approximately 1 barg by
using backpressure valve V53 (Fairchild type 10222BPHJ).
3.2.2 Experimental Procedure
In a typical experiment, 2.5 g of catalyst was mixed with 7.5 g glass beads in sieve
fraction 212-245 µm to dilute the catalyst bed and thereby obtain better control
of the exothermic reactions. The glass bead/catalyst mixture was suspended on a
quartz wool plug in the reactor, which was supported on a crossbar in the reactor.
The loading proﬁle of the reactor from the crossbar up was: 1 cm quartz wool, 12
cm catalyst/glass beads, 1 cm quartz wool, 25 cm glass beads (1 mm diameter).
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Figure 3.6: Possible operation ﬂow as a function of system pressure for valve V39A.
The maximum ﬂow is evaluated at 90% valve opening and minimum ﬂow is evaluated
at 10% valve opening.
A feed mixture of either guaiacol (Sigma-Aldrich, ≥ 99%) or phenol (Sigma-
Aldrich, ≥ 99%) in 1-octanol (Sigma-Aldrich, ≥ 99%) was used as bio-oil model
compound system. 1-octanol was chosen as solvent (despite it not is an usual bio-oil
component) due to its relative high boiling point (195 ◦C) and ability to mix with
guaiacol/phenol in a homogenous phase. The feed ﬂow was typically 0.2 ml/min of
oil. This corresponds to a WHSV of 4.0 h−1 (relative to the mass of catalyst used)
or a LHSV of 2.0 h−1 (relative to the volume of glass beads/catalyst mixture in the
reactive zone), see Section 3.3.3 for further details.
Liquid samples were collected over 2 hours at intervals of 4-6 hours. The average
between start and end time was used as reference time for the speciﬁc liquid sam-
ple. The volume of the aqueous and oil phases of the samples were measured in a
measuring cylinder.
Hydrogen (AGA, 99.9%) and nitrogen (AGA, 99.9%) were fed to the reactor at
a ﬂow of respectively 200-300 Nml/min and 50-100 Nml/ml. Nitrogen was used as
internal reference in the gas ﬂow, as this was assumed inert in the reaction and
therefore could be used to quantify the downstream gas ﬂow. During the reactions
the reactor was maintained at a constant pressure of 100 bar and the set point of the
reactor oven was 250-380 ◦C.
In an experiment with HDO of 10% guaiacol in 1-octanol over a 5 wt% Ni/ZrO2
catalyst at a set point of 250 ◦C, the actual temperature in the catalyst bed varied
between 245 ◦C in the bottom of the bed and 251 ◦C in the top part. The slightly
higher temperature in the top part of the bed was due to the exothermic reactions
taking place.
A blank experiment without catalyst at 100 bar and 250 ◦C was made with 10%
guaiacol in 1-octanol. Here a conversion of 2% for guaiacol and very close to 0% for
1-octanol were found, showing that the reactor was not catalytically active for the
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reaction.
In the deactivation experiments either 1-octanethiol (Sigma-Aldrich, ≥ 98.5%) or
1-chlorooctane (Sigma-Aldrich, 99%) were added to the liquid feed corresponding to
a concentration of 0.05 wt% S or Cl, respectively.
In experiments where either temperature or feed rate was changed during the
experiment, at least 8 h for stabilization was given before taking liquid samples to
ensure a representative sample.
3.3 Product Analysis
3.3.1 GC-MS/FID
Analysis of the liquid product was performed with a Shimadzu GCMS/FID-QP-
2010UltraEi. A Supelco Equity-5 column with bonded 5% diphenyl/95% dimethyl
siloxane stationary phase was used in the GC. This is a non-polar column suitable
for general analysis of oil mixtures and with a high thermal stability. Identiﬁcation
of the oil products was done with a mass spectrometer (MS) scanning at a rate of
1666 m/z/s in the range from 22 to 300 m/z. A ﬂame ionization detector (FID)
was used for quantiﬁcation in all experiments. MS and FID spectra were obtained
simultaneously in all measurements as a split was installed after the column in the
GC. All samples were analyzed as produced, but a split of 90 was used in the injection
part to protect the MS detector from saturation.
External standards were prepared for phenol, cyclohexanol, cyclohexanone, and
cyclohexane using ethanol as a solvent for the batch reactor experiments in Chapter 4
and 5. External standards for guaiacol, phenol, cyclohexanol, cyclohexane, methanol,
1-octanol, octane, and heptane were used as external standards for the continuous
ﬂow experiments in Chapter 6, 7, and 8. 3-5 calibrations points were used for all
standards. The concentrations of the remaining peaks were calculated from the FID
on the basis of the eﬀective carbon number method [214], where the concentration
of a compound is found as:
Ci = Cref · Ai
Aref
· νeﬀ,ref
νeﬀ,i
(3.2)
Here C is the concentration, A the area of the peak in the FID spectrum, and νeﬀ
the eﬀective carbon number. Index i refers to the compound with the unknown
concentration and index ref refers to a reference compound where the concentration
is known. Table 3.2 summarizes the eﬀective carbon number of relevant compound
groups. Cyclohexanol was generally used as reference in the batch experiments with
phenol as feed and in the continuous ﬂow experiments, all having 1-octanol in the
feed, octane or heptane were used as reference.
3.3.2 CHN-S
Liquid product from experiments with real bio-oil as feed was analyzed using an
EA3000 CHN-S from EuroVector. In this analysis the samples were burned at 900 ◦C
53
Table 3.2: Eﬀective carbon number of diﬀerent types of chemical groups. νeﬀ is the
eﬀective carbon number and νC is the number of carbon atoms in the given molecule.
Data are from Schoﬁeld [214].
Chemical Group νeﬀ Non-contributing carbon
Alkanes νC 0
Ketones νC - 1 1
Aldehydes νC - 1 1
Ethers νC - 1 1
Alcohols νC - 0.5 0.5
Acids νC - 1 1
Esters νC - 1.5 1.5
in the elemental analysis equipment and the combustion product was then analyzed
by GC-TCD. The quantities of carbon, hydrogen, nitrogen, and sulfur was quantiﬁed
by measuring the product of CO2, H2O, N2, and SO2, respectively. The oxygen
content was assumed as balance.
Sulphanilamide was used as reference in the calibration.
The liquid samples were prepared for analysis by using a 1 µl micro syringe to
inject the sample on a Carbosorb ® adsorbent packed in a tin capsule. Hereafter
the capsule was folded and transferred to the apparatus for analysis.
3.3.3 Calculations
The weight hourly space velocity (WHSV) was calculated as:
WHSV =
v0 · ρfeed
mcat
(3.3)
Here v0 is the volumetric feed ﬂow, ρfeed the density of the liquid feed, and mcat the
mass of catalyst used.
The liquid hourly space velocity (LHSV) was calculated as:
LHSV =
v0
Vcat
(3.4)
Here Vcat is the volume of the catalyst/glass beads mixture in the reactor. This was
correlated directly with the retention time (τ), which was calculated as:
τ =
1
LHSV
(3.5)
The conversion (X) was calculated by Eq. 3.6 or 3.7, respectively for batch or
continuous ﬂow experiments:
X =
(
1− Ci · Vﬁnal
C0,i · V0
)
· 100% (3.6)
X =
(
1− Cout,i · vout
C0,i · v0
)
· 100% (3.7)
54
Here Ci is the concentration of compound i, V the liquid volume, and v is the
volumetric ﬂow. Index out refers to the conditions after the reactor, index ﬁnal
refers to after a batch experiment, index 0 refers to the initial conditions, and i
refers to the compound of relevance. The conversions of all feed components were
evaluated.
The yields (Yi) of relevant products were calculated for the batch (Eq. 3.8) and
the continuous ﬂow experiments (Eq. 3.9) as:
Yi =
Cout,i · Vﬁnal
C0,j · V0 · 100% (3.8)
Yi =
Cout,i · vout
C0,j · v0 · 100% (3.9)
Index i is here referring to the compound of relevance and index j is referring to the
initial reactant.
The selectivity (Si) of a compound (i) was calculated as:
Si =
Yi
X
· 100% (3.10)
The degree of deoxygenation (DOD) was calculated as:
DOD =
(
1− FO,out
FO,in
)
· 100% (3.11)
Here FO is the molar ﬂow of oxygen in oxygen containing species except water ei-
ther in or out of the reactor. To give further emphasis on the HDO of guaiacol in
some of the experiments, which only constituted 10% of the feed, also the degree of
deoxygenation for the guaiacol related compounds (DODGUA) was calculated:
DODGUA =
1−
∑
i
FO in i,out
2 · FGuaiacol,in
 · 100% (3.12)
Here index i refers to the oxygen containing guaiacol related compounds, which were
deﬁned as: guaiacol, methanol, cyclohexanol, and 2-methoxy-cyclohexanol.
To make an additional quantiﬁcation of the activity of the catalyst in some ex-
periments, the ﬁrst order rate constants were calculated on the basis of a plug ﬂow
reactor design equation [199]:
Xi = 1− exp
(
−ki · W
v
)
(3.13)
(3.14)
Here ki is the rate constant of reaction i and W the mass of catalyst.
The carbon balance was evaluated in all batch experiments by comparing the
carbon initially in the reactor to the carbon measured in the product:
∆C =

∑
i
νi · ni − 6 · n0,Phenol
6 · n0,Phenol
 · 100% (3.15)
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Here ∆C is the carbon deviation in percent and ni the moles of compound i. All
compounds identiﬁed in the GC analysis were included in the carbon balance. Gen-
erally, the carbon balance was closed within 10%, but in many experiments almost
complete closure was achieved.
The carbon balance was evaluated similar in the continuous ﬂow experiments,
using data from both the GC-MS/FID and GC-TCD measurements:
∆C =

∑
i
νi · Fout,i −
∑
j
νj · F0,j∑
j
νj · F0,j
 · 100% (3.16)
Here Fi is the molar ﬂow of compound i. All compounds identiﬁed in the GC-
MS/FID and GC-TCD analysis were included in the carbon balance. Generally the
carbon balance was closed to within 5%.
3.4 Catalyst Synthesis and Preparation
Almost all catalysts used in the current work has been synthesized in house by
incipient wetness impregnation on a support. A range of diﬀerent active phases were
synthesized using a variety of precursors, as summarized in Table 3.3.
The supports were obtained from diﬀerent suppliers and their properties are sum-
marized in Table 3.4. All supports were initially crushed and sieved.
In the synthesis, the amount of precursor corresponding to the desired metal load-
ing was dissolved in deionized water equivalent to the pore volume of the amount of
support intended for impregnation (the pore volume of the supports are summarized
in Table 3.4). In cases were the precursor was not easily dissolved the ﬂask with the
solution was heated in a water bath at 70-80 ◦C, which in all instances was suﬃcient
to get everything in solution. This solution was then mixed with the weighed support
to form a slurry. After impregnation, the samples were dried at 70-110 ◦C for at least
12 h.
Some catalysts were calcined after drying, which was done by heating the samples
in an oven with atmospheric air at a rate of 10 ◦C/min to 400 ◦C where it was held
for 4 h.
Table 3.3: Precursors used for the preparation of the diﬀerent catalysts. All precursors
were supplied by Sigma-Aldrich.
Active phase Precursor salt Precursor Purity [%]
MnO Mn(C2H3O2)2 · 4H2O ≥ 99.0
WO3 (NH4)6H2W12O40 · xH2O ≥ 99.0
MoO3 (NH4)6Mo7O24 · 4H2O ≥ 99.0
V2O5 NH4VO3 ≥ 99.0
ZnO Zn(NO3)2 · 6H2O ≥ 99.0
Cu Cu(NO3)2 · 3H2O ≥ 99.0
Fe Fe(NO3)3 · 9H2O ≥ 98.0
Co Co(NO3)2 · 6H2O 98.0%
Ni Ni(NO3)2 · 6H2O 98.0%
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Table 3.4: Overview of the supports used in the current work. Data speciﬁed by
supplier.
Support Supplier Product code Surface Pore Signiﬁcant
Area Volume Impurities
[m2/g] [ml/g]
SiO2 Saint-Gobain SS61138 250 1 -
ZrO2 Saint-Gobain SZ61152 160 0.32 4.6% SiO2
TiO2 Saint-Gobain ST61120 150 0.38 <0.3% S
CeO2 AMR Ltd. 2-02-13-01 140 0.55-0.60
a -
CeO2-ZrO2
b AMR Ltd. 5020 140 1.0-1.1a -
Al2O3 Sasol TH100/150 150 0.8-1.0 -
MgAl2O4
bc Sasol 90 0.7a -
C Daihope C-008 1100 0.85 -
aDetermined by drop test.
bConﬁrmed by XRD to be a mixed oxide.
cProduced by mixing stoichiometric amounts of MgO with Puralox Al
2
O
3
and calcining at 900
◦C.
3.4.1 Catalyst Screening
A screening of suitable catalyst for HDO was performed in the batch reactor setup,
as described in Chapter 4. Here 23 catalysts were tested. Table 3.5 summarizes the
theoretical loadings, particle sizes, speciﬁc surface areas, and pretreatment conditions
of these.
The Ni-V2O5 catalysts were made by initially impregnating the support with
vanadium, drying the catalyst, and then impregnating it with nickel nitrate. NH4VO3
was dissolved by using additionally oxalic acid (Sigma-Aldrich, ≥ 99.0%) in a molar
ratio of 1:2 (V:oxalic acid).
Cu/ZnO/Al2O3 was prepared according to the method of Baltes et al. [215]. An
aqueous solution of Cu(NO3)2 · 3H2O (0.6 mol/l,), Zn(NO3)2 · 6H2O (0.3 mol/l),
and Al(NO3)3 · 9H2O (0.1 mol/l, Sigma-Aldrich, ≥ 98%) was co-precipitated with a
solution of Na2CO3 (1 mol/l, Sigma-Aldrich, ≥ 99%) for 1 h. During the precipitation
process, the pH was maintained at 7±0.1, and the temperature was kept at 60 ◦C.
Afterward, the precipitate was ﬁltered and washed with demineralized water followed
by drying overnight at 80 ◦C and calcining at 300 ◦C under air for 3 h.
NiO-MoO3/Al2O3 and CoO-MoO3/Al2O3 catalysts were obtained from Haldor
Topsøe A/S. Ru/C, Pd/C, and Pt/C were obtained from Sigma-Aldrich.
The catalysts requiring initial reduction in Table 3.5 were reduced in the contin-
uous ﬂow setup at the indicated temperature by heating in a ﬂow of 250 Nml/min
N2 and 250 Nml/min H2 at 1 bar and keeping the sample at the given temperature
for the speciﬁed time. After reduction the samples were transferred directly to the
batch setup for testing.
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Table 3.5: Summary of properties of catalysts used in the screening work, i.e. the
theoretical loading of active component, particle size of support (sieve fraction), speciﬁc
surface area, and reduction conditions for the tested catalysts.
Catalyst Loading Particle Size Surface Area Reduction
[wt%] [µm] [m2/g] T [◦C]/t [h]
MnO/C 15 710-1400 680 None
WO3/C 15 710-1400 790 None
MoO3/C 15 710-1400 660 None
V2O5/C 15 710-1400 310 None
NiO-MoO3/Al2O3
a - 300-600 - None
CoO-MoO3/Al2O3
a - 300-600 - None
Cu/ZnO/Al2O3 45%Cu/5%Zn ≈ 900 60 300/7
NiCu/SiO2 10%Ni/10%Cu ≈ 900 180 350/19
Cu/SiO2 15 300-600 170 380/19
Ru/C 5 ≈ 15 1160 400/2
Pd/C 5 ≈ 15 1100 400/2
Pt/C 5 ≈ 15 1140 400/2
Co/SiO2 5 300-600 210 550/2
Fe/SiO2 5 300-600 200 550/2
Ni/SiO2 5 63-125 210 400/2
Ni/Al2O3 5 63-125 140 550/2
Ni/CeO2 5 63-125 130 400/2
Ni/ZrO2 5 63-125 130 550/2
Ni/CeO2-ZrO2 5 63-125 120 550/2
Ni/MgAl2O4 5 63-125 80 550/2
Ni/C 5 63-125 1020 550/2
Ni-V2O5/SiO2 5%Ni/5%V 300-600 210 550/2
Ni-V2O5/ZrO2 5%Ni/5%V 300-600 120 550/2
aCommercial catalyst by Haldor Topsøe A/S without detailed characterization data.
3.4.2 Nickel Catalysts
Experiments investigating the structure sensitivity of 5 wt% Ni/SiO2, described in
Chapter 5, were all performed from a batch of 63-125 µm catalyst. Calculation of
the Mears' and Weisz-Prater criteria (cf. Table C.1) indicated that this system was
not limited by neither external nor internal transport, this is further explained in
Appendix C.
Prior to the activity test, the catalyst was reduced by four diﬀerent reduction
methods to achieve diﬀerent nickel particle sizes:
 Red. 1: Reduction of calcined Ni/SiO2 in a batch reactor at 395
◦C and 7 bar
of H2 in a stagnant gas atmosphere. This method is expected to yield large
nickel particles due to the high pressure and the presence of water [216218].
 Red. 2: Reduction of calcined Ni/SiO2 in a batch reactor with a ﬂow of 1
Nl/min H2 at 395
◦C and 5 bar of hydrogen. This method is expected to yield
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intermediate size nickel particles since water is continuously removed.
 Red. 3: Reduction of calcined Ni/SiO2 in a continuous ﬂow reactor with a ﬂow
of 250 Nml/min H2 and 250 Nml/min N2 at 400
◦C and 1 bar of hydrogen.
This method is expected to yield smaller nickel particles than Red. 2 due to
the milder conditions and more controlled removal of water.
 Red. 4: Reduction of un-calcined Ni(NO3)2/SiO2 in a continuous ﬂow reactor
with a ﬂow of 250 Nml/min H2 and 250 Nml/min N2 at 400
◦C and 1 bar. This
method is expected to yield small nickel particles, due to the direct reduction
of the nickel nitrate catalyst precursor [219].
From TPR analyses of Ni/SiO2, 400
◦C was found suﬃcient for complete reduction
of the nickel. This is elaborated in Section 4.5.
In the investigation of the stability of nickel based catalysts in Chapter 6 a batch
of 300-600 µm 5 wt% Ni/ZrO2 catalyst was used. A part of this catalyst was left
un-calcined and the other calcined.
Reduction of the catalysts was done in the continuous ﬂow setup prior to testing
of the catalysts by heating at a rate of 10 ◦C/min to 500 ◦C in a ﬂow of 250 Nml/min
H2 and 250 Nml/min N2 at atmospheric pressure. 500
◦C was suﬃcient for complete
reduction of Ni/ZrO2 as found by in situ X-ray absorption spectroscopy (XAS). This
is further discussed in Section 6.3.
The high rates of reaction found for this system was by evaluation of the Mears'
and Weisz-Prater criteria (cf. Table C.1) found to cause slight internal transport lim-
itations in the system. The eﬀectiveness factor of the catalyst pellets was estimated
to be in the order of 85-97%, being lowest for the largest particles. However, as this
catalyst was used to evaluate stability and because all experiments were performed
similar, this did not aﬀect the conclusions made in Chapter 6, but it does mean that
the kinetic constants derived in Section 6.8 are not intrinsic. Further information on
the calculations on transport limitations can be found in Appendix C.
To test the eﬀect of potassium, KCl or KNO3 were impregnated to separate
portions of the catalyst by incipient wetness impregnation. A portion of the un-
calcined Ni/ZrO2 catalyst was weighed oﬀ and a solution (corresponding to the pore
volume of the given fraction of catalyst) with KCl or KNO3 in H2O was prepared.
KCl and KNO3 were impregnated in amounts corresponding to the molar content of
nickel. After mixing the solution and the catalyst, it was dried for 12 h at 70 ◦C.
3.4.3 Molybdenum Carbide Catalysts
To produce Mo2C/ZrO2, 15 wt% of Mo was initially impregnated on ZrO2 in a sieve
fraction of 125-180 µm.
The carbide was produced in the setup from the 15 wt% MoO3/ZrO2 prior to
testing. The sample was heated to 200 ◦C in N2 at atmospheric pressure, and here-
after ramped to 550 ◦C at 0.5 ◦C/min in 50 Nml/min 20% CH4 in H2, and ﬁnally
held at this temperature for 4 h. 550 ◦C was veriﬁed by in situ X-ray diﬀraction
(XRD) and X-ray absorption spectroscopy (XAS) to be suﬃcient for carburization
of MoO3/ZrO2. This is further described in Section 7.2.
These catalysts was indicated not to be limited by neither external nor internal
transport. This is evidenced in Appendix C.
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3.4.4 Sulﬁded Catalysts
Ni-MoO3/ZrO2 (3 wt% Ni, 15 wt% Mo) was prepared by sequential incipient wetness
impregnation. 15 wt% Mo was initially impregnated from (NH4)6Mo7O24 ·4H2O dis-
solved in water on ZrO2 in sieve fraction 300-600 µm and then dried overnight at 70
◦C. On the dry catalyst, Ni(NO3) ·3H2O was dissolved in water and impregnated on
the catalyst corresponding to 3 wt% Ni and then dried at 70 ◦C overnight. Impreg-
nation of the promoter (Co or Ni) after molybdenum has previously been established
to give the best interaction between Mo and the promoter [220]. Finally the catalyst
was calcined by heating to 400 ◦C at a rate of 10 ◦C/min and held there for 4 h.
A commercial Ni-Mo/Al2O3 catalyst was supplied by Haldor Topsøe A/S. This
was crushed to a particle size of 300-600 µm. This catalyst was used in the experi-
ments with real bio-oil described in Section 9.
The catalysts were sulﬁded in the continuous ﬂow reactor prior to testing by
initially heating a portion of the catalyst to 200 ◦C in N2 and then heating at a rate
of 5 ◦C/min to 350 ◦C in a ﬂow of 800 Nml/min H2 and 0.2 ml/min dimethyldisulﬁd
(DMDS) at atmospheric pressure. Sulﬁdation was done for 2.5 h at 350 ◦C. Assuming
complete decomposition of DMDS to H2S, the feed concentration of the gas would
be: 12% H2S, 12% CH4, and 76% H2.
Calculations of the Mears' and Weisz-Prater criteria (cf. Table C.1) revealed
that the Ni-MoS2/ZrO2 catalyst was slightly inhibited by internal mass transport.
However, as discussed for the Ni/ZrO2 catalyst above (Section 3.4.2), it was evaluated
that the catalyst was only slightly limited and as the experiments cover stability it
did not inﬂuence the conclusions. Further details can be found in Appendix C.
3.5 Catalyst Characterization
3.5.1 Ammonia Temperature Programmed Desorption
NH3 temperature programmed desorption (NH3-TPD) was performed with an Au-
tochem II 2920 apparatus. Here ∼0.1 g portions of the samples were initially heated
to 500 ◦C in a 50 Nml/min He ﬂow and then cooled to 100 ◦C. At this point, the
samples were saturated in a 50 Nml/min NH3 ﬂow for 120 min. Desorption of NH3
was hereafter measured by ﬂushing with a 50 Nml/min He ﬂow while heating the
samples at a rate of 5 ◦C/min to 500 ◦C. Quantiﬁcation of the NH3 was done with
a TCD. The quantity of adsorbed NH3 was directly correlated to the acidity of the
catalyst.
3.5.2 Brunauer-Emmett-Teller Surface Area
A Quantachrome iQ2 was used for measurement of the speciﬁc surface area on the
basis of BET theory [221]. Nitrogen at its boiling point was used in the p/p0 range
from 0.05-0.3 to construct a seven point BET plot.
3.5.3 Energy Dispersive X-Ray Spectroscopy
The elemental composition of the catalysts was analyzed by means of Energy Disper-
sive X-Ray Spectroscopy (EDX) in a FEI Quanta 200 ESEM FEG Scanning Electron
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Microscope (SEM) operated at 10kV and equipped with an Oxford Instruments 80
mm2 X-Max silicon drift detector. Few particles of 300-600 µm sieved fractions of cat-
alyst were ﬁxed to standard SEM aluminium stubs with Vishay Micro-Measurements
M-Bond epoxy resin and then mechanically polished in order to reach a ﬂat geometry
conﬁguration.
EDX elemental maps were acquired using a FEI Osiris Transmission Electron
Microscope (TEM) operated at 200kV in scanning mode (STEM). Catalysts were
crushed in a mortar and dry dispersed on a copper TEM grid coated with lacey
carbon. Maps were smoothed using a 7x7 pixels kernel smoothing algorithm imple-
mented in the Bruker Esprit software.
3.5.4 Environmental Transmission Electron Microscopy
Environmental transmission electron microscopy (ETEM) was performed using a
Titan E-Cell 80-300ST TEM where images were obtained at reducing conditions.
The samples were crushed, slurried with ethanol, and deposited on a copper grid
covered with lacey carbon ﬁlm.
In the case of Ni/SiO2 where the nickel particle size was investigated, the samples
were heated to 450 ◦C and reduced in a ﬂow of 5 Nml/min H2 at a pressure of 2.5
mbar. The average nickel particle size was determined by measuring the size of > 200
particles on the images and subsequently calculating the number based average.
3.5.5 Plasma Emission Spectroscopy
Elemental analysis of the catalysts was performed using inductively coupled plasma
atomic emission spectroscopy (ICP-OES). In the analysis, the samples were crushed
and melted together with potassium pyrosulfate. This was dissolved in a solution of
water and HCl and then analyzed by plasma emission spectroscopy. The instrument
was calibrated with certiﬁed standards for the elements analyzed for.
3.5.6 Temperature Programmed Oxidation
Temperature programmed oxidation (TPO) was performed in a tubular furnace. 50-
100 mg of the spent catalyst was placed in a ceramic boat and placed in the center
of the oven and heated at a ramp of 11 ◦C/min in a ﬂow of 1100 Nml/min gas
(10% oxygen in nitrogen). Online CO and CO2 measurements were performed with
an ABB automation GmbH AO2020 Uras26 IR detector in order to quantify the
amount of carbon on the catalyst. Carbon determination was done on the basis of
the integration of the CO/CO2 signal relative to ﬂow and time.
All catalyst samples were washed and ﬁltered with ethanol and then dried at 50
◦C for 2-3 h prior to the analysis, to wash out excess oil in the catalysts' pores.
3.5.7 Temperature Programmed Reduction
Temperature programmed reduction (TPR) by hydrogen was performed for selected
catalysts on a Netzsch STA 449 F1 Jupiter ASC thermogravimetric analyzer (TGA)
to identify the required temperature for complete reduction of the supported metal.
The analysis was performed on the basis of changes in mass, and the total mass
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applied was on the order of 20-40 mg. Five volume percent hydrogen in nitrogen was
added at a ﬂow of 100 Nml/min and the samples were heated at a rate of 5 ◦C/min
to 300 ◦C, at a rate of 1 ◦C/min from 300 to 500 ◦C, and at a rate of 5 ◦C/min from
500 to 700 ◦C.
3.5.8 X-Ray Absorption Spectroscopy
The local structure of the Ni/ZrO2 catalyst was characterized by XAS in terms
of X-ray absorption near edge structure (XANES) and extended X-ray absorption
ﬁne structure (EXAFS) at the Ni-K edge at the XAS beamline at the synchrotron
radiation source ANKA (Karlsruhe, Germany). The reduction of the Ni/ZrO2 was
followed in situ, whereas the structure of the poisoned catalysts were analyzed ex-situ
after the corresponding reactions.
In situ characterization of catalysts was followed by Quick-XAS in ﬂuorescence
detection mode [222]. For this purpose, a 63-125 µm sieved fraction of the catalyst
was ﬁlled into the quartz capillary micro reactor (1 mm internal diameter) resulting
in plug ﬂow-like conditions [223]. The reaction mixture was supplied by a gas delivery
system. The microreactor was heated with a gas blower (FMB Oxford), similar to
the setup in reference [224]. Spectra were recorded every 12.5 ◦C.
Catalyst characterized ex-situ, were pressed to pellets and then measured in trans-
mission mode.
The carburization and deactivation of Mo2C were followed by alternated in situ
XAS and XRD. The measurements were carried out at the BM01B (Swiss-Norwegian
beamlines) at the ESRF (Grenoble, France). An in situ cell based on a quartz capil-
lary and heated by a gas blower, was employed resulting in plug-ﬂow like conditions
[223, 225]. The sample, around 5 mg of 15 wt% MoO3/ZrO2 (sieved), was ﬁlled in
a 0.5 mm diameter quartz capillary between two glass wool plugs. The gases, 50
ml/min, were delivered by mass ﬂow controllers. The outlet gas composition was
monitored by mass spectrometry.
XRD patterns were acquired using wavelength of 0.504 Å delivered by a Si (111)
channel-cut monochromator. The diﬀracted photons were recorded by 2 dimensional
CCD detector located at 408.534 mm of the sample. The XRD patterns used as
standards were downloaded from the Inorganic Structure Crystal Database of the
Leibniz-Institut für Informationsinfrastruktur [226].
XAS spectra were recorded by continuous scanning at the Mo K-edge in transmis-
sion mode, and a Mo foil was used for calibration. The X-ray beam was monochro-
matized by a Si(111) double crystal monochromator and high harmonics rejected by
a Au-coated mirror. The beam size on the samples was 0.3 mm vertical by 3.0 mm
horizontal.
XAS data analysis was carried out using Athena and Arthemis software of the
IFEFFIT package [227]. The spectra were energy calibrated from a reference metal
foil, the background was extracted and then normalized. The structural parameters
were obtained by adjusting theoretical backscatteing phases and amplitudes (ab initio
calculated by FEEF6) [228].
During in situ analysis, the relative proportions between the starting and formed
species were estimated by linear combinations carried out using the Athena IFEFFIT
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software [227]. The linear combination ﬁtting was performed in the spectral range
of -20 and 90 eV, relative to the investigated edge. This procedure allowed tracking
the proportion of species consumed and formed during the in situ reactions. The
references for the linear combinations were the ﬁrst spectrum, at room temperature,
and the last spectrum at the ﬁnal temperature.
3.5.9 X-Ray Diﬀraction
Powder X-Ray Diﬀraction (XRD) measurements were carried out using a PANalyt-
ical X`Pert PRO diﬀractometer in a Bragg-Brentano Theta-Theta geometry. The
catalysts were analyzed in a 25◦< 2θ < 100◦ range using a monochromatic Cu-Kα
radiation (λ ≈ 1.5418 Å). XRD data treatment was carried out using PANalytical
HighScore Plus 3.0.5 software and the average crystallite size was estimated using
the Scherrer equation:
τ =
Kλ
βcosθ
(3.17)
Here K is a dimensionless shape factor, λ is the X-ray wavelength, β is the peak
broadening measured at half the maximum intensity after subtracting the instru-
mental peak broadening and θ is the Bragg angle. The crystallite size analysis was
carried out neglecting lattice strain eﬀects.
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Chapter4
Screening of Catalysts for
Hydrodeoxygenation of Phenol as Model
Compound for Bio-oil
Abstract
Four groups of catalysts have been tested for hydrodeoxygenation (HDO) of phenol
as a model compound of bio-oil, including oxide catalysts, methanol synthesis cata-
lysts, reduced noble metal catalysts, and reduced non-noble metal catalysts. In total,
23 diﬀerent catalysts were tested at 100 bar H2 and 275
◦C in a batch reactor. The
experiments showed that none of the tested oxides or methanol synthesis catalysts
had any signiﬁcant activity for phenol HDO under the given conditions, which were
linked to their inability to hydrogenate the aromatic ring of phenol. HDO of phenol
over reduced metal catalysts could eﬀectively be described by a kinetic model involv-
ing a two-step reaction in which phenol initially was hydrogenated to cyclohexanol
and then subsequently deoxygenated to cyclohexane. Among reduced noble metal
catalysts, ruthenium, palladium, and platinum were all found to be active, with ac-
tivity decreasing in that order. Nickel was the only active non-noble metal catalyst.
For nickel, the eﬀect of support was also investigated and ZrO2 was found to per-
form best. Pt/C, Ni/CeO2, and Ni/CeO2-ZrO2 were the most active catalysts for
the initial hydrogenation of phenol to cyclohexanol, but were not very active for the
subsequent deoxygenation step. Overall, the order of activity of the best perform-
ing HDO catalysts was as follows: Ni/ZrO2 > Ni-V2O5/ZrO2 > Ni-V2O5/SiO2 >
Ru/C > Ni/Al2O3 > Ni/SiO2  Pd/C > Pt/C. The choice of support inﬂuenced
the activity signiﬁcantly. Nickel was found to be practically inactive for HDO of
phenol on a carbon support, but more active than the carbon-supported noble metal
catalysts when supported on ZrO2. This observation indicates that the nickel-based
catalysts require a metal oxide as a carrier on which the activation of the phenol
for the hydrogenation can take place by heterolytic dissociation of the O-H bond to
facilitate the reaction.
64
4.1 Introduction
As discussed in Chapter 2, one of the major challenges in HDO is to ﬁnd a catalyst
with a high activity for the deoxygenation reaction and at the same time obtain a
suﬃcient lifetime, as deposition of carbonaceous species has proven to be a severe
problem [229]. Preferably, HDO catalysts should be relatively inexpensive and func-
tion at low temperatures (<300 ◦C) and low pressures (<100 bar). In particular,
low temperatures are desirable to prevent coking [142] and therefore focus has in the
current screening study been on catalysts operating at 275 ◦C. Four categories of
catalysts were tested as catalysts for HDO of phenol:
1. Oxide catalysts
2. Methanol synthesis catalysts
3. Reduced noble metal catalysts
4. Reduced non-noble metal catalysts
Phenol was chosen as model compound of bio-oil, as phenols have been identiﬁed
among the most persistent [40, 230], yet fairly abundant [231], compounds in the
bio-oil.
As discussed in Section 2.4.1.1, oxide catalysts have been proposed to catalyze
the reaction by roughly three steps as shown in Figure 4.1(a): chemisorption via
the oxygen atom on a coordinatively unsaturated metal site, donation of a proton
from a hydroxyl group, and desorption [111]. In this mechanism, the generation of
vacancy sites (the dotted circle in the ﬁgure) is responsible for the activation of both
the oxy-compound and hydrogen on the catalytic surface [111].
(a) Oxide catalysts reaction mechanism
H
H
H
H
OH2
H2 
OH
OH
(b) Reduced metal catalysts reaction mech-
anism
Figure 4.1: Proposed reaction mechanisms of oxide catalysts (a) [111] and reduced
metal catalysts (b) [116, 120].
Methanol synthesis catalysts have proven to be able to activate CO/CO2 by
adsorption at the oxygen atom [232235]. Thus, these catalysts could potentially
activate oxy-compounds at their oxygen group and in this way permit reaction.
Figure 4.1(b) shows the key concepts of the reaction mechanism for reduced metal
catalysts, as discussed in Section 2.4.1.2. The reaction is initiated by adsorption
of the oxy-compound on the catalyst surface. Adsorbed hydrogen on the active
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metal clusters reacts with the oxy-compound to facilitate the deoxygenation. This is
followed by desorption of the ﬁnal product. The oxy-compound adsorption step can
take place either on the support or directly on the active metal, depending on which
type of metal is used (cf. Section 2.4.1.2).
Hence, these four diﬀerent classes of catalysts were screened in this work using the
batch reactor setup described in Section 3.1. Table 3.5 in Section 3.4.1 summarizes
the theoretical loading of active component, particle size of support (sieve fraction),
speciﬁc surface area, and reduction conditions for the tested catalysts.
4.2 Kinetics of Phenol Hydrodeoxygenation
To determine the activity of the catalysts on a quantitative basis, a kinetic model
was developed. In the following, this model is presented as a basis for the later
discussion.
The time dependent development of the conversion of phenol and the yields of cy-
clohexanone, cyclohexanol, and cyclohexane in an experiment with a Ni-V2O5/SiO2
catalyst at 250 ◦C and 100 bar in the batch reactor is shown in Figure 4.2. At
ﬁrst, phenol was converted to primarily cyclohexanol. This yield was maximal at ap-
proximately 3.5 h of reaction. The cyclohexane yield, on the other hand, increased
continuously throughout the experiment, and with an increasing rate toward the end.
Figure 4.2: Conversion of phenol (X) and yields of cyclohexanone, cyclohexanol and
cyclohexane as a function of time over a Ni-V2O5/SiO2 catalyst. The experiments were
conducted with 1 g of catalyst in 50 g of phenol. T = 250◦C, P = 100 bar.
The data in Figure 4.2 indicate a reaction mechanism at 250 ◦C in which hydro-
genation of the aromatic ring occurs as a ﬁrst step followed by deoxygenation, with
cyclohexanol as the intermediate product and cyclohexane as the ﬁnal product. Also,
cyclohexanone and cyclohexene were observed in small amounts. The cyclohexanone
yield reached a maximum of 1.7% after 1 h and then steadily decreased (cf. Figure
4.2). The cyclohexene yield was even less and on the order of 0.01%.
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Shuikin and Erivanskaya [236] suggested that hydrogenation of phenol over Ni
catalysts produces cyclohexanone as the primary product; however the subsequent
hydrogenation of cyclohexanone to cyclohexanol proceeds at a much higher rate, and
therefore, cyclohexanone is seen in only low yields. Similarly, cyclohexene is formed
by dehydration of cyclohexanol followed by quick hydrogenation to cyclohexane.
Overall, the observations from Figure 4.2 and previous literature for nickel catalysts
[236238], Pd/C [129, 131], Pt/C [239], Ni/HZSM-5 [240], and Ni-MoS2/Al2O3 [98]
suggest the reaction scheme depicted in Figure 4.3 with solid arrows, speciﬁcally for
supported metal catalysts.
Figure 4.3: Observed reaction path for HDO of phenol. Solid arrows indicate main
pathways while dashed arrows show the eﬀective conversion steps in the kinetic model.
To verify this, the individual steps of Figure 4.3 were investigated in separate
experiments to quantify the relative rates in one example with a Ni/ZrO2 catalyst.
Initially a 15 min short term isothermal experiment (see Section 3.1.2) was performed
with 50 g of phenol, giving a phenol conversion of 26%.
Cyclohexanone was loaded in the reactor in another short term isothermal exper-
iment and over 4 min of reaction a conversion of 44% was observed.
Cyclohexanol dehydration was quantiﬁed from the standard 5 h experiment where
99.8% conversion of phenol and a yield of 83% cyclohexane was found.
Hydrogenation of cyclohexene was quantiﬁed from a 5 min short term isothermal
experiment with cyclohexene, giving a conversion of 98.7%.
Table 4.1 summarizes ﬁrst order rate constants and turnover frequencies for the
respective reactions from these experiments. This analysis conﬁrmed that the rates
of hydrogenation of cyclohexanone and cyclohexene were signiﬁcantly higher than
the hydrogenation of phenol and dehydration of cyclohexanol.
From the data in Figure 4.2 and 4.3, deoxygenation appears to take place more
readily from a saturated ring than from an unsaturated ring, which has also been
shown elsewhere [15, 40]. This is related to the dissociation energy of the C-O bond
in alcohols [242], which decreases in the following order:
Aromatic alcohol (469kJ/mol) >> Secondary alcohol (385kJ/mol)
≈ Primary alcohol (383kJ/mol) ≈ Tertiary alcohol (379kJ/mol) (4.1)
The data clearly show that the aromatic alcohol (i.e. phenol) has a ∼100 kJ/mol
higher bond dissociation energy than the secondary alcohol (as cyclohexanol) and the
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Table 4.1: Experimetal data for quantifying individual reaction steps in Figure 4.3
over a 5 wt% Ni/ZrO2 catalyst. Turnover frequency (TOF) is calculated from a nickel
crystallite size of 7 nm, a dispersion of 0.20 and normalized to a standard concentration
of 1 mol/l as recommended by Kozuch and Martin [241]. The experiments were made
with 1 g of catalyst and 50 g of feed. T=275 ◦C, P=100 bar.
Reaction 1st order k [ml/(kgcat min)] TOF [s−1]
Phenol hydrogenation 1010 0.10
Cyclohexanone hydrogenation 7200 0.69
Cyclohexanol dehydration 330 0.03
Cyclohexene hydrogenation 43140 >4.1
deoxygenation can therefore more readily take place from the cyclohexanol compared
to the phenol as the C-O bond is markedly weakened.
Because the rates of hydrogenation of both cyclohexanone and cyclohexene are
relative fast and the yields of these compounds are low, the eﬀective reaction scheme
can be described by the dotted arrows in Figure 4.3, which gives the two following
main reactions:
Reaction 1: Phenol + 3H2 −→ Cyclohexanol
Reaction 2: Cyclohexanol + H2 −→ Cyclohexane + H2O
Assuming ﬁrst-order dependency of the hydrocarbon compounds leads to the follow-
ing rate expressions:
r1 = k1 · CPhenol · P nH2 (4.2)
r2 = k2 · CC-hexanol · PmH2 (4.3)
Here ri is the rate of reaction i, ki is the rate constant of reaction i, Ci is the
concentration of either phenol or cyclohexanol, and n and m are the reaction orders
of hydrogen in reaction 1 and 2, respectively. Previous work has shown that 1st order
reactions of guaiacol, anisole, and phenol HDO suﬃciently describes these systems
for simple interpretations [243, 244].
As all the experiments were performed with the same and constant pressure of
hydrogen, the hydrogen pressure can in the current case be included in the rate
constant and thereby give the following lumped rate expressions:
r1 = k
′
1 · CPhenol (4.4)
r2 = k
′
2 · CC-hexanol (4.5)
Here k′1 is the rate constant for the hydrogenation reaction and k
′
2 is the rate constant
for the deoxygenation reaction. By deﬁningX1 as the degree of conversion in reaction
1 relative to the initial phenol concentration and X2 as the degree of conversion in
reaction 2 relative to the initial phenol concentration a stoichiometric table can be
set up as shown in Table 4.2.
Using the expressions for the molar amounts of phenol and cyclohexanol estab-
lished in Table 4.2, the concentrations can be found as:
CPhenol = C0,Phenol · (1−X1) (4.6)
CC-hexanol = C0,Phenol · (X1 −X2) (4.7)
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Table 4.2: Stoichiometric table for eﬀective reaction scheme shown in Figure 4.3.
Compound Phenol Cyclohexanol Cyclohexane
In n0,Phenol 0 0
Change −n0,Phenol ·X1 n0,Phenol ·X1 − n0,Phenol ·X2 n0,Phenol ·X2
Out n0,Phenol · (1−X1) n0,Phenol · (X1 −X2) n0,Phenol ·X2
Here C0,Phenol is the initial concentration of phenol.
The reaction takes place in a batch reactor, for which the mole balances are [199]:
dX1
dt
= k′1 · (1−X1) ·
W
V
(4.8)
dX2
dt
= k′2 · (X1 −X2) ·
W
V
(4.9)
Here W is the mass of catalyst and V is the volume of liquid in the reactor, which
were assumed constant in the derivation and equal to the initial values. On this
basis, the algebraic solution to Eq. 4.8 and 4.9 is:
X1 = 1− exp
(
−k′1 ·
W
V
· t
)
(4.10)
X2 = 1−
k′1 · exp
(
−k′2 ·
W
V
· t
)
− k′2 · exp
(
−k′1 ·
W
V
· t
)
k′1 − k′2
(4.11)
X1 is identical to the conversion of phenol and from Table 4.2 it can be seen that X2
is equivalent to the yield of cyclohexane.
The assumption of constant volume induces an uncertainty in the calculations
since the liquid volume expands as phenol is converted into cyclohexanol/cyclohexane
and water is evolved, while on the other hand some of the liquid evaporates into the
gas phase. Based on stoichiometry and the speciﬁc volumes of the pure compounds,
the liquid volume can be estimated to increase by 18% when phenol is completely
converted to cyclohexanol and by 43% when phenol is completely converted to cy-
clohexane and water. Thus, the expansion of the liquid volume can be described
as:
V = V0 · (1 + 0.18 · (X1 −X2) + 0.43 ·X2) (4.12)
This does not take evaporation into account. By substituting this expression into
Eq. 4.6-4.9 the equation system can be solved numerically. On average this increased
the values of k′1 and k
′
2 in the order of 5%.
However, by a ﬂash calculation using Specs v. 5.62 using the Soave-Redlich-
Kwong equation of state combined with the association equation of state (CPA model
[245, 246]), the equilibrium between the gas phase and the liquid phase at 275 ◦C
and 100 bar was calculated for a mixture of 45 mole% H2, 22 mole% phenol, and
11 mole% of cyclohexane, cyclohexanol, and water (corresponding to a case with
X1 = 50% and X2 = 25% in the current setup). This showed that 45% of the
phenol, 45% of the cyclohexanol, 60% of the cyclohexane, and 90% of the water was
in the gas phase at the speciﬁed conditions.
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Overall, the two phenomena induce changes in the liquid volume during the re-
action, but with opposite eﬀect. The low degree of change observed when using the
expanding volume in Eq. 4.12 in the model indicates that the eﬀect of the changing
volume is limited and therefore the assumption of constant volume does not appear
to cause a marked error. Thus, for all calculations of the kinetic parameters in the
batch reactor experiments, the algebraic expressions of Eq. 4.10 and 4.11 have been
used.
Finally the kinetic model was ﬁtted to the data of Figure 4.2, as shown in Figure
4.4. The dotted lines indicate the ﬁt of the kinetic model to the experimental data.
The calculated values of X1 and X2 were within ±6% and ±2%, respectively, of the
experimental data, which is acceptable considering the simplicity of the model and
the incorporated assumptions. The good correlation between model and experiments
further supports the validity of the implemented assumptions.
Figure 4.4: Fit of the kinetic model to the experimental data from a test with Ni-
V2O5/SiO2. The experiments were made with 1 g of catalyst in 50 g phenol. T=250◦C, P=100 bar.
4.3 Oxide and Methanol Synthesis Catalysts
The results from testing the oxide catalysts at 275 ◦C and 100 bar are shown in
Figure 4.5 in terms of the yields of cyclohexanone, cyclohexanol, and cyclohexane,
and the conversion of phenol. None of the catalysts achieved a conversion >10%.
The NiO-MoO3/Al2O3 catalyst showed some hydrogenation activity with a yield of
4% oxygenated cyclohexanes. However, the activity for HDO over this catalyst was
low, with a yield of cyclohexane of only 0.9%.
Table 4.3 gives a summary of the performance of the catalysts. The carbon
balances of the experiments were reasonably well closed and in most cases were on
the order of -2%. Only the CoO-MoO3/Al2O3 catalyst had a larger carbon deviation
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Figure 4.5: Conversion of phenol (X) and yields of cyclohexanone, cyclohexanol,
and cyclohexane from experiments with diﬀerent types of oxide catalysts ("Oxide") and
methanol synthesis catalysts ("Methanol Synthesis") and for the blank experiment. The
experiments were conducted with 0.5 g of catalyst in 10 g of phenol and 40 ml of water.
T = 275◦C, P = 100 bar. The reaction time was 4 h.
of -8.5%. As the conversion of phenol was 9% on this catalyst, it could indicate that
this catalyst mainly was active for cracking.
Prasomsri et al. [247] did observe HDO activity of bulk V2O5, Fe2O3, CuO, WO3,
and MoO3 catalysts in a continuous ﬂow reactor for acetone and anisole deoxygena-
tion in the gas phase at atmospheric pressure and 400 ◦C, with MoO3 performing
the best. In contrast to their study for which temperatures of 400 ◦C were required
to deoxygenate anisole, much lower temperatures were used in the current screen-
ing. The higher temperature requirement is probably linked to the inability of the
catalyst to hydrogenate the anisole and instead being forced to break the stronger
C-O bond of the aromatic alcohol compared to the saturated form, as discussed in
Section 4.2 (see Eq. 4.1).
Figure 4.5 also shows the results of the screening of the methanol synthesis cata-
lysts (Cu/SiO2, NiCu/SiO2, and Cu/ZnO/Al2O3). This group of catalysts also had
a low activity. Cu/ZnO/Al2O3 had a conversion of ∼9%, but primarily was selective
toward hydrogenation, with cyclohexanol and cyclohexanone constituting 91% of the
product. NiCu/SiO2 had a conversion of 7%, but according to the carbon balance
(cf. Table 4.3) half of the measured conversion was not accounted for.
Among these catalysts, Cu/ZnO/Al2O3 was the best performing, with the highest
conversion and a good closure of the carbon balance (∆C = -0.2%). However, as the
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Table 4.3: Overview of results from diﬀerent oxide catalysts and methanol synthesis
catalysts. k′1 is the rate constant for hydrogenation, k′2 is the rate constant for de-
oxygenation, and ∆C is the deviation in the carbon balance. The experiments were
conducted with 0.5 g of catalyst in 10 g of phenol and 40 ml of water. T = 275◦C,
P = 100 bar. The reaction time was 4 h.
Catalyst k′1 [ml/(kgcat min)] k
′
2 [ml/(kgcat min)] ∆C [%]
Blank - - 0.0
MnO/C 1 7 -1.1
WO3/C 1 10 -1.4
MoO3/C 2 4 -3.1
V2O5/C 1 3 -1.4
NiO-MoO3/Al2O3 5 20 -2.2
CoO-MoO3/Al2O3 6 0 -8.5
Cu/ZnO/Al2O3 8 10 -0.2
NiCu/SiO2 7 28 -3.9
Cu/SiO2 1 50 -0.1
product primarily was cyclohexanol the potential of this catalyst seems limited in
the context of HDO.
Ardiyanti et al. [248] previously investigated Cu/Al2O3 and NiCu/Al2O3 cata-
lysts at varying Ni/Cu ratios for HDO of anisole at 300 ◦C and 10 bar in a continuous
ﬂow reactor. In these studies, it was observed that the pure Cu catalyst was unable
to perform HDO of the anisole, as the only product was phenol. For NiCu/Al2O3, the
best catalyst was obtained with a 8:1 Ni:Cu weight ratio. In agreement with this, we
also observed improved activity of the NiCu/SiO2 (with a Ni:Cu ratio of 1) catalyst
relative to that of Cu/SiO2, but the activity of NiCu/SiO2 was not optimized as in
the work of Ardiyanti et al. [248]. The results indicate that the Ni loading has to be
markedly higher than the Cu loading to achieve good HDO activity.
Summarizing, the apparent order of activity for the tested oxide and methanol
catalysts was:
Cu/ZnO/Al2O3 ≈ NiO-MoO3/Al2O3 ≈ NiCu/SiO2 > Cu/SiO2
> MnO/C,WO3/C,V2O5/C,CoO-MoO3/Al2O3
Commonly, none of the catalysts achieved high conversion under these conditions be-
cause of their inability to hydrogenate the aromatic ring of phenol (cf. hydrogenation
rate constants in Table 4.3).
4.4 Reduced Noble Metal Catalysts
In the experiments with reduced noble metal catalysts, higher conversions were ob-
served compared to the oxide and methanol synthesis catalysts. Thus, pure phenol
was used for these experiments, as this gave consistency. The reaction temperature
and pressure were kept the same.
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Figure 4.6 summarizes the conversion of phenol and the yields of cyclohexanol,
cyclohexane, and dicyclohexyl ether from the experiments with noble metal cata-
lysts. All the catalysts gave complete conversion of the phenol by a relatively fast
hydrogenation reaction to cyclohexanol. The subsequent HDO more favorably took
place on the ruthenium catalyst than on the platinum and palladium catalysts. The
ruthenium catalyst provided a yield of 52% cyclohexane relative to 1% and 11% on
the platinum and palladium catalysts, respectively. The palladium catalyst further-
more had a high yield of dicyclohexyl ether of 21%, i.e. higher than the cyclohexane
yield.
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Figure 4.6: Conversion of phenol (X) and yields of cyclohexanol, cyclohexane, and
dicyclohexyl ether from experiments with diﬀerent types of reduced noble metal catalysts.
The experiments were conducted with 1 g of catalyst in 50 g of phenol. T = 275◦C,
P = 100 bar. The reaction time was 5 h.
Table 4.4 summarizes the kinetic parameters of the reactions. The hydrogenation
rate constants (k′1) were on the same order of magnitude for Ru/C and Pd/C, but
Pt/C had a rate of hydrogenation ∼1 order of magnitude higher. In general, all three
catalysts, however, were good hydrogenation catalysts, achieving 100% conversion of
the phenol in the 5 h experiments.
With regard to the hydrodeoxygenation step (k′2) the catalytic activity of Ru/C
was 1 order of magnitude higher than that of Pd/C, and 2 orders of magnitude
higher than that of Pt/C. This analysis does not take into account that the primary
part of the deoxygenation for the Pd/C catalyst was taking place by the ether-
forming reaction, and k′2 is therefore not completely descriptive of the aﬃnity for
deoxygenation on Pd/C. Nevertheless, the trend is clear.
The carbon balance in Table 4.4 shows that all the tested catalysts lacked on
the order of 5-10% carbon. Analysis of the gas phase from the Ru/C experiment
by sampling in a gas bag and then analyzing on a GC-TCD instrument showed the
presence of CO2, CH4, and CO. Furthermore, traces of pentane, hexane, ethanol,
methanol, and acetone could be identiﬁed in the oil phase. This shows that cracking
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Table 4.4: Overview of results from the reduced noble metal catalysts. dM is the metal
particle size measured by XRD, k′1 is the rate constant for hydrogenation, k′2 is the
rate constant for deoxygenation, and ∆C is the deviation in the carbon balance. The
experiments were conducted with 1 g of catalyst in 50 g of phenol. T = 275◦C, P = 100
bar. The reaction time was 5 h.
Catalyst dM [nm] k′1 [ml/(kgcat min)] k
′
2 [ml/(kgcat min)] ∆C [%]
Ru/C 7 1950a 115 -10.8
Pt/C 4 31200b 1 -11.8
Pd/C 6 1840c 19 -6.1
aDetermined from an 18 min isothermal experiment at 275 ◦C with 50% phenol conversion.
bDetermined from a 10 min isothermal experiment at 275 ◦C with 99.8% phenol conversion.
cDetermined from a 16 min isothermal experiment at 275 ◦C with 44% phenol conversion.
reactions take place on the Ru/C catalyst. It has previously been shown that Ru/C
can produce CH4 and CO2 from guaiacol at temperatures above 250
◦C [134]. Elliott
and Hart [134] linked the production of these gases to aqueous phase reforming,
which for Ru/C has been shown to occur under similar conditions [249].
Overall, the apparent order of activity for deoxygenation for the tested noble
metal catalysts for HDO of phenol was found to be:
Ru/C > Pd/C > Pt/C
In agreement with this, Elliott and Hart [134] found Ru/C to be a better catalyst
than Pd/C for the conversion of guaiacol in a batch reactor. Wildschut et al. [68]
identiﬁed Ru/C and Pd/C as better performing catalysts compared to Pt/C for bio-
oil HDO in a batch reactor. Lee et al. [250] identiﬁed Ru/SiO2-Al2O3 as the best
performing catalyst for guaiacol HDO in comparison to platinum and palladium.
Adriyanti et al. [251] found Pd/ZrO2 to be a better catalyst for bio-oil HDO in a
batch reactor compared to Pt/ZrO2. Thus, the current results for HDO over noble
metal catalysts are in good agreement with the literature, which all point toward
ruthenium being one of the best performing noble metals for HDO and with Pd
being more eﬃcient than Pt. The kinetic model revealed that the reason for this is
that Pt is a relatively poor deoxygenation catalyst but a very good hydrogenation
catalyst.
The reason for ruthenium being the best performing noble metal could be cor-
related to the aﬃnity of the metals to bind oxygen. Nørskov et al. [252] showed
by density functional theory (DFT) calculations that the binding energies of oxy-
gen relative to water (∆EO) were -0.01 eV, 1.53 eV, and 1.57 eV on Ru, Pd, and
Pt, respectively. Thus, ruthenium has the strongest binding energy with respect to
oxygen, and platinum the weakest, which correlates with the aﬃnity for performing
deoxygenation.
In this work the eﬀect of support was not investigated, but previous work has
shown that the type of support can signiﬁcantly increase the activity of noble metal
catalysts. Lee et al. [250] tested noble metal catalysts on C, Al2O3, and SiO2-Al2O3
for guaiacol HDO at 250 ◦C and 40-70 bar in a batch reactor. Their work showed
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that the activity of all the supported noble metal catalysts was improved in the order
of increasing support acidity, i.e. an apparent order of activity of: NM/SiO2-Al2O3
> NM/Al2O3 > NM/C, where NM is a noble metal. Similar, Foster et al. [253] also
observed increasing catalytic activity for HDO of m-cresol over platinum catalysts
with increasing acidity of the support at 260 ◦C and 1 atm in a packed bed reactor
setup. Both studies point toward an acidic support possibly can increase the activity
of the noble metal catalysts. The role of support is discussed further in Section 4.5.1.
4.5 Reduced Non-noble Metal Catalysts
Prior to the activity tests of the non-noble metal catalysts, the required reduction
temperatures were determined by H2-TPR. Table 4.5 summarizes the results of these
measurements, showing the temperature intervals where the reduction took place.
Detailed TPR proﬁles can be found in Appendix D.
Table 4.5: Results from H2-TPR of the reduced non-noble metal catalysts. Start and
end indicate the temperature interval where reduction was observed. TPR proﬁles can
be found in Appendix D. Gas: 5% H2 in N2, Flow: 100 Nml/min, Heating ramp: 5◦C/min up to 300 ◦C, 1 ◦C/min from 300 ◦C to 500 ◦C, and 5 ◦C/min from 500 ◦C
to 700 ◦C, Sample amount: 20-40 mg.
Catalyst Start [◦C] End [◦C] Mass loss [wt%] Theoretical mass loss
Co/SiO2 260 520 1.0 1.4
Ni/SiO2 305 365 1.4 1.4
Ni/Al2O3 310 505 0.9 1.4
Ni/CeO2 280 335 1.3 1.4
Ni/CeO2-ZrO2 295 500 1.2 1.4
Ni/ZrO2 310 485 1.4 1.4
Ni/MgAl2O4 305 500 0.6 1.4
Ni/C 360 505 1.1 1.4
Ni-V2O5/SiO2 300 390 3.1 5
For the nickel-based catalysts, the theoretical mass loss is 1.4 wt% for a nickel
loading of 5 wt%, assuming that all nickel is reduced from NiO to Ni. Generally,
the measured mass loss was close to the theoretical mass loss. The largest deviation
was seen in the case of Ni/Al2O3 and Ni/MgAl2O4 with measured mass losses of 0.9
wt% and 0.6 wt%, respectively. For these catalysts, the XRD analysis of the used
catalysts revealed that the nickel to some extent was interacting with the supports,
forming a mixed oxide with the alumina or spinel. These oxides have been shown to
retard reduction, resulting in the observed lower degree of reduction [254].
For Ni-V2O5/SiO2, complete reduction of the nickel and vanadium into NiV/SiO2
would result in a theoretical mass loss of 5 wt%. However, only 3.1 wt% weight loss
was observed, showing that the catalyst was not completely reduced and probably
still contained vanadium in the form of oxides even at 700 ◦C.
Overall, the identiﬁed end temperatures from the TPR analysis are judged to be
suﬃcient for complete reduction. The actual reduction temperature, which is given
in Table 3.5, was set higher for the individual samples to ensure complete reduction.
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Three reduced non-noble metals were tested: Ni/SiO2, Co/SiO2, and Fe/SiO2.
These were chosen on the basis of their known hydrogenation activity in other pro-
cesses [208, 255257]. Figure 4.7 shows the comparison between the activities of
these three catalysts. Ni/SiO2 was the most active catalyst with a conversion of
80%, compared to 3.2% and 0.8% for Co/SiO2 and Fe/SiO2, respectively.
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Figure 4.7: Conversion of phenol (X) and yields of cyclohexanol and cyclohexane from
experiments with diﬀerent types of reduced non-noble metal catalysts. The experiments
were conducted with 1 g of catalyst in 50 g of phenol. T = 275◦C, P = 100 bar. The
reaction time was 5 h.
The kinetic data for the three catalysts are listed in Table 4.6. The k′1 rate
constants of Co/SiO2 and Fe/SiO2 were 5 ml/(kgcat min) and 1 ml/(kgcat min),
respectively, showing that Co/SiO2 was the better hydrogenation catalyst of the
two. However, k′1 was two orders of magnitude larger for Ni/SiO2 in comparison.
k′2 was on the same order of magnitude for Co/SiO2 and Fe/SiO2, but signiﬁcantly
larger for Ni/SiO2, as seen from Table 4.6.
XRD of the spent Ni/SiO2, Co/SiO2, and Fe/SiO2 showed the active metals to
be reduced and to have similar metal particle sizes.
In summary, the apparent order of activity for the three non-noble metal catalysts
is:
Ni/SiO2  Co/SiO2 > Fe/SiO2 (4.13)
The better performance of Co/SiO2 compared to that of Fe/SiO2 is due to a better
activity for hydrogenation on this catalyst. Finding similar results, Filley and Roth
[258] investigated cobalt and iron supported on alumina for HDO of guaiacol at
atmospheric pressure and 350 ◦C and did not ﬁnd any notable activity. Yakovlev et
al. [116] investigated both cobalt and nickel catalysts for HDO of anisole at 300 ◦C
and 10 bar of hydrogen and found that Co/SiO2 was practically inactive compared
to Ni/SiO2, which is similar to the results of this work.
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Table 4.6: Overview of results from reduced non-noble metal catalysts. dM is the
metal particle size measured by XRD, k′1 is the rate constant for hydrogenation, k′2 is
the rate constant for deoxygenation, and ∆C is the deviation in the carbon balance.
NH3 ads. (adsorption) is the ammonia saturation measured by NH3-TPD, the data
is distinguished in weak and strong adsorption with weak being the signal recorded for
desorption peaks below 200 ◦ and strong being above. The experiments were conducted
with 1 g of catalyst in 50 g of phenol. T = 275◦C, P = 100 bar. The reaction time was
5 h.
Catalyst dM k′1 k
′
2 ∆C NH3 ads. [µmol/gcat]
[nm] [ml/(kgcat min)] [%] Weak Strong
Co/SiO2 12 5 52 -2.6 - -
Fe/SiO2 12 1 64 -0.3 - -
Ni/SiO2 9 230 159 -4.2 40 -
Ni/Al2O3 7 3200
a 100 -0.5 210 220
Ni/CeO2 8 21800
b 6 -8.0 - 400
Ni/CeO2-ZrO2 6 10500
c 13 -6.3 - 250
Ni/ZrO2 7 1010
d 361 -1.1 210 210
Ni/MgAl2O4 10 6580
e 25 -4.4 140 150
Ni/C 14 3 121f -2.0 30 -
Ni-V2O5/SiO2 - 1160 136 -0.8 60 -
Ni-V2O5/ZrO2 - 701 256 -1.5 130 230
aDetermined from a 13 min isothermal experiment at 275 ◦C with 54% phenol conversion.
bDetermined from a 10 min isothermal experiment at 275 ◦C with 98.7% phenol conversion.
cDetermined from a 15 min isothermal experiment at 275 ◦C with 95% phenol conversion.
dDetermined from a 15 min isothermal experiment at 275 ◦C with 26% phenol conversion.
eDetermined from a 10 min isothermal experiment at 275 ◦C with 74% phenol conversion.
fDetermined from a 4 h experiment at 275 ◦C with cyclohexanol as the feed instead of phenol.
4.5.1 Support Eﬀect on Nickel Catalysts
With nickel identiﬁed as the best performing of the tested non-noble metal catalysts,
this was chosen for further investigation with respect to the inﬂuence of support.
Seven diﬀerent types of supports of comparable speciﬁc surface areas (cf. Table
3.5) were tested and very diﬀerent activities were observed, as summarized in Fig-
ure 4.7. Ni/C was the only catalyst with practically no activity and a conversion
of only 2%. On the other hand, Ni/CeO2, Ni/CeO2-ZrO2, and Ni/MgAl2O4 were
very active for hydrogenation with conversions of 100%, but less active for deoxy-
genation with yields of cyclohexane of 4%, 8%, and 12%, respectively. Ni/Al2O3
had a high activity for both hydrogenation and deoxygenation with a conversion of
100% and a yield of 46% cyclohexane. Ni/SiO2 gave a yield of cyclohexane on the
same order of magnitude (38%), but was signiﬁcantly less active for hydrogenation
with a conversion of 80%. Ni/ZrO2 was the overall best performing catalyst under
these conditions with complete conversion of phenol and a high selectivity toward
cyclohexane (YC-hexane = 83%).
The kinetic data in Table 4.6 show that Ni/CeO2 had the highest hydrogenation
rate constant (k′1) followed by Ni/CeO2-ZrO2. Both catalysts showed hydrogenation
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rate constants one order of magnitude higher than those of Ni/MgAl2O4, Ni/Al2O3,
and Ni/ZrO2, decreasing in that order. Ni/SiO2 had a hydrogenation rate constant
two orders of magnitude lower than that of Ni/CeO2.
In contrast, the Ni/CeO2 catalyst had practically no activity for deoxygenation.
The deoxygenation activity of Ni/CeO2-ZrO2 and Ni/MgAl2O4 was 2-5 times larger
than for Ni/CeO2, but still low yields of cyclohexane were produced. Only Ni/ZrO2,
Ni/SiO2, and Ni/Al2O3 had relatively high rates of deoxygenation, decreasing in that
order. An interesting aspect of this is that Ni/SiO2 had a higher rate constant for
deoxygenation than Ni/Al2O3, but because Ni/Al2O3 had a higher rate of hydro-
genation, the cyclohexane yield with the Ni/Al2O3 catalyst was higher than that
with the Ni/SiO2 catalyst.
Ni/SiO2 and Ni/ZrO2 were additionally tested as catalysts where the support had
initially been promoted by vanadium before impregnation with nickel. The results
of these experiments are also shown in Figure 4.7, while kinetic data are listed in
Table 4.6. For Ni-V2O5/SiO2 the rate of hydrogenation was signiﬁcantly increased
compared to that of the pure Ni/SiO2 catalyst. The cyclohexane yield also increased,
which was primarily caused by the increased rate of hydrogenation, as the rate of
deoxygenation did not change between the Ni-V2O5/SiO2 and Ni/SiO2 catalysts (cf.
Table 4.6). The Ni-V2O5/ZrO2 catalyst performed slightly worse than the non-
vanadium-doped catalyst, as both the yield of cyclohexane and the rate constants
were lower. Overall, it was observed that addition of vanadium primarily inﬂuenced
the hydrogenation rate of the catalysts.
The carbon balances listed in Table 4.6 show an adequate closure in most cases.
The largest deviation was found for the Ce-containing supports, where 6-8% of the
carbon was unrecovered. This indicates that either cracking or coke deposition could
take place on these catalysts. On the other hand, for the two best performing cat-
alysts, Ni/ZrO2 and Ni/Al2O3, the carbon balance deviation was on the order of
1% indicating that these catalysts were less prone to coke deposition. In general,
better closure of the carbon balance was found for the nickel-based catalysts than
for the noble metal catalyst (cf. Table 4.4 and 4.6) showing that these catalysts had
a weaker tendency to cause cracking.
NH3-TPD was performed, giving information about the total amount of available
acid sites on the catalysts (see Table 4.6). The total acidity of the supports decreases
in the following order:
Ni/Al2O3 ≥ Ni/ZrO2 ≥ Ni/CeO2 > Ni-V2O5/ZrO2 > Ni/MgAl2O4
> Ni/CeO2-ZrO2  Ni-V2O5/SiO2 > Ni/SiO2 > Ni/C
Via comparison of this to the apparent order of activity discussed above (or see Table
4.6), it follows that the amount of available acid sites (as measured by NH3-TPD) and
the HDO activity are not directly correlated. Most notable is Ni/SiO2, which prac-
tically contains no acid sites but is found to be one of the three best HDO catalysts
(of the investigated nickel catalysts). However, comparing only the rate constant
for hydrogenation to the acidity gives some consistency as the poor hydrogenation
catalysts (Ni/SiO2 and Ni/C) have very little acidity, while the catalysts with better
hydrogenation aﬃnity all have higher acidity. However, the acidity measurements
do not reveal the true acidic nature of the catalyst under experimental conditions,
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as the reducing atmosphere in the experiments will result in an increased level of
formation of oxygen vacancy sites and thereby acid sites [259262].
A better understanding of this is gained by plotting the hydrogenation activity
relative to the metal-oxygen bond strength (E(M-O)) of the support, as shown in
Figure 4.8. This reveals that oxide supports with low metal-oxygen bond energy
had the highest activity for hydrogenation. Low M-O bond energies can be linked
to the tendency for oxygen vacancy site generation in the oxide [263, 264], and these
vacancy sites will function as Lewis acid sites [262, 264]. Thus, the best performing
hydrogenation catalyst is therefore the catalyst with the strongest tendency to form
Lewis acid sites in the oxide structure and that is most likely on the supports with the
lowest metal-oxygen bond energy. Because of this eﬀect, introducing V2O5 to a SiO2
support causes formation of more vacancy sites because of the lower metal-oxygen
bond energy of V2O5 (12.3 eV) compared to that of SiO2 (34.2 eV) and thereby
increases the hydrogenation activity (cf. Table 4.6). In contrast, doping ZrO2 with
V2O5 does not induce any large changes as the metal-oxygen bond energies are
relatively close (14.2 eV compared to 12.3 eV, respectively).
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Figure 4.8: Hydrogenation activity as a function of the metal-oxygen bond strength
(E(M-O)) of the pure support. Only hydrogenation rate constants for nickel catalysts
supported on pure oxides from Table 4.6 are plotted. E(M-O) data from Idriss and
Barteau [264].
A similar correlation to the metal-oxygen bond energy could not be made with
respect to the deoxygenation aﬃnity, which indicates that this reaction does not rely
on the activation on oxygen vacancies in the support.
Taking the yield of cyclohexane as the primary parameter for the ranking, the
apparent order of activity for HDO of phenol with nickel on diﬀerent supports can
be summarized as:
Ni/ZrO2 > Ni-V2O5/ZrO2 > Ni-V2O5/SiO2 > Ni/Al2O3 > Ni/SiO2
 Ni/MgAl2O4 > Ni/CeO2-ZrO2 ≈ Ni/CeO2  Ni/C
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It may be expected that the nickel particle size will inﬂuence the kinetics of the
reactions, so it is important to note that the ranking presented here was made for
catalysts with roughly the same nickel particle size (cf. Table 4.6).
Comparing k′2 values for the most active nickel catalyst: Ni/ZrO2, Ni-V2O5/ZrO2,
Ni-V2O5/SiO2, Ni/Al2O3, and Ni/SiO2 shows that all values are on the same order
of magnitude (ranging from 100-361 ml/(kgcat min)). The diﬀerences are probably
related to support-metal interaction.
On the other hand, Ni/MgAl2O4, Ni/CeO2-ZrO2, and Ni/CeO2 all have lower
k′2 values. For the Ni/MgAl2O4 catalyst, TPR showed that it was hard to reduce
(cf. Table 4.5), indicating that part of the nickel is interacting with the support,
as also indicated by XRD (cf. Section 4.5). This could be the reason for the poor
performance of this catalyst.
For the catalysts with Ce-containing supports the carbon balance indicated a ten-
dency toward cracking/coke formation, and therefore the poor deoxygenation per-
formance of these catalysts could be related to potential deactivation of the deoxy-
genating sites by carbon deposition. However, no further investigations into these
issues have been performed.
Obviously, Ni/C exhibited behavior markedly diﬀerent from that of the other
supports. Hence, this catalyst was tested in an experiment in which 50 g of cyclo-
hexanol was used as feed with 1 g of catalyst at 100 bar and 275 ◦C for 4 h. In this
experiment, a conversion of 47% was observed with a yield of 42% cyclohexane, the
remaining product being primarily dicyclohexyl ether (4% yield). Thus, despite not
being active for hydrogenation of the aromatic ring of phenol, this catalyst was found
to be active for deoxygenation. Calculating the kinetic rate constant for this reac-
tion (corresponding to k′2) further showed that the deoxygenation capability of this
catalyst was on the same order of magnitude as those of the other nickel catalysts,
as shown in Table 4.6.
Hence, all catalysts supported on oxides are active for both hydrogenation and
deoxygenation, but with diﬀerent rates. In contrast, the carbon-supported catalyst
is active for only the deoxygenation reaction. In a continuation of the discussion in
Section 2.4.1.2, it follows that the dual action of the catalyst primarily is required
in the hydrogenation of complex molecules as phenol. On the other hand, the de-
oxygenation can take place on the nickel surfaces. Thus, we suggest a mechanism as
sketched in Figure 4.9 for the HDO of phenol over nickel catalysts. The coordina-
tively unsaturated metal sites in the oxide surface often behave like Lewis acids, and
the surface oxygen behaves like Lewis bases [262]. Thus, the activation of phenol on
the oxide can take place by heterolytic dissociation of the O-H bond on the oxide
where the hydrogen from the phenol is adsorbed on an oxygen site in the oxide sur-
face layer and a metal vacancy site stabilizes the phenoxide ion. Generally, alcohols
have been found to almost always adsorb by heterolytic dissociation on metal oxides
[262]. Supporting this, Popov et al. [137] observed phenoxide formation on Al2O3
when studying adsorption of phenol via IR spectroscopy. Liu et al. [265] concluded
that when phenol is adsorbed at a Lewis acid site, one of the carbons in the aromatic
ring becomes highly nucleophilic and thereby receptive to electrophiles, such as H+.
Thus, the phenoxide will interact with a nickel particle where hydrogen has been
adsorbed, thereby facilitating the saturation of the double bounds and producing
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cyclohexanone. These steps are all illustrated in Figure 4.9. The cooperative eﬀect
of the support and active metal has also been found for the phenol hydrogenation
on palladium catalysts where the activity for hydrogenation can be signiﬁcantly in-
creased by the introduction of a Lewis acid because of the activation of the phenol
on the Lewis sites [265267].
Figure 4.9: Proposed reaction mechanism for HDO of phenol over an oxide-supported
nickel catalyst (here Ni/ZrO2). Gray spheres represent nickel atoms.
The formed cyclohexanol can directly react with the exposed metallic nickel sur-
faces as shown in Figure 4.9 by adsorption at the OH-group. The actual deoxygena-
tion step probably takes place by a dehydration reaction, forming cyclohexene, as
proposed in the reaction scheme of Figure 4.3. The cyclohexene can subsequently
be hydrogenated into cyclohexane as the ﬁnal product. This reaction mechanism is
more complex than that described in Figure 4.1(b).
In summary, among all tested catalysts, only those catalysts that showed both
good hydrogenation and deoxygenation capabilities performed well, as a key step in
the HDO of phenol under the tested conditions is the weakening of the C-O bond
obtained by hydrogenation of the aromatic ring, as described in Section 4.2. Hydro-
genation of an aromatic hydrocarbon is, however, not trivial as these are considered
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to bind weakly to metal catalysts compared to conventional alkenes [268, 269], but
adsorption on Lewis acid sites on the support appears to aid in this task.
4.6 Conclusion
Screening experiments have been performed to identify eﬃcient catalysts for HDO
of phenol at intermediate temperature and pressure (275 ◦C and 100 bar) in a batch
reactor. Four groups of catalysts were investigated: oxide catalysts, methanol synthe-
sis catalysts, reduced noble metal catalysts, and reduced non-noble metal catalysts,
totaling 23 catalytic systems.
Across the series of investigated catalysts distinct diﬀerences were observed in the
catalytic activity. Listing the apparent order of activity for all the tested catalysts,
the following was found:
Ni/ZrO2 > Ni-V2O5/ZrO2 > Ni-V2O5/SiO2 > Ru/C > Ni/Al2O3 > Ni/SiO2
 Pd/C > Ni/MgAl2O4 > Ni/CeO2-ZrO2 ≈ Ni/CeO2 > Pt/C
 Cu/ZnO/Al2O3 ≈ NiO-MoO3/Al2O3 ≈ NiCu/SiO2 > Cu/SiO2
> Co/SiO2 > Ni/C > Fe/SiO2,MnO/C,WO3/C,V2O5/C,CoO-MoO3/Al2O3
The tested oxide and methanol synthesis catalysts had a low activity for the HDO of
phenol under the given conditions, which was linked to their inability to hydrogenate
the phenol ring. Reduced metal catalysts of both noble and non-noble metals were
signiﬁcantly more active. On these catalysts, HDO of phenol proceeds by an ini-
tial hydrogenation to cyclohexanone, which is rapidly hydrogenated to cyclohexanol.
This can then in a second step be dehydrated to cyclohexene, which is rapidly hydro-
genated to cyclohexane. The hydrogenation of the aromatic ring causes a weakening
of the C-O bond, making the deoxygenation more favorable from cyclohexanol than
from phenol.
A kinetic model revealed that the best hydrogenation catalyst not necessarily was
the best deoxygenation catalyst. Pt/C, Ni/CeO2, and Ni/CeO2-ZrO2 were found to
be the best performing hydrogenation catalysts, with their eﬀectiveness decreasing
in that order, but were all found to have low activity for deoxygenation.
Nickel was the best performing reduced non-noble metal catalyst and was there-
fore tested on diﬀerent supports. Oxide supports showed good activity, while a
non-oxide support (as carbon) showed no activity for phenol HDO. However, Ni/C
was active for HDO of cyclohexanol showing that the activation of the phenol prior
to the hydrogenation takes place on an oxygen vacancy site on the oxidic support,
but the subsequent deoxygenation likely takes place directly on the nickel particles.
Noble metal catalysts, in contrast to nickel, performed well on carbon supports,
showing that these metals on their own have the required aﬃnity for phenol activation
probably by direct interaction with the aromatic ring. Ruthenium was found to
be the most active catalyst of the carbon-supported transitions metals, but overall,
Ni/ZrO2 was the best performing catalyst, with balanced rates of both hydrogenation
and deoxygenation. Thus, nickel appears to be a promising catalyst for HDO with a
prospective activity and an appealing price.
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Chapter5
Structure Sensitivity of Nickel Based
Catalysts for the Hydrodeoxygenation of
Phenol
Abstract
Hydrodeoxygenation (HDO) of phenol over diﬀerent sizes of nickel nano-particles (5-
22 nm) supported on SiO2 has been investigated in a batch reactor at 275
◦C and 100
bar. Deoxygenation was only observed as a consecutive step of the hydrogenation of
phenol. Rapid hydrogenation of phenol was achieved on the large particles, while the
rate of deoxygenation of cyclohexanol was slow. For hydrogenation, the turn over
frequency (TOF) was 85 times slower for 5 nm particles than for 22 nm particles.
Contrary, the TOF of cyclohexanol deoxygenation increased by a factor of 20 with
decreasing particle size. A kinetic model showed that the rate limiting step for phenol
HDO shifted from deoxygenation to hydrogenation when the particle size was below
9-10 nm. Surface site population theory and a simple Langmuir-Hinshelwood kinetic
model evidenced that the deoxygenation reactions were favored on step/corner sites,
giving higher deoxygenation rates at small particles. For hydrogenation, the inﬂuence
of particle size may be caused by a certain minimum size of the surface facets or by
competitive adsorption on hydrogenation sites.
83
5.1 Introduction
From the screening work in Chapter 4, supported reduced nickel was identiﬁed as
a prospective catalytic system for HDO of phenol. For metal supported catalysts,
it is known that the activity of the catalyst can be altered by changing the metal
particle size as this will induce a change in the fraction of available surface sites
(facet sites, step sites, and corner sites) [270, 271]. Such structure-performance rela-
tions have been observed in: steam reforming over supported noble metal and nickel
catalysts [272274], methanation reaction over nickel catalysts [275, 276], Fischer-
Tropsch synthesis on cobalt and ruthenium catalysts [277280], CO oxidation over
supported gold catalysts [281284], CO and NO oxidation over Pt based catalysts
[285], and oxygen reduction on Pt based catalysts [286, 287]. However, no similar
work has yet been done in the area of HDO.
In the current work the kinetics over a 5 wt% Ni/SiO2 catalyst has been inves-
tigated in the batch reactor setup described in Section 3.1 with special emphasis on
understanding the inﬂuence of metal particle size and the relationship between the
hydrogenation and deoxygenation reactions taking place for HDO of phenol.
5.2 Results
Ni/SiO2 was prepared using four diﬀerent reduction methods (Red. 1-4, as described
in Section 3.4.2) to investigate the eﬀect of the metal particle size on the catalytic
performance. The particle sizes were measured on the basis of ETEM images at
450 ◦C and 2.5 mbar H2. Figure 5.1 shows sample images from each of the four
catalysts and the particle size distribution. The number based average particle size
of the four samples was 22±3 nm, 14±3 nm, 10±3 nm, and 5±2 nm for respectively
Red. 1, Red. 2, Red. 3, and Red. 4. The sub-ﬁgure to each picture show the
Gaussian function ﬁtted to the size distribution. Overall the four samples represent
very diﬀerent average particle sizes and relatively narrow particle size distributions.
The diﬀerent catalysts were tested in the batch reactor setup with 50 g of phenol
as reactant at 275 ◦C and 100 bar for 5 h. Figure 5.2 shows the conversion of
phenol and the yields of cyclohexane and cyclohexanol for these experiments. The
conversion of phenol increased as a function of the particle size. A conversion of
phenol of 41% was obtained for the 5 nm particles, but ca. 100% for both the 14 nm
and 22 nm cases. This is intuitively a somewhat surprising result since decreasing
particle size, i.e. increasing dispersion, is normally expected to increase the rate of
catalytic reactions, and not the opposite. It can further be seen that the yield of
cyclohexanol increased with increasing particle size, while the cyclohexane yield had
a maximum for the 10 nm particle size and was lowest in the case of the largest
particles. However, the case with the lowest particle size had the highest selectivity
toward cyclohexane, with practically no cyclohexanol in the products.
Generally, cyclohexane and cyclohexanol constituted the primary products from
the reaction with a combined selectivity in the order of 80-90%. Besides these, cy-
clohexanone (up to 10% selectivity), cyclohexene (up to 5% selectivity), and bicyclic
compounds such as dicyclohexyl ether and bicyclohexyl (up to 5% selectivity) were
identiﬁed as the major byproducts. Overall supporting the reaction scheme in Figure
4.3.
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(a) Red. 1. (b) Red. 1. (c) Red. 2. (d) Red. 2.
(e) Red. 3. (f) Red. 3. (g) Red. 4. (h) Red. 4.
Figure 5.1: ETEM images of the Ni/SiO2 catalysts showing particle sizes and particle
size distribution and Gaussian ﬁt of Red. 1 (a,b), Red. 2 (c,d), Red. 3 (e,f), and Red.
4 (g,h).
Figure 5.2: Conversion of phenol (X) and yields of cyclohexanol and cyclohexane as
a function of the nickel particle sizes on Ni/SiO2 catalysts. The experiments were made
with 1 g of catalyst in 50 g phenol. T=275 ◦C, P=100 bar, reaction time=5 h.
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As presented in Table 5.1, the carbon balance closed well in all experiments. Only
Red. 5 had a loss of more than 6% carbon, but the other experiments were closed
within 2%.
Table 5.1: Overview of results from the Ni/SiO2 catalysts with diﬀerent particle sizes.
dNi is the nickel crystallite size measured by ETEM, k′1 is the rate constant for hy-
drogenation, k′2 is the rate constant for deoxygenation, and ∆C is the deviation in the
carbon balance. The experiments were made with 1 g of catalyst in 50 g phenol. T=275
◦C, P=100 bar, reaction time=5 h.
Sample dNi [nm] k′1 [ml/(kgcat min)] k
′
2 [ml/(kgcat min)] ∆C [%]
Red. 1 22± 3 1830a 8 -0.7
Red. 2 14± 3 900b 70 -5.5
Red. 3 10± 3 220 180 -0.2
Red. 4 5± 2 80 650 -1.6
aDetermined from a 15 min isothermal experiment at 275 ◦C with 40% phenol conversion.
bDetermined from a 15 min isothermal experiment at 275 ◦C with 21% phenol conversion.
The data in Figure 5.2 were used to ﬁt values of k′1 and k
′
2 in the kinetic model
introduced in Section 4.2. For Red. 1 and Red. 2 (where 100% conversion was
achieved during the 5 h experiments presented in Figure 5.2), additional 15 min
experiments were performed to determine k′1. The kinetic data is shown as a function
of the nickel particle size in Figure 5.3. The rate of hydrogenation (k′1) increased as
a function of particle size with about two orders of magnitude from the highest to
the lowest value. On the contrary, the rate of deoxygenation (k′2) decreased with
increasing particle size. Linking these observations to Figure 5.2, it follows that
the low conversion for Red. 4 was accompanied by a very rapid deoxygenation,
explaining the high selectivity toward cyclohexane. For this catalyst the rate constant
for deoxygenation was higher than the rate constant for hydrogenation. Thus, a shift
in the rate determining step occurs for Ni/SiO2 catalysts with nickel particles around
ca. 9-10 nm, as seen from the intersect in Figure 5.3. When the particle size is above
9-10 nm the rate limiting step is the deoxygenation, but below this range the rate
limiting step becomes the hydrogenation.
5.3 Theoretical Distribution of Nickel Sites
Further interpretation of the results in Figure 5.2 and 5.3 required analysis of the
crystal structure and the availability of diﬀerent surface sites. Three types of sites are
generally considered: facet sites, step sites, and corner sites, as visualized in Figure
5.4. The overall (measured) rate constant is the result of the contribution from each
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Figure 5.3: k′1 and k′2 as a function of the nickel particle sizes on Ni/SiO2 catalysts.
k′1 in the two cases with 100% conversion (cf. Figure 5.2) was determined by additional
shorter 15 min isothermal experiments. k′1 represents the rate constant for hydrogena-
tion and k′2 represents the rate constant for deoxygenation. The experiments were made
with 1 g of catalyst in 50 g phenol. Typical conditions: T=275 ◦C, P=100 bar, reaction
time=5 h.
of these sites, leading to the following equation:
k = kfacet ·Nfacet + kstep ·Nstep + kcorner ·Ncorner ⇔ (5.1)
k
NS
= kfacet · Nfacet
NS
+ kstep · Nstep
NS
+ kcorner · Ncorner
NS
⇔ (5.2)
k
NS
= kfacet · xfacet + kstep · xstep + kcorner · xcorner (5.3)
Here k is the overall rate constant in ml/(kgcat min), ki is the rate constant at the
speciﬁc site in ml/(site min), Ni is the number of sites of type i in sites/kgcat, NS
is the total number of exposed surface atoms in sites/kgcat, and xi is the fraction of
the diﬀerent sites. This can be linked to the turn over frequency (TOF):
TOF = C◦ ·NA · k
NS
(5.4)
= C◦ ·NA · (kfacet · xfacet + kstep · xstep + kcorner · xcorner) (5.5)
Here TOF is the turn over frequency in 1/min, C◦ is the standard concentration of
1 mol/l (as recommended by Kozuch and Martin [241]), and NA is the Avogadro
constant in mol−1. As both a rate constant for the hydrogenation reaction (k′1)
and the deoxygenation reaction (k′2) has been deﬁned, the TOF for hydrogenation
(TOFHyd) and the TOF for deoxygenation (TOFDeox) can now be deﬁned on the
basis of Eq. 5.4 by calculating the surface sites (in sites sites/kgcat) as:
NT =
wNi
MNi
(5.6)
NS = D ·NT (5.7)
87
Here D is the dispersion, wNi is the weight fraction of nickel on the catalyst, and
MNi is the molar mass of nickel.
On the basis of the ETEM determination of the average particle size, the disper-
sion (D) was calculated as [288]:
D =
5.01 · dM,at
dM
, 6 nm < dM (5.8)
D =
(
3.32 · dM,at
dM
)0.81
, 1 nm < dM < 6 nm (5.9)
Here dM,at is the atomic diameter of the relevant metal (dNi,at = 2.48 Å) and dM is
the particle size of the metal.
Icosahedrons are one of the preferred crystal shapes for nickel nanoparticles, as
shown by Cleveland and Landman with the embedded atom method [289] and as
expected from an inert support like silica where no strong metal-support interaction
is expected. The surface site population model by Benﬁeld [290] states that the
fraction of the three diﬀerent surface sites on icosahedrons can be calculated as:
xcorner =
N ′corner
N ′S
=
12
N ′S
(5.10)
xstep =
N ′step
N ′S
=
24 · (m− 2)
N ′S
(5.11)
xfacet =
N ′facet
N ′S
=
6 · (m− 2)2 + 4 · (m− 3) · (m− 2)
N ′S
(5.12)
N ′S = 10 ·m2 − 20 ·m+ 12 (5.13)
N ′T =
1
3
· (2 ·m− 1) · (5 ·m2 − 5 ·m+ 3) (5.14)
D =
N ′S
N ′T
=
NS
NT
(5.15)
Here m is the cluster edge length, D the dispersion, and N ′i is atoms of type i in
a single crystal. N ′i relates to Ni by a factor of how many crystals are present per
kg of catalyst.
Based on Eq. 5.10-5.15 the fraction of the diﬀerent surface sites can be plotted as
a function of dispersion, as shown in Figure 5.4. The fraction of facet sites decreases
with dispersion (approximately linearly), the fraction of step sites increases with
dispersion (approximately linearly), and the fraction of corner sites slowly increases
with dispersion (approximately with the square of the dispersion).
Coupling this to the TOF deﬁned in Eq. 5.5, this will decrease as a function of the
dispersion if the reaction primarily is taking place at the facet sites. Contrary, the
TOF will increase approximately linearly as a function of dispersion if the reaction
preferentially takes place on the step sites and if the reaction preferably is taking
place on the corner sites it will increase with the square of the dispersion.
Additionally, the total amount of surface sites available per mass of catalyst is
plotted in Figure 5.4 to clearly show that the amount of available sites scales with
the dispersion; at high dispersions more sites are available.
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Figure 5.4: Fraction of diﬀerent surface sites (xi) and the total amount of surface
sites (NS) as a function of dispersion of icosahedron crystals. Calculations were made
on the basis of the relations derived by Benﬁeld [290].
5.4 Discussion
By combining Eq. 5.4 with the kinetic data in Figure 5.3, TOFHyd and TOFDeox
was plotted as a function of dispersion, as shown in Figure 5.5. TOFDeox increased
almost linearly as a function of dispersion. This is similar to the observed trend of
the fraction of step sites in Figure 5.4. As the development in the fraction of corner
sites is limited in the relevant dispersion range (cf. Figure 5.4), the contribution
from this type of site is diﬃcult to deduce, but most likely both step and corner sites
could catalyze the reaction as both are low coordinated sites leading to the observed
structure-sensitivity of the reaction.
In Section 4.5.1, it was evidenced that the deoxygenation of cyclohexanol takes
place by direct adsorption of the alcohol on the nickel particle, and from Figure 5.5
it therefore follows that the low coordinated nickel sites facilitate this adsorption.
A number of studies have been reported on site dependency or structure sensi-
tivity for other combinations of catalytic systems/reactions. For example, Jones et
al. [272] showed that the TOF of methane steam reforming over supported Ru, Rh,
Ni, Ir, Pt, and Pd catalysts scaled linearly with dispersion, linking this to the step
sites exhibiting the highest activity for the reaction. Bengaard et al. [291] showed
by DFT calculations on diﬀerent nickel sites that the activation energy for methane
dissociation was ca. 80 kJ/mol on a step site compared to ca. 100 kJ/mol on a facet
site, indicating a signiﬁcantly higher activity on the step sites relative to the facet
sites. Overall, it has therefore been established that low coordinated sites are the
most active ones for steam reforming over supported metal catalysts [272274].
Similarly, DFT unraveled that the low coordinated Ni sites lead to the lowest
activation energy for CO dissociation on nickel catalysts [276]. Elaborating on this,
Engbæk et al. [275] showed that by selective poisoning the step sites of a nickel
catalyst with sulfur, the rate of CO dissociation decreased by a factor of more than
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Figure 5.5: TOFHyd and TOFDeox over Ni/SiO2 catalysts plotted as a function of
dispersion. TOFHyd represents the TOF for hydrogenation and TOFDeox represents the
TOF for deoxygenation. The experiments were made with 1 g of catalyst in 50 g phenol.
T=275 ◦C, P=100 bar, reaction time=5 h.
50. Thus, step sites are the most active in the methanation reaction on this type of
catalyst [275, 276].
In addition, Grunwaldt et al. [281] found that low coordinated sites were essential
for low temperature CO oxidation on gold catalysts. This is because the aﬃnity to
adsorb CO and O2 is much higher on low-coordinated Au-atoms relative to the higher
coordinated facet atoms, as shown by DFT calculations [282, 284, 292]. Generally,
adsorbates form stronger bonds at low coordinated sites [271].
Based on the experimental results and by analogy to the observations from other
catalytic systems discussed above, we conclude that in the HDO process on nickel
catalysts, the low-coordinated step and corner site atoms interact more readily with
the oxygen group of the oxy-compound to facilitate the deoxygenation. Thus, the
C-O bond breaking reaction will more readily take place on this type of site.
TOFHyd decreased as a function of dispersion, but not linearly (cf. Figure 5.5).
At higher dispersions the TOFHyd was below 0.05 s−1, but below a dispersion of 0.1
it increased sharply by an order of magnitude. None of the surface site distributions
follow a similar trend (cf. Figure 5.4), indicating that this reaction is probably not
linked to a speciﬁc type of site. At most, some similarity to the behavior of the
fraction of facet sites can be drawn as this decreases linearly with dispersion.
In Section 4.5.1, it was shown that hydrogenation of phenol over oxide supported
Ni catalysts at temperatures below 300 ◦C probably occurs by an initial heterolytic
dissociation of the phenol on an oxide support vacancy site followed by hydrogenation
with hydrogen adsorbed on the nickel surface, as depicted in Figure 4.9. Thus, the
hydrogenation reaction is inﬂuenced by the availability of vacancy/Lewis acid sites
in the oxide and the hydrogen availability on the nickel particle. In the comparison
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of Figure 5.4 and 5.5 a clear link to a speciﬁc type of site can therefore not be found.
In the work of Chary et al. [293] the hydrogenation of gas phase phenol over
a Pd/C catalyst was investigated. Similar to the present observations, they found
that TOFHyd had a sharp increase upon the transition from high to low dispersions.
The observed change occurred around a dispersion of 0.25. Further decrease of the
dispersion did not lead to a further increase of the TOF, which was linked to that the
hydrogenation reaction required Pd crystals of a certain size (>5 nm) to take place.
Additionally, Martin and Dalmon [294] observed that the rate of hydrogenation of
benzene over Ni/SiO2 had a maximum in hydrogenation rate at around 6 nm and
concluded that the size was the limiting factor for the reaction, but that the reaction
otherwise was unaﬀected by available fractions of speciﬁc surface sites. In the current
work a somewhat higher limiting nickel particle size is found compared to the work
of Chary et al. [293] and Martin and Dalmon [294]. This could be related to that
the hydrogenation of phenol by Ni/SiO2 does not take place by a direct adsorption
on the nickel particle, but on a vacancy site in the oxide from where it interacts with
the nickel particle.
Alternatively, in a series of catalytic reactions, low coordinated sites are readily
blocked by one of the reactants or products due to a too strong adsorption on these
sites. For example, Co and Ru catalysts for Fischer-Tropsch bind CO strongly on
low coordinated sites, resulting in low activity of the smaller metal particles due to
the concomitant blocking of the active sites [278280]. Similar, CO oxidation over
Pt catalysts is blocked by non-reactive oxygen adsorbed on the low coordinated sites
[295]. Common for these cases is that small nano-particles generally display a low
activity due to low availability of active sites and therefore the TOF increases as a
function of particle size (or decreases with dispersion).
To evaluate whether a similar mechanism caused the development in the hydro-
genation rate of phenol in the present work, a Langmuir-Hinshelwood kinetic model
was set up. The approach recently described by Murzin [296299] was applied for
the incorporation of the eﬀect of dispersion on the TOF. Additionally, the model
was setup considering two types of sites: metal sites (*) for adsorption of hydrogen,
water, cyclohexanol, etc. and oxide vacancy sites (#) for adsorption of phenol. Ap-
pendix E describes the derivation of the model in detail. The TOF for hydrogenation
of phenol over Ni/SiO2 can on the basis of this be described as:
TOF = k3 ·KPh ·
√
KH2 · C◦3/2 ·Θ∗ ·Θ# ·
NA
D ·NS,s +NS,0 (5.16)
Θ∗ =
1
1 +
√
KH2 · C◦ +KCh · e−χCh·D · C◦ +
KH2O · e−χH2O·D · C◦√
KH2 · C◦
Θ# =
1
1 +KPh · C◦
Here k3 is the forward rate constant of the rate determining reaction, KPh is the
equilibrium constant for the phenol coverage, KH2 is the equilibrium constant for the
hydrogen coverage, Θ∗ the fraction of free * sites, Θ# the fraction of free # sites,
NS,s and NS,0 are scaling parameters of NS with dispersion, KCh is the equilibrium
constant for the cyclohexanol coverage, χCh is the diﬀerence in free energy of ad-
sorption of cyclohexanol at step sites relative to facet sites, KH2O is the equilibrium
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constant for the H2O coverage, and χH2O is the diﬀerence in free energy of adsorption
of water at step sites relative to facet sites. All concentrations are set to the standard
concentration (C◦) to normalize the TOF.
Figure 5.6 shows a ﬁt between eq. 5.16 and the TOFHyd data found in this
work, ﬁtting k3, the KCh and KH2 ratio, and χCh by minimizing the sum of squares
(SSQ). In the ﬁtting the inﬂuence of H2O was neglected at this point, i.e. the water
concentration was set to zero.
Figure 5.6: TOF of hydrogenation in Eq. 5.16 ﬁtted to the data of TOFHyd. SSQ =
1.9 · 10−4 s−2.
Comparing the experimental data and the model in Figure 5.6 shows a good ﬁt
using a k3 of 0.014, a KCh/KH2 ratio of 0.21, and χCh of 37.4, giving a relative low
SSQ of 1.9 · 10−4 s−2. In the analysis the eﬀect from adsorption of OH groups was
neglected, but it is easily realized that the mathematical diﬀerence between ﬁtting
with KCh or KH2O is indiﬀerent. The low SSQ gives credibility to the model and
indicates that site blocking could be the reason for the observed development in the
TOFHyd as a function of dispersion observed in Figure 5.5. Plotting the fractional
coverage of cyclohexanol and hydrogen further clariﬁes this blocking eﬀect (cf. Fig-
ure 5.7), showing that the coverage of cyclohexanol completely depletes the hydrogen
availability when the dispersion increases. Figure 5.7 further shows that cyclohex-
anol adsorption is not limited to a speciﬁc type of site as a signiﬁcant coverage is
present already at low dispersions, but the cyclohexanol coverage dominates at high
dispersions.
Analyzing the parameters found in the data ﬁtting, a χCh of 37.4 would cor-
respond to a diﬀerence between ∆G◦ads,step and ∆G
◦
ads,facet of 93 kJ/mol. In other
systems, this diﬀerence has been reported up to 116 kJ/mol [296], which makes the
found value plausible.
Xiang et al. [300] found that the hydrogenation rate of phenol over Raney Ni in
a batch reactor at 90 ◦C and 20 bar was severely suppressed when using methanol
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Figure 5.7: Fractional coverage of Θ∗Ch and Θ
∗
H as a function of dispersion for the
parameters used in the data ﬁtting in Figure 5.6.
as solvent compared to water; the conversion of phenol dropped from 95.8% (5 h
reaction) in water to 6.8% (6 h reaction) in methanol. This was explained by com-
petitive adsorption of the alcohol on the catalyst. It was found that the hydrogen and
phenol uptake on the catalyst was 117 µmol/g and 283 µmol/g, respectively, when
using water as solvent, but only 69 µmol/g and 117 µmol/g, respectively, when using
methanol as solvent. Analogously, Velu et al. [266] observed that the conversion of
phenol dropped from 93.7% in cyclohexane as solvent to 28% in ethanol as solvent
for hydrogenation of phenol over a Pd/CeO2 catalyst in continuous ﬂow at 180
◦C
and atmospheric pressure, probably due to competitive adsorption of ethanol. In
general, alcohols tend to block the active sites for hydrogenation of phenol. Thus,
the formation of cyclohexanol from hydrogenation of phenol could also potentially
lead to blocking of the nickel surface. Considering the size of cyclohexanol, it may
further be expected that this molecule potentially could block several sites.
The work of Garcia-Dieguez and Iglesia [295] showed that inactive oxygen atoms
adsorbed on low vacancy sites on Pt blocked the surface and hindered the oxidation
of CO. Similarly, OH groups formed during HDO of phenol might block the nickel
surface. Thus, these groups also appear as candidates for site blocking.
Overall, the good ﬁt in Figure 5.6 indicates that a site blocking mechanism could
explain why larger nickel particles are more favorable for the hydrogenation reac-
tion. However, the analysis cannot deduce whether cyclohexanol, OH groups, both
cyclohexanol and OH groups, or a third type of molecule is the source of the low
hydrogenation activity of small nickel particles.
From the current discussion in literature, two feasible explanations for the ob-
served particle size dependence in the hydrogenation rate can be given: a suﬃcient
size may be required for the reaction to take place. In addition, smaller nickel par-
ticles could have a tendency to strongly adsorb alcohols (such as cyclohexanol) or
OH groups on low coordinated sites, leading to competitive blocking of the active
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sites. In both cases, higher hydrogenation rates will be favored on larger nickel par-
ticles. Maybe, the smallest particles would then have low hydrogenation rate due to
a simple size eﬀect of the nickel particles, but at larger nickel particles a blocking
mechanism might explain the increasing hydrogenation rate with increasing particle
size.
However, comparing the hydrogenation rate constants of nickel catalysts on dif-
ferent support in Table 4.6 to the the hydrogenation rate constants with of Ni/SiO2
catalysts with diﬀerent nickel particle sizes (cf. Table 5.1) reveal that the hydrogena-
tion rate is signiﬁcantly more inﬂuenced by the choice of support than the size of
the nickel particle. Ultimately, it therefore appears that a good HDO nickel catalyst
should have a small nickel particle size in combination with a good hydrogenation
support, as ZrO2 (cf. Table 4.6).
5.5 Conclusion
The inﬂuence of nickel particle size for a Ni/SiO2 catalyst on the catalytic HDO
of phenol has been investigated for particle sizes varying from 5 nm to 22 nm. A
strong structure and particle-size sensitivity was observed. Hydrogenation of the aro-
matic ring to form cyclohexanol was required before deoxygenation could take place.
Hydrogenation as ﬁrst step is probably necessary because the O-C bond energy in
phenol is higher than in cyclohexanol. The large particles were very active for hydro-
genation of phenol, giving 100% conversion of phenol into primarily cyclohexanol in
5 h reaction time at 275 ◦C. By decreasing the particle size the conversion of phenol
decreased and the yield of cyclohexane increased, reaching a maximum yield of 38%
for a catalyst with a nickel particle size of 10 nm.
A simple kinetic model was set up to analyze the observations from the exper-
iments quantitatively in terms of hydrogenation and deoxygenation rate constants.
The model showed that the rate of hydrogenation increased with increasing particle
size (decreasing dispersion) while the opposite trend was observed for the deoxy-
genation step. The rate determining step thus changed at about 9-10 nm, where
hydrogenation was rate-limiting for particles below 9-10 nm while the deoxygenation
step was rate-limiting above this size. Thus, to achieve a high yield of the deoxy-
genated product cyclohexane, good control of the particle size is needed and a size
of 9-10 nm seems optimal.
Comparison of the TOF for the deoxygenation reaction with that calculated from
surface site population theory for the nickel particles led to the conclusion that the
rate of deoxygenation was linked to the fraction of available step sites on the nickel
particles. This reaction therefore more readily took place on small nickel particles.
Probably, both the adsorption of the oxy-compound and the C-O bond dissociation
more readily take place on a low coordinated nickel atom.
The hydrogenation reaction over nickel based catalysts requires activation of the
phenol by interaction with an oxidic support, but it is not clear which type of sites
on the nickel is required for the reaction. The inﬂuence of particle size on the hydro-
genation rate may be caused by size limitation on the nickel particles or a blocking
of active sites by strong adsorption of cyclohexanol or OH groups on low coordi-
nated sites. Both could favor large nickel particles for hydrogenation as observed
experimentally.
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Overall it is concluded that a compromise in nickel particle size is needed for
phenol HDO over Ni/SiO2. Relatively small particles are required to facilitate de-
oxygenation, but too small particles will have low activity for hydrogenation which
will hinder the overall degree of deoxygenation.
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Chapter6
Stability and Resistance of Nickel
Catalysts for Hydrodeoxygenation: Eﬀects
of Sulfur, Potassium, and Chlorine in the
Feed
Abstract
The long term stability and resistance toward sulfur, chlorine, and potassium of
Ni/ZrO2 as catalyst for hydrodeoxygeantion (HDO) of guaiacol in 1-octanol (as
model compound system for bio-oil) has been investigated at 250 ◦C and 100 bar
in a trickle bed reactor setup. A small nickel particle size (9 nm) gave both better
stability and higher catalytic activity, compared to a larger nickel particle size (18
nm), and without impurities in the feed good stability of the former catalyst could
be achieved over more than 100 h of operation. Exposing the catalyst to 0.05 wt%
sulfur in the feed resulted in a rapid deactivation of both hydrogenation and deoxy-
genation reactions, with complete loss of activity do to formation of nickel sulﬁde,
as evidenced by XAS. Exposing the Ni/ZrO2 to chlorine containing compounds (at
a concentration of 0.05 wt% Cl) on-stream led to a steady decrease in activity over
40 h of exposure. Deoxygenation reactions were most severely deactivated, while the
hydrogenation of guaiacol was less aﬀected. Removal of the chlorine species from
the feed led to regain of activity. Analysis of the spent catalyst by EDX revealed
that the adsorption of chlorine on the catalyst was completely reversible, but XRD
revealed that the chlorine had caused sintering of the nickel particles. In two exper-
iments, potassium was impregnated on the catalyst prior to testing as either KCl
and KNO3. In both cases deactivation was persistent through more than 20 h of
testing, and severely decreased the deoxygenation activity while the hydrogenation
of guaiacol was unaﬀected. The results indicate that both chlorine and potassium
species preferentially adsorb on and block low coordinated nickel metal sites, which
are the active sites for deoxygenation. In the presence of sulfur, chlorine, or potas-
sium containing species, the durability of Ni/ZrO2 catalysts for HDO has been found
to be poor, as all cause pronounced deactivation with sulfur being worst, followed
by potassium and then chlorine. Thus, removal/limitation of these species from the
bio-oil is a requirement to achieve long term operation with this catalyst.
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6.1 Introduction
As shown in Chapter 4 and 5 and previous literature [116, 141, 244, 301], nickel
based catalysts are very interesting due to their relatively low price combined with
good activity. However, little work on these catalytic systems has been devoted to
evaluating long term stability during HDO [139, 302]. Particularly, formation of
carbon species on the catalysts or poisoning of impurities in the feed are potential
challenges [139, 230, 302304].
Carbon on the catalyst is formed because many of the oxy-compounds present in
bio-oil can undergo polymerization and polycondensation reactions on the catalyst
surface, forming polyaromatic species which can lead to blocking of both the pore
structure and the active sites of the catalyst [142], as discussed more thoroughly in
Section 2.4.3.
As the bio-oil is derived from biomass, it will contain traces of a range of inorganic
compounds like alkali metals, transition metals, chlorine, sulfur, and phosphorus [29].
Especially potassium, chlorine, and sulfur can be found in relative high amounts in
the bio-oil with concentrations up to 0.3 wt%, 0.6 wt%, and 0.8 wt%, respectively
[305]. These are therefore of signiﬁcant concern.
As Ni/ZrO2 was found as an attractive catalyst in Chapter 6, this has been
investigated in a continuous ﬂow setup, using a bio-oil model compound system
consisting of guaiacol in 1-octanol. Guaiacol was chosen as bio-oil model compound
representing the phenolic fraction, as these are present in signiﬁcant quantities in the
bio-oil [231, 306], are among the most persistent molecules of the bio-oil [40, 302], and
are partly responsible for carbon formation [302, 307]. 1-octanol was chosen as solvent
for the guaiacol due to its ideal phase-characteristics under the given experimental
conditions and furthermore to serve as a simple alcohol model compound.
6.2 Kinetic Model
For a more quantitative description of the catalyst activity a kinetic model was
developed for the HDO of guaiacol and 1-octanol.
For guaiacol the sequential reaction scheme shown in Figure 6.1 was observed as
the primary reaction. Guaiacol was initially hydrogenated to 2-methoxy-cyclohexa-
nol, followed by hydrogenolysis of the ether bond to form cyclohexanol and methanol.
Both alcohols can subsequently undergo hydrodeoxygenation to produce respectively
cyclohexane and methane. The same reaction scheme has been observed for HDO of
guaiacol over noble metal catalysts [131, 250, 308], indicating that this is a general
reaction path over transition metal catalysts.
Heptane was the primary product from 1-octanol (as shown in Figure 6.1), and
therefore a cracking type reaction was the primary path for this compound. Previous
work on Pt catalysts with C3 alcohols [309, 310] has shown that these undergo an ini-
tial dehydrogenation to form the aldehyde, which can then undergo decarbonylation
producing ethane and CO. Probably, the same reaction pathway occurs for octanol
over nickel catalysts. However, at the conditions used in our experiments, the CO
produced will be readily hydrogenated into CH4. Note that, the Gibbs free energy of
the reaction: CO + 3H2 −−⇀↽− H2O + CH4 is -96.4 kJ/mol at 500 K (calculated with
data from [71]), and the equilibrium is completely displaced toward CH4 formation.
Thus, in the experiments only CH4 was detected in the gas phase.
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Figure 6.1: Observed reaction path of guaiacol and 1-octanol.
Based on the experimental observations summarized in Figure 6.1, the reaction
rates of the four identiﬁed main reactions were assumed to be:
r1 = k1 · CGuaiacol · P nH2 (6.1)
r2 = k2 · C2-Methoxy-cyclohexanol · PmH2 (6.2)
r3 = k3 · CCyclohexanol · P lH2 (6.3)
r4 = k4 · C1-Octanol · P kH2 (6.4)
Here ri is the rate of reaction i, ki is the rate constant for reaction i, Ci is the
concentration of compound i in the liquid phase, PH2 is the partial pressure of H2,
and n-k are the unknown reaction orders of hydrogen. All hydrocarbon reaction
orders were assumed 1st order. Previous work has shown that 1st order reactions
of guaiacol, anisole, and phenol HDO suﬃciently describes these systems for simple
interpretations [2, 243, 244, 311].
As a signiﬁcant excess of hydrogen was used in all experiments the partial pressure
of hydrogen was assumed constant and therefore the kinetic expressions reduces to:
r1 = k
′
1 · CGuaiacol (6.5)
r2 = k
′
2 · C2-Methoxy-cyclohexanol (6.6)
r3 = k
′
3 · CCyclohexanol (6.7)
r4 = k
′
4 · C1-Octanol (6.8)
Based on these rate terms a kinetic model was derived for a plug ﬂow reactor system.
The derivation of this model can be found in Appendix F.
6.3 Reduction Temperature of Ni/ZrO2
To evaluate the required reduction temperature, reduction of the calcined NiO/ZrO2
was monitored by in-situ XAS. Figure 6.2(a) shows the evolution of the Ni-K near
edge region as function of the temperature. The decrease in the absorption threshold
intensity during the activation step show that Ni was being reduced. Furthermore,
all spectra shown in Figure 6.2(a) are superposed at the same isosbestic points in-
dicating that conversion of calcined Ni species to the reduced Ni phase took place
in a single step. The fraction of oxidized and reduced phase was estimated by linear
combination analysis and is presented in Figure 6.2(b). The reduction rate strongly
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increased from 264 ◦C and was completed at 450 ◦C. Thus, in all experiments a
reduction temperature of 500 ◦C was used to ensure complete reduction of the cat-
alysts. Additional information on the EXAFS analysis of the calcined and reduced
sample is found in Section 6.7.
(a) Ni-K near edge spectra. (b) Fraction of oxidized and reduced Ni.
Figure 6.2: Ni-K near edge spectra recorded as function of the temperature during the
reduction of the catalyst (a) and linear combination results estimating the fraction of
oxidized and reduced Ni phases during the reduction of the catalyst (b).
6.4 Long Term stability
Two batches of 5 wt% Ni/ZrO2 were prepared: one where the batch was calcined at
400 ◦C for 4 h and one where the batch was not calcined. Both samples were reduced
at 500 ◦C as found from the analysis in Section 6.3. In this way two diﬀerent nickel
particle sizes could be obtained, as described by Louis et al. [219]. In the following
Ni/ZrO2-CR will refer to the calcined and reduced sample and Ni/ZrO2-DR will refer
to the directly reduced sample.
Representative STEM-EDX elemental maps for both Ni/ZrO2-CR and Ni/ZrO2-
DR are shown in Figure 6.3(a) and 6.3(b), respectively. From these and other ac-
quired maps it was possible to estimate the Ni particle size being in average 9 nm for
Ni/ZrO2-DR and 18 nm for Ni/ZrO2-CR, based on size measurements of more than
80 particles for each catalyst (size distributions are shown in Figure 6.4). Although
the number of analyzed particles cannot be considered fully statistically represen-
tative, the size distribution for Ni/ZrO2-DR was noticed to be more homogenous
than Ni/ZrO2-CR. For the calcined sample, a tail toward larger particle sizes and
the presence of very big ones (>100 nm) were observed (cf. Figure 6.4(a)), indi-
cating agglomeration of some nickel during the preparation procedure. It is worth
mentioning that using the Ni signal to estimate the average particle size does not
take into account any oxidation eﬀect that could occur by exposure of the sample
to air. However, XRD measurements did not reveal any evident oxidation of the Ni
nanoparticles.
The two catalysts were tested at 250 ◦C and 100 bar with a feed of 0.2 ml/min 10
vol% guaiacol in 1-octanol corresponding to a WHSV of 4.0 h−1. In Figure 6.5(a) and
6.5(b) the development in the conversion of guaiacol and 1-octanol and the degree
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(a) STEM-HAADF micrograph of Ni/ZrO
2
-CR
(b) STEM-HAADF micrograph of Ni/ZrO
2
-DR
Figure 6.3: STEM-HAADF micrograph of Ni/ZrO2-CR (a) and Ni/ZrO2-DR (b).
Sub images I: STEM-HAADF micrograph. Sub-images II: Zirconium EDX elemental
distributions. Sub-images III: Nickel EDX elemental distributions.
(a) Ni/ZrO
2
-CR size distribution (b) Ni/ZrO
2
-DR size distribution
Figure 6.4: Size distribution of Ni/ZrO2-CR (a) and Ni/ZrO2-DR (b) based on the
STEM-HAADF images.
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of deoxygenation (DOD) is shown as a function of time on stream (TOS) for both
catalysts.
For the Ni/ZrO2-CR (cf. Figure 6.5(a)) a maximum DOD of 40% was achieved
after 3.5 h of TOS and hereafter the activity decreased throughout the 80 h of TOS,
ending at 23% DOD. The relative decrease of the DODGUA was more pronounced,
from a value 17% to only 4% after 80 h TOS. Thus, little deoxygenation of the
guiaicol was found at the end of the experiment.
For Ni/ZrO2-DR (cf. Figure 6.5(b)) the DOD was signiﬁcantly higher; in the
order of 90%. Also the stability of this catalyst was better, as the DODGUA only
decreased from a value of 71% to 61% after 104 h TOS.
Both catalysts converted all guaiacol into 2-methoxy-cyclohexanol as a ﬁrst step.
However, the selectivities toward subsequently formed cyclohexanol and cyclohexane
were only ca. 30% and ca. 1% on Ni/ZrO2-CR, respectively, but ca. 50% and ca.
25% on Ni/ZrO2-DR, respectively (detailed development in the yield of 2-methoxy-
cyclohexanol, cyclohexanol, cyclohexane, and heptane can be found in Appendix G).
Similarly, the conversion of the 1-octanol was around 30% on Ni/ZrO2-CR, but 100%
on Ni/ZrO2-DR. In both cases >90% selectivity toward heptane was observed.
Using the simple kinetic model in Section 6.2, the catalytic activity of the cat-
alysts was quantiﬁed, as summarized in Table 6.1. The rate of hydrogenation (k′1)
could not be distinguished on the two catalysts, as both had 100% conversion. How-
ever, the rate of the three deoxygenation reactions (k′2, k
′
3, and k
′
4) were a factor of
respectively 2.4, 6.9, and approximately 10 times higher for Ni/ZrO2-DR compared
to Ni/ZrO2-CR.
Table 6.1: Comparison between Ni/ZrO2-CR and Ni/ZrO2-DR, summarizing kinetic
parameters, nickel particle size, and carbon buildup on the spent catalysts. Ni/ZrO2-CR
was calcined and then reduced and Ni/ZrO2-DR was not calcined but reduced directly
from the nickel nitrate. Kinetic parameters evaluated at TOS = 4.5 h for Ni/ZrO2-CR
and TOS = 10 h for Ni/ZrO2-DR. Carbon content measured on the basis of temperature
programmed oxidation (TPO).
Catalyst Ni/ZrO2-CR Ni/ZrO2-DR
Total TOS [h] 79 106
Crystallite size [nm] 18 9
Carbon content [wt%] 3.7 1.5
Carbon content [mol C/mol Ni] 3.6 1.5
Carbon deposition rate [µgC/gcat/h] 463 144
k′1 [ml/kgcat/min] >500 >500
k′2 [ml/kgcat/min] 51 126
k′3 [ml/kgcat/min] 11 76
k′4 [ml/kgcat/min] 52 >500
The large diﬀerence in activity can be linked to the diﬀerence in nickel particle
size on the catalysts. As smaller nickel nano-particles has higher activity for deoxy-
genation, as discussed in Chapter 5. Thus, Ni/ZrO2-DR would also be expected to
have the highest activity. Comparing the individual rate constants, the decarbony-
lation reaction and the deoxygenation reaction were most dependent on the type of
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(a) Stability of Ni/ZrO
2
-CR (b) Stability of Ni/ZrO
2
-DR
Figure 6.5: Development of the conversions of guaiacol and 1-octanol and DOD for
Ni/ZrO2-CR (a) and Ni/ZrO2-DR (b) as a function of TOS. DOD
GUA is the degree
of deoxygenation of the guaiacol feed. Ni/ZrO2-CR was calcined and then reduced and
Ni/ZrO2-DR was not calcined but reduced directly from the nickel nitrate. T = 250
◦C,
P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
nickel sites available, as k′3 and k
′
4 had the largest relative increase. Contrary, the
hydrogenolysis reaction (k′2) was less structure sensitive, which may be linked to a
lower bond dissociation energy of the methoxy group (343 kJ/mol [242]) compared
to the alcohol group (385 kJ/mol [242]).
Detailed analysis of the GC-MS/FID data revealed that the side products in-
cluded methanol, cyclopentane, cyclopentanol, octane, methoxy-cyclohexane, cyclo-
hexanone, dicyclohexyl ether, and dioctyl ether. A complete carbon analysis from
the experiment with Ni/ZrO2-DR (cf. Figure 6.5(b)) showed that 91% of the carbon
fed to the reactor was recovered in the oil phase, 1% in the aqueous phase, and 6% in
the gas phase, the remaining 2% was unaccounted for. The aqueous phase contained
methanol, cyclohexanol, and 2-methoxy-cyclohexanol as primary carbon containing
species. Loss of carbon to the gas phase was through formation of CH4, which was
linked to reduction of the methanol formed from guaiacol and hydrogenation of CO
from 1-octanol (see discussion in Section 6.2).
In order to quantify the carbon on the spent catalyst, the used catalysts were
subjected to TPO, (cf. results in Table 6.1). For both catalysts the deposited carbon
was ozidized in the temperature range from 200-500 ◦C, with a peak in the CO/CO2
evolution just below 400 ◦C. Comparing Ni/ZrO2-DR to Ni/ZrO2-CR, Ni/ZrO2-CR
had 3 times higher carbon deposition rate. This correlates with a more pronounced
deactivation on Ni/ZrO2-CR as a function of TOS (cf. Figure 6.5(a)).
Borowiecki [312] showed that the carbon deposition rate during steam reforming
of butane at 500 ◦C was highly dependent on the nickel crystallite size; increasing by
more than an order of magnitude when increasing the nickel crystallite size from 6.5
nm to 35.7 nm. Bengaard et al. [291] later described that carbon nucleation takes
place on the step sites on the nickel crystals and builds carbon layers from here.
These layers are however only thermodynamic stable when the carbon layer is larger
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than ≈25 Å and therefore the associated nickel facet, on which the carbon layer is
build, should be larger than this. Increasing the carbon layer size further decreases
the total energy and therefore stabilizes the carbon formation further. Thus, large
nickel particles are in other contexts also found more prone to carbon formation
[291, 312, 313].
Another potential source of deactivation is loss of active metal by leaching. There-
fore, the nickel content was investigated for Ni/ZrO2-DR by ICP-OES. Prior to reduc-
tion, this catalyst had a nickel content of 4.5-4.9 wt%; the span is indicated because
Ni/ZrO2-DR contained some fraction of NO3 which should be corrected for in the
comparison. After 104 h of operation the nickel content was again measured, now
being 4.7 wt%. Hence, the extent of nickel leaching from the catalyst is negligible.
In conclusion, carbon deposition appears to be the most probable cause for the
observed loss of activity in Figure 6.5. This is supported by the observation that
the rate of deactivation is faster on Ni/ZrO2-CR compared to Ni/ZrO2-DR, which
correlates with the threefold higher carbon build-up rate on Ni/ZrO2-CR compared
to Ni/ZrO2-DR.
6.5 Eﬀect of Impurities in the Feed
To understand other potential deactivation mechanisms during HDO of bio-oil, expo-
sure to sulfur, chlorine, and potassium was simulated, as described in the following.
Ni/ZrO2-DR was used for all of these measurements due to the higher activity of
this sample.
6.5.1 Eﬀect of Sulfur
In an experiment similar to those discussed in Section 6.4, 0.3 vol% 1-octanethiol
(corresponding to 0.05 wt% S in the feed) was added to the feed of 10% guaiacol
in 1-octanol after 8 h of TOS. This impurity of sulfur is representative of what can
be present in bio-oil [305]. Figure 6.6(a) shows the development in the conversion
of guaiacol and 1-octanol and the DOD as a function of TOS. Initially, when sulfur
was not present, the conversion of both 1-octanol and guaiacol were 100% and the
DOD in the order of 90-92%, similar to the experiment with no impurities present
(cf. Figure 6.5(b)). After introduction of the sulfur, the activity rapidly decreased.
After only 12 h exposure to sulfur the conversions of both guaiacol and 1-octanol
were almost 0%. The conversion of both compounds and the DOD decreased in a
similar way, indicating that the deactivation was taking place as a progressive front
in the catalyst bed, inhibiting all types of reactions as the sulfur front progressed.
The relative exposure to sulfur over the entire experiment was 1.1 mol S/mol Ni,
showing an eﬀective deactivation by sulfur.
1-octanethiol was eﬀectively converted to heptane or octane and H2S throughout
the experiment. Only in the ﬁnal two liquid samples, where the activity had severely
decreased, traces of of 1-octanethiol could be found.
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(a) Deactivation with octanethiol. (b) Deactivation with chlorooctane.
(c) Deactivation by impregnation with KCl. (d) Deactivation by impregnation with KNO
3
.
Figure 6.6: Development in the conversion of guaiacol and 1-octanol and the DOD
over the Ni/ZrO2-DR catalyst as a function of time when deactivated with 1-octanethiol
(a), 1-chlorooctane (b), KCl (c), and KNO3 (d). 1-octanethiol and 1-chlorooctane were
added to the feed in concentrations of 0.05 wt% S and 0.05 wt% Cl, respectively, after 8 h
of TOS as indicated in the respective ﬁgures. 1-chlorooctane was removed from the feed
again after 48 h of TOS, as shown in Figure 6.6(b). KCl or KNO3 were impregnated
in stoichiometric amounts relative to nickel on a fresh batch of catalyst prior to testing.
DODGUA is the degree of deoxygenation isolated for the guaiacol feed. T = 250 ◦C, P
= 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
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6.5.2 Eﬀect of Chlorine
In a similar experiment to the one described above, a new batch of catalyst was loaded
and started up with the standard feed of 10 vol% guaiacol in 1-octanol. After 8 hours
of operation the feed was changed to 10 vol% guaiacol and 0.3 vol% chlorooctane
(corresponding to 0.05 wt% Cl in the feed) in 1-octanol. This corresponds to the
quantity of organic bound chlorine, which can be found in bio-oil [305]. In Figure
6.6(b) the development in the conversion of guaiacol and 1-octanol and the DOD is
seen as a function of TOS. Initially, the activity was similar to the reference case
(cf. Figure 6.4) with no impurities in the feed, but after introduction of the chlorine
to the feed the activity for deoxygenation steadily decreased; the DOD decreased
from a level of 90-95% to 16% after 40 h exposure to the chlorine containing feed.
However, the DODGUA decreased even faster and dropped to below 25% after only
8 h of exposure .
The conversion of the 1-octanol followed the development in the DOD. In contrast,
the conversion of guaiacol was only slightly aﬀected, dropping a few percent points
only after 30 h of exposure. With respect to the product composition, the yield of
cyclohexane decreased from 40% prior to deactivation to only a few percent after
ca. 10 h exposure to the chlorine. The cyclohexanol yield was not aﬀected to the
same extent and only dropped from a yield of 32% to 17% after 40 h of exposure.
2-methoxy-cyclohexanol ended up being the primary product with a yield of more
than 70% when highest (cf. Appendix G). Thus, chlorine deactivation is primarily
associated with the deoxygenation activity of the catalyst.
Throughout the chlorine exposure period there was complete conversion of 1-
chlorooctane to heptane and HCl. Nickel has also previously been reported as eﬀec-
tive in the hydrodechlorination (HDCl) reaction [314317]. The exposure to chlorine
atoms has therefore been high throughout the exposure period.
After 48 h of TOS the feed was changed back to the chlorine free feed (10 vol%
guaiacol in 1-octanol). At this point the activity increased (cf. Figure 6.6(b)) toward
the initial activity level, before terminating the experiment. Thus, the deactivation
by chlorine appears to be at least partly reversible indicating that the Cl species
blocking the surface sites required for HDO can desorb. The desorbtion of chlorine
from the catalyst was further proven by veriﬁcation of Cl in the liquid product
collected at TOS 51-52 h by precipitation with AgNO3.
In the 40 h where chlorine was fed to the reactor the relative exposure was 3.2 mol
Cl/mol Ni. All of this shows that the deactivation by chlorine was not as persistent
as with sulfur, which is probably linked to reversible adsorption.
6.5.3 Eﬀect of Potassium
In a third type of deactivation experiment, KCl was impregnated on a batch of
Ni/ZrO2-DR in stoichiometric amount relative to the nickel on the catalyst. Figure
6.6(c) shows the conversions of guaiacol and 1-octanol and the DOD as a function
of TOS for this catalyst. In this experiment the DOD was in the order of 20%, the
conversion of guaiacol was 100% throughout the 24 h of TOS, while the conversion of
1-octanol was in the order of 25%. The primary part of the deoxygenation was from
the 1-octanol, as the DODGUA was only around 5%, with the 2-methoxy-cyclohexanol
yield being 76% (cf. Appendix G). Thus, similar to the Cl deactivated catalyst,
KCl deactivated mainly the deoxygenation reactions. However, in contrast to the Cl
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deactivated case this catalyst was persistently deactivated as the DOD was constantly
low throughout the 24 h experiment.
The isolated eﬀect of potassium was tested by impregnation of a batch of Ni/ZrO2-
DR with stoichiometric amounts of KNO3 relative to nickel. In Figure 6.6(d) the
conversions of guaiacol and 1-octanol and the DOD are shown as a function of TOS
in a 20 h experiment. Comparing to Figure 6.6(c), with KCl deactivation, similar
trends are seen: the conversion of guaiacol was high (100%) throughout the test,
2-methoxy-cyclohexanol was the primary product (56% selectivity) from guaiacol,
and the deactivation was persistent as the activity was stable throughout the 20 h of
TOS. However, the DODGUA was around 10-15% for the KNO3 deactivated sample
compared to 5% in the KCl case, and therefore the interaction with the guaiacol
molecule was more hampered in the latter case.
6.6 XRD and TEM Characterization of Poisoned
Catalysts
6.6.1 Sulfur Poisoning
The presence of sulfur in the spent catalyst was conﬁrmed by STEM-EDX elemental
maps, showing a very similar spatial distribution of sulfur and nickel signals (cf.
Figure 6.7). Thus, it appears that sulfur preferentially adsorbed on the nickel.
Figure 6.7: (a) STEM-HAADF micrograph of the sulfur poisoned catalyst with (b)
nickel, (c) zirconium and (d) sulfur EDX elemental distributions.
XRD measurements (cf. Figure 6.8(a)) revealed the presence of zirconia and
a reﬂection at 2θ ≈ 45.2◦ could be identiﬁed as NiS, conﬁrming the permanent
deactivation of the catalyst by formation of a non-active nickel sulﬁde phase. XRD
analysis was carried out on the same specimen used for XAS measurements, thus
the presence of cellulose can be ascribed to the XAS sample preparation procedure.
Three reﬂections at 2θ ≈ 41◦, 37.9◦ and 36.8◦ belong to the sample stage. Cellulose
peak labelling was carried out according to Park et al. [318].
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Figure 6.8: X-ray diﬀraction patterns of the poisoned catalysts.
6.6.2 Chlorine Poisoning
XRD analysis of the chlorine poisoned catalyst after reaction showed reﬂections be-
longing exclusively to zirconia and nickel (cf. Figure 6.8(b)). The absence of chlorine
species was further conﬁrmed by EDX measurements carried out in the SEM (cf.
Figure 6.9(a)). This supports the non-persistent nature of chlorine indicated in the
catalytic experiment described in Section 6.5.2.
The nickel crystallite size was estimated from XRD patterns by applying the
Scherrer equation on the 2θ ≈ 44.5◦ reﬂection. The nickel particle was estimated
to be approximately 39 nm for the chlorine exposed sample, indicating a growth of
the nickel particles during exposure to chlorine. The growth of nickel nanoparticles
could be explained by the formation of mobile Ni-Cl species upon reaction of HCl
with surface oxides [319].
In order to investigate in more detail the extent of chlorine poisoning, the deacti-
vation experiment was repeated with a new batch of catalyst and without restoring
the chlorine-free feed. XRD and SEM-EDX analysis of the sample after 48 h of TOS
did not reveal the presence of chlorine species either. Thus, it appears that chlorine
species readily will leave nickel when exposed to air and/or hydrogen (during cool
down of the experiment).
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Figure 6.9: SEM-EDX spectra of the poisoned catalysts.
6.6.3 Potassium Poisoning
Impregnation of KCl on the catalyst resulted in deposition of KCl crystals on the
catalyst surface, as visualized by both STEM-EDX (Figure 6.10) and XRD (Figure
6.8(c)) measurements on the spent sample. The XRD measurements indicate an av-
erage crystallite size >100 nm, approximately the size limit after which the reﬂection
peak width is dominated by the instrumental broadening. KCl particle sizes up to
600 nm were reported as shown by STEM-EDX maps in Figure 6.10.
The nickel crystallite size was estimated to be approximately 24 nm for the KCl
impregnated catalyst after 25 h TOS, indicating growth of the nickel particle size.
This was however less pronounced, when compared to the chlorine poisoned samples,
but could be explained once more by the presence of HCl during reaction.
Analyzing the spent KNO3 impregnated catalyst by SEM-EDX conﬁrmed the
presence of potassium, as shown in Figure 6.9(b). However, XRD analysis did not
reveal any potassium-containing crystalline phase (cf. Figure 6.8(d)). This indicates
a more homogeneous deposition of the potassium compared to the KCl impregnated
catalyst.
In an attempt to visualize the potassium deposition, STEM-EDX mapping of this
catalyst resulted in the redistribution of potassium all over the scanned area. This
is due to the high mobility of potassium ions under the eﬀect of the electron beam
[320, 321].
6.7 XAS Analysis of Poisoned Catalysts
To further understand the deactivation mechanism of the Ni/ZrO2 catalyst caused
by the impurities in the feed, the local structures of the poisoned samples were
analyzed by XAS. Table 6.2 presents the respective reﬁned structural parameters of
the investigated samples. Additional information can be found in Appendix H.
Initially, the local structure of the fresh calcined Ni/ZrO2 and the in-situ reduc-
tion of this catalyst (as discussed in Section 6.3) was studied by reﬁning the extended
X-ray absorption ﬁne structure (EXAFS) spectra. Figure 6.11 presents the exper-
imental and reﬁned Fourier Transformed k3 and k2 weighted, respectively, EXAFS
spectra of the calcined (Figure 6.11(a)) and reduced (Figure 6.11(b)) catalysts. Table
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Figure 6.10: (a) STEM-HAADF micrograph of the potassium chloride poisoned cat-
alyst with (b) zirconium, (c) nickel, (d) chlorine and (e) potassium EDX elemental
distributions.
6.2 presents the respective reﬁned structural parameters. The Fourier Transformed
spectra, besides being a ﬁlter, give an intuitive and immediate idea of the radial
atomic distribution around the absorber atom, in this case nickel.
For the calcined catalyst, nickel was coordinated by 6 oxygen atoms at 2.06 Å,
and the second coordination shell was constituted of 8.6 ± 0.9 nickel atoms at 2.96
Å. This local order was similar to NiO as expected, however the number of nickel
atom at the second coordination shell was lower than the one found for NiO (12
nickel atoms [322]), which indicates a small particle size of the NiO like structure
after calcination.
The local chemical environment of the reduced catalyst was similar to a metallic
nickel phase, nevertheless the reﬁned 9.2 ± 1.0 coordination number of the ﬁrst shell
showed that the reduced phase of the catalyst was structured as small particles.
Analyzing the poisoned catalyst samples, the local nickel surrounding in the
KNO3, KCl, chlorine, and carbon (catalyst exposed to feed for 106 h TOS) poi-
soned catalysts remained similar to the reduced catalyst as seen from the reﬁned
structural parameters in Table 6.2, with the exception of a slight oxidation after
reaction. This was evidenced by a peak shoulder around 2 Å at the Fourier Trans-
formed EXAFS spectra (additional information is available in Appendix H). These
oxygen atoms were most likely at the surface of the nickel metallic particle since the
reﬁned bond distances, varying between 1.96-2.00 Å, were shorter than the expected
Ni-O distance in the NiO reference (2.08 Å) [322]. The oxidation was probably a
consequence of exposure to air in between the experiment and XAS measurements,
as conﬁrmed in the XRD pattern of potassium and chlorine poisoned catalysts (cf.
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Table 6.2: Structural parameters around the Ni absorber atom reﬁned from the EXAFS
spectra of the Ni/ZrO2 catalysts, comparing calcined, freshly reduced, and poisoned
samples. Calcined is the fresh catalyst prior to reduction and reduced is the same catalyst
after in-situ reduction, as discussed in Section 6.3. N is the number of neighboring
atoms, r the distance, σ2 the mean-square disorder in the atomic distances, and ρ the
misﬁtting between the experimental data and the theory. S20 = 0.78, calcined: ∆E0 =
−3.5 ± 0.5, reduced: ∆E0 = 6.5 ± 0.6, carbon: ∆E0 = 5.8 ± 0.9, chlorine: ∆E0 =
6.6 ± 1.4, KCl: ∆E0 = 7.1 ± 0.7, KNO3: ∆E0 = 6.6 ± 1.0 and C3 = 4.9 · 10−4 Å3,
sulfur: ∆E0 = −8.4± 0.5.
Sample Shell Atom N r [Å] σ2 · 10−3 [Å2] ρ [%]
Calcined 1st O 6.0c 2.06f a 6.2±0.5f 0.7
2nd Ni 8.6±0.9f 2.96f a 9.6±1.0f
Reduced 1st Ni 9.2±1.0f 2.48±0.01f 5.5±0.8f 3.2
2nd Ni 6.9±3.4f 3.46±0.02f 14.0±0.5f
3rd Ni 21.6±7.8f 4.33±0.01f 10.2±3.3f
Carbon 1st O 0.8±0.3f 1.98±0.05f 7.1±0.1f d 0.5
poisonedb 2nd Ni 8.7±0.9f 2.48±0.01f 6.3±1.0f
Chlorine 1st O 0.8±0.2f 2.00±0.04f 7.2±0.1f a 0.9
poisoned 2nd Ni 8.5±0.6f 2.48f a
KCl 1st O 0.6±0.1f 2.00±0.04f 7.2±0.1f a 0.9
poisoned 2nd Ni 9.9±0.4f 2.48f a 6.8±0.5f
KNO3 1
st O 1.1±0.3f 1.96±0.01f 7.9±4.5f a 1.3
poisoned 2nd Ni 8.3±0.9f 2.48±0.01f 9.2±1.0f
Sulfur 1st S 5.0c 2.22±0.01f 7.6±0.4f 2.5
poisoned
aFitted uncertainty less than 1%
bNi/ZrO
2
-DR used in the long term testing in Section 6.4 analyzed after 106 h TOS.
cConstrained
dNi-O σ2 was constrained and ﬁtted together with NiCO
3
reference
fFitted
(a) EXAFS of calcined Ni/ZrO
2
(b) EXAFS of reduced Ni/ZrO
2
Figure 6.11: Experimental (full line) and reﬁnements (dotted line) Fourier Trans-
formed EXAFS spectra of Ni/ZrO2 catalysts (a) calcined and (b) reduced.
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Figure 6.8) by the presence of a weak peak at 2θ ≈ 43 ◦, corresponding to a NiO
phase.
The Fourier transformed EXAFS spectra of the carbon and KCl poisoned cat-
alysts presented a signiﬁcant amplitude reduction (Figure 6.12(b)). The structural
reﬁnements showed that this amplitude reduction was mainly caused by the increase
of the structural disorder, expressed by the mean-square disorder in the atomic dis-
tances.
The KNO3 poisoned catalyst showed the strongest amplitude reduction as a re-
sult of the high structural disorder. The reﬁnement of its EXAFS spectrum required
an additional structural parameter (the third cumulant of disorder, C3), which mea-
sures the asymmetry of the atomic vibrations. A reduction in the magnitude of the
Ni signal was also observed in the XRD pattern of this catalyst (cf. Figure 6.8).
Note that both in the Fourier transformed EXAFS spectra (Figure 6.12(b)) and the
EXAFS-ﬁt (cf. Table 6.2) there was a stronger contribution for backscattering at
low R-values. This evidences a stronger oxidation.
Overall, these XAS measurements support the observations in Section 6.6, that
chlorine and alkali metals did not induce a phase change of the nickel crystals. Thus,
the deactivation caused by these species was probably related to deposition on the
nickel surface.
The Ni-K-edge XANES of the sulfur poisoned catalyst sample showed the pres-
ence of a completely diﬀerent Ni-species, as shown in Figure 6.12. The reﬁnements
suggested the conversion of the metallic Ni phase to a NiS-like phase, which ex-
plains the total loss of the catalytic activity in this case. This is supported by the
STEM-EDX map in Figure 6.7, also showing sulfur to be distributed similar to Ni,
conﬁrming the tight interaction and the reﬂection of NiS in the XRD pattern (cf.
Figure 6.8(a)).
(a) X-ray absorption spectra (b) Fourier transformed EXAFS spectra
Figure 6.12: Ni-K X-ray absorption spectra of the poisoned catalyst (a) and respective
k2-weighted Fourier transformed EXAFS spectra (b).
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6.8 Comparison of Deactivation Mechanisms
For a quantitative comparison of the diﬀerent deactivation phenomena, the kinetic
constants for the four reactions were calculated, as summarized in Table 6.3. Sulfur
was the worst poison as this catalyst was completely inactive both with respect to
hydrogenation and deoxygenation after a relatively short exposure time.
Table 6.3: Rate constants for HDO of guaiacol and 1-octanol deactivated with diﬀerent
poisons relative to the case shown in Figure 6.5(b) with Ni/ZrO2-DR and no poison.
TOS refers to when the kinetic parameters are evaluated in comparison to Figure 6.5
and 6.6. T = 250 ◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
Poison TOS Exposure k′1 k
′
2 k
′
3 k
′
4
[h] [molpoison/molNi] [ml/kgcat/min]
Nonea - - 607 124 80 602
Carbonb 104 3·104 > 500 108 52 >500
Sulfur 23 1.1 0 0 0 0
Chlorine 48 3.2 181 25 6.1 20
KCl 11 1 > 500 26 0.6 22
KNO3 12 1 > 500 53 0 24
aDetermined from an intrinsic activity measurement with 1.5 g of 5 wt% Ni/ZrO
2
in sieve fraction
125-180 µm, but otherwise similar experimental conditions. In this experiment the conversions of
guaiacol and 1-octanol were respectively 99.0% and 98.9%.
bNi/ZrO
2
-DR used in the long term testing in Section 6.4.
The XRD, STEM-EDX, and EXAFS analysis revealed that the sulfur deactivated
catalyst was a bulk deactivation (cf. Figure 6.12), which explains the distinct deac-
tivation proﬁle (cf. Figure 6.6(a)). It has previously been shown that sulfur forms a
saturated surface layer on nickel at pH2S/pH2 ratios above 5 ·10−6 [323]. The pH2S/pH2
threshold for formation of bulk sulﬁdes is decreasing with decreasing temperatures
and is in the order of 10−4 at 400 ◦C [324], but even lower at 250 ◦C. In the current
experiment the pH2S/pH2 ratio was 2 · 10−4, assuming all 1-octanethiol decomposed
to H2S, which is in the range where bulk nickel sulﬁdes can be expected to form.
Sulfur deactivation of nickel catalysts has previously been established to be se-
verely persistent and hardly reversible in hydrogen alone [325, 326]. Removal of the
sulfur can be achieved to some extent by steaming of the catalyst, but this requires
temperatures above 600-650 ◦C [327, 328]. Thus, the catalyst appears to have little
chance to avoid deactivation or to regain activity in the presence of sulfur species
during HDO.
Exposure to either Cl, KCl, or KNO3 caused deactivation in the same order
of magnitude. Hydrogenation was only slightly deactivated by the chlorine, and un-
aﬀected by the KCl or KNO3. The hydrogenolysis (k
′
2) was most severely deactivated
in the case with Cl and KCl, where the second and the deep deoxygenation step of
the alcohol group (k′3) was most deactivated in the case with the potassium salts.
The deoxygenation of 1-octanol was aﬀected in the same order of magnitude for both
chlorine and KCl/KNO3.
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In steam reforming, where nickel catalysts have been extensively used, alkali
metals are known to readily deactivate the catalyst [208, 209, 313, 329]. Bengaard
et al. [291] showed that deactivation of nickel catalysts for steam reforming by alkali
metals was due to adsorption at the step sites on the nickel crystallites.
In this study, doping with potassium hindered the deoxygenation reactions (k′2,
k′3, and k
′
4 in Table 6.3), while the hydrogenation reaction was less aﬀected. This
correlates with the Ni/ZrO2 catalyst has two diﬀerent types of active sites: vacancy
sites in the oxide support where the phenolic compounds can adsorb prior to hy-
drogenation and exposed low coordinated metal sites facilitating the deoxygenation
reactions (cf. Section 4.5.1 and Figure 4.9). Thus, it appears that potassium (and
maybe also chlorine) preferentially interacts with low coordinated nickel sites, as
primarily the deoxygenation reactions were aﬀected.
The most striking diﬀerence in the deactivation by chlorine and potassium was
the reversibility of the chlorine poisoning. This reversibility of chlorine adsorption
has also been observed previously [330333]. During methane steam reforming over
Ni/Al2O3, Ortego et al. [332] observed that the reforming activity decreased when
co-feeding CH3Cl. However, the activity was regained when removing the chlorine
source from the feed. Richardson et al. [331] also found that the presence of chloro-
carbons in the feed led to a decrease in the methane steam reforming activity of
a Ni/Al2O3 catalyst. They concluded that chlorine formed an equilibrium surface
layer on the nickel, which at high coverage could deplete the availability of hydrogen.
Similarly, Kiskinova and Goodman [330] found that the poisoning eﬀect on CO and
H2 adsorption on a Ni (100) surface increased in the order: P < S < Cl. However,
despite Cl was the worst poison, it easily reacted with H2 to form HCl. Thus, if
the chlorine surface layer was not maintained, chlorine was found to not eﬀect the
catalytic activity for methanation.
In summary, the current and previous work show that chlorine primarily aﬀects
the catalytic activity when fed to the reactor as the coverage appears to be deter-
mined by a fast adapting equilibrium with hydrogen and HCl. This is supported by
the identiﬁcation of Cl in the liquid product after ending the exposure to chlorooc-
tane. However, investigation of the particle size by XRD did indicate that chlorine
also causes sintering of the nickel particles on the catalyst.
Comparing the eﬀect of impregnation with KCl and KNO3 shows many of the
same trends. Deactivation by KCl, however, was slightly worse, especially considering
the hydrogenolysis reaction (k′2). This may be linked to the sintering induced by the
presence of chlorine.
6.9 Conclusion
In this work, the stability and resistance of Ni/ZrO2 has been investigated during
long term operation in a continuous ﬂow setup for HDO of a mixture of 10% guaiacol
in 1-octanol as a model system for bio-oil.
The stability and activity of the catalyst was dependent on the nickel particle size.
Small nickel particles (9 nm) gave higher activity for HDO and produced less coke on
the catalyst, compared to larger particles (18 nm). Over a period of more than 100 h
of operation a carbon build-up of only 1.5 wt% relative to the catalyst mass occurred
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for the 9 nm Ni/ZrO2 catalyst and therefore the activity only decreased slightly; from
a DOD of 92% of the fresh catalyst to a DOD of 90% after 104 h TOS.The higher
activity of the small crystallites was linked to their higher fraction of low coordinated
sites which are eﬃcient in the deoxygenation reaction. The smaller particle size was
also responsible for the lower carbon deposition since it is more diﬃcult for carbon
to form on these.
The catalyst stability was very sensitive to sulfur, chlorine, and potassium expo-
sure. Addition of sulfur to the feed resulted in a fast deactivation of the catalyst,
leading to complete loss of activity over a period of only 12 h, which was roughly
the time required to feed the stoichiometric amount of sulfur relative to the available
nickel. In line with this, STEM-EDX, XRD, and XAS measurements unraveled the
formation of a NiS like phase, which was the reason for the complete loss of activity
for this catalyst.
Chlorine did not deactivate the catalyst to the same extent as sulfur, as primarily
the deoxygenation activity was decreased after exposure to chlorine over a period 40
h, corresponding to addition of 3.2 mol Cl/mol Ni. Furthermore, the deactivation by
chlorine was reversible as the activity could be partly regained when removing the
chlorine from the feed. Neither XRD, XAS, nor EDX could identify chlorine on the
spent catalyst, supporting the reversibility of the deactivation mechanism. It is sug-
gested that chlorine binds to the nickel surface sites (preferentially low coordinated
sites) and forms an equilibrium surface layer, but when not co-feeding Cl this layer
is easily removed. However, chlorine also appeared to cause sintering of the nickel
particles on the catalyst, providing a more persistent deactivation/activity loss.
KCl and KNO3 were impregnated on two diﬀerent batches of catalyst to test the
eﬀect of potassium. The hydrogenation activity was not aﬀected in any signiﬁcant
degree in the two cases, but the deoxygenation activity was markedly decreased and
was persistent over more than 20 h of operation. Probably, potassium blocked low
coordinated sites leading to loss of deoxygenation activity, as these are considered
crucial for this reaction.
Comparing the diﬀerent poisons, sulfur was the most severe, while potassium and
chlorine were in the same order of magnitude when looking at the activity. However,
as potassium is a persistent poisoning this must be considered more severe than
chlorine.
Overall, it is concluded that it is diﬃcult to obtain long term stability for nickel
based catalysts for bio-oil HDO as any of the three types of poisons tested will lead
to deactivation. From an application point of view it would be crucial to remove
speciﬁcally sulfur from the feed beforehand and to minimize the potassium and chlo-
rine impurities. The present work shows the importance of studying the stability of
catalysts for HDO of bio-oil.
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Chapter7
Activity and Stability of Mo
2
C as Catalyst
for Hydrodeoxygenation of Bio-oil
Abstract
In the search for a stable and active hydrodeoxygenation (HDO) catalyst, Mo2C was
investigated in a high pressure continuous ﬂow gas and liquid reactor system with
a bio-oil model system of phenol in 1-octanol. The catalyst was very selective for
direct deoxygenation of the phenol to benzene at temperatures higher than 320 ◦C
and 100 bar, below this temperature only the 1-octanol was deoxygenated. During
long term stability testing of the catalyst at 300 ◦C, poor stability was found, with
the conversion of 1-octanol decreasing from 70% to 34% over 74 h of operation. An
additional experiment co-feeding water veriﬁed that the loss of activity was due to
oxidation by the water, as complete loss of activity took place over ca. 12 h of
operation when co-feeding water. Additionally, thermodynamic calculations and in
situ XRD analysis supported that Mo2C is oxidized to MoO2 in the presence of water
at the given conditions. Thus, the potential for using Mo2C as HDO catalyst for HDO
of bio-oil seems challenged, as bio-oil always contains large amounts of water.
115
7.1 Introduction
As it was realized in Chapter 6 that the nickel based catalysts was readily deacti-
vated by many of the impurities conventionally found in bio-oil, alternative HDO
catalysts was investigated. A less investigated group of catalysts for HDO is car-
bides [139, 302]. This group of catalysts has received increasing attention in many
diﬀerent reactions as their properties has been compared to noble metal catalysts
[334336]. Additionally, Mo2C has been used as hydrodesulfurization catalyst and
is therefore also tolerant to at least sulfur [337340], which makes it an interesting
catalyst for HDO as well. So far, the use of this catalyst as a HDO catalyst has
been demonstrated with propanol [341], fatty acids and vegetable oils [342346], and
guaiacol type molecules [347350]. However, little is known about its stability during
prolonged operation.
To evaluate the potential of Mo2C as catalyst for HDO, the activity and stability
of Mo2C/ZrO2 was investigated in the continuous ﬂow setup (cf. Section 3.2) with
a bio-oil model system of phenol in 1-octanol. The ZrO2 support was maintained as
this from the work in Chapter 4 and other groups [116, 138, 139, 351, 352] is indicated
as a prospective support for HDO. Further details on preparation and carburization
of the catalyst can be found in Section 3.4.3.
7.2 Carburization Procedure
Initially the carburization method was followed in situ by XRD and XAS. The com-
bination of XRD and XAS provides a more complete description of the structure of
the catalyst, because XRD mainly supplies information related to long range order,
whereas XAS captures the local structure around the absorber atom (short-range
order).
Figure 7.1 shows the XRD patterns recorded during the in situ carburization.
At room temperature, under carburizing atmosphere, the diﬀraction pattern only
showed reﬂections related to the ZrO2 support phase. The reﬂections related to the
ZrO2 support did not change during the carburization and deactivation. None of the
signals of the as-prepared samples could be associated with MoO3, which may be
consequence of the high dispersion of this phase on the support.
After increasing the temperature to 250 ◦C, a small reﬂection at a 2Θ of 25.6◦
appeared. This reﬂection can be attributed to the formation MoO2. After reaching
550 ◦C the reﬂection at 25.6◦ shifted to 25.9◦, which is closer to the value of the
reference pattern of MoO2, which is 26.0
◦ [353]. The referred reﬂection was also
sharper at 550 ◦C than at 250 ◦C. These results indicate crystal growth of the MoO2
phase as function of temperature under reducing/carburizing atmosphere. Another
reﬂection, at a 2Θ of 40.5◦, also appeared at 550 ◦C however it could not be attributed
to any of the reference compounds. After thermal treatment for two hours this
reﬂection shifted to 39.4◦ which corresponds to a Mo2C phase [354]. At this point
the reﬂection related to MoO2 disappeared.
The transformation of the local structure of Mo was followed in parallel on the
same sample by XAS during the carburization process. The analysis of the Mo
K-edge XANES spectra showed three major components, during the carburization.
Figure 7.2(a) shows the XANES spectra of these together with reference compounds
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Figure 7.1: In situ XRD patterns recorded during the carburization of 15 wt%
MoO3/ZrO2. : Recorded at the beginning of the annealing at 500
◦C. #: Recorded
after 2 hours of annealing at 500 ◦C. Feed gas: 1 vol% CH4 and 4 vol% H2 diluted in
He. The sample was heated at 5 ◦C/min from room temperature up to 250 ◦C, at 2
◦C/min up to 550 ◦C, and held at 550 ◦C for 2 h.
for MoO3, MoO2, and Mo2C. The three observed phases were related to MoO3,
MoO2, and Mo2C; the two latter were also corroborated by the XRD results (cf.
Figure 7.1). Although the in situ recorded spectra share many features with the
reference compounds, they are not exactly the same. It is most likely the result of
the high dispersion, and therefore small particle size, of the Mo species dispersed on
ZrO2. Moreover, note that the X-ray absorption was very strong despite only a 0.5
mm capillary was used which led to less pronounced whitelines.
(a) XANES spectra of Mo species (b) Fraction of Mo species
Figure 7.2: (a) XANES spectra of Mo reference compounds and in situ recorded
spectra during the carburization process, and (b) fraction of Mo phases formed during
the carburization. Feed gas: 1 vol% CH4 and 4 vol% H2 diluted in He. The sample was
heated at 5 ◦C/min from room temperature up to 250 ◦C, at 2 ◦C/min up to 550 ◦C,
and held at 550 ◦C for 2 h.
In Appendix I it is shown that the data cannot be properly described as a linear
combination of bulk references. Instead, the three observed phases related to MoO3,
MoO2, and Mo2C were used as reference compounds for linear combination and were
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chosen based on the isosbestic points presented during the evolution of the spectra.
This approach allowed tracing the composition of Mo species during the carburization
of the catalyst, as shown in Figure 7.2(b). Based on this approach it is clear that
the MoO3-like phase is not directly converted to Mo2C, as already shown by XRD.
The MoO3-like phase was reduced forming an intermediate MoO2-like phase in the
temperature region 350-475 ◦C. This phase, did not change from ca. 475-500 ◦C,
reinforcing the assumption of nearly complete transformation of MoO3 to MoO2.
This phase was then carburized forming Mo2C from 500-550
◦C.
Overall, the combined in situ XRD and XAS analysis revealed that carburization
of MoO3/ZrO2 proceeds by an initial reduction of MoO2/ZrO2 at ca. 350
◦C and
a subsequent carburization to Mo2C/ZrO2 during longer treatment at 550
◦C. This
veriﬁes that the carburization procedure used in in the experimental work did produce
the desired carbide.
7.3 Catalyst Activity
The activity of the Mo2C/ZrO2 catalyst was evaluated in the temperature range
from 280 to 380 ◦C in increments of 20 ◦C, and the results are summarized in Figure
7.3. As expected, conversions of both 1-octanol and phenol increased as a function
temperature, but the conversion of 1-octanol was always higher than phenol showing
the more persistent nature of phenol.
(a) Conversion and yields of 1-octanol related
compounds
(b) Conversion and yields of phenol related com-
pounds
Figure 7.3: Activity of Mo2C/ZrO2 for HDO of phenol and 1-octanol as a function
of temperature. (a) conversion and yields of 1-octanol related compounds and (b) con-
version and yields of phenol related compounds. Note that in ﬁgure (a), the yield is
based on 1-octanol while in ﬁgure (b) it is based on phenol. The graphs are combined
from two experiments in the temperature range from 280-320 ◦C and 340-380 ◦C, both
experiments roughly took 24 h. P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
1-octanol was primarily converted to octane, but with octenes (both 1-octene and
2-octene) as major byproduct. At 280 ◦C the octene/octane ratio was 0.34, but at
380 ◦C the octene/octane ratio had decreased to 0.001. The high yield of octene at
the lower temperatures indicate a reaction scheme where 1-octanol is dehydrated to
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octene and then hydrogenated to octane, as shown in Figure 7.4. Similar, Ren et al.
[341] observed propylene as the primary product from HDO of vapor phase propanol
at 300 ◦C in a continuous ﬂow reactor at atmospheric pressure. The lower hydrogen
pressure used in that study, compared to the current, probably explains the lower
selectivity toward propane.
Figure 7.4: Reaction scheme of 1-octanol and phenol over Mo2C/ZrO2.
Besides octene, also dioctyl ether, octyl phenyl ether, and octyl phenol were
observed as signiﬁcant byproducts. However, testing the activity of the ZrO2 alone,
revealed that this readily catalyzed the ether forming reactions, as shown in Figure
7.5. Additionally, the support also catalyzed the dehydration of 1-octanol to octene,
with a 30% yield at 380 ◦C compared to 95% yield octane at the same temperature
with the Mo2C/ZrO2 (cf. Figure 7.3(a)). This relative high tendency for octene
formation is probably catalyzed by the acid sites on the support.
(a) Conversion and yields of 1-octanol related
compounds
(b) Conversion and yields of phenol related com-
pounds
Figure 7.5: Catalytic performance of ZrO2 support alone with respect to HDO of
phenol and 1-octanol as a function of temperature. (a) conversion and yields of 1-
octanol related compounds and (b) conversion and yields of phenol related compounds.
Note that in ﬁgure (a), the yield is based on 1-octanol while in ﬁgure (b) it is based on
phenol. P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
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For phenol, the conversion increased with temperature as seen from Figure 7.4.
However, up to 320 ◦C the only products were octyl phenol (ca. 85% selectivity) and
octyl phenyl ether (ca. 15% selectivity), formed in reactions with phenol and octene
and 1-octanol, respectively, as shown in Figure 7.4. In particular, no benzene was
formed. As evidenced by the experiment with pure ZrO2 the ether like compounds
were to a large extent formed on the acid sites of the support (cf. Figure 7.5).
From Figure 7.4 it can be seen that temperatures higher than 320 ◦C were
needed for deoxygenation of phenol. Benzene and cyclohexane were formed in a
benzene/cyclohexane ratio of roughly 2.8, i.e. with benzene as the primary product
in the investigated temperature range. The combined selectivity to benzene and
cyclohexane was roughly 50% at 380 ◦C, with octyl phenol and octyl phenyl ether
constituting roughly the remaining product from phenol.
HDO of phenol can proceed either by a direct deoxygenation to benzene followed
by hydrogenation to cyclohexane or an initial hydrogenation to cyclohexanol followed
by deoxygenation to cyclohexane. The actual route is dependent on the type of
catalyst used and process conditions [72, 98, 230, 355358]. As roughly 70% of
the deoxygenated product was benzene, the direct deoxygenation path was favored
with this catalyst. With increasing temperature, the selectivity toward cyclohexane
increased, as the benzene/cyclohexane ratio decreased from 3.3 at 340 ◦C to 2.4 at 380
◦C. Thus, as for 1-octanol, the hydrogenation activity increased with temperature,
but generally the catalyst has a relatively low activity for hydrogenation. Similarly,
Jongerius et al. [349] also found low tendency for ring hydrogenation of guaiacol over
Mo2C/CNF (CNF: carbon nanoﬁber) in a series of batch experiments at 300-375
◦C
and 55 bar. This supports our observations that over molybdenum carbides cleavage
of the C-O bond occurs easier than ring hydrogenation.
The higher temperature required for the deoxygenation of phenol over Mo2C,
compared to e.g. nickel based catalysts (about 250-275 ◦C) [2, 116, 141], is probably
linked to inability of Mo2C to hydrogenate the aromatic ring, as the C-O bond
energy of phenol is 469 kJ/mol compared to 385 kJ/mol for cyclohexanol [242]. In
addition, in the latter case acid catalyzed deoxygenation may further promote this
route. Thus, catalysts able to hydrogenate the phenol ring prior to deoxygenation
tend to deoxygenate at a lower temperature [2]. However, as in the case of Mo2C,
where direct deoxygenation takes place, a higher temperature is required to break
the strong C-O bond and aromatic deoxygenation products are obtained.
7.4 Stability
The stability of the Mo2C/ZrO2 catalyst for HDO of the 70 g/l phenol in 1-octanol
solution was tested at 300 ◦C and 100 bar. Figure 7.6 summarizes the conversions of
phenol and 1-octanol and the yields of octane, octene, octyl phenyl ether, and octyl
phenol as a function of time on stream (TOS). Similar to the activity found at 300
◦C in the investigation on temperature eﬀect (cf. Figure 7.3), the initial conversion
of 1-octanol was ca. 70 %. However, the activity decreased steadily throughout the
76 h experiment, with the conversion dropping to 37% in the end, i.e. roughly half
the initial conversion. For conversion of 1-octanol, the octene/octane ratio started at
0.38, but shifted to 0.58 at the end of the experiment, showing that the hydrogenation
activity decreased more rapidly than the activity for deoxygenation by dehydration.
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A major byproduct from 1-octanol was dioctyl ether, with an increasing selectivity
from 11% to 18% throughout the experiment.
(a) Conversion and yields of 1-octanol related
compounds
(b) Conversion and yields of phenol related com-
pounds
Figure 7.6: Stability of Mo2C/ZrO2 during HDO of phenol and 1-octanol, (a) shows
conversion and yields of 1-octanol related compounds and (b) shows conversion and
yields of phenol related compounds. Note that in ﬁgure (a), the yield is based on 1-
octanol while in ﬁgure (b) it is based on phenol. T = 300 ◦C, P = 100 bar, Foil = 0.2
ml/min, WHSV = 4.0 h−1.
The conversion of phenol also decreased as a function of TOS, from ca. 38% to
21% after 76 h of TOS. However, as discussed in Section 7.3, only octyl phenol and
octyl phenyl ether were produced at the given conditions. The ratio between octyl
phenol and octyl phenyl ether was almost constant, as it only decreased from ca. 2.9
to 2.7 throughout the experiment. The slight change was probably associated with
less octene available for formation of octyl phenol, as the concentration of octene
decreased as a function of TOS (cf. Figure 7.6(a)). In general the results show an
overall loss of activity for all reactions.
Water is formed during deoxygenation and is a typical constituent of bio-oil. This
was co-fed to the 70 g/l phenol in 1-octanol solution corresponding to 33% by volume
in another stability experiment. The development in the conversions of phenol and
1-octanol can be seen in Figure 7.7. Evidently, a rapid deactivation of the catalyst
occurred as the conversion of 1-octanol decreased from ca. 64% to 11% within the
ﬁrst 12 h of TOS. Similar, also the phenol conversion rapidly decreased, from 24%
to 4% in the ﬁrst 12 h of TOS.
In comparison to the stability proﬁle in Figure 7.6, where no water was co-fed, it
is obvious that the presence of water resulted in a faster deactivation of the catalyst.
During the experiment, a constant signal of ca. 0.02 vol% CO2 was measured in the
oﬀ-gas, indicating oxidation of Mo2C by H2O to MoO2/MoO3. A rough calculation
shows, that at this concentration of CO2 and at a gas ﬂow of 250 Nml/min, all
carbon would be removed from 2.5 g of Mo2C/ZrO2 with 15 wt% Mo during 14-15
h of operation. This and the fact that mixed Mo-oxy-carbides may also be active
correlates well with almost complete loss of activity of the catalyst over 12 h of
operation. It is emphasized that a complete shift in the water gas shift reaction
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Figure 7.7: Stability of Mo2C/ZrO2 during HDO of phenol and 1-octanol co-fed with
water. T = 300 ◦C, P = 100 bar, Foil = 0.2 ml/min, Fwater = 0.1 ml/min, WHSV =
6.4 h−1.
toward CO2 is expected at the given conditions from thermodynamic calculations
[71] and CO could therefore also have been a primary product from the oxidation.
In view of these results, the deactivation observed in the experiment not co-feeding
water (cf. Figure 7.6) could also be due to water, as this is formed as a byproduct
from the deoxygenation reactions. However, with limited formation of water (0.02-1
µl/min as estimated from the production of octane/octene), the oxidation of the
catalyst is slow. In this experiment, traces (<0.01%) of CO2 and CH4 was seen in
the gas phase, indicating that oxidation took place.
Similar to the current results, Chang et al. [348] observed a close to linearly
decreasing activity of a Mo2C/C catalyst for HDO of guaiacol at 400
◦C and 40
bar in a continuous ﬂow setup over 6 h of TOS. The reason for the deactivation
was not identiﬁed, but in the view of the present results, it seems likely that water
was a contributing factor. Claridge et al. [359] observed that molybdenum carbide
deactivated as catalyst in reforming of methane due to formation of MoO2, and that
the level of deactivation increased with the strength of the oxidizing agent as: O2 >
H2O ≈ CO2.
7.5 Thermodynamic Evaluation of the Stability of
Mo2C
To further analyze the potential for oxidation of Mo2C, the Gibbs free energies of
a series of oxidation reactions were calculated, as shown in Table 7.1. Assuming
CO2 as the product from the oxidation of Mo2C to MoO2 with water (reaction 1
and 2 in Table 7.1), ∆G is -138 kJ/mol at 300 ◦C, meaning that the reaction is
thermodynamically favorable. It is emphasized that all molybdenum compounds
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were calculated as unsupported bulk materials. The stability of supported nano-
particles may even be lower.
Table 7.1: Gibbs free energy of reaction for a series of oxidizing reaction of Mo2C.
Data for bulk molybdenum compounds was used in the calculations. Calculations done
on the basis of thermodynamic data from Barin [71, 360] and NIST [361].
# Reaction ∆G [kJ/mol]
Temperature [◦C] 200 300 400
1 Mo2C(s) + 6H2O(g) −−⇀↽− 2MoO2(s) + CO2(g) + 6H2(g) -26 -19 -14
2 Mo2C(s) + 6H2O(l) −−⇀↽− 2MoO2(s) + CO2(g) + 6H2(g) -88 -138 -
3 Mo2C(s) + 5H2O(l) −−⇀↽− 2MoO2(s) + CO(g) + 5H2(g) -56 -100 -
4 2MoO2(s) + CH4(g) + 2H2(g) −−⇀↽− Mo2C(s) + 4H2O(g) 107 81 54
5 Mo2C(s) + 8H2O(l) −−⇀↽− 2MoO3(s) + CO2(g) + 8H2(g) 86 22 -
6 Mo2C(s) + 7H2O(l) −−⇀↽− 2MoO3(s) + CO(g) + 7H2(g) 118 59 -
7 Mo2C(s) + 5CO2(g) −−⇀↽− 2MoO2(s) + 6CO(g) 103 87 70
8 Mo2C(s) + 3O2(g) −−⇀↽− 2MoO2(s) + CO2(g) -1348 -1312 -1275
As the boiling point of water is 340 ◦C at 100 bar [362], both liquid and gaseous
water may be present at the current experimental conditions and therefore the po-
tential for oxidation was evaluated with water in both phases (reaction 1 and 2).
Comparing the two cases, the driving force for oxidation was largest when water was
in the liquid phase, but in both cases the reaction readily takes place. The higher
Gibbs free energy for oxidation with water in the gas phase compared to the liquid
phase may correlate with the slower deactivation/oxidation in the case where water
was not co-fed (cf. Figure 7.6), since in this case the formed water to a large extent
will be in the gas phase.
Using the thermodynamic calculations to predict which other reactions could
take, showed that when CO was the oxidation product (cf. reaction 3 in Table 7.1)
a ∆G below zero was also found, indicating a spontaneous oxidation.
Co-feeding methane is not expected to prevent the oxidation, as the Gibbs free
energy for the carburization reaction (cf. reaction 4 in Table 7.1) is positive in the
temperature range of relevance and the reaction is therefore not thermodynamically
favored.
Comparing reactions 1-3 with reactions 5 and 6, MoO2 will be the preferred
product from the oxidation, as no driving force exist for formation of MoO3. Similar,
MoO3 reduces to MoO2 at temperatures above 300
◦C, as discussed in Section 7.2.
The Gibbs free energy for oxidation with CO2 was calculated in Table 7.1 (reaction
7). However, there was no driving force for this reaction, excluding that the formed
CO2 aided in the oxidation of the catalyst. From a thermodynamic point of view,
the strength of the oxidizer for Mo2C oxidation therefore follows the trend O2 > H2O
> CO2 (cf. reaction 2, 7, and 8), which is similar to the observations of Claridge et
al. [359].
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7.6 In situ XRD During Water Deactivation
To analyze the eﬀect of water further, an experiment was made measuring in situ
XRD on the Mo2C/ZrO2 during exposure to water. At 300
◦C the initial XRD
pattern showed the carbide phase, as seen in Figure 7.1. However, after 2 hour aging
in a feed of 5 vol% H2 in He saturated with water, the Mo2C reﬂection strongly
decreased whereas the MoO2 appeared, cf. Figure 7.8. This supports the observations
from the activity experiments.
Figure 7.8: XRD patterns recorded during aging of Mo2C/ZrO2. Feed gas: 5 vol%
H2 in He saturated with water. The sample was exposed to water for 2 h at 300
◦C. t
= 0 h is the pattern prior to water exposure and t = 2 h is after exposure.
Overall, the combination of experiments, thermodynamic calculations, and XRD
shows that deactivation of the catalyst is due to the conversion of molybdenum
carbide into molybdenum (IV) oxide, which is inactive at the given conditions. Bio-
oils will contain from 10 to 30 % water, depending on the biomass feed [59, 61, 305].
This water can not easily be separated from the oil [42, 45]. Additionally, water is
produced as a byproduct from the HDO reaction. Thus, the upgrading of bio-oil
over Mo2C type catalysts seems challenging.
7.7 Conclusion
Molybdenum carbide has been investigated as a potential catalyst for bio-oil HDO,
using phenol in 1-octanol as a simple model compound system to evaluate both
activity and stability. By in situ XRD and XAS under carburization conditions,
it was found that MoO3/ZrO2 reduced to MoO2/ZrO2 above 350
◦C and was then
carburized to Mo2C at 550
◦C.
Mo2C/ZrO2 eﬀectively converted 1-octanol to octene and octane at temperatures
above 280 ◦C. The selectivity towards octene was up to 25 % due to the low hy-
drogenation activity of the catalyst. Also due to the low activity for hydrogenation,
phenol was directly deoxygenated to benzene which, however, required temperatures
above 320 ◦C to break the strong C-O bond in phenol. Benzene could be hydro-
genated further to cyclohexane, which increased with temperature. At 340 ◦C the
benzene/cyclohexane ratio was 3.3, but only 2.4 at 380 ◦C.
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During long term testing of Mo2C/ZrO2 for HDO of phenol in 1-octanol at 300
◦C, the catalyst deactivated, and the conversion of 1-octanol decreased from 70% to
37% over 76 h of operation. Even faster deactivation was observed when co-feeding
water in levels typical of bio-oil, and the catalyst was completely deactivated over 12
h of TOS.
Based on the experimental evidence, and supported by thermodynamic calcu-
lations and in situ XRD analysis, we conclude that the catalyst is deactivated by
reaction of Mo2C with water to MoO2, which is inactive. In the absence of co-fed
water, the catalyst deactivated slower as only the water formed in the HDO reaction
is present to cause deactivation. In conclusion, the potential of molybdenum carbide
as catalyst for HDO of bio-oil seems challenging, as water is a major part of bio-oil
and further is produced in the HDO reaction. This is in general an important is-
sue to be considered for carbide catalysts used in hydrodeoxygenation, reforming, or
water-gas-shift reactions.
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Chapter8
Inhibition and Deactivation of Ni-MoS
2
by
Bio-oil Impurities During
Hydrodeoxygenation
Abstract
The stability and resistance of Ni-MoS2/ZrO2 toward water, potassium, and chlorine
during hydrodeoxygenation (HDO) of phenol and 1-octanol as bio-oil model com-
pounds has been investigated in a high pressure gas and liquid continuous ﬂow ﬁxed
bed setup at 280 ◦C and 100 bar. To maintain stability of the catalyst, a suﬃcient
co-feed of a sulfur source was necessary. Feeding insuﬃcient sulfur resulted in oxida-
tion of the sulﬁde phase, by replacement of the framework sulfur atoms. However,
addition of sulfur resulted in formation of sulfur containing compounds in the oil
product if the residence time was insuﬃcient. At the given conditions a residence
time of >1.4 h was needed to maintain the sulfur content of the liquid product below
30 ppmw. An additional co-feed of sulfur was needed when water was present in the
feed and the H2O/H2S ratio should be below ca. 10 to maintain a decent stability
of the catalyst. The loss of activity when co-feeding water was linked to loss of edge
sulfur atoms. Potassium was a severe poison and deactivated the catalyst completely
(<5% degree of deoxygenation) when impregnated on the catalyst in a stoichiometric
ratio relative to the active metal. This deactivation was linked to saturation of the
edge vacancy sites on the MoS2 slabs by potassium. Chlorine caused an inhibition of
the catalyst when co-fed to the reactor, but the activity could be completely regained
when removing it from the feed again. Commonly HCl, H2O, and H2S all inhibited
the activity of the catalyst by competing for the active sites, with HCl being by
far the strongest inhibitor and H2S and H2O of roughly the same strength. Overall
potassium was however found as the worst poison causing complete and persistent
loss of activity.
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8.1 Introduction
Traditional hydrotreating catalysts, as Co-MoS2 and Ni-MoS2, have been among the
most tested catalysts for HDO [39, 302, 363]. This group of catalysts is already
industrially established in hydrodesulfurization (HDS) [107, 110, 364366]. On these
catalyst, HDO takes place by a Max-Van-Krevelen type reaction mechanism, as
discussed in Section 2.4.1.1. In HDS, the activity of the catalyst has been linked to
the availability of edge sites on the MoS2 slabs [364, 366370]. As the mechanism for
HDS and HDO is similar, this type of sites are also believed to be the active sites for
HDO [104, 371]. Promotion with either Co or Ni is believed to increase the availability
of vacancy sites by lowering the Mo-S bond energy [364, 365, 368, 372, 373].
Long term stability of MoS2 based catalysts during HDO has not been thoroughly
investigated. One of the concerns raised, is their requirement for co-feeding sulfur
in order to retain the catalyst in its active sulﬁde form, but this could potentially
contaminate the otherwise sulfur scant bio-oil [108, 109, 373]. Furthermore, little is
known about the inﬂuence of bio-oil impurities on the catalyst stability.
In the search for stable HDO catalysts, this group of catalysts was investigated
in the continuous ﬂow setup with a bio-oil model system of phenol in 1-octanol,
as alternative to the Ni/ZrO2 and Mo2C/ZrO2 catalysts investigated in Chapter
6 and 7, respectively, which suﬀered from deactivation by the impurities found in
bio-oil. Ni-MoS2/ZrO2 was chosen as catalyst, as promotion by nickel previous has
been indicated to be slightly superior to cobalt promotion [39, 373] and ZrO2 has
been indicated as a prospective support for HDO [116, 138, 139, 351, 352] and does
apparently not suﬀer from the instability in high concentration of water, as reported
for the conventionally used γ-Al2O3 support for hydrotreating catalysts [39, 132, 374]
(cf. Section 2.4.1.3 for further details).
8.2 The eﬀect of H2S
The stability of the Ni-MoS2/ZrO2 catalyst and the inﬂuence of the sulfur source
was investigated in two experiments: one with 0.3 vol % 1-octanethiol in the feed
and one with 2 vol% DMDS in the feed, corresponding to respectively 283 ppm
and 8172 ppm H2S in the gas feed, assuming complete decomposition of the feed
sulfur compounds. The ﬁrst case is representative to the type of sulfur containing
components and concentration that could be expected in bio-oil [305]. The second
case was an attempt to improve the catalyst stability. The conversion of phenol and
1-octanol of these experiments are summarized in Figure 8.1.
In the case with 0.3 vol% 1-octanethiol in the feed, the activity steadily decreased
throughout the 110 h of testing. The 1-octanol conversion decreased from 78% to
49% and the phenol conversion decreased from 56% to 21% (cf. Figure 8.1(a)).
In comparison, adding 2 vol% DMDS to the feed resulted in a signiﬁcantly better
stability, as the 1-octanol conversion only dropped from 95% to 88% over 96 h of
testing and the phenol conversion dropped from 36% to 19% in the same time frame
(cf. Figure 8.1(b)).
Analysis of sulfur on the spent catalyst with ICP-OES revealed that the sulfur
content in the case co-fed with 0.3 vol% 1-octanethiol had decreased to 7.5 wt%,
compared to 10.9 wt% on a freshly sulﬁded catalyst (cf. Table 8.1). In comparison,
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(a) 0.3% 1-octanethiol in the feed. (b) 2% DMDS in the feed.
Figure 8.1: Stability of Ni-MoS2/ZrO2 during HDO of phenol and 1-octanol. (a)
shows conversions of 1-octanol and phenol in a case with 0.3 vol% 1-octanethiol in the
feed and (b) shows conversions of 1-octanol and phenol in a case with 2 vol% DMDS
in the feed. Feed: 50 g/l phenol in 1-octanol, T = 280 ◦C, P = 100 bar, Foil = 0.2
ml/min, WHSV = 4.0 h−1.
the catalyst co-fed with 2 vol% DMDS had a content of 8.4 wt% sulfur after operation.
Thus, both catalysts appear to loose sulfur during operation, but the case co-feeding
1-octanethiol lost signiﬁcantly more sulfur.
Table 8.1: Elemental content of sulfur and carbon on spent catalyst tested with diﬀerent
sources of sulfur in the feed and varying H2O/H2S feed ratios. Fresh catalyst is a catalyst
analyzed directly after sulﬁdation.
Sulfur in feed TOSTotal [h] H2O/H2S feed ratio S [wt%] C [wt%]
Fresh catalyst - - 10.9 1.9
0.3 vol% 1-octanethiol 110 0 7.5 3.7
2 vol% DMDS 95 0 8.4 2.0
2 vol% DMDS 96 46 8.9 2.1
5 vol% DMDS 100 16 8.2 1.7
5 vol% DMDS 92 9.7 8.3 3.1
Additionally, the ICP-OES analysis revealed that the tendency for carbon for-
mation was low on both catalysts with less than 4 wt% carbon on both catalysts.
Roughly half of this could be deposited already during sulﬁdation, as 2 wt% carbon
was found on a freshly sulﬁded catalyst (cf. Table 8.1).
Figure 8.2 compares the TEM image from a freshly sulﬁded Ni-MoS2/ZrO2 and
the catalyst from the experiment co-feeding 0.3 vol% 1-octanthiol. The freshly sul-
ﬁded catalyst clearly displayed the presence of several slab structures on the catalytic
surface as the furrows. Measuring the interplanar distance conﬁrmed this to be MoS2
slabs. In comparison, this structure was less apparent on the spent catalyst (cf. Fig-
ure 8.2(b)). This indicates that the slab structure had partly disappeared during the
experiment co-feeding the low concentration of sulfur. However, in the comparison
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it should be stressed that the analysis is very local and the results are therefore only
indications.
(a) Freshly sulﬁded Ni-MoS
2
/ZrO
2
. (b) Ni-MoS
2
/ZrO
2
operated for 110 h.
Figure 8.2: TEM images of freshly sulﬁded Ni-MoS2/ZrO2 catalysts and catalyst
operated for 110 h with 50g/l phenol and 0.3 vol% 1-octanethiol in 1-octanol.
Analyzing further on the results from the TEM images in Figure 8.2, the spent
catalysts were analyzed by XRD. This revealed formation of MoO3 in the case with
1-octanethiol in the feed (cf. Figure 8.3). In the case with 2 vol% DMDS in the feed,
oxide formation was not detected. The XRD analysis additionally revealed Ni3S2
and an elemental Ni phase.
Figure 8.3: XRD of a Ni-MoS2/ZrO2 catalyst operated for 110 h with 50g/l phenol
and 0.3 vol% 1-octanethiol in 1-octanol.
The combination of XRD (cf. Figure 8.3), elemental analysis (cf. Table 8.1),
and TEM images (cf. Figure 8.2), indicates that feeding insuﬃcient sulfur will result
in a depletion of the sulﬁde phase. Previous work has also shown that not co-
feeding a sulfur source will result in a replacement of the framework S-atoms in the
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MoS2 with oxygen atoms from the HDO reaction [94, 100, 105, 357, 375]. Thus,
the concentration of H2S in the gas should be suﬃcient and the sulfur source should
be readily decomposed. The natural content of thiols in bio-oil does not appear
suﬃcient for sustaining the catalyst in the active form during operation and addition
of DMDS/H2S is recommended during HDO of a real bio-oil feed.
Comparing the initial activity in the two cases in Figure 8.1, increasing the H2S
concentration resulted in an increase in the 1-octanol conversion from 77% to 95%,
but a decrease in the initial phenol conversion from 55% to 36%. It has previously
been described that co-feeding H2S during HDO on MoS2 type catalysts results in
a competitive adsorption between H2S and the oxy-compound [94, 356, 371, 376].
Badawi et al. [371] described on the basis of density functional theory (DFT) calcu-
lations that the adsorption of H2S and H2O was stronger on CoMoS sites compared
to phenol and these species therefore have an inhibiting eﬀect on this reaction. This
explains why the phenol conversion decreased when increasing the H2S concentration.
In this analogy it could be thought that 1-octanol is adsorbing at a similar strength
as H2S and is therefore not aﬀected to the same extent. The promotional eﬀect may
be understood by availability of more active sites, as phenol is not competing for
these sites in the same extent anymore.
A drawback of increasing the sulfur concentration as discussed above was an
increased concentration of thiols in the liquid product, which increased from 13 ppmw
sulfur in the case co-feeding 0.3 vol% 1-octanethiol to 381 ppmw in the case co-feeding
2 vol% DMDS. Similar, Senol et al. [108, 109] also observed formation of thiols when
co-feeding a sulfur source. These observations indicate that incorporation of sulfur
in the liquid product is a general problem for this type of catalyst in HDO, as well
as in other reactions such as higher alcohols synthesis [32]. The formation of sulfur
containing compounds was linked to the reaction scheme of HDO of 1-octanol and
phenol. Thus, to investigate this further, the eﬀect of residence time on the sulfur
content of the product oil was investigated, as summarized in Figure 8.4.
For 1-octanol, increasing the residence time increased the conversion, always with
octane as the primary product. However, 1-octene was also found as an important
byproduct with a selectivity of 12% at the lowest residence time and decreasing to 0%
at the highest residence time. Thus, HDO of 1-octanol over this catalyst proceeds by
a dehydration reaction scheme, producing 1-octene. This subsequently reacts with
hydrogen to form octane as the ﬁnal product, as shown in Figure 8.5.
For phenol, cyclohexane was observed as the primary product at all residence
times, but also benzene (up to 5% selectivity), cylohexanol (up to 18% selectivity),
and cyclohexene (up to 41% selectivity) were detected. HDO of phenol can take place
by two paths as summarized in Figure 8.5: a direct deoxygenation of phenol to ben-
zene, followed by hydrogenation to cyclohexane, or an initial hydrogenation of phenol
to cyclohexanol followed by dehydration to cylohexene and then hydrogenation to
cyclohexane. The actual reaction path will be dependent on catalyst and reaction
conditions [72, 98, 230, 355357]. Apparently, the hydrogenation path is preferred
under the given conditions, as evidenced by the high fraction of cyclohexanol and
cyclohexene at especially the low residence times.
1-octanethiol and cyclohexanethiol were the primary sulfur containing products
formed. The selectivity toward 1-octanethiol and cyclohexanethiol dropped from re-
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(a) Oil product distribution. (b) Sulfur content in oil.
Figure 8.4: Eﬀect of the residence for HDO of 50g/l phenol and 2 vol% DMDS in
1-octanol over Ni-MoS2/ZrO2. (a) conversions of 1-octanol and phenol and yields
of octane, octene, cyclohexane, and cyclohexene and (b) sulfur content in the liquid
product. Feed: 50 g/l phenol and 2 vol% DMDS in 1-octanol, T = 280 ◦C, P = 100
bar.
Figure 8.5: Reaction scheme of 1-octanol and phenol over Ni-MoS2/ZrO2.
spectively 3.1% and 0.8% at 0.4 h to < 0.1% at 1.4 h, as shown in Figure 8.4(b). These
compounds are most likely formed by saturation of the doublebonds in 1-octene and
cyclohexene with H2S (cf. Figure 8.5), as both are present in high concentrations at
the lower residence times. However, as the catalyst is widely used as HDS catalyst
[107, 110, 364, 365], it also posses desulfurization capabilities and can therefore re-
move these thiols again. Thus, the sulfur content of the product oil ends below 5
ppmw at the highest residence time tested in Figure 8.4(b).
In conclusion, the tendency of Ni-MoS2 to form sulfur containing compounds can
be circumvented by increasing the residence time.
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8.3 The Eﬀect of H2O
To test the stability of the Ni-MoS2/ZrO2 catalyst in the presence of water, a series
of experiments were carried out co-feeding water with a separate feed line. The
H2O/H2S ratio has previously been indicated as crucial in determining the stability
of sulﬁde catalyst in the presence of water [104, 105]. Thus, this was varied between
9.7 and 46 by changing the oil/water feed ratio and the concentration of DMDS in
the oil.
Figure 8.6 shows the development in the DOD as a function of TOS for three
experiments with varying H2O/H2S ratios; calculated in the gas phase, assuming
complete conversion of DMDS to H2S, and complete vaporization of H2O. The
highest H2O/H2S ratio of 46 was achieved with 33 vol% H2O in the feed, which
corresponds to a bio-oil with a high content of water (the typical water content is
ca. 25 wt% [42, 63]). 2 vol% DMDS was added to the feed oil, as this was found
suﬃcient to maintained a decent activity of the catalyst in the stability experiments
in Section 8.2. In the experiment, the DOD started at 58%, but during the 96 h of
TOS the catalyst lost most of its activity, ending at a DOD of 16%, i.e. a relative
decrease of 74% in the DOD.
Figure 8.6: DOD of a pheno/1-octanol feed over a Ni-MoS2/ZrO2 catalyst when co-
feeding water. H2O/H2S ratio of 46: 2 vol% DMDS in feed oil, Foil = 0.2 ml/min,
FH2O = 0.07 ml/min, WHSV = 5.8 h
−1. H2O/H2S ratio of 16: 5 vol% DMDS in feed
oil, Foil = 0.2 ml/min, FH2O = 0.07 ml/min, WHSV = 3.5 h
−1. H2O/H2S ratio of
9.7: 5 vol% DMDS in feed oil, Foil = 0.33 ml/min, FH2O = 0.07 ml/min, WHSV =
5.1 h−1. Feed: 50 g/l phenol in 1-octanol, T = 280 ◦C, P = 100 bar.
To improve the stability of the catalyst, the content of DMDS in the feed oil was
increased to 5 vol% and the catalyst loading was increased, but the feed water con-
centration was maintained at 33 vol%, giving a H2O/H2S ratio of 16. This increased
the stability of the catalyst somewhat, with the relative drop in the DOD now being
48%. The general higher DOD in this case compared to the H2O/H2S ratio of 46
case was due to the lower WHSV in this experiment.
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Trying to increase the stability even further, the oil/water feed ratio was increased
by increasing the oil feed rate, giving an eﬀective water concentration of 20 vol% and
H2O/H2S ratio of 9.7. In this case, the DOD decreased from 58% to 38% (a relative
decrease of 36%) throughout the 92 h of testing. This experiment therefore displayed
the best stability of the investigated cases and also indicated stabilization, as the
curve seemed to level oﬀ at the end of the experiment. The increased stability is
underlined by noting that the exposure of the catalyst to water was almost identical
in the case with the H2O/H2S ratio of 16, compared to the case with 9.7.
Overall, the case with the H2O/H2S ratio of 9.7 had the best stability of the
investigated cases, underlining the importance of controlling the H2O/H2S ratio.
However, some concern is raised, as this case resulted in 2 mol% H2S in the feed gas,
showing the massive need of feed sulfur.
Comparing the activity in the case of co-feeding water (to simulate a real bio-oil)
in Figure 8.6 to the case not co-feeding water in Figure 8.1(b), the activity decreased
signiﬁcantly when co-feeding water. This is consistent with previous work, where
it has been shown that H2O competes for the active sites on the MoS2 [371]. This
inhibiting eﬀect is elaborated on in Section 8.6.
Calculating the Gibbs free energy for reactions between bulk MoS2 and water at
the given conditions (see Appendix J for elaboration), showed that ∆G is positive
for all relevant reactions, indicating that oxidation of the sulfur by water should not
readily take place. This was supported by quantiﬁcation of the sulfur on the used
catalysts, as this was similar comparing cases with H2O/H2S ratios varying from 0
to 46, cf. Table 8.1. Badawi et al. [104] showed by DFT calculations that it is
the stability of the sulfur atoms located along the edges of the MoS2 slabs which is
important in this system. In their calculations, they found that a H2O/H2S ratio
above 40 resulted in exchange of sulfur with oxygen (S-O exchange) along the slab
edges. Comparing this to the results in Figure 8.6, revealed that this threshold
appears to be even lower.
We see two paths to achieve stability in the presence of water: either addition of
suﬃcient DMDS or recirculation of part of the hydrocarbon product to decrease the
water concentration in the feed. Recirculation is probably needed for bio-oils with
high water content, as 5 vol% DMDS was insuﬃcient to maintain stability of an oil
with 33 vol% water. Addition of such high levels of DMDS seems questionable.
8.4 The Eﬀect of Potassium
To test the eﬀect of potassium, Ni-MoS2/ZrO2 was impregnated with KNO3 to a
molar a ratio of K/(Ni + Mo) of 1. This catalyst was tested with a feed of 50 g/l
phenol and 2 vol% DMDS in 1-octanol, i.e. similar to the experiment presented in
Figure 8.1(b). The development in the DOD and the conversion of phenol and 1-
octanol in this experiment are shown in Figure 8.7. The DOD rapidly stabilized at ca.
5% and remained there for the duration of the 46 h experiment. The deoxygenation
only took place by converting some of the 1-octanol, with a conversion in the order
of 5%. The aﬃnity for phenol deoxygenation was practically not existing, with a
conversion of <1.5%, with the primary product being octyl phenol. These reactions
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probably were facilitated by the acid sites on ZrO2, as discussed in Section 7.3 (cf.
Figure 7.5).
Comparing these results to the reference case in Figure 8.1(b), the diﬀerence in
the DOD was on the order of 80% lower, showing severe loss of activity of the catalyst
when poisoned by potassium.
Figure 8.7: DOD and conversions of phenol and 1-octanol during HDO over a potas-
sium doped Ni-MoS2/ZrO2 catalyst. Feed: 50 g/l phenol and 2 vol% DMDS in 1-
octanol, T = 280 ◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
Similar, Kubicka and Horacek [375] found that the primary deactivation source
of Co-MoS2/γ-Al2O3 for HDO of waste rapeseed oil was deposition of alkali metals
on the active sites. Andersen et al. [377] made ﬁrst principle DFT calculations of
potassium doped MoS2 for CO hydrogenation. Their results showed that potassium
readily binds to the edges of the MoS2 slabs, blocking both Mo and S sites. This
means that CO dissociation could not take place on the catalyst and H2 dissociation
was limited at the edges as well. Comparing this to the mechanism for HDO on MoS2
type catalysts, the vacancy sites on the slab edges are readily blocked by potassium.
Based on the DFT calculations by Andersen et al. [377], it is expected that the HDO
activity will be similarly suppressed by addition of potassium.
With the experience from the nickel catalysts (cf. Chapter 6) and other com-
bination of catalyst and reaction [378, 379], it seems diﬃcult to ﬁnd alkali tolerant
catalysts. Thus, removal of this prior to HDO catalyst will probably be needed. A
guard bed prior to the hydrotreating reactor has been proposed to prevent metal de-
position [142, 380]. Here metals would be trapped in a porous material like alumina,
bauxite, magnesium silicate, clays or similar. This will however not trap organic
bound metals. Alternatively, Bridgwater [42] indicated that nearly all alkali metals
can be captured in the ash fraction in the ﬂash pyrolysis plant. Both approaches
point toward preventing alkali metals reaching the catalyst.
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8.5 The Eﬀect of Chlorine
To test the eﬀect of chlorine on the stability of the catalyst, 0.3 vol% 1-chlorooctane
(corresponding to 0.05 wt% Cl) was added to a feed of 50 g/l and 2 vol% DMDS
in 1-octanol, simulating a typical chlorine concentration in bio-oil [305]. Figure 8.8
shows the development in the conversion of phenol and 1-octanol and the yields of the
primary products as a function of TOS. Comparing the activity in the current case
to the similar case without chlorine in the feed (cf. Figure 8.1(b)), the conversion
of 1-octanol dropped from ca. 91% in the chlorine free case to ca. 74% with 1-
chlorooctane in the feed. However, this conversion was stable throughout the 52 h
of exposure to chlorine. This indicates that chlorine is not deactivating the catalyst,
but rather inhibiting the active sites. Probably, HCl will compete with the oxy-
compounds for the active sites, similar to H2O and H2S.
(a) Conversion and yields of 1-octanol related
compounds.
(b) Conversion and yields of phenol related com-
pounds.
Figure 8.8: Stability of NiMoS2/ZrO2 during HDO of phenol and 1-octanol when co-
feeding 1-chlorooctane, (a) shows conversion and yields of 1-octanol related compounds
and (b) shows conversion and yields of phenol related compounds. The concentration
of 1-chlorooctane in the feed was 0.3 vol%, corresponding to 0.05 wt% Cl. At 52 h TOS
the 1-chlorooctane was removed from the feed. Feed: 50 g/l phenol and 2 vol% DMDS
in 1-octanol, T = 280 ◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
The octene/octane ratio in the oil product increased from ca. 0.06 in the chlo-
rine free case to 0.2 when co-feeding chlorine. Thus, it appears that the chlorine
inhibits hydrogenation sites more pronounced than the dehydration sites. Similar to
1-octanol, also the phenol conversion dropped when exposed to chlorine. Comparing
to the chlorine free case, the conversion of phenol dropped from ca. 25% to ca. 10
% when feeding 1-chlorooctane. The drop in the phenol conversion is therefore more
pronounced than that of 1-octanol. The conversion of phenol was stable through-
out the exposed time frame. The higher drop in the phenol conversion compared
to 1-octanol is related to the inhibiting eﬀect on the hydrogenation sites, as the
HDO of phenol partly is dependent on the hydrogenation of the aromatic ring before
deoxygenation (cf. Figure 8.5).
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In the experiment, the conversion of 1-chlorooctane to octene/octane and HCl
was ca. 40%. Cl was veriﬁed in the aqueous phase product by deposition of AgCl
with AgNO3. 40% conversion of 1-chlorooctane in the feed containing 0.3 vol%
1-chlorooctane corresponds to a release of Cl atoms relative to Mo atoms on the
catalyst in a ratio of 1.1 molCl/molMo after 52 h TOS. Thus, a constant exposure of
Cl/HCl was present on the catalyst and suﬃcient to cause a potential deactivation.
However, in general the exposure to chlorine for this type of catalyst appears to be
limited by the activity of the HDCl reaction.
After 52 h of TOS the 1-chlorooctane was removed from the feed. At this point
the activity immediately started to increase (cf. Figure 8.8), slowly rising toward the
activity level of the unpoisoned catalyst (cf. Figure 8.1(b)). This proves that the
chlorine is only inhibiting and not deactivating the HDO reaction on Ni-MoS2. In
the start of the experiment the chlorine inhibition was established within the ﬁrst 9
h of TOS, however re-establishing the activity after removing the chlorine from the
feed was a slow process in comparison, taking more than 20 h.
In summary, it appears that the presence of chlorine in the feed will cause an
inhibition of the catalyst, probably by competing for the active sites. This inhibition
appears to be determined by an equilibrium between the gas phase and adsorbed
chlorine species. However, the chlorine inhibition appears fully reversible and is
not expected to cause any major challenges for this type of catalysts, and a higher
residence time would probably solve this issue.
8.6 Inhibition Strength of H2S, H2O, and HCl
From Section 8.2, 8.3 and 8.5, it follows that the presence of H2S, H2O, and/or HCl
will inhibit the activity of the catalyst and especially the activity for HDO of phenol.
To quantify this eﬀect, 1st order rate constants were calculated for all experiments,
as described in Eq. 3.14.
Considering the diﬀerent species as inhibitors competing for the active sites on
the catalyst, the 1st order rate constants can be expressed by the availability of free
sites, in a Langmuir-Hinshelwood kinetic model [232, 381]:
keff,i = k0,i ·Θ∗ (8.1)
Here keff,i is the eﬀective rate constant for reaction i measured in the experiment,
k0,i is the rate constant for reaction i of a catalyst with no inhibiting/deactivating
species, and Θ∗ is the fraction of free sites. If it is assumed that Θ∗ only varies
with the concentration of the impurity (i.e. nearly empty surface with respect to
oxygenates), but otherwise is similar across the experiments, this is given by:
Θ∗ = 1−ΘH −ΘSH −ΘOH −ΘCl (8.2)
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Here ΘH, ΘOH, ΘSH, and ΘSH are the fractional coverage of respectively H, OH, SH
and Cl on the catalyst. These coverages are determined from the reactions:
H2S + 2 ∗ −−⇀↽− H ∗+SH∗ (8.3)
H2O + 2 ∗ −−⇀↽− H ∗+OH∗ (8.4)
HCl + 2 ∗ −−⇀↽− H ∗+Cl∗ (8.5)
H2 + 2 ∗ −−⇀↽− 2 H∗ (8.6)
Assuming these reactions are in quasi equilibrium, the coverages of the species can
be found as:
Θi =
Ki · Pi√
KH2 · PH2
(8.7)
Here Ki is the equilibrium constant for the coverage of species i and Pi the partial
pressure of i. Index i represent either H2O, H2S, or HCl species. Thus, Θ∗ becomes:
Θ∗ =
1
1 +
√
KH2 · PH2 +
KH2S · PH2S√
KH2 · PH2
+
KH2O · PH2O√
KH2 · PH2
+
KHCl · PHCl√
KH2 · PH2
(8.8)
KH2 · PH2 was assumed constant and equal in all experiments in these calculations.
Using the two experiments with diﬀerent concentrations of feed sulfur presented
in Section 8.2 (see also Figure 8.1), k0 and KH2S/K
1/2
H2
were calculated. Using these
two parameters for the experiment with water and chlorine, also KH2O/K
1/2
H2
and
KHCl/K
1/2
H2
were calculated, as summarized in Table 8.2. KH2S and KH2O were almost
identical, diﬀering by less than a factor of 1.5. Contrary, KHCl was two orders
of magnitude higher than both KH2S and KH2O. Thus, HCl was by far the worst
inhibitor of the investigated species. From the analysis of Cl inhibition in Section
8.5 this strong eﬀect of chlorine was not immediately apparent, but this was because
only a limited release of chlorine was taking place due to the low aﬃnity for HDCl,
resulting in a low partial pressure of HCl in this experiment (cf. Table 8.2).
A similar analysis was not possible for the 1-octanol HDO reaction, because H2S
did not inhibit this reaction but rather promoted it, as already discussed in Section
8.2. However, comparing the rate constant in Table 8.2 for kOc shows that water and
HCl both caused a signiﬁcant decrease in the activity, as both were of roughly the
same order of magnitude. However, considering that the partial pressure of H2O was
3-4 orders of magnitude higher than the HCl partial pressure, it is clear that HCl is
also the strongest inhibitor for this reaction.
In conclusion, the results show that the strength of inhibition of the investigated
species qualitative is given as:
HCl > H2O ≈ H2S (8.9)
In a broader context, H2S, H2O, CO, and NH3 are all inhibitors of sulﬁde catalysts as
they compete for the active sites [142, 356, 371, 376]. Badawi et al. [371] found the
following order of inhibition for HDO of guaiacol on MoS2 based on DFT calculations:
CO > H2S ≈ H2O (8.10)
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Table 8.2: Kinetic data and tendency for inhibition by H2S, H2S, and/or HCl on a Ni-
MoS2/ZrO2 catalyst. TOS refers to the point of evaluation in the respective experiment.
kPh is the rate constant for phenol conversion kOc is the rate constant for 1-octanol
conversion.
Impurity TOS PH2S PH2O PHCl kPh kOc k0,Ph
KH2S
K
1/2
H2
KH2O
K
1/2
H2
KHCl
K
1/2
H2
[h] [bar] [ml/kgcat/min] [bar−1/2]
H2S
a 8 0.02 0 0 65 123 67 14 - -
H2S
b 8 0.5 0 0 36 239 67 14 - -
H2O
c 9 1.9 18 0 12 91 67 14 19 -
HCld 26 0.5 0 0.009 8 109 67 14 - 6500
aSee Figure 8.1(a) for further details.
bSee Figure 8.1(b) for further details.
cSee Figure 8.6 for further details, the experiment with the H
2
O/H
2
S ratio of 9.7.
dSee Figure 8.8 for further details.
Their results also indicates H2S and H2O as roughly equally strong inhibitors. Lau-
rent and Delmon [356] evaluated ﬁrst order rate constants for a Ni-MoS2/γ-Al2O3
catalyst and found the following order of inhibition of the hydrotreating reaction:
NH3 > H2S > H2O (8.11)
As a general remark, additional catalyst in the reactor would be required to treat
a real bio-oil considering the many potential inhibiting species which are present
during HDO, while poisons such as alkali metals should be completely avoided.
8.7 Conclusion
The stability of Ni-MoS2/ZrO2 has been investigated during HDO of phenol in 1-
octanol, as a bio-oil model compound system. Constant addition of sulfur is essential
to obtain prolonged stable operation of the catalyst and it was found that adding
thiols to the feed in a concentration comparable to what can be found in bio-oil is
insuﬃcient. Instead, DMDS was found as a good sulfur source during the process,
which should be added to the feed in a concentration of >1 vol%. By XRD it was
found that adding insuﬃcient sulfur resulted in a slow oxidation of the sulﬁde phase.
The downside of adding sulfur is that this enables incorporation of sulfur in the
product, especially to unsaturated double bonds (formed from dehydration reactions)
were found to willingly react with H2S to form thiols. However, operating at suﬃ-
ciently high residence times reduced the presence of thiols in the oil product as the
catalyst also is eﬀective in HDS.
Water was also capable of oxidizing the MoS2. The results show that the H2O/H2S
ratio is essential in determining the catalyst stability and this ratio should be <10 to
obtain reasonable stability. Even lower ratios may be needed to obtained suﬃcient
stability during prolonged operation (>100 h). While bulk MoS2 is thermodynami-
cally stable towards oxidation by H2O, it is oxidation of the edge sulfur atoms which
is critical in the presence of water.
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Impregnation of Ni-MoS2/ZrO2 with KNO3 to a molar a ratio of K/(Ni + Mo) of
1 was found to eﬀectively decrease the activity of the catalyst. Without potassium
a DOD of ca. 90% could be achieved, but adding potassium the DOD was only ca.
5%. The deactivation was caused by occupation of vacancy sites along the MoS2
edges by potassium, blocking the active sites for HDO.
Simulating the presence of organically bound chlorine in bio-oil, it was found
that Ni-MoS2/ZrO2 was inhibited by the presence of 1-chlorooctane in the feed.
This eﬀect was explained by competitive adsorption of the formed HCl with the
oxy-compounds for the active sites. However, removing 1-chlorooctane from the feed
restored the activity of the catalyst to a level similar to the un-poisoned case, showing
that chlorine only inhibited the reaction.
Commonly, both H2S, H2O, and HCl were found to inhibit HDO of especially
phenol. Competitive adsorption described by a Langmuir-Hinshelwood approach
was applied to quantify the inhibition of these species. This analysis showed that
HCl was by far the strongest inhibitor followed by H2O and H2S of roughly the same
strength. However, potassium was the strongest poison, leading to complete and
persistent loss of activity.
Overall, Ni-MoS2/ZrO2 is a prospective catalyst for HDO of phenol with promis-
ing stability, as long as suﬃcient sulfur is supplied. Of the investigated bio-oil im-
purities potassium was the worst, and prolonged operation most likely requires the
removal of this compound from the feed. H2S, H2O, and HCl was found to primarily
inhibit the catalyst. Thus, when using this catalyst high residence time is recom-
mended to manage the inhibitors and furthermore to remove potentially formed
thiols.
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Chapter9
Perspective on Real Bio-oil Upgrading
To get a ﬁnal evaluation on the progress of this project in a more realistic context,
a series of experiments were made with a real bio-oil feed. These experiments are
described in detail in Appendix K and the results make the foundation for the fol-
lowing discussion. The results were not included in this main part of the thesis as
they were used to evaluate and put the current work into perspective, but did not
have suﬃcient quantitative value.
Upgrading of real bio-oil compared to model compounds is markedly more diﬃ-
cult. In contrast to the model compound studies in Chapter 6-8, during real bio-oil
HDO the catalyst is exposed to many deactivation sources simultaneously. Among
these, carbon deposition is a severe problem when working with real bio-oil, in con-
trast to the model compounds. This carbon deposition additionally appears to be
closely linked to the overall activity of the catalyst and the operating temperature.
High temperature (>150 ◦C) alone will result in a polymerization of the bio-oil to
tar/coke, which results in reactor plugging. Thus, if a catalyst is severely deactivated
(or not suﬃciently active), this is the only reaction which will take place. This was
observed in experiments with both Ni/ZrO2 and Ni-MoS2/ZrO2 (cf. Appendix K).
Additionally, it should be considered that carbon deposition alone will also lead to
deactivation and this phenomenon is therefore self-accelerating.
From the work described in Appendix K it was found that treating the bio-
oil directly at high temperatures is diﬃcult due to the coke forming reactions. A
potential solution could be to have a graduated temperature proﬁle in the reactive
zone, meaning that catalyst should be present in the entire length of the reactor and
therefore also present during heating. This should convert some of the most reactive
components in the initial part of the reactor where the temperature is low, and these
would then be less prone for coke formation (in line with the discussion in Section
2.4). The results in Appendix K indicated that a graduated temperature proﬁle can
increase the lifetime of the catalytic bed.
In line with the analysis in Chapter 6 and 8 for Ni/ZrO2 and Ni-MoS2/ZrO2,
respectively, neither of these catalysts were eﬃcient for HDO of real bio-oil, as they
were readily deactivated. The carbon formation adds additional issues to this, which
has received little attention in the current work.
Using Haldor Topsøe A/S's commercial HDS catalyst (Ni-MoS2/Al2O3) as ref-
erence, revealed that this was a much better catalyst for HDO of real bio-oil. The
better activity of the commercial catalyst gave better stability. However, also this
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catalyst deactivated over time, with the DOD decreasing from 100% to 69% over 12 h
of operation. Figure 9.1 shows the appearance of the oil product from the experiment
with this catalyst and the DOD as a function of TOS. The initial oil product was a
clear and free ﬂowing liquid, which by analysis by CHN-S and GC-MS was found to
have a DOD of 100 % and H/C ratio of 2.1 and primarily consisting of naphtenes (in
the order of 65%) and linear/branched hydrocarbons (in the order of 25%). Thus,
this oil product was very similar to crude oil (cf. Table 2.7).
Figure 9.1: Oil product from HDO of 50% bio-oil in 2-butanol over a commercial
Ni-MoS2/Al2O3 catalyst as a function of TOS. T = 300
◦C, P = 100 bar, Foil = 0.2
ml/min, WHSVtotal = 0.9 h−1.
It is possible to upgrade bio-oil to fuel grade standard (cf. Figure 9.1), however,
deactivation is fast. Which deactivation mechanism is the primary, cannot be de-
duced from the few experiment made so far, but probably a combination of several
are occurring. Activity and stability additionally appears to be closely related, at
least it is indicated that low activity results in accelerated deactivation. Thus, a
lot can be gained by directing eﬀorts in developing a single catalytic system, like
optimizing loading, particle size, application of additives, etc.
Overall, it is apparent that deactivation is a major problem and a lot of work
will be needed in catalyst development to ﬁnd active and stable HDO catalysts.
Achieving stable and long living HDO systems will require development of catalysts
but also reactor design. It appears that a lot can be gained by having a graduated
temperature proﬁle of the reactive zone and this is suggested to be addressed in
future work.
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Chapter10
Conclusions & Outlook
The combination of ﬂash pyrolysis and catalytic upgrading to engine fuels is a
prospective route to biofuels in the future. By densiﬁcation of the biomass in
the pyrolysis process, transport economy is signiﬁcantly improved over conventional
biomass when the ﬂash pyrolysis unit is placed close to the biomass source. The
subsequent upgrading can be facilitated by either zeolite cracking or HDO. Of these
HDO appears as the most feasible approach, as zeolite cracking is stoichiometrically
limited in hydrogen availability and therefore will produce a poor fuel in low yields.
In addition, HDO of bio-oil can produce high quality fuels applicable in the current
infrastructure, at a price which could be competitive to conventional petrochemical
fuels. This process has been the main focus of the research work in this project.
Major challenges in this ﬁeld are to ﬁnd an active catalyst which also has suﬃcient
stability during operation, since coke deposition and deactivation by impurities in
the bio-oil are problematic.
In an attempt to ﬁnd a new HDO catalyst, screening of 23 catalytic systems
for HDO of phenol was performed in a batch reactor at 275 ◦C and 100 bar of H2.
Four groups of catalysts were tested: oxide catalysts, methanol synthesis catalysts,
reduced noble metal catalysts, and non-noble reduced metal catalysts. The investi-
gated oxide catalysts and methanol synthesis catalysts were inactive at the applied
conditions. Of the noble metals, Ru/C performed the best, but Pd/C and Pt/C
also displayed activity for HDO. Among the non-noble metal catalysts only nickel
had good activity. Nickel was also tested in combination with diﬀerent supports,
elucidating that the hydrogenation activity of this type of catalyst was closely linked
to the supports aﬃnity for generation of oxygen vacancy sites. These sites function
as Lewis acid sites facilitating the adsorption of phenol. Overall Ru/C and Ni/ZrO2
were the best performing catalysts, with Ni/ZrO2 being most attractive due to the
lower cost of this catalyst.
Another important aspect for the reduced metal catalysts was the metal particle
size. Increasing the nickel particle size of Ni/SiO2 increased the hydrogenation rate
of phenol, but decreased the deoxygenation rate. Applying surface site population
theory revealed that the deoxygenation TOF scaled with the availability of step and
corner sites and these low coordinated sites were therefore facilitating the deoxygena-
tion reaction. On the other hand, the hydrogenation reaction appeared hindered at
small nickel particles by competitive adsorption, where hydrogen was partly depleted
from the nickel surface due to species such as cyclohexanol, water, etc. However, the
142
support was found to inﬂuence the hydrogenation rate stronger than this size eﬀect.
Thus, a good nickel catalyst should have small (<10 nm) nickel particles to facilitate
deoxygenation and an oxidic support that promotes hydrogenation (high availability
of Lewis acid sites).
Ultimately, the catalyst development work pointed toward Ni/ZrO2 prepared with
small (<10 nm) nickel particles as a good catalyst for HDO, which should display
both good hydrogenation and deoxygenation activity. This catalyst was tested in a
high pressure liquid and gas continuous ﬂow ﬁxed bed setup at 250 ◦C and 100 bar
of H2 with a bio-oil model system of guaiacol in 1-octanol. The catalyst had good
stability when treating the pure bio-oil model system, where only minor deactivation
was observed over more than 100 h of operation due to buildup of coke. However,
exposing the catalyst to sulfur, chlorine, or potassium all led to severe deactivation.
Sulfur was the worst case, as exposure to this resulted in complete loss of activity
due to formation of NiSx as realized through XRD, XAS, and STEM-EDX. Chlorine
caused reversible deactivation which decreased the deoxygenation activity as long as
the chlorine source was present in the feed. Potassium caused persistent deactiva-
tion of the low coordinated sites, and thereby hampered the deoxygenation activity.
Overall it was identiﬁed that nickel based catalysts readily could be deactivated by
many of the impurities found in real bio-oil.
In an attempt to ﬁnd a more stable HDO catalyst, Mo2C/ZrO2 was investigated
in the continuous ﬂow setup at 300 ◦C and 100 bar with a bio-oil model feed of
phenol in 1-octanol. In contrast to the reduced metal catalysts, this catalyst was
very selective in the direct deoxygenation reaction, selectively producing benzene
from phenol. Thus, this catalyst was not dependent on initial hydrogenation of phe-
nol, as observed for the nickel based catalysts. However, co-feeding water, which
is inevitably present in bio-oil, resulted in eﬀective oxidation of the carbide phase,
completely deactivating the catalyst over 14 h of operation. Without water in the
feed the catalyst deactivated slower, but the water formed from HDO was still suf-
ﬁcient to oxidize the carbide phase. The oxidation potential of water towards this
catalyst was additionally conﬁrmed by thermodynamic calculations and in situ XRD
measurements. Overall Mo2C/ZrO2 was not found suitable for HDO as water must
be considered unavoidable during HDO of bio-oil.
Realizing that good stability of HDO catalysts was diﬃcult to achieve due to
deactivation by impurities, the conventional hydrotreating catalyst, Ni-MoS2, was
investigated. This catalyst relied on a co-feed of sulfur to maintain the active phase.
The presence of sulfur unfortunately also resulted in formation of sulfur compounds
in the product if the residence time was not kept suﬃciently high. This catalyst was
more tolerant toward both water and chlorine than the nickel and Mo2C catalysts.
However, co-feeding suﬃcient sulfur was required to avoid oxidation of the edge
sulfur atoms by water. Despite not causing deactivation, HCl, H2O, and H2S were
all inhibiting the HDO reaction by competing for the active sites, with the strength
of inhibition decreasing in that order. Contrary, potassium completely deactivated
the catalyst, probably by blocking of the edge sites of the MoS2 and was concluded
as the worst of the investigated bio-oil impurities.
Comparing the investigated catalytic systems, Ni-MoS2/ZrO2 showed the best
resistance toward impurities, but Ni/ZrO2 was an attractive reduced metal catalyst
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due to its high activity (active at only 250 ◦C) and low price (compared to noble
metals). Some general trends were identiﬁed for the diﬀerent types of impurities.
Potassium appears as a general cause for deactivation, which will block active sites
on many, if not all, types of catalysts relevant for this reaction. Thus, in a larger
view potassium should probably be removed from the bio-oil either through proper
removal in the ash fraction in the pyrolysis or adsorption prior to the catalyst bed.
Chlorine appears only to be an inhibitor, for both reduced metals and sulﬁdes. It
is desirable to keep the concentration of this low, but if it enters the catalytic reactor
it is less detrimental to the catalyst than most other impurities.
The high concentrations of water present in bio-oil result in a problematic oxi-
dizing potential. Thermodynamics was found to be an important tool in evaluating
the stability of the catalysts, but the lower stability of nano-particles will in many
instances require the use of DFT calculations to get a good estimate of the stability
of single particles or surfaces.
Comparing the two best performing catalysts of the investigated, Ni-MoS2/ZrO2
and Ni/ZrO2, Ni-MoS2/ZrO2 appears as the best performing catalyst, when consid-
ering stability in the presence of potential impurities from bio-oil. However, use of
this catalyst was not straightforward and severe deactivation/inhibition did occur if
not operated properly.
However, testing a real bio-oil did indicate that the higher temperature require-
ment of Ni-MoS2/ZrO2 compared to Ni/ZrO2 resulted in increased formation of car-
bon and a tendency for plugging of the catalyst bed. These tests additionally showed
the importance of ﬁnding stable catalysts, as the tendency for carbon formation, and
thereby reactor plugging, appeared to increase with decreasing activity. When the
activity of the catalyst decreases below a certain level, it appears that the carbon
formation is accelerated due to a larger potential for polymerizing like reactions in
the bio-oil.
As overall conclusion on this project, it appears that ﬁnding a suﬃciently sta-
ble catalyst for HDO of bio-oil is the biggest challenge of the process. This task is
challenged by the many sources of deactivation in the bio-oil. Impurities as sulfur,
chlorine, alkali metals, and similar can cause loss of the catalyst's active sites. Ad-
ditionally carbon is also a source of deactivation, but even more pronounced as a
source of reactor plugging. Carbon formation appears closely linked to the activity
of the catalysts, as it is indicated that this phenomenon is accelerated as a function
of catalyst deactivation, probably parallel to a decrease in the hydrogenating sites.
10.1 Future Work
Looking ahead a lot of work is still needed to ﬁnd a suitable catalyst for HDO. So
far catalyst development has been with origin in already established knowledge from
conventional hydrotreating technology and simple trial an error screening studies, as
done in Chapter 4, as example. To direct the eﬀort further, the ﬁeld could beneﬁt
from DFT calculations, where screening of larger amounts of catalysts in less time
is possible. The group of Studt and Nørskov has already started some work in this
ﬁeld with transition metal catalysts. However, as realized from this work, the use
of catalysts are limited due to deactivation by impurities. More novel catalytic sys-
tems might be needed for the HDO process as already indicated with the phosphide
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catalysts which have received increasing attention in the recent years [128, 382, 383]
and the oxide catalysts as investigated in Chapter 4 and by Prasomsri et al. [247].
Such catalysts are however much more diﬃcult to screen through DFT methods,
indicating that this is an area requiring substantial work. Additionally, much work
is also needed in more detailed development of single catalytic systems, like optimiz-
ing loading, preparation method, particle size, application of additives, etc., which
has not been the focus of the work in this project. In comparison, industrial HDS
catalysts have been reﬁned over many decades.
Aspects of coke deposition have only vaguely been investigated in this work, but
is a major problem for this process as discussed in Section 2.4.3. Model compound
studies can help to investigate which classes of molecules are prone to coking and may
also give indications of which initiatives are needed to circumvent it. However, to get
the full understanding of carbon deposition, use of real bio-oil appears necessary to
provide safe answers. HDO pretreatment at less severe conditions appears necessary
for the real bio-oil, as heating of the bio-oil to a temperature of 300 ◦C (as required
for Ni-MoS2/ZrO2) can be a problem on its own. The dual bed approach could be
a solution [15, 22, 170, 384] or a graduated temperature proﬁle in the reactive zone,
as discussed in Chapter 9 and Appendix K. This also points toward a general need
for understanding how to work with real bio-oil in diﬀerent scales. With a maximum
operation time of a single catalyst bed for HDO of real bio-oil still reported in the
order of 100-200 h [57, 76, 184], this should serve as the benchmark for further
improvement. Engineering tasks such as evaluating the proper design of (pilot)
plants and optimal operating conditions are therefore needed, where plugging of
both up- and down-stream sections due to oil/tars and reactor plugging due to coke
are problems to be solved. It appears that part of the solution could be development
of a low temperature catalyst, and in this context Ni/ZrO2 appears more suitable
than Ni-MoS2/ZrO2.
Besides deactivation by coke, also the ﬁeld of bio-oil impurities is an area requiring
signiﬁcant work, as highlighted in this thesis. It appears that every catalytic system
considered for HDO of bio-oil should be investigated for stability in the presence of
sulfur, alkali metals, chlorine, and water, at least. Additionally, also phosphorous
and nitrogen species could be thought to interfere with the catalysts. Alternatively,
it could be beneﬁcial to investigate how these compounds can be (partly) removed
from the bio-oil. Trapping of the inorganic part in the ash in the pyrolysis section
or pretreatment prior to the HDO reactor could be paths worth elucidating.
Summarizing, future work on HDO catalyst development should aim at a cat-
alyst suﬃciently active for the HDO reaction, but simultaneously resistant toward
impurities and coke formation. This should ideally be solved in a combination of
DFT calculations to direct the eﬀort in catalyst development, chemical formulation
of suitable catalysts, and chemical engineering research to ensure the most smooth
upgrading of the bio-oil.
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AppendixA
Modeling of Temperature Proﬁles in an
Environmental Transmission Electron
Microscope using Computational Fluid
Dynamics
Abstract
The temperature gradient and pressure drop inside an environmental transmission
electron microscope have been addressed by means of computational ﬂuid dynamics.
Heating the sample area by a furnace type TEM holder gives rise to temperature
gradients over the sample area. Three majors mechanism have been identiﬁed with
respect to heat transfer in the sample area: radiation, conduction in the grid and
conductivity in the gas. The sample temperature was aﬀected by the conductivity of
the gas, the emissivity of the sample grid, and the conductivity of the grid. Ideally the
grid should be polished and of a good conductive material, like conventionally used
Cu. With hydrogen gas, which have the highest conductivity of the studied gases,
the temperature diﬀerence over the TEM grid is less than 5◦C, at what must be
considered typical conditions, and it is concluded that close to isothermal conditions
can be achieved in the ETEM.
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A.1 Introduction
Since its invention, transmission electron microscopy (TEM) has been an invaluable
addition to the materials science toolbox. It has been routinely used in ﬁelds such
as catalysis, semiconductors and photonics [385387]. No other tool provides the
versatility of spatial information at high resolution along with simultaneous acqui-
sition of spectroscopic information. More recently, in situ experimentation within
the TEM has also become possible [388390]. Scientists are now routinely exposing
samples to heat, gas, liquid, stress, and light while performing electron microscopical
investigations.
In order to expose samples to a gaseous environment, certain modiﬁcations have
to be made. Gas can be introduced either via the microscope column or via the
sample holder. In the former case, the microscope column itself is ﬁtted with a
gas inlet through the objective lens and diﬀerential pumping apertures in the upper
and lower pole pieces. This setup is known as the diﬀerentially pumped column
and is described by Boyes et al. [391]. The other option is to inject gases via the
sample holder. This has been described by Kishita et al. [392]. In either case,
microscopes capable of exposing samples to a gaseous atmosphere are now known as
environmental transmission electron microscopes or ETEMs.
In order to simulate the working environment of e.g. an industrial catalyst, a
gas atmosphere along with an ability to heat the sample is necessary. Heating is
typically done using a heating holder. However, this also represents a challenge to
conventional knowledge of TEM experimentation. Conventionally, heating experi-
ments in the TEM has been carried out in high vacuum. This means that very little
power is needed to heat the entire sample region (traditionally a metal grid of 3 mm
in diameter) as there is virtually no gas atmosphere to remove heat from the sample.
In an ETEM however, there is a ﬂow of gas and thus a heat sink around the sample.
Hence additional heat needs to be supplied in order to maintain a certain set tem-
perature. Furthermore, as heat (in traditional heating holders) is supplied via the
periphery of the 3 mm metal grid, there may be a temperature gradient across the
sample, rendering the center of the 3 mm grid at a lower temperature than what is
measured at the furnace supplying the heat. However, to the best knowledge of the
authors, the level of non-uniformity of the sample holder temperature ﬁeld has not
been investigated previously.
In order to understand the signiﬁcance of the temperature gradient across the
sample, CFD modeling of the interior of the microscope, sample holder, and sample
grid have been employed in this work.
Using a simpliﬁed model of the inside of an objective lens, the gas ﬂow inside the
ETEM chamber in steady state is calculated. Based on this ﬂow, the temperature
ﬁeld is obtained and thereby the temperature distribution in the sample area. The
simulation were made using the Weakly Compressible Navier-Stokes and General
Heat Transfer packages of the commercial software program Comsol ® were used.
A.2 CFD Model
The CFD model was deﬁned and solved using Comsol®; a commercial multiphysics
modeling and simulation software. Figure A.1(a), A.1(b), and A.1(c) show a two
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dimensional cross section of the modeled geometry of respectively the x-y-plane,
y-z-plane, and x-z-plane.
(a) x-y-plane
(b) y-z-plane (c) x-z-plane
Figure A.1: Cross section of the structure of the CFD model used in the evaluation
of the ETEM.
The model is divided into thirteen regions, denoted as CX, where X denotes a
speciﬁc region.. Table A.1 describes the function of each of these regions and their
nature.
A sample holder is inserted from the left of Figure A.1(b). This consists of three
sections: the holder barrel (C4), the holder around the heating coil (C5), and the
heating coil (C6). When using the ETEM the sample is placed in the center of
the heating coil on a grid (C13); the center of this grid is used as origin in the
drawings of Figure A.1. A cold trap (C8) is placed around the holder and beneath
the holder is the objective aperture which consist of an objective aperture barrel (C9)
and the objective diaphragm (C10). A sniﬀer (C7) connected to a quadropole mass
spectrometer is placed parallel to the gas ﬂow with the oriﬁce facing the sample.
Above and below the sample are the upper and lower pole pieces (truncated cones,
C2 and C3), which have a Pt 250 µm diaphragm (C11 and C12) at the cone center.
The gas (C1 and white area in Figure A.1) enters the system through the bound-
ary to the right in Figure A.1(b) and leaves the system through exits at the top and
bottom after the diaphragms (C11 and C12), see Figure A.1(b) for clariﬁcation. The
hole in the diaphragms have a diameter of 250 µm and a height of 50 µm and are
therefore barely visible on Figure A.1(b). Pole pieces and diaphragms are kept at a
constant temperature of 20 ◦C by cooling water.
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Table A.1: Regions of the CFD model.
Region Description Material
C1 Gas phase H2/N2
C2 Upper pole piece 304 steel
C3 Lower pole piece 304 steel
C4 Holder barrel 304 steel
C5 Holder Brass
C6 Heating coil Brass
C7 Sniﬀer 304 steel
C8 Cold trap Copper
C9 Objective aperture barrel Brass
C10 Objective diaphragm Platinum
C11 Top 250 µm Pt diaphragm Platinum
C12 Bottom 250 µm Pt diaphragm Platinum
C13 Sample Cu grid Copper & H2/N2
A.2.1 Weakly Compressible Navier-Stokes Equations
In the evaluation of the velocity ﬁeld in the reactor the calculations are based on a
weakly compressible Navier-Stokes model implemented in Comsol®. The equations
being solved for the gas phase are thus:
ρ ·
(
∂v
∂t
+ v · ∇v
)
= −∇P + ρ · g + µ∇2v −∇ ·
(
2 · µ
3
+ κ
)
(∇ · v) (A.1)
∂ρ
∂t
+ (∇ · ρv) = 0 (A.2)
Where v is the vector describing the velocity at a given point, ρ the density of
the medium, P the total pressure, g the gravitational acceleration, µ the dynamic
viscosity, and κ the dilatational viscosity. In this case where steady state is examined,
the term ∂v/∂t is zero.
These equations are based on the traditional Navier-Stokes equation and the
equation of continuity, but with the introduction of the (2 · µ/3 + κ)(∇ · v) term in
the Navier-Stokes equation in order to compensate for the changes in the ﬂuid as
a function of temperature. This form of the Navier-Stokes equations can be used
in the case where the Mach number is below 0.3, where relatively small changes
in density occur as a function of temperature, and no change in internal energy
occur as a function of either expansion or compression [393]. In the current system
the Mach number is generally found to be in the order of 10−4, only very localized
around the 250 µm pressure limiting apertures the Mach number is higher. Viscosity
increases by a factor of ca. 2 when the temperature increases from 25 to 500 °C,
similarly the density decreases by a factor of ca. 0.4 in the same temperature interval.
Furthermore, these changes do not occur along the major streamlines in the system.
Thus, this overall justiﬁes the use of this modiﬁed form of the Navier-Stokes equation
in the current case.
The gas phase equations should be solved in C1 and C13, as the other regions are
solids where momentum is not relevant. In principle C13 is a Cu grid with a porosity
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of 0.5, but as the grid is only 15 µm thick and it was realized that the gas ﬂow at
the center was very small it was chosen to treat this part of the model as gas.
In order to solve this system, the gas viscosity and density must be known; both
parameters which are dependent on temperature. κ is known to be zero for all
monatomic gases at low density and for simple gas compositions behaving similar to
ideal gases [394], thus it is assumed that it is zero in all cases treated, which is a fair
assumption.
Viscosity data [395] for H2 was ﬁtted to a 5
th order expression with Excels least
square method. In this way the following expression was obtained for the viscosity:
µH2 = + 4.48 · 10−20T 5 − 7.50 · 10−17T 4 + 3.83 · 10−14T 3
− 1.44 · 10−11T 2 + 2.68 · 10−8T + 1.62 · 10−6 [Pa · s] (A.3)
Inserting T in Kelvin.
As nitrogen was used as gas phase for some of the simulations a similar expression
was derived for this in the temperature interval from -100-400 °C with data from CRC
[395]:
µN2 = −2.93 · 10−11T 2 + 6.53 · 10−8T + 8.60 · 10−7 [Pa · s] (A.4)
Inserting T in Kelvin.
The density in the gas phase was calculated on the basis of the ideal gas law:
ρgas =
Pin
R · T ·
∑
i
Mi · xi (A.5)
Where Pin is the inlet pressure, R the ideal gas constant, Mi the molar mass of
component i, and xi the mole fraction of component i. It was chosen to ﬁx the
pressure to the inlet pressure in Eq. A.5, as this did not change much inside the
ETEM. The inlet pressure was found from experiments.
A.2.1.1 Boundary conditions
At the inlet, the linear gas velocity is speciﬁed as:
v0 =
F
A
(A.6)
With F being the volumetric ﬂow and A the cross sectional area.
The boundaries to C2-C12 are all speciﬁed as no slip, meaning that the linear
velocity on these surfaces is equal to zero, as shown in Eq. A.7:
v = 0 (A.7)
At the outlet of the reactor no viscous stress with a constant pressure is speciﬁed.
This generates a ﬁx point for the pressure simulation in the chamber. This pressure
is measured during ETEM experiments.
A.2.2 General Heat Transfer
The temperature ﬁeld and energy transport in the system is simulated on the basis
of the equation of energy:
ρ · Cp ·
(
∂T
∂t
+ v · ∇T
)
= k · ∇2T +Q (A.8)
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Where Cp is the heat capacity, k the thermal conductivity, and Q the supplied heat.
This equation must be solved in all regions. At steady state the ∂T/∂t term is zero.
To calculate the temperature ﬁeld in C1, the density (ρ), heat capacity (Cp), and
conductivity (k) are needed. ρ has already been deﬁned in eq. A.5. Cp and k are
deﬁned similarly to the viscosity in Eq. A.3, on the basis of table values from 0-800
°C [395, 396]:
Cp,H2 =− 7.61 · 10−9T 4 + 2.40 · 10−5T 3 − 2.59 · 10−2T 2
+ 12.1T + 1.24 · 104 [J/kg/◦C] (A.9)
kN2 = + 1.80 · 10−15T 5 − 3.63 · 10−12T 4 + 2.75 · 10−9T 3
− 1.25 · 10−6T 2 + 8.42 · 10−4T − 4.46 · 10−3 [W/m/◦C] (A.10)
Inserting T in Kelvin.
Similar expressions were also derived for N2 in the temperature interval from
-100-400 °C with data from CRC [395]:
Cp,N2 = −3.32 · 10−7T 3 + 7.95 · 10−4T 2 − 3.88 · 10−1T + 1.09 · 103 [J/kg/◦C]
(A.11)
kN2 = −4.05 · 10−8T 2 + 9.89 · 10−5T + 1.00 · 10−5 [W/m/◦C] (A.12)
Inserting T in Kelvin.
No pressure correction is introduced for the thermal conductivities, as this does
not have any signiﬁcant eﬀect in the current case [397].
In C2-C12, solids are treated, where heat transfer is only by conduction and the
left side of eq. A.8 is therefore set to zero. Physical parameters for these areas are
assumed independent of temperature as a ﬁrst approximation and summarized in
Table A.2.
Table A.2: Parameters for the solid regions in the CFD model. Data from references
[395, 398].
Region Material ρ [kg/m3] Cp [J/kg/°C] k [W/m/°C] 
C2-C4, C7 304 steel 7900 500 21 0.6
C5, C6, C9 Brass 8470 377 100 0.22
C8 Copper 8960 385 401 0.03
C10-C13 Platinum 21500 133 72 0.08
As C13 is porous it was chosen to simulate the physical parameters of this layer
by accounting for the porosity (φ), i.e.:
ρCu−grid = ρCu · (1− φ) + ρgas · φ (A.13)
Cp,Cu−grid = Cp,Cu · (1− φ) + Cp,gas · φ (A.14)
kCu−grid = kCu · (1− φ) + kgas · φ (A.15)
The porosity of a 60× 60 µm Cu grid was calculated to be 0.498.
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A.2.2.1 Boundary conditions
At the inlet of C1, room temperature is speciﬁed as boundary condition. Top face
and bottom face of C2 and C3, respectively, was speciﬁed as 25 °C. Additionally the
surface of C6 was ﬁxed to the desired temperature of the heating coil.
Internal boundaries between C1 and C2-C13 are speciﬁed by continuity in the
heat ﬂux, which satisﬁes the following condition:
− nu · (−ku · ∇Tu)− nd · (−kd · ∇Td) = 0 (A.16)
Here ni is the normal vector, ki the conductivity, and Ti the temperature, index u
and d indicate upward and downward. This expression specify that the the normal
heat ﬂux on the upside of the boundary is equal to the normal heat ﬂux on the
downside of the boundary.
At the outlet of C1 a conductive ﬂux is speciﬁed:
− n · (−k · ∇T ) = 0 (A.17)
So the gradient across the boundary must be zero, which is true in the case of uniform
temperature. Similarly the edges of C1 are described as insulation, which means that
the same expression should be satisﬁed:
− n · (−k · ∇T ) = 0 (A.18)
Thus, no heat is transferred over these boundaries.
The objects surrounding the heating coil are treated as radiative surfaces, Figure
A.2 shows the relevant surfaces. At this interface the heat transfer by radiation is
deﬁned as:
 · (G− σ · T 4) = −nu · (−ku · ∇Tu)− nd · (−kd · ∇Td)
J −  · σ · T 4 = (1− ) ·G (A.19)
Here  is the emissivity, G the irradiation, J the radiosity, and σ the Stefan-Boltzmann
constant.
Figure A.2: Surfaces simulated with respect to radiation in the model.
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The net heat ﬂux (qrad,net) into the object is given as the diﬀerence between the
irradiation and radiosity:
qrad,net = G− J (A.20)
 is assumed independent of temperature. The values of this parameter of the surfaces
of the diﬀerent regions are given in Table A.2.
At the surface of region C6 a constant temperature is deﬁned as well as radiation,
thus:
(1− ) ·G = J −  · σ · T 4coil (A.21)
Where Tcoil is the surface temperature of the coil.
A.2.3 Mesh and Model Evaluation
The mesh used for the simulations was automatically created by Comsol ® by the
Delaunay algorithm [399]. Figure A.3 shows the general distribution and size of the
elements used in the simulations. Smaller elements were used in the more narrow
regions of the geometry, with very small elements around the 250 µm apertures, and
larger toward the entrance to the microscope.
To evaluate the quality of the mesh, a mesh sensitivity analysis was made on the
basis of the predeﬁned mesh in Comsol ®. Figure A.4 shows the variance in the
simulated pressure drop over the pressure limiting apertures and center temperature
with varying mesh quality. The center temperature was not particularly inﬂuenced
by the quality of the grid, as this changed less than 0.5 °C from the coarsest to the
ﬁnest mesh. The pressure drop was inﬂuenced more by the change in the mesh, as
this varied in the range from 3.6 mbar to 5.11 mbar, but stabilizes when the mesh
number is larger than 300,000.
Based on the mesh analysis it was decided to use a mesh consisting of ca. 330,000
elements.
As discussed in Section A.2.2.1 only the surfaces shown in Figure A.2 were sim-
ulated with respect to radiation. Limiting the model to only include these surfaces
was done in order to save computational power and increase calculation speed. To
evaluate the error introduced by this choice, a simulation was performed where all
Figure A.3: Distribution and size of elements in the mesh used for the simulation
viewed in the cross-section of the y-z-plane. The current case is equivalent to a mesh
of ca. 380,000 elements. Inlet ﬂow = 10 Nml/min, Coil temperature = 500 °C, Gas
phase: H2.
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Figure A.4: Dependency of simulated center temperature (middle of Cu-grid) and
pressure drop in the system as a function of the quality of the used mesh. Inlet ﬂow =
10 Nml/min, Coil temperature = 500 °C, Gas phase: H2.
surfaces were treated as active with respect to radiation in a case with a ﬂow of 5
Nml/min H2 and a coil temperature of 500 °C. The center temperature was 496.430
°C when only simulating radiation on the surfaces shown in Figure A.2 and 496.425
°C when simulating for all surfaces. Thus, limiting the radiation simulation to the
surfaces of Figure A.2 seems as a fair assumption as the diﬀerence between the two
cases is only 0.005 °C.
A.3 Results and Discussion
A.3.1 General Model Analysis
A general model analysis was made of a case with a feed ﬂow of 10 Nml/min H2 and
a coil temperature of 500 °C.
Figure A.5(a) shows the velocity ﬁeld around the sample in the ETEM. The
ﬂow rate near the gas inlet is in the order of <0.1m/s (see also Figure A.5(b)), but
approaching the apertures (2-5 mm from the constriction) the gas velocity increases.
Looking at both Figure A.5(a) and A.5(b) shows that the gas speed in this region is
ca. 5 m/s, but in the narrow aperture the gas velocity increases to around 300 m/s;
the acceleration from ca. 10 m/s to around the 300 m/s takes place over a length in
the order of 0.5 mm. At this velocity the model might be insuﬃcient to fully describe
what is occurring. However it gives a clear indication of the very turbulent behavior
of the system around this very narrow constriction. A relatively fast deceleration
takes place on the low pressure side of the aperture, but due to the more narrow
dimensions, the velocity ends at about 3 m/s.
The stream lines in Figure A.5(b), show the same pattern as in Figure A.5(a).
The gas enters the microscope and is evenly distributed throughout the microscope.
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(a) y-z-plane through the center (b) x-y-plane parallel to the sniﬀer
Figure A.5: Cross sections of the velocity ﬁeld and stream lines around the center of
the ETEM. Dark red area indicates an area where the velocity is greater than the max-
imum of the scale bars. White regions indicate solids. Red lines in (b) are streamlines.
Inlet ﬂow = 10 Nml/min, Coil temperature = 500 ◦C, Gas phase: H2.
Approaching the apertures, all streamlines are however converging, showing that all
gas must pass the same narrow region.
In the region inside the heating coil, where the sample is placed, the velocity is
very close to 0 m/s. This means that practically no ﬂow passes the center. Thus,
the primary gas transport mechanism to the sample in the ETEM is by diﬀusion.
Looking at the velocity ﬁeld in the x-y-plane parallel to the sniﬀer and in the
region between the sample holder and the upper aperture in Figure A.5(b), the ﬂow
entering the ETEM is laminar. Approaching the center, the streamlines distribute in
the void around the sample holder and then converges toward the apertures. In this
region the ﬂow is accelerated. Due to the sniﬀer an asymmetric proﬁle is observed,
where the gas more easily passes on the side where the sniﬀer is not placed.
Additionally, the model shows that the void of the ETEM practically has the
same pressure. The only pressure drop is found across the apertures.
The good heat conductivity of the steel of the pole pieces means that the surface
temperature of these is very close to 25 °C. As the coil is 500 °C, the temperature
drops 480 °C over a length of only ca. 5 mm in the vertical direction. The heat
is on the other hand better distributed in the horizontal direction. This is better
illustrated in Figure A.6(b), where the surroundings of the heating coil is heated.
Most notable is how the solid part of the microscope is heated more eﬃcient than
the gas. The holder rod has a temperature of ca. 150 °C and the aperture rod has
a temperature of ca. 75 °C. With respect to the gas phase, this is practically not
heated anywhere except very close (<5mm) to the heating coil.
The temperature proﬁle across the sample is shown in Figure A.7. Here the
same trends are observed as discussed above, i.e. a higher temperature of the holder
compared to the gas; 5 mm into the gas phase from the holder edge the temperature
has dropped to below 100 °C. At the center, where the sample is placed, a small
drop in temperature is observed when approaching the center of the grid. This
temperature drop is symmetric around the center. The minimum temperature in the
current case is 496.9 °C, compared to 500 °C at the coil.
In conclusion, it is apparent that the temperature of the grid is close to the set
point of the coil in the current case, with a deviation in the order of only 3-4 °C.
In Figure A.8 an overview of the heat transfer by radiation on the surfaces close
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(a) Temperature proﬁle in the y-z-plane crossing the cen-
ter
(b) Contours of temperature zones in the
x-y-plane crossing the center
Figure A.6: Temperature proﬁles in the ETEM. (a) shows the the y-z cross section
view of the temperature around the center of the ETEM and (b) shows the contour plot
in the x-y-plane. Inlet ﬂow = 10 Nml/min, Coil temperature = 500 °C, Gas phase:
H2.
to the center of the ETEM is shown. Here a relatively high net loss of energy takes
place on the heating coil. The holder radiates a signiﬁcant amount of energy as well,
but on the sides facing the heating coil also a high irradiation is present and the
eﬀective radiation heat ﬂux is therefore close to zero. The area of the pole piece
closest to the sample receives relative large amounts of energy by radiation, which
is due to their direct placement opposite the heating coil. The net radiation heat
ﬂux on the platinum diaphragms is, however, signiﬁcantly lower. This is due to the
markedly lower value of the emissivity of platinum relative to the steel (cf. Table
A.2) which in practice means that a large amount of the radiation on the platinum
surface is reﬂected.
A.3.2 Parameter Analysis
A series of simulations were carried out to evaluate the eﬀect on the center temper-
ature of the grid at diﬀerent conditions, i.e. referring to the point denoted (0, 0, 0)
in the current geometry. In the following ∆T will be used as descriptive parameter
for the temperature drop and is deﬁned as:
∆T = TCoil − TCenter (A.22)
Here TCenter is the temperature at (0, 0, 0).
Initially, variations in the feed ﬂow were investigated. Figure A.9 shows the
variation in the pressure drop (corresponding to the system pressure due to the very
high vacuum on the backside of the apertures) and the center temperature as a
function of feed ﬂow variations between 0 and 20 Nml/min of H2. Obviously, the
pressure drop increases with the ﬂow. The ﬁgure shows pressure drop data from
simulations with coil temperatures at both 25 °C and 500 °C and also experimentally
determined pressure drops at 25 °C. Comparing the simulation and the data, these
were of the same magnitude. In the low ﬂow range (0-10 Nml/min) the data and
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Figure A.7: Temperature along the y-axis in the x-y-plane crossing the center. The
insert shows the localized temperature proﬁle around the sample. Orientation of the
proﬁle is shown on the image of the sample holder. Inlet ﬂow = 10 Nml/min, Coil
temperature = 500 °C, Gas phase: H2.
Figure A.8: Surface radiation in the ETEM expressed as the eﬀective heat ﬂux, i.e.
the diﬀerence between the irradiation and radiosity. Positive values indicate a higher
radiosity compared to irradiation and therefore a net removal of heat. Inlet ﬂow = 10
Nml/min, Coil temperature = 500 °C, Gas phase: H2.
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the model agree well, deviating less than 0.5 mbar. As the inlet ﬂow increased, the
diﬀerence however increased and at 20 Nml/min the diﬀerence was 2.1 mbar. The
reason for the increased diﬀerence may be be explained by an increased turbulent
behavior of the gas, especially around the apertures, which was not taken into account
in the model.
Comparing the simulated pressure drop at the 25 °C and 500 °C coil temperatures
showed that the pressure drop increased in the order of 10% when increasing the coil
temperature. This is associated with the increasing viscosity of gasses at higher
temperatures [394]. This increase in the pressure drop occurs despite the gas passing
through the aperture is very close to the 25 °C of the pole pieces, as seen in Figure
A.6(a), and the increased pressure drop must therefore be occurring in the heated
gas accelerated in the vicinity of the coil.
For the case with 500 °C coil temperature, ∆T is shown as a function of the feed
ﬂow in Figure A.9. The temperature diﬀerence increased with the feed ﬂow, from a
value of 2.1 °C with practically no ﬂow (0.001 Nml/min) to 4.6 °C at 20 Nml/min.
This increase in the temperature drop shows that some heat is removed from the
system by convection. However, as there is a notable temperature drop in the case
with no ﬂow, it is clear that other mechanisms, such as radiation, also plays a role.
The coil temperature was varied between 100 °C and 1000 °C to investigate the
eﬀect of this parameter on ∆T; this is shown in Figure A.10. At a coil temperature of
100 °C the temperature diﬀerence was only 0.5 °C, but this increased approximately
linearly with the coil temperature to a value of 7.2 °C at a coil temperature of 1000
°C.
Figure A.10 also shows the average heat ﬂux by radiation on both sides of the Cu
grid as a function of the coil temperature. The heat ﬂux increased in an exponential
way as a function of the coil temperature. This is because the heat transfer by
radiation varies with the temperature of the surface to the power of 4, as seen from
Eq. A.19.
To understand the driving mechanisms for the results in Figure A.9 and A.10 the
eﬀect on changing the emissivity and conductivity of the some of the key materials
in the systems were investigated.
In Figure A.11 the changes in ∆T as a function of the emissivity of respectively
the diaphragm surfaces (C10-C12), the grid surfaces (C13), and the holder surfaces
(C5 and C6) are shown. From Figure A.8 these surfaces were evaluated as crucial
with respect to the radiation heat ﬂux.
In the case of the diaphragms, ∆T increased only slightly when increasing the
emissivity, and in practice it did not inﬂuence the result. However, by increasing the
value of the emissivity the reﬂective tendency of the diaphragm surfaces observed
in Figure A.8 decreased. Evaluating the average radiation ﬂux in the cases with
diaphragms emissivities of 0.08 and 0.96 gives respectively -580 W/m2 and -6297
W/m2, despite the irradiation in the two cases is approximately the same, respec-
tively 7799 W/m2 and 7113 W/m2. Thus signiﬁcantly more heat is absorbed when
the emissivity of the apertures is increased. This, however, does not inﬂuence the
center temperature.
Figure A.11 shows that changing the emissivity of the holder, which from Figure
A.8 was observed to be a highly radiative surfaces, only had negligible inﬂuence on
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Figure A.9: Pressure drop and ∆T as a function of the inlet ﬂow. ∆P corresponds
closely to the absolute pressure in the microscope. The experimentally determined ∆ T
was at 25 °C. Gas phase: H2.
Figure A.10: Development in ∆T and the average heat radiation ﬂux from the copper
grid as a function of the coil temperature. The average heat ﬂux by radiation is evaluated
from both sides of the grid. Inlet ﬂow = 5 Nml/min, Gas phase: H2.
the center temperature. This indicates that radiation is not the primary heat trans-
fer mechanism for the grid, which also follows from the low temperature diﬀerence
between the coil surface and the grid surface.
From Figure A.11 it can be seen that the emissivity of the grid is the parameter
which inﬂuence the center temperature the most. The reference value from Table 3
for the emissivity of copper is 0.03, but increasing this to 0.95 increased ∆T from
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Figure A.11: Sensitivity of ∆T with respect to changes in the emissivities of the
aperture surfaces (C10-C12), the grid surfaces (C13), and the holder surfaces (C5 and
C6). Inlet ﬂow = 5 Nml/min, Coil temperature = 500 °C, Gas phase: H2.
3.1 °C to 5.1 °C, i.e. an increase by 65%. This must however still be considered
minor. Increasing the emissivity has two eﬀects; the reﬂected energy is decreased
and the radiosity from the surface is increased. The ﬁrst eﬀect means that all energy
transferred to the surface from the surroundings is absorbed, however this eﬀect is
not very signiﬁcant as discussed earlier. The second eﬀect describes the radiosity of
the surface and this roughly scales with  · σ · T 4surface, i.e. the emissivity. From this
term it follows that the energy leaving the surface scales with the emissivity. This
therefore also explains why ∆T scales more or less linearly with the emissivity of the
grid surface.
Figure A.12 shows the inﬂuence of varying the conductivity of the holder (C5 and
C6) and the grid (C13). In the case of the holder, changing the conductivity had
practically no eﬀect on ∆T. Instead this parameter aﬀected the distribution of the
heat in the system. Using the interface temperature between the sample holder (C5)
and the sample rod (C4) as example, this temperature was 173.6 °C in the case with
a conductivity of 70 W/m/°C, but 202.9 °C in the case with a conductivity of 130
W/m/°C. Thus, the latter case would probably result in a longer stabilization time
to reach steady state and probably also a higher power on the heating coil.
Figure A.12 also shows the eﬀect on the center temperature when changing the
conductivity of the grid. A signiﬁcant decrease in the center temperature occurred
when the conductivity was low, with a conductivity of 500 W/m/°C ∆T was only 2.4
°C, but with a conductivity of 0.1 W/m/°C ∆T increased markedly to 21.7 °C. The
latter case corresponds to a case where the grid is an insulator. From the analysis
it is clear that it is of high importance that the grid has a high heat conductivity to
avoid large temperature variations over the sample. This result, and the analysis for
the emissivities in Figure A.11, shows that the primary heat transfer mechanism to
the grid is conduction, while radiation is the primary mechanism for transfer of heat
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Figure A.12: Sensitivity of ∆T with respect to changes in the conductivity of the
holder (C5 and C6) and the grid (C13). Inlet ﬂow = 5 Nml/min, Coil temperature =
500 °C, Gas phase: H2.
away from the grid.
To evaluate the eﬀect of changing the gas, a simulation was made with nitrogen
as gas phase instead of hydrogen. The histogram in Figure A.13 displays the major
diﬀerences between the two cases. For ∆T it is apparent that the temperature drop
in hydrogen is much larger compared to nitrogen, 3.1 °C and 0.5 °C respectively.
This is most likely because the much higher conductivity of hydrogen compared to
nitrogen, as the conductivity of hydrogen at 500 °C is 374 mW/m/°C compared to 54
mW/m/°C for nitrogen [395]. To further investigate this, a case was simulated where
the conductivity of hydrogen was lowered to practically 0; this case is also shown in
the histogram of Figure A.13. Here a ∆T of 0.2 °C was found, i.e. lower than the
case with nitrogen. This shows that the heat loss from the grid is inﬂuenced by the
conductivity of the gas, and the higher it is the more heat is lost to the surroundings.
Looking at the pressure drop for the case with N2 compared to H2 shows a pressure
drop of 4.3 mbar for N2 and 3.0 mbar for H2. The higher pressure drop observed for
nitrogen follows from the markedly higher viscosity, as the viscosity of nitrogen at
500 °C is 36 µPa · s compared to 17 µPa · s for H2.
Figure A.13 also shows the results from a case study where the grid was removed
from the simulation and the zone instead was simulated as part of the gas phase.
A signiﬁcant temperature drop occurred, with a ∆T of 18.8 °C. This result is in
continuation of the results observed in Figure A.12, however in this case the radiation
was also removed and therefore the temperature drop was less than the case with
kgrid = 0.1 W/m/°C in Figure A.12. Overall it clearly follows that conduction in
the metal grid is an important mechanism to achieve isothermal conditions in the
sample region of the ETEM.
192
Figure A.13: Comparison of case studies: a case with H2 as gas phase, a case with
N2 as gas phase, a case with a gas phase of a conductivity of 1 mW/m/°C (otherwise
similar to H2), and a case without a grid in the sample holder and with H2 as gas phase.
Inlet ﬂow = 5 Nml/min, Coil temperature = 500 °C.
A.4 Operation Recommendations
Based on the results of the present work, some general guidelines can be given to
achieve the most isothermal zone in the ETEM sampleholder. Three main mecha-
nisms have been identiﬁed with respect to supplying/removing heat from the sample
zone: radiation, conduction in the grid, and conduction in the gas.
The key parameter with respect to radiation is the emissivity of the grid. This
should be as low as possible, as the heat ﬂux by radiation scales directly with this
parameter. The emissivity of Cu is 0.03 for a pure and polished surface and this is
therefore a good choice as grid material. Other highly reﬂective surfaces are noble
metals: silver (0.02-0.03) and gold (0.025) [398]. However, the low emissivity of these
materials can be altered by contamination of the surface. Scratches, dirt etc. will
increase the value. Even application of the sample and the carbon ﬁlm will probably
result in an increase of the emissivity. In general, it is recommended to keep the
surface as polished as possible to minimize the heat loss by radiation.
The heat conductivity of the grid can on the basis of Figure A.12 and A.13 be seen
to be of key importance for the transport of heat from the furnace to the sample zone.
Copper is a very good conductor, only surpassed by silver among the pure metals
as the conductivities of these are 401 W/m/°C and 429 W/m/°C, respectively. Also
gold would be a good candidate for the grid material, with a conductivity of 317
W/m/°C. In conclusion, the current analysis indicates that silver could be a slightly
better grid material compared to copper.
As the last important parameter, the conductivity of the gas was identiﬁed. Due
to its very high heat conductivity, hydrogen was found to lead to the largest tem-
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perature drop over the sample. Thus, whenever possible it is advised to operate the
microscope with gases of low conductivity in order to achieve most isothermal condi-
tions at the sample. H2 and He are among the gases with the highest conductivities
(231 mW/m/°C and 190 mW/m/°C at 127 °C respectively) and should therefore
only be used when absolutely needed. As seen from Figure A.13, good isothermal
conditions can be achieved with N2, but if very isothermal conditions are sought
krypton or xenon can be considered (as carrier gas) with even lower conductivities
of respectively 12 mW/m/°C and 7 mW/m/°C at 127 °C.
Additionally it can be mentioned that having a good insulator as holder material
and low reﬂective diaphragms (e.g. as highly polished Pt) will decrease the heat loss
to the surroundings. Besides saving energy, this will decrease the stabilization time
for the system.
A.5 Conclusion
A Computational Fluid Dynamics study of ﬂow and temperature ﬁelds in an Environ-
mental Transmission Electron Microscope has been made to evaluate the temperature
proﬁle over the sample holder. The aim was to calculate how closely the temperature
measured on the sample holder/heating coil reﬂected the actual temperature on the
sample grid. The temperature drop from the heating coil to the center of the sam-
ple grid was less than or in the order of 5-10 °C when simulating typical operating
conditions and it is therefore fair to assume isothermal conditions in most instances.
Three heat transfer mechanisms were found to be important for the temperature
at the center of the sample grid: heat transfer by convection in the gas phase,
conduction in the grid material, and radiation from the grid surface. Convection
is inﬂuenced by which gas and what ﬂow is used. Gases with high conductivity
(as H2) and high ﬂow rates increased the heat loss from the sample and increased
the temperature diﬀerence between coil and sample. Conduction of heat through
the grid was found as the most important mechanism for heating the sample. It
is advised to use a high conducting material like Cu for the grid to achieve most
isothermal conditions. Radiation of heat away from the grid caused loss of heat from
the sample region. This scaled with the temperature of the grid and the emissivity.
High emissivity (i.e. high radiosity) resulted in an increased temperature drop from
the coil to the sample grid. This scaled additionally with the temperature applied.
Radiation was indicated to be the primary mechanism for transfer of heat away from
the grid.
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AppendixB
Evaluation of the Temperature in the
Batch Reactor
The temperature in the batch reactor was evaluated by inserting a thermocouple in
between the heating jacket and the steel reactor, as illustrated in Figure B.1. The
temperatures in the reactor was followed in two cases:
 A case where the reactor was ﬁlled with hydrogen and heated from room tem-
perature to a setpoint of 325 ◦C at 4 bar.
 A case where the reactor was ﬁlled with 50 g of phenol and hydrogen as balance
and heated from room temperature to a setpoint of 275 ◦C with a ﬁnal pressure
of 100 bar.
Figure B.2 summarizes the temperature diﬀerence between the temperature mea-
sured between the heating jacket and the reactor (T2) and the temperature measured
in the thermopocket suspended in the reactor (T1). When the reactor is ﬁlled with
gas, the temperature diﬀerence between the outside of the reactor and the reaction
medium was 115 ◦C at its highest and 61 ◦C at steady state. If a catalyst is loaded
to the bottom of the reactor, the temperature of this would probably be closest to
the external measured temperature.
In the case where a liquid phase is present in the reactor, the temperature dif-
ference was 83 ◦C at its highest during the heating, but only 17 ◦C in steady state.
Thus, the liquid medium will probably have a temperature very close to the set point.
Figure B.1: Schematic drawing of the batch reactor, illustrating the placement of the
two thermocouples during evaluation of the temperature.
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(a) Gas phase in reactor.
(b) Liquid phase in reactor.
Figure B.2: Temperature diﬀerence between T2 and T1 (cf. Figure B.1) in a case
where the reactor is ﬁlled with hydrogen (a) and one where it is ﬁlled with 50 g of phenol
and hydrogen (b). TSet,gas = 325 ◦C, PSet,gas = 5 bar, TSet,liquid = 275 ◦C, PSet,liquid =
100 bar
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AppendixC
Transport Limitations of Catalysts
C.1 Mears' Criterion
To evaluate the eﬀect of the external diﬀusion, Mears' criterion for external diﬀusion
was used. This states that the external diﬀusion limitations can be neglected if [199]:
CM =
r′(obs) · ρb · dp · n
2 · kc · CAb < 0.15 (C.1)
Here r′(obs) is a measured reaction rate, ρb is the bulk density of the catalyst bed,
dp is the diameter of the catalyst particles, n is the reaction order, kc is the mass
transfer coeﬃcient, and CAb is the concentration of reactant A in the bulk.
Mears' criterion is an evaluation of the external diﬀusion of one compound. Below
an example with hydrogenation of guaiacol in 1-octanol is evaluated.
The reaction rate is evaluated on the basis of the kinetic model developed for the
system and the reaction rate in the inlet to the system is used:
r1 = k
′
1 · C0,Guaiacol · (1−X1) (C.2)
= 500ml/(kg ·min) · 900mol/m3 · (1− 0) = 7.5 · 10−3mol/(kg · s) (C.3)
The particle diameter was controlled by sieving the catalyst, obtaining a particle size
in the range from 300 µm to 600 µm. In order to consider the worst case scenario,
the largest particle diameter was used in the calculations.
The reaction order was assumed to be 1.
The diﬀusion in a binary system, DAB, was estimated from the Wilke-Chang
method [400]:
DAB = 7.4 · 10−8 ·
√
ψB ·MB · T
µ · V˜A0.6
(C.4)
Here ψB is an association parameter assumed to be 1 for 1-octanol [394], MB the
molar mass of 1-octanol (130.23 g/mol), T the temperature in Kelvin, µ the viscosity
of the mixture in cP (0.65 cP for 1-Octanol [401]), and V˜A is the molar volume of
guaiacol in cm3/mol (111.6 cm3/mol). In this way the diﬀusion coeﬃcient for guaiacol
in 1-octanol can be found as 4.01 · 10−9 m2/s.
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For self-diﬀusion, DAA, the modiﬁed Stokes-Einstein equation was used:
DAB =
κ · T
2 · pi · µ ·
(
NA
V˜A
)1/3
(C.5)
Here κ is Boltmann's constant and NA the Avogadro constant.
The diﬀusion coeﬃcient is needed to calculate kc, which was done from the correla-
tion between the Reynolds number (Re), the Schmidt number (Sc) and the Sherwood
number (Sh). The Reynolds and Schmidt numbers are:
Re =
F
A
· dp · ρl
µ
(C.6)
=
0.2ml/min
5 · 10−5m2 · 0.6mm · 0.824g/ml
0.65cP
= 0.13 (C.7)
Sc =
µ
ρl ·DAB (C.8)
=
0.65cP
0.824g/ml · 4.01 · 10−9m2/s = 197 (C.9)
Here F is the ﬂow, A the cross section area, and ρl the density of the liquid. These
can be used to calculate the Sherwood number (Sh) [199]:
Sh =
(
0.765
Re0.82
+
0.365
Re0.386
)
Sc1/3 ·Re
1− φb (C.10)
=
(
0.765
0.130.82
+
0.365
0.130.386
)
1971/3 · 1.45
1− 0.14 = 4.26 (C.11)
Here φb is the porosity of the bed, which was calculated as:
φb = 1− ρb
ρc
(C.12)
= 1− 950kg/m
3
1100kg/m3
= 0.14 (C.13)
Here ρc is the density of the catalyst which is 1100 kg/m3.
The mass transfer coeﬃcient was obtained from the Sherwood number:
kc =
Sh ·DAB
dp
(C.14)
=
4.26 · 4.01 · 10−9m2/s
0.6mm
= 8.55 · 10−5m/s (C.15)
From this, Mears' was found to be 0.06, which is signiﬁcantly lower than 0.15 and
thereby indicating that the reaction was not limited by external diﬀusion.
C.2 Weisz-Prater Criterion
Based on the previous results for the Mears' criterion on no external diﬀusion limi-
tation, the Weisz-Prater criteria can be used in the estimation of internal diﬀusion
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limitations [199]:
Cwp =
r′(obs) · ρc ·
(
dp
2
)2
De · CAs (C.16)
Here De is the eﬀective diﬀusion coeﬃcient, and CAs is the concentration of the
investigated compound at the surface of the catalyst.
r′(obs) was determined analogously to what was done in Eq. C.2, and dp is the
same catalyst particle diameter as discussed above. CAs can be assumed equal to
the concentration in the bulk, because it was concluded that there was no external
diﬀusion limitation.
The eﬀective diﬀusion coeﬃcient was determined as:
De =
φc · ϑc
τc
· 1
1
DK
+
1
DAB
(C.17)
Here φc is the porosity of the catalyst, ϑc is the constriction factor, and τc is the
tortuosity.
The Knudsen diﬀusivity, DK , is given by [402]:
DK = 9700 · a ·
(
T
MA
)1/2
(C.18)
= 9700 · 2 · 10−6cm ·
(
523K
124.14g/mol
)1/2
= 0.0398cm2/s = 3.98 · 10−6m2/s
(C.19)
Here a is the radius of the pores inside the catalyst. This parameter was set to 20 nm
which is the average pore size for the given catalyst. The bulk diﬀusion coeﬃcient is
the same as that determined in Eq. C.4.
φc, ϑc, and τc have the respective values of 0.33, 0.8, and 2.5. Whereby the
eﬀective diﬀusion coeﬃcient was calculated as:
De =
0.33 · 0.8
2.5
· 1
1
3.98 · 10−6m2/s +
1
4.01 · 10−9m2/s
= 4.23 · 10−10m2/s (C.20)
Hereby Cwp was found to be 1.9 and as this criterion states that if Cwp  1 no interior
diﬀusion problems exist, it is indicated that internal transport limitation probably
exist for the largest particles. With a particle size of 300 µm Cwp was 0.49.
Table C.1 summarizes Mears' and Weisz-Prater criteria parameters for all the
investigated catalysts. The batch reactor experiment with Ni/SiO2 did not appear
to be transport limited. Similar continuous ﬂow experiments with Mo2C/ZrO2 was
not transport limited at all. On the other hand, both Ni/ZrO2 and Ni-MoS2/ZrO2
appeared to be limited to some extent by internal transport limitations both for the
guaiacol, phenol, and 1-octanol reactions, as the Weisz-Prater criterion parameters
were above 1 in these systems.
199
Table C.1: Mears' and Weisz-Prater criteria parameters for the investigated reactions.
Ni/SiO2 was evaluated in the batch reactor setup, the other catalysts were evaluated in
the continuous ﬂow setup.
Catalyst Ni/SiO2 Ni/ZrO2 Mo2C/ZrO2 Ni-MoS2/ZrO2
dp [µm] 125 600 180 600
Feed Phenol Guaiacol/ Phenol/ Phenol/
Octanol Octanol Octanol
Reactant Phenol Guaiacol Phenol Phenol
ki [ml/kgcat/min] 1830 500 25 50
CM 0.0003 0.06 0.0003 0.006
Cwp 0.19 1.9 0.007 0.17
Reactant - Octanol Octanol Octanol
ki [ml/kgcat/min] - 500 80 250
CM - 0.08 0.002 0.038
Cwp - 2.88 0.039 1.36
C.3 Eﬀectiveness Factor
To further evaluate the internal transport limitations, the eﬀectiveness factor (ηeff )
of a single catalyst pellet was evaluated for the guaiacol and 1-octanol reaction over
Ni/ZrO2, which for a ﬁrst order reaction is given by [199]:
ηeff =
3
φ2
· (φ · cothφ− 1), (C.21)
φ2 =
ρc · k1 · (dp/2)2
De
(C.22)
In Figure C.1, ηeff is plotted for both the guaiacol and 1-octanol reaction over
Ni/ZrO2 as a function of particle size. The smaller particles in this catalyst batch
(radius of 150 µm) has an eﬀectiveness in the order of 95-97 %, but the larger (radius
of 300 µm) are in the order of 85-89%. Thus, the internal transport limitation is not
pronounced and as both the Ni/ZrO2 and Ni-MoS2/ZrO2 were tested for stability
and not kinetics, this slight uncertainty will probably not interfere with the results.
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Figure C.1: Eﬀectiveness factor as a function of particle radius for the given system
of hydrogenation of guaiacol. Grey area indicate the used particle fraction.
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AppendixD
Temperature Programmed Reduction of
Catalysts
TPR was done for Ni/SiO2, Ni/Al2O3, Ni/ZrO2, Ni/MgAl2O4, Ni/CeO2, Ni/CeO2-
ZrO2, Ni-V2O5/SiO2, and Co/SiO2 according to the procedure described in Table
D.1 by TGA. All TPR proﬁles are displayed below as change in mass (∆m/∆T ) as
a function of temperature.
Table D.1: Heating proﬁle of TGA during TPR experiments. Gas: 5% H2 in N2 ,
Flow: 100 Nml/min
Start temperature [◦C] End temperature [◦C] Heating rate [◦C/min]
50 300 5
300 500 1
500 700 5
Figure D.1: TPR proﬁle of Ni/Al2O3 compared to the pure support.
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Figure D.2: TPR proﬁle of Ni/C compared to the pure support.
Figure D.3: TPR proﬁle of Ni/CeO2 compared to the pure support.
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Figure D.4: TPR proﬁle of Ni/CeO2-ZrO2 compared to the pure support.
Figure D.5: TPR proﬁle of Ni/SiO2 compared to the pure support.
204
Figure D.6: TPR proﬁle of Ni/MgAl2O4 compared to the pure support.
Figure D.7: TPR proﬁle of Ni/TiO2 compared to the pure support.
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Figure D.8: TPR proﬁle of Ni/ZrO2 compared to the pure support.
Figure D.9: TPR proﬁle of Ni-V2O5/SiO2 compared to the pure support.
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Figure D.10: TPR proﬁle of Co/SiO2 compared to the pure support.
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AppendixE
Langmuir-Hinshelwood Model of Phenol
Hydrogenation
To evaluate if a site blocking mechanism was causing the development in the hydro-
genation rate of phenol in the present work, a Langmuir-Hinshelwood kinetic model
was set up [232]. Figure E.1 summarizes the elementary steps of the hydrogenation
reaction. Phenol is assumed to adsorb on oxygen vacancy sites in the oxide as dis-
cussed in Section 4.5 and thus is dependent on a separate type of sites, denoted #.
Hydrogen and cyclohexanol are both adsorbing on nickel sites which are denoted *.
As the intermediates formed in reaction 3-6 all are regarded as relative unsta-
ble, subsequent reactions with these intermediates would probably be relative fast.
Therefore reaction 3 is assumed to be the rate determining step. Assuming fur-
ther that reaction 3 is irreversible and that all other elementary steps are in quasi
equilibrium, the rate of reaction is given as:
r = r+3 = k3 ·Θ#Ph ·Θ∗H (E.1)
Here k3 is the forward rate constant of reaction 3, Θ
#
Ph is the surface coverage of
phenol, and Θ∗H is the surface coverage of hydrogen.
The surface coverage of phenol can be found from reaction 1:
r1 = k
+
1 · CPh ·Θ# − k−1 ·Θ#Ph = 0⇔ (E.2)
Θ#Ph = KPh · CPh ·Θ#, KPh =
k+1
k−1
(E.3)
Here KPh is the equilibrium constant for the phenol coverage at the # sites. The
coverage of hydrogen is found from reaction 2 as:
r2 = k
+
2 · CH2 ·Θ2∗ − k−2 ·Θ∗H2 = 0⇔ (E.4)
Θ∗H =
√
KH2 · CH2 ·Θ∗, KH2 =
k+2
k−2
(E.5)
Here KH2 is the equilibrium constant for the hydrogen coverage at the * sites. The
concentration of H2 in the liquid phase is used as this will be the relevant parameter
describing the coverage at the catalyst surface.
Using this in Eq. E.1 gives:
r = k3 ·KPh · CPh ·Θ# ·
√
KH2 · CH2 ·Θ∗ (E.6)
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Figure E.1: Proposed elementary steps for hydrogenation of phenol over a Ni/SiO2
catalyst.
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The fraction of free sites j is given as:
Θj = 1−
∑
i
Θj,i (E.7)
For the # sites this is given as:
Θ# = 1−Θ#Ph ⇔ (E.8)
=
1
1 +KPh · CPh (E.9)
The * sites will also be covered by hydrogen, but also intermediates from the subse-
quent deoxygenation reaction could be thought to interfere. In the derivation only
coverage of cyclohexanol (ΘCh, reaction 11) and OH groups (ΘOH, reaction 15) are
considered as potential surface groups, but reaction 8-10 and 12-14 could also be
thought to contribute to the surface coverage. With this assumption, the fraction of
free * sites becomes:
Θ∗ = 1−Θ∗H −Θ∗Ch −Θ∗OH (E.10)
The coverage of cyclohexanol can be derived from reaction 11 in Figure E.1 as:
r11 = k
+
11 ·Θ∗Ch − k−11 · CCh ·Θ∗ = 0⇔ (E.11)
Θ∗Ch = KCh · CCh ·Θ∗, KCh =
k+11
k−11
(E.12)
Here KCh is the equilibrium constant for the cyclohexanol coverage.
Similarly, the coverage of OH can be derived from reaction 15 in Figure E.1 as:
r15 = k
+
15 · CH2O ·Θ2∗ − k−15 ·Θ∗OH ·Θ∗H = 0⇔ (E.13)
Θ∗OH =
KH2O · CH2O ·Θ2∗
Θ∗H
(E.14)
Θ∗OH =
KH2O · CH2O ·Θ∗√
KH2 · CH2
, KCh =
k+15
k−15
(E.15)
Here KH2O is the equilibrium constant for the H2O coverage.
Using this in Eq. E.10 gives:
Θ∗ = 1−
√
KH2 · CH2 ·Θ∗ −KCh · CCh ·Θ∗ −
KH2O · CH2O ·Θ∗√
KH2 · CH2
⇔ (E.16)
=
1
1 +
√
KH2 · CH2 +KCh · CCh +
KH2O · CH2O√
KH2 · CH2
(E.17)
Ultimately the rate term then becomes:
r = k3 ·KPh · CPh ·
√
KH2 · CH2 ·Θ∗ ·Θ# (E.18)
Θ∗ =
1
1 +
√
KH2 · CH2 +KCh · CCh +
KH2O · CH2O√
KH2 · CH2
Θ# =
1
1 +KPh · CPh
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The adsorption equilibrium constants on metal sites will be dependent on the size
of the nano-particle and thereby the fraction of available facet and step sites [296
299, 403, 404]. Murzin [296, 299] showed that this relationship could be described
as:
Ki(D) = Ki · e−χi·D (E.19)
Here Ki(D) is the adsorption equilibrium constant as a function of dispersion (D),
Ki is the adsorption equilibrium constant at facets, and χi is the diﬀerence in the
Gibbs free energy (∆G) for adsorption at step and facet sites and is deﬁned as:
χi =
∆Gads,i,step −∆Gads,i,facet
R · T (E.20)
Here R is the gas constant.
Hydrogen is known to have a relative low activation energy of 0-10 kJ/mol for
adsorption on either facets or steps on nickel particles and is therefore generally
regarded as structure insensitive [313]. Thus, it is reasonable to assume that the
diﬀerence in the Gibbs free energy for adsorption between facet and step sites prob-
ably is close to 0 for hydrogen and χH2 thereby is 0. Contrary, as deoxygenation
was found to mainly take place on low coordinated sites, it follows that cyclohexanol
preferentially adsorbs at these sites. Furthermore, OH groups will be deposited at
low coordinated sites as the product from the deoxygenation reaction. Thus, both
species will probably have a signiﬁcant diﬀerence between ∆Gads,step and ∆Gads,facet.
Incorporating this in Eq. E.10 gives:
Θ∗ =
1
1 +
√
KH2 · CH2 + CCh ·KCh · e−χCh·D +
CH2O ·KH2O · e−χH2O·D√
KH2 · CH2
(E.21)
As phenol is assumed to adsorb on an oxygen vacancy site in the support, KPh will
not depend on the dispersion.
The reaction rate in Eq. E.18 scales with the TOF as:
TOF = r · NA
NS
(E.22)
And NS scales linear with dispersion (cf. Figure 5.4). Thus, the TOF for hydrogena-
tion of phenol over Ni/SiO2 can be described as:
TOF = k3 ·KPh ·
√
KH2 · C◦3/2 ·Θ∗ ·Θ# ·
NA
D ·NS,s +NS,0 (E.23)
Θ∗ =
1
1 +
√
KH2 · C◦ +KCh · e−χCh·D · C◦ +
KH2O · e−χH2O·D · C◦√
KH2 · C◦
Θ# =
1
1 +KPh · C◦
Here NS,s and NS,0 are scaling parameters of NS with dispersion. All concentrations
are set to the standard concentration (C◦) to normalize the TOF.
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AppendixF
Plug Flow Reactor Kinetic Model
Derivation
Based on the experimental observations as summarized in Figure F.1, four main
reactions were identiﬁed during HDO of guaiacol and 1-octanol over Ni/ZrO2, giving
the following kinetic system:
r1 = k1 · CGuaiacol · P nH2 (F.1)
r2 = k2 · C2-Methoxy-cyclohexanol · PmH2 (F.2)
r3 = k3 · CCyclohexanol · P lH2 (F.3)
r4 = k4 · C1-Octanol · P kH2 (F.4)
Here ri is the rate of reaction i, ki is the rate constant for reaction i, Ci is the
concentration of compound i, PH2 is the partial pressure of H2, and n-k are the
unknown reaction orders of hydrogen. The reaction orders for all the hydrocarbons
were assumed to be ﬁrst order.
As a signiﬁcant excess of hydrogen was used in all experiments the partial pressure
of hydrogen was assumed constant and therefore the kinetic expressions reduce to:
r1 = k
′
1 · CGuaiacol (F.5)
r2 = k
′
2 · C2-Methoxy-cyclohexanol (F.6)
r3 = k
′
3 · CCyclohexanol (F.7)
r4 = k
′
4 · C1-Octanol (F.8)
Figure F.1: Observed reaction path of guaiacol and 1-octanol.
212
By deﬁning X1 as the degree of conversion in reaction 1 relative to the initial guaia-
col concentration, X2 as the degree of conversion in reaction 2 relative to the initial
guaiacol concentration, X3 as the degree of conversion in reaction 3 relative to the
initial guaiacol concentration, and X4 as the degree of conversion in reaction 4 rel-
ative to the initial 1-octanol concentration and assuming constant volume, the rate
expressions can be deﬁned as:
r1 = k
′
1 · C0,Guaiacol · (1−X1) (F.9)
r2 = k
′
2 · C0,Guaiacol · (X1 −X2) (F.10)
r3 = k
′
3 · C0,Guaiacol · (X2 −X3) (F.11)
r4 = k
′
4 · C0,1-Octanol · (1−X4) (F.12)
The reaction takes place in a plug ﬂow reactor (PFR), for which the mole balances
are [199]:
C0,Guaiacol · v · dX1
dW
= r1 (F.13)
C0,Guaiacol · v · dX2
dW
= r2 (F.14)
C0,Guaiacol · v · dX3
dW
= r3 (F.15)
C0,1-Octanol · v · dX4
dW
= r4 (F.16)
Here v is the feed ﬂow and W is the mass of catalyst. Using zero as initial conditions
of the conversions, the diﬀerential equation can be solved algebraically as:
X1 = 1− exp
(
−k′1 ·
W
v
)
(F.17)
X2 = 1−
k′1 · exp
(−k′2 · Wv )− k′2 · exp (−k′1 · Wv )
k′1 − k′2
(F.18)
X3 = 1−
k′3 · k′2 · exp
(−k′1 · Wv )
(k′1 − k′3) · (k′1 − k′2)
+
k′3 · k′1 · exp
(−k′2 · Wv )
(k′1 − k′2) · (k′2 − k′3)
− k
′
1 · k′2 · exp
(−k′3 · Wv )
(k′2 − k′3) · (k′1 − k′3)
(F.19)
X4 = 1− exp
(
−k′4 ·
W
v
)
(F.20)
This can be used to evaluate the kinetic parameters of the system, where k′1 corre-
sponds to the rate of hydrogenation, k′2 corresponds to the rate of hydrogenolysis,
k′3 corresponds to the rate of hydrodeoxygenation, and k
′
4 corresponds to the rate of
cracking/decarbonylation.
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AppendixG
Detailed Product Development of Stability
Tests with Ni/ZrO
2
In the stability experiments with Ni/ZrO2 described in Chapter 6, all liquid samples
were analyzed by GC-MS/FID and detailed product compositions were obtained in
all experiments. This is summarized in the following ﬁgures. All experiments were
conducted at 250 ◦C and 100 bar, with an oil ﬂow of 0.2 ml/min (WHSV = 4.0 h−1)
and gas ﬂow of 400 Nml/min.
Figure G.1: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for a calcined 5 wt% Ni/ZrO2 as a function
of TOS. T = 250 ◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
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Figure G.2: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for an un-calcined 5 wt% Ni/ZrO2 as a
function of TOS. T = 250 ◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
Figure G.3: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for an un-calcined 5 wt% Ni/ZrO2 as a
function of TOS deactivated by 0.05 wt% sulfur from 8 h of TOS. T = 250 ◦C, P =
100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
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Figure G.4: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for an un-calcined 5 wt% Ni/ZrO2 as a
function of TOS deactivated by 0.05 wt% chlorine from 8 h to 48 h of TOS. T = 250
◦C, P = 100 bar, Foil = 0.2 ml/min, WHSV = 4.0 h−1.
Figure G.5: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for an un-calcined 5 wt% Ni/ZrO2 impreg-
nated with KCl as a function of TOS. T = 250 ◦C, P = 100 bar, Foil = 0.2 ml/min,
WHSV = 4.0 h−1.
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Figure G.6: Conversion of guaiacol and 1-octanol and yield of heptane, cyclohexane,
cyclohexanol, 2-methoxy-cylclohexanol DOD for an un-calcined 5 wt% Ni/ZrO2 impreg-
nated with KNO3 as a function of TOS. T = 250
◦C, P = 100 bar, Foil = 0.2 ml/min,
WHSV = 4.0 h−1.
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AppendixH
EXAFS of Poisoned Ni/ZrO
2
Catalysts
Table 6.2 is the product of analysis of EXAFS spectra for all poisoned Ni/ZrO2
catalysts. The detailed data can be found in the following.
Due to the shoulder below 2 Å at the Fourier transformed EXAFS spectra (high-
lighted in Figure B-H.1(a)), the reﬁnements of carbon, chlorine, KNO3 and KCl
poisoned catalyst were carried out considering one and two shells. The best results
were found for the two shells approach. Below all reﬁnements and Fourier Trans-
formed EXAFS spectra are presented.
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Figure H.1: Fourier transformed EXAFS spectra of carbon poisoned Ni/ZrO2 cata-
lysts.
Table H.1: Results of the data ﬁts of the Ni-K-edge EXAFS spectra for the carbon poi-
soned Ni/ZrO2 catalysts. N is the number of neighboring atoms, r the distance, σ
2 the
mean-square disorder in the atomic distances, and ρ the misﬁtting between the experi-
mental data and the theory. Index f and c respectively indicates ﬁtted and constrained.
R-Range: 1.0-3.0 Å, S20 = 0.78, 1
st model: ∆E0 = 6.6± 0.8, 2nd: ∆E0 = 5.8± 0.9
Sample Model Atom N r σ2 · 10−3 ρ
[Å] [Å2] [%]
Carbon 1st Ni 8.6 ± 0.9f 2.49 ± 0.01f 6.2 ± 1.0f 2.6
2nd O 0.8 ± 0.3f 1.98 ± 0.05f 7.1 ± 0.1f a 0.5
Ni 8.7 ± 0.9f 2.48 ± 0.01f 6.3 ± 1.0f
aNi-O σ2 was constrained and ﬁtted together with NiCO
3
reference
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Figure H.2: Fourier transformed EXAFS spectra of chlorine poisoned Ni/ZrO2 cata-
lysts.
Table H.2: Results of the data ﬁts of the Ni-K-edge EXAFS spectra for the chlorine
poisoned Ni/ZrO2 catalysts. N is the number of neighboring atoms, r the distance,
σ2 the mean-square disorder in the atomic distances, and ρ the misﬁtting between the
experimental data and the theory. Index f and c respectively indicates ﬁtted and con-
strained. R-Range: 1.0-3.0 Å, S20 = 0.78, 1
st model: ∆E0 = 7.0 ± 0.0, 2nd model:
∆E0 = 6.6± 1.4
Sample Model Atom N r σ2 · 10−3 ρ
[Å] [Å2] [%]
Chlorine 1st Ni 8.6 ± 0.8f 2.49± 0.01f 4.6 ± 1.0f 1.9
2nd O 0.8 ± 0.2f 2.00± 0.04f 7.2 ± 0.1f a 0.9
Ni 8.5 ± 0.6f 2.48b ± 0.01f 4.5 ± 1.0f
aNi-O σ2 was constrained and ﬁtted together with NiCO
3
reference
bFitted uncertainty less than 1%
Figure H.3: Fourier transformed EXAFS spectra of KCl poisoned Ni/ZrO2 catalysts.
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Table H.3: Results of the data ﬁts of the Ni-K-edge EXAFS spectra for the KCl poi-
soned Ni/ZrO2 catalysts. N is the number of neighboring atoms, r the distance, σ
2 the
mean-square disorder in the atomic distances, and ρ the misﬁtting between the experi-
mental data and the theory. Index f and c respectively indicates ﬁtted and constrained.
R-Range: 1.0-3.0 Å, S20 = 0.78, 1
st model: ∆E0 = 7.1±0.7, 2nd model: ∆E0 = 6.7±0.3
Sample Model Atom N r σ2 · 10−3 ρ
[Å] [Å2] [%]
KCl 1st Ni 10.0 ± 0.8f 2.49 ± 0.01f 7.0 ± 1.0f 1.2
2nd O 0.6 ± 0.1f 2.00 ± 0.04f 7.2 ± 0.1f a 0.9
Ni 9.9 ± 0.4f 2.48f b 6.8 ± 0.5f
aNi-O σ2 was constrained and ﬁtted together with NiCO
3
reference
bFitted uncertainty less than 1%
Figure H.4: Fourier transformed EXAFS spectra of KNO3 poisoned Ni/ZrO2 cata-
lysts.
Table H.4: Results of the data ﬁts of the Ni-K-edge EXAFS spectra for the KNO3
poisoned Ni/ZrO2 catalysts. N is the number of neighboring atoms, r the distance,
σ2 the mean-square disorder in the atomic distances, and ρ the misﬁtting between the
experimental data and the theory. Index f and c respectively indicates ﬁtted and con-
strained. R-Range: 1.0-3.0 Å, S20 = 0.78, 1
st model: ∆E0 = 3.3 ± 2.0, 2nd model:
∆E0 = 6.6± 1.0
Sample Model Atom N r σ2 · 10−3 C3 · 10−4 ρ
[Å] [Å2] [Å3] [%]
KNO3 1
st Ni 7.5±1.4f 2.49 ± 0.01f 8.5±1.6f - 5.4
2nd O 1.1±0.3f 1.96±0.01f 7.9±4.5f a 1.3
Ni 8.3±0.9f 2.48±0.01f 9.2±1.0f 4.9±1.0f
aNi-O σ2 was constrained and ﬁtted together with NiCO
3
reference
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Figure H.5: Fourier transformed EXAFS spectra of sulfur poisoned Ni/ZrO2 catalysts.
Table H.5: Results of the data ﬁts of the Ni-K-edge EXAFS spectra for the sulfur poi-
soned Ni/ZrO2 catalysts. N is the number of neighboring atoms, r the distance, σ
2 the
mean-square disorder in the atomic distances, and ρ the misﬁtting between the experi-
mental data and the theory. Index f and c respectively indicates ﬁtted and constrained.
R-Range: 1.11-2.50 Å, S20 = 0.78, ∆E0 = −8.4± 0.5
Sample Atom N r σ2 · 10−3 ρ
[Å] [Å2] [%]
Suﬂur S 5.0c 2.22 ± 0.01f 7.6 ± 0.4f 2.5
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Appendix I
Linear Combination Analysis of XAS Data
During Carburization
The references used for the liner combination is an important parameter. In the
comparison of the recorded spectra and the bulk references of the relevant phases,
a poor match was found, as shown in Figure I.1. Thus, the bulk materials do not
represent the phases obtained during the carburization.
(a) Recroded spectra (b) Bulk reference spectra
Figure I.1: (a) linear combination using the spectra recorded during the carburization
process and (b) linear combination using the reference bulk spectra. The spectra Reduced
in (a) was recorded at 411 ◦C.
Figure I.2 shows the linear combination results using the bulk compounds as
references. Poor consistency was found, especially the decreasing trend of the Mo2C
ratio during the isothermal treatment at 550 ◦C does not make sense.
Instead the references was handpicked from the analysis. Figure I.3 shows the
reference handpicked spectra used for the linear combination analysis. The species
called reduced was stable over 40 ◦C and is most likely related to MoO2.
The error in the ﬁtting using the "handpicked" references compared to the bulk
references was signiﬁcantly lower, as evidenced by comparing the error bars for the
linear combinations with the two references, as shown in Figure I.4. The disagreement
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obtained using the handpicked references is lower than the one using bulk references.
Thus, the "handpicked"' spectra were used for the linear combination.
Figure I.2: Linear combination results using bulk reference compounds.
Figure I.3: References used for the linear combination analysis.
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Figure I.4: R-factor (disagreement) of the linear combinations using bulk and hand-
picked references.
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Appendix J
Thermodynamic Data of MoS
2
Oxidation
To evaluate the stability of the bulk part of the MoS2 phase in the presence of water,
thermodynamic calculations were made as presented below.
Table J.1: Gibbs free energy of the reaction between MoS2 and water. Data for bulk
molybdenum compounds was used in the calculations. Calculations done on the basis of
thermodynamic data from Barin [71, 360] and NIST [361].
# Reaction ∆G [kJ/mol]
Temperature [◦C] 200 300 400
1 MoS2(s) + 2H2O(g) −−⇀↽− MoO2(s) + 2H2S(g) 122 120 119
2 MoS2(s) + 2H2O(l) −−⇀↽− MoO2(s) + 2H2S(g) 101 81 62
3 MoS2(s) + 3H2O(g) −−⇀↽− MoO3(s) + 2H2S(g) + H2(g) 219 220 220
4 MoS2(s) + 3H2O(l) −−⇀↽− MoO3(s) + 2H2S(g) + H2(g) 188 160 136
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AppendixK
Real Bio-oil Tests
To make a ﬁnal evaluation of the progress in the catalyst and process development
work for HDO during the span of this Ph.D. project, a ﬁnal series of test were made
with real bio-oil. Initially it was realized that some modiﬁcation was needed to the
setup presented in Section 3.2 to make it possible to operate with the signiﬁcantly
more complex bio-oil. Speciﬁcally the downstream section was modiﬁed, implement-
ing the following changes:
 Thermocouple inserted from the bottom of the reactor was removed to avoid
the narrow section out of the bottom ﬂange.
 The pipe from the bottom ﬂange to the separator was replaced with a 1/4" pipe
with minimum amount of bends. Three-way valve V30 was removed completely.
 The pipe from the reactor to the separator was heat traced at 50 ◦C.
 The condensator (C1) was bypassed.
Table K.1 summarizes the experiments performed with real bio-oil, including
catalyst, loading proﬁle (in accordance with Figure K.2), feed, and operating tem-
perature. In all experiments the bio-oil was diluted in an alcohol. This was done
because the used bio-oil was inhomogeneous due to too long storage. Methanol was
used as solvent initially, but to give a more consistent ﬂow of the oil, 2-butanol
was chosen instead in the later experiments. The bio-oil was made from wood and
produced in Canada.
For all experiment, the pressure drop over the reactor (∆P, diﬀerence in PIC7 and
PI8, cf. Figure 3.3) increased as a function of TOS. This was used as an indication
for the shape of the catalyst bed. Figure K.1 shows ∆P as a function of TOS for all
experiments.
In Exp. 1-3, only 2-3.5 h of operation was maintained before ∆P increased
sharply. Especially Exp. 1 had a sharp increase from ca. 0.4 bar to >10 bar in less
than 20 min. The rapid development in ∆P in Exp. 1 was due to plugging of the
initial part of the reactor, prior to the catalyst bed. Thus, it was realized that the
reactive zone should have a graduated temperature proﬁle, with catalyst from the
liquid inlet to the isothermal zone as shown in Figure K.2.
By having the graduated temperature proﬁle, the HDO reaction was started
already at ca. 200 ◦C at the inlet of the reactor. This should serve to convert some
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Table K.1: Experiments with real bio-oil feed. The Ni/ZrO2 and Ni-MoS2/ZrO2
catalysts are the same as those used in Chapter 6 and 8,respectively. Top and central
cat. refers to the loading proﬁle shown in Figure K.2.
Exp. Catalyst Feed Central Top T
# cat. [g] cat. [g] [◦C]
1a Ni-MoS2/ZrO2 50% CH3OH/50% bio-oil 4 - 300
2a Ni-MoS2/ZrO2 50%CH3OH/50%bio-oil 4 3 260
3a Ni/ZrO2 50%2-Butanol/50%bio-oil 4 3 175
4 Ni/ZrO2 50%2-Butanol/50%bio-oil 6 4 260
5 Ni-MoS2/Al2O3
b 50%2-Butanol/50%bio-oil 6.5c 6.5c 300
aExperiment performed prior to setup modiﬁcations.
bCatalyst from Haldor Topsøe A/S.
cNot diluted in glass beads.
Figure K.1: Development in ∆P in Exp. 1-5 as a function of TOS.
of the most reactive compounds to less carbon prone species at an early stage in the
reactor.
Exp. 2 and 3 had graduated temperature proﬁles, but here the temperature was
chosen too low, which resulted in a too low activity. Thus, plugging of the reactor
took place, because insuﬃcient hydrogenation took place, and the bio-oil was instead
left polymerizing on its own (cf. Figure K.1).
From the initial tests, it was realized that the stability of catalyst was dependent
on suﬃcient activity. Additionally, upgrading of the bio-oil required a catalyst able to
perform HDO at relative low temperatures, to avoid plugging of the low temperature
zone of the reactor. Thus, in Exp. 4 Ni/ZrO2 was used as catalyst, as this is more
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Figure K.2: Temperature and loading proﬁle of experiments with real bio-oil as feed
at oven set points of both 260 and 300 ◦C. The catalyst was diluted in 212-245 µm glass
beads.
active at low temperatures compared to Ni-MoS2/ZrO2 (cf. Chapter 6 and 8), and
the loading was increased. In this way much longer TOS was achieved, with the
pressure drop remaining stable for >8 h of operation (cf. Figure K.1). However,
looking at the gas product, as an online indicator of the activity, the formation of
methane decreased as a function of TOS, from a maximum of 1.4 mol% to 0.25
mol% after 8.5 h of operation, as shown in Figure K.3. Despite a slow increase in the
CO2 in the gas product, the total carbon in the product gas decreased during the
experiment. This indicates that the activity of the catalyst decreased as a function
of TOS. Thus, it is indicated that the catalyst bed plugs after severe deactivation of
the catalyst. Similar to Exp. 2 and 3, this resulted in plugging of the reactor as the
bio-oil no longer was hydrogenated, but left for polymerizing reactions with itself.
Looking at the spent catalyst in the reactor after Exp. 4 by cutting it open
lengthwise showed that carbon formation had occurred along the entire catalytic
bed. No carbon plugs could be found but rather a general particle agglomeration.
Thus, it appears that the graduated temperature proﬁle serves to at least disperse
the carbon formation in the catalytic zone.
Realizing that maintaining suﬃcient activity was essential in avoiding plugging
of the reactor, the commercial Ni-MoS2/Al2O3 from Haldor Topsøe A/S was used
in Exp. 5 where the entire reactor was loaded with pre-sulphided catalyst. In this
experiment (in contrast to the other) a production of a separate oil phase product
was achieved. Figure K.4 shows the appearance of the oil phase as a function of
TOS. The initial oil product, was a clear free ﬂowing liquid, but as a function of
TOS a more distinct yellow/brown tint was visible in the oil product.
Analyzing the oil-product by CHN-S elemental analysis, revealed that the oxygen
content was practically zero in the initial liquid product, but this slowly increased
during the experiment and ended in the order of 17 wt% (cf. Table K.2).
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Table K.2: Elemental composition of oil product from Exp. 5. Catalyst: Commercial
Ni-MoS2/Al2O3, T = 300
◦C, P = 100 bar, Foil = 0.2 ml/min, WHSVtotal = 0.9 h−1.
TOS [h] C [wt%] H [wt%] O [wt%] DOD [wt%] H/C [mol/mol]
Feed 38 8 54 - -
4-6 85 15 0 100 2.1
6-8 80 14 6 90 2.1
8-10 80 13 6 88 2.0
10-12 72 11 17 69 1.9
The H/C ratio in the produced oil was 2.1 in the ﬁrst oil sample, which is equiv-
alent to the desired value from crude oil (cf. Table 2.7). This value, however, slowly
Figure K.3: Development in gas concentration during HDO of 50% bio-oil in 2-butanol
over a Ni/ZrO2 catalyst. T = 260
◦C, P = 100 bar, Foil = 0.2 ml/min, WHSVtotal =
1.2 h−1.
Figure K.4: Oil product from HDO of 50% bio-oil in 2-butanol over a commercial
Ni-MoS2/Al2O3 catalyst, as a function of TOS. T = 300
◦C, P = 100 bar, Foil = 0.2
ml/min, WHSVtotal = 0.9 h−1.
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decreased as the catalyst lost activity and ended at 1.9 after 12 h of operation.
Further analyzing the oil product at TOS 4-6 h with GC-MS showed that the
product was primarily composed of naphtenes (in the order of 65%) and linear/bran-
ched hydrocarbons (in the order of 25%). Among major compounds identiﬁed were
methyl, ethyl, or propyl substituted cyclohexane (∼20%), methyl substituted hexane
(∼5%), and methyl and ethyl substituted cyclopentane (∼5%).
The DOD in Table K.2 and the color of the liquid samples in Figure K.4 reveal
that the activity of the catalyst decreased during the experiment. The exact source
of deactivation was not identiﬁed and is left for future work. However, a potential
source for deactivation can be lack of sulfur, as this was not present in the feed,
and (as found in Section 8.2) this results in slow deactivation of the catalyst by
transformation of MoS2 to MoO2.
Commonly, experiment 1-5 show that ﬁnding stable catalysts is a crucial and
apparent task for HDO. It is possible to upgrade bio-oil to fuel grade standard (cf.
Table K.2), however, deactivation is fast. Which deactivation mechanism is the pri-
mary cannot be deduced from the current analysis, but probably a combination of
several are occurring. The experiments also highlight that the catalysts developed in
the current project (Ni/ZrO2 and Ni-MoS2/ZrO2) probably have insuﬃcient activity,
as the oil product only was obtained with the commercial Ni-MoS2/Al2O3 (experi-
mental conditions are however not similar in the comparison). Thus, it is indicated
that a lot can be gained by directing eﬀort in developing a single catalytic system,
like optimizing loading, application of additives, etc. This is left for future work to
address.
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AppendixL
Supporting Documents
Besides this dissertation a series of documents have been written or in other ways
procured during this Ph.D. Below some of the most important documents are sum-
marized and also were they can be found (at the time of writting). Additionally,
many manuals for the POC unit can be found in the POC ﬁle folder in CHEC
department share folder: "K:\Chec Laboratories\setups\045-28 POC Pyrolysis Oil
Converter (ant)\06 Literature".
Title: Pyrolysis Oil Converter: High Pressure Liquid and Gas Flow
Reactor System
Authors: Peter Mølgaard Mortensen, Rasmus Trane-Restrup,
and Anders Tiedje
Year: 2013
Digital Copy: In the case ﬁle folder in CHEC department share folder:
K:\Chec Laboratories\setups\045-28 POC Pyrolysis Oil Con-
verter (ant)\02 Instructions\POC documentation
Physical Copy: A physical copy is placed at the setup
Description: Detailed description of the POC setup
Title: Valorization of Biomass to Chemicals and Fuels: Input to
DONG Roadmap
Authors: Peter Mølgaard Mortensen and Anker Degn Jensen
Year: 2012
Digital Copy: Anker Degn Jensen is assigned as corresponding author
Description: Input for DONG roadmap made in spring 2012 to highlight
prospective chemical engineering routes to bio-chemicals
Title: Aﬀald fra Marken bliver CO2-neutrale Brændstoﬀer
Authors: Peter Mølgaard Mortensen and Rasmus Trane
Book title Energi på Lager
Chapter 4: Aﬀald på Tanken
Year: 2011
Digital Copy: Available at:
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www.energi.case.dtu.dk/Biomasse/Laer-mere_kap4
Description: Popular scientiﬁc description on utilization of bio-oil, as an
addition to a Danish municipal primary and lower secondary
school book
Title: GC-2014 Instruction Manual
Author: Jörn Hannum
Year: 2011
Digital Copy: In the case ﬁle folder in CHEC department share folder:
K:\Chec Laboratories\setups\045-28 POC Pyrolysis Oil Con-
verter (ant)\02 Instructions
Physical Copy: A physical copy is placed at the setup
Description: Description of the GC-TCD dedicated to the POC setup
Title: Operating Instruction Manual for
4560 Mini Bench Top Reactors
Author: Parr Instrument Company
Year: 2008
Digital Copy: In the case ﬁle folder in CHEC department share
folder: K:\Chec Laboratories\setups\037-03 Batch reactors
(ant)\037-03 High Pressure Batch Reactor 1 Parr 4566 (small)
(ant)\02 Instructions
Physical Copy: A physical copy is placed at the setup
Description: Description of the batch reactor from Parr
Title: GAS Chromaograph-Mass Spectrometer:
GCMS-QP2010 System Package
Author: Shimadzu
Physical Copy: A physical copy is placed at the setup
Description: Description of the GC-MS from Shimadzu
Title: EuroEA 3000-single: Instruction Manual (v.3.0. Single-2007)
Author: EuroVector SpA
Physical Copy: A physical copy is placed at the setup
Description: Description of the CHN-S elemental analyzer from EuroVector
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