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Abstract
In this paper we study solutions, possibly unbounded and sign-changing, of the Lane–Emden equation −u = |u|p−1u on
unbounded domains of RN with N  2 and p > 1. We prove various classification theorems and Liouville-type results for C2
solutions belonging to one of the following classes: stable solutions, finite Morse index solutions, solutions which are stable
outside a compact set, radial solutions and non-negative solutions. Our results apply to subcritical, critical and supercritical values
of the exponent p, and our analysis reveals the existence of a new critical exponent. This new critical exponent is larger than
the classical critical exponent and, it depends on both the dimension N and the geometry of the considered unbounded domain.
Some results about the qualitative properties of solutions, in arbitrary domains of RN , are also obtained. In particular, we prove
a universal a priori estimate for stable solutions in arbitrary proper domains and study the behaviour of a stable solution near an
isolated singularity. Applications to bounded domains are also considered. Many of our results are sharp.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Cet article porte sur l’étude des solutions, éventuellement non-bornées et de signe quelconque, de l’équation −u = |u|p−1u
dans des domaines non-bornés de RN avec N  2 et p > 1. Nous démontrons divers théorèmes de classification ainsi que des
résultats de type Liouville pour les solutions régulières appartenant à une des classes suivantes : solutions stables, solutions d’indice
de Morse fini, solutions stables à l’extérieur d’un compact, solutions radiales et solutions positives. Nos résultats s’appliquent
aux valeurs sous critiques, critiques et sur-critiques de l’exposant p et, notre analyse indique l’existence d’un nouvel exposant
critique. Ce nouvel exposant critique est plus grand que l’exposant critique classique, et il dépend de la dimension N ainsi que
de la géométrie du domaine non borné considéré. Nous obtenons aussi quelques résultats concernant les propriétés qualitatives
des solutions, dans des domaines arbitraires de RN . En particulier, nous démontrons une estimation universelle pour les solutions
stables dans des domaines propres et étudions aussi le comportement d’une solution stable au voisinage d’une singularité isolée.
Des applications au cas de domaines bornés sont également considérées. Plusieurs de nos résultats sont optimaux.
© 2007 Elsevier Masson SAS. All rights reserved.
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This paper is devoted to the study of solutions, possibly unbounded and sign-changing, of the semilinear partial
differential equation:
−u = |u|p−1u in Ω, (1)
where p > 1, Ω is an unbounded domain of RN with N  2.
There is an extensive literature on this type of equation on bounded domains. We refer to [2,7,11,12,28,31,34,35,
38] and the references therein. Our purpose is to consider this problem in arbitrary unbounded domains of RN , where
little is known. More specifically, we prove various classification theorems and Liouville-type results for solutions
u ∈ C2(Ω) of (1) belonging to one of the following classes (see definition below): stable solutions, finite Morse index
solutions, solutions which are stable outside a compact set of Ω , radial solutions and non-negative solutions.
The motivation to study Eq. (1) in unbounded domains comes from the fact that this situation naturally arises both
in physics and in geometry. For instance, for N = 3, Eq. (1) arises in the study of stellar structure in astrophysics
[10,9]. For N  3 and p = N+2
N−2 , Eq. (1) is crucial in the study of problems in conformal geometry like the prescribed
scalar curvature problem [9,38].
Furthermore, Liouville-type results in unbounded domains play a crucial role to obtain a priori L∞-bounds for
solutions of semilinear boundary value problems in bounded domains (see [23] for the case of positive solutions and
[3] for solutions having finite Morse index). Also, nonlinear forms of Liouville’s results, combined with degree type
arguments, are useful to obtain the existence of solutions of semilinear boundary value problems in bounded domains
(see for instance [5]).
Our results apply to subcritical, critical and supercritical values of the exponent p, and our analysis reveals the
existence of a new critical exponent. This new critical exponent is larger than the classical critical exponent and,
it depends on both the dimension N and the geometry of the considered unbounded domain. We also study the
qualitative properties of solutions, in arbitrary domains of RN . In particular, we prove a universal a priori estimate
for stable solutions in arbitrary proper domains and investigate the behaviour of a stable solution near an isolated
singularity. Applications to bounded domains are also considered. Many of our results are sharp.
The results of the present paper recover and considerably improve those announced in our Note [19].
In order to state our results we need to recall the following:
Definition. We say that a solution u of (1) belonging to C2(Ω),
• is stable if
∀ψ ∈ C1c (Ω) Qu(ψ) :=
∫
Ω
|∇ψ |2 − p|u|p−1ψ2  0,
• has Morse index equal to K  1 if K is the maximal dimension of a subspace XK of C1c (Ω) such that Qu(ψ) < 0
for any ψ ∈ XK \ {0},
• is stable outside a compact set K⊂ Ω if Qu(ψ) 0 for any ψ ∈ C1c (Ω \K).
Remark 1. Any finite Morse index solution u is stable outside a compact set K ⊂ Ω . Indeed, there exists K  1
and XK := Span{ϕ1, . . . , ϕK } ⊂ C1c (Ω) such that Qu(ϕ) < 0 for any ϕ ∈ XK \ {0}. Hence, Qu(ψ)  0 for every
ψ ∈ C1c (Ω \K), where K :=
⋃K
j=1 supp(ϕj ).
The first result of this paper is:
Theorem 1. Let u ∈ C2(RN) be a stable solution of (1) with,{1 <p < +∞ if N  10,
1 <p < pc(N) := (N−2)2−4N+8
√
N−1
(N−2)(N−10) if N  11.
(2)
Then u ≡ 0.
On the other hand, for N  11 and every p  pc(N), Eq. (1) admits a smooth positive, bounded, stable and radial
solution.
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√
N−1
(N−2)(N−10) .
Remarks 2. (i) Note that the exponent pc(N) is larger than the classical critical exponent N+2N−2 (= 2 − 1, where 2 is
the critical exponent in Sobolev imbedding theorems).
(ii) The above theorem recovers and considerably improves Theorem 1 announced in our Note [19] (see also [16],
where a very special case of Theorem 1 of [19] was remarked).
Next we prove:
Theorem 2. Let u ∈ C2(RN) be a solution of (1) which is stable outside a compact set of RN . Suppose,⎧⎪⎨
⎪⎩
p ∈ (1,+∞) if N = 2,
p ∈ (1,+∞) \ {N+2
N−2 } if 3N  10,
p ∈ (1,pc(N)) \ {N+2N−2 } if N  11,
then u ≡ 0.
On the other hand, if N  3 and p = N+2
N−2 , then
(a) ∫
RN
|∇u|2 =
∫
RN
|u| 2NN−2 < +∞,
lim|x|→+∞|x|
N−2
2 u(x) = 0, lim|x|→+∞|x|
N
2
∣∣∇u(x)∣∣= 0.
(b) u 
≡ 0 ⇒ the Morse index IM(u) of u is finite and satisfies
n(u) IM(u)
(
4e(N + 2)
N(N − 2)2
)N
2
(ωN−1)−1
∫
RN
|u| 2NN−2 ,
where n(u) is the number of nodal domains of u, i.e., the number of connected components of the set {x ∈ RN :
u(x) 
= 0} and ωN−1 is the volume of the unit (N − 1)-sphere.
Some remarks are in order.
Remarks 3. (i) Theorem 2 is sharp. Indeed, on one hand, for N  3 the set of functions,
uλ(x) :=
(
λ
√
N(N − 2)
λ2 + |x|2
)N−2
2
, λ > 0,
is a one-parameter family of positive solutions of Eq. (1), with Ω = RN and p = N+2
N−2 , and all these solutions are
stable outside a large ball centered at the origin using Hardy’s inequality (see Theorem 5). On the other hand, by
Theorem 1, we already know that for N  11 and every p  pc(N), Eq. (1) admits a positive, bounded, stable and
radial solution defined on the entire N -dimensional Euclidean space RN .
(ii) For N  3 and p = N+2
N−2 , Eq. (1) admits (cf. [17]) infinitely many (conformally non-equivalent) sign-changing
solutions u on RN satisfying u(x) = O(|x|2−N) as |x| → +∞. This asymptotics, together with Hardy’s inequality,
implies the stability of u outside a large ball centered at the origin. Hence, by part (b) of Theorem 2, the Morse index
of each of these solutions is finite and it is at least 2.
(iii) By part (b) of Theorem 2, we deduce that a non-constant solution u with Morse index equal to 1 must be of
constant sign. Therefore, up to a translation, it must be of the form (cf. [9]):
u(x) = ε
(
λ
√
N(N − 2)
2 2
)N−2
2
, λ > 0, ε ∈ {−1,1}.
λ + |x|
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where solutions are assumed to be both bounded and with finite Morse index and p is subcritical (i.e. 1 <p < +∞ if
N = 2 and 1 <p < N+2
N−2 if N  3).
Theorem 2 also provides a useful criterion to decide, whether or not, a non-trivial solution of Eq. (1), with the
classical critical exponent, has finite Morse index. This is the content of the next result:
Corollary 3. Assume N  3 and let u ∈ C2(RN), be a solution (u 
≡ 0) of (1) with p = N+2
N−2 . The following properties
are equivalent:
(a) u has finite Morse index.
(b) u is stable outside a compact set of RN .
(c) u ∈ L 2NN−2 .
The proofs of the above theorems are based on the following crucial proposition.
Proposition 4. Let Ω be a domain (bounded or not) of RN . Let u ∈ C2(Ω) be a stable solution of (1) with p > 1.
Then, for any γ ∈ [1,2p + 2√p(p − 1) − 1) and any integer mmax{p+γ
p−1 ,2} there exists a constant Cp,m,γ > 0,
depending only on p, m and γ , such that∫
Ω
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )ψ2m  Cp,m,γ
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1
for all test functions ψ ∈ C2c (Ω) satisfying |ψ | 1 in Ω .
The next result concerns the complete classification of entire radial solutions of (1) which are stable outside a
compact set of RN . The proof is based on a combination of Hardy’s inequality, Theorem 2 and some well-known
results about positive smooth entire radial solutions of Eq. (1) (see for instance [21,24,26,39]).
Theorem 5. Let u ∈ C2(RN) be a radial solution (u 
≡ 0) of (1) which is stable outside a compact set of RN . Then u
does not change sign (i.e. either u > 0 or u < 0 everywhere).
Moreover only two cases occur:
(a) N  3, p = N+2
N−2 , u(x) = ε(λ
√
N(N−2)
λ2+|x|2 )
N−2
2 with λ > 0, ε ∈ {−1,1}.
(b) N  11, p  pc(N) and u is of the form
∀x ∈RN u(x) = εα 2p−1 v(α|x|),
where the profile v is the unique solution of,⎧⎪⎪⎨
⎪⎪⎩
v′′(r)+ (N − 1) v′(r)
r
+ vp(r) = 0, r > 0,
v(r) > 0, r > 0,
v(0) = 1,
v′(0) = 0,
α > 0 and ε ∈ {−1,1}. Furthermore, u is a stable solution of (1).
Remark 4. For N  3 and p > N+2
N−2 positive radial solutions of (1), in the whole of RN , always exist (see for instance
[21,24,26,39]). It follows, from the above Theorem 5, that all of them are highly unstable (i.e., they are unstable
outside every compact set of RN and thus their Morse index is not finite) whenever either N  10, or N  11 and
1 <p < pc(N).
In this regard we mention the recent paper [8], where the authors establish that any smooth bounded stable radial
entire solution of −u = f (u) is constant if N  10 and f is a C1 function satisfying a generic nondegeneracy
condition.
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Ω 
≡ RN . In this case we supply Eq. (1) with the boundary condition u = 0 on ∂Ω (no hypothesis are made on the
behaviour of u at infinity). Under these assumptions we immediately obtain the following generalization of Proposition
4 above.
Proposition 6. Let p > 1, 0 < α < 1 and let Ω be a proper C2,α domain (bounded or not) of RN . Let u ∈ C2(Ω) be
a solution of {−u = |u|p−1u in Ω,
u = 0 on ∂Ω, (3)
which is stable outside a compact set K⊂ Ω .
Then, for any γ ∈ [1,2p+2√p(p − 1)−1), and any integer mmax{p+γ
p−1 ,2} there exists a constant Cp,m,γ > 0,
depending only on p, m and γ , such that∫
Ω
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )ψ2m  Cp,m,γ
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1
for all test functions ψ ∈ C2c (RN \K) satisfying |ψ | 1 in Ω \K.
Remark 5. The crucial fact is that, here, we can use test functions supported in RN \K and not only in Ω \K. This
is due to the zero Dirichlet boundary condition satisfied by u.
Proposition 6 has some important consequences which can be arranged into two groups of results. The first one
concerns stable solutions of (3), as well as solutions of (3) which are stable outside a compact set of Ω , while the
second one deals with non-negative solutions of (3).
Let us start with the case of stable solutions of (3). In this case, our main result says that, the constant function zero
is the only stable solution of (3) if the volume growth of Ω is controlled. More precisely, if we denote by B(x0,R)
the open ball centered at x0 ∈RN and of radius R and by LN the N -dimensional Lebesgue measure, we prove:
Theorem 7. Let p > 1, 0 < α < 1 and let Ω be a proper C2,α domain (bounded or not) of RN . Let u ∈ C2(Ω) be a
stable solution of (3). Suppose that
∃x0 ∈RN, ∃γ ∈
[
1,2p + 2√p(p − 1)− 1): lim inf
R→∞
[LN(Ω ∩B(x0,R))
R
2( p+γ
p−1 )
]
= 0, (4)
then u ≡ 0.
It is worth observing that the volume growth condition (4) is automatically satisfied in many interesting cases. A by
no means exhaustive list of cases in which condition (4) holds true is presented in the next result.
Proposition 8. Growth condition (4) is satisfied in any of the following cases:
(a) N  2, p > 1 and Ω has finite volume, i.e., LN(Ω) < +∞;
(b) N  10, p > 1 and Ω is any domain of RN ;
(c) N  11, 1 <p < pc(N) and Ω is any domain of RN ;
(d) N  11, p > 1 and Ω ⊂RK ×ω where, 1K  10, ω ⊂RN−K is any domain with finite (N −K)-dimensional
Lebesgue measure.
Next we consider the case of solutions of (3) which are stable outside a compact set of a proper unbounded
domain Ω . In this case, our main result says that the constant function zero is the only solution of (3), which is stable
outside a compact set K ⊂ Ω , if the following geometrical condition (introduced in [18]) is satisfied by the smooth
unbounded proper domain Ω ,
∃X ∈RN, |X| = 1: ν(x) ·X  0, ν(x) ·X 
≡ 0 on ∂Ω, (5)
where ν(x) denotes the unit outward normal to ∂Ω at the point x.
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and, more generally, smooth epigraphs.
Under the geometrical condition (5) we prove:
Theorem 9. Assume 0 < α < 1.
(a) Let Ω be a proper unbounded C2,α domain of RN satisfying condition (5). Let u ∈ C2(Ω) be a solution of (3),
which is stable outside a compact set K⊂ Ω , with{
1 <p < +∞ if N = 2,
1 <p  N+2
N−2 if N  3.
Then u ≡ 0.
(b) Let Ω be a half-space and let u ∈ C2(Ω) be a solution of (3), which is stable outside a compact set K⊂ Ω , with{
1 <p < +∞ if N  10,
1 <p < pc(N) if N  11.
Then u ≡ 0.
By virtue of Theorems 2 and 9 we can extend, to the supercritical case, a result of A. Bahri and P.-L. Lions
(cf. Theorem 2 of [3]) concerning finite Morse index solutions of semilinear boundary value problems in smooth
bounded domains of RN . More specifically, we have (for sake of simplicity we state the result only for the classical
Lane–Emden equation)
Theorem 10. Assume N  3 and let Ω be a bounded C2,α domain of RN and assume:{
N+2
N−2 <p < +∞ if N  10,
N+2
N−2 <p < pc(N) if N  11.
Then a sequence (un)n∈N in H 10 (Ω) ∩ C(Ω) of solutions of (3) is bounded in L∞(Ω) if and only if the sequence of
their Morse indices is bounded in R.
Now, we turn to the study of non-negative solutions of (3). The first theorem extends the celebrated results of Gidas
and Spruck ([23], [24] see also [22] and [33]) to the case where the unbounded domain Ω is a coercive epigraph and
p is supercritical. Recall that a domain Ω is a C2,α coercive epigraph if Ω := {(x′, xN) ∈RN : ϕ(x′) < xN }, where ϕ
belongs to C2,αloc (R
N−1,R) (0 < α < 1) and satisfies lim|x′|→+∞ ϕ(x′) = +∞.
Theorem 11. Let 0 < α < 1 and let Ω be a C2,α coercive epigraph. Let u ∈ C2(Ω) be a non-negative solution of{−u = up in Ω,
u = 0 on ∂Ω, (6)
with {
1 <p < +∞ if N  10,
1 <p < pc(N) if N  11. (7)
Then u ≡ 0.
The proof of Theorem 11 is based on the observation that any non-negative solution u of (6) is automatically stable;
then Theorem 7 and Proposition 8 imply the desired conclusion.
Using similar arguments together with Theorem 1 we can prove:
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epigraph. Let u ∈ C2(Ω) be a bounded non-negative solution of{−u = up in Ω,
u = 0 on ∂Ω, (8)
with {
1 <p < +∞ if N  11,
1 <p < pc(N − 1) if N  12. (9)
Then u ≡ 0.
Remarks 7. (i) Note that, when Ω is a half-space, Theorem 12 improves upon a result proved in [14] where the
exponent p was assumed to satisfy 1 <p < +∞ if N  3 and 1 <p < N+1
N−3 if N > 3.(ii) The property: positivity ⇒ stability is crucial in the proofs of Theorems 11 and 12 thus, one might think to
follow the same path to obtain similar classification results for arbitrary unbounded domains of RN . Unfortunately,
positivity does not imply stability in the general case, as shown by the following example:
Example 1. Let I := (0,1) and 1 <p. It is straightforward to construct a function v ∈ C2([0,1]) satisfying:⎧⎨
⎩
−v′′ = |v|p−1v in I,
v > 0 in I,
v(0) = v(1) = 0.
Hence, for N  2 and p > 1, the function u = u(x1, . . . , xN) := v(x1) is a positive solution of (1) with Ω = I ×
R
N−1 ⊂RN . On the other hand u is not stable (actually, u is unstable outside every compact set K⊂ Ω). To prove the
last claim we proceed as follows. For R > 0, let ϕR be the first eigenfunction of − on ωR := {x′ := (x2, . . . , xN) ∈
R
N−1:
∑N
j=2 |xj |2 <R2} and set ψR := uϕR . Then:
Qu(ψR) =
∫
∇u∇(uϕ2R)+
∫
u2|∇ϕR|2 − p
∫
|u|p−1u2ϕ2R
=
∫
−(u)uϕ2R +
∫
u2|∇ϕR|2 − p
∫
|u|p−1u2ϕ2R = (1 − p)
∫
vp+1ϕ2R +
∫
v2|∇ϕR|2
= (1 − p)
( 1∫
0
vp+1
)(∫
ωR
ϕ2R
)
+
( 1∫
0
v2
)(∫
ωR
|∇ϕR|2
)
=
(
(1 − p)
1∫
0
vp+1 + λ1(R)
1∫
0
v2
)(∫
ωR
ϕ2R
)
,
where λ1(R) denotes the first eigenvalue of − on ωR . Then, Qu(ψR) < 0 for R large enough. Since
ψR ∈ C2(Ω)∩H 10 (Ω), a standard density argument implies the desired conclusion.
We conclude the present section with a universal a priori estimate for stable solutions of Eq. (1) in arbitrary proper
domains of RN .
Theorem 13. Assume: {
1 <p < +∞ if N  10,
1 <p < pc(N) if N  11, (10)
and let Ω be a proper (bounded or not) domain of RN (i.e., Ω 
≡ RN ). Let u ∈ C2(Ω) be a stable solution of (1)
in Ω . Then, there exists a positive constant C(N,p), depending only on p and N , such that
∀x ∈ Ω ∣∣u(x)∣∣C(N,p)[dist (x, ∂Ω)]− 2p−1 , (11)
∀x ∈ Ω ∣∣∇u(x)∣∣C(N,p)[dist(x, ∂Ω)]−1− 2p−1 . (12)
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main Ω . We also note that we do not assume any boundary condition (actually, we do not require the existence of u
on the boundary of Ω).
(ii) Let Ω be any proper domain containing the origin of RN . For any N  11 and every p  pc(N), the radial
functions
uα(x) = α
2
p−1 v
(
α|x|), α > 0,
(v is defined in Theorem 5) are stable solutions of Eq. (1) in Ω . On the other hand, a direct computation yields: uα(0) =
α
2
p−1 → +∞ as α → +∞. This proves that universal estimate (11) cannot be true when N  11 and p  pc(N),
hence the upper bound on p in (10) is sharp.
(iii) In [15] N. Dancer proved a universal estimate similar to (11) for positive solutions of Eq. (1) in the subcritical
case 1 <p < N+2
N−2 , N  3 (without any stability assumption).
Theorem 13 can also be used to study the behaviour of stable solutions near an isolated singularity. More precisely
we have:
Corollary 14. Assume R > 0. Let Ω = B(0,2R) \ {0} and let u ∈ C2(Ω) be a stable solution of (1) with{
1 <p < +∞ if N  10,
1 <p < pc(N) if N  11.
Then there exists a positive constant C(N,p), depending only on p and N , such that
∀x ∈ B(0,R) ∣∣u(x)∣∣C(N,p)|x|− 2p−1 , (13)
∀x ∈ B(0,R) ∣∣∇u(x)∣∣ C(N,p)|x|−1− 2p−1 . (14)
Remark 9. B. Gidas and J. Spruck [24], M.-F. Bidaut-Véron and L. Véron [6] proved the behaviour (13), near an
isolated singularity, for positive solutions of Eq. (1) in the subcritical case 1 <p < N+2
N−2 , N  3 (without any stability
assumption).
2. Proofs of Propositions 4 and 6
This section is devoted to the proof of Propositions 4 and 6. These results are crucial for the present work.
Proof of Proposition 4. We split the proof into four steps:
Step 1. For any ϕ ∈ C2c (Ω) we have:∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ϕ2 = (γ + 1)2
4γ
∫
Ω
|u|p+γ ϕ2 + γ + 1
4γ
∫
Ω
|u|γ+1(ϕ2). (2.1)
Multiply Eq. (1) by |u|γ−1uϕ2 and integrate by parts to find∫
Ω
γ |∇u|2|u|γ−1ϕ2 +
∫
Ω
∇u∇(ϕ2)|u|γ−1u = ∫
Ω
|u|p+γ ϕ2,
therefore
γ
(
γ+1
2 )
2
∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ϕ2 + ∫
Ω
∇
( |u|γ+1
γ + 1
)
∇(ϕ2)
= γ
(
γ+1
2 )
2
∫ ∣∣∇(|u| γ−12 u)∣∣2ϕ2 − ∫ |u|γ+1
γ + 1 
(
ϕ2
)= ∫ |u|p+γ ϕ2.Ω Ω Ω
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Step 2. For any ϕ ∈ C2c (Ω) we have:(
p − (γ + 1)
2
4γ
)∫
Ω
|u|p+γ ϕ2 
∫
Ω
|u|γ+1|∇ϕ|2 +
(
γ + 1
4γ
− 1
2
)∫
Ω
|u|γ+1(ϕ2). (2.2)
The function ψ = |u| γ−12 uϕ belongs to C1c (Ω), and thus it can be used as a test function in the quadratic form Qu.
Hence, the stability assumption on u gives:
p
∫
Ω
|u|p+γ ϕ2 
∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ϕ2 + ∫
Ω
(|u| γ−12 u)2|∇ϕ|2 + ∫
Ω
2∇(|u| γ−12 u)∇ϕ|u| γ−12 uϕ
=
∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ϕ2 + ∫
Ω
|u|γ+1|∇ϕ|2 −
∫
Ω
1
2
|u|γ+1(ϕ2). (2.3)
Using (2.1) in the latter, we obtain:
p
∫
Ω
|u|p+γ ϕ2  (γ + 1)
2
4γ
∫
Ω
|u|p+γ ϕ2 + γ + 1
4γ
∫
Ω
|u|γ+1(ϕ2)+ ∫
Ω
|u|γ+1|∇ϕ|2 −
∫
Ω
1
2
|u|γ+1(ϕ2),
which immediately gives identity (2.2).
Step 3. For any γ ∈ [1,2p + 2√p(p − 1) − 1) and any integer m  max{p+γ
p−1 ,2} there exists a constant
C(p,m,γ ), depending only on p, m and γ , such that∫
Ω
|u|p+γ ψ2m C(p,m,γ )
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1 , (2.4)
∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ψ2m  C(p,m,γ )∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1 , (2.5)
for all test functions ψ ∈ C2c (Ω) satisfying |ψ |  1 in Ω . Moreover, the constant C(p,m,γ ) can be explicitly
computed.
From (2.2), we obtain that
∀ϕ ∈ C2c (Ω) α
∫
Ω
|u|p+γ ϕ2 
∫
Ω
|u|γ+1|∇ϕ|2 + β
∫
Ω
|u|γ+1ϕϕ, (2.6)
where we have set α = p − (γ+1)24γ and β = 1−γ4γ . Notice that α > 0 and β  0, since p > 1 and
γ ∈ [1,2p + 2√p(p − 1)− 1).
For any ψ ∈ C2c (Ω), with |ψ | 1 in Ω , we set ϕ = ψm. The function ϕ belongs to C2c (Ω), since m 2 and m is
an integer, hence it can be used in (2.6). A direct computation gives:
α
∫
Ω
|u|p+γ ψ2m 
∫
Ω
|u|γ+1ψ2m−2[m2|∇ψ |2 + βm(m− 1)|∇ψ |2 + βmψψ], (2.7)
hence ∫
Ω
|u|p+γ |ψ |2m  C1
∫
Ω
|u|γ+1|ψ |2m−2[|∇ψ |2 + |ψψ |], (2.8)
with C1 = m2+βm(m−1)α > −βmα  0.
An application of Holder’s inequality yields:∫
|u|p+γ |ψ |2m  C1
(∫ [|u|γ+1|ψ |2m−2] p+γ1+γ )
1+γ
p+γ (∫ [|∇ψ |2 + |ψψ |] p+γp−1 )
p−1
p+γ
. (2.9)
Ω Ω Ω
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p−1 ,2} implies (2m − 2)(p+γ1+γ )  2m and thus |ψ |(2m−2)(
p+γ
1+γ )  |ψ |2m
in Ω , since |ψ | 1 everywhere in Ω .
Therefore, we obtain:∫
Ω
|u|p+γ |ψ |2m  C1
(∫
Ω
|u|p+γ |ψ |2m
) 1+γ
p+γ (∫
Ω
[|∇ψ |2 + |ψψ |] p+γp−1 )
p−1
p+γ
. (2.10)
The latter immediately implies:∫
Ω
|u|p+γ |ψ |2m  C
p+γ
p−1
1
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1 , (2.11)
which proves inequality (2.4) with C(p,m,γ ) = C
p+γ
p−1
1 .
To prove (2.5) we combine (2.1) and (2.6). This leads to
∀ϕ ∈ C2c (Ω)
∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ϕ2  (γ + 1)2
4γ
[
1
α
∫
Ω
|u|γ+1|∇ϕ|2 + β
α
∫
Ω
|u|γ+1ϕϕ
]
+ (γ + 1)
2γ
[∫
Ω
|u|γ+1|∇ϕ|2 +
∫
Ω
|u|γ+1ϕϕ
]
= A
∫
Ω
|u|γ+1|∇ϕ|2 +B
∫
Ω
|u|γ+1ϕϕ, (2.12)
where A = (γ+1)24γα + (γ+1)2γ > 0 and B = β(γ+1)
2
4γα + (γ+1)2γ ∈R.
Now, we insert the test function ϕ = ψm in the latter inequality to find,∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ψ2m  ∫
Ω
|u|γ+1ψ2m−2[Am2|∇ψ |2 +Bm(m− 1)|∇ψ |2 +Bmψψ], (2.13)
and hence ∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ψ2m  C2
∫
Ω
|u|γ+1|ψ |2m−2[|∇ψ |2 + |ψψ |], (2.14)
with C2 = max{|Am2 +Bm(m− 1)|, |Bm|} > 0. Using Holder’s inequality in (2.14) yields:∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ψ2m  C2
(∫
Ω
[|u|γ+1|ψ |2m−2] p+γ1+γ )
1+γ
p+γ (∫
Ω
[|∇ψ |2 + |ψψ |] p+γp−1 )
p−1
p+γ
 C2
(∫
Ω
|u|p+γ |ψ |2m
) 1+γ
p+γ (∫
Ω
[|∇ψ |2 + |ψψ |] p+γp−1 )
p−1
p+γ
.
Finally, inserting (2.11) into the latter we obtain:∫
Ω
∣∣∇(|u| γ−12 u)∣∣2ψ2m  C2C 1+γp−11
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p+γp−1 , (2.15)
which gives the desired inequality (2.5).
Step 4. End of proof. The desired conclusion follows immediately by adding inequality (2.4) to inequal-
ity (2.5). 
Proof of Proposition 6. Since Ω is smooth, u ∈ C2(Ω), and u vanishes on ∂Ω we can proceed as in the proof of
Proposition 4. Only some minor modifications are needed. Step 1 goes without any change if we remark that, for any
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on ∂Ω . In the same way, Step 2 can be carried over since, for any ϕ ∈ C2c (RN \K), the function |u|
γ−1
2 uϕ belongs
to C1(Ω \K), has bounded support contained in Ω \K and vanishes on ∂Ω . In particular, it belongs to H 10 (Ω) and
hence it can be used as test function in the quadratic form Qu. The rest of the proof is unchanged and for this reason
we omit the details. 
3. Stable solutions
In this section we prove all the results concerning the classification of stable solutions, i.e., Theorems 1, 7 and
Proposition 8. Let us start with:
Proof of Theorem 1. For every R > 0, we consider the function ψR(x) = ϕ( |x|R ), where ϕ ∈ C2c (R), 0  ϕ  1
everywhere on R, and
ϕ(t) =
{
1 if |t | 1,
0 if |t | 2.
Let us fix p > 1. We first observe that for any γ ∈ [1,2p + 2√p(p − 1) − 1) and any integer mmax{p+γ
p−1 ,2},
Proposition 4 yields, ∫
B(0,R)
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ ) Cp,m,γ
∫
RN
(|∇ψR|2 + |ψR||ψR|) p+γp−1
 C(p,γ,m,N,ϕ)RN−2(
p+γ
p−1 ) ∀R > 0, (3.1)
where B(0,R) denotes the open ball centered at the origin and with radius R, and C(p,γ,m,N,ϕ) is a positive
constant independent of R.
Next we claim that, under the assumptions on the exponent p assumed in Theorem 1, we can always choose
γ ∈ [1,2p + 2√p(p − 1)− 1) such that
N − 2
(
p + γ
p − 1
)
< 0. (3.2)
To this end, we set γM(p) = 2p + 2√p(p − 1) − 1 and we consider separately the case N  10 and the case
N  11.
First case: N  10 and p > 1. In this case we have:
p + γM(p) > 3p − 1 + 2(p − 1) > 5(p − 1)
and therefore
N − 2
(
p + γM(p)
p − 1
)
<N − 10 0. (3.3)
The latter inequality and the continuity of the function t → N − 2( p+t
p−1 ) immediately imply the existence of γ ∈
[1,2p + 2√p(p − 1)− 1) satisfying (3.2).
Second case: N  11 and 1 < p < pc(N). In this case we consider the real-valued function (1,+∞)  t →
f (t) := 2( t+γM(t)
t−1 ). Since f is a strictly decreasing function satisfying limt→1+ f (t) = +∞ and limt→+∞ f (t) = 10,
there exists a unique p0 > 1 such that N = 2(p0+γM(p0)p0−1 ). We claim that p0 = pc(N). Indeed,
N = 2
(
p + γM(p)
p − 1
)
⇔ (N − 2)(p − 1)− 4p = 4√p(p − 1),
which implies that p0 satisfies:(
(N − 2)(N − 10))p2 + (−2(N − 2)2 + 8N)p0 + (N − 2)2 = 0, (3.4)0
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(N − 2)(p0 − 1)− 4p0 > 4(p0 − 1). (3.5)
The roots of Eq. (3.4) are
p1 = (N − 2)
2 − 4N + 8√N − 1
(N − 2)(N − 10) = pc(N), (3.6)
p2 = (N − 2)
2 − 4N − 8√N − 1
(N − 2)(N − 10) < pc(N), (3.7)
while (3.5) easily implies p0 > N−6N−10 = (N−6)(N−2)(N−2)(N−10) = (N−2)
2−4N+8
(N−2)(N−10) > p2. This proves that p0 = pc(N), as claimed.
Since we have just proven that f (pc(N)) = N and f is a strictly decreasing function, it follows that
∀ 1 <p < pc(N) N < f (p) = 2
(
p + γM(p)
p − 1
)
(3.8)
Now we can conclude as in the first case, i.e, the continuity of t → N − 2( p+t
p−1 ) immediately implies the existence
of γ ∈ [1,2p + 2√p(p − 1)− 1) satisfying (3.2).
We have proven that, under the assumptions of Theorem 1, there always exists a real γ ∈ [1,2p+2√p(p − 1)−1)
satisfying (3.2). Therefore, by letting R → +∞ in (3.1), we deduce:∫
RN
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )= 0,
which yields u ≡ 0. This result concludes the first part of the proof of Theorem 1.
To prove the second claim of Theorem 1 we invoke Theorem 5 (see case (b)). 
Proof of Theorem 7. Fix an integer mmax{p+γ
p−1 ,2} and notice that, as in the proof of the first part of Theorem 1
we have (here, instead of Proposition 4 with test functions ψR , we use Proposition 6 with ψR,x0(x) := ϕ( |x−x0|R ) andK= ∅): ∫
Ω∩B(x0, R2 )
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ ) Cp,m,γ
∫
Ω∩B(x0,2R)
(|∇ψR,x0 |2 + |ψR,x0 ||ψR,x0 |)(p+γ )/(p−1)
 C(p,γ,m,N,ϕ)
[LN(Ω ∩B(x0,2R))
R
2( p+γ
p−1 )
]
, (3.9)
where B(0, t) denotes the open ball centered at the origin and with radius t , and C(p,γ,m,N) is a positive constant
independent of R. The desired conclusion then follows by letting R → +∞ in (3.9) and using the assumption (4). 
Proof of Proposition 8. A direct computation proves that any of the cases considered in the statement of Proposition 8
implies the volume growth condition (4). 
4. Non-negative solutions
Here we prove Theorems 11 and 12.
Proof of Theorem 11. We claim that u is a stable solution of (6). Indeed, by the strong minimum principle either
u ≡ 0, and then u is stable, or u > 0 in Ω . In the latter case, since Ω is a coercive epigraph, a result of M.J. Esteban
and P.-L. Lions (cf. Proposition II.1 on page 8 of [18]) implies that ∂u
∂xN
> 0 in Ω . Therefore ∂u
∂xN
is a positive solution
of the linearized equation:
−s − pup−1s = 0 in Ω, (4.1)
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1]). From Proposition 8 (cases (b) and (c)) we deduce that a coercive epigraph always satisfies the volume growth
condition (4), if the exponent p satisfies the assumptions (7). Hence an application of Theorem 7 gives the desired
conclusion. 
Proof of Theorem 12. Again, by the strong minimum principle either u ≡ 0 or u > 0 in Ω . Let us prove that the
second possibility does not happen. Suppose to the contrary that u > 0 in Ω , then ∂u
∂xN
> 0 everywhere in Ω . Indeed,
when Ω is a coercive epigraph, this result is due to M.J. Esteban and P.-L. Lions [18] while, when Ω is a half-space,
it is due to N. Dancer [14]. Hence, as in the proof of Theorem 11, u is a stable solution of (6). The boundedness of u,
standard elliptic estimates [25] and the monotonicity of u with respect to the variable xN , imply that the function:
v(x1, . . . , xN−1) := lim
xN→+∞
u(x) (4.2)
is a positive smooth solution of the Lane–Emden equation (1) in RN−1.
Furthermore, v is a stable solution of (1) in RN−1 (see for instance [4] and [1]). At this point an application of
Theorem 1, to the solution v in RN−1, gives v ≡ 0 in RN−1. This result clearly contradicts v > 0 in RN−1. Hence
u ≡ 0, which completes the proof. 
5. Solutions which are stable outside a compact set of RN
In this section we are concerned with the proof of Theorem 2, Corollary 3 and Theorems 9 and 10.
Proof of Theorem 2. We begin defining some smooth compactly supported functions which will be used several
times in the sequel. More precisely, we choose ϕ ∈ C2c (R) satisfying 0 ϕ  1 everywhere on R, and
ϕ(t) =
{
1 if |t | 1,
0 if |t | 2. (5.1)
For s > 0, we choose a function θs such that: θs ∈ C2c (R), 0 θs  1, everywhere on R and
θs(t) =
{
0 if |t | s + 1,
1 if |t | s + 2. (5.2)
The rest of the proof splits into several steps.
Step 1. Let p > 1. There exists R0 = R0(u) > 0 such that
(a) for every γ ∈ [1,2p + 2√p(p − 1)− 1) and every r > R0 + 3, we have:∫
{R0+2<|x|<r}
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )dx A+BrN−2( p+γp−1 ), (5.3)
where A and B are positive constants depending on p,γ,N,R0 but not on r .
(b) for every γ ∈ [1,2p+2√p(p − 1)−1) and every open ball B(y,R) such that B(y,2R) ⊂ {x ∈RN : |x| >R0},
we have: ∫
B(y,R)
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )dx  CRN−2( p+γp−1 ), (5.4)
where C is a positive constant depending on p,γ,N,R0 but neither on R nor on y.
Since u is stable outside a compact set of RN there exists R0 > 0 such that Proposition 4 holds true with
Ω :=RN \B(0,R0).
For every r > R0 + 3, we consider the function ξr ∈ C2c (RN) defined as follows:
ξr (x) =
{
θR0(|x|) if |x|R0 + 3,
ϕ(
|x|
) if |x|R + 3. (5.5)r 0
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p−1 ,2}], where INT(s) denotes the integer part of the real number s, and notice that
the function ξr belongs to C2c (RN \ B(0,R0)) and satisfies 0 ξr  1 everywhere on RN . Therefore, an application
of Proposition 4 with Ω :=RN \B(0,R0) yields:∫
{R0+2<|x|<r}
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )dx  Cp,m,γ
∫
RN
(|∇ξr |2 + |ξr ||ξr |) p+γp−1 dx
 Cp,m,γ
[ ∫
{|x|R0+3}
(|∇θR0 |2 + |θR0 ||θR0 |) p+γp−1 dx +
∫
{r|x|2r}
(|∇ξr |2 + |ξr ||ξr |) p+γp−1 dx
]
 C1(p, γ,m,N, θ,R0)+C2(p, γ,m,N,ϕ)rN−2(
p+γ
p−1 ),
for all r > R0 + 3 and all γ ∈ [1,2p + 2√p(p − 1)− 1). Hence, the desired integral estimate (5.3) follows.
To prove the estimate (5.4) we fix m = 1+ INT[max{p+γ
p−1 ,2}], we consider the test functions ψR,y(x) := ϕ( |x−y|R )
and use them in Proposition 4. This leads to∫
B(y,R)
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )dx  Cp,m,γ
∫
RN
(|∇ψR,y |2 + |ψR,y ||ψR,y |) p+γp−1 dx
= Cp,m,γ
∫
B(0,2R)
(|∇ψR,0|2 + |ψR,0||ψR,0|) p+γp−1 dx  C(p,m,γ,N,ϕ)RN−2( p+γp−1 ),
and the latter completes the proof of Step 1.
Step 2. The subcritical case.
Here we assume, either N = 2 and 1 < p < +∞ or N  3 and 1 < p < N+2
N−2 , and set ψR,0(x) := ϕ( |x|R ). By
choosing γ = 1 in Step 1 we get ∇u ∈ L2 and u ∈ Lp+1, and therefore we can obtain the classical Pohozaev identity
(cf. [35,27,38] for instance): (
N
2
− 1
) ∫
RN
|∇u|2 = N
p + 1
∫
RN
|u|p+1. (5.6)
On the other hand, multiplying Eq. (1) by uψR,0 and integrating by parts yields:∫
RN
|∇u|2ψR,0 −
∫
RN
|u|p+1ψR,0 = 12
∫
RN
|u|2(ψR,0).
The latter immediately leads to ∫
RN
|∇u|2 =
∫
RN
|u|p+1, (5.7)
indeed, ∣∣∣∣
∫
RN
|u|2(ψR,0)
∣∣∣∣
( ∫
R<|x|<2R
|u|p+1
) 2
p+1( ∫
R<|x|<2R
[
(ψR,0)
] p+1
p−1
) p−1
p+1
 CRN−2
p+1
p−1 −→ 0 as R −→ +∞, (5.8)
thanks to the assumptions on p. To complete the proof we combine (5.6) and (5.7) to get:(
N
2
− 1 − N
p + 1
) ∫
RN
|u|p+1 = 0,
but N − 1 − N 
= 0, since p is subcritical, hence u must be identically zero, as claimed.2 p+1
A. Farina / J. Math. Pures Appl. 87 (2007) 537–561 551Step 3. Let η > 0 and assume, either
3N  10 and N + 2
N − 2  p < +∞, (5.9a)
or
N  11 and N + 2
N − 2  p < pc(N). (5.9b)
Then
∃γ1 = γ1(p,N) ∈
[
1,2p + 2√p(p − 1)− 1): (p − 1)N
2
= p + γ1, (5.10)
∃R1 = R1(p,N,η,u) > R0:
∫
|x|R1
|u|(p−1) N2 dx < η, (5.11)
∃ε = ε(p,N) ∈ (0,1]: 1 (p − 1) N
2 − ε − p < 2p + 2
√
p(p − 1)− 1. (5.12)
We observe that
p  N + 2
N − 2 ⇒ p + 1 (p − 1)
N
2
, (5.13)
furthermore the analysis performed in the proof of Theorem 1 (cf. (3.3) and (3.8)) implies:
p + (2p + 2√p(p − 1)− 1)= p + γM(p) > (p − 1)N2 , (5.14)
Inequalities (5.13) and (5.14), together with the continuity of the function (γ, ε) → (p− 1) N2−ε −p− γ , immedi-
ately imply (5.10) and (5.12).
From (5.10) and Step 1 we infer that∫
{R0+2<|x|<r}
|u|(p−1) N2 dx =
∫
{R0+2<|x|<r}
|u|p+γ1 dx
A+BrN−2(
p+γ1
p−1 ) = A+Br0, ∀r > R0 + 3, (5.15)
and thus ∫
|x|R0+2
|u|(p−1) N2 dx < +∞. (5.16)
Clearly (5.11) follows directly from (5.16).
Step 4. Assume either (5.9a) or (5.9b). Then
lim|x|→+∞|x|
2
p−1 u(x) = 0, lim|x|→+∞|x|
1+ 2
p−1
∣∣∇u(x)∣∣= 0. (5.17)
We first observe that, from Step 3 there exists ε = ε(p,N) ∈ (0,1] such that (5.12) holds true and therefore we can
find γ2 = γ2(ε,p,N) ∈ [1,2p + 2√p(p − 1) − 1) satisfying (p − 1) N2−ε = p + γ2. Next we fix η > 0 and think of
u = u(x) as a solution of the linear equation:
u+ d(x)u = 0 in B(y,2R), (5.18)
where d(x) = |u(x)|p−1 ∈ L N2−ε (B(y,2R)).
According to a well-known result proved by J. Serrin in 1964 (cf. Theorem 1 on page 256 of [37]) any solution u
of (5.18) satisfies:
‖u‖L∞(B(y,R))  CSR−N2
(‖u‖L2(B(y,2R))), (5.19)
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‖∇u‖L2(B(y,R)) CSR−1
(‖u‖L2(B(y,2R))), (5.20)
where CS is a constant depending on p,N and also on
Rε‖d‖
L
N
2−ε (B(y,2R))
. (5.21)
In order to apply the above results we consider points y ∈RN such that |y| > 10R1 and set R = |y|4 . Here R1 >R0
is defined by (5.11) of Step 3. With this choice we have:
B(y,2R) ⊂ {x ∈RN : |x| >R1}⊂ {x ∈RN : |x| >R0},∫
|x|R1
|u|(p−1) N2 dx < η,
and
Rε‖d‖
L
N
2−ε (B(y,2R))
= Rε
( ∫
B(y,2R)
|u|(p−1) N2−ε
) 2−ε
N
= Rε
( ∫
B(y,2R)
|u|p+γ2
) 2−ε
N
Rε
[
C(p,N,R0)R
N−2 p+γ2
p−1
] 2−ε
N , (5.22)
where in the latter we have used part (b) of Step 1. Then, by definition of γ2 we find:
Rε‖d‖
L
N
2−ε (B(y,2R))
RεCR2−εR−2 = C. (5.23)
The latter proves that the constant CS in (5.19) and (5.20) is independent of both y and R (actually it depends only
on p,N and R0).
Now, using (5.19) together with Schwarz–Holder inequality, we get:
‖u‖L∞(B(y,R))  CSR−N2
(‖u‖L2(B(y,2R))) CSC(N,p)R− N(p−1) N2 ‖u‖
L
(p−1) N2 (B(y,2R))
= C1R−
2
p−1 ‖u‖
L
(p−1) N2 (B(y,2R))
, (5.24)
where C1 is a positive constant depending on p,N and R0 but neither on y nor on R.
Recalling that R = |y|4 and (5.11) holds true, we find:∣∣u(y)∣∣ ‖u‖L∞(B(y,R))  C1R− 2p−1 η = C2|y|− 2p−1 η, (5.25)
where, once again, C2 is a positive constant depending only on p,N and R0.
Up to now, we have proven that for every η > 0 there exists M = 10R1 such that
y ∈RN, |y| >M ⇒ |y| 2p−1 ∣∣u(y)∣∣C2η, (5.26)
which is exactly the first claim of Step 4.
The same argument also gives (here we use (5.20)),
‖∇u‖L2(B(y,R)) C1R(−1+
N
2 − 2p−1 )η. (5.27)
We use (5.27) to prove the second claim of Step 4. To this end, for j = 1, . . . ,N, we set uj = ∂u∂xj and
observe that any partial derivative of u satisfies the linear equation (5.18) with a potential d(x) = p|u(x)|p−1.
Hence, the argument leading to (5.25) and (5.26) (applied to each uj instead of u) and the estimate (5.27), imply
lim|x|→+∞ |x|1+
2
p−1 |∇u(x)| = 0. This concludes the proof of Step 4.
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3N  10 and N + 2
N − 2 <p < +∞, (5.28a)
or
N  11 and N + 2
N − 2 <p < pc(N). (5.28b)
Then, u ≡ 0.
As in [6] we use the change of variable
u(r, σ ) = r− 2p−1 v(t, σ ), t = ln(r). (5.29)
Then v satisfies the equation:
vtt +Avt +SN−1v +Bv + |v|p−1v = 0, in R× SN−1, (5.30)
with A = (N − 2 − 4
p−1 ), B = −[( 2p−1 )(N − 2 − 2p−1 )] and where SN−1 is the unit sphere of RN and SN−1 denotes
the Laplace–Beltrami operator on SN−1.
Setting,
E(w) :=
∫
SN−1
(
1
2
|∇SN−1w|2 −
B
2
w2 − 1
p − 1 |w|
p+1
)
dσ, (5.31)
we have:
A
∫
SN−1
v2t dσ =
d
dt
[
E(v)(t)− 1
2
∫
SN−1
v2t dσ
]
. (5.32)
Observe that A 
= 0, since p 
= N+2
N−2 , therefore after integrating we find
∀s > 0,
s∫
−s
A
∫
SN−1
v2t dσ dt = E(v)(s)−E(v)(−s)−
1
2
∫
SN−1
v2t (s, σ )dσ +
1
2
∫
SN−1
v2t (−s, σ )dσ. (5.33)
At this point we use the crucial decay estimates proved in Step 4. A direct computation yields:
lim
t→+∞v(t, σ ) = 0, limt→+∞
∣∣vt (t, σ )∣∣= lim
t→+∞
∣∣∇SN−1v(t, σ )∣∣= 0, (5.34)
the limits being uniform with respect to σ ∈ SN−1. Clearly, estimates (5.34) also hold true when t → −∞ (since u is
regular at the origin). By letting s → ±∞ in (5.33), we obtain:
A
∫
R
∫
SN−1
v2t dσ dt = 0, (5.35)
hence, v = v(σ ) and limt→+∞ v(t, σ ) = 0 by (5.34). This implies v ≡ 0 and then also u ≡ 0, as claimed.
Now, we turn to the critical case p = N+2
N−2 . To proof part (a) we observe that using γ = 1 in (5.3) we obtain
∇u ∈ L2 and u ∈ L 2NN−2 . Hence, integral identity (5.7) also holds for the classical critical exponent p = N+2
N−2 , which
proves the first claim. The second claim of part (a) has already been proven in Step 4.
Let us consider now, the proof of part (b).
Step 6. u 
≡ 0 ⇒ the Morse index IM(u) of u is finite and satisfies:
IM(u)
(
4e(N + 2)
N(N − 2)2
)N
2
(ωN−1)−1
∫
RN
|u| 2NN−2 ,
where ωN−1 is the volume of the unit (N − 1)-sphere.
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XK of C1c (ω) such that Qu(ψ) < 0 for any ψ ∈ XK \ {0}. It is easily seen that
IndRN (u) = sup
n∈N
IndB(0,n)(u), (5.36)
hence, to prove that u has finite Morse index it is enough to bound, independently on n, each one of the quantities
IndB(0,n)(u). To this end, we first observe that IndB(0,n)(u) is exactly the number of negative Dirichlet eigenvalues
of the operator − − N+2
N−2 |u|
4
N−2 in B(0, n) and next we invoke the celebrated Cwikel–Lieb–Rozenblum formula
(cf. [13,29,30,36]). This formula says that the number of negative Dirichlet eigenvalues of the operator − − V in
B(0, n) is bounded by: (
4e
N(N − 2)
)N
2
(ωN−1)−1
∫
B(0,n)
V
N
2 , (5.37)
provided N  3 and V is a non-negative potential belonging to LN2 (B(0, n)). The value of the constant in front of the
integral in (5.37) is taken from [29].
By part (a) we know that N+2
N−2 |u|
4
N−2 ∈ LN2 (RN), and hence, from (5.37) it follows that
∀n ∈ N, IndB(0,n)(u)
(
4e
N(N − 2)
)N
2
(ωN−1)−1
∫
RN
(
N + 2
N − 2
)N
2 |u| 2NN−2 , (5.38)
and thus the desired conclusion follows.
Step 7.
u 
≡ 0 ⇒ n(u) IM(u),
where n(u) denotes the number of nodal domains of u, i.e., the number of connected components of the set {x ∈RN :
u(x) 
= 0}.
Let ω be any connected component of the set {x ∈RN : u(x) 
= 0}. We plan to prove the existence of ψω ∈ C1c (ω)
such that Qu(ψω) < 0. (This result is well known for bounded domains, here the main difficulty is due to the fact that
ω might be unbounded. For sake of completeness we give a short proof in the general case.) To this end we consider
any even, non-decreasing function f ∈ C1(R,R) satisfying,
f (t) :=
{
0, 0 t  1,
t, t  2, (5.39)
in particular f is a globally Lipschitz-continuous function with ‖f ′‖L∞(R)  C, for some positive constant C. More-
over, for every n ∈ N and every t ∈ R, we set fn(t) = 1nf (nt) so that ‖f ′n‖L∞(R)  C, for some positive constant C
independent on n ∈ N.
Let un be the restriction of fn(u) to the connected component ω, i.e, un := fn(u)|ω . Hence un ∈ C1(ω)∩C0,1(ω)∩
L
2N
N−2 (ω), ∇un ∈ C0(ω)∩L∞(ω)∩L2(ω), and
un → u|ω in L 2NN−2 (ω), (5.40)
∇un → ∇u|ω in L2(ω). (5.41)
Furthermore, from the definition of f we also obtain:
∀n ∈ N dist(supp(un), ∂ω)= d(n) > 0 (5.42)
(a short calculation gives, for instance, d(n)  12n‖∇u‖
L∞(RN )
). For every n ∈ N and every x ∈ RN we consider the
test functions ψn(x) = ϕ( |x|n ) (where ϕ is defined by (5.1)), then
ψnun → u|ω in L 2NN−2 (ω), (5.43)
∇(ψnun) → ∇u|ω in L2(ω), (5.44)
A. Farina / J. Math. Pures Appl. 87 (2007) 537–561 555and, thanks to (5.42) and the definition of ϕ,
∀n ∈ N ψnun ∈ C1c (ω). (5.45)
Let,
vn(x) :=
{
(ψnun)(x), x ∈ ω,
0, x /∈ ω, (5.46)
multiply Eq. (1) by vn and integrate by parts to get,
∀n ∈ N
∫
RN
∇u∇vn =
∫
RN
|u| 4N−2 uvn,
by letting n → +∞ and using (5.43)–(5.45) we have:∫
RN
∇u∇u|ω =
∫
RN
|u| 4N−2 uu|ω.
The latter implies: ∫
ω
|∇u|ω|2 =
∫
ω
|u| 4N−2 (u|ω)2 < N + 2
N − 2
∫
ω
|u| 4N−2 (u|ω)2. (5.47)
Now, using once again (5.43)–(5.45), the strict inequality (5.47) and a continuity argument we see that there exists
ψ ∈ C1c (ω) such that ∫
ω
|∇ψ |2 <
∫
ω
N + 2
N − 2 |u|
4
N−2 ψ2, (5.48)
which implies the desired conclusion
∃ψω ∈ C1c (ω): Qu(ψω) < 0.
Since the above argument holds true for any connected components ω of the set {x ∈ RN : u(x) 
= 0} and since
the supports of test functions ψω are mutually disjointed we see that n(u) IM(u). The latter concludes the proof of
Theorem 2. 
Proof of Corollary 3. (a) ⇒ (b) is Remark 1. (b) ⇒ (c) is Theorem 2. (c) ⇒ (a) follows as in Step 6 of the proof of
Theorem 2, by making use of the Cwikel–Lieb–Rozenblum formula. 
Proof of Theorem 9.
Proof of (a). Since Ω is a smooth domain we can proceed as in Step 1 of Theorem 2, to get R0 > 0 such that: for
every γ ∈ [1,2p + 2√p(p − 1)− 1) and every r > R0 + 3 we have:∫
Ω∩{R0+2<|x|<r}
(∣∣∇(|u| γ−12 u)∣∣2 + |u|p+γ )dx A+BrN−2( p+γp−1 ), (5.49)
where A and B are positive constants depending on p,γ,N,R0 but not on r . Clearly, in the above argument, we have
used Proposition 6 instead of Proposition 4.
Since 1 <p  N+2
N−2 , the choice of γ = 1 in (5.49) gives:
∇u ∈ L2(Ω), u ∈ Lp+1(Ω). (5.50)
Now, the geometrical assumption (5) enable us to invoke Theorem I.1 of [18] to conclude that u ≡ 0.
Proof of (b). It is enough to consider the case Ω = {x ∈RN : xN > 0}. Let us consider the odd extension of u, i.e.,
the function
v(x) = v(x′, xN) :=
{
u(x′, xN), xN  0,′ (5.51)−u(x ,−xN), xN < 0.
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compact set K⊂ Ω and v is the odd extension of u, we can find R0 > 0 such that K ∪K′ ⊂ B(0,R0), where we have
set K′ := {x = (x′, xN) ∈RN : (x,−xN) ∈K} ⊂ {x = (x′, xN) ∈RN : xN < 0}. Now, we claim that
For every γ ∈ [1,2p + 2√p(p − 1)− 1) and every open ball B(y,R) such that B(y,2R) ⊂ {x ∈RN : |x| >R0},
we have: ∫
B(y,R)
(∣∣∇(|v| γ−12 v)∣∣2 + |v|p+γ )dx  CRN−2( p+γp−1 ), (5.52)
where C is a positive constant depending on p,γ,N,R0 but neither on R nor on y.
To this end, we fix m = 1 + INT[max{p+γ
p−1 ,2}] and consider the test functions ψR,y(x) := ϕ( |x−y|R ), where ϕ is
defined by (5.1). An application of Proposition 6 to v|Ω = u in Ω gives∫
Ω∩B(y,R)
(∣∣∇(|v| γ−12 v)∣∣2 + |v|p+γ )dx  Cp,m,γ
∫
RN
(|∇ψR,y |2 + |ψR,y ||ψR,y |) p+γp−1 dx
= Cp,m,γ
∫
B(0,2R)
(
∣∣∇ψR,0|2 + |ψR,0||ψR,0|) p+γp−1 dx  C(p,m,γ,N,ϕ)RN−2( p+γp−1 ). (5.53)
Since v is the odd extension of u, we observe that also the following holds true:∫
Ω ′∩B(y,R)
(∣∣∇(|v| γ−12 v)∣∣2 + |v|p+γ )dx C(p,m,γ,N,ϕ)RN−2( p+γp−1 ), (5.54)
where Ω ′ := {x = (x′, xN) ∈RN : xN < 0}. The desired conclusion (5.52) then follows by adding (5.53) and (5.54).
Now, with (5.52) in our hands we can proceed exactly as in Steps 3, 4 and 5 of the proof of Theorem 2, to conclude
that v ≡ 0. Therefore, u ≡ 0 as claimed. 
Proof of Theorem 10. The proof is the same as the one given by A. Bahri and P.-L. Lions [3] for the subcritical
case. We need only to replace Liouville Theorem 3 of [3] by the above Liouville-type Theorems 2 and 9 (the first one
allows to handle the case of RN , while the second one deals with the case of an affine half-space). 
6. Radial solutions
This section is devoted to the complete classification of radial solutions to the Lane–Emden equation, which are
stable outside a compact set.
Proof of Theorem 5. We divided the proof into three steps.
Step 1. Either u > 0 or u < 0 in RN .
By virtue of Theorem 2 we have only to consider the case N  3 and p  N+2
N−2 . A radial solution u satisfies:⎧⎨
⎩
u′′(r)+ (N − 1)u′(r)
r
+ |u|p−1u(r) = 0, r  0,
u(0) = u0 ∈R,
u′(0) = 0,
(6.1)
and the (nowadays classical) change of variable (which already appears in the works of Fowler),
t = − ln(r), w(t) = u(e−t)e− 2tp−1 , (6.2)
transforms the ordinary differential equation in (6.1) into the autonomous ordinary differential equation:
d2w
dt2
(t)−
(
N − 2 − 4
p − 1
)
dw
dt
(t)−
[(
2
p − 1
)(
N − 2 − 2
p − 1
)]
w(t)+ ∣∣w(t)∣∣p−1w(t) = 0, (6.3)
which is defined for every t ∈R.
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Ew(t) := 12
(
dw
dt
)2
(t)−
[(
1
p − 1
)(
N − 2 − 2
p − 1
)]
w2(t)+ 1
p + 1
∣∣w(t)∣∣p+1, (6.4)
and it satisfies
dEw
dt
(t) =
(
N − 2 − 4
p − 1
)(
dw
dt
)2
(t) 0, ∀t ∈R, (6.5)
since
p  N + 2
N − 2 ⇒
(
N − 2 − 4
p − 1
)
 0. (6.6)
Let us prove that u never vanishes for r > 0. Suppose to the contrary that there is r0 > 0 such that u(r0) = 0 and
set t0 := − ln(r0). This easily implies w(t0) = 0, Ew(t0) 0, and therefore
Ew(t) ≡ Ew(t0) ≡ 0, ∀t  t0, (6.7)
since Ew is non-decreasing, Ew(t0) 0 and limt→+∞ Ew(t) = 0 (since d2wdt2 (t) → 0 as t → +∞).
Combining (6.7), (6.3) and (6.4) we find that w ≡ 0 and hence u ≡ 0, a contradiction. Therefore either u 0 or
u 0 everywhere in RN . Since u is not identically zero by assumption, the strong maximum principle yields: either
u > 0 or u < 0 everywhere in RN and the claim is proved.
Since −u is also a radial solution of (1), which is stable outside a compact set, in all what follows it is enough
to study the case of positive solutions. This remark enable us to use the well-known results about the classification
of entire positive radial solutions of the Lane–Emden equation (1) (cf. [21,24,26,39]). In the sequel we consider
separately the case p = N+2
N−2 and the case p >
N+2
N−2 .
Step 2. The supercritical case p > N+2
N−2 .
In view of Theorem 2 we need only to consider the case N  11 and p  pc(N). In this case (cf. for instance
[24,39]) all radial positive smooth solutions of (1) are of the form:
∀x ∈RN, uα(x) = α
2
p−1 v
(
α|x|), α > 0, (6.8)
where the profile v is the unique solution of⎧⎨
⎩
v′′(r)+ (N − 1) v′(r)
r
+ vp(r) = 0, r > 0,
v(0) = 1,
v′(0) = 0.
To complete the proof it remains to prove that all functions uα are stable solutions of (1). We know (cf. Proposition
3.7 on page 577 of [39], see also [26]) that, for any N  11, for every p  pc(N) and for every α > 0,
uα(r) < Us(r) :=
[(
2
p − 1
)(
N − 2 − 2
p − 1
)] 1
p−1
r
− 2
p−1 ∀r > 0. (6.9)
We use the latter information to prove that uα is a stable solution of (1). To this end we notice that
p
[(
2
p − 1
)(
N − 2 − 2
p − 1
)]
 (N − 2)
2
4
⇔ 8p
(
p − N
N − 2
)
 (N − 2)(p − 1)2
⇔ 8p2(N − 2)− 8pN − (N − 2)2(p − 1)2  0
⇔ ((N − 2)(N − 10))p2 + (−2(N − 2)2 + 8N)p + (N − 2)2  0
⇔ p ∈ (−∞,p2] ∪ [pc(N),+∞), (6.10)
where p2 is defined in (3.7). Hence, for every ψ ∈ C1c (RN), we have:
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∫
RN
|∇ψ |2 −
∫
RN
p|uα|p−1ψ2 
∫
RN
|∇ψ |2 −
∫
RN
p|Us |p−1ψ2
=
∫
RN
|∇ψ |2 −
∫
RN
p
[(
2
p − 1
)(
N − 2 − 2
p − 1
)]
|x|−2ψ2, (6.11)
by virtue of (6.9). On the other hand, since p  pc(N), (6.10) implies:∫
RN
|∇ψ |2 −
∫
RN
p
[(
2
p − 1
)(
N − 2 − 2
p − 1
)]
|x|−2ψ2 
∫
RN
(
|∇ψ |2 − (N − 2)
2
4
|x|−2ψ2
)
, (6.12)
and the latter integral is non-negative by the well-know Hardy’s inequality. Therefore Quα(ψ)  0 for every
ψ ∈ C1c (RN). This means that uα is a stable solution of (1). This completes the proof of the case (b).
Step 3. The critical case p = N+2
N−2 .
In this case (cf. for instance [26,39]) all radial positive smooth solutions of (1) are of the form:
∀x ∈RN, uλ(x) :=
(
λ
√
N(N − 2)
λ2 + |x|2
)N−2
2
, λ > 0. (6.13)
It remains to prove that uλ is stable outside a ball centered at the origin. To this end, we observe that
p|u(x)|p−1 = O(|x|−4) as |x| → ∞. Therefore, we can find R0 > 0 such that: for every x ∈ RN with |x| > R0
and every ψ ∈ C1c (RN \B(0,R0)) we have:
p
∣∣u(x)∣∣p−1ψ2  (N − 2)2
4
|x|−2ψ2.
The desired conclusion then follows by applying Hardy’s inequality, as in Step 2. 
7. Universal a priori estimate
Here we prove Theorem 13 and Corollary 14.
Proof of Theorem 13. We break the proof into two steps:
Step 1. The critical and supercritical case, i.e., either
3N  10 and N + 2
N − 2  p < +∞,
or
N  11 and N + 2
N − 2  p < pc(N).
We proceed as in the proof of Steps 3 and 4 of Theorem 2. This gives:
∃γ1 = γ1(p,N) ∈
[
1,2p + 2√p(p − 1)− 1): (p − 1)N
2
= p + γ1, (7.1)
∃ε = ε(p,N) ∈ (0,1]: 1 (p − 1) N
2 − ε − p < 2p + 2
√
p(p − 1)− 1, (7.2)
and hence
∃γ2 = γ2(p,N) ∈
[
1,2p + 2√p(p − 1)− 1): (p − 1)N
2
= p + γ2. (7.3)
Note that γ2 depends only on p and N (by construction it depends on p,N and ε, but ε only depends on p and N ).
Since u solves the linear equation (5.18), with y ∈ Ω and R = dist(y,∂Ω)2 , the estimates (5.19)–(5.20) hold true with a
constant CS depending only on p and N . Indeed,
Rε‖d‖
L
N
2−ε (B(y,2R))
= Rε
( ∫
|u|(p−1) N2−ε
) 2−ε
N = Rε
( ∫
|u|p+γ2
) 2−ε
N
,B(y,2R) B(y,2R)
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Rε
[
C(p,N)R
N−2 p+γ2
p−1
] 2−ε
N ,
by a direct application of Proposition 4. Then, by definition of γ2 we find:
Rε‖d‖
L
N
2−ε (B(y,2R))
RεC(p,N) 2−εN R2−εR−2 = C(p,N) 2−εN = C1(N,p), (7.4)
again by the fact that ε depends only on p and N .
Now, form (5.19) we have:
‖u‖L∞(B(y,R))  CSR−N2
(‖u‖L2(B(y,2R)))
 C(N,p)R−
2
p−1 ‖u‖
L
(p−1) N2 (B(y,2R))
. (7.5)
As in the proof of (5.4) we fix m = 1+ INT[max{p+γ1
p−1 ,2}] and apply Proposition 4 with test functions ψR,y to get∫
B(y,2R)
(∣∣∇(|u| γ1−12 u)∣∣2 + |u|p+γ1)dx Cp,m,γ1
∫
RN
(|∇ψR,y |2 + |ψR,y ||ψR,y |) p+γp−1 dx
C(p,m,γ1,N,ϕ)RN−2(
p+γ1
p−1 ) = C(p,m,γ1,N,ϕ)R0 = C(p,m,γ1,N,ϕ), (7.6)
by the choice of γ1.
Since R = dist(y,∂Ω)2 , a combination of (7.5) and (7.6) yields,∣∣u(y)∣∣ ‖u‖L∞(B(y,R))  C(N,p)R− 2p−1 ‖u‖
L
(p−1) N2 (B(y,2R))
C(N,p)
[
dist(y, ∂Ω)
2
]− 2
p−1
C(p,m,γ1,N,ϕ)
2
N(p−1) ,
and the desired conclusion (11) follows by observing that C(p,m,γ1,N,ϕ) only depends on p and N (cf. definition
of m, γ1 and ϕ).
A similar argument (cf. also the end of the proof of Step 4 of Theorem 2) gives the universal estimate (12). For this
reason we omit the details.
Step 2. The subcritical case.
Note that, for any integer k  1, the function vk = vk(x1, . . . , xN , . . . , xN+k) := u(x1, . . . , xN) is a stable solution
of Eq. (1) in Ωk := Ω × Rk ⊂ RN × Rk . Moreover, the exponent p is supercritical for large values of k. For this
reason, we can invoke the result of Step 1 to deduce:
∀y ∈ Ωk
∣∣vk(y)∣∣C(N,p)[dist(y, ∂Ωk)]− 2p−1 ,
∀y ∈ Ωk
∣∣∇vk(y)∣∣ C(N,p)[dist(y, ∂Ωk)]−1− 2p−1 .
The desired estimates (11) and (12) then follow by taking points y of the form y := (x1, . . . , xN ,0, . . . ,0) with
(x1, . . . , xN) := x ∈ Ω , and observing that dist(y, ∂Ωk) = dist(x, ∂Ω). 
Proof of Corollary 14. This is an immediate application of Theorem 13. 
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