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Abstract
The electroencephalogram (EEG) measures potential differences, generated by electrical activity in brain tissue, between scalp
electrodes. The EEG potentials can be calculated by the quasi-static Poisson equation in a certain head model. It is well known that
the electrical dipole (source) which best ﬁts the measured EEG potentials is obtained by an inverse problem. The dipole parameters
are obtained by ﬁnding the global minimum of the relative residual energy (RRE). For the ﬁrst time, the space mapping technique
(SM technique) is used for minimizing the RRE. The SM technique aims at aligning two different simulation models: a ﬁne model,
accurate but CPU-time expensive, and a coarse model, computationally fast but less accurate than the ﬁne one. The coarse model is
a semi-analytical model, the so-called three-shell concentric sphere model. The ﬁne model numerically solves the Poisson equation
in a realistic head model. If we use the aggressive space mapping (ASM) algorithm, the errors on the dipole location are too large.
The hybrid aggressive space mapping (HASM) on the other hand has better convergence properties, yielding a reduction in dipole
location errors. The computational effort of HASM is greater than ASM but smaller than using direct optimization techniques.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Electroencephalography is a non-invasive diagnostic technique that measures and records potential differences
between scalp electrodes as a function of time. These potentials, recorded as an electroencephalogram (EEG), are
generated by electrical activity in brain tissue. Typically 20–40 electrodes are placed on the scalp surface. In clinical
settings, EEG is used for the diagnosis of epilepsy. The EEG of patients with epilepsy may have an abnormal amplitude
and wave-form [11]. One of the important topics in EEG study is source localization: estimating the location and
distribution of electric current sources within the brain from the recorded EEG. Source localization requires the solution
of an inverse problem.The problem is ill-posed due to the non-uniqueness of the solution and the large inﬂuence of noise.
Speciﬁcally, different internal source conﬁgurations can provide identical external electromagnetic ﬁelds. Therefore,
a source model has to be predeﬁned. The following source model can be used: the distributed source model and the
single or multiple dipole model. When using the distributed source model, the solution is acquired through the use
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of linear techniques such as the LORETA technique [10]. Uniqueness can be obtained by making some assumptions,
e.g. maximal smoothness [10], and the inﬂuence of noise may be reduced by regularizing the problem, e.g. Tikhonov
regularization. When using the dipole source model, the solution is obtained by the (position, orientation and intensity)
parameters of the dipole model. Uniqueness is guaranteed by the source model and contrary to the distributed source
model is the inﬂuence of the noise linear [9], by which regularization is not really necessary when using dipole model.
For events like epileptic spikes or early stages of an epileptic seizure, a current dipole model may be used [7]. The
dipole parameters are obtained by ﬁnding the global minimum of the relative residual energy (RRE). For the ﬁrst
time the space mapping technique (SM technique) is used for minimizing the RRE. Methods used so far are direct
optimization techniques (e.g. the Nelder–Mead simplex (NMS) method [6]) and artiﬁcial neural networks (ANNs)
[13]. If a large number of direct problems have to be solved, then the overall computational effort can be expensive.
By incorporating in the optimization algorithm a less expensive model, e.g. an analytical model, one can observe a
signiﬁcant improvement in the optimization time. In Section 2 the SM technique is described. Section 3 presents the
models used for the computation of EEG potentials and describes the inverse problem in EEG source analysis. Section
4 illustrates the results of using ASM and HASM. Conclusions are underlined in Section 5.
2. SM techniques
The SM technique, introduced by Bandler et al. [3], is used for optimization of engineering models which involve
expensive function evaluations. The technique has successfully been applied in the ﬁeld of microwaves for component
and system modelling, for a review see [4]. The SM technique assumes that two different models of the same physical
system are available. The technique aims at combining the computational efﬁciency of a coarse model with the accuracy
of a ﬁne model. We want to optimize the accurate but computationally intensive ﬁne model. The ﬁne model response
is represented by f(xf) : f → Rm with xf the ﬁne model parameters of the ﬁne model parameter space f . A cost
function F(f(xf)) = F(xf) : f → R should be minimized:
x∗f = arg min
xf∈f
F(f(xf)) (2.1)
with x∗f an optimal set of parameters which makes the ﬁne model response meet the speciﬁcations. The computationally
efﬁcient coarse model response is represented by c(xc) : c → Rm with xc the coarse model parameters of the coarse
model parameter spacec. The cost function C(c(xc))=C(xc) is constructed the same way as F. The global minimum
x∗c of C(xc)
x∗c = arg min
xc∈c
C(c(xc)) (2.2)
can be calculated in a computational-efﬁcient way. The coarse model will be used as the basis for generating successive
surrogates for the ﬁne one. A suitable surrogate model is obtained by constructing a mapping between the parameter
spaces of the two models. We want to make a parameter mapping p : f → c, which yields an approximation of the
form
f(xf)  c(p(xf)). (2.3)
Finding the parameter mapping function xc = p(xf), the so-called parameter extraction (PE), is a very important
subproblem of the SM technique. We extract the parameters of the coarse model or surrogate to match the ﬁne model:
p(xf) = arg min
xc∈c
‖c(xc) − f(xf)‖ (2.4)
for some speciﬁc norm. If the approximation (2.3) is close then the composite function c(p), the coarse mapped model,
is applicable as a surrogate of f . Hence the optimum of c(p) can be expected to be close to the optimum of f . For
evaluating p(xf) in (2.4), one evaluation in the ﬁne model has to be evaluated.
The SM technique assumes the two models are related in such a way that (2.3) is a close approximation. Indeed, if
the two models f and c are similar, some of the nonlinearities of f will also appear in c. The mapping function p will be
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less nonlinear. If no mapping function can be found so that (2.3) is close, then we can say that the coarse model c(xc)
is too coarse. Instead of solving (2.1), the SM technique will ﬁnd




p(xf) = x∗c (2.6)
or xf = p−1(x∗c ).
The ﬁrst type of SM algorithm [3] evaluates a linear mapping between the coarse and the ﬁne parameter spaces. The
agressive space mapping (ASM) technique intends to solve the nonlinear equations
e(xf) = 0 (2.7)
with the error-function e : f → c:
e(xf) = p(xf) − x∗c (2.8)
for xf by means of quasi-Newton iterations using the classical Broyden formula [5]. The ﬁrst iterate x(1)f is equal to x∗c .
Let x(k)f be the kth iteration in the solution of (2.7). The next iteration is found by
x
(k+1)
f = x(k)f + h(k), (2.9)
where the step h(k) is obtained from
B(k)h(k) = −e(x(k)f ). (2.10)
B(k) ∈ Rm×m is the approximation of the mapping Jacobian Jp. Using (2.3), we obtain
Jf ≈ JcB, (2.11)
where Jf and Jc are the Jacobians of the ﬁne and coarse models, respectively. An initial approximation to B can be
taken as the identity matrix. B(k) can be updated using Broyden’s rank one formula
B(k+1) = B(k) + e
(k+1) − e(k) − B(k)h(k)
h(k)Th(k)
h(k)T (2.12)
and can be simpliﬁed using (2.10) to




It is clear that the algorithm stops if ‖e(k)‖ becomes sufﬁciently small.
In 1998 a trust-regionmethodologywas introduced [1], the so-called trust region aggressive spacemapping (TRASM)
technique. The step h(k) is solved according to
(B(k)TB(k) + I)h(k) = −e(x(k)f ) (2.14)
with the parameter  selected so that the step satisﬁes ‖h(k)‖, where  is the size of the trust region. The step x(k+1)f
is accepted if there has been a good reduction of the error-vector e. This success criterion ensures that the ratio between
the actual reduction in ‖e‖ and the predicted reduction is greater than a certain value:
(‖f (k)‖ − ‖f (k+1)‖)0.01(‖f (k)‖ − ‖f (k) + B(k)h(k)‖). (2.15)
The hybrid aggressive space mapping (HASM) enables switching between direct optimization andTRASM. If TRASM
is not converging to a minimum then the algorithm switches to direct optimization in the ﬁne model and vice versa.
For further details see [2].
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3. The inverse problem in EEG source analysis
The localization of the electrical dipole starting from the measured potentials at the scalp surface is performed by
solving an inverse problem, the so-called inverse problem in EEG dipole source analysis. The dipole has six parameters:
three position parameters r ∈ R3×1 and three orientation parameters d ∈ R3×1. The potential values, represented by
Vmodel ∈ Rl×1, at the l scalp electrodes for a dipole at position r and orientation d can be calculated by solving the
forward problem. The relationship between the dipole components d and Vmodel is described by the so-called lead-ﬁeld
matrix L(r):
Vmodel(r,d) = L(r) · d. (3.16)
TheVmodel is determined by solving the quasi-static Poisson equation in a volume conductor model (VCM) [8].AVCM
consists of several compartments such as the scalp, skull and brain, each having a speciﬁc conductivity. In order to
apply SM, twoVCMs are assumed: a coarse VCM and a ﬁneVCM. The coarse VCM is the semi-analytical three-shell
concentric spherical model [12]. The inner sphere represents the brain, the intermediate layer represents the skull and
the outer layer represents the scalp. The coarse model response function is denoted by c(rc,dc) : c → Rl×1. The
ﬁne VCM is a numerical model, it uses a realistic head model, made from T1 magnetic resonance images. The head is
represented by a cubic grid with a certain internode spacing q. For the ﬁne model we have been using q = 3mm. To
every cube a certain conductivity is assigned, depending on the location of the cube in the brain, skull or scalp. The
Poisson equation is solved using the ﬁnite difference method (FDM). The ﬁne model response function is denoted by
f(rf ,df) : f → Rl×1.
The dipole parameters are obtained by ﬁnding the global minimum of a cost-function, the so-called RRE. The RRE
indicates the fraction of energy which cannot be modelled by the dipole:
RRE(rf ,df) = ‖VEEG − f(rf ,df)‖
2
‖VEEG‖2 (3.17)
with ‖.‖2 the Euclidean norm and VEEG the EEG potentials measured at the scalp surface. The total number of
parameters can be reduced from six to three. For a given dipole position r, the optimal components in the least-squares
sense dopt are found from the best approximated solution of the overdetermined system of linear equations (3.16)
dopt = L† · tVEEG (3.18)
with L† = (LTL)−1LT, the Moore–Penrose pseudo-inverse of the lead-ﬁeld matrix L. The RRE becomes
RRE(r) = ‖VEEG − L · dopt‖
2
‖VEEG‖2 =
‖(1l − LL†) · VEEG‖2
‖VEEG‖2 , (3.19)
where 1l represents the unity matrix. The relative residual energy is only dependent on the dipole position r.
Fitting the inner shell of the spherical model between the brain and skull-compartments in the realistic head model
makes the geometrical link between the parameter spaces of the twoVCMs. The center and the radius of the three layers
of the coarse model are determined that way. In order to apply SM, we assure that c ⊂ f is satisﬁed. Indeed, the
evaluation of the ﬁrst iterate x(1)f = x∗c in the ﬁne model for every x∗c has to be possible. The PE-step (2.4) is performed
by means of
p(rf) = arg min
rc∈c
‖f(rf) − c(rc)‖2
‖f(rf)‖2 = arg minrc∈c
‖(1l − Lc(rc)L†c(rc))f(rf)‖2
‖f(rf)‖2 (3.20)
using the lead-ﬁeld matrix Lc computed in the coarse model. (3.20) is the expression of solving the inverse problem in
the coarse model with f(rf) the objective function.
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4. EEG source analysis using SM techniques
4.1. Description of the numerical experiments
Numerical experiments were carried out to investigate the accuracy and the speed of the used ASM and HASM
algorithms. For a given test dipole with a certain position and orientation, the forward problem is solved in the realistic
head model, yielding a set of scalp potentials. The inverse problem is solved by ﬁnding the dipole which best ﬁts
the potentials. The difference between the given test dipole and the dipole found by solving the inverse problem is
the so-called dipole position error (DPE). The DPE has to be as small as possible, 0.1–0.01mm are satisfactory. The
most suitable direct optimization algorithm for minimizing in the ﬁne model space (calculating (2.1)) is the non-
gradient based NMS method [6]. This is due to the fact that the ﬁne model response is not a smooth function. The
traditionally faster gradient-based NMS method is in this case slower than the non-gradient based NMS method. This
direct optimization algorithm is robust to local minima in the cost function F. Because this algorithm can easily be
trapped in local minima and the global minimum cannot be found, different start-values for the algorithm are chosen.
The most suitable direct optimization algorithm for minimizing in the coarse model space (calculating (2.2) and the
PE-step (3.20)) is the gradient-based NMS method. The coarse model response is a smooth function and the typically
faster gradient-based algorithm is therefore better to use than the non-gradient based algorithm.A global minimum can
be found in a computational-efﬁcient way.
The time needed to solve inverse problems using ASM and HASM has been studied. A time equation for the
SM-algorithm can be constructed
TSM = ncTc + nfTf , (4.21)
where TSM is the total time needed for solving one inverse problem. nc and nf are the total number of evaluations in
the coarse model, and in the ﬁne model, respectively. Tc and Tf are the time needed for one forward calculation in the
coarse model, and in the ﬁne model, respectively. A time equation for the direct optimization is
TD = nf,DTf , (4.22)
where TD is the total time needed for solving one inverse problem and nf,D is the total number of evaluations in the
ﬁne model. The average computation time needed for solving one inverse problem using the non-gradient based NMS
method is TD = 31.9 s. The computational effort is given by a time measure on a 2.4GHz PC conﬁguration and the
values are the average of the computation of 1000 inverse problems with test dipoles randomly distributed in the head
and having a random orientation.
4.2. EEG source analysis using ASM and HASM
By implementing ASM in EEG source analysis, we have a decrease in computational effort: TASM = 2.7 s. This
is up to 11 times faster than the non-gradient NMS method. The disadvantage of using ASM is a high average DPE:
DPE=5.8mm. This is especially due to dipoles that are located at the edge of the brain. Indeed, Fig. 1(a) illustrates the
increase in average DPE for test dipoles located further away from the center. Fig. 1(b) illustrates the increase in average
computation time. More iterations are needed to solve the inverse problem at the edge: an approximate average of 17
iterations at the edge in contrast to approximately nine iterations in the center of the brain. More iterations implicate
more ﬁne model evaluations and thus more time effort. The reason for the increase in DPE and computation time is that
if we move away from the center, the coarse model gets coarser relatively to the ﬁne model. It becomes more difﬁcult
to have a close approximation of the mapped coarse model c(p) to the ﬁne model f .
The SM formulation can be formulated into the context of classical optimization methods. The difference between
the ﬁne model and the mapped coarse model in the kth iteration can be bounded as [4]
‖f(x(k)f + h) − c(p(x(k)f + h))‖(k) + Cp · ‖Jc(p(x(k)f ))‖ · ‖h‖2 (4.23)
with (k) = ‖f(x(k)f ) − c(pk)‖ the PE error and Cp a constant determined by
‖p(x(k)f + h) − LP (x(k)f + h)‖Cp‖h‖2. (4.24)
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Fig. 1. (a) Illustrates the DPE and (b) illustrates the time-computation using ASM and HASM for test dipoles located a certain distance from the
center.
LP is the Taylor approximation to p. Direct optimization methods are based on the local Taylor approximation Lf of
the ﬁne model. The deviation of Lf from the ﬁne model can be bounded as
‖f(x(k)f + h) − Lf(x(k)f + h)‖Cf‖h‖2. (4.25)
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Fig. 2. (a) Illustrates the PE error and (b) illustrates the DPE using ASM for test dipoles located a certain distance from the center.
Fig. 3 illustrates the deviation of the mapped coarse model error ‖f(x(k)f +h)−c(p(x(k)f +h))‖ (surface 1) and the linear
ﬁne model error ‖f(x(k)f + h) − Lf(x(k)f + h)‖. The iterate x(j)f is [39, 43, 40] and the z-coordinate is taken constant
during optimization. The next iterate x(j+1)f = x(j)f + h can now be taken. Note that when xf moves away from x(j)f ,
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Fig. 3. Surface (1) represents the linear ﬁne model error ‖f(x(j)f + h) − Lf (x(j)f + h)‖ and surface (2) represents the mapped coarse model error
‖f(x(j)f + h) − c(p(x(j)f + h))‖.
the linear ﬁne model error increases with the square of ‖h‖. This is also the case for the SM error, but at a different rate
Cp. The SM model is better than the Taylor model if Cp <Cf . This means that the ﬁne and the coarse model are related
in such way that p is “closer to linear” than f . Assume that the next iterate x(j+1)f = [45, 30, 40] (‖h‖ is large) then the
error of the SM model will be smaller than the linear ﬁne model error. If ‖h‖ is small, e.g. x(j+1)f = [49, 42, 40], then
Lf will be more accurate than c(p). The reason lies in the fact that > 0. The PE error must be as small as possible,
so that ASM can act as a good algorithm. Fig. 2(a) illustrates that the relative PE error increases for test dipoles with
increasing distance from the center. The relative PE error is given by
(k) = ‖f(x
(k)
f ) − c(p(k))‖
‖f(x(k)f )‖
(4.26)
for k determined by the iteration with minimal :
(k) = ‖f(x
(k)
f ) − VEEG‖
‖f(x(k)f )‖
. (4.27)
It is clear that if  becomes too large, the ASM will not converge. Fig. 2(b) illustrates the DPE using ASM as function
of the PE error. This ﬁgure demonstrates how coarse the coarse model may be for using ASM. If the PE error is small,
then there is a good chance to have a small DPE. But it is always possible that Cp is large, which can compromise
the chance for good convergence. On the ﬁgure it is shown that for a relative PE error of 0.6 and beyond, DPE barely
comes in the region of 0. The right-hand side of (4.23) becomes too large, but it is possible that Cp is very small and
that the algorithm converges. A coarse model will be too coarse if with a small PE error, the DPE large is. This means
that Cp is too large: p is not closer to linear than f . A coarse model will also be too coarse if the PE error is too large:
it is not possible to let (k) go to 0. Therefore, the HASM is implemented.
The implementation of HASM results in a serious reduction of the DPE and the DPE no longer depends on the
location of the test dipole (Fig. 1(a)). The average computation time is THASM =4.82 s. This is due to the fact that more
evaluations in the ﬁne model are needed: typically nf,HASM ≈ 3nf,ASM. The HASM algorithm uses ASM in the ﬁrst
(about ﬁve) iterations.ASMuses in each iteration only one evaluation in the ﬁnemodel.When the linear ﬁnemodel error
is becoming smaller compared to the error of the mapped coarse model (Fig. 3), then HASM switches to optimization
in the linear ﬁne model. This occurs when the iterations are already close to the optimum. The optimization in the linear
ﬁne model needs a lot more iterations in the ﬁne model, because we are only optimizing in the ﬁne model space. The
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number of ﬁne model evaluations will then rise three times in case of HASM, while the number of evaluations in the
coarse model will remain the same, in comparison toASM. Due to the fact that the coarse model relatively gets coarser
to the ﬁne model when moving away from the center, the computation time increases also in HASM (Fig. 1(b)). If we
compare the HASM algorithm and the direct optimization algorithm, then it is clear that the HASM has advantages:
the DPE is satisfactory and of the same order and the HASM is seen to be 6.4 times faster.
The ASM algorithm is a very fast algorithm which enables to obtain a solution close to the optimum due to the fact
that we optimize in the coarse model space (calculating (2.2) and the PE-step (3.20)). The HASM enables to let the “not
so close” solution of the ASM get closer to the optimum. The HASM needs more ﬁne model evaluations compared to
ASM but needs less evaluations when applying NMS in the ﬁne model only.
5. Conclusions
SM techniques have been successfully implemented in EEG source analysis. The ASM is a very fast algorithm, but
the DPE is not small enough, especially at the edge of the brain. The reason for bad convergence in this region has been
illustrated and resolved by the HASM algorithm. The most signiﬁcant conclusion is the clear superior performance of
HASM with respect to the direct optimization algorithm in EEG source analysis.
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