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HIGHEST WEIGHT MODULES FOR AFFINE LIE SUPERALGEBRAS
LUCAS CALIXTO AND VYACHESLAV FUTORNY
Abstract. We describe Borel and parabolic subalgebras of affine Lie superalgebras and
study the Verma type modules associated to such subalgebras. We give necessary and
sufficient conditions under which these modules are simple.
1. Introduction
Affine Lie algebras and superalgebras play an important role in many areas of physics and
mathematics, such as symmetries, string theory, and number theory (see for instanse [KW94,
FK02]), and their representation theory is an active area of research. A very important class
of modules are the so called weight modules, which are by definition modules on which
a Cartan subalgebra acts semisimply. Among them are the Verma type modules, which
are associated to Borel subalgebras, and the generalized Verma type modules which are
associated to parabolic subalgebras. It is well known that their structure depends deeply on
the subalgebras from which they are induced. For instance, the weight spaces of a Verma
type module are finite-dimensional if and only if the Borel subalgebra comes from a system
of simple roots. The structure of Verma and generalized Verma type modules have been
extensively studied for affine Lie algebras (see for instance, [Fut97, FS93, Fut94, Cox94,
KW01]). In this paper we study these modules for affine Lie superalgebras.
Let g = g0¯⊕ g1¯ be one of the Lie superalgebras gl(m,n), sl(m,n) with m 6= n, osp(m,n),
D(2, 1;α) (a 6= 0,−1), G(3) or F (4), and let G be its associated non-twisted affine Lie
superalgebra. It is well known that parabolic sets and partitions of root systems behave nicer
in the non-super setting than their super counterparts. For instance, if g is a semisimple Lie
algebra, then that all parabolic partitions of the root system of g are conjugate under the
action of the Weyl group of g. In the super setting however this is no longer the case. In
[DFG09] the authors compare two combinatorial definitions of parabolic sets of roots systems,
and prove that these definitions are equivalent in the non-super setting, which is not always
the case in the supper setting. It was shown in [Ser11] that any two parabolic partitions
of a root system of g can be obtained one from the other by even and odd reflections. In
Section 3.1 we use these reflections to describe the parabolic sets of the root system of g
(Proposition 3.3). In Section 3.2, combining the approaches of [JK89, Fut92] and [Ser11] we
are able to describe all the parabolic partitions/sets for root systems of G. In particular, this
provides a description of all parabolic and Borel subalgebras of G (see Propositions 3.15, 3.16
and Theorem 4.2).
A parabolic subalgebra P of G (associated to a parabolic set P ) induces a decomposition
G = U−⊕ (G0+H)⊕U (see Theorem 4.3). Any given (G0 +H)-module N can be extended
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to a P-module with trivial action of U . Then we can construct the induced module
MP(N) = Ind
G
P N.
When N is simple, such a module is called a generalized Verma type module, following
[Fut97]. In this case, MP(N) admits a unique maximal proper submodule, and thus, a
unique simple quotient LP(N). A simple module is parabolic induced if it is isomorphic
to LP(N) for some P 6= G and N , otherwise the module is cuspidal. Finite-dimensional
Lie superalgebras that admit weight cuspidal modules with finite-dimensional weight spaces
were classified by Dimitrov, Mathieu and Penkov in [DMP04]. Such simple subalgebras of
affine Lie superalgebras were classified by Futorny and Rao in [ERF09, Corollary 6.1]. A list
of such subalgebras is comprised by: simple Lie subalgebras of type A or C; osp(m, 2n), for
m = 1, 3, 4, 5, 6; and D(2, 1; a). On the other hand, it was shown in [ERF09] that any simple
weight module of non-zero level with finite-dimensional weight spaces is parabolic induced
from some parabolic subalgebra P ⊆ G.
In Section 6.1 we consider non-standard Verma type (resp. generalized Verma type)
modules associated to a given non-standard Borel (resp. parabolic) subalgebra B (resp.
P) of G. Our main result, Theorem 6.9, gives a necessary and sufficient condition under
a generalized Verma type module MP(N) with a nonzero central charge is simple. As a
consequence we obtain a simplicity criterion for a Verma type module MB(λ) in Corollary
6.10 (see also Corollary 6.11). This generalizes similar results for affine Lie algebras from
[FS93, Fut94, Cox94] to the case of non-twisted affine Lie superalgebras. Even though the
results were expected, the proof required a careful treatment of the super situation.
Note on the arXiv version. For the interested reader, the arXiv version of this paper in-
cludes hidden details of some straightforward computations and arguments that are omitted
in the pdf file. These details can be displayed by switching the details toggle to true in
the tex file and recompiling.
2. Preliminaries
In this paper we assume that g = g0¯⊕g1¯ is one of the Lie superalgebras gl(m,n), sl(m,n)
with m 6= n, osp(m,n), D(2, 1;α) (a 6= 0,−1), G(3) or F (4). In particular, g0¯ is a reductive
Lie algebra, and g admits an even non-degenerate supersymetric invariant bilinear form (·|·).
Choose a Cartan subalgebra h of g (i.e. a Cartan subalgebra of g0¯) and let g = h⊕
(⊕
α∈∆˙ gα
)
be the root space decomposition of g, where gα denotes the root space associated to α ∈
∆˙ ⊆ h∗. Recall that every element of ∆˙ is either purely even or purely odd, meaning that,
for any α ∈ ∆˙, either gα ⊆ g0¯, or gα ⊆ g1¯. Then ∆˙ = ∆˙0¯ ∪ ∆˙1¯, where ∆˙i denote the subset
of all roots with parity i ∈ Z2 of ∆˙. For any subset X ⊆ ∆˙ we set Xi = X ∩ ∆˙i, for i ∈ Z2.
A linearly independent subset Σ˙ ⊆ ∆˙ will be called a base if one can find elements xα ∈ gα,
yα ∈ g−α, such that {xα, yα | α ∈ Σ˙} ∪ h generates g, and [xα, yβ] = 0, for α 6= β. These
relations imply that every root of g is a purely non-negative or a purely non-positive integer
linear combination of elements in Σ˙. Such roots are called positive or negative, respectively,
and we decompose ∆˙ = ∆˙+(Σ˙)∪ ∆˙−(Σ˙), where ∆˙+(Σ˙) and ∆˙−(Σ˙) denote the set of positive
and negative roots, respectively. A root of ∆˙+(Σ˙) is said to be simple if it cannot be
decomposed as a sum of two positive roots. With this terminology a base Σ˙ is a system
of simple roots of ∆˙ in the usual sense. By construction, contragredient Lie superalgebras
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admit a base. If we let hα := [xα, yα], then, for the case where g 6= gl(n,m), we have that
the set {hα | α ∈ Σ˙} gives a basis of h. If g = gl(n,m), then we first define h0 := In,m
(where In,m denotes the identity matrix of gl(n,m)), and the set {hα | α ∈ Σ˙} ∪ {h0} forms
a basis for h. We call α ∈ Σ1¯ an isotropic root if α(hα) = 0. It is well known that g admits
systems of simple roots with only one odd root. Such systems are called distinguished. If g
is a semisimple Lie algebra, then all systems of simple roots are conjugate under the action
of the Weyl group of g. In the super setting however this is no longer the case (see [Ser11]).
Remark 2.1. The Lie superalgebras sl(n, n) and A(n, n) are isomorphic, respectively, to
[gl(n, n), gl(n, n)] and [gl(n, n), gl(n, n)]/C, where C = Ch0 is the one-dimensional center of
sl(n, n). For these Lie superalgebras the set {hα | α ∈ Σ˙} is no longer linearly independent,
and, as a consequence, we are not allowed to talk about systems of simple roots as we do for
the other cases.
Let now G = G0¯ ⊕ G1¯ denote the non-twisted affine Lie superalgebra associated to g.
Namely, if we let L(g) = g⊗ C[t, t−1] denote the loop superalgebra associated to g, then
G = L(g)⊕ CK ⊕ Cd,
with the following commutation relations: for all x, y ∈ g, m,n ∈ Z
[x(m), y(n)] = [x, y](m+ n) +mδm,−n(x|y)K,
[d, x(m)] = −mx(m), [K,G] = 0,
where for every z ∈ g, m ∈ Z, z(m) stands for the element z ⊗ tm ∈ L(g). Recall that (·|·)
extends from g to an even non-degenerate supersymetric invariant bilinear form (·|·) on G
by:
(x(m)|y(n)) = δm,−n(x|y), (L(g)|CK + Cd) = 0,
(K|K) = (d|d) = 0, (K|d) = −1.
Let
H = h⊕ CK ⊕ Cd
be the Cartan subalgebra of G. As in the finite dimensional case, the action of H on G
provides a root space decomposition G = H ⊕
(⊕
α∈∆ Gα
)
, where ∆ = {α + nδ | α ∈
∆˙ ∪ {0}, n ∈ Z} \ {0} ⊆ H∗, and Gα denotes the root space associated to the root α ∈ ∆.
Similarly to the finite-dimensional case, we have ∆ = ∆0¯ ∪∆1¯, where ∆i denote the set of
roots of ∆ of parity i ∈ Z2.
Finally, for a subset R ⊆ ∆˙ (resp. ∆), we define
〈R〉 = Z≥0R ∩ ∆˙ (resp.〈R〉 = Z≥0R ∩∆).
3. Parabolic partitions and parabolic sets
A subset P of ∆ is said to be additively closed if α, β ∈ P , α + β ∈ ∆ implies that
α+β ∈ P . An additively closed subset P ⊆ ∆ is called a parabolic partition (resp. parabolic
set) if P ∪ (−P ) = ∆ and P0 = P ∩ (−P ) = ∅ (resp. P0 = P ∩ (−P ) 6= ∅). Parabolic
partitions are also called sets of positive roots in the literature.
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3.1. Finite case. Recall that we are assuming g = g0¯ ⊕ g1¯ equal gl(m,n), sl(m,n) with
m 6= n, osp(m,n), D(2, 1;α) (a 6= 0,−1), G(3) or F (4). In this section we consider parabolic
sets for the system of roots ∆˙ of g. It is well known that there is a bijection between parabolic
partitions and systems of simple roots of ∆˙. Namely, for every partition P , we define a system
of simple roots Σ˙ of ∆˙ to be the set of all roots of P that cannot be decomposed as sum of
two roots of P . Then P = ∆˙+(Σ˙). On the other hand, for a given system of simple roots Σ˙
of ∆˙, it is clear that ∆˙+(Σ˙) defines a parabolic partition of ∆˙.
Let Σ˙ ⊆ ∆˙ be a system of simple roots. Recall the definition of reflections for Lie
superalgebras:
(a) If α ∈ Σ˙ is an odd isotropic root (i.e. α(hα) = 0), then we define the odd reflection
rα : Σ˙→ ∆˙ by:
rα(α) = −α,
rα(β) = β if α 6= β and α(hβ) = β(hα) = 0,
rα(β) = β + α if either α(hβ) 6= 0 or β(hα) 6= 0;
(b) If α ∈ ∆˙ is even, then we define the even reflection rα = h∗ → h∗ as usual:
rα(µ) = µ− µ(hα)α, for all µ ∈ h
∗;
(c) If α ∈ ∆˙ is a non-isotropic odd root (i.e. 2α = β ∈ ∆˙0¯), then we define rα := rβ.
For all cases, we define Σ˙α := r(Σ˙) = {rα(β) | β ∈ Σ˙}. It was shown in [Ser11] that if Σ˙ and
Σ˙′ are two systems of simple roots, then one can be obtained from the other by a chain of
even and odd reflections. In particular, any two parabolic partitions of ∆˙ can be obtained
one from the other by a chain of even and odd reflections. In what follows we use these
reflections to obtain all parabolic sets of ∆˙.
Lemma 3.1. Let P be a parabolic set of ∆˙. Then there exists a system of positive roots ∆˙+
such that ∆˙+ ⊆ P .
Proof. Let ∆˙+ = ∆˙+(Σ˙) be a system of positive roots of ∆˙. Suppose ∆˙+ is not contained in
P . Therefore there exists α ∈ Σ˙ \ P (in particular, α ∈ −P and −α ∈ P ). Then
∆˙+(Σ˙α) ∩ (−P ) = ((∆˙
+(Σ˙) \ {α, 2α}) ∪ {−α,−2α}) ∩ (−P )
= ((∆˙+(Σ˙) ∩ (−P )) \ {α, 2α}) ∪ ({−α,−2α} ∩ (−P ))
= (∆˙+(Σ˙) ∩ (−P )) \ {α, 2α},
where the last equality follows from the fact that neither −α nor −2α can lie in −P . Thus
|∆˙+(Σ˙α)∩(−P )| < |∆˙+(Σ˙)∩(−P )|. Since |∆˙| <∞, we can continue to apply this argument
to get a system of simple roots Σ˙′ such that ∆˙+(Σ˙′) ∩ (−P ) = ∅. In particular, ∆˙+(Σ˙′) ⊆
P . 
Lemma 3.2. Let Σ˙ be a set of simple roots of ∆˙, and R ⊆ Σ˙ be a non-empty set. Then the
set P = ∆˙+(Σ˙) ∪ 〈−R〉 is a parabolic set of ∆˙.
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Proof. It is clear that ∆˙ = P ∪ (−P ). Let α, β ∈ P such that α + β ∈ ∆˙. If either
α, β ∈ ∆˙+(Σ˙) or α, β ∈ 〈−R〉, then α+ β ∈ P , since both ∆˙+(Σ˙), and 〈−R〉, are additively
closed. The only remaining case is when α ∈ ∆˙+(Σ˙) and β ∈ 〈−R〉. In this case, we have
α =
∑
γ∈Σ˙
kγγ, β =
∑
η∈R
−k′ηη,
where kγ ≥ 0, for all γ ∈ Σ˙, and k′η ≥ 0, for all η ∈ R. Hence
α + β =
∑
γ∈Σ˙\R
kγγ +
∑
η∈R
ℓηη,
where ℓη = kη − k′η, for all η ∈ R. Now, since Σ˙ is linearly independent, and every root is
either a non-negative, or a non-positive integer linear combination of elements in Σ˙, we have
the following possibilities:
(a) kγ > 0 for some γ ∈ Σ˙\R. In this case kγ ≥ 0, for all γ ∈ Σ˙\R, ℓη ≥ 0, for all η ∈ R,
and hence α + β ∈ ∆˙+(Σ˙).
(b) kγ = 0, for all γ ∈ Σ˙ \ R. Then either ℓη ≥ 0 for all η ∈ R, and α + β ∈ ∆˙+(Σ˙), or
ℓη ≤ 0 for all η ∈ R, and α+ β ∈ 〈−R〉.
This concludes the proof. 
Proposition 3.3. Let P be a parabolic set of ∆˙. Then P = ∆˙+(Σ˙) ∪ 〈−R〉 for some set of
simple roots Σ˙ and a non-empty subset R ⊆ Σ˙.
Proof. Recall that we are assuming that parabolic sets are such that P ∩ (−P ) = P0 6= ∅,
and let ∆˙+(Σ˙) be a set of positive roots contained in P , where Σ˙ is a set of simple roots (see
Lemma 3.1). Set
R = {−P} ∩ {Σ˙}.
We claim P = ∆˙+(Σ˙)∪〈−R〉. Indeed, first of all notice that −R ⊆ P , and hence 〈−R〉 ⊆ P ,
since P is a additively closed. Let now β ∈ P \ ∆˙+(Σ˙). Then β = −γ for some γ ∈ ∆˙+(Σ˙).
We define the height of β to be the height of γ, that is, if
γ =
∑
α∈Σ˙
kαα,
then the height of β is given by ht(β) = ht(γ) =
∑
kα. We will prove, by induction on the
height of β, that β ∈ 〈−R〉. If ht(β) = 1, then −γ ∈ −Σ˙. In particular, −γ ∈ P ∩ −Σ˙ ⊆
〈−R〉. Suppose now ht(β) = n, and consider γ′ ∈ ∆˙+ with ht(γ′) = n − 1, such that
−γ = −α − γ′, for some α ∈ Σ˙ (the existence of such γ′ can be verified case by case, see
for instance [FSS00] for details). Since −γ′ = −γ + α ∈ ∆˙, where −γ, α ∈ P , we have that
−γ′ ∈ P . Similarly, −α = −γ + γ′ ∈ ∆˙ and hence −α ∈ P . Since ht(α) = 1, we have that
−α ∈ 〈−R〉. On the other hand, by induction, we also have −γ′ ∈ 〈−R〉. Then −γ ∈ 〈−R〉,
since −α,−γ′ ∈ 〈−R〉. Hence our claim is proved. 
Let Σ˙ be a set of simple roots of ∆˙, and R ⊆ Σ˙ be a non-empty set. Consider the parabolic
set P = ∆˙+(Σ˙) ∪ 〈−R〉 (see Lemma 3.2). For α ∈ Σ˙, we define the reflection of P along α
to be
Pα = ∆˙
+(Σ˙α) ∪ 〈−Rα〉,
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where Rα = {rα(β) | β ∈ R}. By Lemma 3.2, Pα is also a parabolic set of ∆˙.
Corollary 3.4. Let Π˙ be a fixed set of simple roots of ∆˙ (for instance, a distinguished one).
Then every parabolic set P can be obtained by applying a chain of odd and even reflections
on a parabolic set PΠ˙ = ∆˙
+(Π˙) ∪ 〈−S〉, where S is a suitable subset of Π˙.
Proof. By Proposition 3.3, every parabolic set P is of the form ∆˙+(Σ˙)∪ 〈−R〉, where Σ˙ is a
set of simple roots of ∆˙, and R ⊆ Σ˙ is a suitable subset. On the other hand, one can obtain
Σ˙ from Π˙ by applying a chain of even and odd reflections on Π˙ (see [Ser11, Corollary 4.5]).
Let ϕ be such a chain that sends Π˙ to Σ˙, and consider S = ϕ−1(R). Now it is clear that ϕ
sends PΠ˙ to P . 
Corollary 3.5. If g is of type I, then a parabolic set P = ∆˙+(Σ˙)∪ 〈−R〉 contains ∆˙0¯ if and
only if Σ˙ is a distinguished system of simple roots and R = Σ˙0¯. If g is of type II, then there
exist no parabolic set containing ∆˙0¯.
Proof. It is easy to see that the only possibility for P to contain ∆˙0¯ is if Σ˙g0¯ ⊆ R, where Σ˙g0¯
denotes the set of simple roots of g0¯ associated to the set of positive even roots ∆˙
+(Σ˙)0¯. But
|Σ˙0¯| ≤ |Σ˙g0¯ | for any choice of Σ˙ (see [Kac78, Proposition 1.6 (d)]), and the equality holds if
and only if g is of type I and Σ˙ is distinguished. 
Remark 3.6. If g is gl(m,n), sl(m,n) with m 6= n, or osp(2, 2n−2) for n ≥ 2, then it follows
from Corollary 3.5 that the only parabolic subalgebras of g that contains g0¯ are induced from
parabolic sets of the form Pdis := ∆˙
+(Σ˙dis)∪〈−Σ˙0¯〉, where Σ˙dis is some distinguished system
of simple roots. For the other types of Lie superalgebras, there is no such a parabolic
subsuperalgebra.
3.2. The affine case. In this section we consider parabolic sets and partitions for a sys-
tem of roots ∆ of a non-twisted affine Lie superalgebra G. In [DFG09, Theorem 4.13], the
authors described such sets from a geometric point of view. They proved that parabolic
partitions and parabolic sets are described using the notion of strongly parabolic and princi-
pal parabolic sets. These definitions depend on how the parabolic sets interact with certain
hyperplanes in the vector space spanned by ∆. Our approach towards to this description is
more combinatorial. We construct parabolic partitions explicitly in terms of pairs (Σ˙, X),
where Σ˙ is a system of simple roots of ∆˙, and X ⊆ Σ˙. For the description of parabolic sets
we will need one more parameter that will be given by a subset S ⊆ X .
As usual we distinguish sets associated to G by those associated to g by a dot above the
respective set (for instance, if ∆ denote the system of roots of G, then ∆˙ will denote the
system of roots of g). Recall that the root system of G is given by
∆ = {α + nδ | α ∈ ∆˙ ∪ {0}, n ∈ Z} \ {0}.
We give now the two extreme examples of parabolic partitions of ∆.
Example 3.7. Let Σ = {α0, α1, . . . , αn} be a fixed set of simple roots of G. Such a system
can be chosen such that Σ = Σ˙ ∪ {α0 = δ − θ}, where Σ˙ is a fixed system of simple roots of
g, and θ is the highest root of g with respect to Σ˙. It is clear that Pst(Σ˙) = {α + nδ | α ∈
∆˙ ∪ {0}, n > 0} ∪ ∆˙+(Σ˙) is a parabolic partition of ∆. The Borel subalgebra induced by
Pst(Σ˙) is
Bst(Σ˙) = H⊕ (n
+ ⊗ 1)⊕ (g⊗ tC[t]).
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The Borel subalgebra in the next example cannot be obtained via a system of simple roots
of G as that of the previous example.
Example 3.8. Let b(Σ˙) = h ⊕ n+(Σ˙) be a Borel subalgebra of g induced by a system of
simple roots Σ˙ of ∆˙. This Borel subalgebra induces a Borel subalgebra of G given by
Bnat(Σ˙) = H⊕ (h⊗ tC[t])⊕ (n+(Σ˙)⊗ C[t, t−1]).
The natural parabolic partition of G is defined by Pnat(Σ˙) = {α ∈ ∆ | gα ⊆ Bnat(Σ˙)}.
Explicitly, we have that Pnat(Σ˙) = {α + nδ, kδ | α ∈ ∆˙+(Σ˙), n ∈ Z, k ∈ Z+}.
The partitions Pst(Σ˙) and Pnat(Σ˙) are not conjugate under the action of the Weyl group
W (recall that W is by definition the Weyl group of g0¯). This follows from the fact that the
existence of w ∈ W such that w(Pst(Σ˙)) = Pnat(Σ˙), would provide an isomorphism between
the corresponding Borel subalgebras. However,
Bst(Σ˙) = (h+ CK)⊕ [Bst(Σ˙),Bst(Σ˙)] and
Bnat(Σ˙) = (CK + h⊗ C[t])⊕ [Bnat(Σ˙),Bnat(Σ˙)]
and the existence of an isomorphism implies that h+CK ∼= CK + h⊗C[t], which is clearly
a contradiction.
In order to give a precise description of parabolic partitions of ∆, we need the notion of
a reflection along a root of a parabolic partition P of ∆. As in the finite case, a root α ∈ P
defines a reflection of P if the set
rα(P ) := Pα = (P \ {α, 2α}) ∪ {−α,−2α}
is again a parabolic partition of ∆. Two parabolic partitions P and P ′ are said to be adjacent
if P ′ = rα(P ), for a unique root α ∈ P . If P and P ′ are adjacent, then we say that P ′ is
obtained from P by a reflection along α. Following [JK89], a root α ∈ P is said to be good
if |(α+ Z<0δ) ∩ P | <∞. A root that is not good is called bad. Let G(P ) and B(P ) denote
the sets of good and bad roots of P , respectively. In particular, P = G(P ) ∪ B(P ).
Remark 3.9. (a) If δ ∈ P , then δ is a good root of P .
(b) Every root of Pst(Σ˙) is good, for any choice of Σ˙.
(c) The natural partition is the partition (containing δ) with smallest possible set of good
roots. In fact, the only good roots of Pnat(Σ˙) are kδ with k ∈ Z+, and it is clear that
any partition containing δ also has these roots as good roots.
Let Σ˙ be a set simple roots of ∆˙, X ⊆ Σ˙, ∆˙+(X) = 〈X〉 and ∆˙(X) = 〈±X〉. We define
P (Σ˙, X) = {α + nδ | α ∈ ∆˙+(Σ˙) \ ∆˙+(X), n ∈ Z} ∪
{α + nδ | α ∈ ∆˙(X) ∪ {0}, n ∈ Z>0} ∪ ∆˙+(X).
In particular, we have that P (Σ˙, ∅) = Pnat(Σ˙) and P (Σ˙, Σ˙) = Pst(Σ˙). Also, notice that if
X 6= Σ˙, then P (Σ˙, X) 6= Pst(Σ˙′) for any set of simple roots Σ˙′ of ∆. This follows from the
fact that all roots of Pst(Σ˙
′) are good, for any choice of Σ˙′.
Lemma 3.10. Let P be a parabolic partition such that δ ∈ P . Then we have the following
properties:
(a) If α, β, α+ β ∈ P , where either α or β is bad, then α + β is bad.
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(b) If α, β, α+ β ∈ P , where both α and β are good, then α + β is good.
(c) If α, β, α− β ∈ P , where both α and β are good, then α− β is good.
(d) If β = α + kδ ∈ P is a bad root for some k ∈ Z, then α ∈ P bad.
(e) Let β = α + kδ ∈ P with α ∈ ∆˙ and k ∈ Z. If β is good, then either α or −α is a
good root of P .
Proof. The proof of (a)-(d) can be found in [JK89, Lemma 2.2]. Part (e): if α ∈ P is bad,
then α + nδ ∈ P for all n ∈ Z, which implies that β + nδ ∈ P for all n ∈ Z. Hence β
is bad. If −α ∈ P is bad, then, in particular −α − (nβ + 1)δ ∈ P , which implies that
(−α − (nβ + 1)δ) + β = −δ ∈ P what is a contradiction, since δ ∈ P . Thus −α must be
good. 
Lemma 3.11. Let P be a parabolic partition of ∆, Σ˙ be a system of simple roots of ∆˙ such
that ∆˙+(Σ˙) ⊆ P , and Pst := Pst(Σ˙). Then |G(P )∩−Pst| <∞. Moreover, if |G(P )∩−Pst| >
0, then there exists a good root β = α + sδ such that rβ(P ) := P
′ is well defined and
|G(P ′) ∩ −Pst| < |G(P ) ∩ −Pst|.
Proof. Let
X(P ) = {α ∈ Σ˙ | α is a good root of P}, and ∆+(X(P )) = 〈X(P )〉.
Notice that for each α ∈ ∆+(X(P )) there exists an integer sα ∈ Z≤0 such that (α+Zδ)∩P =
{α + kδ | k ≥ sα}. It follows now from Lemma 3.10 along with the fact that ∆˙+(Σ˙) ⊆ P ,
that the set of good roots of P is as follows
G(P ) = {α+ nαδ, −α +mαδ, kδ | α ∈ ∆
+(X(P )), nα ≥ sα, mα > −sα, k > 0}.
In particular,
|G(P ) ∩ −Pst| =
∑
α∈∆+(X(P ))
|sα| <∞.
If X(P ) = ∅, then P = P (Σ˙, ∅) = Pnat(Σ˙) and clearly G(P ) ⊆ Pst. Suppose that
X(P ) 6= ∅, and define
∆+(X(P ))z = {α ∈ ∆
+(X(P )) | ht(α) = z}, for all z ∈ Z,
Dz(P ) = {α ∈ ∆
+(X(P ))z | α = β + γ,
β ∈ ∆+(X(P ))z−1, γ ∈ X(P ), and sα = sβ + sγ} for all z ∈ Z≥2,
mP = max{z ∈ Z+ | ∆+(X(P ))z \Dz(P ) 6= ∅}.
If ∆+(X(P ))z \ Dz(P ) = ∅, for all z ≥ 2, then the reflection rα−sαδ is well defined for
any α ∈ X(P ). On the other hand, if ∆+(X(P ))z \Dz(P ) 6= ∅, for some z ∈ Z≥2, then the
reflection rα+sαδ is well defined for any α ∈ ∆
+(X(P ))mP \DmP (P ). In any case, we get a
parabolic partition P ′ for which |G(P ′) ∩ −Pst| < |G(P ) ∩ −Pst|. 
Corollary 3.12. Let P be a parabolic partition of ∆, and Σ˙ be a system of simple roots of
∆˙ such that ∆˙+(Σ˙) ⊆ P . Then there exists a chain of even and odd reflections that sends P
to a parabolic partition P ′ such that G(P ′) ⊆ Pst(Σ˙).
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Example 3.13. Let G = osp(2, 4)̂, and let Σ˙ = {α1, α2, α3} be a distinguished set of simple
roots of osp(2, 4). If one denotes by θ the highest root of g with respect to Σ˙, then the
distinguished Dynkin diagrams are given as follows
osp(2, 4) :
⊗
−©⇐©
α1 α2 α3
θ = α1 + 2α2 + α3
osp(2, 4)̂ :
α0⊗
|⊗
−©⇐©
α1 α2 α3
δ = α0 + α1 + 2α2 + α3.
The distinguished set of positive roots ∆˙+(Σ˙) of osp(2, 4) is
∆˙+(Σ˙) = {α1, α2, α3, α1 + α2, α2 + α3, α1 + α2 + α3, 2α2 + α3, θ},
∆˙+
0¯
(Σ˙) = {2α2 + α3, α3, α2 + α3, α2}, ∆˙
+
1¯
(Σ˙) = {α1, α1 + α2, α2 + α3, θ}.
The set
P = {α1 + nδ | n ∈ Z≥0} ∪ {−α1 + nδ | n ∈ Z≥1}
∪ {α2 + nδ | n ∈ Z≥0} ∪ {−α2 + nδ | n ∈ Z≥1}
∪ {α3 + nδ | n ∈ Z≥−1} ∪ {−α3 + nδ | n ∈ Z≥2}
∪ {α1 + α2 + nδ | n ∈ Z≥0} ∪ {−α1 − α2 + nδ | n ∈ Z≥1}
∪ {α2 + α3 + nδ | n ∈ Z≥−1} ∪ {−α2 − α3 + nδ | n ∈ Z≥2}
∪ {α1 + α2 + α3 + nδ | n ∈ Z≥−2} ∪ {−α1 − α2 − α3 + nδ | n ∈ Z≥3}
∪ {2α2 + α3 + nδ | n ∈ Z≥−1} ∪ {−2α2 − α3 + nδ | n ∈ Z≥2}
∪ {θ + nδ | n ∈ Z≥−2} ∪ {−θ + nδ | n ∈ Z≥3}
is a parabolic partition of ∆, where G(P ) = P and X = Σ˙. A chain of reflections satisfying
Corollary 3.12 can be given by
P
rα1+α2+α3−2δ→ P1
rθ−2δ
→ P2
rα3−δ→ P3
rα2+α3−δ→ P4
r2α2+α3−δ→ P5
rα1+α2+α3−δ→ P6
rθ−δ
→ P7 = P
′.
Observe that such a chain is not unique. Indeed,
P
rα1+α2+α3−2δ→ P1
rθ−2δ
→ P2
rα3−δ→ P3
rα2+α3−δ→ P4
rα1+α2+α3−δ→ P5
r2α2+α3−δ→ P6
rθ−δ
→ P7 = P
′.
is another chain satisfying Corollary 3.12.
The next result is a generalization of [JK89, Proposition 2.1] and [Fut92, Theorem 2.6] to
the super setting.
10 LUCAS CALIXTO AND VYACHESLAV FUTORNY
Theorem 3.14. Let P be a parabolic partition of ∆. Then, up to a chain of odd and even
reflections, we have that P = P (Σ˙, X), for some system of simple roots Σ˙ of ∆˙ and a subset
X ⊆ Σ˙.
Proof. Notice that ∆′ = P ∩ ∆˙ is a parabolic partition of ∆˙. Then there exists a system of
simple roots Σ˙ ⊆ ∆′ such that ∆′ = ∆˙+(Σ˙). In particular, Σ˙ ⊆ P . Let α0 ∈ ∆ such that
Σ = Σ˙∪{α0} is a system of simple roots of ∆ and consider Pst = Pst(Σ˙). By Corollary 3.12,
exists a chain of reflections that sends P to a parabolic partition P ′ such that G(P ′) ⊆ Pst.
In other words, up to applying a chain of reflections, we may assume that G(P ) ⊆ Pst.
Let X(P ) be as in Lemma 3.11 and set ∆(X(P )) = 〈±X(P )〉. Under the assumption that
G(P ) ⊆ Pst, one can write the set of good roots of P as follows
G(P ) = {α + nδ | α ∈ ∆(X(P )) ∪ {0}, n ∈ Z>0} ∪∆+(X(P )).
This implies that B(P ) = {α + nδ | α ∈ ∆˙+(Σ˙) \ ∆˙+(X), n ∈ Z} is the set of bad roots of
P , and hence
P = G(P ) ∪ B(P ) = P (Σ˙, X(P ))
as desired. 
Recall that throughout the paper we reserve the term parabolic set (resp. parabolic
partition) for the case P0 = P ∩ −P 6= ∅ (resp. P0 = P ∩ −P = ∅). The following result
describes all parabolic sets of ∆.
Proposition 3.15. Let P be a parabolic set of ∆ such that δ ∈ P \ (−P ). Then there exists
a system of simple roots Σ˙ of ∆˙, nonempty subsets X ⊆ Σ˙ and S ⊆ X, and a chain of even
and odd reflections ϕ, such that P = Pϕ(Σ˙, X) ∪ 〈−S〉.
Proof. Let P ′ be a parabolic partition contained in P . By Proposition 3.14, there exists a
chain of even and odd reflections ϕ such that P ′ = Pϕ(Σ˙, X). Consider β ∈ P \ Pϕ(Σ˙, X).
Then β ∈ −Pϕ(Σ˙, X) and we have the following possibilities:
(a) β = −α + nβδ for some α ∈ ∆˙+(Σ˙) \ ∆˙+(X) and some nβ ∈ Z. Since α ∈ ∆˙+(Σ˙) \
∆˙+(X), we have that α + nδ ∈ Pϕ(Σ˙, X) ⊆ P for all n ∈ Z. In particular, (−α +
nβδ) + (α+ (−nβ − 1)δ) = −δ ∈ P , which is a contradiction.
(b) β = −α − nβδ for some α ∈ ∆˙(X) ∪ {0} and some nβ ∈ Z≥k with k ∈ Z≥0. If
α ∈ ∆˙(X), then we have that α+nδ ∈ Pϕ(Σ˙, X) ⊆ P for all n ∈ Z≥−(k−1), and hence
(−α − nβδ) + (α + (nβ − 1)δ) = −δ ∈ P , which is a contradiction. If α = 0, then
β = −nβδ ∈ P , with nβ ∈ Z>0, and hence (−nβ)δ + (nβ − 1)δ = −δ ∈ P , which is
again a contradiction.
By (a) and (b), we conclude that the only possibility is that β = −α, for some α ∈ ∆˙+(X).
Since such a β exists (P ∩ −P 6= ∅), we must have X 6= ∅ and {−P} ∩X =: S 6= ∅. Now it
is clear that P \ Pϕ(Σ˙, X) = 〈−S〉, and the result follows. 
Proposition 3.16. Let P be a parabolic set of ∆ such that δ ∈ P ∩ −P . Then there exists
a system of simple roots Σ˙ of ∆˙ and S ⊆ Σ˙ such that
P = P (Σ˙, ∅) ∪ 〈{−S} ∪ {±δ}〉.
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Proof. Let ∆˙+(Σ˙) be a parabolic partition of ∆˙ contained in P . Then α + nδ ∈ P for
all α ∈ ∆˙+(Σ˙) and n ∈ Z (since ±δ ∈ P ), which implies P (Σ˙, ∅) ⊆ P . Now, notice
that if β = α + nδ ∈ P \ P (Σ˙, ∅), then β ∈ −P (Σ˙, ∅) and hence β = −α + nδ for some
α ∈ ∆˙+(Σ˙) ⊆ P and some n ∈ Z. Since ±δ ∈ P , we have that −α ∈ P . Thus ±α ∈ P .
Let −S = P ∩ (−Σ˙). We claim that −α ∈ 〈−S〉, for every α ∈ ∆˙+(Σ˙) such that ±α ∈ P .
Indeed, if ht(α) = 1, then −α ∈ P ∩ {−Σ˙} = −S. If α is not simple, then there exists a
simple root γ ∈ Σ˙ such that α− γ ∈ ∆˙+(Σ˙) ⊆ P . Moreover −(α− γ) = −α+ γ ∈ P . Then
±(α− γ) ∈ P , and ht(α− γ) < ht(α). Thus, by induction, −(α− γ) ∈ 〈−S〉. On the other
hand, −γ = (α− γ)− α ∈ P ∩ (−Σ˙) = −S. Therefore −α = −(α− γ)− γ ∈ 〈−S〉, and the
claim is proved. This shows that P ⊆ P (Σ˙, ∅)∪ 〈{−S}∪ {±δ}〉. Since the other inclusion is
clear, the result is proved. 
4. Parabolic and Borel subalgebras
Recall that throughout the paper we reserve the term parabolic set (resp. parabolic
partition) for the case P0 = P ∩ −P 6= ∅ (resp. P0 = P ∩ −P = ∅).
If P is a parabolic partition, then
N±P =
⊕
α∈±P
Gα and B
±
P = H⊕N
±
P
are subalgebras of G. If P is a parabolic set, then
G0 =
⊕
α∈P0
Gα, U
±
P =
⊕
α∈±P\P0
Gα and P
±
P = (H + G
0)⊕ U±P
are subalgebras of G. Throughout the paper we will drop the + from the notation above,
that is, we write NP := N
+
P , BP := B
+
P , UP = U
+
P , and PP = P
+
P . The superalgebra BP (resp.
PP ) is called a Borel (resp. parabolic) subalgebra of G associated to P . In the non-super
setting, if P is a parabolic partition, then the Borel subalgebra BP = H⊕NP is solvable if
and only if P = Pnat. Due to the existence of isotropic odd roots, this is no longer the case
in the super setting.
Proposition 4.1. Let X = ∪mi=1Xi be the decomposition of X into connected components,
and P = P (Σ˙, X). The Borel subalgebra BP is solvable if and only if either X = ∅, or
|Xi| = 1 for i = 1, . . . , m, in which case the only root of Xi must be isotropic.
Proof. The case X = ∅ is clear. Suppose then X 6= ∅ and that some Xi has at least one
non-isotropic root β. Now we have two cases: either 〈±β〉 = {±β}, and we have a copy of
sl(2)⊗ tC[t] in BP ; or 〈±β〉 = {±β,±2β}, and we have a copy of osp(1, 2)⊗ tC[t] in BP . In
both cases one see that BP is not solvable. Suppose now that all roots in Xi are isotropic.
If |Xi| > 1, then it has two isotropic roots that are connected. In this case we have a copy
of sl(1, 2)⊗ tC[t] in BP , which implies that BP is not solvable. Finally, if |Xi| = 1, then the
only element in Xi yields a copy of sl(1, 1)⊗ tC[t], which is nilpotent. This along with the
fact that BP (Σ˙,∅) is solvable implies that BP is solvable (the peaces in BP that are not like
sl(1, 1)⊗ tC[t] are like BP (Σ˙,∅)). 
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Let P be a parabolic set, and let G0 be the Lie subalgebra generated by the root spaces
Gα, with α ∈ P0. Further, notice that
H := CK ⊕
⊕
k∈Z\{0}
Gkδ
is a Heisenberg Lie algebra contained in G. The next result describes the structure of G0.
Theorem 4.2. (a) If δ /∈ P0, then
G0 =
m⊕
i=1
gi,
where each gi is either isomorphic to sl(m,n) with m 6= n, osp(m,n), D(2, 1;α)
(a 6= 0,−1), G(3), F (4), or to sl(1, 1), and [gi, gj] = 0 if i 6= j.
(b) If δ ∈ P0, then G0 = G1 + G2, with
G1 =
m⊕
i=1
L(gi)⊕ CK,
where each gi is either isomorphic to sl(m,n) with m 6= n, osp(m,n), D(2, 1;α)
(a 6= 0,−1), G(3), F (4), or to sl(1, 1), [gi, gj] = 0 if i 6= j; and G2 ⊆ H is such that
G2 + (G1 ∩ H) = H. Moreover, G2 can be chosen so that [G1,G2] = 0 if and only if
gi ≇ sl(1, 1), for all i = 1, . . . , m.
Proof. For part (a), Proposition 3.15 implies that P = P (Σ˙, X) ∪ 〈−S〉, where S ∈ Σ˙. Let
S = ∪Si be the connected decomposition of S, that is (Si|Sj) = 0 if and only if i 6= j.
Define gi to be the subalgebra generated by gα, for α ∈ 〈±Si〉. For part (b), notice that,
by Proposition 3.16 we can assume that P0 = 〈{±S} ∪ {±δ}〉 for some S ⊆ Σ˙. Then the
superalgebras gi are defined as in part (a). Now we can complete the linear independent set
{hα | α ∈ S} to a basis for h. If F denotes such a completion, then we define
G2 =
⊕
k∈Z\{0}
h∈F
Ch⊗ tk.
Notice that gi ∼= sl(1, 1), is equivalent to Si = {α}, where α is an isotropic root. Since
(Si|Sj) = 0 for i 6= j, it follows from the non-degeneracy of (·|·) that does not exist a set
F , as above, such that (Si|F ) = 0. Thus there is no G2 such that [G1,G2] = 0. When
gi ≇ sl(1, 1) for all i = 1, . . . , m, then for every root α of Si, there exists a root β of Si
such that (hα|hβ) 6= 0 (note that β can be equal α in various cases). In particular, (·|·)|S
is non-degenerate, and hence we can choose F such that (F |S) = 0. But this implies
[G1,G2] = 0. 
As a consequence of the results above, we have (up to a chain of odd and even reflections)
a description of all Borel and parabolic subalgebras of G.
Theorem 4.3. Let P be a parabolic set containing the parabolic partition P (Σ˙, X), and let
PP be the corresponding parabolic subalgebra of G. Then PP admits a decomposition
PP = (G
0 +H)⊕ UP ,
where UP =
⊕
α∈P\P0
Gα is an ideal in PP , and G
0 in given as in Theorem 4.2.
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Remark 4.4. Notice that, if the set S in the proof of Theorem 4.2 contains some isotropic
root α, then the non-degeneracy of (·|·) does not imply the existence of a set F of h such
that (hα|F ) = 0, and F ∪ {hα|α ∈ S} is a basis of h. This kind of behavior does not occur
in the non-super setting. The next example illustrates this.
Example 4.5. Consider the Lie superalgebra g = sl(1, 2). The roots of g (using the notation
of [FSS00]) are ±α = ±(δ − ε1), ±β = ±(ε1 − ε2) and ±(α + β). Notice that α is an odd
isotropic root (that is, α(hα) = (α|α) = 0), and that β is an even root. Recall that,
up to W -conjugation, the only possible choices of system of simple roots Σ˙ are: {α, β},
{−α, α + β}, and {β,−α − β}. Fixing Σ˙ = {α, β}, we have that ∆˙+(Σ˙) = {α, β, α + β}.
By Proposition 3.14, up to a chain of odd and even reflections, the parabolic partitions of
G that contain ∆˙+(Σ˙) are of the form P (Σ˙, X), where X = ∅, {α}, {β} or Σ˙. The most
interesting parabolic sets P to consider are those that contain Pnat = P (Σ˙, ∅). In this case
we have two possibilities for P0.
(a) If S = {β}, then P0 = {±β + nδ, ±kδ | n ∈ Z, k ∈ Z>0}. Thus
G1 = sl(2)̂ := sl(2)⊗ C[t, t−1]⊕ CK.
Notice now that S does not contain any isotropic root, and the elements
hβ =


0 0 0
0 1 0
0 0 −1

 , h =


2 0 0
0 1 0
0 0 1


provide an orthogonal basis of h (the non-degenerate bilinear form here is (X|Y ) =
str(XY ), where str stands for the super-trace of a matrix). Then, defining
G2 = Hα := CK ⊕
⊕
k∈Z\{0}
(Ch⊗ tk),
we obtain
G0 = sl(2)̂+ Hα, sl(2)
̂ ∩ Hα = CK,
and [G1,G2] = 0.
(b) If S = {α}, then P0 = {±α + nδ, ±kδ | n ∈ Z, k ∈ Z>0}. Thus
G1 = sl(1, 1)̂ := sl(1, 1)⊗ C[t, t−1]⊕ CK.
Notice that any element h ∈ h such that (hα|h) = 0 is a scalar multiple of hα.
Hence, there exists no subalgebra G2 of G0 such that G0 = G1 + G2 and [G1,G2] = 0.
In this case, we set
G2 = Hβ := CK
⊕
k∈Z\{0}
(Chβ ⊗ tk),
and we have that
G0 = Hβ + sl(1, 1)
̂, and sl(1, 1)̂ ∩ Hβ = CK.
Note that Hβ and Hα are both infinite-dimensional Heisenberg Lie algebras. Note also that
the subalgebra of sl(1, 1)̂ generated by hα ⊗ t±1C[t±1] is not a Heisenberg Lie algebra.
Instead, it is a commutative algebra.
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5. Induced modules
Let P be a parabolic set of ∆, and consider its associated decomposition
G = U− ⊕ (G0 +H)⊕ U , where P = (G0 +H)⊕ U
as in Theorem 4.3. Any given (G0 +H)-module N can be extended to a P-module defining
UN = 0. Associated to P and N , we define the induced module
MP(N) = Ind
G
P N.
If N is simple, then MP(N) is called a generalized Verma type module [Fut97]. In this case
MP(N) admits a unique maximal proper submodule, and thus a unique simple quotient,
which will be denoted by LP(N).
When P is a parabolic partition we similarly define a Verma type module
MB(λ) = Ind
G
B Cλ,
where λ ∈ H∗, and Cλ denotes the one-dimensional B-module spanned by a vector 1λ such
that (h + x)1λ = λ(h)1λ, for all h ∈ H, x ∈ N .
Our goal is to study Verma type modules for G. The theory of standard Verma modules
(i.e. those that are associated to parabolic partitions of the form P (Σ˙, Σ˙)) is relatively well
understood, so we will focus our attention on non-standard Verma modules. Therefore,
from now on we will assume that X is a proper subset of Σ˙ (notice that X can be empty).
We will see that the Verma type module associated to the parabolic partition P (Σ˙, X)
is closely related to the generalized Verma type module associated to the parabolic set
P = P (Σ˙, ∅) ∪ 〈{−X} ∪ {±δ}〉. Before constructing such modules, let us first give a more
explicit description of the Lie subalgebras associated to the parabolic set P .
Let
mX = m
− ⊕ h⊕m+, where m± =
⊕
α∈∆˙±(X)
gα.
Next, if we consider the nilradical
u±X =
⊕
α∈∆˙±\∆˙(X)
gα,
then
(5.1) g = u−X ⊕mX ⊕ u
+
X , U
±
X = L(u
±
X), G = U
−
X ⊕ (G
0 +H)⊕ U+X .
In order to describe the algebras G1 and G2 that appear in the decomposition of the Levi
component G0, we set hX :=
⊕
α∈∆˙(X)[gα, g−α] and we let hc ⊆ h be such that h = hX ⊕ hc.
Define
kX = m
− ⊕ hX ⊕m
+ ⊆ mX .
Then
G1 = L(kX)⊕ CK,
and
G2 := HX = (hc ⊗ tC[t])⊕ CK ⊕ (hc ⊗ t−1C[t−1])
is a Heisenberg Lie algebra. Further, consider the decomposition
HX = H
−
X ⊕ CK ⊕ H
+
X , where H
±
X := (hc ⊗ t
±1C[t±]).
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Set
MX = L(mX) +H.
Then
MX =M
−
X ⊕H⊕M
+
X , where M
±
X = (mX ⊗ t
±C[t±])⊕m±.
In other words, we have that
MX = G
0 +H = G0 ⊕ Cd⊕ h⊥X ,
and M+X is nothing but the standard Borel subalgebra of MX . Moreover, we have
G = U−X ⊕MX ⊕ U
+
X and P
±
P =MX ⊕ U
±
X .
Finally, define
KX = G
1 +H = (L(kX)⊕ CK ⊕ Cd)⊕ h⊥X ,
and consider the decomposition
KX = K
−
X ⊕H⊕K
+
X , where K
±
X = (kX ⊗ t
±C[t±])⊕m±.
Observe that only difference betweenMX and KX is that H ⊆MX while H * KX . Precisely,
L(hX) ⊆ KX , but (hc ⊗ t±C[t±]) * KX , and
MX = H
−
X ⊕KX ⊕ H
+
X .
The subalgebra MX is naturally related to the Borel subalgebra induced by the parabolic
partition P (Σ˙, X). Namely,
N±
P (Σ˙,X)
=
⊕
α∈±P (Σ˙,X)
Gα, B
±
P (Σ˙,X)
= H⊕N±
P (Σ˙,X)
and N±
P (Σ˙,X)
=M±X ⊕ U
±
X .
Moreover,
[B±
P (Σ˙,X)
,U±X ] ⊆ U
±
X , and [MX ,U
±
X ] ⊆ U
±
X .
From now on, we fix X $ Σ˙ (and hence the associated parabolic partition P (Σ˙, X) and
the associated parabolic set P = P (Σ˙, ∅)∪〈{−X}∪{±δ}〉) and we will drop X and P from
the above notation (e.g. PP , KX , etc., will be shorted by P, K, etc.). In the next sections
that follow we will see that induced modules associated to these two sets are closely related.
5.1. Generalities on Verma type modules. Let λ ∈ H∗, and let
MB(λ) = Ind
G
B(Cλ)
be its corresponding Verma type module. Set
MM(λ) = Ind
M
M+⊕HCλ, and MK(λ) = Ind
K
K+⊕HCλ.
It is standard to see that the modules MB(λ), MM(λ) and MK(λ) admit a unique simple
quotient. Let LB(λ), LM(λ) and LK(λ) denote such simple quotients.
If F is a nonzero M-module, then we may consider F as a P-module with trivial action
of U+. Then we define
MP(F ) = Ind
G
M(F ).
If F is simple, the module MP(F ) is nothing but the generalized Verma type module associ-
ated to P and F . Our main goal is to find necessary and sufficient conditions for irreducibility
ofMP(F ), for the case F is a simple subquotient ofMM(λ). As a corollary we give necessary
and sufficient conditions for irreducibility of MB(λ).
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In what follows, for a subalgebra A of G, we define
∆(A) = {α ∈ ∆ | Gα ⊆ A},
and we let
Q(A) = {
n∑
i=1
kiαi | ki ∈ Z≥0, αi ∈ ∆(A)}
be the monoid in H∗ generated by ∆(A).
Proposition 5.1. The following standard conditions hold.
(a) dimMB(λ)λ = 1.
(b) MB(λ) is a free U(N−)-module generated by the vector 1⊗ 1λ.
(c) If MB(λ)µ 6= 0, then dimMB(λ)µ < ∞ if and only if µ ∈ {λ − γ | γ ∈ Q(M
+), n ∈
Z>0}.
Proof. It follows from PBW Theorem, along with the fact that N+ = M+ ⊕ U+, M+ lies
in a standard Borel subalgebra of M, and
∆(U+) = {α+ nδ | α ∈ ∆˙+(Σ˙) \ ∆˙+(X), n ∈ Z}.

The analog of Proposition 5.1 for the modules MM(λ) and MK(λ) for part (a) and (b) is
obvious. However, notice that part (c) changes. Namely, the weight spaces of MM(λ) and
MK(λ) will always be finite-dimensional.
Recall the Heisenberg Lie algebra associated to hc:
HX = CK ⊕ (hc ⊗ tC[t])⊕ (hc ⊗ t−1C[t−1]),
with decomposition
HX = H
−
X ⊕ CK ⊕ H
+
X , where H
±
X := (hc ⊗ t
±C[t±]).
For ξ ∈ (CK)∗, let MHX (ξ) denote the Verma HX-module associated to ξ, that is,
MHX (ξ) = Ind
HX
CK⊕H+X
Cξ,
where Cξ is spanned by 1ξ, K1ξ = ξ(K)1λ and x1ξ = 0 for all x ∈ H+X .
The following is standard.
Lemma 5.2. The module MHX (ξ) is simple if and only if ξ(K) 6= 0.
6. Non-isotropic case
6.1. Criterion of simplicity. Using the notation from Theorem 4.2, in this section we
assume that no component gi of G1 is isomorphic to sl(1, 1), that is:
X does not have a connected component consisting of only one isotropic odd root.
Then the non-degeneracy of (·|·) implies that we can choose the subalgebra hc such that
hc = {h ∈ h | 0 = (h|hα) = α(h), for all α ∈ ∆˙(X)}. (Note that if X consists of only one
isotropic root, then hX ⊆ hc, and hc 6= h, since (·|·) is non-degenerate). Then in this case we
have that
[HX ,G
1] = 0⇒ [HX ,K
±
X ] = 0
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and hence
(6.1) U(MX) = U(H
−
X)U(KX)U(H
+
X).
Remark 6.1. Consider MK(λ) ⊆ MM(λ) in the obvious way. Since [H
+
X ,K
−] = 0 and
H+X · 1λ = 0, we have
H+X ·MK(λ) = H
+
X ·U(K
−)⊗U(M+⊕H) Cλ = U(K−)⊗U(M+⊕H) H+X · Cλ = 0.
In particular, H+X acts trivially on MK(λ) (and hence on any subquotient of it).
Proposition 6.2. Suppose λ(K) 6= 0. If a K-module F is a simple subquotient of MK(λ),
and we let H+X · F = 0, then the M-module Ind
M
K⊕H+X
F is a simple subquotient of MM(λ).
Proof. First notice that, if we let H+X act trivially on any K-module V , then, it follows from
(6.1) that
U(M)⊗U(K⊕H+X ) V = U(H
−
X)U(K)U(H
+
X)⊗U(K⊕H+X ) V
= U(H−X)⊗U(K⊕H+
X
) V
asM-modules. ThusU(M)⊗U(K⊕H+X )V is a freeU(H
−
X)-module. Let now N ⊆M ⊆ MK(λ)
be K-submodules such that M/N ∼= F . Consider the two M-submodules of MM(λ) given
by
M¯ := U(M)⊗U(K⊕H+X ) M, N¯ := U(M)⊗U(K⊕H
+
X )
N.
It is easy to see that
M¯/N¯ ∼= U(M)⊗U(K⊕H+X ) (M/N)
∼= U(M)⊗U(K⊕H+X ) F
as M-modules.
It remains to prove that U(M)⊗U(K⊕H+X ) F is a simple M-module. Since F is a simple
subquotient ofMK(λ), there is µ ∈ λ+Q(M) such that F ∼= LK(µ). Let u ∈ U(M)⊗U(K⊕H+
X
)
LK(µ). Then
u =
∑
i,j
ai,jui ⊗U(K⊕H+X ) vj,
where {ui}i∈I is a basis for U(H
−
X), {vj}j∈J is a basis for LK(µ), and ai,j ∈ C. Let vm be
the minimal weight vector for which ai,m 6= 0, for some i ∈ I, and fix ℓ ∈ I such that
aℓ,m 6= 0. Notice that vm ∈ LK(µ)µ−η, for some η ∈ Q(M+). Since aℓ,m 6= 0, and {vj} is
linearly independent, we have that 0 6=
∑
j∈J ′ aℓ,jvj, where J
′ is the set of indexes for which
vj ∈ LK(µ)µ−η. Since LK(µ) a simple K-module, there exists w ∈ U(K)η ⊆ U(K+), such
that w(
∑
j∈J ′ aℓ,jvj) := vµ is a highest weight vector of LK(µ). Moreover, due to the choice
of vm, we have that wvj = 0, for all j /∈ J ′, and wvj ∈ Cvµ for all j ∈ J ′. Hence, since
[K+,H−X ] = 0, we obtain
wu = w
(∑
i,j
ai,jui ⊗U(K⊕H+X ) vj
)
= uℓ ⊗U(K⊕H+X ) w
(∑
j
aℓ,jvj
)
+
(∑
i 6=ℓ
ui
)
⊗U(K⊕H+X )
(∑
j
ai,jwvj
)
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= uℓ ⊗U(K⊕H+X ) vµ +
∑
i 6=ℓ
βiui ⊗U(K⊕H+X ) vµ 6= 0
is an element in U(H−X) ⊗U(K⊕H+X ) vµ. But, by Lemma 5.2, the latter is a simple U(HX)-
module if and only if µ(K) 6= 0, which is the case as µ ∈ λ+Q(M), λ(K) 6= 0, and γ(K) = 0
for all γ ∈ Q(M). Therefore, vµ ∈ U(HX)wu ⊆ U(M)u, and the result follows. 
Corollary 6.3. Suppose λ(K) 6= 0. Then any simple subquotient of MM(λ) is of the form
IndM
K⊕H+X
LK(µ) for some µ ∈ λ+Q(M).
Proof. Any simple subquotient of MM(λ) is of the form LM(µ), for some µ ∈ λ+Q(M). By
the proof of Proposition 6.2, IndM
K⊕H+X
LK(µ) is simple. Then LM(µ) ∼= Ind
M
K⊕H+X
LK(µ). 
Recall that
u± := u±X =
⊕
α∈∆˙±\∆˙(X)
gα.
Lemma 6.4. If α ∈ ∆(u−) is a nonsimple root and y ∈ g−α is nonzero, then there exist
z ∈ gγ with γ ∈ ∆(n+), such that 0 6= [z, y] ∈ u−.
Proof. The proof is done by induction on the rank ρ of g. If ρ = 1, then X = ∅, u± = n±
and hence the result follows.
Assume ρ > 1 and fix Σ˙ = {αi}
ρ
i=1, a distinguished set of simple roots. Recall the dis-
tinguished Dynkin diagram associated to this choice and the enumeration of such a diagram
(see [FSS00, pg. 343 - 360]). Write α = −
∑
niαi, and define Supp(α) := {αi ∈ Σ˙ | ni 6= 0}.
If Supp(α) 6= Σ˙, then α belongs to a subalgebra of g with smaller rank, and the result follows
by induction. Suppose then Supp(α) = Σ˙, that is, ni > 0 for all i. Now the proof can be
completed case by case. We leave the details for the reader. 
Remark 6.5. Although in this section we are assuming that the set X does not have a
connected component consisting of only one isotropic odd root, for the proof of Lemma 6.4
we do not use this fact.
Now we reproduce the ordered basis for L(g) given in [Cox94]. Let λ, µ ∈ H∗, we say
λ > µ if and only if λ − µ ∈ Q(N+) =
∑
α∈P (Σ˙,X) Z≥0α. For each α ∈ ∆˙
+(Σ˙), one can
find nonzero vectors zα ∈ gα, z−α ∈ g−α and hα ∈ h such that [zα, z−α] = hα. Each such
triple generate a subalgebra of g which is isomorphic to either sl(2), osp(1, 2) or sl(1, 1). In
particular, if we recall that h0 denotes the identity matrix Im,n of gl(m,n), then we have
C = {zα, z−α | α ∈ ∆˙
+(Σ˙)} ∪ {hi := hαi | αi ∈ Σ˙} is a basis of g if g 6= gl(m,n),
C = {zα, z−α | α ∈ ∆˙
+(Σ˙)} ∪ {hi := hαi , h0 | αi ∈ Σ˙} is a basis of gl(m,n).
Let {xj}dimm
+
j=1 ⊆ C be a basis of m
+ and {xj}
j=−1
− dimm− ⊆ C be a basis of m
−. Let us now
order m as follows
(a) If xi ∈ gβi and xj ∈ gβj , with βi < βj , then i < j.
(b) If xi ∈ gβi, then x−i ∈ g−βi.
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We define xi < xj if i < j. Next let {yj}dim u
+
j=1 ⊆ C be a basis of u
+ and {yj}
j=−1
−dim u− ⊆ C
be a basis of u− and order these basis as above. Therefore we define a totally order on our
basis C by setting
u− < m− < hi < hj < m
+ < u+,
where 1 ≤ i < j ≤ dim h. Notice that the order relation above is compatible with the partial
order on g induced by ∆˙+(Σ˙).
Let us now give an order for a basis of L(g). First consider the basis B(L(g)) = {z(m) |
z ∈ C,m ∈ Z} of L(g). Define a total order on B(L(g)) by setting
z(m) < w(n),
if either m < n or m = n and z < w.
Consider the multi-index notation: for r ∈ Z≥1, we set
(i,m,p) = (i1, . . . , ir, m1, . . . , mr, p1, . . . , pr) ∈ Z3r,
and define
y¯ = yi,m,p = yi1(m1)
p1 · · · yir(mr)
pr ∈ U(U−).
Since B(U−) = {yj(m) | m ∈ Z} is a basis for U−, by PBW Theorem, U(U−) has a basis
given by
B(U(U−)) = {y¯ = yi,m,p | yij(mj) < yij+1(mj+1), yij (mj) ∈ B(U
−)}.
We say that y¯ = 0 if some pi < 0 and that y¯ = 1, if pi = 0 for all i = 1 . . . , r. For an element
z¯ = zi1(m1)
p1 · · · zir(mr)
pr ∈ U(U), we define
z¯jˆ = zi1(m1)
p1 · · · zij (mj)
pj−1 · · · zir(mr)
pr
z¯jˆ ℓˆ = zi1(m1)
p1 · · · zij (mj)
pj−1 · · · ziℓ(mℓ)
pℓ−1 · · · zir(mr)
pr , if j 6= ℓ
z¯jˆ ℓˆ = zi1(m1)
p1 · · · zij (mj)
pj−2 · · · zir(mr)
pr , if j = ℓ.
Let U(U−)(p) be the subspace of U(U
−) spanned by all y¯ in B(U(U−)) with degree
≤ p (here deg(y¯) =
∑
pi). Set also U(U−)(p) = 0, if p < 0. It is clear that U(U
−) =∑
p≥0U(U
−)(p). If u ∈ U(U−)(p) and u /∈ U(U−)(p−1), then we say u has degree p. If
y¯ ∈ U(U−)(p) and y¯
′ ∈ U(U−)(q), with p < q, then we say y¯ < y¯
′. Now we order the
monomials in U(U−)(p) reverse lexicographically (with respect to (i,m,p)). Therefore we
have a total order on U(U−). With respect to such an order, we have for instance:
y−2(10) < y−1(2)
3y−3(4)
2 < y−1(2)y−3(4)
4.
If V is anM-module with totally ordered basis {vj}j∈J , then
IndGM V
∼= U(U−)⊗C V
has basis consisting of elements of the form y¯vj . Order this basis lexicographically: y¯vi < y¯
′vj
if either y¯ < y¯′ or if y¯ = y¯′ and i < j.
For a nonzero element
u =
∑
aii,m,pyi,m,pvi, where a
i
i,m,p ∈ C,
we define
LinSpan(u) = Span{yi,m,pvi | a
i
i,m,p 6= 0}.
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Before stating the next result, define
Jc =Jc(z, y¯) = {1 ≤ j ≤ r | [yij , z] ∈ u
+ ⊕m}
J− =J−(z, y¯) = {1 ≤ j ≤ r | [yij , z] ∈ u
−}
J l− =J
l
−(z, y¯, e) = {j ∈ J− | yij (mj) ≥ [z, yij ](e+mj)}
Jr− =J
r
−(z, y¯, e) = {j ∈ J− | yij (mj) < [z, yij ](e +mj)}.
The next result is an adaptation of [Cox94, Lemma 4.3] to the super setting.
Lemma 6.6. Suppose that λ(K) 6= 0 and let N be a subquotient of MM(λ). Let 0 6= v ∈ N ,
z ∈ g, e ∈ Z, and y¯ = yi1(m1)
p1 · · · yir(mr)
pr , with deg y¯ ≥ 1. If either z ∈ u+ and e≪ 0, or
e≫ 0 and z ∈ m+, then
z(e)y¯v ≡
∑
j∈J l
−
(−1)S1j pj [z, yij ](mj + e)y¯
jv +
∑
j∈Jr
−
∪Jc
(−1)S1j pj y¯
j[z, yij ](mj + e)v
+
∑
j∈J l
−
\{1}
(−1)S1jS2jS3j
j−1∑
η=1
pηpj[yiη , [z, yij ]](e +mj +mη)y¯
jˆηˆv
+
∑
j∈Jr
−
∪Jc\{r}
(−1)S1jS2jS3j
r∑
η=j+1
[[z, yij ], yiη ](e +mj +mη)y¯
jˆηˆv
+
∑
1≤j≤r
(−1)S1jS2j
pj(pj − 1)
2
[yij , [z, yij ]](2mj + e)y¯
jˆjˆv mod U(U−)(p−2) ⊗N.
where p =
∑
pi, and Sij depends on the parity of yij and z.
Proof. Let x0 = 1 for any x ∈ U(G) and if the index set in the summation above is empty,
then we take the summation to be zero.
Notice that
z(e)yi1(m1)
p1 · · · yir(mr)
pr
=
r∑
j=1
(−1)S1j
pj−1∑
ℓ=0
yi1(m1)
p1 · · · yij(mj)
ℓ[z, yij ](e+mj)yij(mj)
pj−ℓ−1 · · · yir(mr)
prv
+ (−1)r|z|yi1(m1)
p1 · · · yir(mr)
prz(e).
Hence, if either z ∈ u+ and e≪ 0, or e≫ 0 and z ∈ m+, then z(e)v = 0, and we get that
z(e)y¯v =
( r∑
j=1
(−1)S1j
pj−1∑
ℓ=0
yi1(m1)
p1 · · · yij(mj)
ℓ[z, yij ](e +mj)yij(mj)
pj−ℓ−1 · · · yir(mr)
prv
)
=
∑
i∈J l
−
(−1)S1j
(pj−1∑
ℓ=0
[z, yij ](mj + e)y¯
jˆv
+ (−1)S2j [yi1(m1)
p1 · · · yj(mj)
ℓ, [z, yij ](mj + e)]yj(mj)
pj−ℓ−1 · · · yIr(mr)
prv
)
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+
∑
i∈Jr
−
∪Jc
(−1)S1j
(pj−1∑
ℓ=0
y¯ jˆ[z, yij ](mj + e)v
+ (−1)S2j yi1(m1)
p1 · · · yj(mj)
ℓ[[z, yij ](mj + e), yj(mj)
pj−ℓ−1 · · · yIr(mr)
pr ]v
)
≡
∑
j∈J l
−
(−1)S1j pj[z, yij ](mj + e)y¯
jv +
∑
j∈J l
−
(−1)S1jS2j
pj(pj − 1)
2
[yij , [z, yij ]](2mj + e)y¯
jˆjˆv
+
∑
j∈J l
−
\{1}
(−1)S1jS2jS3j
j−1∑
η=1
pηpj [yiη , [z, yij ]](e +mj +mη)y¯
jˆηˆv
+ (−1)S1j
∑
i∈Jr
−
∪Jc
pj y¯
j[z, yij ](mj + e)x¯
+
∑
j∈J l
−
∪Jc
(−1)S1jS2j
pj(pj − 1)
2
y¯ jˆjˆ[[z, yij ], yij ](2mj + e)v
+
∑
j∈Jr
−
∪Jc\{r}
(−1)S1jS2jS3j
r∑
η=j+1
[[z, yij ], yiη ](e +mj +mη)y¯
jˆηˆv mod U(U−)(p−2) ⊗N.

Let N be a simple subquotient of MM(λ). If λ(K) 6= 0, then by Corollary 6.3, N is a free
U(H−X)-module with basis {wξ}ξ∈Ξ consisting of weight vectors. Let {vη}η∈Γ be a basis of
weight vectors of U(H−X). Then B = {vηwξ | (η, ξ) ∈ Γ × Ξ} is a basis of weight vectors of
N . Set I := Γ× Ξ, and for any i = (ξ, η) ∈ I we associate the vector xi = vηwξ. Since the
set of weights of N is contained in the coset λ−Q(M+), we can order the basis B so that
(6.2) if xi has weight λi and if λi > λj, then i > j.
Now consider two finite sets J and S, where J ⊆ I and {mr}r∈S ⊆ Z such that mr 6= ms
if r 6= s. For a pair (j, r) ∈ J × S, we pick xj = vηwξ ∈ B, and we choose e≪ 0, such that
h(e +mr) commutes with vη (since no central term appear) for any h ∈ hX . Then, we can
write
h(e +mr)xj =
∑
ξ′
aξ′vηwξ′, where aξ′ ∈ C.
Moreover, if (i, s) ∈ J × S is another pair, then for any z ∈ h⊥X we can find e ≪ 0 so that
z(e +ms)xi ∈ B. In particular, we have the following lemma.
Lemma 6.7. With the above notation, if we choose e≪ 0, then
z(e +ms)xi /∈ Span{z(e +mr)xj , h(e+mr)xj | (i.s) 6= (j, r), (j, r) ∈ J × S}.
Recall that P = P (Σ˙, ∅) ∪ 〈{−X} ∪ {±δ}〉 ⊆ ∆ is a parabolic set,
G = U− ⊕M⊕U+ and P =M⊕U+,
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that for any M-module F we have defined the generalized Verma type module MP(F ) :=
IndGM(F ), where U
+ · F = 0, and that in this section we are assuming that:
X does not have a connected component consisting of only one isotropic odd root.
Proposition 6.8. Suppose that λ(K) 6= 0, and let N be a subquotient of MM(λ) with a basis
B satisfying (6.2). Then any non-zero submodule of MP(N) intersects 1⊗N non-trivially.
Proof. It is sufficient to prove that if 0 6= u ∈ MP(N)λ−β for some β ∈ Q(N+) \ Q(M+),
then there exists α ∈ Q(n+) \ Q(m+), p ∈ Z and Y ∈ U(N+)α+pδ such that Y u 6= 0.
With Lemmas 6.4, 6.6 and 6.7 on hand, the proof follows the same steps as that of [Cox94,
Proposition 4.5].

The next theorem gives a criterion of simplicity for the generalized Verma type module
MP(N) with a nonzero central charge, which is the main result of this paper.
Theorem 6.9. Suppose that λ(K) 6= 0, and let N be a subquotient of MM(λ). Then MP(N)
is a simple G-module if and only if N is a simple M-module.
Proof. If N ′ ⊆ N is a proper M-submodule of N , then it is standard to see that MP(N ′) is
a proper G-submodule of MP(N).
Conversely, notice that the degree zero component of MP(N) ∼= U(U
−)⊗N with respect
to the PBW filtration induced by U(U−) is given by N . In particular, MP(N)λ−β 6= Nλ−β
if and only if β ∈ Q(N+) \Q(M+). Let U be a submodule of MP(N). Then U is a weight
module, and U 6= 0 implies that Uλ−β 6= 0, for some β ∈ Q(N+). If β ∈ Q(M+), then
Uλ−β ⊆MP(N)λ−β = N.
Since N is simple, this implies that U =MP(N). On the other hand, if β ∈ Q(N+)\Q(M+),
then one can apply Proposition 6.8 inductively to obtain Uλ−γ 6= 0, for some γ ∈ Q(M+).
Thus we are back to the previous case and the result is proved. 
Theorem 6.9 gives us some corollaries for the non-isotropic case.
Corollary 6.10. Let B be the Borel subalgebra associated to P (Σ˙, X). Then the G-module
MB(λ) is simple if and only if λ(K) 6= 0 and MK(λ) is a simple K-module.
Proof. Recall that B = H⊕N+ = (H⊕M+)⊕ U+, and that P =M⊕U+. Then
MP(MM(λ)) = Ind
G
P(Ind
M
(H⊕M+)⊕U+ Cλ) = Ind
G
B Cλ =MB(λ).
Now recall thatM = H−X ⊕K⊕H
+
X and [HX ,K
±] = 0. Hence, if λ(K) = 0, then, for any
h ∈ h⊥X , we have that h(−m) · MK(λ) generates a proper M-submodule of MM(λ). Thus
MM(λ) is not a simpleM-module and one implication follows from Theorem 6.9. Conversely,
if MK(λ) is a simple K-module and λ(K) 6= 0, then it follows from Proposition 6.2 that
MM(λ) is a simple M-module. Thus the result follows from Theorem 6.9. 
In particular, for X = ∅ we immediately have
Corollary 6.11. Suppose that X = ∅. Then MB(λ) is simple if and only if λ(K) 6= 0.
Proof. If X = ∅, then M equals to the Heisenberg Lie algebra H. Now the result follows
from Lemma 5.2. 
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6.2. The cases: sl(n, n)̂ and psl(n, n)̂. In this section, we fix the following notation
Ggl = gl(n, n)
̂, Gsl = sl(n, n)
̂ and Gpsl = psl(n, n)
̂.
we also denote the subalgebras H, B, K, M, U , P of Ggl by Hgl, Bgl, Kgl, Mgl, Ugl, Pgl,
respectively. In particular, these subalgebras induce (via intersection) subalgebras Hsl, Bsl,
Ksl, Msl, Usl, Psl of Gsl. Notice that
Hgl = Hsl ⊕ Ce11, Bgl = Bsl ⊕ Ce11, Kgl = Ksl ⊕ Ce11,
Mgl =Msl ⊕ L(Ce11) and Ugl = Usl,
where e11 denotes the elementary matrix with 1 at the position (1, 1) and zeros elsewhere.
Similarly, the subalgebras Hsl, Bsl, Ksl, Msl, Usl, Psl of Gsl induce (via the canonical pro-
jection π : Gsl → Gpsl) subalgebras Hpsl, Bpsl, Kpsl,Mpsl, Upsl, Ppsl of Gpsl. In particular, the
only difference among these Lie subalgebras is their Cartan subalgebra.
Next we notice that any Ggl-module M can be regarded as an Gsl-module via restriction.
Conversely, let MBsl(λ) (resp. MMsl(FKsl)) be a Verma (res. generalized standard Verma)
type Gsl-module, where FKsl = LKsl(ν) is a subquotient of some standard Verma Ksl-module.
Then we consider the Verma type module MBgl(λ
′), where λ′ ∈ Hgl is any extension of λ,
and the generalized standard Verma module MMgl(FKgl)-module, where FKgl = LKgl(ν
′), is
a subquotient of a standard Verma Kgl-module with ν ′ extending ν.
Theorem 6.12. Suppose that λ(K) 6= 0, and let N be a subquotient of MMsl(λ). Then
MPsl(N) is a simple Gsl-module if and only if N is a simple Msl-module.
Proof. Let NMsl be a simple subquotient of MMsl(λ). Then, by Proposition 6.2 (it can be
checked that it still holds for Gsl), NMsl
∼= MMsl(FKsl), where FKsl is a simple subquotient of
MKsl(λ). It is clear that FKgl is a simple Kgl-module. In particular, again by Proposition 6.2,
NMgl = MMgl(FKgl) is simple, and hence, by Theorem 6.9, MPgl(NMgl) is a simple Ggl-
module. Of course MPsl(NMsl) can be embedded into MPgl(NMgl). Then, for any element
m ∈ MPsl(NMsl) \ NMsl there is u ∈ U(M
+
gl ⊕ U
+
gl ) such that 0 6= um ∈ NMsl. But notice
that U(M+gl ⊕ U
+
gl ) = U(M
+
sl ⊕ U
+
sl ). In other words, any Gsl-submodule of MPsl(NMsl)
intersects NMsl non-trivially. Since NMsl is simple, it follows thatMPsl(NMsl) is also simple,
and the result follows. 
Any Gpsl-module W can be regarded as a Gsl-module through the canonical projection
π : Gsl → Gpsl. We denote such a Gsl-module by W π.
Corollary 6.13. Suppose that λ(K) 6= 0, and let N be a subquotient of MMpsl(λ). Then
MPpsl(N) is a simple Gpsl-module if and only if N is a simple Mpsl-module.
Proof. Let NMpsl be a simple subquotient ofMMpsl(λ). Then N
π
Mpsl
is a simple subquotient
of MMsl(λ)
π. In particular, MPsl(N
π
Mpsl
) is a simple Gsl-module by Theorem 6.12. Since
MPsl(N
π
Mpsl
) = MPpsl(NMpsl)
π, this implies MPpsl(NMpsl) is simple, as we wanted. 
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7. Isotropic case
Recall that the subalgebra G1 of the Levi component G0, which is given in Theorem 4.2,
may be of the form
G1 =
m⊕
i=1
L(gi)⊕ CK,
where [gi, gj ] = 0 if i 6= j, and some gi is isomorphic to the nilpotent Lie superalgebra
sl(1, 1). In the previous sections we studied some facts about Verma and generalized Verma
type modules that are associated to parabolic sets for which X does not contain a connected
component consisting of one isotropic odd root, that is, none of the subalgebras gi of G1 is
isomorphic to sl(1, 1). In this section we consider precisely the case that
X = {α}, where α ∈ Σ˙ is isotropic (i.e. (α|α) = 0).
In particular, we have G1 = L(sl(1, 1))⊕ CK.
Let hc be any subalgebra of h such that h = Chα ⊕ hc. (Since α is isotropic, we always
have that (hα|hc) 6= 0, see Example 4.5). Hence, if we set
HX := CK
⊕
k∈Z\{0}
(hc ⊗ t
k),
then
G0 = HX + G
1, [HX ,G
1] 6= 0 and G1 ∩ HX = CK.
Moreover, as in the previous sections, we consider
K := G1 +H = (L(sl(1, 1))⊕ CK)⊕ hc ⊕ Cd
and
M := G0 +H = K ⊕ HX ,
with standard triangular decompositions
K = K− ⊕H⊕K+, where K± = sl(1, 1)⊗ t±1C[t±1]⊕ Cxα,
and
M =M+ ⊕H⊕M+, where M± = H±X ⊕K
±.
The next result shows that Theorem 6.9 also holds for the isotropic case.
Theorem 7.1. With the above notation, suppose that λ(K) 6= 0, and let N be a subquotient
of MM(λ). Then MP(N) is a simple G-module if and only if N is a simple M-module.
Proof. The proof is similar to the non-isotropic case. Special care should be taken since we
do not have an orthogonal decomposition for the Heisenberg subalgebra in the isotropic case.
Assume that MP(N) is not simple, and let W ⊆ MP(N) be a proper submodule. Pick an
arbitrary nonzero element w ∈ W . We can assume that w is a weight element, and write
w =
∑
i∈I
Zi ⊗ uiv,
where Zi ∈ U(U−)−β−liα+kiδ with β ∈ Q(U
−), ui ∈ U(M−), li, ki integers, and v ∈ N a
highest weight vector. We also assume that all Zi are linearly independent and if β =
∑
njαj
is the decomposition of β in simple roots then αj 6= α for all j in this decomposition. Then
set ht(w) := ht(β) =
∑
nj. If ht(β) > 1 then by Lemma 6.4 we find a nonzero weight
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element in W of height ht(β) − 1. Hence we only need to consider the base of induction:
ht(β) = 1. In this case β is a simple root. If li 6= lj for some i, j then choose a nonzero
xα ∈ gα and e≫ 0. Since xα(e)uiv = 0 for all i, we get
xα(e)w =
∑
[xα, Zi](e)⊗ uiv.
Note that at least one of [xα, Zi](e) ∈ U(U−)−β−(li−1)α+(ki+e)δ is not zero. Again, if
coefficients by α in the remaining terms are not equal then choose e′ ≫ e and apply again
xα(e
′). After finitely many steps we will obtain a nonzero w′ ∈ W ,
w′ =
∑
j∈J
Z ′j ⊗ ujv
for some subset J ⊂ I, where Zj ∈ U(U−)−β−mα+rjδ for some integer m, rj, j ∈ J . Note
that the elements uj, j ∈ J are the same as in w. Then for a nonzero x ∈ gβ+mα and s≪ 0,
we get
x(s)w′ =
∑
j∈J
[x, Z ′i](s)⊗ ujv =
∑
j∈J
h(s+ rj)uiv
for some h ∈ H which is not multiple of hα. Note that x(s)ujv = 0 and s + rj ≪ 0 by the
choice of s for all j. We do not know at this point whether x(s)w′ 6= 0. Choose j0 such that
rj0 < rj for all j ∈ J and consider
h(−s− rj0)x(s)w
′ =
∑
j∈J
h(−s− rj0)h(s+ rj)uiv =
∑
j∈J
[h(−s− rj0), h(s+ rj)]uiv = λ(K)uj0v.
Since λ(K) 6= 0 we conclude that uj0v ∈ W . But uj0v 6= 0, which gives a contradiction since
W is proper and N is simple. The result now follows by induction. 
Corollary 7.2. Let B be the Borel subalgebra associated to P (Σ˙, X). Then the G-module
MB(λ) is simple if and only if λ(K) 6= 0 and MM(λ) is a simple M-module.
Proof. This follows from Theorem 7.1 along with the fact that
MP(MM(λ)) ∼= MB(λ).

7.1. Natural Verma sl(1, 1)̂-modules. In this section we study some facts about natural
Verma modules over the Lie superalgebra K = (L(sl(1, 1))⊕ CK)⊕ hc ⊕ Cd.
Notice that the root system of K is P0 = {±α ± nδ, ±kδ | n ∈ Z≥0, k ∈ Z>0}. Then, a
natural partition of P0 is given by
P0,nat := {α± nδ, kδ | n ∈ Z≥0, k ∈ Z>0}.
As usual, let
Bnat = H⊕
⊕
γ∈P0,nat
Kγ = H⊕ L(Cxα)⊕ (hα ⊗ tC[t]).
Fix ζ ∈ H∗, and let MBnat(ζ) be the Verma module of K associated to ζ and Bnat. By PBW
Theorem,
MBnat(ζ)µ 6= 0 then µ ∈ {ζ − kα + ℓδ, ζ − nδ | k ∈ Z>0, ℓ ∈ Z, n ∈ Z≥0}.
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Remark 7.3. Unlike the Lie algebra case, and also the other cases of g that we considered in
previous sections (see Corollary 6.11), the next result shows that the natural Verma module
MBnat(ζ) is not simple for any ζ ∈ H
∗:
Proposition 7.4. MBnat(ζ) is not simple for any ζ ∈ H
∗.
Proof. This follows from the fact that U(hα ⊗ t−1C[t−1]) is in the center of L(sl(1, 1)). 
Let V (ζ) denote the unique simple quotient ofMBnat(ζ). The next results contain relations
that will be useful in this section.
Lemma 7.5. Let m, ℓ1, . . . , ℓn ∈ Z such that ℓi 6= ℓj for all i 6= j. Then the following
equation holds in V (ζ).
xα(m)x−α(ℓ1) · · ·x−α(ℓn)1ζ =
n∑
i=1
(−1)i+1(hα(m+ ℓi) +mδm,−ℓi(xα|x−α)K)x−α(ℓ1) · · · x̂−α(ℓi) · · ·x−α(ℓn)1ζ ,
where the symbol x̂−α(ℓi) means that we are omitting this term from the summation. In
particular, If m 6= −ℓi for all i = 1, . . . , n, then
xα(m)x−α(ℓ1) · · ·x−α(ℓn)1ζ = 0.
If m = −ℓj for a unique j = 1, . . . , n, then
xα(m)x−α(ℓ1) · · ·x−α(ℓn)1ζ
= (−1)j+1(hα − ℓj(xα|x−α)K)x−α(ℓ1) · · · x̂−α(ℓj) · · ·x−α(ℓn)1ζ
= (−1)j+1ζ(hα − ℓj(xα|x−α)K)x−α(ℓ1) · · · x̂−α(ℓj) · · ·x−α(ℓn)1ζ.
Proof. By the proof of Proposition 7.4, we know that hα(k)1ζ = 0, for every k ∈ Z \ {0}.
Now the result follows from the fact that xα(m)1ζ = 0, for all m ∈ Z, the elements of
L(Chα)⊕ CK commute with every element in g, and the fact that
xα(m)x−α(ℓi) = hα(m+ ℓi) +mδm,−ℓi(xα|x−α)K − x−α(ℓi)xα(m),
for every i = 1, . . . , n. 
Corollary 7.6. Let ℓ1, . . . , ℓn ∈ Z such that ℓi 6= ℓj for all i 6= j. Then the following
equations hold in V (ζ).
(a) Let t ∈ Z>0, andm1, . . . , mt ∈ Z. If there exists some j = 1, . . . , t, for whichmj 6= −ℓi
for all i = 1, . . . , n, then
xα(m1) · · ·xα(mt)x−α(ℓ1) · · ·x−α(ℓn)1ζ = 0.
(b) If t ≤ n, then
xα(−ℓt) · · ·xα(−ℓ1)x−α(ℓ1) · · ·x−α(ℓn)1ζ
=
n∏
i=1
ζ(hα − ℓi(xα|x−α)K)x−α(ℓt+1) · · ·x−α(ℓn)1ζ .
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In particular,
xα(−ℓn) · · ·xα(−ℓ1)x−α(ℓ1) · · ·x−α(ℓn)1ζ =
n∏
i=1
ζ(hα − ℓi(xα|x−α)K)1ζ .
(c) If t > n, then
xα(m1) · · ·xα(mt)x−α(ℓ1) · · ·x−α(ℓn)1ζ = 0,
for all m1, . . . , mt ∈ Z.
For every ℓ ∈ Z and every n ∈ Z>0, we define
Zn(ℓ) = {(ℓ1, . . . , ℓn) ∈ Zn | ℓi 6= ℓj , ℓ1 + · · ·+ ℓn = ℓ}.
Next result characterizes the support of V (ζ).
Proposition 7.7. Let ℓ ∈ Z and n ∈ Z≥0. Then V (ζ)ζ−nα+ℓδ = 0 if and only if
n∏
i=1
ζ(hα − ℓi(xα|x−α)K) = 0,
for every (ℓ1, . . . , ℓn) ∈ Zn(ℓ).
Proof. By the proof of Proposition 7.4, hα(−ℓ)1ζ = 0, for every ℓ ∈ Z>0. Then, by PBW
Theorem,
V (ζ)ζ−nα+ℓδ = spanC{x−α(ℓ1) · · ·x−α(ℓn)1ζ | (ℓ1, . . . , ℓn) ∈ Z
n(ℓ)}.
Since
(7.1)
(xα(m) + hα(k))x−α(ℓ)1ζ = xα(m)x−α(ℓ)1ζ
= ζ(hα(m+ ℓ) +mδm,−ℓ(xα|x−α)K)1ζ,
for anym ∈ Z, k ∈ Z>0, we obtain that V (ζ)ζ−α+ℓδ 6= 0 if and only if ζ(hα−ℓ(xα|x−α)K) 6= 0.
We claim that V (ζ)ζ−nα+ℓδ 6= 0 if and only if there exist an element (ℓ1, . . . , ℓn) ∈ Zn(ℓ) such
that
n∏
i=1
ζ(hα − ℓi(xα|x−α)K) 6= 0.
Indeed, it follows from Corollary 7.6 that, if such a (ℓ1, . . . , ℓn) ∈ Zn(ℓ) does exist, then
x−α(ℓ1) · · ·x−α(ℓn)1ζ 6= 0, and V (ζ)ζ−nα+ℓδ 6= 0.
Conversely, suppose that such a (ℓ1, . . . , ℓn) ∈ Zn(ℓ) does not exist. Then, for any
(ℓ1, . . . , ℓn) ∈ Zn(ℓ) there exists s ∈ {1, . . . , n} such that ζ(hα − ℓs(xα|x−α)K) = 0. In
particular, by the n = 1 case discussed above, we have
x−α(ℓs)1ζ ∈ V (ζ)ζ−α+ℓsδ = 0.
By PBW Theorem
U(L(Cx−α)) ∼= Λ(L(Cx−α)),
where Λ(L(Cx−α)) denotes the exterior algebra associated to the loop space L(Cx−α). Hence
x−α(ℓ1) · · ·x−α(ℓn)1ζ = −x−α(ℓ1) · · ·x−α(ℓs−1)x−α(ℓn)x−α(ℓs+1) · · ·x−α(ℓs)1ζ = 0,
showing that V (ζ)ζ−nα+ℓδ = 0. 
Corollary 7.8. Let ℓ ∈ Z. If ζ 6= 0, then V (ζ)ζ−nα+ℓδ 6= 0 for all n ≥ 2.
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Proof. It follows from the fact that | ker(ζ)∩ {hα+CK}| = 1 along with the fact that there
exist two elements (ℓ1, . . . , ℓn), (ℓ
′
1, . . . , ℓ
′
n) in Z
n(ℓ) such that ℓi 6= ℓ′j for all i, j = 1, . . . , n. 
Corollary 7.9. If ζ 6= 0, then V (ζ) is infinite-dimensional. If ζ = 0, then V (ζ) = C1ζ.
Acknowledgment
L.C. is supported in part by the Capes grant (88881.119190/2016-01) and by the PRPq
grant ADRC-05/2016. V.F. is supported by the CNPq grant (304467/2017-0). The second
author is grateful to Ivan Dimitrov and Duncan Melville for many stimulating discussions.
References
[Cox94] B. Cox. Verma modules induced from nonstandard Borel subalgebras. Pacific J. Math., 165(2):269–
294, 1994.
[DFG09] I. Dimitrov, V. Futorny, and D. Grantcharov. Parabolic sets of roots. In Groups, rings and group
rings, volume 499 of Contemp. Math., pages 61–73. Amer. Math. Soc., Providence, RI, 2009.
[DMP04] I. Dimitrov, O. Mathieu, and I. Penkov. Errata to: “On the structure of weight modules”
[Trans. Amer. Math. Soc. 352 (2000), no. 6, 2857–2869; mr1624174]. Trans. Amer. Math. Soc.,
356(8):3403–3404, 2004.
[ERF09] S. Eswara Rao and V. Futorny. Integrable modules for affine Lie superalgebras. Trans. Amer.
Math. Soc., 361(10):5435–5455, 2009.
[FK02] D. Fattori and V. Kac. Classification of finite simple Lie conformal superalgebras. J. Algebra,
258(1):23–59, 2002. Special issue in celebration of Claudio Procesi’s 60th birthday.
[FS93] V. Futorny and H. Saifi. Modules of Verma type and new irreducible representations for affine
Lie algebras. In Representations of algebras (Ottawa, ON, 1992), volume 14 of CMS Conf. Proc.,
pages 185–191. Amer. Math. Soc., Providence, RI, 1993.
[FSS00] L. Frappat, A. Sciarrino, and P. Sorba. Dictionary on Lie algebras and superalgebras. Academic
Press, Inc., San Diego, CA, 2000.
[Fut92] V. Futorny. The parabolic sets of root system and corresponding representations of affine Lie
algebras. Contemporary Math., 131(Part 2):45–52, 1992.
[Fut94] V. Futorny. Imaginary Verma modules for affine Lie algebras. Canad. Math. Bull., 37(2):213–218,
1994.
[Fut97] V. Futorny. Representations of affine Lie algebras, volume 106 of Queen’s Papers in Pure and
Applied Mathematics. Queen’s University, Kingston, ON, 1997.
[JK89] P. Jakobsen and V. Kac. A new class of unitarizable highest weight representations of infinite-
dimensional Lie algebras. II. J. Funct. Anal., 82(1):69–90, 1989.
[Kac78] V. Kac. Representations of classical Lie superalgebras. In Differential geometrical methods in math-
ematical physics, II, (Proc. Conf., Univ. Bonn, Bonn, 1977), volume 676 of Lecture Notes in Math.,
pages 597–626. Springer, Berlin, 1978.
[KW94] V. Kac and M. Wakimoto. Integrable highest weight modules over affine superalgebras and number
theory. In Lie theory and geometry, volume 123 of Progr. Math., pages 415–456. Birkha¨user Boston,
Boston, MA, 1994.
[KW01] V. Kac and M.Wakimoto. Integrable highest weight modules over affine superalgebras and Appell’s
function. Comm. Math. Phys., 215(3):631–682, 2001.
[Ser11] V. Serganova. Kac-Moody superalgebras and integrability. In Developments and trends in infinite-
dimensional Lie theory, volume 288 of Progr. Math., pages 169–218. Birkha¨user Boston, Inc.,
Boston, MA, 2011. DOI: 10.1007/978-0-8176-4741-4_6.
HIGHEST WEIGHT MODULES FOR AFFINE LIE SUPERALGEBRAS 29
Departamento de Matemtica, Instituto de Cieˆncias Exatas, UFMG, Belo Horizonte, Mi-
nas Gerais, Brazil, 30.123-970
E-mail address : lhcalixto@ufmg.br
IME-USP, Caixa Postal 66281, CEP 05315-970, Sa˜o Paulo, Brazil
E-mail address : futorny@ime.usp.br
