ABSTRACT This paper presents a new, systematic method of synthesizing an output feedback adaptive controller for a class of uncertain, non-square multi-input/multi-output systems. The control design process consists of first designing an inner-loop controller for a reduced order plant model to enforce command tracking of selected inner-loop variables, with an adaptive element used to accommodate parametric uncertainties in the plant. Once this inner-loop control design is complete, an outer-loop is then designed, which prescribes the inner-loop commands to enforce command tracking of selected outer-loop variables. The main challenge that needs to be addressed when designing the inner-loop controller is the determination of a corresponding square and strictly positive real transfer function. This is accomplished by appropriate selection of two gain matrices that allow the realization of such a transfer function, thereby allowing a globally stable adaptive output feedback law to be generated. The outer-loop controller is designed around the plant with existing adaptive inner-loop controller such that global stability of the closed-loop system is guaranteed. The design of the outer-loop uses components of a closed-loop reference model in a judicious manner which enables a modular approach, without requiring any re-design of the inner-loop controller. In addition, this architecture facilitates the use of an additional state-limiter to enforce desired limits on the state variables. A numerical example based on a scramjet powered, generic hypersonic vehicle model is presented, demonstrating the efficacy of the proposed control design.
I. INTRODUCTION
Dividing a control system into a hierarchical structure with inner and outer-loops has many benefits, both in aerospace and other control applications. Significant knowledge exists around how to design many of the inner-loop controllers that provide stability and robustness to the closed-loop system, and the limiting of inner-loop commands is facilitated by this hierarchical structure in which these commands are explicitly calculated by the outer-loop.
Obtaining accurate values of the system parameters can be challenging, thus making the process of designing a stabilizing controller more challenging as well. This has led to an increased use of adaptive techniques to solve control problems, with great success [1] , [2] . However, many such adaptive controllers have previously focused only on the problem of inner-loop control [3] - [9] , enabling the design of lower order controllers to provide stability in the presence of uncertainties. In these and many other cases outer-loops were typically not designed. In aerospace applications, the design of the guidance laws around vehicles with adaptive inner loops is typically accomplished using ad-hoc methods, with stability and performance of the closed-loop system only verified through simulation.
An alternative to the multi-loop design approach described above is to use a higher order model to represent the vehicle dynamics, and design guidance and control laws simultaneously. The result is a more complex controller with a greater number of integrators and adaptive parameters. In [10] an adaptive controller was designed for a linear system which represents the longitudinal dynamics of a hypersonic vehicle. The controller used feedback from all five state variables to each of the three inputs, with additional feed forward terms, resulting in 24 adaptive parameters.
Other approaches have used sequential loop closure on higher order nonlinear models. In [11] the non-minimum phase dynamics typically associated with the transfer function from an aircraft's elevator input to the altitude were overcome by the addition of a canard, which would be practically impossible to implement on a hypersonic vehicle due to the effects that aerodynamic heating would have on such a forward control surface. In [12] a canard is no longer used, and the resulting unstable zero dynamics associated with regulating flight path angle using the elevator input are overcome using a non-adaptive dynamic inversion controller with a low gain outer loop and saturation functions. Reference [13] uses an adaptive dynamic inversion inner-loop control law, with a parameter identification algorithm which requires the state derivative be measurable. The outer-loop is closed using sequential loop closure, but no stability proof is provided to ensure stability of the overall closed-loop system.
The main contribution of this paper is the design of an outer-loop controller which prescribes commands to an inner-loop adaptive controller such as those described in [2] and [4] - [7] . Specifically, this outer-loop controller does not require the inner-loop controller be redesigned, guarantees stability of the closed-loop system, and incorporates a state limiter, allowing the inner and outer-loop command signals to be modified as necessary to limit the evolution of the state trajectories to within a certain prescribed region within the state space.
In the following section the control problem is formulated with a general structure applicable to a wide class of systems.
II. PRELIMINARIES
The following well-known lemma gives necessary and sufficient conditions to ensure that the system (A, B, C, 0) is strictly positive real (SPR).
Lemma 1 (Kalman-Yakubovic): Given the strictly proper transfer matrix G(s) with stabilizable and detectable realization (A, B, C, 0), where A ∈ R n×n is asymptotically stable, B ∈ R n×m and C ∈ R m×n , then G(s) is SPR if and only if
there exists a P = P > 0 such that A P + PA < 0
(1)
Proof: The proof can be found in [14] . Corollary 1: There exists a matrix P = P > 0 that satisfies (2) if and only if CB = (CB) > 0
Furthermore, when (3) holds, all solutions of (2) are given by
where X = X > 0 is arbitrary and B ⊥ ∈ R n×(n−m) . Proof: The proof can be found in [15] .
Lemma 2 (Matrix Elimination): Given
where G ∈ R n×n , C ∈ R p×n , and P = P ∈ R n×n is full rank, an L ∈ R n×p exists which satisfies (5) if and only if the following inequality holds
where C ⊥ ∈ R n×(n−p) satisfies CC ⊥ = 0. Proof: The proof can be found in [16] .
III. CONTROL PROBLEM FORMULATION
Consider the following uncertain linear time-invariant system ẋ p (t) x g (t)
= A p + B p p B gd B gp A g x p (t)
where A p ∈ R n p ×n p , A g ∈ R n g ×n g , B p ∈ R n p ×m , B gp ∈ R n g ×n p , B gd ∈ R n p ×n g , C p ∈ R p ×n p , C g ∈ R g ×n g , C pz ∈ R n ep ×n p , C gz ∈ R n eg ×n g , and D pz ∈ R n ep ×m are known matrices. The nonsingular matrix ∈ R m×m , and p ∈ R n p ×m , which represents constant matched uncertainty weights that enter the system through the columns of B p , are unknown. The measured outputs are given by y p (t) and y g (t), and the regulated outputs z p (t) and z g (t) correspond to particular outputs for which tracking of command signals z p,cmd (t) and z g,cmd (t), respectively, is desired. The number of regulated outputs cannot exceed the number of inputs, that is n ep ≤ m. Ultimately, the control goal is to design u(t) in (6) so that z g (t) tracks z g,cmd (t).
IV. INNER LOOP CONTROL DESIGN
For systems represented by (6) , x p represents the inner-loop, and x g the outer-loop state variables. An inner-loop controller is designed by neglecting the outer-loop variables by assuming B gd = 0 givinġ
To satisfy the control goal, the problem is restated as: first design the input u(t) in (7) so that z p (t) tracks z p,cmd (t) with bounded errors in the presence of the uncertainties and p . Then re-introduce the outer-loop dynamics and then design z p,cmd (t) so that z g (t) tracks z g,cmd (t). We make the following assumptions about the form of the system represented in (7) . 
This error state is appended to the plant in (7) leading to the following integral-augmented open-loop dynamicṡ
where A ∈ R n×n , B ∈ R n×m , B cmd ∈ R n×n e , and C ∈ R p×n are the known matrices given by is nonsingular and diagonal with entries of known sign (b) 2 < max < ∞, where max is known F) (A, B, C, 0) is tall: p > m. Remark 1: The system in (7) satisfying Assumption 1A-D when augmented with the integral error state as shown in (9) also satisfies Assumption 1 A-D. In other words, under Assumption 1A-D, integral error augmentation does not destroy controllability, observability, or the rank conditions. Nor does it add any transmission zeros [17] .
Remark 2: Assumptions 1 A and 1 B are standard. Assumption 1 C implies that inputs and outputs are not redundant, as well as a MIMO equivalent of relative degree one. Assumption 1 D is a standard requirement for output feedback adaptive control. Assumption 1 E implies that there is no control reversal and that the uncertainty is bounded. This bound need not be tight, and in practice can be easily selected. Assumption 1 F can be considered without loss of generality as the case of wide systems p < m holds by duality. The case of square systems has been given in [15] .
A. INNER-LOOP CONTROLLER
The underlying problem here is to design a control input u(t) in (9) so that the closed-loop system has bounded solutions and z p (t) tends to z p,cmd (t) with bounded errors in the presence of the uncertainties and . As the ultimate goal is to develop an adaptive controller which in turn requires a reference model, a control design where the reference model has components of an observer as well, is proposed. This inner-loop controller includes a Luenberger observer together with LQR feedback control gains. The resulting reference model is referred to as a closed-loop reference model (CRM) and is given bẏ
Propose the following baseline control law, used to construct the reference model in (10)
where K x is chosen such that A m = A + BK x is Hurwitz. The reference model in (10) becomeṡ
With the reference model constructed using the nominal system, that is (9) with = I and = 0, which contains integral action, guarantees that z pm (t) will track z p,cmd (t) with bounded errors. To accommodate the uncertainty in (7), the nominal controller in (11) is augmented with an adaptive element as
where (t) is to be determined by a suitable update law. Given a system satisfying Assumption 1 and the proposed control architecture, the reference tracking control problem is reduced to selecting the CRM gain L in (12) and update law for (t) in (13).
B. ERROR DYNAMICS AND UPDATE LAW
The state tracking error and parameter error, respectively, are given by e x (t) = x(t) − x m (t) and (t) = (t) − * , where
. The underlying error model can be described aṡ
where e y (t) is the measured output error. Furthermore, select the reference model input r(t) in (14) as
Determining a stable adaptive law for an error model as in (14) relies on properties of an underlying transfer function that is SPR [18] . However, the definition of SPR is restricted to square transfer functions. As such, for these properties to be applicable to the error model in (14) , a suitable static postcompensator S 1 ∈ R m×p has to be chosen such that
where R p (s) denotes the ring of proper rational transfer functions with coefficients in R. It is therefore necessary to introduce a synthetic output error e s (t) as
Using the synthetic output error in (16) in place of the output error, the underlying error model in (14) is modified aṡ
Thus, the design of an output feedback adaptive controller is reduced to selecting matrices S 1 ∈ R m×p and L ∈ R n×p such that the error dynamics in (17) are SPR.
C. SELECTION OF S 1 AND L
The process for selecting S 1 and L in (17) is provided in [6] and [7] . S 1 is solved analytically, and L is found by solving an LMI, which is guaranteed to be feasible by selection of a matrix P x . The conditions to ensure (A + LC + B , B, S 1 C) is SPR are given by
The matrix P x in (18) is given by
where the annihilator matrix N satisfies NB = 0. Unlike [6] , [7] which selected X in (20) as block diagonal, a more general structure of X is the following.
The same procedure is followed to determine L, with X 12 selected such that X 12 N 1 B cmd is full rank, where N 1 is given in [6] and [7] , and X 11 selected such that
With S 1 and L selected according to [6] and [7] , the error dynamics in (17) are made SPR, allowing the following update law be useḋ
Global stability is proved using the following Lyapunov function.
V e x (t), (t) = e x (t)P x e x (t) + tr | | (t)
The system given by the plant in (9) , reference model in (12) , reference input in (15) , control law in (13) and update law in (22) tracks the inner-loop command z p,cmd (t) with bounded errors.
V. OUTER LOOP CONTROL ARCHITECTURE
This section presents an outer-loop control design for uncertain systems represented in (6) which already have an adaptive inner-loop controller designed as described in Section IV. The outer-loop controller presented in this section is designed around the system with closed adaptive inner loop, uses fixedgains, and guarantees stability of the closed-loop system. The outer-loop uses components of a closed-loop reference model, and generates the appropriate commands for the inner loop z p,cmd (t) such that the outer-loop regulated output z g (t) tracks the desired outer-loop command z g,cmd (t) with bounded errors. While certain features are added to the innerloop controller, this outer-loop design does not require any changes to any of the existing inner-loop control gains. This architecture was first presented in [19] for the case of state feedback. The outer-loop dynamics from (6) are given bẏ
where C g is partitioned as
A. OUTER-LOOP CONTROL ARCHITECTURE
In this section the outer-loop control architecture is presented, and conditions on the selection of the feedback gains to guarantee global stability of the closed-loop system is given. In designing the outer-loop controller, the Assumption that B gd in (7) is zero is relaxed. The inner-loop dynamics in (9) becomeẋ
where B d ∈ R n×n g is given by
To accommodate the B d term in (26) , the inner-loop reference model in (12) is modified aṡ
This modifies the inner-loop error dynamics in (14) aṡ
The reference signals r(t) and z p,cmd (t) in (28) must be generated so that z g (t) in (24) tracks z g,cmd (t). For this additional reference model components are used. VOLUME 5, 2017
B. REFERENCE MODEL DESIGN 1) OUTER-LOOP REFERENCE MODEL
An additional outer-loop reference model is introduced in addition to the inner-loop reference model in (27) aṡ
where L y ∈ R n g ×p , and L g ∈ R n g ×p g . The outer-loop tracking error is given by e g (t) = x g (t) − x gm (t) and the measured outer-loop error by e gy (t) = y g (t) − y gm (t). The goal is to design an outer-loop controller such that lim t→∞ e g (t) = 0, which will thus enforce the outer-loop tracking as desired.
The outer-loop error dynamics are given bẏ
2) FORWARD-LOOP REFERENCE MODEL
Combining the inner-loop reference model in (27) and the outer-loop reference model in (29) , the combined reference model is obtained as
The forward-loop reference model, which generates the reference model input command r(t) from the outer-loop command signal z g,cmd (t) and stabilizes (31), is now designed. Chooseẋ
where the matrices
R n ep ×n g , and D f 3 ∈ R n ep ×n are selected so the closed loop system given by combining (32) and (31) provides steadystate command tracking of z g,cmd (t) by z gm (t) when the errors e y (t) and e gy (t) are zero. Furthermore, set the outer-loop command z g,cmd (t) in (32) equal to the desired outer-loop command z g,cmd (t) as
Set r(t) in (31) using the output from the forward-loop reference model component in (32) as
Substituting the forward-loop controller (32) into (31) gives the followinġ
where the entire reference model statex m (t) ∈ R n+n g +n f is given byx
and whereĀ
Setting the inner-loop reference model command r(t) as in (34) and simplifying (35) giveṡ
whereĀ m ∈ R n+n g +n f ×n+n g +n f andB cmd ∈ R n+n g +n f ×n eg are given bȳ
In addition to (32) selected such thatĀ m in (36) is Hurwitz, it can also be selected such that with with output z gm (t), (36) is a type-1 system with respect to the command z g,cmd (t).
Combining the integral augmented, uncertain inner-loop dynamics in (26) with the outer-loop guidance dynamics (24) and reference model (36), the following system is obtaineḋ
where only the specification of z p,cmd (t) remains to completely specify the control architecture.
C. GENERATING THE INNER-LOOP COMMAND
The command z p,cmd (t) in (15) 
where S g ∈ R n ep ×p g . Combining the inner-loop error dynamics in (28) with z p,cmd (t) given by (38) and (39) and the outer-loop error dynamics in (30) the following inner and outer-loop error dynamics are obtaineḋ
The CRM feedback gains L y , L g , and S g in (40) need to be selected to guarantee global stability of the closed-loop system. Looking at these error dynamics provides a cue as to how stability may be achieved, with L g being used to stabilize the outer-loop error dynamics, and S g and L y used to cancel the error cross-coupling terms. This reduces the error dynamics to standard adaptive error dynamics on the inner-loop, and stable outer-loop error dynamics. The specific requirements for stability of the error dynamics in (40) and the resulting conditions leading to the solutions for S g , L g and L y are provided in the following subsection.
D. CONDITIONS FOR STABILITY
The complete control architecture is specified by the plant and reference model (37), inner-loop command specified by (38) and (39), control input (13) , and update law in (22) . This control architecture can be represented by Fig. 1 below. All that remains to complete the control design is to specify solutions to L y , L g , and S g such that the closed-loop system is stable and the control goal of command tracking is satisfied. The problem is restated as: Find the matrices L y , S g , L g and P g that together satisfy the following conditions
Rearranging (41) and using Lemma 2, the matrices P g and S g must be found satisfying
If S g and P g exist satisfying (43) and (44), then the solution to the outer-loop control problem exists. Once solutions S g and P g are found analytically, an L g satisfying (42) is guaranteed to exist, which can be simply found numerically, as was done to obtain L in the inner-loop design [6] , [7] . With the solutions S g and P g , the solution L y from (41) can then be calculated. So the problem that remains is to find S g and P g satisfying (43) and (44). The existence of solutions to (43) is dependent on the sizes of the matrices, as described in the following cases.
1) CASE I: n − p = n ep
This case corresponds to the number of inner-loop regulated outputs n ep being equal to the number of unmeasured innerloop states, given by n − p. For S g to exist satisfying (43), P g must exist satisfying
2) CASE II: n − p < n ep
This case corresponds to the number of inner-loop regulated outputs n ep , being greater than the number of unmeasured inner-loop states, given by n − p. For S g to exist satisfying (43), P g must exist satisfying
Once P g satisfying (47) is found, S g is determined by
This case corresponds to the number of inner-loop regulated outputs n ep , being less than the number of unmeasured innerloop states, given by n − p. In this case M N XNB cmd in (43) is tall, so S g doesn't have the degrees of freedom to satisfy (43).
The conditions for the existence of S g and P g exist satisfying (43) and (44) is stated in the following theorem.
Theorem 1: For the existence of S g and P g satisfying (43) and (44) for a stable outer-loop controller, the plant must satisfy n − p ≤ n ep , n − p < n g , the following inequality
and the rank of the following matrix be full
Proof: Finding S g and P g satisfying (43) involves first finding the set of all P g = P g > 0 which satisfy
C , where A , B , and C are matrices which depend on the state-space plant matrices as in (45) and (47). Finding P g involves using a generalized singular value decomposition, and fixes certain elements of P g based on A , B , and C . Then, from this set of P g , those which also satisfy (44) are found. This involves substituting the form of P g into (44) and manipulating to obtain (49). These steps are outlined in detail in the following sections.
Remark 4: The control solution is still possible when the inequality in (49) is not strict, which results in (44) not being strict. The implications this has on tracking are discussed following the stability proof, but it is noted that outer-loop command tracking is still achieved as desired.
Remark 5: For the existence of a stable outer loop as described in Theorem 1 for the case when n − p ≥ n g , a solution is still possible, but requires additional constraints to be satisfied.
VI. SOLVING P g : SYMMETRIC SOLUTIONS TO THE MATRIX EQUATION
Equations (45) and (47) are in the form A P g B = C . In these two cases, the matrices A , B , and C in (45) and (47) are given by
where A ∈ R n−p×n g , P g ∈ R n g ×n g , B ∈ R n g ×n g −p g and C ∈ R n−p×n g −p g . Using the definitions in (50), the inequality (44) is rewritten and the problem once again restated as:
A. A GENERALIZED SINGULAR VALUE DECOMPOSITION
Determining solutions P g to Eq. (51) involves first decomposing A and B using a generalized singular value decomposition (GSVD) [20] - [23] as follows
where U ∈ R n−p×n−p and V ∈ R n g −p g ×n g −p g , P ∈ R n g ×n g , and A ∈ R n−p×n g and B ∈ R n g −p g ×n g . The matrices describing the decomposition in Eq. (53) are given by
and
where P is an arbitrary block diagonal matrix, with full rank, given by
where P A ∈ R n−p×n−p , P B ∈ R n g −p g ×n g −p g , and P N ∈ R p+p g −n×p+p g −n are each matrices of full rank.
Substituting (56) into (55) gives
Selecting U and V in (53) as U = P −1
B ensures that the decomposition (53) holds.
B. SATISFYING A P g B = C WITH P g = P g > 0 Substituting A and B decomposed as in (53) into (51) gives
Propose the following solution P g to (58)
where X D = X D > 0 ensures that P g = P g > 0. Substituting P g from (59) into (58) results in
which can be simplified as
The matrix X D = X D > 0 is written as
where 
from which X D12 is given as
The choice of X D12 in (62) ensures that P g given by (59) with X D given by (61) satisfies the equation A P g B = C . However, the remaining degrees of freedom in X D must be selected to ensure also that P g > 0, and that P g also satisfies the inequality (52).
With P g given by (59) dependent on X D given in (61) with X D12 given in (62) and P given in (57), the goal now is to find the remaining elements of X D so that the resulting P g satisfies the inequality (52) and ensures P g > 0. Substituting P g from (59) into (52) gives
Given P in (55) its inverse P −1 must satisfy
It can be seen from this that
Using (65), the inequality (63) becomes
(67) the inequality (66) can be written as
Examining (64) it can be seen that the columns of P −1 are given by
where × indicates a column of P −1 which is to remain unspecified. Expanding P and P −1 , the requirement that PP −1 = I requires the following conditions be satisfied 
The first two conditions in (70) and (71) are obvious, following from the definition of the right inverse, and properties of the annihilator matrices. With P −1 given by (69),P in (67) can be written as
where × in (72) again represents an element ofP which remains unspecified.P can also be partitioned into a block matrix given byP
where
, and P 33 ∈ R p−n+p g ×p−n+p g withP 21 andP 22 given byP
The inequality in (68) withP given by (73), whereP 21 andP 22 are given by (74), and X D given by (61) must be satisfied by the selection of the remaining elements of X D . Plugging these expressions forP in (73) and X D in (61) into the inequality in (68) gives 
which ensures that P g satisfies A P g B = C with P g = P g > 0, and also satisfies the inequality (52). Thus, satisfaction of the inequality (52) and existence of the outer-loop controller is dependent onP 22 in (74) being stable. Stability ofP 22 in (74) is equivalent to the following
Using the notation in (50), the requirement in (80) can be written as (49). If (49) is satisfied, then X D = X D > 0 exists which defines P g and ensures that P g = P g > 0,
A P g B = C as in (51), and B (A g P g + P g A g ) B < 0 as in (52).
2) CASE ii:P 22 IS NOT STABLE
IfP 22 is not stable, the inequality (77) can still be satisfied if
In this case, X D22 can be selected sufficiently small so that the negative term (81) in (77) ensures the inequality is satisfied. Using the expressions forP 12 from (74) and X D12 from (62) to evaluate the quantityP 21 X D12 in (81) gives
The matrixP 21 X D12 in (82) is square, with dimensions n g − p g × n g − p g . Using the expression forP 21 X D12 in (82) allows the inequality in (81) to be expressed as
Satisfying the inequality in (83) is independent of the selection of the matrices P A and P B . Thus, satisfying the inequality in (83) is equivalent to satisfying
Plugging in expressions for A , B and C from (50) in terms of the plant state-space matrices into (84) gives
Thus, whenP 22 in (77) is not stable, a solution still exists if (85) is satisfied. In this case, X D22 can be selected sufficiently small so that the negative term (81) in (77) ensures the inequality is satisfied. Thus in this case even if (49) in Theorem 1 does not hold, a control solution still exists if (85) is satisfied.
E. DEGREES OF FREEDOM
The degrees of freedom available to the control designer are the matrices P A , P B , and P N in P and thus P as in (57), that can be selected arbitrarily as long as they are full rank. In addition X D > 0 contains several degrees of freedom. The matrix X D33 = X D33 > 0 is arbitrary, X D22 can be selected as desired satisfying (77), and finally X D11 can be selected using the Schur complement to ensure X D > 0.
VII. SOLVING FOR REMAINING OUTER-LOOP CONTROLLER GAINS
With the solution P g determined, S g can now be determined from (46) or (48), depending on the dimensions. With this P g , an L g satisfying the inequality in (43) is guaranteed to exist and can be solved for numerically. The CRM gain L y can then be solved from (41) as
The matrix L y modifies the outer-loop guidance portion of the reference model in response to errors within the inner loop. It is this feature which enables stability of the combined inner and outer loops, and provides command tracking at the outer loop. The stability of the complete system using the adaptive inner-loop and sequential loop closure procedure to close the outer loop is given in Theorem 2.
Remark 6: When the outer-loop kinematics do not affect the inner-loop dynamics at all, that is when B d = 0, then P g changes the solution to S g as given by (46) and (48), but has no effect on L y . This can see this by plugging in the solution S g from (46) or (48) into (86), resulting in P g canceling out. This is important to note when tuning the outer-loop controller.
VIII. STABILITY
The inner-loop error dynamics were given in (14) and a Lyapunov function provided in (23) , which showed stability of the closed loop system with update law in (22) . When the outer-loop dynamics were considered, the assumption that B d = 0 when designing the inner-loop controller was relaxed, giving the modified inner-loop dynamics in (26) . This change to the inner-loop plant dynamics modified the inner-loop error dynamics in (14) to those in (28) . The inner and outer-loop error dynamics in (40) can be written in matrix form as
The stability of the closed-loop system with the error dynamics in (87) is proved in the following theorem. Theorem 2: The uncertain system in (6) with inner-loop controller specified by the control law in (13) , update law in (22) , and the reference model in (27) where S 1 and L are chosen as described in [6] , [7] , and the outer-loop controller specified by the outer-loop reference model in (29) , forwardloop reference model component in (32), with inner-loop command input prescribed by (34), (38) and (39), with S g , L g , and L y selected as described above results in global stability, with lim t→∞ e x (t) = 0 and lim t→∞ e g (t) = 0.
Proof: With a radially unbounded Lyapunov function candidate V e x (t), e g (t), (t) = e x (t)P x e x (t) + e g (t)P g e g (t)
where P x is given by (20) and where P g is the solution to the Lyapunov equation in (42), which is satisfied by the selection of L g and P g as described above. The time-derivative of (88) is given bẏ V e x (t), e g (t), (t) =ė x (t)P x e x (t) + e x (t)P xėx (t) +ė g (t)P g e g (t)
Substituting the inner and outer-loop error dynamics from (28) and (30), the update law (22) , with (42), and with A L P x + P x A L = −Q x < 0 where A L = A + LC + B as assured by the selection of L in (18) and with L y in (86) simplifies (89) toV e x (t), e g (t), (t) = −e x (t)Q x e x (t) − e g (t)Q g e g (t)
which implies that (88) is a Lyapunov function. It can be concluded using Barbalat's Lemma [18] that lim t→∞ e x (t) = 0 and lim t→∞ e g (t) = 0. Since (88) is radially unbounded stability is global. Proof: Using that lim t→∞ e g = 0 from Theorem 2 it follows that z g (t) → z gm (t) as t → ∞. Furthermore, as stated in Remark 3 the reference model in (36) with output z gm (t) is a type 1 system with respect to the command z g,cmd (t). Thus, for piecewise constant z g,cmd (t) it follows that z gm (t) → z g,cmd (t) as t → ∞, from which it follows that z g (t) → z g,cmd (t) as t → ∞, which proves the corollary.
Remark 7: When the inequality (49) is no longer strict, the result is the inability to show e g (t) ∈ L 2 and thus it cannot be show that lim t→∞ e g (t) = 0. However lim t→∞ e gy (t) = 0, which gives y g (t) → y gm (t) as t → ∞ and with C g in (25) containing the regulated output, gives z g (t) → z gm (t) as t → ∞, providing outer-loop command tracking as desired.
IX. OUTER-LOOP CONTROLLER SUMMARY
This section provides a summary of the control design procedure, assuming an adaptive inner-loop control as described in [6] and [7] has already been designed.
1. Design an inner-loop controller as outlined in [6] and [7] .
Add the B d term to the inner-loop reference model
in (12) is given by (62), X D22 satisfies the inequality (77), and X D11 satisfies (79) 8. Assemble (56) where P N is an arbitrary full rank matrix and then calculate P as in (55). 9. Using P in (57) and X D in (78), calculate P g from (59). 10. With the solution P g determined, S g from (46) or (48) is then solved for, depending on the dimensions. 11. With this P g , an L g satisfying the inequality in (43) is guaranteed to exist and can be solved for numerically. 12. Solve for L y as in (86). Remark 8: In practice, the synthesis of the proposed controller for both the inner and outer loops is computationally simple, with each case involving basic matrix operations which result in a feasible LMI. The numerical solution of this LMI is trivial with any modern numerical solver.
X. STATE LIMITER
One of the benefits of the proposed architecture is in the explicit calculation of the inner-loop command r cmd (t), which is used as the input to the inner-loop reference model and plant r(t) as given in (34). In this section a limiter is intro- VOLUME 5, 2017 duced in the generation of r cmd (t) so that state variables of interest are curtailed to stay within a certain region. This approach is inspired by the work in [2] , [24] , and [25] and originally developed in [26] . The primary difference is that the limiter proposed here is for the output feedback case, whereas the references above as well as [27] and [28] are for the case of state feedback. However, unlike in [2] where the state limiter is designed to accommodate an bounded, unknown, time-varying disturbance, such disturbances are not considered in this paper.
A. OVERVIEW
This approach will generate r(t) by scaling the inner-loop command r cmd (t), as well as the generating the outer-loop command z g,cmd (t) by scaling the desired outer-loop command z g,cmd (t) based on limits placed on the reference model states. Should the system be command to enter a region in the state-space which would invoke the limiter, these modifications will then affect the outer-loop tracking performance, which is expected. Sacrificing tracking performance to limit the inner-loop command or the system states is an expected trade-off, and also a necessary one.
The reference model (35) with type-1 controller as described in Remark 3 will have no outer-loop command feedthrough, and with z g,cmd (t) not as in (33) giveṡ
However, to facilitate command and state limiting the innerloop command r(t) and the outer-loop command z g,cmd (t) in (91) should be modified when certain reference model states become too large. Thus inner-loop command r(t) is no longer set as in (34) but instead as
where the inner-loop reference model command limiter r lim (t) is given by
where k r ≥ 0 has dimensions k r ∈ R n ep ×n ep and K lim ∈ R n ep ×n+n g +n f is given by
where R lim = R lim ≥ 0 has dimensions R lim ∈ R n ep ×n ep and P is the solution to the Lyapunov equation
whereQ =Q > 0. The outer-loop command z g,cmd (t) is no longer selected as in (33), but is instead generated from the desired outer-loop command z g,cmd (t) as
and z g,lim (t) is given by
The scalar quantity γ (x m (t)) is the modulation function, which is a function of the entire reference model statex m (t), and is selected such that γ (x m (t)) ∈ [0, 1]. Forx m (t) ∈ δ the modulation function γ (x m (t)) = 0. This corresponds to no state limiting, and when γ (x m (t)) = 1 this corresponds to the state limiter being fully active. Thus, γ (x m (t)) is selected using several regions within the reference model state space such that within an inner region γ (x m (t)) = 0, an annulus region within which γ (x m (t)) varies between 0 and 1, and an outer region for which γ (x m (t)) = 1. See, for example the modulation function in [2] . This modifies the block diagram in Fig. 1 as shown in Fig. 2 . Using the outer-loop command z g,cmd (t) as generated by (96) into (91) giveṡ
B. STABILITY
Because r(t) and z g,cmd (t) do not appear in the error dynamics (40), the state-limiter modification does not require any change to the Lyapunov function in (88) to prove boundedness of the errors e x (t) and e g (t). However, in the stability proof without the state limiter, the boundedness of z g,cmd (t), e y (t), and e gy (t) and stability ofĀ m in (36) imply boundedness of the reference model states x m (t), x gm (t), and x fm (t), from which boundedness of the plant states x(t) and x g (t) is concluded. However, showing boundedness of the reference model states is less obvious when using the state limiter, which modifies the entire reference model dynamics in (36) to obtain the limited reference model dynamics in (99). Thus it is necessary to ensure that with the limiting modifications the reference model statex m (t) is still bounded, and global stability is still proved, as stated in the following theorem. Theorem 3: The uncertain system in (6) with inner-loop controller specified by the control law in (13) , update law in (22) , and the reference model in (27) Proof: This proof follows from the proof of Theorem 2 by proposing the same candidate Lyapunov function as in (88) and differentiating to obtain (90) from which it can be concluded that e x (t), e g (t), (t) ∈ L ∞ . Bounds on e x (t) and e g (t) can be found as follows
giving the following bounds on their respective measured output errors e y (t) and e gy (t) as
Propose the following additional candidate Lyapunov function to prove boundedness of the reference model statē
Differentiating (102) giveṡ
UsingQ from (95) and defining the followinḡ
allowing (103) to be rewritten aṡ
Note that the bounds on e y (t) and e gy (t) in (101) are independent ofx m (t). Eq. (105) contains a negative quadratic term inx m (t), and a sign indefinite term which is linear inx m (t). Thus, for sufficiently largex m (t), the derivativeV x m (t) in (105) becomes strictly negative. This is quantified precisely by the following statement:V x m (t) < 0 outside the compact set for all γ (x m (t)) ∈ [0, 1]. Thus the entire reference model statex m (t) is bounded [18] which, with the boundedness of the errors e x (t) and e g (t), implies that x(t), x g (t) ∈ L ∞ . With this, it can be concluded using Barbalat's Lemma [18] that lim t→∞ e x (t) = 0 and lim t→∞ e g (t) = 0. In the absence of the state limiter, satisfaction of the control goal of outer-loop command tracking was discussed in Corollary 2. When using the state limiter, Theorem 2, like Theorem 3, provided z g (t) → z gm (t) as t → ∞. However, without the limiter, the reference model in (36) produced z gm (t) that was a filtered version of z g,cmd (t). When using the limiter this is no longer true; z gm (t) is the output of (99). Thus asymptotic tracking of z g,cmd (t) by z g (t) doesn't hold in general. However, if a desired outer-loop command z g,cmd (t) is given such that the limiter is inactive and γ x m (t) = 0, the same conclusion as in Corollary 2 can be made, with z g,cmd (t) = z g,cmd (t). This statement is formalized in the following corollary to Theorem 3. 
Proof: For allx m (t) ∈ δ the state limiter is inactive, and the evolution of the reference model statex m (t) is governed by (99) with γ (x m (t)) = 0, while e y (t) and e gy (t) tend to zero asymptotically. Thus, the reference model statex m (t) ultimately depends only on the command input z g,cmd (t). The following bound on the reference model state holds, where h m is the impulse response of the nominal reference model, (99) with γ (x m (t)) = 0.
From this, the bound z g,cmd,max that ensures the reference model statex m (t) ∈ δ , thus not invoking the state limiter, and providing the tracking properties given in Corollary 2.
Remark 9: Corollary 3 states that if the desired outer-loop command z g,cmd (t) is such that the system is not driven to enter the limiting region, that the limiter will not impact tracking performance of the system. This is due to the fact that the convergence of the tracking errors e y (t) and e gy (t) to zero is obtained regardless of whether the limiter is invoked or not. In other words, as these errors tend to zero, only the desired outer-loop command z g,cmd (t) can drive the reference
model statex m (t) out of δ , as governed by (36). Thus, if the desired outer-loop command is such that it does not forcex m (t) outside of δ , the limiter will become inactive. Corollary 3 then finds the maximum value of z g,cmd (t) such thatx m (t) ∈ δ using the impulse response of the reference model.
Remark 10:
The benefits of the state limiter are apparent from the compact set in (106), as shown at the bottom of the previous page, outside of whichV (x m (t)) < 0. The size of E δ monotonically decreases in size as γ (x m (t)) increases, hence shrinking the bound onx m (t) when the limiter is invoked, versus without the limiter.
1) DEGREES OF FREEDOM
The limiter described above has several degrees of freedom which can be chosen by the designer to achieve the desired performance. These degrees of freedom are the gains k r , R lim , Q, and the modulation function γ (x m (t)) and the corresponding sets and δ . The limiter components r lim (t) and z g,lim (t) enter through the input matricesB andB m , respectively, of the reference model in (91). The matrix R lim scales K lim in (94), which is the gain used in both of the limiting components r lim (t) and z g,lim (t), whereas k r scales only r lim (t). Thus, by adjusting R lim and k r , the relative influence of the limiter throughB andB m can be changed. This alters the the effective reference model matrix in (99) when the limiter becomes active, and thusQ lim (γ (x m (t))) in (104). This, along with the matrixQ, alters the region outside of whichV < 0, and thus affects the time response of the system when the state limiter is active. With k r = 0 and R lim = 0 the limiter would still be stable, however the only adjustment would come through the reduction of the outer-loop command z g,cmd (t) in (105). The modulation function γ (x m (t)) simply defines based onx m when the limiter becomes active, and can be selected so as to depend on the various elements ofx m (t) as desired.
C. COMPLETE CONTROLLER SUMMARY WITH LIMITER
The uncertain plant (26), outer-loop dynamics (24), innerloop reference model (27) , outer-loop reference model (29) , forward-loop reference model component (32), inner-loop command (38), (39), (92) and (93), outer-loop command (96), (97), and (98), control law (13) , and update law (22) are summarized as follows.
XI. SIMULATION RESULTS
This section contains simulations comparing the performance of the baseline and adaptive controller, as well as the state limiter, on the nonlinear 6-DOF Generic Hypersonic Vehicle model [5] - [7] , [29] . The equations of motion were linearized about a Mach 5 flight condition at an altitude of 80,000 feet. Modal analysis was then used to decouple the linearized equations of motion into three reduced order subsystems consisting of the first-order velocity, fourth-order longitudinal, and fifth-order lateral-directional dynamics. This allowed three decoupled controllers to be designed: a velocity controller with single loop, and controllers for the longitudinal and lateral-directional subsystems with both inner and outer loops, as described above. The longitudinal subsystem inner-loop state variables are angle-of-attack and pitch rate, with the outer-loop state variables pitch angle and altitude. The lateral-directional inner-loop state variables are sideslip angle, roll rate, and yaw rate, with outer-loop state variables roll angle and heading angle. Uncertainty consisting of control effectiveness on all surfaces reduced to 20% of the nominal value, center-of-gravity shifted 0.7 feet rearward, and the rolling moment coefficient C l reduced to 10% of the nominal value is considered. The performance of the nominal baseline controller is compared to that of the adaptive controller both with and without the state limiter, for a heading change of 5 degrees, on the nonlinear, uncertain GHV model. For each subsystem max in Assumption 1E-b was selected by acknowledging physical constraints of the plant. For example, the center-of-gravity must lie within the physical extents of the vehicle, and values of aerodynamic coefficients are bounded based on the flight envelop as determined by the propulsive and structural limitations of the vehicle. Figure 3 shows that the baseline controller is not able to maintain stability when applied to the uncertain vehicle model. In this figure, both the reference and plant state can seen be seen to be diverging, showing the instability caused by the introduction of the uncertainty, and demonstrating a case in which an adaptive controller can be used to stabilize the uncertain system. Figure 4 shows the response of the uncertain plant with the adaptive controller summarized in Sec. IX. In this case, the adaptive controller is able to accommodate the uncertainty and maintain stability, but with large oscillations and sideslip angle occuring, both of which are undesirable. Figure 5 shows the response of the uncertain plant with adaptive controller and limiter as described in Sec. X used to suppress the large oscillations in sideslip. Here, the modulation function γ (x(t)) as described in [2, eqs. (93) , (98)] is chosen only as a function of sideslip angle, and the constraints on sideslip as given by set at 0.2 degrees. In this case the adaptive controller not only maintains stability, but the use of the limiter confines the oscillations in sideslip angle to a maximum magnitude of less than 0.2 degrees as desired. 
