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(FGSC) and the American Type Culture
Collection. The FGSC also has an addi-
tional deletion collection of 156 mutants
from the Lodge laboratory at St. Louis
University. With the mutant collections in
hand, one can imagine extending the
analysis to all nonessential genes, and
potentially to conditional mutants for es-
sential genes. The STM approach could
also be expanded to examine mutant
interactions with host cells in vitro and
in vivo, and to explore dissemination to
the brain and subsequent proliferation.
Indeed, an earlier application of STM to
C. neoformans identified mutants with
either reduced or enhanced abundance
in the brain of infected mice (Nelson et al.,
2001). The STM studies, coupled with
the analysis of C. neoformans movement
across the blood brain barrier, may even-
tually help explain the predilection of the
fungus for the CNS.
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Studies of the accessory gene regulator (agr) of Staphylococcus aureus often focus on the associated RNA
regulator RNAIII. Recently, Queck et al. (2008) reported on RNAIII-independent gene regulation in highly
virulent, community-associated S. aureus and proposed that two independent regulatory systems were
integrated during the pathogenic evolution of S. aureus.Staphylococcus aureus is a Gram-positive
pathogen associated with nosocomial
and community-acquired (CA) infec-
tions. The incidence of multidrug-resistant
strains, e.g., methicillin-resistantS. aureus
(MRSA), has placed this major human
pathogen in the center of attention of anti-
biotic research. S. aureus expresses a set
of 50 accessory genes that encode pro-
teins (secreted toxins and surface factors)
that facilitate S. aureus pathogenesis.
These accessory genes are classified as
the so-called virulon.
Expression of the virulon is largely reg-
ulated by agr (accessory gene regulator;
Recsei et al., 1986; Figure 1), a locus
with two transcriptional units driven by
the divergent promoters P2 and P3. The
P2 promoter transcribes the agrACDB
operon, which encodes an autoinducing
quorum-sensing system (Novick, 2003).310 Cell Host & Microbe 4, October 16, 200In this operon, agrC encodes a typical
histidine kinase, and agrA encodes the
cognate response regulator. The agrD
gene encodes a propeptide that gets
processed into a 7–9 amino acid autoin-
ducing peptide (AIP) by the gene product
of agrB. Cell-density-dependent accu-
mulation of AIP is sensed by the receptor
domain of AgrC, and the signal is trans-
mitted to the response regulator AgrA,
which then acts in concert with the
staphylococcal accessory regulator A
(SarA) as a transcriptional activator of
the P2 and P3 promoters. More gener-
ally, such quorum-sensing circuits, which
were initially thought to be restricted to
population density control of marine
Vibrio species, are now regarded as
a widespread type of virulence gene ex-
pression control in pathogens (Bassler
and Losick, 2006).8 ª2008 Elsevier Inc.In the agr locus, the P2 operon is usually
considered as the unit that ‘‘internally’’
regulates the expression of the virulon.
In contrast, transcription from the P3 pro-
moter produces RNAIII, a molecule with
an ‘‘external’’ function that regulates the
expression of target genes outside the
agr locus (Arvidson and Tegmark, 2001;
Novick, 2003). This 514 nucleotide RNA
is highly structured (Benito et al., 2000)
and bifunctional, i.e., it is both an mRNA
and a regulator. The 50 end of RNAIII con-
tains the short hld open reading frame
(ORF) encoding d-hemolysin (a toxin of
S. aureus), whereas the long untranslated
30 region is an antisense RNA regulator
that represses the synthesis of many
surface proteins and the transcriptional
factor Rot. In addition, the 30 end of RNAIII
also upregulates the transcription of
extracellular proteins by an unknown
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PreviewsFigure 1. Model of a Regulatory Circuit of the agr Locus within a Schematic Drawing of
a Staphylococcus aureus Cell
The agr promoters P2 and P3 are indicated by black arrows. Open reading frames of the agrACDB operon
are indicated as colored boxes, and the protein products are indicated in accordingly colored ellipses. The
schematic structure of the P3 transcript RNAIII is given, with the open reading frame of the hld gene
encoding d-hemolysin (d-hem) indicated by a thick blue line (adapted from Novick [2003]). The response
regulator AgrA was previously known to activate the divergent promoters P2 and P3 (in conjunction with
SarA; data not shown). AgrA has now been shown to also downregulate a set of metabolic genes and to
upregulate the virulence-associated phenol-soluble modulin (PSM) peptides. See text for details.mechanism (Boisset et al., 2007; Hunt-
zinger et al., 2005; Novick et al., 1993).
Given this manifold regulation, much re-
search into the agr locus has focused on
RNAIII, and most of these studies have
used laboratory strains of S. aureus as
an experimental system.
However, the recent discovery of phe-
nol-soluble modulin (PSM) peptides
(Wang et al., 2007) and their strong contri-
bution to the virulence of S. aureus strains
highlighted that there are important differ-
ences among laboratory, hospital-associ-
ated (HA), and CA strains ofS. aureus. The
six different PSMs (PSMa1–PSMa4 and
PSMb1 and PSMb2) promote virulence
by priming neutrophils for activation, pro-
voke neutrophil chemotaxis, and induce
the release of the cytokine interleukin 8
(IL-8), and a-PSMs cause lysis of neutro-
phils and erythrocytes. PSM-mediated
killing of leukocytes also seems to
help S. aureus evade the innate immune
response of the host. Importantly,
CA-MRSA strains show high expression
levels of a-PSMs, and this may be one
reason for their strong virulence.Queck et al. (2008) now present the first
comprehensive study of gene expression
in CA S. aureus. Based on microarray
studies using chips specific for the CA
clinical isolate MW2, they first verified
the agr-dependent upregulation of exo-
toxins, enterotoxins, a-toxin, degradative
exoenzymes, and the mecA gene (confer-
ring methicillin resistance) previously
observed in laboratory strains. Intrigu-
ingly, the agr locus was also found to be
responsible for the downregulation of
many metabolic enzymes, suggesting
that successful expression of virulence
factors and toxins demands a reduction
of endogenous metabolic activity.
However, contradictory to the laboratory
strain, in MW2 there was no general agr-
dependent downregulation of surface
proteins (except of surface exposed pro-
tein A) or of the transcription factor Rot,
otherwise an RNAIII target.
The observed differences in RNAIII-me-
diated regulation in a clinical S. aureus
strain prompted Queck and colleagues
to investigate MW2 mutants lacking either
the entire agr locus or only RNAIII. ThisCell Host & Microbe 4approach allowed them to identify a novel
set of S. aureus genes that is specifically
regulated by the P2 transcript (agrACDB
operon), and independently of the P3
transcript RNAIII. These genes include
predominantly metabolic genes involved
in carbohydrate and amino acid metabo-
lism, as well as the psma and psmb
genes, which collectively differed from
the typical virulence gene targets of
RNAIII. In other words, two distinct regu-
latory circuits seemed to be operated by
the agr locus.
Based on phylogenetic analyses,
Queck et al. (2008) argue that it seems
most likely that S. aureus first emerged
as nonvirulent species and only later on
acquired virulence functions, and that
their results on the agr locus reflect this
overall evolutionary scenario. AgrA of
the P2 transcript, for example, specifically
downregulates genes involved in
S. aureusmetabolism. This regulation may
be an ancient function of the agr quorum-
sensing system in the nonpathogenic
lifestyle of S. aureus, where agr enabled
cells to adapt to low-nutrition conditions
in high-cell-density populations. Later on
in the evolution of S. aureus, the addition
of an RNA element to the P3-transcribed
hld ORF (rather than the insertion of the
hld ORF in a pre-existing RNAIII) may
then have created another regulatory
function of the agr locus, i.e., the RNAIII-
mediated control of virulence genes.
It was recently speculated that the
production of PSMs is controlled by the
agr-encoded quorum-sensing system,
for addition of a cross-inhibiting agr signal
of S. epidermidis to the prototypic CA-
MRSA strain MW2 successfully prevents
PSM synthesis (Wang et al., 2007). Queck
et al. (2008) now identify both RNAIII-
dependent downregulation of the psma
and psmb operons and its alleviation
by AgrA. PSMs are not detectable in
S. aureus lacking the entire agr locus but
are produced at nearly wild-type levels
in an RNAIII mutant. Direct activation of
the promoters of the psm genes by AgrA
was validated in in vitro binding studies
and in plasmid-based expression experi-
ments in vivo. In other words, the two
regulators of agr balance psm gene ex-
pression, i.e., production of PSMs is pos-
itively regulated by the quorum-sensing
system (P2 transcript) and negatively by
RNAIII (P3 transcript). Thus, assuming
that RNAIII-mediated regulation was, October 16, 2008 ª2008 Elsevier Inc. 311
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be an intriguing example of how two reg-
ulatory circuits may have become con-
nected in order to optimize properties of
S. aureus as a pathogen. Note, however,
that the direct, AgrA-mediated activation
of psm genes is much stronger than
RNAIII-dependent repression, and that
the mechanism of the latter is as yet un-
known.
In summary, Queck et al. present for the
first time RNAIII-independent target gene
regulation of the agr locus in S. aureus.
Their results could allow us a glimpse at
how the stepwise occurrence of two dif-
ferent regulatory circuits may have helped
S. aureus on its way to becoming a leading
human pathogen. Similarly, other bacteria
may have integrated regulatory RNAs into
pre-existing protein-based circuits in or-Taming Data
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A challenge in systems-level invest
rate data sets for constructing pre
a publicly available, manually curate
ways involved in innate immunity, is
analyses.
The innate immune system is governed by
complex networks of molecular interac-
tions, which when perturbed can result in
dysfunction such as inflammatory
disease. Systems biology approaches,
which incorporate powerful high-through-
put measurement technologies with
computational analysis and mathematical
modeling, are allowing us to study such
molecular systems on multiple levels of
regulation (Gilchrist et al., 2006; Oda and
Kitano, 2006). These include protein-
DNA interactions in transcriptional regula-
tory networks, microRNA regulatory
networks, epigenetic processes involving
DNA methylation and chromatin remodel-
ing, protein-protein interactions in signal-
ing networks, as well as autocrine and
312 Cell Host & Microbe 4, October 16, 2008der to develop from noninfectious bugs
into species that cause much harm.
Nonetheless, RNAIII remains an intriguing
molecule, since we have only begun
to understand its manifold functions in
S. aureus virulence and the underlying
mechanisms of riboregulation.
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paracrine communication networks be-
tween cells. The construction of mathe-
matical models, inferred from such global
data sets measured dynamically over time
and integrated with information available
in public databases, will make it possible
to predict cellular behavior under new
conditions or environmental perturbations
and, ultimately, will enable the develop-
ment of systematic intervention strategies
for reversing pathophysiological effects.
One of the most significant challenges
in systems-level investigations of the
immune response is the principled inte-
gration of disparate types of data for con-
structing such predictive models. The
availability of information about molecular
interactions and pathways is critical for
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tes such integrative systems-level
addressing this challenge as it can (1) sig-
nificantly reduce the search spaces for
data-driven network reconstruction since
the inferred dynamical rules of interaction
can be constrained or biased toward the
known network structures; (2) mitigate
the sample size requirements for network
inference since prior information about
the connectivity is available; and (3) facili-
tate the interpretation of complex data
sets, which can be visualized in the con-
text of such pathways. In a recent issue
of Molecular Systems Biology, Lynn
et al. (2008) describe a powerful new re-
source that facilitates such integrative
systems-level analyses: InnateDB (http://
www.innatedb.ca) is a publicly available,
manually curated database of
