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Kurzfassung
Das Zusammenspiel verschiedenster, auf elektronischer Selbstorganisation basierender Ord-
nungszustände und ihre Bedeutung für exotische elektronische Eigenschaften wie zum Bei-
spiel Supraleitung stellt eine wesentliche Fragestellung der aktuellen Festkörperphysik dar. In
der vorliegenden Arbeit wird eben dieses Zusammenspiel anhand des geschichteten Materials
1T-TaS2 sowohl experimentell als auch theoretisch detailliert untersucht.
Im ersten Teil der Arbeit wird zunächst die statische Ladungsdichtewelle in 1T-TaS2 als
Funktion des Drucks und der Temperatur mit Hilfe von elastischer Röntgenbeugung unter-
sucht. Dabei stellt sich heraus, dass die in diesem Material auftretende Supraleitung tatsäch-
lich auf makroskopischer Ebene im Realraum mit einer inhomogenen Ladungsdichtewelle ko-
existiert. Diese Erkenntnis unterscheidet sich wesentlich von bisherigen Vorschlägen, die von
einer Separation in supraleitende und isolierende Bereiche im Realraum ausgingen. Weiterhin
verdeutlichen die Ergebnisse der Röntgenbeugungsexperimente die wichtige Rolle von Zwi-
schenschichtkorrelationen für die Ladungsdichtewelle in 1T-TaS2.
Ausgehend von den mittels Röntgenbeugung gewonnenen detaillierten Informationen über
die Ladungsdichtewellenstruktur, werden im zweiten Teil der Arbeit Modelle im Rahmen von
Dichtefunktionaltheorie zur Beschreibung der elektronischen Struktur von 1T-TaS2 entwickelt.
Im Unterschied zu den meisten bisherigen Studien beziehen diese Rechnungen den dreidimen-
sionalen Charakter der Ladungsdichtewelle mit ein. Tatsächlich enthüllen diese Modellierun-
gen der elektronischen Struktur komplexe Orbitaltexturen, welche mit der Ladungsdichtewelle
verwoben sind und, abhängig von der Ausrichtung der Orbitale in benachbarten Lagen, dra-
matischen Einfluss auf die elektronische Struktur haben. Es wird weiterhin demonstriert, dass
diese orbitalbezogenen Effekte das Schalten von technologisch relevanten Metall-Halbleiter
Übergängen erlauben. Diese Ergebnisse sind daher besonders interessant für miniaturisier-
te ultra-schnelle Anwendungen in der Nanotechnologie. Außerdem gibt die Entdeckung von
orbitalen Texturen Aufschluss bezüglich einiger ungeklärter Fragen, welche die elektronische
Selbstorganisation in 1T-TaS2 betreffen: So kann die ultraschnelle Reaktion auf optische Licht-
pulse, die starke Druckabhängigkeit der Ladungsdichtewelle sowie das Auftauchen einer bis
dato nicht schlüssig geklärten kommensurablen Phase (bisher “Mott phase” genannt), welche
in keiner anderen isostrukturellen Modifikation vorkommt, durch die Entdeckung von orbita-
len Texturen besser als bisher erklärt werden.
iv
Abstract
The interplay between different self-organized electronically ordered states and their relation
to unconventional electronic properties like superconductivity constitutes one of the most ex-
citing challenges of modern condensed matter physics. In the present thesis this issue is thor-
oughly investigated for the prototypical layered material 1T-TaS2 both experimentally and
theoretically.
At first the static charge density wave order in 1T-TaS2 is investigated as a function of pres-
sure and temperature by means of X-ray diffraction. These data indeed reveal that the su-
perconductivity in this material coexists with an inhomogeneous charge density wave on a
macroscopic scale in real space. This result is fundamentally different from a previously pro-
posed separation of superconducting and insulating regions in real space. Furthermore, the
X-ray diffraction data uncover the important role of interlayer correlations in 1T-TaS2.
Based on the detailed insights into the charge density wave structure obtained by the X-ray
diffraction experiments, density functional theory models are deduced in order to describe the
electronic structure of 1T-TaS2 in the second part of this thesis. As opposed to most previous
studies, these calculations take the three-dimensional character of the charge density wave
into account. Indeed the electronic structure calculations uncover complex orbital textures,
which are interwoven with the charge density wave order and cause dramatic differences in
the electronic structure depending on the alignment of the orbitals between neighboring lay-
ers. Furthermore, it is demonstrated that these orbital-mediated effects provide a route to
drive semiconductor-to-metal transitions with technologically pertinent gaps and on ultrafast
timescales. These results are particularly relevant for the ongoing development of novel, mini-
aturized and ultrafast devices based on layered transition metal dichalcogenides. The discov-
ery of orbital textures also helps to explain a number of long-standing puzzles concerning the
electronic self-organization in 1T-TaS2: the ultrafast response to optical excitations, the high
sensitivity to pressure as well as a mysterious commensurate phase that is commonly thought
to be a special phase a so-called “Mott phase” and that is not found in any other isostructural
modification.
v
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1 Introduction
The whole is more than the sum
of its parts.
(Aristotle)
When home computers started to spread out over the planet in the early 1980s a typical model
weighed about two kilograms, was equipped with 64 kilobytes of random access memory and
the central processing unit worked at a clock rate of about 1 megahertz. Nowadays, a standard
smartphone weighs 150 grams, has 2 gigabytes or more of random access memory and features
a multi-core processor with clock rates in the order of 2 gigahertz. The evolution from the
C64 computer to modern smartphones is only one example of the tremendous technological
progress that has been made during the last three decades. An indispensable ingredient for
the advance of our technical capabilities is the everlasting improvement of our understanding
of the physical and in particular electronic properties of complex materials, which constitutes
a central objective of condensed matter research.
The condensed matter physicists, as opposed to their colleagues working in the field of high
energy physics, are gifted with the fact that their research objects and the interactions between
them are very well known: All surrounding matter is composed of electrons, protons and neut-
rons and their interaction on the relevant energy scales is dominated by electro-magnetism.
However, the hitherto existing standard theories can only accurately describe rather simple
systems like straightforward metals, band insulators or semiconductors. In these cases the
interaction between the electrons average out which means that they can essentially be re-
garded as non-interacting. Nevertheless, the most intriguing cases are those where the inter-
action between the electrons does not effectively disappear but is rather strong. In this regime
collective and self-organized phenomena can emerge: superconductivity, magnetism, colossal
magnetoresistance and charge order – to name only a few. Undoubtedly, these fascinating
properties involve a high potential for future applications.
The thorough examination of materials which fall into this class of correlated electron sys-
tems reveals that the corresponding electronic phase diagrams – an illustration of the different
electronic states of a material as a function of external parameters like temperature and chem-
ical doping and pressure – exhibit striking similarities. An often observed surprising feature,
for instance, is that superconductivity – a state of matter where charge can move through a
2 1 Introduction
crystal without any resistance – exists in close proximity to what appears to be exactly the
opposite: the static spatial ordering of charge. In addition, other complicated and not well
understood phases with names like pseudogap phase or nematic phase frequently appear. A
particularly famous example for such a behavior are the cuprate high-temperature supercon-
ductors. In these materials an antiferromagnetic Mott insulating ground state is suppressed
with increasing hole-doping level and a superconducting phase emerges. Moreover, it is known
that subtle structural changes can lead to a replacement of the superconducting phase with an
inhomogeneous charge ordered phase – the so-called stripe phase [1, 2]. Only recently it was
reported that also a charge density wave instability occurs in some cuprate superconductors
and competes with superconductivity [3, 4]. The cuprate superconductors are only one ex-
ample – similar issues are discussed for the newly discovered iron pnictide superconductors [5,
6], heavy fermion systems [7] and the dichalcogenides [8, 9]. Therefore, the relation between
electronic order and superconductivity receives considerable attention. However, current solid
state theory is not yet capable to capture the complexity of these materials from first principles.
Consequently, experiments on well-defined model systems which share the same pathology are
needed in order to identify crucial microscopic mechanisms and to develop effective models
that describe the experimental phenomenology.
This is exactly the approach of this thesis which deals with the layered transition metal
dichalcogenides as one such class of model systems. Like graphene or artificially created in-
terfaces, these compounds belong to the family of low-dimensional electron systems – a prop-
erty which gives rise to another wide variety of exciting quantum phenomena [10, 11]. Due
to their layered structure these materials are rather easy to prepare in thin-film form which
makes them appealing for nanotechnology applications [12–17]. An interesting representative
of this material class is the compound 1T -tantalum disulfide (1T-TaS2) which recently attrac-
ted enormous attention because of its particularly complex electronic phase diagram featuring
various charge density waves and pressure-induced superconductivity. In this compound, in-
creasing pressure suppresses a well-ordered commensurate charge density wave in favor of
superconductivity which resembles the characteristics found in cuprate superconductors as a
function of hole doping. Moreover, in a certain pressure range the superconductivity coexists
with an inhomogeneous textured charge density wave. These textured charge density waves
constitute an interesting state of matter since they can be viewed as static defect lattices with
astounding analogies to skyrmion lattices in magnetic systems [18]. Accordingly, 1T-TaS2
provides an excellent model system to study the relation between these complex ordering
phenomena and superconductivity.
In this context, pressure serves as a well-defined parameter to tune the electronic structure
without increasing the level of internal disorder as it is the case for chemical doping. So far
the pressure-temperature electronic phase diagram of 1T-TaS2 has been studied in terms of
3electrical resistivity measurements which lack microscopic information about the charge dens-
ity wave structure and the pressure-induced changes. However, such structural information
are crucial in order to understand the interplay of superconductivity and charge density wave
order in 1T-TaS2. This lack of microscopic information will be addressed by means of X-ray
diffraction as a function of temperature and pressure in chapter 4. It will be shown that the
superconductivity indeed coexists with an inhomogeneous charge density wave on a macro-
scopic scale in real space. This result is fundamentally different from a previously proposed
separation of superconducting and insulating regions in real space. Furthermore, the X-ray
diffraction data uncover the important role of interlayer correlations and shed light on the
role of ordered defects for the incommensurate charge density waves in 1T-TaS2.
Another outstanding feature of 1T-TaS2 concerns its commensurate charge density wave
which is commonly associated with Mott-Hubbard-type electron correlations. Even though
this mechanism for the stabilization of the commensurate charge density wave is widely ac-
cepted, important experimental facts – for instance the strong pressure dependence of this
phase – remain to be understood. Also the influence of a partially disordered layer stack-
ing which characterizes the commensurate charge density wave has not been explored so far.
Exactly these questions will be addressed in chapter 5 by combining X-ray diffraction, angle-
resolved photoemission spectroscopy and density functional theory model calculations. Indeed
the electronic structure calculations uncover complex orbital textures, which are interwoven
with the charge density wave order and cause dramatic differences in the electronic structure
depending on the alignment of the orbitals between neighboring layers.
The present thesis is organized as follows: After introducing some theoretical aspects of
charge density wave physics in chapter 2, the key characteristics of layered transition metal
dichalcogenides and in particular 1T-TaS2 are reviewed in chapter 3. Chapter 4 deals with the
static charge density wave structure of 1T-TaS2 as a function of pressure and temperature as
revealed by state-of-the-art X-ray diffraction. More in detail, section 4.1 and 4.2 introduce the
experimental method. In section 4.3 the coexistence of superconductivity and charge density
wave order in 1T-TaS2 is investigated. The different incommensurate charge density waves
found experimentally at high pressure are discussed with respect to structural phase transitions
of defect lattices in section 4.4. Numerical simulations are used to elucidate the charge density
wave layer stacking in section 4.5. Chapter 5 is dedicated to the electronic structure of 1T-TaS2
in the presence of charge density waves: Sections 5.1, 5.2 and 5.3 explain the theoretical and
experimental approaches used to study the electronic structure. In section 5.4 the crucial role
of the charge density wave layer stacking for the electronic structure of 1T-TaS2 is studied. It
will be shown that complex orbital textures which are intertwined with the charge density wave
emerge. In section 5.5 the density functional theory results are discussed with respect to tight-
binding approaches. A sophisticated density functional theory model for the commensurate
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charge density wave of 1T-TaS2 is presented in section 5.6 and a comparison to other related
materials is drawn in section 5.7. Finally, a summary along with concluding remarks and an
outlook are given in chapter 6.
2 Charge density waves in solids
A charge density wave (CDW) in a metal is a state where the (discrete) translational symmetry
of the underlying crystal lattice is broken. The CDW ground state is characterized by a periodic
spatial variation of the valence electron density with a period that is larger than the lattice
parameters. Along with the variation of the valence electron density goes a modulation of the
crystal lattice which is referred to as a periodic lattice modulation (PLM) [19].
In 1954 and 1955 charge density waves were first discussed by Fröhlich [20] and Pei-
erls [21], but it took about 20 years until first experimental evidence for CDWs was found in or-
ganic materials such as TTF-TCNQ [22, 23]. With the discovery of CDW states in layered trans-
ition metal dichalcogenides (see chapter 3) shortly after, CDWs became a popular research
topic [24]. The discovery of high-temperature superconductivity in cuprates in 1986 [25]
shifted the mainstream research interest markedly towards cuprate superconductors and the
charge density wave compounds somewhat fell into oblivion. However, recently the field of
charge density waves regained enormous attention in particular due to the discovery of charge
density wave order in some cuprate superconductors [3, 4, 6, 18, 26, 27].
The following chapter gives a brief introduction into some theoretical aspects of charge dens-
ity waves. Deeper insights can be found, for instance, in the textbook of George Grüner [19]
or in the review article of Kai Roßnagel [28].
2.1 Peierls instability
The key concepts of charge density waves can be well illustrated using a one-dimensional
metallic chain (1D-metal) with a single s-electron per lattice site and a constant lattice para-
meter a as an example. Such a 1D-metal is illustrated in Fig. 2.1 (a). Due to the electron-
phonon coupling such a system is susceptible towards a periodic lattice modulation un with a
modulation wave vector qm corresponding to twice the Fermi vector kF :
un = u
0 cos(qm · xn +ϕ), (2.1)
where xn = na denotes the equilibrium positions of the undistorted lattice, u0 is the amp-
litude of the periodic lattice modulation and ϕ is an arbitrary phase. Since this model is
one-dimensional the bold vector notation can be dropped.
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Figure 2.1: Illustration of the Peierls instability in a 1D-metal with a half-filled band. The
periodic lattice modulation is schematically depicted in (a). The black open circles and the
blue filled circles indicate the unreconstructed and modulated positions, respectively. The
charge density wave is shown in (b). The electronic band structure of the metallic state (light
gray dashed line) and in the CDW state (blue solid lines) are illustrated in (c). The renor-
malization of the phonon dispersion in shown in (d). Graphic in the style of reference 28.
The basic idea of the so-called Peierls instability is given by the following line of argument:
The Fermi vector of the 1D-metal with a half-filled band is given by kF = pi/2a and accordingly
the Fermi surface comprises only two points: ±pi/2a, as illustrated in Fig. 2.1 (c). A periodic
lattice modulation with qm = 2kF = pi/a leads to a doubling of the unit cell in real space
which means that the lattice parameter of the modulated structure is 2a (cf. Fig. 2.1 (a)). As
a consequence the new Brillouin zone boundaries are located at ±kF = ±pi/2a. Since the
slope of the bands at the Brillouin zone boundary needs to be zero, gaps open at ±pi/2a,
i. e. the Fermi surface points of the undistorted structure (cf. Fig. 2.1 (c)). Consequently,
the energy of the occupied electron states is lowered while the energy of the empty states is
raised which yields a net energy gain in the electronic system. In the simple Peierls picture
it is argued that this electronic energy gain always overwhelms the elastic energy which is
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necessary to create the periodic lattice modulation and, accordingly, there will be a transition
from the high-temperature metallic state to the insulating modulated ground state with a finite
modulation amplitude u0 at a certain critical temperature. This transition is referred to as
the Peierls transition. The static modulation can be regarded as a frozen phonon mode with
q = 2kF , which means that the frequency of this mode becomes zero at the Peierls transition.
The corresponding anomaly in the phonon dispersion is referred to as a Kohn anomaly and is
depicted in Fig. 2.1 (d).
As illustrated in Fig. 2.1 (b) the periodic lattice modulation is accompanied by a modulation
of the electron density ρ – the CDW:
ρ(x) = ρ0(x) [1+ Asin(qmx +ϕ)] , (2.2)
where ρ0(x) denotes the electron density of the unreconstructed metallic state and A is the
amplitude of the CDW. A CDW and a periodic lattice modulation always come together and,
hence, the question what causes what is rather philosophical. The situation depicted in Fig. 2.1
applies for the case of a half filled band which means that the wavelength of the CDW λ is
given by a rational multiple of the lattice constant a, yielding a so-called commensurate CDW.
However, in the simplest approximation λ depends on the band filling which determines the
Fermi vector kF and, hence, can take any arbitrary value. When the ratio between λ and the
lattice parameter a becomes irrational the CDW is called incommensurate.
2.2 The charge density wave ground state
We now turn the discussion towards a quantitative description of the CDW ground state. In
the simplest form the coupled electron-phonon system can be described quantitatively by the
so-called Fröhlich Hamiltonian:
HF =
∑
k
"k a
†
kak +
∑
q
ħhωq

b†qbq +
1
2

+
∑
k,q
gqa
†
k+qak(b
†−q + bq), (2.3)
where a†k (b
†
k) and ak (bk) are electron (phonon) creation and annihilation operators, respect-
ively1. The undistorted electron and phonon dispersions are described by "k and ωq, respect-
ively, and gq stands for the (q-dependent) electron-phonon coupling strength. Accordingly,
the first two terms in Eq. 2.3 correspond to the non-interacting electron and phonon system
and the third term describes the coupling between these two systems. Intuitively this coupling
comprises processes where an electron is scattered from one state |k〉 into another state |k+ q〉
by absorbing (emitting) a phonon with momentum q (−q).
1The spin degree of freedom is dropped in Eq. 2.3.
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The Fröhlich Hamiltonian can be treated in a mean field type approximation (see for in-
stance [19]) and it is possible to deduce a quantitative criterion for the stability of a CDW.
Chan and Heine further extended the model by including Coulomb and exchange interaction
and found the following necessary conditions for the formation of a CDW [29]:
4g2q
ħhωq
− 2Uq + Vq ≥ 1
χ ′0(q)
(2.4)
and
4g2q
ħhωq
> 2Uq > Vq > 0, (2.5)
where Vq and Uq denote the screened exchange interaction and the Coulomb interaction, re-
spectively. χ ′0(q) is the real part of the static non-interacting electronic susceptibility χ0(q). In
linear response theory χ0(q) describes the response of the charge density to a static external
potential Φ(q):
ρind(Q) = χ0(q)Φ(q), (2.6)
where ρind denotes the Fourier transformed charge density induced by the external potential
Φ(q). Eq. 2.4 confirms the intuition that a large electronic susceptibility as well as a strong
electron-phonon coupling gq favors the formation of a CDW. In the constant matrix approxim-
ation the real part χ ′0(q) and imaginary part χ ′′0 (q) of χ0(q) are given by [30]:
χ ′0(q) =
∑
k
f ("k)− f ("k+q)
"k − "k+q (2.7)
and
lim
ω→0χ
′′
0 (q,ω)/ω=
∑
k
δ("k − EF )δ("k+q − EF ), (2.8)
where f (") is the Fermi function and EF refers to the Fermi energy. Eq. 2.7 is often referred to
as the Lindhard response function and is depicted for the case of a homogeneous electron gas
in one, two and three dimensions in Fig. 2.2 (a). In the 1D case χ ′0(q) displays a logarithmic
divergence at q = 2kF and according to Eq. 2.4 this system is susceptible towards a distortion
with q = 2kF given that gq=2kF is finite. This result is in line with the qualitative discussion in
the previous section.
With respect to low-dimensional real materials – which are never really one-dimensional –
it is often argued that Fermi surface nesting2 leads to divergences or strong enhancements in
the electronic susceptibility χ0 and hence drives the formation of CDWs. It is true that the ima-
2Fermi surface nesting occurs when the Fermi surface contours can be translated by a certain vector (nesting
vector) so that extended parts of these translated contours coincide with the original contours.
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Figure 2.2: The real part of the static non-interacting electronic susceptibility χ ′0 of a homo-
geneous electron gas. (a): χ ′0 in one, two and three dimensions. In the 1D case χ ′0 exhibits
a weak logarithmic divergence at q = 2kF . This divergence vanishes in higher dimensions.
(b) illustrates that the divergence in the 1D case is not robust against small deviations from
“perfect nesting”. The green line indicates the effect of a 2% deviation from perfect nesting.
The magenta line depicts the impact of a small Drude relaxation. Figure is in the style of
references 31 and 30.
ginary part of χ0 as given in Eq. 2.8 constitutes a quantitative measure for the Fermi surface
nesting, since Eq. 2.8 merely represents the autocorrelation of the Fermi surface. However,
Johannes and Mazin [30] demonstrated that the divergence in the real part of the electronic
susceptibility χ ′0 is not robust against small deviations from perfect nesting. As illustrated in
Fig. 2.2 (b) even a slight deviation of 2% from perfect nesting, which means that the “nested”
parts of the Fermi surface nest only within an accuracy of δk/kF = 0.02 in reciprocal space,
reduces the logarithmic divergence of a quasi one-dimensional system to merely an enhance-
ment at q = 2kF . A similar effect is also caused by a small finite Drude relaxation rate as
shown in Fig. 2.2 (b) [30]. Since it is the real part of the susceptibility χ ′0 which gives rise to
the CDW instability (cf. Eq. 2.7) the Fermi surface nesting alone certainly fails to predict CDW
instabilities in real materials [30, 32]. Johannes and Mazin further pointed out that rather the
q-dependent electron-phonon coupling gq is crucial for the formation of charge density waves.
From Eq. 2.4 it is also clear that a strong Coulomb interaction hinders the formation of a
CDW which is plausible since a CDW comes along with accumulations of charge that costs
Coulomb energy.
However, once the charge density wave instability exists, the mean field solution of Eq. 2.3
shows that – within the CDW state – the phonon dispersion ωq becomes strongly renormal-
ized as illustrated in Fig. 2.1 (d). The pronounced softening around qm = 2|kF | = pi/a is
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commonly referred to as a Kohn-anomaly. The mean field CDW ground state is then given by
a coherent superposition of electron-hole pairs and the single particle band structure develops
a gap around the Fermi energy (see Fig. 2.1 (c)). How this modified band structure alters the
experimentally accessible spectral function will be discussed in section 5.3.
It should be noted that the Peierls theory bears resemblance to the BCS-theory3 of super-
conductivity [33]. For instance, the relation between the single particle gap ∆ at T = 0 and
the (mean field) transition temperature TMF is, for both theories, given by:
2∆= 3.52kBT
MF , (2.9)
with the Boltzmann constant kB. This analogy is rooted in the fact that the physical mech-
anisms behind these phenomena are rather similar. In the case of CDWs the electron-phonon
interaction leads to a pairing of electrons and holes. Similarly the electron-phonon interaction
can also effectively cause the condensation of electrons into pairs – so-called Cooper pairs –
in the BCS-theory. It is further interesting to mention that the electron-hole pairs which form
in the CDW ground state have a total spin of S = 0. The pairing of electrons and holes with
a total spin of S = 1 leads to so-called spin density waves which can be viewed as a periodic
modulation of the spin density [31]. Which of the pairings (singlet superconductor, triplet
superconductor, CDW or spin density wave) occurs depends – from a theoretical point of view
– on microscopic details and is even for the most simple setups far from being solved [8, 34].
At this point it is worth noting that the Peierls model as introduced above is rather limited in
the sense that it merely describes a single-band 1D-metal. In addition, it only applies for the
weak coupling limit where the PLM amplitude is very small compared to the lattice parameter.
Although this might be an admissible approximation for some (strongly 1D) simple systems, it
is highly questionable how applicable the Peierls scenario is for more advanced multiband 2D
(or even 3D) materials as for instance the transition metal dichalcogenides (see chapter 3).
Accordingly, it is clear that even though the Peierls mechanism represents the classical text-
book approach to explain the CDW instability, the microscopic mechanism in many real materi-
als remains widely elusive. In this context various other microscopic mechanisms for the form-
ation of charge order are discussed in the literature as for instance the formation of local bound
states leading to excitonic insulators [35] or electron localization due to electron-electron cor-
relations in Mott-Hubbard insulators. However, the identification of the dominant mechanism
in real complex materials is challenging since the experimental signatures like the excitation
gap and the periodic lattice modulation4 may be similar. Recently it has been proposed that
time-resolved photoemission spectroscopy experiments may provide a route to disentangle
3BCS refers to the names of John Bardeen, Leon Cooper and Robert Schrieffer.
4Note that the Mott-Hubbard transition is commonly not accompanied by a periodic lattice modulation.
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Figure 2.3: Excitation of amplitude A (amplitudon) and phase (phason) of a charge density
wave in the q→ 0 limit. The black solid lines represent the CDW ground state. The excited
CDW oscillates between the two extrema indicated by dashed and dotted blue lines.
microscopic mechanisms which take place on different time scales [36].
Another interesting development in the field of CDWs is the study of exotic charge ordered
phases like chiral CDWs which are intimately related to orbital order [37]. In chapter 5.4
we will demonstrate that the CDW in several layered transition metal dichalcogenides is also
intertwined with an orbital texture.
2.3 Collective excitations of charge density waves
There are two different kinds of (long wavelength) collective excitations of a CDW. The so-
called amplitudon refers to a collective breathing mode of the CDW, i. e. an oscillation of the
CDW amplitude A. A collective oscillation of the phase of the CDW ϕ is usually referred to as a
phason. These two types of excitations are depicted in Fig. 2.3. It is interesting to note that for
a homogeneous incommensurate CDW the ground state energy does – in first approximation –
not depend on the phase ϕ. Accordingly, excitations related to the phase – the phasons – have
a gap-less dispersion. This point holds unless the wavelength of the CDW and the periodicity
of the underlying lattice crystal become commensurate (or close to commensurate). In this
case the interaction between the CDW and the underlying crystal lattice cannot be neglected
and the ground state energy is a periodic function of ϕ. Thus, the phason dispersion will
be gapped in the q → 0 limit. This becomes clear when we look back to Fig. 2.1 on page 6
which shows a commensurate situation. Apparently, the CDW is aligned with the lattice in
such a way that the charge maxima are always in-between two nuclei, hence minimizing the
Coulomb interaction between the crystal lattice and the CDW. Consequently, a shift of the CDW
according to a phason with q = 0 (cf. Fig. 2.3) will increase the Coulomb energy which causes
the gap in the phason dispersion.
The amplitude excitation, in contrast, is always associated with a gap in the limit q → 0,
since the energy cost to create an amplitude fluctuation is always finite and does – in first
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approximation – not depend on the CDW lattice interaction.
The collective excitations of a CDW can be studied on a quantitative level in the framework
of Ginzburg-Landau theory (see references 38 and 19). The associated expressions and al-
gebra are rather tedious and will not be reviewed here. However, an important result of these
considerations is that the coupling between CDW and lattice leads to Sine-Gordon type non-
linear differential equations which have various soliton solutions for the phase excitations5.
These soliton solutions represent local distortions or defects of the CDW phase that behave
like particles, which means that they can propagate through the crystal without changing their
shape. Moreover, the phase-solitons are associated with a charge which renders such objects
highly interesting.
In the subsequent section we will discuss – on an heuristic level – the slightly different
situation of a CDW that is close to being commensurable since this case is relevant for the
results presented in chapter 4.
2.4 Discommensurations
We stick to the 1D CDW model introduced in Eq. 2.2 and consider an incommensurate modu-
lation wave vector qm = qc +δ which is close to a commensurate vector qc , where δ refers to
the incommensurability6. In that case we write the CDW in the following form:
φ(x) = Acos(qc x +η(x)), (2.10)
where the function η(x) is simply given by η(x) = δx . The function 2.10 is illustrated in
Fig. 2.4 (b) together with the sites of the underlying 1D lattice for an exemplary qc = (1/3) a∗
and δ = (1/30) a∗, where a∗ = 2pi/a is the shortest reciprocal lattice vector. As opposed to
the commensurate case shown in Fig. 2.4 (a) it is not possible for the incommensurate CDW
to globally align its charge maxima with the interspaces between the nuclei. Rather, there
are extended regions where this alignment is reasonably fulfilled (highlighted in blue) and
regions where the charge maxima lie on top of the nuclei (highlighted in red), which poses
an unfavorable configuration in terms of Coulomb interaction. The extent of these regions
apparently depends on δ and increases when δ decreases. This means that in particular for
small δ, there will be large regions where the CDW is misaligned with the crystal lattice which
aggregate a lot of Coulomb energy.
However, as first pointed out by McMillan [41], such an incommensurate CDW can lower
5Localized amplitude excitations – so-called amplitude-solition – also emerge [39].
6Note that strictly speaking δ needs to be irrational so that qm is incommensurate. However, in practice a
CDW with a wave vector qm = G/n, where n is an integer and G denotes a reciprocal lattice vector, is regarded as
incommensurate when n becomes sufficiently large (n§ 10) [40].
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Figure 2.4: Interaction between CDW and crystal lattice and the formation of discom-
mensurations. (a)-(c) illustrate a CDW of the form φ(x) = Acos(qc x + η(x)) with qc =
(1/3) a∗, a∗ = 2pi/a along with the underlying crystal lattice (blue dots) for different η(x)
which are shown in (d)-(f), respectively. (a): A commensurate CDW with η(x) = 0 as
shown in (d). The charge maxima are aligned with the lattice and appear in-between two
nuclei. (b): An incommensurate CDW with η(x) = (1/30) a∗ · x as shown in (e). The
color reveals regions where the charge maxima lie in-between two nuclei (blue) and re-
gions where the maxima lie on top of a nuclei (red). (c): An incommensurate CDW with
discommensurations. The corresponding function η(x) is shown in (f). The formation of
the discommensurations minimizes the regions where the charge maxima lie on top of the
nuclei (red).
its energy by distorting itself in order to form commensurate regions separated by so-called
discommensurations. It is clear that when the simple linear function η(x) = δx for the in-
commensurate CDW (cf. Fig. 2.4 (e)) is distorted so that it attains a step-like form as depic-
ted in Fig. 2.4 (f), the resulting CDW is characterized by large commensurate regions. These
large regions correspond to the flat sections in η(x) and the narrow regions where the phase
rapidly changes are the discommensurations. Accordingly, the range where the CDW is mis-
aligned with the lattice is reduced to the small regions of the discommensurations, as shown
in Fig. 2.4 (c). Thus the formation of discommensurations can reduce the energy of the CDW
14 2 Charge density waves in solids
ground state significantly. The function η may then be expanded as:
η(x) = δx +
∑
n
an sin(Mnδx), (2.11)
where M is defined by the commensurate wave vector7 qc = (1/M)a∗ (with M = 3 in the
present example) and an are coefficients to be determined. Heuristically, Eq. 2.11 describes
the sum of a linear function and an inverse sawtooth function with a period of 2piMδ which results
in the step-like function shown in Fig. 2.4 (f). Note that the fundamental wave vector of the
CDW in Fig. 2.4 (c) and (f) is still given by qc +δ; the formation of the discommensurations is
caused by inclusion of higher harmonics in η(x). However, locally, i. e. within the flat regions,
the wave vector is given by qc and, hence, commensurate.
In terms of Ginzburg-Landau theory discommensurations arise from non-vanishing Lifschitz
invariants in the free energy functional which give rise to terms of the form:
V = V0 [1− cos(Mη(x))] , (2.12)
where V0 denotes the coupling constant. These terms describe the interaction between the
CDW and lattice.
In the previous section 2.3 it was pointed out that the fundamental phase excitations of
the commensurate CDW state represent solitons which can be regarded as localized defects
in the CDW phase with particle-like properties like charge. More precisely, a single soliton
is associated with a local phase change of 2pi/M . In that context it is worth noting that the
discommensurations can be viewed as a lattice of such solitons [31]. Accordingly, for a slightly
incommensurable or nearly commensurate CDW it is energetically favourable to develop phase
excitations which crystallize on a lattice. Since the discommensurations are charged they can
interact with each other, which makes those defect lattices an interesting research topic. We
will come back to discommensurations and the possibilities for their detection by means of X-
ray diffraction in section 4.1.3. In section 4.3 and 4.4 we will discuss these effects in relation
with the CDWs in 1T-TaS2.
7In general qc can be expressed as qc = (N/M)a∗ with N ,M ∈ N. For simplicity it has been assumed that
N = 1.
3 Layered transition metal
dichalcogenides and the model system
1T -TaS2
3.1 Layered transition metal dichalcogenides
Layered transition metal dichalcogenides (TMDs) are systems of the form MX 2 where M refers
to a transition metal like Tantalum, Titanium or Niobium. X denotes an element from the
chalcogen group: Sulfur, Selenium or Tellurium. All these compounds are characterized by a
layered crystal structure consisting of X -M -X sandwich layers in which the transition metal is
coordinated by six chalcogen sites. These structures exist in several polytypes. Most prominent
are the 1T polytype where the coordination is trigonal octahedral and the 2H polytype with
a trigonal prismatic coordination. As illustrated in Fig. 3.1 the number in 1T and 2H refers
to the number of MX 2 units contained in the unit cell while T and H denote trigonal and
hexagonal symmetry, respectively. The bonding between the layers is commonly associated
with a weak Van der Waals type coupling. As a result of this Van der Waals gap these systems
exhibit strongly anisotropic properties. For instance the electrical resistivity perpendicular to
the MX 2 layers is commonly several orders of magnitude larger than in the perpendicular
direction. Similar anisotropies are also observed in the thermal expansion, sound velocity and
thermal conductivity [42].
Even though the layered TMDs are rather simple systems in terms of composition and struc-
ture they bear extremely diverse and interesting physics. For instance, most of the layered
TMDs are known to exhibit transitions into charge density wave phases which are accom-
panied by anomalies in macroscopic properties like electrical resistivity and the formation of
superlattices as revealed by X-ray or electron diffraction [24]. With decreasing temperature
often an incommensurate CDW develops which transforms into a commensurate CDW when
the temperature is further lowered. This incommensurate to commensurate transition is usu-
ally referred to as a lock-in transition. In addition, many of these systems have been found to
become superconducting either in the pristine form or induced as a function of a tuning para-
meter like chemical substitution, intercalation or external pressure [43–45], which renders
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Figure 3.1: Schematic crystal structure of layered transition metal dichalcogenides. The
trigonal octahedral polytype (1T , space group: P3¯m1) is shown in the left panel and the
trigonal prismatic polytype (2H, space group: P63/mmc) in the right panel. The Wigner-
Seitz unit cell of both structures is indicated with black lines. For 1T the unit cell comprises
one X -M -X sandwich. In the case of 2H two X -M -X sandwiches belong to the unit cell. c0
refers to the distance between X -M -X layers.
these systems particularly appealing. Accordingly, layered TMDs are, despite several decades
of intensive investigations, still a vital and alluring research topic. Not only the interplay
between superconducting and charge density wave order attracts interest [45–49], but also
the microscopic mechanism which drives the charge density wave instabilities is still intens-
ively debated [28, 50] for some materials. In this context it should be mentioned that also new
and exotic ideas in relation to CDWs in TMDs are emerging. For instance CDW states which
break the inversion symmetry of the underlying crystal lattice – so-called chiral CDW states –
are discussed [37, 51].
Due to their layered structure TMDs can be rather easily prepared in thin-film form. This
characteristic along with the multitudinous electronic properties which are found in these
materials makes them also suitable for nanotechnology applications. Consequently, layered
TMDs recently started to attract more and more interest with respect to their high potential
for the development of novel, miniaturized devices for electronic and sensing applications [12,
14–16, 52].
In this thesis we focus in particular on the system 1T-TaS2 which will be discussed more
detailed in the following section.
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Figure 3.2: Electrical resistivity as a function of temperature at ambient pressure for
1T-TaS2. The transitions between the commensurate (C-CDW), nearly commensurate
(NC-CDW) and incommensurate (IC-CDW) CDW phases are accompanied by pronounced
changes in resistivity. The data taken from reference 45.
3.2 The model system 1T -TaS2
3.2.1 The complex electronic phase diagram
Among the TMDs, 1T-TaS2 stands out because of its particularly rich electronic phase diagram
as a function of temperature and pressure. This phase diagram features various different CDWs
and has been first established by means of resistivity measurements [45]. As a function of de-
creasing temperature an incommensurate (IC) CDW is reached below ≈ 550 K. Upon further
lowering the temperature the IC-CDW transforms into a nearly commensurate (NC) CDW at
about 350 K which finally becomes commensurate (C) as the temperature falls below≈ 180 K.
All these transitions are associated with anomalies in the electrical resistivity as can be seen
in Fig. 3.2. Furthermore, it was found that not only the individual transition temperatures de-
pend on the external pressure but also that pressure-induced superconductivity emerges with
a critical temperature of Tc ≈ 5 K [45, 53]. The corresponding complex pressure-temperature
electronic phase diagram is depicted in Fig. 3.3.
Based on this phase diagram it is clear that 1T-TaS2 provides an excellent model system to
study the interplay between the various electronically ordered states and superconductivity.
In this context, the external pressure represents a well-defined tuning parameter which has
the advantage that a single sample can be used to analyze the induced effects.
The periodic lattice modulations associated with the different CDWs in 1T-TaS2 (at least for
the C-CDW and NC-CDW) have been previously analyzed at ambient pressure by means of
X-ray diffraction [54, 55]. These studies revealed the clustering of 13 Ta sites into a “star-of-
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Figure 3.3: Schematic electronic pressure-temperature phase diagram of 1T-TaS2 as estab-
lished by means of electrical resistivity measurements [45]. The transitions between the
commensurate (C-CDW), nearly commensurate (NC-CDW) and incommensurate (IC-CDW)
CDW phase are pressure-dependent. Above 2 GPa a superconducting phase with Tc ≈ 5 K
occurs. In Fig. 4.8 on page 35 we will show this phase diagram again supplemented with
data found in this thesis.
David” arrangement as a common structural feature which is shared by all the CDWs in 1T-
TaS2. As shown in Fig. 3.4 the formation of these clusters is a result of the Ta-displacements
which are predominantly parallel to the ab-plane. In contrast, the S-displacements are mainly
perpendicular to the ab-planes and cause a breathing mode-like buckling of the Sulfur sites
(see also Fig. 5.4 on page 72).
3.2.2 The commensurate charge density wave
The C-CDW is characterized by an in-plane
p
13×p13-superstructure built up by the “star-
of-David” clusters as illustrated in Fig. 3.4. For this structure the superlattice vectors are given
by aSL = 4a + b and bSL = −a + 3b, where the length of the superlattice vectors is |aSL| =p
13 · |a|. Note that an equivalent superstructure with aSL = 3a− 1b and bSL = a+ 4b also
exists. Throughout this thesis we will refer to the configuration with aSL = 4a+b if not stated
differently.
A particularly interesting feature of the C-CDW is its partially disordered stacking along the
direction perpendicular to the TaS2 planes, which will be discussed in full length in section 4.5.
As can be seen in Fig. 3.2 the C-CDW in 1T-TaS2 exhibits semiconducting transport prop-
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Figure 3.4: The
p
13 × p13-supercell structure of 1T-TaS2 within the ab-plane. The Ta-
displacements indicated by black arrows are mainly parallel to the ab-planes (a and b: in-
plane lattice vectors of the undistorted P3¯m1 crystal structure), resulting in clusters contain-
ing 13 Ta-sites, which are usually referred to as “star-of-David” arrangement. In the C-CDW
these clusters form a
p
13 × p13 superlattice (as and bs superlattice vectors) within the
ab-plane.
erties at low temperature which represents a unique feature among the CDWs in transition
metal dichalcogenides. All other CDWs which occur in these materials are metallic or even
superconducting at low temperatures. Commonly, this behaviour of the C-CDW in 1T-TaS2 is
attributed to electron correlations as first proposed by Fazekas [56]. It was argued that – in a
local picture – the
p
13×p13-clusters may be considered as quasi-molecules in which twelve
out of thirteen Ta 5d electrons occupy six localized bounding orbitals, while one electron re-
mains in a delocalized state. According to the Mott-Hubbard-scenario, these mobile electrons
can hop from cluster to cluster and localize at low temperatures due to the onsite Coulomb in-
teraction U acting on each cluster. This Mott-Hubbard transition was further assumed to yield
overlapping Hubbard subbands [56, 57]. The remaining states at the Fermi level are then
prone to Anderson localization which in turn could explain the semiconducting properties of
the C-CDW and the observed pseudogap [58, 59]. Experimental evidence for the presence
of Mott physics in the C-CDW of 1T-TaS2 has indeed been obtained recently by time-resolved
pump-probe photoemission spectroscopy (cf. section 5.2) [36, 60–62]. These experiments in-
vestigate the response of the electronic structure to an optical excitation pulse as a function of
the pump-probe delay. The experimental electronic band structure of the C-CDW, as measured
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Figure 3.5: (a): Angle-resolved photoemission spectra for the C-CDW of 1T-TaS2 along
high-symmetry directions of the Brillouin zone corresponding to the unmodulated crystal
structure (see section 5.4 for details). Black arrows indicate the two gaps at the Γ and near
the M point. (b) and (c): Time-dependent angle-resolved photoemission spectra at different
crystal momenta after an optical pump pulse. (b): near the M -point. (c): at the Γ -point.
Figures taken from reference 36.
by angle-resolved photoemission spectroscopy (see section 5.2), is characterized by two gaps
which are indicated in Fig. 3.5 (a). Hellmann et al. [36] demonstrated that these two gaps
react on very different timescales to an optical excitation pulse as can be seen in Fig. 3.5 (b)
and (c). The gap close to the so-called M -point (see section 5.4 for details) in Fig. 3.5 (b) is
usually attributed to the CDW in terms of a Peierls gap as discussed in section 2.1. Accordingly,
the timescale on which this gap closes is rather slow since electron-phonon coupling is cru-
cially involved. In contrast, the gap at the Γ -point closes on an ultra-fast timescale as can be
observed in Fig. 3.5 (c). This was interpreted as evidence that electron-electron interactions
which give rise to ultra-fast electronic timescales play a significant role for the formation of
the gap at the Γ -point [36] and, hence, for the stabilization of the C-CDW.
Although the above Mott-Hubbard scenario for the C-CDW is widely accepted, it is clear
that this model is certainly oversimplified because the Tantalum 5d states are rather extended
and, hence, itinerant which renders the local approach questionable. In chapter 5 we will
investigate the electronic structure of the C-CDW theoretically as well as experimentally. One
key result will be that Mott-Hubbard-type electron correlations are very likely not crucial for
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Figure 3.6: Resistivity switching in 1T-TaS2 induced by a femtosecond laser pulse. At 1.5 K a
35-fs laser pulse at 800 nm causes a drop in the resistivity (red arrow) which persists unless
the temperature is raised above 60 K (black curve). Figure taken from reference 63.
the properties of the C-CDW in 1T-TaS2. In contrast, we will demonstrate that another purely
electronic mechanism – namely the formation of orbital textures – plays a central role for the
CDW in 1T-TaS2.
Another highly intriguing phenomenon associated with the C-CDW is the recently observed
ultra-fast resistivity switching which may be triggered by means of a femtosecond laser pulse.
Stojchevska et al. [63] demonstrated that for a flake of 1T-TaS2 at a temperature of 1.5 K a
35-fs laser pulse induces a drop of the in-plane resistivity by about three orders of magnitude
as illustrated in Fig. 3.6. Most noteworthy, this new photoinduced state is persistent, which
means that the system remains in this state indefinitely unless the temperature is raised or
longer laser pulses are used to erase the photoinduced state. With increasing temperature
the resistivity reverts to the resistivity of the C-CDW at about 100 K. It was further shown
that this effect is completely reversible and the number of switching cycles is not limited [63].
Stojchevska et al. proposed that photoinduced domain walls (discommensurations) which also
exist in the NC-CDW could account for the observed resistivity drop. However, in chapter 5.4
we will show that effects related to the discovered orbital textures in 1T-TaS2 may also provide
a mechanism for the observed resistivity switching.
3.2.3 The nearly commensurate charge density wave
The NC-CDW of 1T-TaS2 at room temperature and ambient pressure features an in-plane mod-
ulation wave vector which is rather close to the in-plane modulation wave vector of the C-CDW.
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100 Å
Figure 3.7: Scanning tunneling microscopic image of the surface of 1T-TaS2 at room tem-
perature. The bright spots are the CDW maxima and correspond to the “star-of-david” struc-
ture shown in Fig. 3.4. The additional domain structure which characterizes the NC-CDW is
clearly observable. Image taken from reference 65.
As outlined in section 2.4 such a setting gives rise to the emergence of discommensurations.
Indeed, the existence of the latter in the NC-CDW of 1T-TaS2 has been verified experimentally
by means of X-ray diffraction and scanning tunneling microscopy (STM) [55, 64–66]. Accord-
ing to these studies, the in-plane structure of the NC-CDW is given by hexagonally shaped
commensurate domains separated by discommensurations [55, 65]. As can be observed in
the scanning tunneling microscopy image shown in Fig. 3.7 the commensurate domains are
arranged on a regular hexagonal lattice with a period of about 73 Å [65]. As opposed to the
C-CDW, the stacking of the NC-CDW along the direction perpendicular to the TaS2-layers is
well ordered with a periodicity of three.
In order to explain the emergence of superconductivity in 1T-TaS2 Sipos et al. [45] proposed
– based on detailed resistivity measurements – a microscopic real space phase separation scen-
ario. It was assumed that the superconductivity forms within the metallic discommensurations
(i. e. section 2.4) which were supposed to grow with increasing pressure. Nonetheless, it is
quite evident that macroscopic measurements – like electrical resistivity – cannot deliver in-
sights into the spatial microscopic structure of the CDW. For this reason we performed X-ray
diffraction on 1T-TaS2 as a function of pressure and temperature. The corresponding results
are thoroughly presented and discussed in chapter 4 and – amongst others – shed light on the
relation between CDW order and superconductivity in 1T-TaS2.
4 X-ray diffraction studies of the charge
density wave order in 1T -TaS2
In this chapter we present a study of the charge density wave order in 1T-TaS2 as a function
of temperature and pressure by means of state-of-the-art X-ray diffraction. The microscopic
changes of the charge density wave order with pressure and temperature are characterized in
terms of the corresponding modulation wave vectors and satellite peak intensities.
Section 4.1 and 4.2 review some basics of X-ray diffraction from modulated structures and
introduce the experimental setup. In section 4.3 we show that the nearly commensurate charge
density wave indeed exists in the superconducting region of the phase diagram of 1T-TaS2.
This section is an extended version of the journal article [T. Ritschel et al., Phys. Rev. B
87, 125135 (2013)]. The different incommensurate phases observed at high pressure are
investigated in section 4.4. In Section 4.5 the stacking order of the charge density wave layers
along the direction perpendicular to these layers is discussed.
4.1 Theory of X-ray diffraction from modulated structures
In this section, some theoretical basics of X-ray diffraction (XRD) from solids are reviewed. The
focus will be on effects due to structural modulations. It is, however, not possible to elaborate
this topic in an exhaustive manner. Therefore, the interested reader is relegated to the existing
literature. A good chapter covering the basics of XRD can be found in the textbook of Als-
Nielsen [67]. Details of the more advanced aspects like scattering from modulated structures
and effects of thermal fluctuations are described in references 40, 68, 69.
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4.1.1 X-ray diffraction from a periodic crystal
In kinematic1 and classic approximation the elastic X-ray scattering from a crystal can be de-
scribed by the so-called elastic scattering amplitude:
S(Q) = P
∫
drρ(r)eir·Q, (4.1)
where Q = k− k′ is the momentum transfer given by the scattering geometry and ρ(r) is the
electron density. P is the polarization factor and will be set to P = 1 for the remainder of this
section. By employing the translation symmetry of the crystal lattice and, hence, of ρ(r) the
integral in Eq. 4.1 may be expressed as:
S(Q) =
∑
Rn∈A
eiQ·Rn︸ ︷︷ ︸
lattice sum
∑
r j
eiQ·r j
atomic form factor︷︸︸︷
f j(Q)︸ ︷︷ ︸
geometric structure factor
. (4.2)
The first term is a sum over all lattice vectors (A ) and produces – in the limit of an infin-
ite crystal – delta functions located at the points of the reciprocal lattice (B := {b : ba =
2pin,∀a ∈A ,n ∈ Z}). The second term is the geometric structure factor Fu.c(Q) and is a sum
over all sites (r j) in the basis with the corresponding atomic form factors f j . Fu.c.(Q) merely
modulates the intensity of the diffraction peaks but does not alter their position.
In principle it is possible to reconstruct ρ(r) from the structure factors Fu.c.(Gn), Gn ∈B by
Fourier synthesis:
ρ(r)∼ ∑
Gn∈B
e−irGnFu.c.(Gn). (4.3)
However, it is usually not possible to measure Fu.c. because the scattered X-ray intensity is
proportional to the square of the absolute value of S(Q):
I(Q)∼ S(Q)S∗(Q) = |S(Q)|2 (4.4)
and, hence, the phase information gets lost in a X-ray diffraction experiment. This is known
as the phase problem of crystallography.
1The kinematic approximation neglects multiple scattering processes and is therefore suited to describe the
scattering from imperfect or small crystals. In cases where the scattering is strong, i. e. for perfect crystals the
dynamical scattering theory is the more appropriate theory.
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4.1.2 Modulated structures
As discussed in chapter 2 a charge density wave is in general accompanied by a periodic mod-
ulation of the underlying crystal lattice (periodic lattice modulation: PLM). From an exper-
imentalist’s point of view this is good news because the X-ray diffraction is governed by the
regions where the electron density is high, as can be seen in Eq. 4.1. Since the valence electron
density is rather low compared to the electron density in the vicinity of the ions in a crystal,
a modulation of the former can be hardly detected by X-ray diffraction. The PLM in contrast,
concerns the positions of the atoms in a crystal and can therefore be measured by means of
elastic X-ray diffraction. Accordingly, X-ray diffraction does not measure the CDW directly but
indirectly in terms of the accompanying PLM as explained below.
A PLM will slightly alter the positions of the atoms r j in the n
th unit cell and may be written
as:
r j → r j(Rn) = r j +
∑
k
eke
iqk(r j+Rn) + c. c.︸ ︷︷ ︸
u j(Rn)
(4.5)
Eq. 4.5 describes the general case of multiple PLMs with different modulation wave vectors qk
and polarization vectors ek. Note that ek is not normalized but contains the amplitude of the
corresponding PLM.
It is clear that in the case where q can be expressed as q = hG∗1 + kG∗2 + lG∗3 where Gi are
reciprocal basis vectors and the Miller indices h, k, l are rational coefficients the u j(Rn) will
be periodic in n. This means that it is possible to describe such a structure in the usual way
by using a larger unit cell, the so-called supercell. A CDW or PLM with this property is called
commensurate. In the other case where at least one of the coefficients h, k, l is irrational the
u j(Rn) are not periodic and, hence, the discrete (3D) translation symmetry of the crystal is
broken. Such a structure is called incommensurate. In fact, an experiment cannot distinguish
between rational and irrational numbers and therefore – in practice – a structure is said to
be incommensurate when the denominator of at least one of the Miller indices is sufficiently
large.
To leading order in the displacement u j(Rn) the scattering amplitude for the modulated
structure is given by:
S(Q) =
∑
Rn∈A
eiQ·Rn
∑
r j
eiQ·r j f j(Q) eiQu j(Rn)︸ ︷︷ ︸∼=1+iQu j(Rn) (4.6)
∼=
∑
Rn∈A
eiQ·Rn
∑
r j
eiQ·r j f j(Q)(1+ iQu j(Rn)
=
∑
Rn,r j
eiQ·RneiQ·r j f j(Q) + iQ
∑
Rn,r j ,k
eke
i(Q±qk)Rnei(Q±qk)r j f j(Q). (4.7)
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In the limit where the lattice becomes large the scattered intensity is then given by:
I(Q)∼
∑r j eiQr j f j(Q)

2
︸ ︷︷ ︸
|Fu.c.(Q)|2
∑
Gn
δ(Q−Gn)+
+
∑
Gn,k
(Qek)
2
∑r j ei(Q±qk)r j f j(Q)

2
︸ ︷︷ ︸
|F ′u.c.(Q,qk)|2
δ(Q± qk −Gn). (4.8)
The first term in Eq. 4.8 represents the usual scattering from the undistorted lattice with the
corresponding Bragg peaks at the reciprocal lattice points Gn. The intensity of the Bragg peaks
is scaled by the geometric structure factor Fu.c.. As a consequence of the PLM a second term
appears in Eq. 4.8 yielding peaks at Gn ± qk. These so-called superlattice peaks are usually
much weaker than the Bragg peaks since their intensity scales as (Qek)2 ∼ e2k and |ek|  1.
This also means that the superlattice peak intensity increases withQek and ifQ is perpendicular
to the polarization of the PLM ek/|ek| no superlattice peaks are observable. It is worth pointing
out that the superlattice peak structure factor Fu.c.′ is of the same form as the Bragg peak
structure factor Fu.c.. Given that |qk| < |Q| it is reasonable to assume that f j(Q) ∼= f j(Q ∓
qk) and therefore Fu.c. = F ′u.c.. Accordingly, the superlattice peak intensity depends on the
structure factor of the related Bragg peak, i. e., a strong Bragg peak will be surrounded by
strong superlattice peaks.
In order to illustrate these features of the X-ray scattering from a modulated structure, the
sum in Eq. 4.6 is explicitly evaluated for a finite 1D-lattice with two atoms in the unit cell
in Fig. 4.1. The upper part depicts the modulation of the atomic positions in real space and
the plot below shows the scattered X-ray intensity as a function of Q. It is clearly visible that
not only Bragg peaks at Q = 2pin/a but also superlattice peaks at Q = 2pin/a ± q appear.
Furthermore, the intensity of the superlattice peaks increases with increasing Q since Q is
parallel to ek. The position of the two atoms in the unit cell was chosen in a way that the
geometric structure factor Fu.c. vanishes for the Bragg peak at Q = 4pi/a. In other words, the
intensity of this Bragg peak is zero and – as can be seen in Fig. 4.1 – also the related superlattice
peaks at Q = 4pi/a ± q vanish. In Fig. 4.1 additional second order superlattice peaks at Q =
2pin/a ± 2q can be observed. These peaks do not appear in the analytical expression 4.7
because the exponential function containing the displacement u j was expanded to first order
only2.
2A more sophisticated analysis shows that the intensity of the nth-order superlattice reflection scales as the
square of the corresponding Bessel function of first kind Jn(Qek)2. In that context the 0-order reflections are the
Bragg reflections. The Bessel functions are discussed in section 4.1.3 and are plotted on page 28 in Fig. 4.2. One
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Figure 4.1: The X-ray intensity scattered from a modulated 1D lattice. A 1D lattice with
lattice constant a and two atoms in the unit cell (a) is modulated by a PLM u(x) = uˆ cos(qx)
with q = 2pi/λ = 0.3 · 2pi/a and uˆ = 0.01 (c). This modulation yields superlattice peaks
around every Bragg peak (d) and is accompanied by a CDW (b). Note that since the structure
factor vanishes for q = 4pi/a also the superlattice peaks at 4pi/a ± q become invisible. The
intensity plot was obtained by numerical evaluation of the scattering amplitude 4.6 for a
lattice of 500 unit cells. The atomic form factor f j for both sites were taken to be unity.
Since the numerical evaluation goes beyond the linear approximation of Eq. 4.7 also second
order superlattice peaks at 2pin/a± 2q appear.
These considerations suggest that a measurement of the intensity and position of the su-
perlattice peaks allows to determine the modulation wave vector and the amplitude of the
corresponding PLM. This is still true for more complicated shaped modulation functions u j(r).
It was pointed out earlier that an incommensurate PLM breaks the translation symmetry of
the crystal. This makes it very difficult to perform crystallographic refinements because no real
unit cell exists. However, it is possible to restore the translation symmetry by formally describ-
ing the system in an higher-dimensional space, as first pointed out by de Wolff et al. [70]. This
may clearly observe that J1(x)∝ x for small x and therefore the intensity of the first order superlattice reflection
scales as (Qek)2 in line with the result obtained by expanding the exponential function in Eq. 4.6.
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Figure 4.2: Bessel functions of first kind for n = 0, 1 and 2. For small x the magnitude of
Jn(x) rapidly decreases with increasing n. Note that J0(x = 0) = 1 but Jm(x = 0) = 0,∀m 6=
0.
approach introduces an extra dimension perpendicular to the 3D reciprocal space for every
incommensurate PLM yielding a (3+d) dimensional superspace, where d is the number of in-
dependent PLMs. It turns out that the projection of a (3+ d) dimensional reciprocal lattice to
3 dimensions corresponds to the positions of the Bragg and superlattice peaks. In other words,
it is possible to index the position of all diffraction peaks with (3+d) indices. The direct lattice
corresponding to this reciprocal lattice defines a periodic crystal lattice in (3+ d)-dimensional
superspace. Based on this approach the superspace crystallography provides an efficient tool
to analyze incommensurately modulated structures but also quasicrystals and composite crys-
tals. A more profound introduction is beyond the scope of this chapter and may be found in
reference 71.
4.1.3 Scattering from discommensurations
In chapter 2.4 it was pointed out that a CDW with a modulation wave vector which is close
to a commensurate vector tends to develop discommensurations due to the interaction with
the crystal lattice. These discommensurations represent phase slips in the homogeneous CDW
which separate commensurate regions. In the simplest case the PLM associated with a phase
modulated 1D-CDW may be expressed as:
u(x) = uˆ(eiqc x+η(x) + c. c.), (4.9)
where qc = (N/M)a∗ corresponds to a commensurate wave vector with a∗ being the shortest
reciprocal lattice vector and N ,M are integers. According to the example used in section 2.4
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we pick the particular values: N = 1 and M = 3. As outlined in section 2.4 the function η(x)
describes the phase modulation and may be expanded as:
η(x) = δx +
∞∑
l=1
Al sin(Mlδx). (4.10)
In order to obtain some analytical insights how such a phase modulation affects the diffraction
pattern it is instructive to consider only the first Fourier component in Eq. 4.10. In this case
the structure factor is given to leading order in uˆ for the superlattice peaks (Q 6= Gn) by:
S(Q) = i(Quˆ)
∑
n
eiQn(ei(qcn+δn)eiAsin(3δn) + c. c.), (4.11)
where we explicitly inserted M = 3. The exponential function containing the sine function
may be transformed using the Jacobi-Anger identity:
eiz sinΘ =
∞∑
n=−∞
Jn(z)e
inΘ, (4.12)
where Jn are the Bessel functions of the first kind. With the help of this expression the structure
factor is given by:
S(Q) = i(Quˆ)
∑
n
∞∑
m=−∞
ei(Q±qc±δ±m3δ)nJm(A). (4.13)
The sum over n produces superlattice reflections at
Q = qmDC ≡ qc +δ+ 3mδ,m ∈ Z, (4.14)
with intensities proportional to Jm(A)2. In other words, the main superlattice reflection (m =
0) shifts by the distance δ away from the commensurate position qc . In addition, higher order
superlattice reflections (m 6= 0) appear although only the leading order in the modulation
amplitude uˆ was considered. This is a direct consequence of the phase modulation and is
well known from signal theory of frequency modulated signals. The Bessel functions Jn(x)
have the property that, for small x , they rapidly decay with increasing order n and, hence,
the intensity of the higher order superlattice reflections decreases rather fast. This behavior
may be observed in Fig. 4.2 which shows a plot of Jn(x) for n= 0, 1,2. It is easy to show that
higher order terms (l > 1) in Eq. 4.10 do not generate new peaks. Rather they solely modify
the intensity of the already existing superlattice peaks corresponding to qmDC .
Fig. 4.3 illustrates the properties of the X-ray scattering from a modulated 1D lattice host-
ing discommensurations. In the commensurate case the modulation function η(x) is equal
to 0 and the corresponding superlattice peak appears at qC . A smooth incommensurate PLM
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Figure 4.3: The X-ray intensity scattered from a modulated 1D lattice with discommensur-
ations. (a) shows η(x) (Eq. 4.10) for the commensurate (black), smooth incommensurate
(blue) and the modulated (red) case with discommensurations in real space. (b) shows the
corresponding superlattice reflections in the diffraction pattern. For the incommensurate
case only a shift of the superlattice reflection is observed. The discommensurations lead to
a shift of the main superlattice reflection (m = 0) along with the appearance of relatively
strong higher order superlattice reflections (m= ±1). In real space (a) the discommensura-
tions are the smooth steps in η(x) and the flat plateaus in-between are called commensurate
domains (C-domains). Note that the Y-axis scaling of the right plot is linear as opposed to
the plot in Fig. 4.1. The scattered intensity was obtained in the same way as in Fig. 4.1.
implies that η(x) is a linear function of x and the superlattice peak merely shifts to qI . The
discommensurations deform η(x) to a step-like function as shown in the left panel of Fig. 4.3.
As a result the main superlattice reflection shifts away from qC to q
0
DC = qC + δ and rather
intense higher order superlattice peaks occur at q−1DC = qC −2δ and q1DC = qC +4δ as expected
from Eq. 4.14. It is worth noting that the PLM hosting discommensurations is locally commen-
surate. This means that all plateaus of η(x) correspond to commensurate regions which are
separated by the discommensurations. Nonetheless, in the diffraction pattern no superlattice
peak appears at qC , rather the peak is shifted by δ.
The fingerprint of discommensurations in the XRD will be of immediate importance for the
discussion of the nearly commensurate CDW phase of 1T-TaS2 and its pressure dependence in
chapter 4.3. For this discussion it is important to note that the intensity ratio between first and
higher order superlattice peaks crucially depends on the sharpness of the discommensurations.
As illustrated in Fig. 4.4 the intensity of the higher-order superlattice peaks at q−1DC = qC − 2δ
and q1DC = qC + 4δ decreases when the discommensurations smear out. At the same time
the intensity of the first order superlattice peak at q0DC = qC + δ increases. In the case where
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Figure 4.4: Influence of the sharpness of the discommensurations on the superlattice peak
intensities. Sharp discommensurations yield intense higher-order superlattice peaks (black
line). When the sharp discommensurations smear out, the corresponding higher-order su-
perlattice peaks become increasingly weaker (red and blue line). When only the distance
between the discommensurations changes the superlattice peak intensities do not change
and solely the peak positions shift (green line).
only δ and accordingly the distance between discommensurations changes, the intensity ratio
remains as it is and solely the superlattice peak positions shift.
4.2 High-pressure X-ray diffraction
In this section we will briefly explain the experimental setup employed to obtain XRD data as
a function of pressure and temperature. As discussed in section 4.1.1 the superlattice peaks
associated with CDWs are relatively weak. In order to measure these signals in a complex
sample environment (pressure cell and cryostat) it is necessary to use a synchrotron radiation
source. Hence, the majority of the XRD measurements presented in this chapter were conduc-
ted at the beamline ID09 of the European Synchrotron Radiation Facility (ESRF) in Grenoble.
Fig. 4.5 shows the experimental setup used at ID09.
The high-quality single crystals used for the present XRD studies were grown by the iod-
ine vapor transport method as described in reference 72. Oriented samples of about 80 µm
diameter were loaded in a membrane driven diamond anvil pressure cell (DAC) filled with
helium as the pressure transmitting medium. The working principle of the DAC is schematic-
ally illustrated in Fig. 4.6. For the low-temperature measurements the pressure cell was then
installed in a continuous He-flow cryostat and exposed to a 10× 10 µm2 beam with a photon
32 4 X-ray diffraction studies of the charge density wave order in 1T-TaS2
detector cryostat
ruby florescence opticω circle
detector cryostat
ω
kinkout
2Θ
(a) (b)
Figure 4.5: XRD setup at ID09 of the ESRF. A photograph of the end station is shown in
(a). The scattering geometry is illustrated in (b). The setup allowed for sample rotations
about the ω-axis. A MAR555 flat panel detector was used to collect the diffraction data up
to 2Θ ≈ 20◦.
energy of 30 keV. A MAR555 flat panel detector was used to collect the diffraction data in
large regions of reciprocal space. At each pressure, we collected a dataset of 120 images over
a sample rotation of 60◦ with 0.5◦ scan width per image. The raw data (detector images) rep-
resent curved slices in reciprocal space according to the corresponding surface of the Ewald
sphere and are not suited for a direct interpretation. Therefore it is necessary to transform
the recorded intensity data onto a rectangular grid in reciprocal space – a procedure called
unwarp. For this purpose the software package CrysAlisPRO [73] was employed.
We increased the pressure up to 15 GPa and 8 GPa at constant temperatures of 300 K and
15 K, respectively, and monitored the pressure in situ using the ruby fluorescence as described
in references 74 and 75. During the low-temperature measurements we also cooled the sample
to 3.5 K at every pressure point above 4 GPa, in order to reach the superconducting phase.
In addition to these measurements, the C-NC transition at lower pressures was investigated
at beamline BW5 of the storage ring DORIS at the Deutsches Elektronen-Synchrotron (DESY)
in Hamburg. This endstation is equipped with a triple-crystal diffractometer along with a
solid-state point detector as described in reference 76. The advantage of such a setup is the
very high q-resolution as compared to the area detector setup used at ID09. In addition, the
signal to noise ratio is very good due to the analyzer crystal. For this experiment we used a
clamp-type pressure cell [77] and performed measurements as a function of temperature at
constant pressure.
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Figure 4.6: Diamond anvil pressure cell (DAC). The sample is located within a small hole
(diameter≈ 300 µm) in a gasket in-between two diamond anvils. The black circle in the left
image indicates the region which is magnified in the right image. A force can be applied to
the top anvil via a membrane, which increases the hydrostatic pressure within the pressure
transmitting medium (Helium) and, hence, on the sample. A ruby crystal next to the sample
serves as a pressure gauge.
4.3 Pressure dependence of the nearly commensurate CDW in
1T -TaS2 and its relation to superconductivity
In this section we investigate the relation between CDW and superconductivity in 1T-TaS2. As
outlined in section 3.2.3 Sipos et al. deduced – based on detailed resistivity measurements – a
microscopic scenario for superconductivity in 1T-TaS2, according to which superconductivity
develops in metallic regions (discommensurations) that separate insulating C-CDW domains
and grow with increasing pressure [45]. In other words, the pressure induced superconduct-
ivity and its coexistence with CDW order was explained in terms of a microscopic phase sep-
aration in real space. It is clear, however, that macroscopic measurements cannot provide
information about the microscopic spatial structure of the CDW. Since this information is es-
sential in order to understand the coexistence of superconductivity and CDW in 1T-TaS2, we
investigated the CDW order by means of XRD experiments as a function of pressure and tem-
perature.
The reflections observed in XRD allow to determine the spatial arrangement of the lattice
sites in a solid. In a CDW material Bragg reflections which are related to the underlying av-
erage structure can be generally observed. The CDW induces additional modulations of that
structure and since the period of the CDW in real space is larger than that of the underlying lat-
tice, additional reflections appear around the Bragg peaks. These are referred to as superlattice
or satellite reflections. The position, intensity and width of the satellite reflections provides
direct information about the spatial structure, the amplitude and the correlation length of the
CDW (see section 4.1.1).
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Figure 4.7: Reciprocal space maps of the XRD intensity for the C-CDW (a), the NC-CDW (b)
and the high-pressure IC-CDW (c). In (a) the Bragg reflections are indicated by the Miller
indices (hkl) and the reciprocal lattice vectors a∗, b∗ of the hexagonal plane are shown by
black arrows. A magnified region (marked by red rectangles) in reciprocal space is displayed
in the lower panel, where the threefold splitting of the satellite reflections for the NC-CDW
and the high pressure IC-CDW can be clearly observed.
The XRD intensity was recorded as a function of the scattering vector Q, which is commonly
given in terms of the Miller indexes (hkl): Q= ha∗+kb∗+l c∗ with a∗, b∗ and c∗ the reciprocal
lattice vectors of the unmodulated structure (cf. Fig. 4.7 (a)). Since the satellite reflections
in 1T-TaS2 occur at different none-zero l-values [55], we integrated the scattered intensity
along the l-direction, resulting in diffraction pattern that correspond to projections of the X-ray
intensity within a slice of thickness ∆l = 2/3 onto the hk-plane in reciprocal space. Typical
XRD datasets obtained in this way are presented in Fig. 4.7, where the additional satellite
reflections around every Bragg peak can be clearly observed.
4.3.1 Phase transitions observed in X-ray diffraction
In Fig. 4.8 we show the electronic pressure-temperature phase diagram as deducted from
resistivity measurements [45] supplemented with transition temperatures established in the
present thesis.
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Figure 4.8: Schematic electronic pressure-temperature phase diagram of 1T-TaS2 as estab-
lished by means of electrical resistivity measurements [45] supplemented with transition
temperatures obtained in this study. The C-CDW is characterized by a large hysteresis as
illustrated by the hatched area.
The diffraction pattern taken at 300 K and close to ambient pressure is shown in Fig. 4.7 (b).
Under these conditions the NC-CDW is characterized by a wave vector qNC, which deviates
slightly from the commensurate wave vector qC. As illustrated in Fig. 4.7 (b), the small incom-
mensurability of qNC results in two third order satellite peaks close to the first order peak. The
observation of strong higher order satellite reflections verifies that the NC-CDW is character-
ized by a domain-like structure with sharp boundaries [55]. In fact, these sharp boundaries are
the discommensurations introduced in section 2.4. The occurrence of the strong higher order
superlattice peaks is directly related to the discommensurations as explained in section 4.1.3.
It can be seen in Fig. 4.7 (a) that the incommensurability and the resulting splitting of the
satellite peaks vanishes in the C-CDW phase, which is reached when the sample is cooled
down while keeping the pressure close to ambient pressure (vertical path close to p=0 GPa
in Fig. 4.8). This phase is characterized by a commensurate wave vector qC in the hk-plane.
Perpendicular to the hk-plane, i. e. along the l-direction, the corresponding superlattice peaks
are very broad indicating that the CDW layer stacking is disordered. The CDW layer stacking
will be discussed thoroughly in section 4.5.
By keeping the temperature constant at room temperature and increasing the pressure, the
IC-CDW is reached in agreement with earlier reports (horizontal path close to T=300 K in
Fig. 4.8). However, as shown in the bottom panel of Fig. 4.7 (c), the pressure-induced IC-
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CDW differs from the one at ambient pressure as it shows an additional splitting of the satellite
reflections within the hk-plane. This observation is in accordance with a previous study [78].
The incommensurate CDWs at high pressure are not shown in Fig. 4.8 but will be investigated
separately in section 4.4.
4.3.2 The pressure dependence of the nearly commensurate phase
The effect of increasing pressure at constant temperature on the wave vector qNC is presented
in Fig. 4.9 (a) and (b). We determined the peak positions by fitting 2D-Gaussian profiles to the
measured diffraction pattern, including up to 50 first order and 25 third order satellite reflec-
tions. This enabled us to determine the peak positions with high accuracy. As can be observed
in Fig. 4.9 (a) and (b), the position of the satellite reflections clearly changes upon increas-
ing the pressure, which corresponds to qNC moving towards qIC. For geometrical reasons the
shift in position is more pronounced for the third order satellite reflections (cf. Fig. 4.9 (a)
and (b)). The shift in position together with the behavior of the peak width and intensity is
illustrated in Fig. 4.9 (c), which shows scans along the reciprocal k-direction. Not only the
peak shifts according to the change of qNC but also the intensity of the reflection is strongly
suppressed, revealing a pronounced reduction of the CDW amplitude. The analysis of the peak
profiles, however, does not show any significant broadening of the peaks, i. e. no change in
the coherence length of the CDW is observed.
The in-plane components of the modulation wave vector determined by the fitting proced-
ure are summarized quantitatively for the measurement at room temperature and at 15 K in
Fig. 4.10. Starting with the low-temperature data set, the C-NC transition is observed close
to 4 GPa with increasing pressure. Within the NC-CDW phase, the qNC moves clearly towards
qIC without reaching it completely. Then at about 7 GPa a sudden jump of the modulation
vector to qIC signals a first order transition to the IC-CDW phase (the threefold splitting is
neglected and only the midpoint is shown). A corresponding behavior of the NC-IC transition
is observed at room temperature. These data agree very well with the pressure-temperature
phase diagram deduced from resistivity measurements as illustrated in Fig. 4.8.
It is remarkable that the CDW remains commensurate up to 4 GPa, when the pressure is
increased at constant T=15 K, because the C-CDW is suppressed already at 0.6 GPa for tem-
perature sweeps at constant pressure. This was shown by resistivity measurements [45, 53]
and also verified by our XRD. Both experiments also showed a very large differences for the
transition temperatures, depending on whether the sample is cooled or heated at constant pres-
sure. These observations imply that the C-CDW is metastable in a large pressure-temperature
region (cf. Fig. 4.8).
In order to search for possible changes of the CDW order in the superconducting phase,
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Figure 4.9: The superlattice peak positions in the NC phase as a function of pressure at
300 K (a) and 15 K (b), respectively. In (a) q1 = qNC − qC and rotating q1 by 120◦ and
240◦ yields q2 and q3, respectively. At both 300 K and 15 K, the modulation wave vector
clearly shifts towards the IC-position with increasing pressure. Additionally, (b) includes
data taken in the superconducting region of the phase diagram at 4.5 GPa and 3.4 K. (c)
shows k-scans through the 3rd order satellite peak versus pressure at T=300 K, illustrating
that peak position and intensity are clearly pressure-dependent. The solid lines represent
fitted pseudo-Voigt profiles.
we cooled the sample from 15 K down to ≈ 3.5 K at every pressure point within the NC-CDW
phase. However, no significant change of the CDW order could be detected upon entering the
superconducting region of the phase diagram (cf. star marker in Fig. 4.9 (b)). Note that upon
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Figure 4.10: In plane components of the modulation wave vector as a function of pres-
sure. Closed circle markers and square markers represent the room and low temperature
measurement, respectively. At room temperature the NC-IC-transition occurs at p ≈ 2 GPa
(red dashed line). For low temperatures we observed the C-NC-transition and the NC-IC-
transition at about 4 GPa and 7 GPa, respectively (blue dashed lines). Within the NC-CDW
phase the q-vector shifts towards qIC. Solid lines are guides to the eye.
cooling to the lowest temperature, the pressure decreased as well. Yet no significant changes
of the CDW order were observed, which we attribute to hysteresis effects.
4.3.3 Coexistence of charge density wave order and superconductivity
We now turn to the discussion of the presented XRD results and their implications for the
coexistence of superconductivity and CDW in 1T-TaS2. As already mentioned in section 3.2,
the pressure-induced superconductivity in this compound was recently explained in terms of
a phase separation scenario, which is based on the microscopic structure of the NC-CDW [45].
The NC-CDW at ambient pressure is characterized by hexagonally shaped C-CDW domains
separated by domain boundaries, which are also called discommensurations [41, 55, 64–66,
79, 80]. The latter are commonly regarded as charged and metallic regions in-between C-CDW
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domains [45]. However, it is important to realize that this is not a domain structure in the usual
sense, because the C-CDW domains have a well-defined shape and size and, importantly, their
spatial arrangement is periodically ordered. As a result, the C-CDW domains and the domain
boundaries together form a regular Kagome lattice with a large coherence length, yielding
sharp satellite reflections in reciprocal space (cf. section 4.1.3).
It was shown previously [80] that the average distance R of neighboring C-CDW domains
(see Fig. 4.11) is directly related to the incommensurability of the CDW via
R=
8pi
3
p
13 · |q− qC| , (4.15)
where R is given in lattice units, q is the measured modulation vector and qC is the modulation
vector of the commensurate phase. In addition to this, the sharpness of the C-domain bound-
aries determines the intensity ratio between first and higher order satellite reflections. This
relation was shown for the one-dimensional case in section 4.1.3 (cf. Fig. 4.4 on page 31).
According to the scenario proposed in reference 45, the insulating C-CDW domains shrink
with increasing pressure and, hence, the metallic domain boundaries widen and become inter-
connected as sketched in Fig. 4.11 (d). At a certain pressure, superconductivity can eventually
occur at low temperature within the connected metallic regions. In this scenario, R will re-
main essentially constant with increasing pressure. Furthermore, the widening of the domain
walls corresponds to smooth boundaries between neighboring C-CDW domains, which will
result in a substantial change of the intensity ratio between the first and third order satellite
reflection I1/I3. As can be seen in Fig. 4.11 (a) and (b) these two characteristic changes are
not observed. Instead, we find a clear reduction of R and a constant I1/I3 ratio within the
errors of the experiment. Our data therefore does not agree with the scenario illustrated in
Fig. 4.11 (d).
The constant I1/I3 shows that the boundaries between neighboring C-CDW domains remain
sharp, while R and with it the size of the C-CDW domains shrink with increasing pressure. Our
results hence imply that the spatial structure of the CDW changes as illustrated in Fig. 4.11 (e).
Furthermore, the data in Fig. 4.11 (c) shows that the intensity of the satellite reflections de-
creases by a factor of 3, i. e., the overall amplitude of the lattice modulation decreases by
≈ 1/p3 with pressure.
The shrinking of the C-CDW domains and the reduction of the CDW-amplitude observed by
XRD agrees with the conclusions reported previously in reference 45. The important new res-
ult here is that the domain boundaries in the NC-CDW phase do not form large interconnected
metallic regions. We also do not observe a dissociation of the C-CDW domains, which would
result in a strong broadening and, eventually, the disappearance of the NC-superlattice reflec-
tions. Instead, the sharp XRD peaks in the NC-CDW phase prove that the metallic regions and
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Figure 4.11: Possible scenarios of C-domain shrinking. (a): Calculated C-domain distance
as a function of pressure using Eq. 4.15. (b): Intensity ratio between the first and third
order satellite reflection. Dashed lines are guides to the eye. (d) and (e) illustrate two
possible scenarios of pressure-induced C-domain shrinking in real space. The dark and light
red hexagons refer to C-domains where dark red means large CDW amplitude and light red
corresponds to a smaller CDW amplitude. The gray areas represent the discommensurations.
(d): The distance between C-domains remains constant and the domain boundaries smear
out. In (e) the C-domain distance shrinks and the domain boundaries remain sharp.
the C-CDW domains in this phase always form a long-ranged ordered and periodic structure.
The pressure-induced formation of large metallic regions therefore seems not to be crucial
for the superconductivity in 1T-TaS2. Rather, the behavior illustrated in Fig. 4.11 (e) requires
that the ordered structure as a whole becomes superconducting. In other words, not only
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the metallic regions support superconductivity, but the whole NC-CDW structure illustrated in
Fig. 4.11 (e) forms a coherent macroscopic superconducting state. The same conclusion was
recently also reached for the superconducting phase that is induced in 1T-TaS2 by a subtle
substitution of Iron for Tantal: From a completely different point of view, namely that of
angle-resolved photoemission spectroscopy, Ang et al. also found that the NC-CDW and super-
conductivity must coexist in real space [48]. Our results for the pressure-induced supercon-
ductivity together with the study of Fe-induced superconductivity by Ang et al. provide solid
experimental evidence for superconductivity occurring in the NC-CDW structure as a whole
– a situation which is fundamentally different from the previously proposed phase separation
in real space. The essentially pressure-independent superconducting transition temperature
Tc, together with the pressure-induced changes of the NC-CDW observed here, further implies
that NC-CDW and superconductivity are not competing. We therefore argue that instead of
a phase separation in real space there is a phase separation in k-space: NC-CDW gap and
superconductivity gap occur in separate regions of the Fermi surface.
While the same should also be true for the IC-CDW, according to the pressure-temperature
phase diagram, the Mott C-CDW clearly competes with superconductivity. Most likely the C-
CDW completely gaps the Fermi surface and hence leaves no states for the superconducting
condensate. Further dedicated studies of the electronic structure as a function of pressure
are however necessary to verify these conjectures. Notwithstanding the obvious competition
between the Mott C-CDW and superconductivity, it remains to be clarified whether or not
electron-electron interactions are relevant for the superconductivity in 1T-TaS2. This issue
will be discussed more detailed in chapter 5. We believe that the superconducting CDW in
1T-TaS2 can serve as a viable model which will help to understand other complex materials,
sharing the same pathology such as the high-temperature cuprate superconducters.
4.4 Incommensurate charge density waves at high pressure
As already mentioned in section 4.3 the incommensurate CDW at high pressure and room
temperature differs from the incommensurate CDW at ambient pressure and high temperat-
ure. Moreover, it turns out that there are at least three distinct incommensurate orderings
apart from the nearly commensurate CDW. In this section we will summarize and discuss the
experimental results obtained for these phases.
4.4.1 Splitting of the superlattice peaks as a function of pressure
Fig. 4.12 provides an overview of reciprocal space maps recorded within the different incom-
mensurate phases. For convenience the pressure-temperature points at which the data were
measured are indicated in a schematic phase diagram in Fig. 4.12 (a). The reciprocal space
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Figure 4.12: Reciprocal space maps for the various incommensurate CDW phases observed
in 1T-TaS2. (a) shows a schematic electronic phase diagram. Reciprocal space maps of
the hk-plane and kl-plane are shown in (b)-(f) and (g)-(i), respectively. The pressure-
temperature points at which the data were recorded are indicated by colored stars in (a). The
different incommensurate phases are characterized by different splittings of the superlattice
reflections.
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maps shown in Fig. 4.12 (b)-(f) correspond to the hk-plane and are similar to those presented
in Fig. 4.7. It is clearly visible that all CDWs at room temperature are governed by a splitting
of the superlattice peaks. We have seen in section 4.1.3 that such splittings may be associated
with well-ordered defects (discommensurations) of the CDW phase. Since these defects form
a long-ranged ordered lattice the corresponding diffraction peaks are sharp. It was also shown
that the distance between the split peaks is inverse proportional to the period of the defect lat-
tice. In other words, large defect lattice periods cause small splittings and vice versa. We will
take up these interesting considerations in relation to the incommensurate CDWs of 1T-TaS2
in section 4.4.3 but for now we solely focus on the experimental findings.
For the NC-CDW (Fig. 4.12 (c)) the splitting of the superlattice peaks is pressure-dependent
and discussed thoroughly in section 4.3. Fig. 4.12 (d) reveals that the incommensurate phase
reached by increasing the pressure to≈ 2.5 GPa also features a threefold splitting of the super-
lattice peak, in line with the observation reported in reference 78. Apparently, such a splitting
does not occur in the high-temperature phase (ICHT at 360 K) as can be seen in Fig. 4.12 (b).
We will call this phase ICHP1 . At 6 GPa (Fig. 4.12 (e)) the splitting of the superlattice peak is
in principle the same as at 2.5 GPa, although the intensities change somewhat and the three
peaks move together slightly. However, at 8 GPa (Fig. 4.12 (f)) the diffraction pattern changes
significantly: While the superlattice peak splitting is still threefold, the arrangement of the
three peaks is now different, giving reason to name this phase ICHP2 . The transition from
ICHP1 to ICHP2 also effects the out-of-plane component l of the superlattice peaks as can be
observed in Fig. 4.12 (h) and (i): At 2.5 GPa and 6 GPa the superlattice peaks of the ICHP1
phase are located at l = 1/3 (Fig. 4.12 (g),(h)). This changes in the ICHP2 phase at 8 GPa
where the peaks split along the l-direction and appear at l = 0.4 and l = 0.2 (Fig. 4.12 (i)).
4.4.2 Elastic properties as a function of pressure
The transitions between the different incommensurate phases also effect the stiffness of the
lattice. In Fig. 4.13 the unit cell volume as a function of pressure is shown at room temperature
(a) and at 15 K (b). The relation between the volume of a solid and the pressure to which
it is subjected is given by the so-called equation of state (EOS). A commonly used expression
to model experimental data, in particular in earth science, is the 3rd-order Birch-Murnaghan
EOS [81]:
p(V ) =
3K0
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where K0 = −V

dp
dV

represents the bulk modulus at p = 0 and K ′0 is the first derivative of
the bulk modulus at p = 0. The reference volume at p = 0 is given by V0. Eq. 4.16 provides
a smooth continuous relation between V and p. However, the data in Fig. 4.13 rather indic-
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Figure 4.13: Pressure dependence of the lattice parameters at 300 K (a) and 15 K (b). The
top panel shows the unit cell volume as a function of pressure for both temperatures. Solid
lines are fits of a Birch-Murnaghan-EOS to the data. The relative change of the a and c-lattice
parameter is shown in the middle panel. The ration between the c and a lattice parameter
as a function of pressure is plotted in the bottom panel.
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300 K 15 K︷ ︸︸ ︷ ︷ ︸︸ ︷
phase NC ICHP1 ICHP2 C/NC ICHP2
K0 (GPa) 45± 1 64± 1 93± 4 53± 1 76± 10
V0 (Å
3) 57.81± 0.02 56.97± 0.03 55.3± 0.2 57.91± 0.07 56.6± 0.7
K ‖ a (GPa) 272± 5 324± 4 408± 14 326± 11 377± 40
K ‖ c (GPa) 72± 2 137± 3 276± 16 91± 3 189± 27
Table 4.1: Elastic properties for the different incommensurate phases. K0 is the bulk mod-
ulus and V0 the reference volume obtained by fitting a Birch-Murnaghan EOS to the data in
Fig. 4.13 (a). K ‖ a = −a0

dp
da

and K ‖ c = −c0

dp
dc

are the inverse linear compressibilities
along the a and c axis, respectively, obtained by linear fits to the data in Fig. 4.13 (b).
ate that the slope

dV
dp

changes discontinuously at the phase transitions between the incom-
mensurate phases and is almost constant within those phases. Therefore, we fitted Eq. 4.16
piecewise to the data with a small fixed K ′0 = 2, which turned out to describe the data better
than a purely linear model function. The result of these fits is shown as black solid lines in
Fig. 4.13 (a) and (b) and the fitted parameters are given in Tab. 4.1. The data may also be
fitted with Eq. 4.16 over the whole pressure range yielding K0 = (39± 1) GPa, K ′0 = 8.3± 0.3
and V0 = (57.88 ± 0.03) Å3 at 300 K as well as K0 = (42 ± 3) GPa, K ′0 = 5 ± 1 and V0 =
(58.02± 0.09) Å3 at 15 K. At the first glance such a fit also describes the data quite well and
the fitted parameters are of the same magnitude as reported values for the isostructural com-
pound 1T -TiS2 (K0 ≈ 36 GPa and K ′0 ≈ 8) [82]. However, a closer analysis reveals that the
aforementioned piecewise model function obviously better accounts for the observed kinks in
the pressure dependency of V . The quality of the two different fit models may also be quan-
tified by evaluating the corresponding residuals. In Fig. 4.14 we plot histograms of the resid-
uals related to the continuous Birch-Murnaghan model and the piecewise Birch-Murnaghan
model. Fig. 4.14 (b) clearly reveals that the residuals of the piecewise model function obey
a normal distribution whereas the distribution of the residuals of the continuous model func-
tion Fig. 4.14 (a) differ significantly from a normal distribution. It has been shown that the
distribution of residuals is a good choice when it comes to the assessment and comparison
of different (non-linear) fit models [83]. Therefore, it is valid to assume that our piecewise
Birch-Murnaghan model function describes the data best. This implies that the phase trans-
itions between the different incommensurate phases are accompanied by an abrupt change of
the elastic parameters.
The pressure dependence of the lattice parameters a and c (Fig. 4.13 middle panel) further
reveals that the c parameter is much more compressible than the a parameter. This becomes
most obvious when looking at the ratio c/a of the lattice parameters as a function of pressure
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Figure 4.14: Comparison of the continuous (a) and piecewise (b) Birch-Murnaghan fit model
based on the distribution of the corresponding residuals. Solid lines represent a fit of a
Gaussian distribution to the histogram.
(Fig. 4.13 bottom panel). Moreover, the kinks observed at the phase transitions occur predom-
inantly for the c parameter. We fitted a piecewise linear model to the data and present the
obtained elastic constants in Tab. 4.1. At 300 K the inverse linear compressibility along the
c axis changes roughly by a factor of two across the NC-ICHP1 and ICHP1-ICHP2 transition. In
contrast, this parameter changes only slightly for the a-direction.
4.4.3 Structural phase transitions of a defect lattice?
In section 4.3 it was pointed out that the splitting of the superlattice peaks of the NC-CDW
is directly related to the defect lattice (discommensurations) which exists in this phase. The
experimental fact that all incommensurate CDWs at room temperature are also characterized
by a similar splitting (cf. Fig. 4.12) rises the obvious question whether these splittings stem
from a defect lattice, too. However, the splittings are much smaller for the incommensurate
CDWs compared to the nearly commensurate CDW which indicates that the involved period
of the defect lattice is significantly larger. It is further hard to assign a nearby commensurate
wave vector and, hence, a distinct order to the individual superlattice peaks. This constitutes
a somewhat different characteristic as found for the nearly commensurate CDW.
Nonetheless, for the nearly commensurate CDW we showed that with increasing pressure
the split superlattice peaks essentially move away from each other. We concluded that the de-
fect lattice shrinks without changing its symmetry (cf. section 4.3). Since the arrangement of
the superlattice peaks markedly changes for the various different incommensurate CDWs (cf.
Fig. 4.12) it could be argued that the transitions between them are related to structural phase
transitions of the defect lattice, where not only the scaling of the defect lattice changes but also
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its symmetry. As discussed above, the phase transitions at high pressure also effect the elastic
properties of the crystal lattice. Yet these changes are rather subtle compared to structural
phase transitions involving the crystal lattice, which further indicates that the observed phase
transitions in 1T-TaS2 are indeed predominantly related to the defect lattice within the CDW
order. Beyond that, Fig. 4.12 (b) shows that the superlattice peaks of the ICHT-CDW at elevated
temperature and ambient pressure are not split. This could either mean that the defects com-
pletely disappear in this phase or that the defects no longer form a static well ordered lattice
but become dynamic. In other words, the defect lattice melts with increasing temperature.
In section 2.4 it was outlined that in the framework of Ginzburg-Landau theory the defect
lattice of discommensurations represents a lattice of solitons which appears due to the inter-
action between CDW and the crystal lattice. Most importantly, these solitons have particle-like
properties which means that they are localized and their shape is maintained as a function of
time. In addition, each discommensuration is associated with an electric charge which gives
rise to (repulsive) interactions between individual solitons. In this regard the defect lattices
in CDWs pose intriguing analogies to skyrmions. These are topological solitons in magnetic
systems which also tend to form ordered lattices [18].
Unfortunately, we cannot directly confirm the existence of structural phase transitions of
a defect lattice in 1T-TaS2 at this point. In order to do so it would be necessary to refine
the structure of the high-pressure incommensurate phases as it has been done for the nearly
commensurate phase [55]. This is a non-trivial and highly demanding task since it requires
the collection of high-resolution datasets covering large regions in reciprocal space. By now
the accessible portion of reciprocal space is rather limited due to the experimental setup and
the pressure cell. Furthermore, it would be very interesting to survey the phase boundaries
between the different incommensurate phases. In Fig. 4.12 (a) these phase boundaries are
indicated by dotted lines and labeled with question marks since for now these lines should be
considered as conceptional due to the lack of data.
Apparently, the notion of self-organized soliton lattices with particle-like properties under-
going structural phase transitions is very interesting and deserves closer investigation in future
work.
4.5 Stacking disorder of CDW layers in the C-CDW phase
In this section we will discuss the stacking of the TaS2 layers along the c direction within
the different CDW phases of 1T-TaS2. The XRD results presented in section 4.3 concerned
primarily the CDW structure within the ab-plane and its pressure dependence. In order to
study the stacking of the CDW layers along the c direction it is necessary to investigate the
XRD intensity distribution of the superlattice peaks as a function of l.
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Figure 4.15: Possible CDW layer stackings. The Ta-sites within the
p
13×p13 supercell are
labeled according to the numbers in (a). The vector ti points from Ta-site 0 to Ta-site i. A
certain layer is in configuration m when it is shifted by tm with respect to some reference
layer. A periodic stacking with ti = t2 is shown in (b).
The stacking of CDW layers in TMDs and in particular 1T-TaS2 has been extensively invest-
igated in terms of Ginzburg-Landau theory [84, 85] and experimentally by means of XRD [86,
87]. Below, we will revisit and extent the analysis presented in references 85 and 87 in order
to characterize the CDW layer stacking in more detail.
As explained in chapter 3.2 the in-plane lattice modulation of the C-CDW phase results in
the formation of an in-plane
p
13×p13 supercell containing 13 Tantalum and 26 Sulfur sites.
Apparently, there are 13 possibilities for the orientation of two adjacent layers according to the
13 Ta-sites in the supercell. Therefore it is possible to characterize the stacking of CDW layers
in terms of the stacking vector TS which connects the central Ta-sites in successive layers.
It is also useful to define a shift vector ti , i = 0, . . . , 12 which is the projection of TS onto
the ab-plane for the 13 possibilities i. The labeling i starts with 0 at the central Ta-site and
increases towards the a-direction obeying periodic boundary conditions. This situation is il-
lustrated in Fig. 4.15 (a), where the Ta-sites within the
p
13×p13 supercell are shown along
with the labels i. A particular layer is in configuration i with respect to some reference layer
when it is shifted by ti against the reference layer. In other words a shift by ti transforms a
layer in configuration n into a layer in configuration (n+ i) mod 13. In that way it is possible
to describe a particular stacking of N CDW layers with a sequence of N numbers (i1i2 . . . iN )
denoting the configuration of each layer. Alternatively, it is possible to use N − 1 shift vectors
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(t(1)i t
(2)
i . . . t
(N−1)
i ) with t
(l)
i = ti(l+1)−il . For instance, the stacking of the 4 CDW layers shown in
Fig. 4.15 (b) is given by (0246) or (t2t2t2). In order to describe infinite periodic stackings we
use the symbol
¬
t(1)i . . . t
(M)
i
¶
where the block of M shift vectors defines the repeating unit3.
In that notation the infinite continuation of the stacking shown in Fig. 4.15 (b) would be ex-
pressed as 〈t2〉. It is easy to show that for the simple periodic stackings 〈ti〉 the XRD intensity
I(Q) has sharp peaks at
Q= q‖j + (k j + l)c∗, l ∈ Z, (4.17)
where q‖j is an in-plane modulation wave vector and k j is given by k j = q
‖
j ti/2pi.
4.5.1 Disordered CDW layer stacking
Walker and Withers [84] and later Nakanishi et al. [85] studied the stacking of CDW layers
in 1T -TMDs in terms of Ginzburg-Landau theory. For the case of only nearest neighbor in-
terlayer coupling they found that the stackings 〈ti〉 i = 2, 5,6 are degenerated among each
other. The same is also true for the groups with i = 7,8, 11; i = 4,10, 12; i = 1,3, 8 and i = 0.
This is plausible since these vectors are equivalent by the threefold symmetry of the in-planep
13×p13 supercell. When a group of stackings is degenerated one may expect that the cor-
responding shift vectors occur randomly and the resulting stacking sequence is not periodical
but partially4 disordered. In order to describe such disordered stackings we introduce the fol-
lowing notation:


t{256}

which denotes an infinite stacking where the shift vector t is chosen
randomly from the group t2, t5 and t6. Such a stacking sequence is visualized in Fig. 4.17 (d).
Nakanishi et al. [85] further considered interlayer coupling up to next nearest neighbor layers
and found stackings of the form


t0t{256}

to be stable.


t0t{256}

stands for an alternation of
the shift vector t0 and a vector chosen randomly from the group t2, t5 and t6, which is again a
partially disordered stacking. Fig. 4.17 (c) illustrates this kind of alternating stacking.
In order to reveal which type of stacking occurs in the real material it is necessary to compare
the theoretical structure factor of different stackings with XRD data. In Fig. 4.16 we show the
XRD intensity of the first order superlattice peak measured along the l-direction at 100 K in the
C-CDW phase and at 230 K in the NC-CDW phase. In the C-CDW phase at 100 K the two broad
peaks indicate that the stacking order of the CDW-layers is indeed disordered. At 230 K the
diffraction pattern changes markedly and only a single sharp peak implies that the NC-CDW
phase is characterized by a long-range ordered CDW-layer stacking. Below we will calculate
structure factors for different disordered stackings and compare them with the XRD data taken
at 100 K in order to shed light on the CDW-layer stacking order of the C-CDW phase.
3Note that the notation chosen in this thesis is slightly different from the one used in reference 85.
4The stacking is not completely disordered because the stacking vector is chosen from a subset of all possible
stacking vectors.
50 4 X-ray diffraction studies of the charge density wave order in 1T-TaS2
−0.4 −0.2 0.0 0.2 0.4
l (r. l. u.)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
in
te
ns
it
y
(a
rb
.
u.
)
(16/13, 1/13, l) 100 K
(1.248, 0.068, l) 230 K
Figure 4.16: XRD intensity of the first order superlattice peak across the C-CDW to NC-CDW
transition. The single peak observed for the NC-CDW phase implies a well-ordered stacking
along c. Upon entering the C-CDW phase the XRD diffraction pattern changes markedly and
two broad peaks appear due to the presence of disordered stacking along c.
Following reference 85 the XRD intensity for partially disordered stackings may be calculated
from:
I(Q= q‖k + lc∗)∝
∑
n,n′
Gnn′(l)e
−iq‖k(tn−tn′ ), (4.18)
where
Gnn′(l)∝
∑
m,m′
Pnn′(m
′ −m)ei2pil(m′−m). (4.19)
Pnn′(m′ − m) describes the conditional probability to find the m′-th layer in configuration n′
when the m-th layer is in configuration n. Nakanishi et al. showed that for the case of the
stacking


t0t{256}

Gnn′(l) may be expressed as:
Gnn′∝ (1+ cos(2pil)){[1− Rˆei4pil]−1nn′ + h.c.−δnn′}, (4.20)
and for


t{256}

:
Gnn′∝{[1− Rˆei2pil]−1nn′ + h.c.−δnn′}, (4.21)
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where Rˆ is a 13× 13 matrix with:
Rˆnn′ =
 113 if (n′ − n) mod 13 = 2,5, 60 otherwise. (4.22)
From Eqs. 4.18, 4.20 and 4.21 it is possible to calculate I(l) for the superlattice peaks. In
Fig. 4.17 we reproduce these results for


t0t{256}

and


t{256}

and compare them to XRD data
taken in the C-CDW phase. Apparently, the alternating stacking


t0t{256}

describes the double
peak structure observed in XRD correctly. However, the calculated peaks are systematically
sharper and also slightly shifted in position. Also, the intensity ratio is somewhat different from
the observed one. The non-alternating stacking


t{256}

clearly fails to reproduce the double
peak structure and peak positions. As demonstrated in reference 85 the


t0t{256}

stacking is
the only stacking capable to reproduce the critical features of the XRD data showing that this
stacking is indeed relevant for the case of 1T-TaS2. In the following section we will extend the
model of the


t0t{256}

stacking by introducing a finite correlation length ξ.
4.5.2 Numerical simulation of XRD structure factors for disordered
stackings
Instead of dealing with the conditional probability Pnn′(m′−m) in Eq. 4.19 we choose a numer-
ical approach for the simulation of the structure factors. Therefore, we calculate the structure
factor of many (≈ 106) finite stacking sequences and sum them incoherently to obtain the
simulated XRD intensity. The stacking sequences are generated randomly according to the
particular stacking model. Thus, this algorithm may be interpreted as a Monte Carlo simula-
tion. In detail, this procedure reads as follows:
The structure factor of a stacking sequence of M layers (i1i2 . . . iM ) may be calculated from:
S(l)≡ S(Q= q‖k + lc∗)∝
M∑
m=1
exp(i2piml + iq‖ktim). (4.23)
In order to obtain the XRD intensity as a function of l we calculated Eq. 4.23 for N different
stacking sequences resulting in N structure factors Si(l). The XRD intensity is finally given by
the incoherent sum:
I(l)∝
N∑
i=1
Si(l)S
∗
i (l). (4.24)
The problem hence reduces to the generation of the stacking sequences. To this end we im-
plemented the following algorithm for the


t0t{256}

stacking with finite correlation length,
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Figure 4.17: Comparison of simulated structure factors for the stackings


t0t{256}

(a) and

t{256}

(b) with XRD data taken at 100 K in the C-CDW phase. The red lines reproduce
results from reference 85. The green line shows the result obtained in this study for a finite
correlation length of ξ ≈ 10 layers. A visualization of the two stackings is given in (c) and
(d).
which we denote as


t0t{256}

f : The first and second layer are set to an arbitrary configuration
i. Then a loop, in which for every iteration n a random number α between 0 and 1 is gener-
ated, starts. If α is lower than the stacking fault parameter f the algorithm checks if layers
n−1 and n−2 are in the same configuration. When this is the case the configuration of layer
n is set to (in−1 + a) mod 13, where a is chosen randomly from the set {2,5, 6}. If layer n−1
and n−2 are not in the same configuration, layer n is set to in−1. When α is greater than f the
configuration of layer n is set to (in−1 + a) mod 13 where a is chosen randomly from the set
{0,2, 5,6}. As n exceeds a certain number the loop aborts and returns the stacking sequence
(i1i2 . . . iM ). This procedure is also illustrated as pseudo-code in Fig. 4.18.
This algorithm may be readily adapted to other stacking types as for example a non-alter-
nating stacking


t{0256}

f . In Fig. 4.19 we show results obtained by our numerical simulations
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f := stacking fault probability ;
S := stacking sequence ;
S[1] = S[2] = random choice from 0 . . . 12 ;
for l in 3 . . .M do
α= random number in (0, 1];
if α < f then
if S[l − 1]− S[l − 2] = 0 then
S[l] = (S[l−1]+ random choice from 2,5, 6) mod 13 ;
else
S[l] = S[l − 1]
end
else
S[l] = (S[l − 1] + random choice from 0, 2,5, 6) mod 13 ;
end
end
return S ;
Figure 4.18: Pseudo-code of an algorithm for the generation of stacking sequences according
to the


t0t{256}

stacking with finite coherence length.
for the alternating stacking


t0t{256}

f and, solely for demonstration, for the non-alternating
stacking


t{0256}

f as a function of the stacking fault probability parameter f . In the case
of


t{0256}

f the parameter f denotes the probability that a random shift vector from the set
{t0, t2, t5, t6} occurs. Otherwise the shift vector is the same as for the precedent layers. This
means that for f → 0 the simulation yields macroscopic domains governed by the periodic
stackings 〈t0〉 , 〈t2〉 , 〈t5〉 and 〈t6〉 resulting in sharp peaks at positions consistent with the con-
dition in Eq. 4.17. As f increases the peaks smear out and finally for f = 1 a single broad peak
at l ≈ −0.28 remains.
For the


t0t{256}

f stacking f describes the probability that the


t0t{256}

stacking is inter-
rupted by a random shift vector from the set {t0, t2, t5, t6}. Therefore, the simulation for f = 0
should give the same result as obtained for the


t0t{256}

stacking via Eq. 4.18. This is indeed
the case as can be observed in Fig. 4.19 (upper line) where we compare the result of both
approaches. With increasing f the peaks become broader and shift in position. In addition the
peak at l ≈ 1/3 loses intensity and vanishes for f → 1. It is worth noting that for f = 1 both
stackings are equal


t0t{256}

f=1 =


t{0256}

f=1. An interesting result of this numerical ana-
lysis is that for partially disordered structures the coherence length, the observed modulation
wave vector (peak position) and the intensity distribution are coupled as can be clearly seen
in Fig. 4.19. In contrast, for ordinary structures a decreasing coherence length solely causes a
broadening but not a shifting of the related peaks.
In comparison with the XRD data shown in Fig. 4.17 it turns out that the simulated XRD for
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the


t0t{256}

f stacking with f = 0.27 fits very well to the data. The corresponding correlation
length ξ is given by:
ξ=
∞∑
n=1
n · (1− f )n = 1− f
f 2
(4.25)
and results in ξ≈ 10 layers for f = 0.27. In Fig. 4.17 on page 52 the simulated XRD intensity
for ξ = 10 layers is shown along with the experimental data. The very good agreement of
the presented simulations with the experimentally observed XRD verifies that the stacking of
the CDW layers in the C-CDW phase of 1T-TaS2 is well described by the


t0t{256}

f stacking
model. We will come back to the CDW layer stacking and its impact on the electronic structure
in chapter 5.4.
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Figure 4.19: Simulated XRD intensity for the alternating stacking


t0t{256}

(top) and a non-
alternating stacking


t{0256}

for different stacking fault probabilities f . For


t0t{256}

and
f = 0 the result of Eq. 4.18 is shown (thick gray line) along with our simulation to show the
equivalence of booth approaches.

5 Electronic band structure of charge
density wave phases in 1T -TaS2
This chapter deals with the electronic structure of the charge density wave phases in 1T-TaS2
studied experimentally and theoretically in terms of high-resolution angle-resolved photoe-
mission spectroscopy and state-of-the-art density functional theory calculations.
In this study we reveal a remarkable and surprising feature of charge density waves, namely
their intimate relation to orbital order. For the prototypical material 1T-TaS2 we not only
show that the charge density wave within the two-dimensional TaS2-layers involves previ-
ously unidentified orbital textures of great complexity. We also demonstrate that two meta-
stable stackings of the orbitally ordered layers allow to manipulate salient features of the
electronic structure. Indeed, these orbital effects provide a route to switch the properties of
1T-TaS2 nanostructures from metallic to semiconducting with technologically pertinent gaps
of the order of 200 meV. This new type of orbitronics is especially relevant for the ongoing
development of novel, miniaturized and ultrafast devices based on layered transition metal
dichalcogenides [13–17].
The chapter is organized as follows: Sections 5.1, 5.2 and 5.3 introduce the theoretical
and experimental methods. The key results of this chapter are presented and discussed in
section 5.4 which is a extended version of the journal article [T. Ritschel et al., Nat Phys 11, 328-
331 (2015)]. In section 5.5 we relate our results to tight-binding approaches and demonstrate
their limitations. An improved density functional theory model is presented and related to the
angle-resolved photoemission data in section 5.6. Finally, in section 5.7 we link our results for
1T-TaS2 to other isostructural transition metal dichalcogenides.
5.1 Density functional theory1
In this section we briefly review some basics of density functional theory (DFT). For deeper
insights the reader is relegated to the original publication of W. Kohn and L. J. Sham [88] and
the various text books (e. g. reference 89).
1The line of argument in this section is influenced by the lecture “Vielteilchentheorie kondensierter Materie”
given by Prof. Timm at the TU-Dresden in 2014
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The electronic structure of a crystal could – in principle – be calculated by solving a N -
particle Schrödinger equation for the electrons in the crystal2:
HˆΨ(r1, r2, . . . , rN ) =

Tˆ + VˆeI + Vˆee

Ψ(r1, r2, . . . , rN )
=
∑
i
1
2m
∇2i +
∑
i
V (ri) +
∑
i j,i 6= j
e2
4pi"0
1
|ri − r j|
Ψ(r1, r2, . . . , rN )
= EΨ(r1, r2, . . . , rN ), (5.1)
where N constitutes the number of electrons and Ψ(r1, r2, . . . , rN ) is the many-body wave func-
tion of the electrons. Tˆ is the kinetic energy, VˆeI the single particle potential due to the inter-
action of the electrons with the nuclei and Vˆee the two particle potential which describes the
electron-electron interaction. In Eq. 5.1 we use the Born-Oppenheimer approximation which
assumes that the motion of the electrons is much faster than that of the nuclei. Hence, the
electrons move in a static potential represented by VˆeI . The solution of Eq. 5.1 would contain
all information about the electronic system.
However, since N ≈ 1023 such a “brute force” approach is in general impossible to solve. In
fact, it would not even be possible to save the solution of the N -particle Schrödinger equation
because there is not enough memory. Therefore, these many body problems cannot be solved
exactly, apart from some few exceptions.
In order to tackle this problem approximations have to be employed. One popular approx-
imation is to treat the interaction between the electrons as a perturbation. The key quantity of
the resulting perturbation theories is the so-called electronic Green’s function which is often
given by infinite sums. In some cases it is possible to sum infinite many – but not all – terms
in this sum yielding so-called Dyson series which result in an approximation for the electronic
Green’s function. These theories have the advantage that they are, in principle, exact if one
could sum all terms in the Green’s function. A famous perturbation theory is for instance the
random phase approximation (RPA).
Mean field theories constitute another class of approximations in which the interacting
many-electron system is mapped (approximately) onto a noninteracting system. The non-
interacting reference systems are, in general, readily solvable. Common examples of mean
field theories are the Hartree-Fock or BCS-theory.
The DFT tries to combine the advantages of the above approaches by a mapping of the
interacting many-electron system onto a noninteracting system which – in principle – is exact.
The key quantity DFT deals with is not the many-electron wave function but the electron
2The Schrödinger equation represents a non-relativistic theory. In cases where relativistic effects become im-
portant appropriate theories have to be taken into account.
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density:
n(r) = N
∫
d3r2d
3r3 . . . d
3rN |Ψ(r, r2, r3, . . . rN )|2 . (5.2)
The electron density n(r) is a much simpler quantity than the many-electron wave function
Ψ(r, r2, r3, . . . rN ) since it only depends on one position r instead of N ≈ 1023 positions. Kohn
and Sham showed that all properties of the electronic system are uniquely determined by the
ground-state electron density nGS(r) which yields the central idea of DFT to consider nGS(r)
as the fundamental quantity.
5.1.1 The Hohenberg-Kohn theorems
It is important to note that Tˆ and Vˆee in Eq. 5.1 are universal, which means that they are the
same for all systems. The only term which depends on the particular system is the potential
V (r). This implies that every potential V (r) (and electron number N) uniquely determines
a ground state wave function ΨGS(r1, r2, . . . , rN ) and hence an ground state electron density
nGS(r).
The first Hohenberg-Kohn theorem [90] states that this mapping is bijective, which means
that also every ground state electron density nGS(r) uniquely determines the potential V (r).
In other words, the unique mappings
nGS(r)→ V (r)→ ΨGS(r1, r2, . . . , rN )→ nGS(r) (5.3)
exist. The second Hohenberg-Kohn theorem [90] states that for a fixed Hamiltonian, i. e. fixed
V (r) and N , the ground state electron density nGS(r) minimizes the energy functional:
E[n] =


Ψ[n]|Hˆ|Ψ[n] . (5.4)
E[n] is indeed a unique functional of n(r) due to the first Hohenberg-Kohn theorem. Accord-
ingly, the ground state properties and in particular the ground state electron density nGS(r) of
the interacting electron system may be found by minimizing E[n] with respect to n.
5.1.2 The Kohn-Sham equations
In 1965 Kohn and Sham developed a method to practically solve the minimization problem
posed by Eq. 5.4 [88]. The key idea is to map the interacting electron system onto a nonin-
teracting electron system with the same ground-state electron density. This is always possible
because the first Hohenberg-Kohn theorem applies for arbitrary fixed interactions Vˆee, in par-
ticular, hence, for the noninteracting case Vˆee = 0. Accordingly, for every ground-state electron
density of an interacting electron system it is possible to find an effective potential Veff(r) of
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a noninteracting electron system so that the ground-state electron densities of the interacting
and the noninteracting system coincide.
For a noninteracting system, however, the ground-state is given by a Slater determinant of
the N single particle eigenfunctions with the lowest energies. These eigenfunctions have to
obey the so-called Kohn-Sham equations:
− 1
2m
∇2 + Veff(r)

φi(r) = εiφi(r). (5.5)
Eq. 5.5 is merely a single particle Schrödinger equation for the Kohn-Sham orbitals φi(r) and
an effective potential Veff(r). The effective potential may be written as:
Veff[n](r) = V (r) +
1
2
∫
d3r
e2
4pi"0
n(r)
|r− r′| + Vxc[n](r). (5.6)
The first term is the potential given by the interaction of the electrons with the nuclei and
depends on the particular system. The second term constitutes the mean-field Coulomb inter-
action between one electron and a charge density −eN(r) given by all other electrons and is
called the Hartree potential. Vxc[n](r) finally is the so-called exchange-correlation potential
and effectively contains all the many-body interactions. When the Kohn-Sham orbitals φi(r)
are sorted with increasing corresponding energy εi the electron density of the noninteracting
reference system is simply given by:
n(r) =
N∑
i=1
|φi(r)|2 . (5.7)
The particular form of Veff[n](r) (Eq. 5.6) ensures that this electron density of the noninteract-
ing reference system is the same as the ground state electron density of the interacting electron
system with the potential V (r). Thus the interacting many-electron problem has been reduced
to the solution of the Kohn-Sham equations, which is an effective single particle problem. Since
the Hartree potential and the exchange-correlation potential parametrically depend on n(r) it
is necessary to solve Eq. 5.5 self-consistently in an iterative process. Therefore, one starts with
a guess for n(r) and solves Eq. 5.5. The resulting Kohn-Sham orbitals φi yield a new electron
density n(r). This process is then iterated until a certain convergence criteria is met.
The result would indeed give the exact ground state electron density nGS(r) and ground
state energy E[nGS] of the interacting electron system. But this would only be possible if the
exchange-correlation potential Vxc[n](r) would be known exactly. Unfortunately, this is not
the case and one has to rely on approximations for Vxc[n](r) which will be discussed briefly
below. In this respect the exchange-correlation potential resembles the role of the self-energy
5.1 Density functional theory 61
in Green’s functions perturbation theory which effectively absorbs the many-body effects.
For periodic crystalline systems the Kohn-Sham orbitals may be labeled by a wave vector k
and the band index i. The usual DFT band structures show the Kohn-Sham energies εi(k) as
a function of k. At this point it is worth noting that the Kohn-Sham orbitals and Kohn-Sham
energies are auxiliary quantities and in general do not correspond to quasi-particle peaks in
the spectral function A(ω,k), which is the physical quantity accessible by means of angle-
resolved photoemission spectroscopy (see section 5.2). One also has to admit that this type of
DFT is purely a theory of the ground state. This has to be kept in mind when DFT results are
compared to experiments. However, in the limit of small interactions the Kohn-Sham energies
often provide a good approximation for the single particle energies.
5.1.3 Local density approximation
As explained above the DFT is – in principle – an exact theory given that the exact form of
the exchange-correlation potential Vxc would be known. Since this is not the case one has
to employ approximations for Vxc . In solid state applications the local density approximation
(LDA) is the most widely used approximation for the exchange-correlation potential. The LDA
exploits that the exchange-correlation potential for the interacting homogeneous electron gas
is – at least numerically – well known. The exchange-correlation energy per particle of the
homogeneous electron gas with the constant electron density n may be written as:
exc(n)≡ ExcN = ex(n) + ec(n), (5.8)
where ex(n) is the exchange part of the energy and ec(n) is the correlation part. For ex(n) an
analytical expression is known:
ex(n) = −0.916 ·Ry

4pi
3
1/3
n1/3a0, (5.9)
where Ry is the Rydberg unit of energy and a0 is the Bohr radius. For the correlation en-
ergy ec(n) no analytical expression exists, but Monte Carlo simulations provide very accurate
numerical values for ec(n) [91].
The key idea of LDA is to use Eq. 5.8 – which is exact for homogeneous electron densities –
for non-homogeneous electron densities. Therefore, the exchange-correlation energy in LDA
is written as:
E LDAxc [n(r)] =
∫
d3r n(r)exc(n(r)). (5.10)
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Accordingly, the exchange-correlation potential V LDAxc [n(r)] in LDA reads as:
V LDAxc [n(r)] =
δE LDAxc [n]
δn(r)
= exc(n(r)) + n(r)
∂ exc(n(r))
∂ n(r)
. (5.11)
Apparently, Eq. 5.11 depends only locally on the electron density, hence the name local density
approximation. There are more advanced approximations which for instance also include
gradient terms in exc [92].
5.1.4 The full potential local orbital method
The DFT calculations presented in this thesis were performed using the FPLO14 software pack-
age which is developed at the IFW Dresden and implements the full potential local orbital
method (FPLO) [93]. In this section we will briefly introduce the main concept of the FPLO
method. For more details the reader is relegated to references 93 and 94.
The FPLO method expands the Kohn-Sham orbitals φki(r) with the wave vector k and the
band index i in non-orthogonal overlapping local atomic-like basis orbitals:
φki(r) = 〈r|ki〉=
∑
RsL
CLs,ki 〈r|RsL〉 eik(R+s), (5.12)
with
〈r|RsL〉= Φls(|r−R− s|) YL(r−R− s). (5.13)
Here R labels the Bravais vectors and s the basis vectors in the unit cell. L = ν, l,m denotes a
set of quantum numbers and CLs,ki are coefficients. YL represents spherical harmonics and Φ
is the radial part of the atomic-like orbital. With Eq. 5.12 the Kohn-Sham equations reduce to
the following matrix equation:∑
RsL
〈0s′L′|Hˆ|RsL〉CLs,kieik(R+s−s′) =
∑
RsL
〈0s′L′|RsL〉CLs,kiεkieik(R+s−s′) (5.14)
HC = SCE, (5.15)
with the matrices:
(H)L′s′,Ls =
∑
R
〈0L′s′|Hˆ|RLs〉 eik(R+s−s′) (5.16)
(S)L′s′,Ls =
∑
R
〈0L′s′|RLs〉 eik(R+s−s′) (5.17)
E = diag(εki) . (5.18)
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The numerical effort to solve Eq. 5.15 can be significantly reduced by dividing the basis states
into valence states |R, sLv〉 and core states |R, sLc〉. Per definition core states on different sites
do not overlap:
〈R′s′L′c|RsLc〉= δcc′δRR′δss′ , (5.19)
and obey
Hˆ |RsLc〉= |RsLc〉εsLc . (5.20)
Therefore, the overlap matrix S has four blocks:
S =

Scc Scv
Svc Svv

, (5.21)
where Scc = 1 and the Hamiltonian matrix simplifies to
H =

Hcc HccScv
SvcHcc Hvv

, (5.22)
with Hcc = diag(εsLc ). The particular form of S allows for the application of a simplified
Cholesky decomposition of S [94]:
S =

1 Scv
Svc Svv

=

1 0
SLvc S
L
vv

1 SRcv
0 SRvv

= SLSR. (5.23)
Inserting Eq. 5.23 into Eq. 5.15 yields
(SL)−1H(SR)−1D = DE, D = SRC . (5.24)
After some algebra and with the help of Eq. 5.22 the eigenvalue problem reduces to:
(SLvv)
−1(Hvv − SvcHccScv)(SRvv)−1Dvv = DvvEv , (5.25)
and the coefficient matrix C is given by:
C = (SR)−1D. (5.26)
As Eq. 5.25 shows, the eigenvalue problem is reduced to the valence state basis functions,
although all electrons remain in the calculation. This provides a significant performance gain
in particular for heavy atoms.
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5.2 Angle-resolved photoemission spectroscopy
When light shines on a metallic sample very often electrons – so-called photoelectrons – are
emitted from the surface. This effect is known as the photoelectric effect which was first
explained by A. Einstein in 1905 [95]. Angle-resolved photoemission spectroscopy (ARPES)
exploits exactly this effect in order to study the electronic structure of solids. On the one hand,
the difference between the kinetic energy of the photoelectron and the photon energy of the
incident light contains information about the binding energy of the electron in the crystal.
On the other hand, the emission angle of the photoelectron is related to the in-plane crystal
momentum of its initial state.
Nowadays, APRES has been established as a standard technique to study the low-energy
electronic structure of solids. However, one important limitation of APRES is its extreme sur-
face sensitivity – at least in the ultra-violet (UV) regime. Accordingly, UV ARPES is predom-
inantly employed for layered systems which allow for an in situ preparation of the sample
surface under ultra-high vacuum.
In this section some general aspects of ARPES will be briefly reviewed along with a few
theoretical considerations that may be helpful for the interpretation of the calculations and
data presented in chapter 5.4. Comprehensive introductions may be found in references 96–
99.
5.2.1 General aspects
In a typical ARPES experiment (cf. Fig. 5.1 (a)) a clean sample surface is illuminated with
ultra-violet light and the intensity of the photoelectrons is measured as a function of their
kinetic energy Ekin and emission angles ϕ and ϑ. As depicted in Fig. 5.1 (b), due to the energy
conversation law, the initial state energy of the electron Ei is related to the measured kinetic
energy via:
Ekin = hν−Φ− |Ei|, (5.27)
where hν is the photon energy of the incident light and Φ is the work function. Φ is an indi-
vidual property of the respective material and corresponds to the minimal energy needed to lift
an electron from the Fermi level into the vacuum. Typical values of Φ are in the order of several
eV which is the reason that the photoelectric effect is in general not observed for visible light.
When the photoelectron leaves the crystal surface the initial state crystal momentum parallel
to the surface is conserved and linked to the polar angle via:
|k‖|= 1ħh
p
2meEkin · sinϑ. (5.28)
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Figure 5.1: Experimental geometry of an ARPES experiment and energetics of the photo-
emission process. (a): The experimental geometry. The intensity of the emitted photoelec-
trons is measured as a function of the kinetic energy Ekin and the polar (ϑ) and azimuthal
(ϕ) angles. (b): Energetics of the photoemission process. The kinetic energy Ekin of the
photoelectron is given by the difference between the binding energy of the electron in the
sample and the work function Φ. Figures are in the style of reference 97.
For typical excitation energies® 100 eV the momentum of the photon is small compared to the
initial state momentum of the photoelectron and, hence, can be neglected in Eq. 5.28. At this
point it is important to note that k‖ refers to a crystal momentum in the extended-zone scheme,
which will be crucial for the discussion of supercell band structures in the next section 5.3.
Since the crystal surface constitutes a broken translational symmetry, the initial state crystal
momentum perpendicular to the surface k⊥ is not conserved. For strictly two-dimensional
band structures this would not cause any problems but in the general case with finite k⊥
dispersions one has to make assumptions about the final state of the photoelectron in order to
reveal k⊥. Widely used is the assumption that the final state of the photoelectron is a plane
wave, which should be valid for rather high excitation energies. In this approximation k⊥ is
given by:
|k⊥|= 1ħh
Æ
2me(Ekin cos2 ϑ+ V0), (5.29)
where V0 denotes the inner potential and needs to be determined experimentally. The most
convenient method to determine V0 is to measure a series of spectra at normal emission (k‖ =
0) with varying incident photon energy. V0 can then be deduced from the observed periodicity
in these spectra [97].
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5.2.2 The spectral function
So far the emission angle and kinetic energy of the photoelectron have been related to the
initial state crystal momentum and initial state energy. Now the actually measured ARPES
intensity will be discussed, which demands some theoretical considerations.
Within the so-called sudden approximation the current of photoelectrons reads as:
I(k,ω)∼∑
f ,i
|e · 〈 f |p|i〉︸ ︷︷ ︸
∆kf i
|2 Aii(k,ω), (5.30)
where | f 〉 denotes the final state of the photoelectron and |i〉 is a one-electron initial state [100,
101]. ω is the difference between the energy of the photoelectron in the final state and the
excitation energy (ω= εkf −hν). e is the polarization vector of the light and p the electron mo-
mentum operator. The factor Aii(k,ω) is the spectral function of the retarded single-particle
Greens function. The coefficients ∆kf j are commonly referred to as one-particle matrix ele-
ments. For non-interacting electron systems the spectral function reduces to delta peaks at
the one-electron eigenenergies εki and, hence, I(k,ω) is simply given by a band structure ε
k
i
modulated by ∆kf i:
I(k,ω)∼∑
f ,i
|∆kf i|2δ(ω− εki ). (5.31)
However, for interacting electron systems A(k,ω) can become a complicated function. By
absorbing the many-body correlations into a complex self energy Σ(k,εki ) the spectral function
may be written as:
Aii(k,ω) =
1
pi
|Σ′′(k,εki )|
[ω− εki −Σ′(k,εki )]2 − [Σ′′(k,εki )]2
(5.32)
The real part of the self energy Σ′(k,εki ) basically shifts the single-particle energy eigenvalues
of the non-interacting problem. In contrast, the imaginary part Σ′′(k,εki ) causes a broadening
compared to the non-interacting case.
As can be seen from Eq. 5.30 the photocurrent is not only governed by the spectral function
but also influenced by the one-particle matrix elements ∆kf i . These matrix elements depend
on the excitation energy ω, the polarization vector e as well as on the initial and final states.
Their behavior can become very complicated which one should keep in mind when interpreting
ARPES spectra [102].
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Figure 5.2: The “one-cube” ARPES end-station at beamline UE112 at BESSY. The numbers in
the photograph indicate the cryo-manipulator (1), the electron-analyzer (2) and the beam-
line (3).
5.2.3 Experimental setup
The experimental method ARPES has largely profited from the increased availability of syn-
chrotron radiation facilities during the last decades. In a typical experimental setup the white
synchrotron-radiation produced in an undulator is monochromized and then focused on the
sample [103]. The kinetic energy and the emission angle of the photoelectrons are measured
by a hemispherical analyzer. It is necessary to keep the sample chamber and the analyzer
under ultra-high vacuum conditions at pressures below 10−10 mbar.
The ARPES experiments presented in this thesis were conducted at the “one-cube” ARPES
end-station at beamline UE112 at the Berlin Synchrotron (BESSY) which is shown in Fig. 5.2.
The name “one-cube” originates from the design specifications for this end-station: It can
perform with an energy resolution of the beamline and the analyzer below 1 meV and at sample
temperature below 1 K.
However, for the measurements presented in this thesis the overall energy resolution of the
used Gammadata R4000 electron analyzer was below 20 meV. We used p-polarized light with
a photon energy of 96 eV. For this incident photon energy the final state crystal momentum at
normal emission corresponds to the Γ -point as shown in reference [104]. The beam spot size
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on the sample was approximately 100 × 100 µm. The pressure in the sample chamber was
below 1.1 ·10−10 mbar and the sample temperature was kept at 1 K. The samples used for the
ARPES experiments were from the same batch as the samples used in chapter 4 for the XRD
measurements.
5.3 Supercell band structures and unfolding
We have seen in chapter 2 that a charge density wave in general breaks the discrete transla-
tional symmetry of the underlying crystal lattice. A popular practice to calculate the electronic
structure of such phases with lowered symmetry in DFT is the supercell approach3.
Since the supercell is larger in real space as the normal cell of the undisturbed structure the
resulting first Brillouin zone of the supercell in reciprocal space becomes smaller and bands
from the Brillouin zone of the normal cell are “folded”4 into this new supercell Brillouin zone.
For a large supercell the supercell Brillouin zone becomes very small and filled with many
folded bands. However, the potential that gives rise to the supercell is – in general – rather
small compared to the potential associated with the average crystal structure of the normal
cell. Consequently, it should only slightly alter the band structure corresponding to the normal
cell. In fact, in the limit of a vanishing supercell potential the band structure of the supercell
calculation should coincide with the band structure of the normal cell. Nonetheless, even for
vanishing supercell potential the supercell approach still yields the band structure in the su-
percell Brillouin zone with all folded bands. Therefore, it is clear that such a band structure
contains little information and hardly resembles experimental ARPES spectra. As explained in
section 5.2 the spectra measured in ARPES are – apart from matrix element effects – propor-
tional to the spectral function A(k,ω) of the retarded one-particle Green function. However,
the supercell approach band structure only indicates for which momenta k and energies ω
states exist but there is no information about their spectral weight A(k,ω). This can also be
formulated in another way: The supercell calculation produces a band structure in the reduced
or repeated zone scheme. However, ARPES experiments are rather related to the extended
zone scheme [97, 105].
We now further illustrate this problem by considering an explicit example of a simple 1D
tight-binding model with a half-filled s-band and only nearest neighbor hopping t = t1 = t2
as illustrated in Fig. 5.3 (a). The corresponding electronic structure is given by a single band
3In cases where the order is commensurate one may define a supercell and a superlattice which has again a
(different) discrete translational symmetry. However, for incommensurate modulations the translational symmetry
is – at least in 3D – completely lost and a definition of a supercell is not straightforward and involves approximations
(cf. 4.1).
4In literature these bands are often referred to as folded into the supercell Brillouin zone, but the proper term
would be “translated”.
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Figure 5.3: Band structure of a 1D chain (a) with a half-filled s-band. (b) shows the bare
band structure obtained by diagonalizing the tight-binding Hamiltonian. The thick gray line
indicates the unreconstructed band (V = t1 − t2 = 0) calculated in the normal cell and the
dashed line corresponds to the folded band which appears when the calculation is done in
the supercell. Blue and green lines are reconstructed bands for different finite values of
V . (c) shows the corresponding unfolded band structure where the thickness of the bands
indicates the spectral weight A(k,ω) which is the relevant physical quantity. The spectral
weight is concentrated in the vicinity of the unreconstructed band.
of the form ε(k) = −2t cos(ka) (light gray line in Fig. 5.3 (b)). As explained in chapter 2
such a system is, due to the perfect nesting of the Fermi surface, susceptible to a periodic
modulation corresponding to the nesting vector pi/a which causes the hopping parameters to
become different (t1 6= t2). In order to calculate the electronic structure of this modulated
chain the tight-binding Hamiltonian has to be extended into the supercell, which is twice as
large as the normal cell. Diagonalization of the 2 × 2 supercell Hamiltonian yields two new
eigenvectors with energy bands:
ε1,2(k) = ±
Æ
V 2 + 4 t˜ cos2(ka), V = (t1 − t2), t˜ =pt1 t2, (5.33)
which are separated by an energy gap of the size 2V . In Fig. 5.3 (b) these bands are shown
for two different finite values of V (blue and green line). Note that the representation of the
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bands in Fig. 5.3 (b) corresponds to the repeated zone scheme of the supercell Brillouin zone
which ranges from − pi2a to pi2a . However, the intensity measured in an ARPES experiment is
proportional to the spectral function A(k,ω) which is predominantly concentrated along the
band dispersions in the extended zone scheme. An approximation for A(k,ω) may be obtained
by the so-called unfolding procedure [28, 105, 106]. When we denote the reconstructed (un-
reconstructed) bands and states with εJ (k) (ε j(k)) and |Jk〉 (| jk〉), respectively, the spectral
function can be approximated by:
A(k,ω) =
∑
j,J
| 〈 jk|Jk〉 |2δ(ω− εJ (k)). (5.34)
For the particular case shown in Fig. 5.3 εJ (k) is given in Eq. 5.33 and |Jk〉 are the correspond-
ing eigenstates with band indices J = 1, 2. k refers to a crystal momentum in the normal cell
Brillouin zone. | jk〉 is the eigenstate corresponding to the unreconstructed band. Fig. 5.3 (c)
shows the result of Eq. 5.34 where the thickness of the lines reflects A(k,ω). For small V (blue)
the dispersion is almost identical to the dispersion for the unreconstructed band shown in gray
in Fig. 5.3 (b). As V increases the gap at EF widens and more spectral weight is transferred
into the back-bended bands – so-called umklapp bands. In contrast to the reconstructed bands
εµ(k) which obey the periodicity of the supercell Brillouin zone, A(k,ω) exhibits the period-
icity of the unreconstructed normal cell Brillouin zone. Intuitively, the form of Eq. 5.34 can
be understood in the following way: For V = 0 the 2 × 2 supercell Hamiltonian yields two
bands: The “original” band (light gray line in Fig. 5.3 (a)) and a folded band which is shown
as a dashed gray line in Fig. 5.3 (a). The projection in Eq. 5.34 guarantees that the weight of
the “original” band is equal to one while the other band – the folded band – has zero weight,
because both states are orthogonal and the unreconstructed eigenstate is exactly given be one
of them. For finite V the “original” eigenstate starts to mix with the folded eigenstate in the
vicinity of the energy gap, hence both bands attain finite spectral weight close to the energy
gap.
As demonstrated by Ku et al. an equivalent unfolding scheme may be applied to first prin-
ciple DFT band structure calculations [106]: In this case the states | jk〉 and |JK〉 are Kohn-
Sham states of the normal cell and supercell, respectively, where K was introduced to denote
a crystal momentum in the supercell Brillouin zone. If one projects |JK〉 onto local Wannier
orbitals |nr〉 instead of the band orbitals | jk〉, it is possible to unfold the contribution of a cer-
tain orbital character of each band. Note that n refers to an orbital index instead of a band
index and r denotes a normal cell lattice vector. The spectral function
An(k,ω) =
∑
J ,K
| 〈nk|JK〉 |2δ(ω− εJ (K)), (5.35)
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where |nk〉 =∑r |nr〉 〈nr|nk〉 =∑r |nr〉 eikr/pl are the Fourier transform of the Wannier or-
bitals hence measures the spectral weight associated with |nr〉 at k and ω (l is the number of
the normal cell lattice sites).
The use of local Wannier orbitals can markedly reduce the numerical expense of calculating
Eq. 5.35 as shown by Ku et al. [106]. Therefore, a definition of Wannier functions in the
supercell |NR〉, where R denotes a superlattice vector is needed. In addition a consistent
mapping onto the normal cell Wannier functions |NR〉 → |R+ r,n(N)〉, where r is a normal
cell lattice vector within the first supercell and n(N) is a normal cell Wannier orbital index
must exist. In this case it can be shown (see reference [106] for details) that the factor
〈nk|JK〉 ∝∑
N
δ[k],Kδn,n′(N)e
−ikr(N) 〈NK|JK〉 (5.36)
reduces to a projection of the supercell Kohn-Sham state |JK〉 onto the supercell Wannier basis
|NK〉 = ∑R |NR〉 eiKR/pL (L is the number of supercell lattice sites) weighted with phase
factors which retain the translational symmetry of the normal cell. Note that [k] means: trans-
late k from the normal cell Brillouin zone into the super cell Brillouin zone.
The unfolding scheme becomes very straightforward in FPLO because the Kohn-Sham states
are already expressed in a localized basis. Accordingly, the distribution of certain local sym-
metries to the unfolded spectral weight may be simply obtained by projecting the Kohn Sham
states of the super cell onto the localized FPLO basis orbitals with appropriate phase factors.
It is therefore not necessary to calculate the band structure of the normal cell.
5.4 Orbital texture and charge density waves in transition
metal dichalcogenides
In the following section we present the key results of this chapter, namely the intimate relation
between charge density wave order and orbital order in 1T-TaS2 and the implications for the
electronic structure of this compound.
As explained in section 3.2 it was proposed early on that the low-temperature commen-
surate C-CDW, which is illustrated in Fig. 5.4 (a),(b), features many-body Mott physics [56].
Experimental evidence for the presence of Mott physics in 1T-TaS2 has indeed been obtained
recently by time-resolved spectroscopies, which observed the ultra-fast closing of a charge
excitation gap, which has been interpreted as a fingerprint of significant electron-electron in-
teractions [60–62] (cf. section 3.2.2).
Even though the Mott scenario for the C-CDW is widely accepted, important experimental
facts remain to be understood: the very strong suppression of the C-CDW with external pres-
sure is puzzling (cf. section 4.3). Already above 0.6 GPa, the C-CDW is no longer stable,
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Figure 5.4: The
p
13 ×p13 superstructure of 1T-TaS2. (a) and (b): View parallel to the
ab-planes and along the c-axis, respectively (a,b,c: lattice vectors of the undistorted P3¯m1
crystal structure). The Ta-displacements indicated by red arrows in (b) are mainly parallel to
the ab-planes, resulting in clusters containing 13 Ta-sites. Red dashed lines in (a) highlight
the breathing of the S-sites perpendicular to the ab-plane. The Brillouin zone corresponding
to the undistorted crystal structure along with high symmetry points is shown in (c).
although nesting conditions, band widths as well as the lattice structure remain essentially
unchanged. It is also not clear how ordered defects (discommensurations cf. section 4.3)
within the C-CDW order, which emerge in the NC-CDW upon heating [55, 65] and which do
not cause significant changes in the bandwidths, can render the onsite Coulomb interaction U
completely ineffective [48]. In the following we will show that all these issues are explained
consistently in terms of orbital textures that are intertwined with the CDW. In addition to
this, we also demonstrate that this new twist to the physics of CDWs also provides a new and
powerful device concept for future applications based on TMDs.
5.4.1 Supercell calculations
As discussed at full length in section 4.5, an important feature of the C-CDW is its partially
disordered stacking along the c-axis: characterizing the relative alignment of the C-CDW in
adjacent ab-planes in terms of stacking vectors TS , which connect the central Ta-sites in suc-
cessive layers (cf. Fig. 5.6 (b) and (c)), the c-axis stacking is given by an alternation of TS = 1c
with a random choice from the three symmetry equivalent vectors TS = 2a+ c, TS = 2b+ c or
TS = −2(a+ b) + c [85, 86].
The effect of the different TS on the electronic structure has so far remained unexplored.
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Figure 5.5: Unfolding of the supercell band structure of 1T-TaS2. (a): Unreconstructed LDA
band structure along the high symmetry direction in the Brillouin zone shown in Fig. 5.4 (c).
(b) Reconstructed LDA supercell band structure along the same high symmetry directions
as in (a). (c): The unfolded band structure. The thickness of bands measures the spectral
weight at this position. Arrows indicate the gaps at Γ and between M and K which are
commonly named Mott-gap (1) and CDW-gap (2), respectively.
Our highly efficient DFT approach (see section 5.1.4 for details), however, enables us to study
these effects for the first time within the local density approximation (LDA).
For our ab initio calculations we chose two superstructures with TS = 1c and TS = 2a+ c,
respectively, which represent the two metastable types of stacking found experimentally. In
section 4.5 we introduced a notation in which the symbols 〈t0〉 and 〈t2〉 were used to denote
the periodic and infinite stacking with TS = 1c and TS = 2a+ c, respectively. Throughout this
section the same notation will be used.
For both calculations the modulation of the atomic positions within the TaS2-layers was
kept the same. In other words, only the stacking of the TaS2-layers was changed but not
the structure of these layers itself. Technical details of the calculations are summarized in
section 5.4.4.
Fig. 5.5 (a) and (b) show the band structures for the undistorted lattice and the C-CDW
with the stacking 〈t0〉, respectively. The band dispersions are shown along high symmetry dir-
ections of the Brillouin zone of the unmodulated structure depicted in Fig. 5.4 (c). In good
agreement with previous DFT results [107, 108], the band structure in the plane through Γ ,
M and K is fully gapped and only along Γ -A a Fermi level crossing occurs. This yields a one-
dimensional metal, in-line with recent reports [109]. As we have discussed in section 5.3 a
major disadvantage of such supercell calculations is, however, that the additional backfolded
bands only indicate for which momenta k and energies ω electronic states exist. There is no
information about the spectral weight of these states. Exactly this information is provided by
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the so-called spectral function A(k,ω) [96], which is the physically relevant quantity that can
be accessed experimentally by ARPES (cf. section 5.2). As described in section 5.3 an approx-
imation for A(k,ω) within DFT can be obtained using the so-called unfolding procedure [106].
The result of this unfolding procedure for the band structure shown in Fig. 5.5 (b) is presented
in Fig. 5.5 (c), where the thickness of the individual bands reflects A(k,ω). It is clearly vis-
ible that only a small fraction of the reconstructed band structure carries substantial spectral
weight. Unlike the bands in Fig. 5.5 (b), the unfolded band structure allows to clearly identify
dispersing bands and, correspondingly, the size and location of energy gaps. Specifically, our
calculation yields two gaps around the Fermi level EF, indicated by arrows in Fig. 5.5 (c). As
outlined in section 3.2.2 the gap at Γ is usually interpreted as a Mott-gap due to the electron-
electron interaction U [28, 60]. Between M and K a second gap is formed, which fits well
to the Fermi surface nesting vector and is therefore commonly assigned to a CDW-gap due to
the electron-phonon coupling. It is very important to note here that our calculations do not
include any onsite interactions U . The fact that the gap at Γ occurs already without including
U is therefore remarkable, as it already shows that the gap at Γ is not mainly caused by Mott
physics.
5.4.2 Impact of the CDW-layer stacking
In Fig. 5.6 we compare the unfolded LDA band structures for 〈t0〉 and 〈t2〉, which yields the
first major result of this study: the dramatic dependence of the electronic structure on the
CDW-stacking. As can be observed in Fig. 5.6 (d) and (e), essential features of the low-energy
electronic structure depend critically on the stacking. Most notably the bands around the Γ -
point are strongly affected. While for 〈t2〉 the in-plane dispersions show EF-crossings along Γ -K
and Γ -M, both crossings are completely absent for 〈t0〉. Even the size of the so-called CDW-gap
between M-K depends on the stacking, although it prevails for both stackings. Therefore, a
transition from an in-plane metal to an in-plane semiconductor occurs as a function of TS . Con-
sidering that the ab-planes of 1T-TaS2 are usually thought to realize strongly two-dimensional
metallic systems, these are most surprising results.
The comparison of the two DFT models to the ARPES data in Fig. 5.6 (a) shows that the
calculation for 〈t2〉 describes the experiment very well for binding energies below -0.3 eV. Note
that the k-direction along which the ARPES data are measured is tilted with respect to the Γ -M
direction by about 10 degree which explains the small deviations from the data of Hellmann et
al. [36] shown in Fig. 3.5 (a) on page 20. However, it is also obvious that both DFT models
fail to describe the electronic states close to EF and, in particular, the pseudogap observed
experimentally [110]. Including an onsite U at Ta does not cure this discrepancy, implying that
these effects are beyond LDA+U . Indeed, the strong TS-dependence of the electronic structure
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Figure 5.6: Different layer stackings and their impact on the band structure. (d) and (e):
Calculated band structure for the stacking 〈t2〉 and the stacking 〈t0〉, respectively. To facilitate
the comparison with ARPES data shown in (a) the bandweights have been convoluted with
a Lorentzian-shaped resolution function. Note that the ARPES data are measured along a
k direction which is tilted by about 10 degrees with respect to the Γ -M direction, hence the
small deviation to previous reports (cf. Fig. 3.5 on page 20). (b) and (c): Visualization of
the stacking 〈t2〉 and 〈t0〉, respectively.
suggests that these deviations are related to the stacking disorder in the real material [85],
which cannot be taken into account by our DFT-models. While this issue certainly deserves
scrutiny in future work, here we focus on determining the origin of the dramatic effects of TS .
A first effort to refine the DFT-model in order to better account for the actual stacking is made
in section 5.6.
5.4.3 Orbital textures
In order to determine the origin of the dramatic effects of TS , we calculated the charge density
distribution of the uppermost occupied states in real space. As can be seen in Fig. 5.7, for both
types of stacking a complex orbital texture within the ab-plane emerges. This is the second
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Figure 5.7: Real space illustration of the electron density corresponding the highest occupied
band. (a) and (b): The band structure near EF with the highest occupied band in red. The
energy window used to calculate the energy-resolved electron density is indicated by the
green area. (c) and (d): A complex orbital texture emerges within the ab-plane. (e) and
(f): View of the ac-plane corresponding to the area indicated by the red rectangle in (c).
(f): For 〈t0〉 significant hopping is only allowed along the c-direction. (e): A substantial
ab-component of the hopping appears for 〈t2〉.
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Figure 5.8: Magnification of the orbital texture for 〈t2〉. The Ta-sites are indicated by blue
spheres. The symmetry of the isosurface of the electron density (red) clearly changes from
site to site.
major result of this work: the discovery of an orbital texture that is intertwined with a CDW.
Note that not only the occupancy of a certain type of orbital changes spatially. Instead also
the symmetry of the orbitals clearly changes from site to site, resulting in a complex orbital
ordering pattern. For instance, whereas the orbital is oriented perpendicular to the ab-plane
at the center of the Ta-cluster, a significant in-plane component exists at the cluster edges, as
can be readily observed in the magnification of the orbital texture presented in Fig. 5.8. It is
also worth mentioning that the in-plane orientation of some orbitals changes with TS and that
the Sulfur 3p-states also take part in the orbital texture.
The orbital structure for 〈t0〉 permits significant charge hopping only along c, as illustrated
in Fig. 5.7 (f). In other words, the charges flow along orbital stripes along c, corresponding
to the quasi one-dimensional character of the uppermost band in Fig. 5.7 (b) and Fig. 5.6 (e).
This drastically changes in the case of 〈t2〉. Now there is a significant ab-component of the
hopping as illustrated in Fig. 5.7 (e), so that the uppermost band attains a larger in-plane
dispersion and crosses EF along Γ -M and Γ -K (Fig. 5.7 (a) and Fig. 5.6 (e)).
These results have important consequences: Firstly, the comparison of the ARPES data and
the DFT results shows that the Γ -gap is obtained on a quantitative level without an onsite
repulsion U on Ta. Although this result does not exclude the presence of electron-electron in-
teractions, it strongly argues against U being the main cause for the Γ -gap. Instead, the band
structure calculations reveal that this gap is for a large part due to the interlayer hybridization.
This becomes even clearer when we consider the Γ -gap size as a function of the interlayer spa-
cing. To this end we calculated the electronic structure for the stacking 〈t0〉 with an enlarged
c-axis parameter. As shown in Fig. 5.9 the Γ -gap size rapidly decreases with increasing c-axis
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Figure 5.9: The in-plane gap as a function of the interlayer spacing for 〈t0〉. c0 = 5.9 Å
denotes the c-axis parameter found experimentally.
parameter which identifies the interlayer hybridization as the crucial mechanism that causes
the Γ -gap. The interlayer hybridization is in turn mostly caused by the 3z2 − r2-type orbitals
pointing along c, i. e., the Γ -gap is directly coupled to the orbital texture. This result natur-
ally explains the ultra-fast response of this gap observed in time-resolved ARPES experiments
(see section 3.2.2), since the disruption and reordering of the electronic orbitals can evolve on
much faster timescales than the lattice.
Secondly, the presence of orbital textures explains the strong pressure dependence of the
CDW-order in 1T-TaS2, because through the orbital texture pressure has a large effect on the
stability of CDW-phases with different stackings in a way that goes well beyond traditional
nesting scenarios. We also stress that the crucial role of the interlayer interactions is verified
experimentally by the XRD data presented in chapter 4.5 (Fig. 4.16 on page 50), which shows
that the stacking changes completely across the C-CDW/NC-CDW transition. This change
in stacking together with our DFT-results also rationalizes the collapse of the gap at Γ upon
entering the NC-CDW with warming.
Thirdly and most importantly, the relative orientation of the orbitals in adjacent ab-planes
has a spectacular effect on the band dispersions. This can be readily understood in terms of
the overlap integrals, which depend critically on the relative orientation of the orbitals in ad-
jacent layers along c (cf. Fig. 5.7 (e) and (f)). This immediately yields a new device concept,
which employs metastable orbital orders for controlling the electronic structure of nanostruc-
tures: As illustrated in Fig. 5.10 for a bilayer of 1T-TaS2, switching between the metastable
orbital configurations causes a complete semiconductor-to-metal transition. In other words,
by changing the orbital order in the direction perpendicular to the layers, one can control the
conductivity parallel to the layers. At this point it is worth noting that the two stackings 〈t2〉
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Figure 5.10: Device concept based on the switching between metastable orbital orders. Cal-
culated band structure for a bilayer of 1T-TaS2 with TS = 1c (a) and TS = 2a + c (b). A
semiconductor-to-metal transition takes place upon changing the stacking of the two layers.
(c): Orbital order corresponding to the semiconducting (top) and metallic state (bottom).
and 〈t0〉 are indeed metastable within DFT, since their calculated total energies differ only by
about 10 meV (see table 5.3 on page 87)5. Even though the switching between orbital config-
urations has not yet been observed directly, a very recent experiment provides first evidence
that this can be achieved reversibly and on ultra-fast timescales using optical laser pulses [63]
(cf. section 3.2.2).
Orbital textures hence enable one to manipulate the band dispersion and gap structure of
1T-TaS2 in a very effective way. They therefore provide a new route to tailor and switch
the electronic properties of TMDs, possibly on the femtosecond time scale. This concept of
orbitronics may hence enable to create novel, small and ultra-fast electronics, which adds to
the large potential of TMDs for future device applications.
5For the bilayer systems the calculations yield a somewhat larger energy difference of about 90 meV, where
the configuration with t0 is more stable.
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5.4.4 Details of the DFT calculations
The DFT calculations were realized using the FPLO14 package [93] (cf. section 5.1.4), which
has been developed at the IFW Dresden and supports unfolding of the band structure as out-
lined in reference 106. Due to its small basis size it allows for calculations of large supercells
extremely efficiently, which makes the presented calculations numerically affordable. The
supercell structure for 〈t0〉 was derived from references 111 and 55. In order to simulate dif-
ferent layer stackings we transformed the hexagonal supercell into a triclinic supercell without
changing the atomic displacements. The resulting structural parameters are summarized in
Tab. 5.1. It is important to note that a structural relaxation, which starts from the undistorted
lattice, rapidly converges against the experimentally observed superstructure. In addition, the
present DFT calculations reproduce the so-called Mott- and CDW-gap on a quantitative level.
This verifies our approach and shows that the present DFT-models capture the important in-
teractions present in the real material.
5.5 Comparison to tight-binding approaches
The electronic band structure of the commensurate charge density wave phase of 1T-TaS2 has
previously been studied by means of tight-binding models [57, 112, 113]. In the following
section these approaches will be revisited and extended. Furthermore, the comparison to
the results presented in 5.4 will disclose the limitations of such tight-binding models for the
simulation of complex charge density wave phases.
5.5.1 Supercell approach for tight-binding models
The usual starting point for a supercell tight-binding calculation is an effective tight-binding
Hamiltonian that reproduces the DFT band structure of the normal cell within a certain energy
window:
H =
∑
rr′
∑
nn′
trn,r′n′a
†
rnar′n′ , (5.37)
where a†rn denotes a creation operator of a localized state |rn〉 at the lattice vector rwith orbital
index n and ar′n′ is a corresponding annihilation operator. The hopping parameters trn,r′n′ may
either be deduced by fitting the Slater-Koster hopping integrals [114] or by a Wannier analysis
based on a DFT calculation.6 However, as soon as the hopping parameters are known the
Hamilton in Eq. 5.37 may be Fourier-transformed and diagonalized yielding the tight-binding
band structure εnk.
6For details how the Wannier analysis is performed in FPLO see: Wannier manual of FPLO http://www.
fplo.de/download/wan_user.pdf.
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〈t0〉-stacking 〈t2〉-stacking
cell: cell:
spacegroup P3¯ (143) spacegroup P1¯ (2)
a (Å) 12.11 a (Å) 12.11
b (Å) 12.11 b (Å) 12.11
c (Å) 5.917 c (Å) 8.951
α (Deg) 90 α (Deg) 121.353
β (Deg) 90 β (Deg) 43.244
γ (Deg) 120 γ (Deg) 120
Wyckoff positions: Wyckoff positions:
Ta 0 0 0 Ta 0 0 0
Ta 0.288 0.216 0 Ta 0.288 0.216 0
Ta 0.521 0.148 0 Ta -0.072 -0.288 0
S 0.179 0.051 0.275 Ta -0.216 0.072 0
S 0.358 0.102 -0.267 Ta 0.521 0.148 0
S 0.435 0.410 -0.241 Ta -0.372 -0.521 0
S 0.487 0.282 0.241 Ta -0.148 0.372 0
S 2/3 1/3 -0.246 S 0.052 0.093 0.275
S -0.255 -0.137 0.275
S -0.178 0.170 0.275
S 0.482 0.061 -0.267
S -0.133 -0.400 -0.267
S 0.020 0.215 -0.267
S 0.547 0.373 -0.241
S 0.085 -0.473 -0.241
S -0.298 -0.011 -0.241
S 0.375 0.319 0.241
S -0.316 -0.450 0.241
S -0.393 0.242 0.241
S 0.780 0.295 -0.246
Table 5.1: Structural paramters for the supercell calculations corresponding to 〈t0〉 and 〈t2〉
for 1T-TaS2.
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In order to study the effects of a superstructure the Hamiltonian in Eq. 5.37 is transformed
into the supercell. This is done by defining local orbitals |RN〉 of the supercell, where N de-
notes the orbital index. The definition of the |RN〉 has to obey a unique mapping |RN〉 →
|R+ r(N),n(N)〉 which associates every orbital of the supercell to an orbital of the normal
cell. Note that R is a supercell lattice vector and r is a normal cell lattice vector within the
first supercell. Apparently, such a mapping also connects the hopping parameters of the su-
percell TRN ,R′N ′ with the hopping parameters of the normal cell trn,r′n′ . The supercell hopping
parameters have to be scaled according to the lattice modulation which is introduced by the
superstructure:
TRN ,R′N ′ = f (D) · tr(R,N)n(N),r(R′,N ′)n(N ′), (5.38)
where D = D(RN ,R′N ′) denotes the ratio between the inter-atomic distance according to the
superstructure and the inter-atomic distance realized in the normal structure. The function
f (D) depends on the kind of hopping and is commonly approximated by D−5, D−4 and D−3 for
d-d, d-p and p-p-like hoppings, respectively [115]. In other words, due to the lattice distortion
some bonds are strengthened and other bonds are weakened. Thus, the problem is reduced
to the solution of the resulting supercell Hamiltonian:
H =
∑
RR′
∑
NN ′
TRN ,R′N ′a
†
RNaR′N ′ . (5.39)
In order to automatically derive supercell tight-binding models from DFT calculations per-
formed with the FPLO package (see section 5.1.4), we implemented a numerical routine in
the programming language Python7. This program uses the hopping parameters determined
by the Wannier module of FPLO8 to build the supercell Hamiltonian 5.39. The user has to
supply the supercell structure and the mapping of the basis orbitals in the supercell onto the
basis orbitals in the normal cell. According to this input, the hopping parameters are automat-
ically scaled in compliance with Eq. 5.38 and the supercell Hamiltonian is diagonalized using
the NumPy module [116]. In addition, unfolding of the supercell band structure as explained
in section 5.3 was implemented. This program provides a convenient way to deduce supercell
tight-binding models from FPLO calculations for arbitrary supercells.
7Python Software Foundation. Python Language Reference, version 2.7. Available at http://www.python.
org.
8Wannier manual of FPLO http://www.fplo.de/download/wan_user.pdf
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Figure 5.11: 2D tight-binding model of the commensurate charge density wave phase of 1T-
TaS2. (a) shows the three Ta 5d-bands near EF for the unreconstructed structure. Light gray
lines correspond to the (full relativistic) LDA band structure and blue lines are the tight-
binding bands for the hopping parameters from reference 117. The reconstructed band
structure is shown in (b).
5.5.2 Tight-binding model for the commensurate charge density wave
phase of 1T -TaS2
Roßnagel et al. [117] deduced a tight-binding model for the commensurate charge density
wave phase of 1T-TaS2 including only Ta 5d-orbitals and effective nearest neighbor hopping.
Spin-orbit coupling was added as explained in reference 118. The hopping parameters for
this model were derived by fitting the appropriate Slater-Koster integrals to early LDA band
structure calculations [119]. In Fig. 5.11 we reproduce the results from reference 117 using
our own, aforementioned numerical routine supplied with the same hopping-parameters as
used in reference 117. The first problem that arises is that the tight-binding band structure
of the normal cell only roughly reproduces the LDA band structure9 (cf. Fig. 5.11 (a)). An-
other apparent problem is that the present tight-binding model is strictly two-dimensional and,
hence, cannot account for interlayer hybridization effects which have been shown to play an
essential role in section 5.4. However, as shown in Fig. 5.11 this model yields a narrow band
at the Fermi energy which was interpreted as susceptible to a Mott-Hubbard transition.
We will now show that even an improved tight-binding model – in the sense that it accur-
ately reproduces the LDA band structure of the normal cell – does not necessarily yield correct
results for the reconstructed supercell band structure. For this purpose we extended the afore-
9Note that since the present tight-binding model contains spin-orbit coupling we compare the corresponding
band structure to a full relativistic LDA calculation. In contrast, all calculations presented in section 5.4 were scalar
relativistic.
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Figure 5.12: Extended 3D tight-binding model for the commensurate charge density wave
phase of 1T-TaS2. The LDA band structure (light gray) along with the tight-binding band
structure (blue) is shown for the normal cell (a) and the supercell (b).
mentioned two-dimensional tight-binding model to three dimensions by including hopping
integrals up to a distance of ≈ 5 normal cell lattice sites. The Sulfur p orbitals were added
to the basis which results in a 143 × 143 supercell tight-binding Hamiltonian. The hopping
parameters were determined by a Wannier analysis of the LDA band structure for the normal
cell. In contrast to the previous model, spin-orbit coupling was not added. The scaling of the
hopping parameters was performed in the same manner as for the previous model.
In Fig. 5.12 (a) it is clearly visible that this extended tight-binding model is indeed capable to
reproduce the LDA band structure of the normal cell accurately. However, the derived supercell
tight-binding band structure is dramatically different from the LDA supercell band structure
as illustrated in Fig. 5.12 (b). While below ≈ −0.4 eV the LDA band structure and the tight-
binding band structure coincide to some extent, the dispersions close to the Fermi level are
completely different. In particular the strong dispersion along Γ -A observed in the LDA band
structure does not at all occur in the tight-binding band structure. Consequently, the in-plane
hybridization gap discussed in section 5.4 does not open in the tight-binding model.
These discrepancies may be attributed to the fact that the lattice modulation is intertwined
with the formation of orbital textures as explained in section 5.4. As a result, the change of
symmetry of the local orbitals alters the hopping parameters in a nontrivial way. The simple
scaling approach based on the inter-atomic distance used in the tight-binding model can cer-
tainly not account for these complex orbital texture related effects. It is therefore in general
not possible to replace the self-consistent solution of the supercell DFT problem by a tight-
binding supercell approach. In particular the complex effects associated with different layer
stackings as discussed in section 5.4 cannot be addressed by a simple tight-binding approach.
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Figure 5.13: Visualization of the stacking 〈t0t2〉. The gray hexagons indicate thep13×p13-
supercell. Red spheres correspond to the central Ta-site within the
p
13 × p13-supercell.
Blue spheres denote the Ta-sites at 2a, 2b and −2(a+ b). The stacking is given by on-top
stacked bilayers which are stacked with t2.
5.6 Improved stacking model and direct comparison to
angle-resolved photoemission data
In section 5.4.2 it was pointed out that none of the prototypical stacking types 〈t0〉 and 〈t2〉 is
capable to describe the experimental band structure very close to the Fermi level. We attributed
this discrepancy to the fact that the actual stacking in the real material is neither given by 〈t0〉
nor 〈t2〉 but by a partially disordered alternation


t0t{256}

of the two (see section 4.5.2).
Unfortunately, such disordered structures cannot be treated in terms of DFT since they are not
periodic. However, in this section a refined DFT model which is an approximation for


t0t{256}

is presented along with an in-depth comparision to ARPES data.
5.6.1 Approximation for the disordered alternating stacking
The simplest approximation for the partially disordered alternating stacking


t0t{256}

is given
by the periodic stacking 〈t0t2〉. In other words, the partial disorder among the group of stacking
vectors t2, t5 and t6 is neglected and instead a single fixed vector t2 is chosen. A visualization
of 〈t0t2〉 is shown in Fig. 5.13. This stacking can be viewed as on-top stacked bilayers (with
stacking vector t0) which are for their part stacked with t2. The resulting supercell is again
triclinic and contains 39 independent atoms as given in table 5.2.
In Fig. 5.14 the calculated band structure for 〈t0t2〉 is presented along with the same ARPES
data as shown in Fig. 5.6. Interestingly, this calculation yields a very small gap at the Fermi
level. In section 5.4.3 it was pointed out that a bilayer of 1T-TaS2 stacked with t0 develops a
band gap of ∼ 0.2 eV. The result in Fig. 5.14 suggest that this gap still exists when the bilayers
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spacegroup: P1¯
lattice parameters: a = 12.11 Å, b = 12.11 Å, c = 13.608 Å
axis angles: α= 110.016◦, β = 61.366◦, γ= 120◦
Wyckoff positions:
Ta -0.115 0.038 0.25 Ta 0.172 0.254 0.25
Ta -0.187 -0.249 0.25 Ta -0.331 0.110 0.25
Ta 0.405 0.187 0.25 Ta -0.487 -0.482 0.25
Ta -0.264 0.410 0.25 S 0.000 0.110 0.387
S -0.307 -0.119 0.387 S -0.230 0.187 0.387
S 0.305 0.120 0.116 S -0.310 -0.341 0.116
S -0.156 0.274 0.116 S 0.376 0.430 0.129
S -0.085 -0.416 0.129 S -0.469 0.045 0.129
S 0.316 0.339 0.370 S -0.376 -0.430 0.370
S -0.453 0.262 0.370 S 0.608 0.352 0.126
Ta 0.403 0.177 -0.25 Ta 0.043 -0.326 -0.25
Ta -0.100 0.033 -0.25 Ta 0.636 0.110 -0.25
Ta -0.256 -0.559 -0.25 Ta -0.033 0.333 -0.25
S 0.231 0.034 -0.112 S -0.076 -0.196 -0.112
S 0.000 0.110 -0.112 S 0.535 0.043 -0.383
S -0.079 -0.417 -0.383 S 0.074 0.197 -0.383
S 0.607 0.353 -0.370 S 0.145 -0.492 -0.370
S -0.239 -0.031 -0.370 S 0.546 0.262 -0.129
S -0.145 -0.507 -0.129 S -0.222 0.185 -0.129
S 0.838 0.275 -0.373
Table 5.2: Structural parameters of the supercell for the stacking 〈t0t2〉.
are stacked with t2. In fact, the gap in Fig. 5.14 resembles the properties of a pseudogap,
because it is rather a minimum in the density of states directly at the Fermi level instead of an
extended band gap. It is also obvious that the present calculation describes the ARPES data
better than the pure stackings 〈t0〉 or 〈t2〉. As already pointed out in section 5.4 the ARPES data
are measured along a k direction which is tilted with respect to the Γ -M direction by about
10 degrees. However, the comparison to the data of Hellmann et al. (cf. Fig. 3.5 on page 20)
reveals an even better agreement. The electron-like pocket observed at the Γ -point at about
-0.2 eV is not only reproduced at the quantitatively correct position but also the form of this
feature fits with the experiment. Nevertheless, this feature is strongly smeared in the ARPES
data which might be attributed to the partial disorder which is neglected in the current DFT
model. Furthermore, the comparison of the total energy for the different calculations reveals
that the alternating stacking 〈t0t2〉 is indeed more stable compared to the pure stackings 〈t0〉
and 〈t2〉. As can be seen from Tab. 5.3 the total energy for 〈t0t2〉 is about 10 meV smaller than
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Figure 5.14: Calculated band structure for the stacking 〈t0t2〉 along the high-symmetry dir-
ections of the Brillouin zone corresponding to the undistorted structure. ARPES data are
shown for comparison.
stacking energy relative to 〈t0〉 (meV) DOS at EF (states/eV).
〈t0〉 0.0 5.49〈t2〉 9.57 16.75〈t0t2〉 -9.69 0
Table 5.3: Total energies for different stackings as calculated by LDA.
that for 〈t0〉.
However, the total energy differences are close to the accuracy limit of DFT and the good
agreement between calculation and APRES data shown in Fig. 5.14 is a case in point. For this
reason we want to extent the comparison to a larger reciprocal space region. This will be done
in the following section.
5.6.2 In-depth comparison to ARPES data
We have measured the valence band structure of 1T-TaS2 as a function of kx and ky which,
together with the energy axis, yields a 3D dataset10. Below we will compare constant-energy
cuts of this dataset with corresponding calculations.
Since the three vectors t2, t5 and t6 occur randomly in the partially disordered stacking

t0t{256}

the whole structure has, on average, threefold rotational symmetry. This symmetry
10kx , ky and kz refer to Cartesian coordinates in reciprocal space where the kx -ky -plane is identical to the
ab-plane in the crystal coordinate system of the unreconstructed structure.
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is broken by the approximation 〈t0t2〉, where only t2 occurs. For a comparison to ARPES
data we have therefore symmetrized the calculated spectra for 〈t0t2〉 in order to restore the
threefold symmetry:
I ′(kx , ky , E) =
1
3

I(kx , ky , E) + I(−kx2 +
√√3
4
ky ,−ky2 −
√√3
4
ky , E)
+I(−kx
2
−
√√3
4
ky ,−ky2 +
√√3
4
ky , E)

, (5.40)
where I(kx , ky , E) denotes the unfolded band weights as explained in section 5.3. The as-
sumption which leads to Eq. 5.40 is that, on average, the effect of the disorder in


t0t{256}

for
the electronic structure can be approximated with a linear superposition of 〈t0t2〉, 〈t0t5〉 and
〈t0t6〉. However, it should be emphasized that this assumption is purely heuristic and at this
point it is not clear whether this approach is valid.
In addition, it is known that measured ARPES spectra often represent an inherent kz integ-
ration of the electronic structure [120]. In other words, the kz value corresponding to Eq. 5.29
is not sharp but also features from somewhat different kz values contribute to the photocur-
rent. This might be even more relevant for partially disordered structures like


t0t{256}

since,
strictly speaking, kz does not represent a valid quantum number in such a system anymore. In
order to account for the kz-integration we consider the linear combination:
I ′′(kx , ky , E) = αI ′kz=0(kx , ky , E) + (1−α)I ′kz=0.3·2pi/c0(kx , ky , E), (5.41)
of the in-plane band structure at kz = 0 and kz = 0.3 · 2pi/c0 where c0 = 5.9 Å is the c-axis
lattice parameter of the undistorted structure. The second kz value was intentionally chosen
because this is the point along the Γ -A-direction where the band dispersion touches the Fermi
level (cf. Fig. 5.13). For the mixing parameter αwe chose α= 0.8. As before, the band weights
I ′′ have then been convoluted with a resolution function in order to simulate the measured
ARPES spectra.
In Fig. 5.15 and Fig. 5.16 we compare these simulated ARPES spectra with the measured
ARPES data for different energy levels E. First of all, the accordance between measurement
and calculation is remarkable considering that the data are raw data. This means that the data
have been solely normalized to the background. The top panel of Fig. 5.15 shows energy cuts
at the Fermi level (Fermi surface maps). The weak signal observed in ARPES was previously
referred to as a remnant or pseudo-gapped Fermi surface [59, 108, 110, 121]. Surprisingly,
similar features occur in our LDA calculations (top left panel in Fig. 5.15). Note that the finite
intensity at the Fermi level in the calculation is a result of the kz integration (Eq. 5.41). In fact
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the value kz = 0.3· 2pic0 for the kz integration has been chosen intentionally in order to reproduce
these features. Accordingly, it could be argued that when the partial disorder gives rise to
a pronounced kz integration then the pseudogap features could be related to this disorder.
However, the intensities of the features are not properly reproduced by the LDA calculations,
which, on the one hand, might be attributed to matrix element effects (see section 5.2.2). On
the other hand, this discrepancy could also indicate that the symmetrization process and the
kz integration do not properly account for the partial disorder.
Nevertheless, for energies below the Fermi level the LDA calculation agrees also very well
with the corresponding measurement as can be observed in Fig. 5.15 and Fig. 5.16. The intens-
ity distribution of the ARPES spectra below -0.6 eV shows a pronounced threefold symmetry
whereas the calculations retain a sixfold symmetry. Whether this discrepancy may be again
attributed to matrix element effects or whether it is related to flaws of the present LDA model
remains to be clarified.
Nonetheless, the excellent overall agreement between simulated and measured ARPES data
reveals that the present LDA model captures the relevant features of the C-CDW phase of 1T-
TaS2. However, it should be stressed again that the stacking 〈t0t2〉 with the symmetrization
and the kz integration is still an approximation which only indirectly accounts for the partially
disordered nature of the C-CDW phase. Studying the effects on the electronic structure induced
by such disorder will be a challenging task for future investigations especially since tight-
binding approaches are likely to fail as shown in section 5.5.
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Figure 5.15: Comparison of the simulated spectral function for 〈t0t2〉 with ARPES data
within the kxky -plane at different energies. The right panel shows the ARPES data taken
at 1 K while the left panel presents the corresponding calculation. Black lines indicate the
Brillouin zone boundaries. E = 0 eV corresponds to the Fermi level and a0 = 3.36 Å is the
a-axis lattice parameter of the unreconstructed structure.
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Figure 5.16: Comparison of the simulated spectral function for 〈t0t2〉 with ARPES data
within the kxky -plane at different energies. (continued)
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Figure 5.17: In-plane resistivity (ρ‖) of 1T-TaS2 and 1T-TaSe2 as a function of temperature.
Graph reproduced from references 24 and 45.
5.7 Relation to other transition metal dichalcogenides
We now compare 1T-TaS2 to the material 1T-TaSe2 because both compounds develop different
properties despite their striking similarities. Below 473 K, the isostructural compound 1T-
TaSe2 develops the same in-plane
p
13 ×p13-superstructure as 1T-TaS2. But in contrast to
the latter the C-CDW phase of 1T-TaSe2 does not exhibit semiconducting electronic properties
but behaves rather metallic as illustrated in Fig. 5.17. It has further been shown that the CDW-
layer stacking of the C-CDW in 1T-TaSe2 is given by the 〈t2〉 polytype [54, 87, 122]. The
dramatic effect of the CDW-layer stacking revealed in section 5.4 consequently suggests that
the difference in the transport properties may be related to the different stacking orders in the
two materials.
We looked into the relevance of the CDW-layer stacking in 1T-TaSe2 by calculating the elec-
tronic structure for the stacking 〈t2〉 which occurs in the real material and the hypothetical
on-top stacking 〈t0〉. In Fig. 5.18 one can clearly observe that for 〈t2〉 significant Fermi level
crossings occur within the Γ -M -K-plane and in the out-of-plane direction Γ -A – very similar to
the case of 1T-TaS2 (compare Fig. 5.6 (d) on page 75). For the on-top stacking 〈t0〉 an in-plane
hybridization gap opens in line with the results presented for 1T-TaS2 in Fig. 5.6 (e). As can be
seen in Tab. 5.3 the density of states at EF for 1T-TaS2 with 〈t0t2〉 is zero, which suggests rather
semiconducting transport properties. In contrast, the density of states at EF for 1T-TaSe2 with
〈t2〉 is about 11 states/eV giving rise to metallic behavior.
It is likewise worth noting that also in 1T-TaSe2 the CDW is accompanied by the formation
of an orbital texture analogous to 1T-TaS2 which is shown in Fig. 5.7 on page 76. In Fig. 5.19
we show these orbital textures for 〈t2〉 and the hypothetical stacking 〈t0〉. It turns out that
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Figure 5.18:Unfolded LDA band structure of 1T-TaSe2 for the experimentally found stacking〈t2〉 (a) and the hypothetical on-top stacking 〈t0〉 (b).
for the case of 1T-TaSe2 it is not straightforward to define an energy window for the highest
occupied band since they are not as well separated as it is the case of 1T-TaS2. However, the
resulting orbital structure is similar to the one found in 1T-TaS2 (cf. Fig. 5.7 and Fig. 5.19).
Note that the orbital textures shown in Fig. 5.19 (c) and (d) do not have threefold symmetry.
This is due to the fact that the crystal structure refinement, on which the present calculations
are based, was done in P1¯ symmetry [122]. Accordingly, the atomic positions differ slightly
from the positions which would correspond to an in-plane threefold symmetry.
We now turn the discussion towards the difference between 1T-TaS2 and 1T-TaSe2 which
could lead to the stabilization of the respective stackings in these materials. The orbital tex-
ture which arises from the
p
13×p13 superstructure leads to the formation of charge clouds
centered on the
p
13 ×p13 clusters (see Fig. 5.7 (e) and (f)). This is plausible because the
superstructure causes a breathing-type distortion of the chalcogenide sites as illustrated in
Fig. 5.4 on page 72. On the one hand the Coulomb interaction between these charge clouds
favors a sphere packing which is best realized by the stacking 〈t2〉 and its symmetry equivalents.
On the other hand the in-plane hybridization gap and, hence, some energy gain is maximized
by 〈t0〉. The long-range Coulomb interaction couples distant layers (not only nearest neighbor
layers) which gives rise to more complex stackings like


t0t{256}

[85]. Accordingly, one could
argue that the CDW layer stacking is widely governed by a subtle balance between Coulomb
interactions and hybridization effects.
The present study indicates that the balance between these mechanisms is evidently dif-
ferent for the two materials 1T-TaSe2 and 1T-TaS2. This discrepancy could be related to the
atomic radii of the chalcogenide atoms. The larger Selenium atoms are more susceptible to
polarization effects than the smaller Sulfur atoms which could effect the inter-layer Coulomb
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Figure 5.19: Real space illustration of the orbital texture in 1T-TaSe2 for 〈t2〉 (left) and the
hypothetical stacking 〈t0〉 (right). As in Fig. 5.7 on page 76 (a) and (b) show the band struc-
ture near EF with the highest occupied band in red. The energy windows used to calculate
the energy-resolved electron density shown in (c) - (f) is highlighted in green. (c) and (f):
Similar to 1T-TaS2 a complex orbital texture emerges within the ab-plane of 1T-TaSe2. (e)
and (f): Views of the ac-plane corresponding to the area indicated with the red rectangle in
(c).
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interaction. In addition, the valence states of Selenium are more extended than in the case of
Sulfur, which should lead to stronger hybridization effects and, hence, larger band widths as
can indeed be observed in Fig. 5.18. At this point it should be noted that within DFT the stack-
ing 〈t2〉 is energetically more favorable than 〈t0〉 for 1T-TaSe2. The calculated total energy
per unit cell for 〈t2〉 is about 40 meV lower than for 〈t0〉. However, so far it is not clear which
mechanisms are crucial for the realization of the different stacking orders found in 1T-TaS2
and 1T-TaSe2 and we leave the thorough examination of this issue for future work.
In summary, it seems very likely that the semiconducting properties of the C-CDW in 1T-TaS2
is a direct result of the CDW-layer stacking rather than related to Mott-type electron-electron
correlations. The absence of semiconducting properties in isostructural materials sharing the
same
p
13×p13 superstructure is, hence, rooted in the realization of different stacking orders.
The manipulation of the balance between inter-layer Coulomb interaction and inter-layer
hybridization – for instance by intercalation experiments – may provide interesting routes to
tune the electronic properties of these layered materials. In addition, such experiments could
also shed light on the mechanisms which stabilize the different stacking orders.

6 Summary and Outlook
In this thesis the layered transition metal dichalcogenide 1T-TaS2 has been comprehensively
studied by means of experimental and theoretical methods. State-of-the-art X-ray diffraction
was used to shed light on the charge density wave structure as a function of pressure and tem-
perature. This microscopic structural information supplemented with angle-resolved photoe-
mission spectroscopy data was then used to develop realistic density functional theory models
which describe the electronic structure of 1T-TaS2 in the presence of charge density waves.
The following paragraphs briefly summarize the key results of these two subtopics along with
their implications.
After the brief review of some theoretical aspects of charge density wave physics and an
introduction into the material class of layered transition metal dichalcogenides the discussion
was turned to the static charge density wave structure of 1T-TaS2 as a function of pressure
and temperature. The detailed analysis of the temperature- and pressure-dependent X-ray
diffraction data in chapter 4 revealed three key results:
The first major result was that the defect lattice which characterizes the nearly commensur-
ate charge density wave in 1T-TaS2 essentially shrinks with increasing pressure. Accordingly,
it was concluded that the whole nearly commensurate charge density wave structure becomes
superconducting, i. e. forms a coherent macroscopic superconducting state. This situation is
fundamentally different from a previously suggested real space phase separation scenario in
which only the defects support superconductivity.
Secondly, it was found that several distinct incommensurate charge density waves emerge
at high pressure which share the same characteristics of the presence of defect lattices as the
nearly commensurate charge density wave. Consequently, it was concluded that such defect
lattices might also play a crucial role for these incommensurate charge density waves. The
notion that the phase transitions between the different incommensurate phases in 1T-TaS2
may be related to structural phase transitions of the defect lattices certainly poses an exciting
possibility which deserves further investigations in future work.
Thirdly, the charge density wave layer stacking of the commensurate charge density wave
was also investigated by comparing the X-ray diffraction data to numerical simulations. This
analysis extended previous approaches and established the presence of a partially disordered
charge density wave layer stacking within the commensurate charge density wave of 1T-TaS2.
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Such a state of matter is particularly interesting because the disorder only effects the charge
density wave and not the average crystal structure. Thus, it can be regarded as a disorder in
an electronic crystal which furthermore occurs only along one direction. This unconventional
property was discussed with respect to the pseudogap observed in 1T-TaS2.
In chapter 5 the discussion was turned to the examination of the electronic structure of 1T-
TaS2 by means of density functional theory complemented with angle-resolved photoemission
spectroscopy. Previous density functional theory studies usually neglected the 3D character of
the charge density wave in 1T-TaS2. Triggered by the X-ray diffraction analysis which revealed
the important role of the interlayer correlations, the influence of different charge density wave
layer stackings was considered in density functional theory model calculations which led to
the following key results:
The first key result was the discovery of a complex orbital texture which is interwoven with
the charge density wave. Moreover, it turned out that due to this orbital texture the charge
density wave layer stacking has dramatic effects on the electronic structure. Apparently, all
these orbital-related effects are well beyond traditional weak coupling charge density wave
physics. Indeed it was shown that the orbital-mediated interactions may enable one to drive
semiconductor-to-metal transitions with technologically pertinent gaps and on ultrafast time-
scales in bilayer systems of 1T-TaS2. This opens up new routes to fabricate optically switchable
devices based on orbitally textured charge density wave compounds, a new technology that
could be called “orbitronics”. These discoveries are hence of special relevance for the ongoing
development of novel, miniaturized and ultrafast devices for electronic and sensing applica-
tions.
Secondly, the discovery of orbital textures allows to explain a number of long-standing
puzzles associated with the electronic self-organization in 1T-TaS2: The strong pressure de-
pendence of the charge density wave and the ultrafast response to optical excitations can be
directly related to the orbital texture. By means of an improved stacking model for the com-
mensurate charge density wave it was further shown that the semiconducting properties of this
phase are related rather to its particular stacking order than to Mott-Hubbard type electron
correlations. This also explains the absence of a semiconducting phase in other systems which
share the same in-plane charge density wave structure but exhibit a different charge density
wave layer stacking. A detailed comparison to angle-resolved photoemission spectroscopy fur-
ther validated our approach and showed that it is capable to capture the essential features of
the commensurate charge density wave in 1T-TaS2.
As a result, this thesis gave important new insights into the physics of layered transition
metal dichalcogenides. However, it also raises a number of important questions. Most import-
antly the optically driven semiconductor-to-metal transition needs to be further scrutinized
experimentally. To this end we plan to conduct X-ray diffraction experiments in combination
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with ultrafast optical excitation. The numerical structure factor analysis for the charge density
wave layer stacking derived in this thesis will allow for the identification of crucial optically
induced changes. Furthermore, it will be exciting to study the effects of manipulating the par-
tially disordered stacking of the commensurate charge density wave in 1T-TaS2 for instance
by intercalation experiments. In order to elucidate whether similar disordered charge density
wave states may be induced in related materials we will also extend these investigations to
other layered transition metal dichalcogenides. Another issue which deserves thorough exam-
ination is the role of the defect lattices observed in the incommensurate charge density waves.
It is known that many other transition metal dichalcogenides also exhibit incommensurate
phases, hence the quest for similar defect lattice effects appears promising. Even experiments
which target the dynamics of such defect lattices are conceivable. In conclusion, it becomes
evident that – despite its simple composition and host structure – 1T-TaS2 features extremely
rich physics and is certainly more than just a model system. Most notably, the emerging pos-
sibilities for device applications not only for 1T-TaS2 but for the whole material class of layered
transition metal dichalcogenides will assuredly attract increasing attention in the near future.
Eventually, this study has proven that – once again – Aristotle was right: All the fascinat-
ing self-organized phenomena which can be observed in materials such as 1T-TaS2 emerge
from the very interaction between rather simple constituents like electrons and nuclei so that,
indeed, the whole is more than the sum of its parts.
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