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The main aim of this thesis is to clarify a class of nonlinear systems described
by ordinary dierential equations and reference trajectories such that trajectory
tracking controls are easily realized. To this end, the thesis shows a class of
nonlinear systems whose linearizations are uniformly completely controllable and
uniformly completely observable. On this account, the thesis introduces two novel
concepts called algebraic controllability and algebraic observability. In order to
characterize them, this thesis also introduces new concepts called controllable
trajectory and observable trajectory. It is indicated that if a given nonlinear
system is dierentially at, controllable and observable trajectory can be eas-
ily generated. As a main result, it is shown that if a given nonlinear system is
algebraically controllable, then every linearized system along any (periodic) con-
trollable trajectory is (uniformly) completely controllable. As a dual result, it is
also shown that if a given nonlinear system is algebraically observable, then every
linearized system along any (periodic) observable trajectory is (uniformly) com-
pletely observable. Moreover, it is explained that if a given system is algebraically
controllable and observable, a linear quadratic optimal control method is useful
to design a feedback controller such that the actual trajectory asymptotically
approaches a periodic reference trajectory. Furthermore, the thesis proves that
the concepts of algebraic controllability and accessibility are equivalent and for
nonlinear mechanical control systems, a reduction condition for checking whether
or not the given system is algebraically controllable is provided.
The contributions of the second in the thesis is to give a class of nonlinear
dierential algebraic systems (DAS) with geometric index one and reference tra-
jectories such that trajectory tracking controls are easily realized. Furthermore,
it is demonstrated that it is dicult to examine dierential atness in the usual
sense of nonlinear systems expressed by DAS with geometric index one. To resolve
the problem, the thesis provides an extended denition of dierential atness for
such systems. Moreover, for general DAS, it is also explained that a choice of
independent variables is not obvious because there are algebraic equations. For
this reason, the thesis studies dierential atness for DAS which does not distin-
guish state, input, and output variables. As a result, it is shown that if one could
nd a at output, one can nd other at outputs by smooth functions of the at
output.
ii Abstract
The chapter 4 elaborates the dierences between variational and atness-
based trajectory generation methods. Moreover, using a nonholonomic mobile
robot described by ordinary dierential equations and a simple circuit model
expressed by DAS with geometric index one, it is demonstrated that trajectory
tracking controls of algebraically controllable and observable systems are easily
achieved.
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The following notation is used in this thesis.
Z set of integer numbers
R real number eld
R+ set of nonnegative real numbers
C1(X;Y ) set of smooth functions from X to Y
C1a:e: set of smooth functions except for a countable set
C1pw subset of C
1
a:e: whose elements are piecewise smooth
functions dened on R
2 belong to
 subset (strict or not)
0nm (or simply 0) nm zero matrix
In (or simply I) n n identity matrix
M> transpose of the matrix M
M 1 inverse of the matrix M
rank(M) rank of the matrix M
diag(a1; a2; : : : ; am) mm diagonal matrix with ai as its i-th diagonal
element
kxk the Euclidean norm of the vector x 2 Rn
jjAjj jjAjj := maxx 6=0 jjAxjjjjxjj for A 2 Rnn
Chapter 1
Introduction
Autonomous systems have received increased high attention because for mechan-
ical systems the needs arise to perform tasks in many situations. Many con-
trol problems of such systems consist of following a desired trajectory. In fact,
there have been many previous works on trajectory tracking control problems
[5,18,19,22,33,39,44{46,51{53,61,62,67,68,72,73,76,79{81,97,99,105,108,109],
and the following applications can be considered.
Space development Autonomous drive Industrial robot
Medical robot Search of dangerous zoneAgricultural robot
Figure 1.1: Applications of trajectory tracking control
The main aim of this thesis is to give a class of nonlinear systems
and reference trajectories such that trajectory tracking controls are
easily achieved.
2 1. Introduction
1.1 Trajectory tracking control
To achieve a trajectory tracking control of a given nonlinear system, the given
system is often transformed into a simple system by applying a nonlinear coor-
dinate transformation and a nonlinear feedback [36, 76, 78, 79, 82]. In particular,
it is known that exact linearization method for ane nonlinear systems is useful
to design a stabilizing controller [36, 82] (see appendix F). A trajectory tracking
control based on exact linearization method can be regarded as a two-degree-
of-freedom control [108] (see appendix F). Two-degree-of-freedom controller
design technique is composed of the following procedures (see Figs. 1.2 and 1.3).
1. Give a reference trajectory of a given system.
2. Apply an appropriate feedforward control input such that the actual tra-
jectory approximates the reference trajectory.
3. In order to stabilize the actual trajectory around the reference trajectory,
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Figure 1.3: Two-degree-of-freedom controller design
However, in general, it is dicult to apply exact linearization method because
many practical cases are dicult to obtain an appropriate coordinate transforma-
tion. Moreover, if one can get an appropriate coordinate transformation, and if
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the transformation is applied, the state constraint may be produced because such
a coordinate transformation is only locally dened [36, 82]. Furthermore, when
there is an input saturation requirement, a feedback based on exact lineariza-
tion method violates the input saturation requirement [39] (see appendix F.2).
To avoid the diculties, the thesis uses linear approximation along a trajectory,
instead of using exact linearization method.
At the above step 3 of two-degree-of-freedom control, the resulting error sys-
tem between the reference trajectory and the actual trajectory is approximately
expressed as a linear time varying system if the actual trajectory is suciently
close to the reference trajectory. If a linear feedback controller of the linearized
system such that the origin is exponentially stabilizable is designed, by apply-
ing the same controller into the original nonlinear error system, the origin of
the closed-loop of the original nonlinear error system is locally exponentially
stable [48]. Consequently, then the actual trajectory locally exponentially ap-
proaches the reference trajectory. Uniform complete controllability of the lin-
earized error system is a sucient condition for the origin of the linearized error
system to be exponentially stabilizable [34]. Although it is possible to examine
whether or not uniform complete controllability is satised by using conventional
methods, the examination can be carried out only for a xed linearized system
along a specic trajectory. That is, it is not clear what is a class of nonlinear
systems whose linearizations are uniformly completely controllable. Therefore
the following questions are posed.
Question 1.1 What is a class of nonlinear systems whose linearizations along
trajectories are uniformly completely controllable?
Question 1.2 What is a class of trajectories stated in the above question?
In chapter 2, it will be shown that if a given nonlinear system described by
ordinary dierential equations is algebraically controllable, then every linearized
system along any (periodic) controllable trajectory is (uniformly) completely con-
trollable. In chapter 3, it will be shown that similar results are obtained for
nonlinear dierential algebraic systems with geometric index one.
On the other hand, if the available signal in nonlinear systems is only output
signal, state feedback cannot be available. In this case, to stabilize the actual
trajectory around the reference trajectory, it is needed to design a state observer
such as a Luenberger type observer. It is known that if the linearized error
system is uniformly completely controllable and uniformly completely observable,
then there exist a feedback gain and an observer gain such that the origin of a
linear closed-loop obtained by applying a state-estimate feedback is exponentially
stable [35]. Although it is possible to examine whether or not uniform complete
observability is satised by using conventional methods, the examination can
be carried out only for a xed linearized system along a specic trajectory.
That is, it is not clear what is a class of nonlinear systems whose linearizations
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are uniformly completely observable. Therefore the following questions are also
posed.
Question 1.3 What is a class of nonlinear systems whose linearizations along
trajectories are uniformly completely observable?
Question 1.4 What is a class of feasible trajectories stated in the above ques-
tion?
In chapter 2, it will be shown that if a given nonlinear system described by
ordinary dierential equations is algebraically observable, then every linearized
system along any (periodic) observable trajectory is (uniformly) completely ob-
servable. In chapter 3, it will be shown that similar results are obtained for
nonlinear dierential algebraic systems with geometric index one.
1.2 Algebraic approach in systems theory
In order to answer the questions 1.1, 1.2, 1.3, 1.4, this thesis applies algebraic
approach in systems theory. Behavioral theory [88, 111{113] for linear systems
has applied algebraic approach [14,83,90,115,116,118,119]. Concretely, algebraic
analysis [47] has applied to study controllability and observability properties of
a behavior dened by solutions of linear ordinary (partial) dierential equations
[14,83,90,115,116,118,119]. In particular, when a behavior is dened by solutions
of linear ordinary dierential equations with meromorphic coecients, it has been
shown that the Jacobson form of a polynomial matrix, whose each element is
composed of a dierential operator with meromorphic coecients, is useful for
an algebraic analysis of system's properties [118].
On the other hand, for nonlinear systems, dierential algebra was introduced
by J. F. Ritt [96] as an extension of commutative algebra for algebraic equations.
In particular, it was introduced to study dierential algebraic equations and was
rst applied to nonlinear control systems by M. Fliess to resolve the problem
of invertibility of nonlinear input-output dierential systems in [20]. Currently,
there exist two approaches on dierential algebraic analysis in nonlinear control
theory. The rst approach frequently uses Kahler dierentials introduced in [40].
This is purely algebraic. For example, see [17,21,22,29] and references therein. On
the other hand, the second approach uses pseudo-linear algebra [8] (see appendix
C). This approach applies the formal vector space of dierential one-forms, which
is not purely algebraic. For example, see [2, 16, 28, 55, 56, 120] and references
therein. G. Fu etc. [24] have shown that a quotient space of Kahler dierentials
is isomorphic to the formal vector space of dierential one-forms. These two
spaces coincide if they are over the eld of algebraic functions. The thesis adopts
the latter approach, that is, this thesis applies pseudo-linear algebra to nonlinear
systems.
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In order to examine whether or not a given nonlinear system is algebraically
controllable (observable), it is possible to use computer algebra such as Mathe-
matica and Maple. In particular, since algebraic controllability (observability) is
dened by using the Jacobson form of a skew polynomial matrix derived from a
given nonlinear system, they can be checked by applying computer algebra based
on Grobner basis theory [63,64,74,100].
1.3 Trajectory generation
In order to achieve trajectory tracking control by using two-degree-of-freedom
controller design techniques, given a reference trajectory, it is required to ap-
ply an appropriate feedforward control. That is, it is needed to carry out the
step 2 as mentioned in section 1.1. To this end, it is possible to apply opti-
mal control methods such as a variational method and a dynamic programming
method [103]. For a nonlinear system, to solve an optimal control problem by
using a variational method, it is needed to solve a nonlinear ordinary dierential
equation called an Euler-Lagrange equation. On the other hand, to solve an op-
timal control problem by using a dynamic programming method, it is required to
solve a nonlinear partial dierential equation called a Hamilton-Jacobi-Bellman
(HJB) equation. Hence, if a given system is nonlinear, it is dicult to solve
optimal control problems. Fortunately, it has been known that if a given non-
linear system is dierentially at, trajectory generations of the system are very
easy [5, 19, 22, 52, 53, 67, 68, 72, 73, 79{81, 97, 99, 105, 108, 109]. M. Fliess etc. [22]
rst introduced the concept of dierential atness in a dierential algebraic con-
text [54, 96] and later in a dierential geometric context by using Lie-Backlund
transformation [23] (see appendix E). State and control input values of dier-
entially at systems are completely determined by a set of variables called a
at output composed of as many variables as input variables [22,23,65]. On this
account, a atness-based trajectory generation method is easy compared with op-
timization techniques by solving an Euler-Lagrange equation or a HJB equation.
In fact, given initial and nal states, they possess the following characteristics for
generating trajectories connecting their states.
 Variational method: Solve an Euler-Lagrange equation (nonlinear ordinary
dierential equation). Then a feedforward control input is obtained.
 Dynamic programming method: Solve a HJB equation (nonlinear partial
dierential equation). Then a feedback control input is obtained.
 Flatness-based trajectory generation method: Solve linear algebraic equa-
tions. Then a feedforward control input is obtained.
Chapter 4 elaborates the dierences between variational and atness-based tra-
jectory generation methods. Note that although a atness-based trajectory gen-
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eration method in chapter 4 does not guarantee to generate an optimal trajec-
tory, there are some works on a atness-approach which guarantees optimal-
ity [19, 67, 68, 98]. Reference [98] has pointed out that a atness-approach fre-
quently converts the original convex constraints to non-convex constraints. To
resolve the problem, references [67,68] have studied convex approximations of the
non-convex constraints inspired by [19].
In general, given initial and nal states, there are innite trajectories which





Figure 1.4: Trajectories connecting initial and nal states
Thus it is important to choose a \good" trajectory from among the innite tra-
jectories. For this reason, the thesis presents the following statements.
 Suppose that a given nonlinear system is algebraically controllable and
a periodic controllable trajectory is given. Let the reference trajectory
be the state part of the controllable trajectory. Then it is possible to design
a controller such that the actual trajectory locally exponentially approaches
the reference trajectory.
 Suppose that a given nonlinear system is algebraically observable and
a periodic observable trajectory is given. Let the reference trajectory
be the state part of the observable trajectory. Then it is possible to design
an observer gain such that the origin of error dynamics between the actual
error state and the estimated error state of the linearized system of the
given nonlinear system is exponentially stable. Moreover, if the nonlinear
system is also algebraically controllable and the observable trajectory is also
controllable trajectory, it is expected that one can design a controller and
an observer such that the actual trajectory locally exponentially approaches
the reference trajectory.
1.4 Contributions and organization of the thesis
The main aim of this thesis is to clarify a class of nonlinear systems such that
trajectory tracking controls are easily realized. To this end, the thesis gives a
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class of nonlinear systems whose linearizations along certain trajectories are uni-
formly completely controllable and uniformly completely observable. In order to
describe such a class, algebraic controllability and algebraic observability are in-
troduced. Moreover, to characterize them, the concepts of controllable trajectory
and observable trajectory are also introduced.
The contributions of the thesis are as follows:
 Novel concepts such as algebraic controllability, algebraic observability, con-
trollable trajectory, and observable trajectory are introduced (Chapter 2).
 It is shown that if a given nonlinear system described by ordinary dierential
equations is algebraically controllable, every linearized system along any
(periodic) controllable trajectory is (uniformly) completely controllable. As
a dual result, it is shown that if a given nonlinear system described by
ordinary dierential equations is algebraically observable, every linearized
system along any (periodic) observable trajectory is (uniformly) completely
observable (Chapter 2).
 It is shown that the concepts of algebraic controllability and accessibility
are equivalent (Chapter 2).
 For nonlinear mechanical control systems, a reduction condition for check-
ing whether or not the system is algebraically controllable is provided
(Chapter 2).
 For nonlinear dierential algebraic systems (DAS) with geometric index
one, algebraic controllability, algebraic observability, controllable trajec-
tory, and observable trajectory are also introduced. Furthermore, it is
shown that similar results to ordinary dierential equations are obtained
(Chapter 3).
 It is given the denition of dierential atness of DAS and provided how
to produce other at outputs from a given at output (Chapter 3).
 It is claried the dierence between variational and atness-based trajectory
generation methods (Chapter 4).
 It is demonstrated that LQ optimal control and LMI methods are useful
to design for a trajectory tracking control of algebraically controllable and
observable systems (Chapter 4).
This thesis is organized as follows.
Chapter 2 rst explains in detail that the concepts of uniform complete con-
trollability and uniform complete observability are useful for trajectory tracking
control. Next, the concepts of algebraic controllability and algebraic observability
are introduced and to characterize them, controllable trajectory and observable
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trajectory are also introduced. As a main result, it is shown that if a given non-
linear system is algebraically controllable, every linearized system along any (pe-
riodic) controllable trajectory is (uniformly) completely controllable. As a dual
result, it is shown that if a given nonlinear system is algebraically observable,
every linearized system along any (periodic) observable trajectory is (uniformly)
completely observable. It is explained that although the concepts of controllable
trajectory and observable trajectory is not required in the case of linear systems,
they are needed in the case of nonlinear systems. Moreover, it is explained that
if a given system is algebraically controllable and observable, a linear quadratic
optimal control method is useful to design a feedback controller such that the
actual trajectory asymptotically approaches a periodic reference trajectory. Fur-
thermore it is proven that the concept of algebraic controllability coincides with
the concept of accessibility. Finally, for nonlinear mechanical control systems, a
reduction condition for algebraic controllability is provided.
Chapter 3 introduces the concepts of algebraic controllability and algebraic
observability for nonlinear DAS with geometric index one and shows the results
similar to main results of chapter 2. Furthermore, it is explained that it is dicult
to examine dierential atness in the usual sense of nonlinear systems described
by DAS with geometric index one, and, as a result, it makes dicult to generate
controllable and observable trajectory. To resolve this problem, the denition
of dierential atness is extended for DAS with geometric index one. Moreover,
for general DAS, a choice of independent input variables is not obvious because
there are algebraic equations. Hence it is meaningful to study DAS which does
not distinguish state, input, and output variables. For this reason, the denition
of dierential atness of general DAS and how to produce other at outputs from
a given at output are provided.
Chapter 4, rst, elaborates the dierence between variational and atness-
based trajectory generation methods. Concretely, using a nonholonomic mobile
robot model, it is shown that although in the case of a variational method, it
is required to solve nonlinear dierential equations, it is just needed to solve
linear algebraic equations in the case of a atness-based trajectory generation.
Moreover, using a nonholonomic mobile robot expressed by ordinary dierential
equations and a simple circuit model expressed by DAS with geometric index one,
it is demonstrated that trajectory tracking controls of algebraically controllable
and algebraically observable systems are easily realized.




The aim of this chapter is to give a class of nonlinear systems and reference tra-
jectories such that trajectory tracking controls are easily realized. To this end,
the chapter shows a class of nonlinear systems whose linearizations are uniformly
completely controllable and uniformly completely observable. Concretely, it is
shown that if a given nonlinear system is algebraically controllable, then every
linearized system along any (periodic) controllable trajectory is (uniformly) com-
pletely controllable. As a dual result, it is shown that if a given nonlinear system
is algebraically observable, then every linearized system along any (periodic) ob-
servable trajectory is (uniformly) completely observable. It is explained that LQ
optimal control method is useful to design a feedback controller design of al-
gebraically controllable and observable systems such that the actual trajectory
asymptotically approaches the reference trajectory. Moreover, it is shown that
the concept of algebraic controllability coincides with the concept of accessibility.
Furthermore, for nonlinear mechanical control systems, a reduction condition for
checking whether or not the system is algebraically controllable is provided.
2.1 Motivation for introducing algebraic con-
trollability and algebraic observability
This section describes the motivation for introducing algebraic controllability and
algebraic observability in this thesis. Let us consider a trajectory tracking control
of the following system.
_x = f(x; u); (2.1)
y = h(x); (2.2)
where x 2 Rn, u 2 Rm, and y 2 Rp denote state, input, and output variables,
respectively. Moreover, f : Rn Rm ! Rn and h : Rn ! Rp are meromorphic.
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Here, we note that meromorphic functions are dened as elements of the quotient
eld of the ring of analytic functions (see appendix D).
First, we dene trajectory of system (2.1)-(2.2).
Denition 2.1 A trajectory of system (2.1)-(2.2) is a pair (x(t); u(t)) satis-
fying
_x(t) = f(x(t); u(t)) for almost all t 2 R:
A trajectory (x(t); u(t)) of system (2.1)-(2.2) is called periodic if xi (t), u

j(t),
1  i  n, 1  j  m are periodic with the same period.
Suppose that we have a trajectory (x(t); u(t)) of system (2.1)-(2.2). Then if
we take x(0) = x(0) and apply a feedforward control u(t) = u(t) for all t  0
into system (2.1)-(2.2), by the theorem on uniqueness of solution of ordinary
dierential equation [102], we have
x(t) = x(t) on R+:
Therefore, if x(t) is a reference trajectory on R+, by taking x(0) = x(0) and
applying the feedforward control u(t) for all t  0, the trajectory tracking control
is achieved.
However, practically it is impossible to take an initial state as x(0) = x(0).
Thus we analyze the error x(t) := x(t) x(t) between the actual trajectory x(t)
and the reference trajectory x(t). Let u(t) := u(t)  u(t). The error dynamics
obey (
_x = f(x + x
(t); u + u(t))  f(x(t); u(t));
y = h(x + x
(t))  h(x(t)): (2.3)
If f is nonlinear with respect to x and u variables, it is a dicult task to design a
feedback control u(x) such that x = 0 is stabilized without linearizing system


















We also say that system (2.4)-(2.5) is a linearized system of system (2.1)-(2.2)
along (x(t); u(t)). For the linear time varying system (2.4), by using an ap-
propriate control design technique, we can design a linear feedback control law
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u = K(t)x such that stabilize x = 0. In fact, it is known that if the matrices
A(t) and B(t) are bounded on t 2 R, and if system (2.4) is uniformly completely
controllable, then system (2.4)-(2.5) is uniformly completely stabilizable [34].
Then there exists a feedback gain K() such that the origin of closed-loop
_x = (A(t) + B(t)K(t))x (2.6)
is exponentially stable [48]. Furthermore, if the origin of linear closed-loop (2.6)
is exponentially stable, the origin of nonlinear closed-loop
_x = f(x + x
(t); K(t)x + u(t))  f(x(t); u(t)) (2.7)
is locally exponentially stable [48]. Therefore if linearized system (2.4)-(2.5) is
uniformly completely controllable, by applying a feedforward and an appropriate
feedback control
u = u(t) +K(t)(x  x(t)) (2.8)
into system (2.1)-(2.2), the actual trajectory locally exponentially approaches the
reference trajectory.
To describe exactly the above, rst, let us dene controllability on some time
interval [42].
Denition 2.2 System (2.4)-(2.5) is called controllable on [t0; t1] if for all e 2
Rn, there exists a control u : R! Rm such that x(t0) = e and x(t1) = 0.
Next, let us dene complete controllability [10, 42].
Denition 2.3 System (2.4)-(2.5) is called completely controllable if for all
e 2 Rn and all t0 2 R, there exist t1 > t0 and a control u : R ! Rm such that
x(t0) = e and x(t1) = 0.
It is known that system (2.4)-(2.5) is completely controllable if and only if for all
t0 2 R, there exists t1 > t0 such that




T (t)T (t0; t)dt
is invertible [10], where (; ) is the transition matrix of _x = A(t)x. Uniform
complete controllability is dened as follows [35,42].
Denition 2.4 System (2.4)-(2.5) is called uniformly completely control-
lable if there exist  > 0 and i > 0, i = 1; 2; 3; 4 such that for all t 2 R(
1I  W (t; t+ )  2I;
3I  (t+ ; t)W (t; t+ )T (t+ ; t)  4I:
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Uniform complete stabilizability is dened as follows [34].
Denition 2.5 System (2.4)-(2.5) is called uniformly completely stabiliz-
able if for any r > 0, there exist a feedback gain K(t) and k > 0 such that
jjcl(t; t0)jj  k exp( r(t  t0)) for all t0 2 R; t  t0;
where cl(; ) be the state transition matrix of closed-loop (2.6).
Exponential stability is dened as follows [48].
Denition 2.6 Consider system
_x = F (t; x); (2.9)
where F : R Rn ! Rn. The origin of system (2.9) is called exponentially
stable if there exist c > 0, k > 0, and r > 0 such that
jjx(t)jj  kjjx(t0)jj exp( r(t  t0)) for all jjx(t0)jj < c:
For linear system (2.6), the origin of system (2.6) is exponentially stable if and
only if there exist k > 0 and r > 0 such that [48]
jjcl(t; t0)jj  k exp( r(t  t0)) for all t0 2 R; t  t0:
Hence if system (2.4)-(2.5) is uniformly completely stabilizable, the origin of sys-
tem (2.4)-(2.5) is exponentially stabilizable. Therefore, as the above mentioned,
if system (2.4)-(2.5) is uniformly completely controllable, system (2.4)-(2.5) is
exponentially stabilizable [34], and then there exists a control input such that
the actual trajectory locally approaches the reference trajectory. Therefore it is
important to examine whether or not linearized system (2.4)-(2.5) is uniformly
completely controllable. However we can only check whether or not denition
2.4 is satised only for a xed linearized system along a specic trajectory
(x(t); u(t)). Hence the following questions are posed.
Question 2.1 What is a class of nonlinear systems (2.1)-(2.2) whose lineariza-
tions (2.4)-(2.5) along trajectories are uniformly completely controllable?
Question 2.2 What is a class of trajectories stated in question 2.1?
We will answer questions 2.1 and 2.2 in the section 2.2.
On the other hand, the available signal in system (2.1)-(2.2) might be only
output signal y, that is, state feedback might be not available. In this case, we
design a state observer called a Luenberger type observer
_^x = A(t)x^ +B(t)u + L(t)(y   C(t)x^): (2.10)
2.1 Motivation for introducing algebraic controllability and algebraic
observability 13
Let e := x   x^. By Eqs. (2.4)-(2.5) and (2.10), the dynamics of e obey
_e = (A(t)  L(t)C(t)) e: (2.11)
It is known [35] that if system (2.4)-(2.5) is uniformly completely observable,
then there exists an observer gain L() such that the origin of system (2.11)
is exponentially stable. Moreover, it is known [35] that if system (2.4)-(2.5)
is uniformly completely controllable and uniformly completely observable, then













is exponentially stable. Therefore if system (2.4)-(2.5) is uniformly completely
controllable and uniformly completely observable, then by applying a feedforward
and an appropriate error-state estimate feedback control
u = u(t) +K(t)x^
into system (2.1)-(2.2), it is expected that the actual trajectory locally exponen-
tially approaches the reference trajectory x(t).
In order to design an appropriate observer gain L(), we also need the concept
of uniform complete observability [42]. First, let us dene observability on [t0; t1].
Denition 2.7 System (2.4)-(2.5) is called observable on [t0; t1] if for all present
state x(t1) 2 Rn can be uniquely determined by (y(t); u(t)) on [t0; t1].
Next, let us dene complete observability [10].
Denition 2.8 System (2.4)-(2.5) is called completely observable if for all
t1 2 R, there exists t0 < t1 such that all present state x(t1) 2 Rn can be uniquely
determined by (y(t); u(t)) on [t0; t1].
It is known that system (2.4)-(2.5) is completely observable if and only if for all






is invertible [10]. Uniform complete observability is dened as follows [42].
Denition 2.9 System (2.4)-(2.5) is called uniformly completely observable
if there exist  > 0 and i > 0, i = 1; 2; 3; 4 such that for all t 2 R,(
1I M(t; t  )  2I;
3I  T (t; t  )M(t; t  )(t; t  )  4I:
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As the above mentioned, it is important to verify whether or not linearized system
(2.4)-(2.5) is uniformly completely observable and the following questions are
posed for the same reason as questions 2.1 and 2.2.
Question 2.3 What is a class of nonlinear systems (2.1)-(2.2) whose lineariza-
tions (2.4)-(2.5) along trajectories are uniformly completely observable?
Question 2.4 What is a class of trajectories stated in question 2.3?
We will answer questions 2.3 and 2.4 in the section 2.3.
Remark 2.1 For a special class of nonlinear systems called nonholonomic chained
systems, reference [89] has given a sucient condition for certain linearizations
of nonlinear systems in the class to be uniformly completely controllable and uni-
formly completely observable. 
In the above discussion, it is signicant that a given reference trajectory com-
poses of a trajectory of system (2.1)-(2.2). Unfortunately, in general, it is dicult
to verify whether or not a given reference trajectory composes of a trajectory of
system (2.1)-(2.2) because the vector eld f is nonlinear with respect to x and u.
However, fortunately, if a given nonlinear system (2.1)-(2.2) is dierentially at,
we can easily verify that. Dierential atness of system (2.1)-(2.2) is dened as
follows [22] (see appendix E).
Denition 2.10 System (2.1)-(2.2) is called dierentially at if there exist
smooth mappings 1 : R
m Rm     ! Rn, 2 : Rm Rm     ! Rm, and
 : Rn  (Rm     ) ! Rm depending only on a nite number of variables,
respectively, such that







1(v; _v; v;    )
2(v; _v; v;    )

:
In addition, if system (2.1)-(2.2) is dierentially at, the variable v satisfying the
above condition is called a at output of system (2.1)-(2.2).
Assume that system (2.1)-(2.2) is dierentially at with a at output v. Then
there exist smooth mappings 1 : R
mRm   ! Rn and 2 : RmRm   !






1(v; _v;    )
2(v; _v;    )

:
Now assume that v(t) has been dened on R. Taking an initial state x(0) =
1(v(0); _v(0);    ) and applying feedforward control u(t) = 2(v(t); _v(t);    ) on
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R to system (2.1)-(2.2), by the theorem on uniqueness of solution of ordinary
dierential equation [102], we have
x(t) = 1(v(t); _v(t);    ) on R:
Therefore if we consider a reference trajectory of system (2.1)-(2.2) as
1(v(t); _v(t);    ), the trajectory (x(t); u(t)) = (1(v(t); _v(t);    ); 2(v(t); _v(t);    ))
is . We will show how to apply dierentially at property in example 2.38 in the
next section.
2.2 Algebraic controllability
In order to answer the questions 2.1 and 2.2, this section introduces novel concepts
called algebraic controllability and controllable trajectory of system (2.1)-(2.2).
It is shown that if a given nonlinear system (2.1)-(2.2) is algebraically control-
lable, then every linearized system along any (periodic) controllable trajectory is
(uniformly) completely controllable.
First, we give some preliminaries in order to dene algebraic controllability.
Let M(x;u) denote the eld of all meromorphic functions depending on a nite
number of variables ofn
xi; u
(l)
k j 1  i  n; 1  k  m; l  0
o
:
The eld M(x;u) can be endowed with a dierential structure determined by Eq.
(2.1) as follows:








where (x; u; _u;    ) 2M(x;u). ThusM(x;u) is a dierential eld (see appendix C).






k j 1  i  n; 1  k  m; l  0
o
:
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Hence D(x;u) is a left skew polynomial ring, and thus elements of D(x;u) can act
on the vector space E(x;u) (see appendix C), that is, the vector space E (x;u) can















































k 2 E (x;u). More generally, see appendix
C. Furthermore, D(x;u) is simple and a non-commutative Euclidean domain (see
proposition B.3 in appendix B). Thus since D(x;u) is a left and right principal
ideal domain [15], D(x;u) has the left and right Ore property (see proposition A.2
in appendix A). Thus, D(x;u) admits a skew eld K(x;u) of fractions containing
elements of the form k = r 1n or k = nr 1, where 0 6= r 2 D(x;u) and n 2 D(x;u)
(see proposition A.3 in appendix A). Hence, the rank of a matrix R(x;u) 2 Dab(x;u)









Denition 2.11 A matrix U 2 Daa(x;u) is called unimodular if there exists a
matrix U 1 2 Daa(x;u) with UU 1 = U 1U = Ia.
The following proposition [15] is important to give the denition of algebraic
controllability (see proposition B.4 and lemma B.5 in appendix B.3).
Proposition 2.1 Suppose that R(x;u) 2 Dab(x;u). Then there exist unimodular ma-
trices U(x;u) 2 Daa(x;u) and V(x;u) 2 Dbb(x;u) such that
U(x;u)R(x;u)V(x;u) =





where 0 6=  2 D(x;u), and where s := rank R(x;u). Moreover, the degree of the
polynomial  is constant for any unimodular matrices U(x;u) and V(x;u) satisfying
(2.13).
Remark 2.2 The above normal form is called the Jacobson form [15]. Since
D(x;u) is Euclidean [15], the matrices U(x;u) and V(x;u) can be obtained by repeat-
ing elementary row and column operations for the matrix R(x;u). Here,
elementary row (column) operations are dened as follows:
1. Interchange row (column) i and row (column) j.
2. To row (column) i add d 2 D(x;u) times row (column) j, i 6= j.
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3. Multiply row (column) i by a non-zero element in M(x;u).
Each elementary row (column) operation on a matrix corresponds to the left
(right) multiplication of the matrix by an appropriate unimodular matrix.
Moreover in order to obtain the Jacobson form of the matrix R(x;u), for exam-
ple, we can use symbolic packages of computer algebra such as SINGULAR [25]
and OreModules [14]. 
To dene algebraic controllability and algebraic observability, we dene hyper-
regularity [65,66].
Denition 2.12 Let R(x;u) 2 Dab(x;u). The matrix R(x;u) is called hyper-regular











if a  b:
From now on, we dene algebraic controllability and controllable trajectory.



















Since f is meromorphic with respect to each variable, coecients of polynomials
of each element of P c(x;u) are meromorphic functions. Thus P
c
(x;u) 2 Dn(n+m)(x;u) . If
we can transform the matrix P c(x;u) dened by (2.15) into the simplest form of the
Jacobson form, we say that system (2.1)-(2.2) is algebraically controllable.
Denition 2.13 System (2.1)-(2.2) is called algebraically controllable if P c(x;u)
dened by (2.15) is hyper-regular, that is, there exist unimodular matrices U(x;u) 2








Remark 2.3 Algebraic controllability is a necessary condition for dierential
atness ( see proposition 3 in [66]). Furthermore, system (2.1)-(2.2) is alge-
braically controllable if and only if system (2.1)-(2.2) is accessible [16] (see section
2.6). 
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Remark 2.4 As a special system of system (2.1), let us consider
_x1 = f 1(x1; u1); (2.17)
_x2 = f 2(x2; u2); (2.18)
where x1 2 Rn1, x2 2 Rn2 are state variables and u1 2 Rm1, u2 2 Rm2 are input
variables. Furthermore, f 1 and f 2 are meromorphic with respect to each variable.
Then if subsystem (2.17) and subsystem (2.18) are both algebraically controllable,
system (2.17)-(2.18) is algebraically controllable. In fact, dierentiating both sides




































Since subsystem (2.17) is algebraically controllable, there exist unimodular matri-



















On the other hand, since system (2.18) is algebraically controllable, there exist










Hence system (2.17)-(2.18) is algebraically controllable.
In section 2.8, we study another system which has a more special structure.

Note that if system (2.1)-(2.2) is linear, algebraic controllability is equivalent to
controllability in the usual sense. In fact, let us consider linear time invariant
systems
_x = Ax+Bu; (2.20)
y = Cx; (2.21)
where A 2 Rnn, B 2 Rnm, and C 2 Rpn are constant matrices. Then
dierentiating both sides of (2.20), we have 
d
dt
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n(n+m)  Dn(n+m)(x;u) . Thus we can transform the
matrix P clinear into the Jacobson form. Actually, there exist unimodular matrices














where  := diag(1;    ; 1; ) and 0 6=  2 R[ d
dt
]. Since R[ d
dt
] is a commutative
ring, this form is called the Smith form [88]. On this account, in the case of
linear time invariant systems, we should say that system (2.20)-(2.21) is alge-















It is known [88] that system (2.20)-(2.21) is controllable if and only if there exist









(2.22). Therefore system (2.20)-(2.21) is algebraically controllable if and only if
system (2.20)-(2.21) is controllable.
Algebraic controllability is invariant under an analytic coordinate transfor-
mation.
Theorem 2.2 Suppose that system (2.1)-(2.2) is algebraically controllable. More-
over, suppose that x = (x^) is an analytic coordinate transformation with the







y = h((x^)) (2.24)
is also algebraically controllable.































by a direct calculation, we obtain





































































On the other hand, since system (2.1)-(2.2) is algebraically controllable, there
exist unimodular matrices U(x;u) 2 Dnn(x;u) and V(x;u) 2 D(n+m)(n+m)(x;u) satisfying



















Since U^(x^;u) and V^(x^;u) are unimodular, system (2.23)-(2.24) is algebraically con-
trollable. 2
As a corollary of theorem 2.2, algebraic controllability is invariant under a linear
coordinate transformation.
Corollary 2.3 Suppose that system (2.1)-(2.2) is algebraically controllable. Let
x = A~x, where A 2 Rnn is invertible. Then the transformed system
_~x = A 1f(A~x; u);
y = h(A~x)
is also algebraically controllable.
Moreover, algebraic controllability is invariant under a static feedback.
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Theorem 2.4 Suppose that system (2.1)-(2.2) is algebraically controllable. More-
over, suppose that u =  (x; v) is an analytic static feedback and det @ 
@v
(x; v) 6 0,
where v(t) 2 Rm is a new input variable. Then the resulting system
_x = f(x;  (x; v)) (2.25)
y = h(x) (2.26)
is also algebraically controllable.






(x;  (x; v))  @f
@u















By a straightforward calculation, we get














On the other hand, since system (2.1)-(2.2) is algebraically controllable, there
exist unimodular matrices U(x;u) 2 Dnn(x;u) and V(x;u) 2 D(n+m)(n+m)(x;u) satisfying
(2.16). Therefore























Since U^(x;v) and V^(x;v) are unimodular, system (2.25)-(2.26) is also algebraically
controllable. 2
By theorems 2.2 and 2.4, we have the following corollary.
Corollary 2.5 Suppose that system (2.1)-(2.2) is algebraically controllable. More-
over, suppose that x = (x^) is an analytic coordinate transformation with the
analytic inverse, u =  (x^; v) is an analytic static feedback, and det @ 
@v
(x; v) 6 0,






f((x^);  (x^; v));
y = h((x^))
is also algebraically controllable.
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In order to relate algebraic controllability and uniform complete controllabil-
ity, we dene controllable trajectory of system (2.1)-(2.2). To dene controllable
trajectory, we need the following denition.
Denition 2.14 Let R(x;u) 2 Dab(x;u) and let (x(t); u(t)) 2 RnRm be a trajec-
tory of system (2.1)-(2.2). The matrix R(x(t);u(t)) is dened by substituting x
(t)
and u(t) into x and u in each polynomial element of R(x;u), respectively. Fur-
thermore, the matrix R(x(t);u(t)) is called bounded if every coecient function
of each polynomial element of R(x(t);u(t)) is bounded on R.
When we use a variational method to generate a trajectory, we often get a piece-
wise smooth trajectory. For example, see chapter 4. Hence, we herein dene
a set of piecewise smooth functions. Let C1a:e: be the set of all functions which
are smooth except for a countable set of exception points E(a)  R for each
a 2 C1a:e:, that is, for each a 2 C1a:e: there exists a countable set E(a)  R such







t+ 1 (t  0);
t  1 (t > 0):

8><>:
 t (t <  1);
t+ 1 ( 1  t < 0);
e t (t  0):
For each a 2 C1a:e:, a time derivative _a is dened on RnE(a) in the usual sense.
We do not dene the value _a(t) for t 2 E(a). For example,
a(t) :=
8><>:
 t (t <  1);
t+ 1 ( 1  t < 0);
e t (t  0):
) _a(t) =
8><>:
 1 (t <  1);
1 ( 1 < t < 0);
 e t (t > 0):
For a; b 2 C1a:e:, a+ b and a  b are dened on Rn(E(a) [E(b)) as follows.
(a+ b)(t) := a(t) + b(t);
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We dene a set of piecewise smooth functions dened for all t 2 R as
C1pw := fa 2 C1a:e: j a(t) is dened for all t 2 Rg :






for t 2 Rnf0g
0 for t = 0
is contained in C1pw. For an
algebraically controllable system (2.1)-(2.2), controllable trajectory is composed
of functions in C1pw.
Denition 2.15 Suppose that system (2.1)-(2.2) is algebraically controllable. A
trajectory (x(t); u(t)) of system (2.1)-(2.2) is called a controllable trajectory
if the following conditions are satised:
1. (x; u) 2 (C1pw)n  (C1pw)m.
2. The matrix P c(x(t);u(t)) is bounded.
3. There exist unimodular matrices U(x;u) 2 Dnn(x;u) and V(x;u) 2 D(n+m)(n+m)(x;u)





















Remark 2.5 \The matrix P c(x(t);u(t)) is bounded" means that each element of
A(t) and B(t) dened in (2.4) is bounded on R. 
Remark 2.6 If a given system (2.1)-(2.2) is algebraically controllable, there exist
unimodular matrices U(x;u) and V(x;u) satisfying (2.16). However, the matrices
are not unique. For the reason, we have dened controllable trajectory such as
denition 2.15. 
Remark 2.7 If a given system (2.1)-(2.2) is dierentially at, we can easily nd
a controllable trajectory of system (2.1)-(2.2). 
In the case of linear time invariant systems (2.20)-(2.21), the concept of con-
trollability coincides with the concept of complete controllability [42]. Hence
if we consider linear time invariant systems (2.20)-(2.21), in order to charac-
terize algebraic controllability, the concept of controllable trajectory is not re-
quired. Furthermore, in [104], it has been shown that system (2.20)-(2.21) is









satisfying (2.22). Although in general, it has been only
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known that algebraic controllability of nonlinear systems (2.1)-(2.2) is a necessary
condition for dierential atness [66], in the case of linear time invariant systems
(2.20)-(2.21), the concept of algebraic controllability coincides with the concept
of linear atness.



















































































we can know that any (periodic) trajectory (x1(t); x

2(t); u
(t)) 2 (C1pw)3 such
that x1(t) and u








system (2.27) is dierentially at with a at output x2. Thus we can easily nd
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) (t > 0);





) (t > 0);












0 (t  0):
On the other hand, although (~x1(t); ~x

2(t); ~u
(t)) = (0; 0; 1) is a smooth trajec-
tory on R of system (2.27), V c(~x1(t);~x2(t);~u(t))
62  C1a:e:[ ddt ](n+m)(n+m). Therefore at
this stage, we cannot conclude that (~x1(t); ~x

2(t); ~u
(t)) is a controllable trajectory.












where (x; y) and  denote the wheel-axis-center position and the orientation of
the robot, respectively, and u1 and u2 denote the translational and rotational ve-
locities, respectively. Here (x; y; ) and (u1; u2) denote state and input variables,
respectively. Dierentiating both sides of system (2.29), we have
0@ ddt 0 sin u1   cos  00 d
dt




















0@1 0 0 0 00 1 0 0 0
0 0 1 0 0
1A ; (2.30)
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where
U(x;y;;u1;u2) :=







0 0 0 0 1














  cos  1 0 sin3  d
dt
+ 2 sin2  cos u2 cos 
d
dt
 0 1  sin  cos  d
dt














Hence system (2.29) is algebraically controllable.
Furthermore,
U 1(x;y;;u1;u2) =



























1 0 0 0 0
1CCCCA :
Viewing each element of P c(x;y;;u1;u2), U(x;y;;u1;u2), V(x;y;;u1;u2), (U(x;y;;u1;u2))
 1,
(V(x;y;;u1;u2))
 1, we can know that any (periodic) trajectory
(x(t); y(t); (t); u1(t); u

2(t)) 2 (C1pw)5 of system (2.29) such that u1(t) is bounded
on R, and u1(t) 6= 0 and (t) 6= n for almost all t 2 R, n 2 Z, is a (periodic)
controllable trajectory. 
Let (x(t); u(t)) 2 (C1pw)n  (C1pw)m be any trajectory of system (2.1)-(2.2)




 P c(x(t);u(t))w = 0o : (2.31)
Controllability of the behavior B(x(t);u(t)) is dened in the same way as denition
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However, if system (2.1)-(2.2) is algebraically controllable, there exist unimodular
matrices U(x;u) 2 Dnn(x;u) and V(x;u) 2 D(n+m)(n+m)(x;u) satisfying (2.16). Thus if

























. From this, we have the following lemma.
Lemma 2.16 Suppose that system (2.1)-(2.2) is algebraically controllable. Let
(x(t); u(t)) be any controllable trajectory. Then behavior B(x(t);u(t)) is control-
lable.
Proof Since system (2.1)-(2.2) is algebraically controllable, there exist unimod-
ular matrices U(x;u) 2 Dnn(x;u) and V(x;u) 2 D(n+m)(n+m)(x;u) satisfying (2.16). Since

























































t = In+m. Thus if ~w 2 B(x(t);u(t)), we
have
~w = V 2t W
2
t ~w:
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Let t0 be in Rn(E(l1) [ E(l2) [ E(V 2t )). Then there exists an open interval
t0 2 I  R such that l1, l2 and w1, w2 are smooth on I. Let l be a smooth
function on I with
l(t) =
(
l1(t); t  t0;
l2(t); t  t1;
where t1 2 I and t1 > t0. Then we can conclude that


































t l) = 0:
Hence for any w1, w2 2 B(x(t);u(t)) and almost all t0 2 R, there exist w 2
B(x(t);u(t)), an open interval t0 2 I  R, and t1 > t0 such that w1, w2, w are
smooth on I and for all t 2 I
w(t) =
(
w1(t); t  t0;
w2(t); t  t1:
Therefore B(x(t);u(t)) is controllable. 2
By lemma 2.16, if (x(t); u(t)) is a controllable trajectory, the behavior
B(x(t);u(t)) dened by (2.31) is controllable. Since
B(x(t);u(t)) =

(x; u) 2 (C1a:e:)n  (C1a:e:)m
 _x = A(t)x +B(t)u	 ;
for all (x;0; u;0), (x;1; u;1) 2 B(x(t);u(t)), and for almost all t0 2 R, there exist
(x; u) 2 B(x(t);u(t)), an open interval t0 2 I  R and t1 > t0 with t1 2 I such
that (x;0; u;0), (x;1; u;1), (x; u) are smooth on I and
(x(t); u(t)) =
(
(x;0(t); u;0(t)); if t  t0;
(x;1(t); u;1(t)); if t  t1;
(2.32)
where A() and B() are dened in (2.4). Since we can take any x(t0) 2 Rn and
any x(t1) 2 Rn, the relation (2.32) implies that for all e 2 Rn and almost all
t0 2 R, there exist an open interval t0 2 I and t1 > t0 with t1 2 I, and a control
input u 2 C1(I;Rm) such that x(t0) = e and x(t1) = 0. Actually, this is
satised at all t0 2 R. Namely, we have the following theorem.
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Theorem 2.6 Suppose that system (2.1)-(2.2) is algebraically controllable. Then
every linearized system (2.4)-(2.5) along any controllable trajectory (x(t); u(t))
of system (2.1)-(2.2) is completely controllable.
Proof Suppose that there exists a singular point ts 2 R, that is, for all e 2 Rn,
there do not exist t1 > ts and a control input u 2 C1(I;Rm) such that x(ts) = e
and x(t1) = 0. Since (x
(t); u(t)) is a controllable trajectory of system (2.1)-
(2.2), A() and B() are bounded on R. Thus if we apply u = 0 into system
(2.4), for all t0 2 R and e 2 Rn, we have an absolutely continuous solution x(t)
on R such that x(t0) = e (see appendix C in [102]). Hence if we apply u = 0
into system (2.4), for all  > 0, there exists ~e 2 Rn such that x(ts + ) = ~e.
Note that if we take  suciently small, ts +  is not a singular point. Therefore
for all e 2 Rn, there exist an open interval ts 2 Is, t1 > ts +  with t1 2 Is
and a control input u 2 C1(Is;Rm) such that x(ts) = e and x(t1) = 0. This
is a contradiction because ts is a singular point. Hence there does not exist
any singular point. Thus for all e 2 Rn and all t0 2 R, there exist an open
interval t0 2 I, t1 > t0 with t1 2 I, and a control input u 2 C1(I;Rm) such
that x(t0) = e and x(t1) = 0. This means that linear system (2.4)-(2.5) is
completely controllable. 2
By applying theorem 2.6 and a result of [101], we can relate algebraic controlla-
bility and uniform complete controllability.
Corollary 2.7 Suppose that system (2.1)-(2.2) is algebraically controllable. Then
every linearized system (2.4)-(2.5) along any periodic controllable trajectory
(x(t); u(t)) of system (2.1)-(2.2) is uniformly completely controllable.
Proof Since (x(t); u(t)) is a controllable trajectory, the matrix P c(x(t);u(t))






= 0 is equivalent to system (2.4). Moreover, if a controllable
trajectory (x(t); u(t)) is periodic, A(t) and B(t) are periodic. Then system
(2.4)-(2.5) is uniformly completely controllable if and only if system (2.4)-(2.5)
is completely controllable [101]. Hence by theorem 2.6, we obtain the conclusion.
2
By corollary 2.7, answers in questions 2.1 and 2.2 are algebraically controllable
and periodic controllable trajectory, respectively.
Interpretation 2.1 Suppose that a given system (2.1)-(2.2) is algebraically con-
trollable and (x(t); u(t)) is a periodic controllable trajectory. Let x(t) be the
reference trajectory of system (2.1)-(2.2). Then by corollary 2.7, as mentioned
in section 2.1, there exist a feedback gain K(t) such that if we apply (2.8) into
system (2.1)-(2.2), the actual trajectory x(t) locally exponentially approaches the
reference trajectory x(t).
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5 of system (2.29) such that u1(t) is bounded on R, and u

1(t) 6= 0 and
(t) 6= n for almost all t 2 R, n 2 Z, is a controllable trajectory of system
(2.29). Hence by theorem 2.6 and corollary 2.7, a linearized system along such a
(periodic) trajectory in the class0@ _x_y
_
1A =










is (uniformly) completely controllable. However, it has not been claried that a
trajectory (x(t); y(t); 0; u1(t); u

2(t)) of system (2.29) is a controllable trajectory
of system (2.29), yet. The next subsection explains that if a trajectory of system
(2.1)-(2.2) is analytic on R, we can apply a result of appendix B.
2.2.1 Analytic trajectory
This subsection explains that if a trajectory of system (2.1)-(2.2) is analytic onR,
we can examine complete controllability of a linearized system along the analytic
trajectory by using a result of appendix B. Let Dt := Mt[ ddt ], where Mt is a
eld of all meromorphic functions on R with respect to t (see appendix B.3 and
appendix D).
First, we prepare the following lemma.
Lemma 2.17 Suppose that a trajectory (x(t); u(t)) of system (2.1)-(2.2) is an-
alytic on R such that P c(x(t);u(t)) is bounded. Then P
c
(x(t);u(t)) 2 (Dt)n(n+m)
Proof Since every coecient function of each polynomial element of P c(x;u) is a
meromorphic function depending on a nite number of variables of fx; u; _u;    g,
we can describe it as (x;u; _u; )
(x;u; _u; ) by using some analytic functions  and . Since
a composite function of an analytic function and an analytic function is ana-
lytic [57], substituting (x(t); u(t)) into (x; u) of (x; u; _u;    ) and (x; u; _u;    ),
~(t) := (x(t); u(t); _u(t);    ) and ~(t) := (x(t); u(t); _u(t);    ) are analytic
on R. In addition, since P c(x(t);u(t)) is bounded, we have ~(t) 6= 0 on R. Hence
every coecient function of each polynomial element of P c(x(t);u(t)) can be de-
scribed as the form
~(t)
~(t)
which is a meromorphic function with respect to t. 2
Let (x(t); u(t)) be an analytic trajectory on R of system (2.1)-(2.2) such
that P c(x(t);u(t)) is bounded. Thus by lemma 2.17 and proposition B.8 in appendix
B, the behavior B(x(t);u(t)) dened by (2.31) is controllable if and only if there
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Hence then in the same way as the proof of theorem 2.6 and corollary 2.7, we get
the following corollary.
Corollary 2.8 Suppose that a (periodic) trajectory (x(t); u(t)) of system (2.1)-
(2.2) is analytic on R such that P c(x(t);u(t)) is bounded. Then if there exist uni-
modular matrices Ut 2 Dnnt and Vt 2 D(n+m)(n+m)t satisfying (2.33), a linearized
system (2.4)-(2.5) along the trajectory (x(t); u(t)) is (uniformly) completely con-
trollable.
Example 2.3 Let us go back to example 2.2, again. Suppose that
(x(t); y(t); 0; u1(t); u

2(t)) of system (2.29) is an analytic trajectory. Then we
have













By elementary row and column operations, we have




0 0 0 1 0







1 0 0 d
dt
0
0  1 0   d
dt
1CCCCA =
0@1 0 0 0 00 1 0 0 0
0 0 1 0 0
1A ;







. Hence by corollary 2.8, a linearized system along















is completely controllable, where u1(t) is bounded on R and u

1(t) 6= 0 for almost
all t 2 R. 
Remark 2.8 If a trajectory (x(t); u(t)) is analytic and P c(x(t);u(t)) is bounded,
we can use corollary 2.8 without calculating U 1t and V
 1
t . Note that if a trajectory
(x(t); u(t)) 2 (C1pw)n (C1pw)m is not analytic, to use theorem 2.6 and corollary
2.7, we have to obtain U 1(x;u) and V
 1
(x;u), where U(x;u) and V(x;u) are unimodular
matrices satisfying (2.16). 
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2.3 Algebraic observability
In order to answer the questions 2.3 and 2.4, this section introduces novel concepts
called algebraic observability and observable trajectory of system (2.1)-(2.2). It is
shown that if a given nonlinear system (2.1)-(2.2) is algebraically observable, then
every linearized system along any (periodic) observable trajectory is (uniformly)
completely observable.
Dierentiating both sides of Eqs. (2.1)-(2.2), we have



























In the same way as algebraic controllability, algebraic observability is dened.
Denition 2.18 System (2.1)-(2.2) is called algebraically observable if P o(x;u)
dened by (2.35) is hyper-regular, that is, there exist unimodular matrices U(x;u) 2































(n+p)n  D(n+p)n(x;u) . Since P olinear can be transformed
into the Smith form, we should say that system (2.20)-(2.21) is algebraically
















It is known [88] that system (2.20)-(2.21) is observable if and only if there exist
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(2.37). Therefore system (2.20)-(2.21) is algebraically observable if and only if
system (2.20)-(2.21) is observable.
Similarly to the case of algebraic controllability, algebraic observability is
invariant under an analytic coordinate transformation.
Theorem 2.9 Suppose that system (2.1)-(2.2) is algebraically observable. More-
over, suppose that x = (x^) is an analytic coordinate transformation with the
analytic inverse. Then the transformed system (2.23)-(2.24) is also algebraically
observable.
























where A(x^) := @
@x^







On the other hand, system (2.1)-(2.2) is algebraically observable, there exist



















Since U^(x^;u) and V^(x^;u) are unimodular, system (2.23)-(2.24) is also algebraically
observable. 2
As a corollary of theorem 2.9, algebraic observability is invariant under a linear
coordinate transformation.
Corollary 2.10 Suppose that system (2.1)-(2.2) is algebraically observable. Let
x = A~x, where A 2 Rnn is invertible. Then the transformed system (2.23)-(2.24)
is also algebraically observable.
Similarly to the case of algebraic controllability, in order to relate algebraic ob-
servability and uniform complete observability, we dene observable trajectory of
system (2.1)-(2.2).
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Denition 2.19 Suppose that system (2.1)-(2.2) is algebraically observable. A
trajectory (x(t); u(t)) of system (2.1)-(2.2) is called an observable trajectory
if the following conditions are satised:
1. (x; u) 2 (C1pw)n  (C1pw)m.
2. The matrices P o(x(t);u(t)) and Q
o
(x(t);u(t)) are bounded.
3. There exist unimodular matrices U(x;u) 2 D(n+p)(n+p)(x;u) and V(x;u) 2 Dnn(x;u)





















In the case of linear time invariant systems (2.20)-(2.21), the concept of ob-
servability coincides with the concept of complete observability [10]. Hence if
we consider linear time invariant systems (2.20)-(2.21), in order to characterize
algebraic observability, the concept of observable trajectory is not required.
Example 2.4 Let us go back to example 2.1 with an output variable y = x2.
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Viewing each element of P o(x1;x2;u), Q
o
(x1;x2;u)










(t)) such that x1(t) and u
(t) are bounded on R is a (periodic)
controllable trajectory. 
Example 2.5 Let us go back to example 2.2 with output variables y1 = x,
































cos  0 0 0
sin  0 0 0
0 1 0 0
0 0  1 0
























0 0 0 1 0
0 0 0 0 1
cos  0 0 cos  d
dt
0










0@ 1 0 00  1 0
0 0 1
sin  cos u1
1A :






















1 0 0 0 0
0 1 0 0 0
1CCCCA ;
V  1(x;y;;u1;u2) =
0@ 1 0 00  1 0
0 0 sin  cos u1
1A ;












. Viewing each element of P o(x;y;;u1;u2),
U(x;y;;u1;u2), V(x;y;;u1;u2), (U(x;y;;u1;u2))
 1, (V(x;y;;u1;u2))
 1, we can know that any
(periodic) trajectory (x(t); y(t); (t); u1(t); u

2(t)) 2 (C1pw)5 such that u1(t) is
bounded on R, u1(t) 6= 0 and (t) 6= n2 for almost all t 2 R, n 2 Z, is a
(periodic) observable trajectory. 
As a duality of theorem 2.6, we have the following theorem.
Theorem 2.11 Suppose that system (2.1)-(2.2) is algebraically observable. Then
every linearized system (2.4)-(2.5) along any observable trajectory (x(t); u(t))
of system (2.1)-(2.2) is completely observable.
Proof Since system (2.1)-(2.2) is algebraically observable, there exist unimodu-














 P o(x(t);u(t))T w = 0 ;
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W 1t w = 0	 :
Hence, in the way as the proof of lemma 2.16, we can prove that B is controllable.




= A(t)T x + C(t)
T u; (2.40)
is completely controllable, where A() and C() are dened in (2.4)-(2.5). Hence
by the well-known duality between complete controllability and complete observ-
ability of a time varying linear system [10], complete controllability of system




Since Qo(x(t);u(t)) is bounded, complete observability of (2.41) is equivalent to
that of system (2.4)-(2.5). 2
Similarly to corollary 2.7, we obtain the following corollary of theorem 2.11.
Corollary 2.12 Suppose that system (2.1)-(2.2) is algebraically observable. Then
every linearized system (2.4)-(2.5) along any periodic observable trajectory (x(t); u(t))
of system (2.1)-(2.2) is uniformly completely observable.
By corollary 2.12, answers in questions 2.3 and 2.4 are algebraically observable
and observable trajectory, respectively.
Interpretation 2.2 Suppose that an algebraically observable system was given
and that we got a periodic observable trajectory (x(t); u(t)) of the system. Let
x(t) be the reference trajectory of system (2.1)-(2.2). Then by corollary 2.12, as
mentioned in section 2.1, we can design an observer gain such that the origin of
error dynamics (2.11) between the actual error state and the estimated error state
of the linearized error system (2.4)-(2.5) is exponentially stable. Moreover, if the
system is also algebraically controllable and (x(t); u(t)) is also a controllable
trajectory, as mentioned in section 2.1, it is expected that we can design a con-
troller and an observer such that the actual trajectory x(t) locally exponentially
approaches the reference trajectory x(t).
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Similarly to the discussion in subsection 2.2.1, in the same way as the proof
of theorem 2.11, we can prove the following corollary.
Corollary 2.13 Suppose that a (periodic) trajectory (x(t); u(t)) of system (2.1)-
(2.2) is analytic on R such that P o(x(t);u(t)) and Q
o
(x(t);u(t)) are bounded. Then









a linearized system (2.4)-(2.5) along the trajectory (x(t); u(t)) is (uniformly)
completely observable.
Note that if a trajectory (x(t); u(t)) is analytic on R, and P o(x(t);u(t)) and




Example 2.6 Let us consider system (2.39), again. From examples 2.9 and 2.5,
any (periodic) smooth trajectory (x(t); y(t); (t); u1(t); u

2(t)) such that u

1(t)
is bounded, and u1(t) 6= 0, (t) 6= n2 for almost all t 2 R, n 2 Z, is a (periodic)
controllable and observable trajectory. By theorems 2.6, 2.11 and corollaries 2.7,
2.12, every linearized system along any (periodic) trajectories in the above class
is (uniformly) completely controllable and (uniformly) completely observable. 
The following example shows that there are non-algebraically controllable and
algebraically observable systems.
Example 2.7 Let us consider
_x1 = x1x2 + u; (2.42)
_x2 =  x2; (2.43)
y = x1 (2.44)
Dierentiating both sides of (2.42)-(2.43), we have
d
dt











Repeating elementary column operations, we have
P c(x1;x2;u)
0@ 0 0 10 1 0
 1  x1 ddt   x2
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Hence system (2.42)-(2.43) is not algebraically controllable.











































0@1 0 00 1 0
0 0 0
1A :
Therefore system (2.42)-(2.44) is algebraically observable.
Furthermore, we have
U 1(x1;x2;u) =





Viewing each element of P o(x1;x2;u), U(x1;x2;u), and U
 1
(x1;x2;u)
, we can know that any
smooth trajectory (x1(t); x

2(t); u
(t)) such that x1(t) and x
2  (t) are bounded
on R, and x1(t) 6= 0 for almost all t 2 R is an observable trajectory. Therefore
by theorem 2.11 and corollary 2.12, every linearized system along any (periodic)
trajectory in the above class is (uniformly) completely observable.
However, since algebraic controllability is a necessary condition for dierential
atness [66], the system is not dierentially at. Thus to generate a (periodic)
trajectory in the above class, we need to apply other trajectory generation tech-
niques such as optimal control methods (see chapter 4). 
The following example shows that there are non-algebraically controllable and
non-algebraically observable systems.
Example 2.8 Let us consider
_x1 = x1x2 + u; (2.45)
_x2 =  x2; (2.46)
y = x2 (2.47)
From example 2.7, system (2.45)-(2.46) is not algebraically controllable.
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Therefore system (2.45)-(2.47) is not algebraically observable. 
2.4 Controller design for tracking of periodic
reference trajectory
This section explains that if a given system is algebraically controllable and if a
reference trajectory is periodic controllable trajectory, by the results of theorem
2.6 and corollary 2.7, we can design a feedback controller based on the Floquet-
Lyapunov theory [9, 41, 75] and LQ optimal control theory [1]. Suppose that
system (2.1)-(2.2) is algebraically controllable and there exists a controllable tra-
jectory of the system. Then by corollary 2.7, linearizing system (2.1)-(2.2) along
any controllable trajectory (x(t); u(t)) with period T , we have a uniformly com-
pletely controllable system (2.4)-(2.5), where A(t+ T ) = A(t), B(t+ T ) = B(t).
This section only studies uniformly completely controllable (2.4)-(2.5) with the
period T .
2.4.1 Feedback controller design based on the Floquet-
Lyapunov theory
Let (t; ) be the state transition matrix of (2.4)-(2.5). The matrix (T; 0) is





T (t)T (t1; t)dt:
The following proposition shows the relation between controllability of system
(2.4)-(2.5) and the monodromy matrix [41].
Proposition 2.14 Linear system (2.4)-(2.5) is completely controllable if and
only if linear discrete time system
x((i+ 1)T ) = (T; 0)x(iT ) +Wr(T; 0)u(iT ) (2.48)
is controllable.
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Let us consider the monodromy eigenvalue assignment by using the concept of
sampled state periodic hold control [41] of the form
u(t) = Fs(t)x(iT ); t 2 [iT; (i+ 1)T ); i 2 Z; (2.49)
Fs(t+ T ) = Fs(t): (2.50)
Applying a feedback (2.49)-(2.50) into system (2.4)-(2.5), the state transition
satises











T (t)T (T; t)F;
(2.51) yields a linear time invariant discrete system
x((i+ 1)T ) = Adx(iT ); (2.52)
where Ad := (T; 0) +Wr(T; 0)F . By proposition 2.14, linearized system (2.4)-
(2.5) is completely controllable if and only if linear discrete time system (2.48)
is controllable. Since linear discrete system (2.48) is controllable, eigenvalues of
the matrix Ad of closed-loop (2.52) of system (2.48) can be assigned arbitrary
values [32]. Hence if we assign all eigenvalues of Ad in the unit circle,
x(iT )! 0 (i!1): (2.53)
We note that if linearized system (2.4)-(2.5) is controllable on [0; T ], and if
Fs(t) = B
T (t)T (T; t)W 1r (T; 0)(Ad   (T; 0)); (2.54)
we have
jjx(iT + )jj ! 0 (i!1);  2 [0; T ) (2.55)
This means that the origin of the resulting closed loop of system (2.4)-(2.5)
_x(t) = A(t)x(t) +B(t)Fs(t)x(iT ); t 2 [iT; (i+ 1)T ); i 2 Z
can be made asymptotically stabilizable.
From now on, let us prove the above fact. Since (x(t); u(t)) is a controllable
trajectory, P c(x(t);u(t)) is bounded. Hence A(t) and B(t) are bounded on R. Thus
there exist kA > 0 and kB > 0 such that
jjA(t)jj  kA; jjB(t)jj  kB:
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Furthermore by the Peano-Baker formula [102], (; ) can be expressed by

















A(s1)A(s2)   A(sl)dsl    ds2ds1 +    :
Therefore
jj(; )jj  exp((   )kA):
Hence (2.51) implies that
jjx(iT + )jj 







jjFs()jj  kB exp(TkA)jjW 1r (T; 0)jj (jjAdjj+ exp(TkA)) : (2.57)
Note that jjW 1r (T; 0)jj is bounded because linearized system (2.4)-(2.5) is con-
trollable on [0; T ]. Eqs. (2.56)-(2.57) implies that there exists a constant c > 0
such that
jjx(iT + )jj  cjjx(iT )jj (2.58)
Since (2.53) is satised, (2.58) yields (2.55).
Remark 2.9 To use (2.54), it is necessary that Wr(T; 0) is invertible. This
means that linearized system (2.4)-(2.5) is controllable on [0; T ]. By corollary 2.7,
a linearized system of algebraically controllable system (2.1)-(2.2) along a periodic
controllable trajectory is uniformly completely controllable, that is, completely
controllable. Although the concept of complete controllability is not clear how long
a time interval is needed for controllability, by observing the proofs of lemma 2.16
and theorem 2.6, we can take arbitrarily small an time interval for controllability.
Therefore we can conclude that the linearized system (2.4)-(2.5) is controllable on
[0; T ]. 
To use the sampled state periodic hold control (2.49)-(2.50), where Fs(t) is
dened as (2.54), we have to calculate the state transition matrix (T; t) for all
0  t < T . The next subsection elaborates another feedback controller design
method by using a monodromy matrix.
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2.4.2 Feedback controller design based on LQ optimal con-
trol theory








T (t)C(t)x(t) + u
T
 (t)R(t)u(t)dt (2.59)
subject to (2.4)  (2.5); x(0) = x;0;
where R(t) = RT (t) > 0 is periodic with the period T and continuous. It is
known (see theorem 2 in [3] and see theorem 4 in [4]) that if system (2.4)-(2.5)
is completely controllable and completely observable, the optimal control uopt (t)
is uniquely given by
uopt (t) =  R 1(t)BT (t)P (t)x(t); (2.60)
where P (t) is the unique positive denite periodic solution of the periodicRiccati
dierential equation (PRDE)
  _P (t) = AT (t)P (t) + P (t)AT (t)  P (t)B(t)R 1(t)BT (t)P (t) + CT (t)C(t):
(2.61)
Moreover, since system (2.4)-(2.5) is periodic, and completely controllable and




is exponentially stable (see theorem 2 in [3]).
Interpretation 2.3 Suppose that a given system (2.1)-(2.2) is algebraically con-
trollable and observable, and (x(t); u(t)) is a periodic controllable and observable
trajectory. Let x(t) be the reference trajectory of system (2.1)-(2.2). Then by
corollaries 2.7 and 2.12, as mentioned in section 2.1, if we apply
u(t) = u(t) R 1(t)BT (t)P (t)(x(t)  x(t))
into system (2.1)-(2.2), the actual trajectory x(t) locally exponentially approaches
the reference trajectory x(t).
We note that references [27,31,110] have studied numerical analysis methods
to solve (2.61). From now on, we explain a simple method called a periodic
generator method [27] to solve (2.61). Let S1(t); S2(t) 2 Rnn. Suppose that
S1(t) is invertible for all t 2 R and each element of S1(t) and S2(t) is smooth.
Then if we put P (t) satisfying (2.61) as S2(t)S
 1
1 (t), (2.61) is equivalent to
( _S2 + A
T (t)S2 +QS1)S
 1
1   S2S1( _S1   A(t)S1 +B(t)R 1(t)BT (t)S2)S 11 = 0:

















is satised, PRDE (2.61) is also satised. The matrix H(t) in (2.62) is called
the Hamiltonian matrix corresponding to PRDE (2.61). Let H(t; ) denote the
transition matrix of H(t). The periodic generator method is composed of the
following procedures.
1. Compute the monodromy matrix H(T; 0).
2. Compute the ordered real Schur form such that






where 11 has n eigenvalues inside the unit circle.







Compute P (t) = U21(t)U
 1
11 (t).










U11(0)11 U11(0)12 + U12(0)22














P (T ) = U21(T )U
 1
11 (T ) = U21(0)U
 1
11 (0) = P (0):
In chapter 4, we apply the above periodic LQ optimal control for a trajectory
tracking control.
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2.5 Coordinate transformation of error system
Let us consider system (2.3) again. Now we perform a coordinate transformation
such as
~x = (t; x); (2.64)
where  : RRn ! Rn is smooth, (t; 0) = 0, @
@t
(t; 0) = 0, and S(t) := @
@x
(t; 0)







(t; x)(f(x + x
(t); u + u(t))  f(x(t); u(t))); (2.65)
since we can regard the dynamics of x as (2.4) around x = 0, we can consider











Furthermore, around x = 0, since (t; 0) = 0, (2.64) is approximated by
~x = S(t)x: (2.66)
Since @
@t
(t; 0) = 0, and S(t) is invertible, around x = 0, the dynamics of ~x is
approximated by
_~x = (S(t)A(t)S(t)
 1 + _S(t)S 1)| {z }
~A(t)
~x + S(t)B(t)| {z }
~B(t)
u: (2.67)






is exponentially stable, by applying the feedback control u = K(t)~x into system
(2.65), the origin of the resulting closed-loop is locally exponentially stable [48].
From (2.66), x = S(t)
 1~x around x = 0. Hence if ~x = 0 of (2.66) is exponen-
tially stable, x = 0 of (2.4) is also exponentially stable. Correspondingly, using
the same K(t), if we apply
u = u(t) +K(t)~x
into system (2.1)-(2.2), the actual trajectory x(t) locally exponentially approaches
the reference trajectory x(t). As mentioned in section 2.1, complete controlla-
bility of system (2.67) is strongly related with exponential stabilizability of the
origin of system (2.67). For this reason, the the following lemma [50] is valuable.
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Lemma 2.20 System (2.4) is completely controllable if and only if system (2.67)
is completely controllable.
Proof Let
W (t1; t) :=
Z t1
t
(t; )B()BT ()T (t; )d:
Since




T ()T (t0; )d
T (t; t0);
dierentiating W (t1; t) with respect to t, we have
dW
dt
(t1; t) =  (t; t)B(t)BT (t)T (t; t) +
Z t1
t




(t; )B()BT ()T (t; )AT ()d
Since (t; t) = I, the matrix W (t1; t) satises
dW
dt
= A(t)W +WAT (t) B(t)B(t)T ; (2.69)
W (t1; t1) = 0: (2.70)




= ~A(t) ~W + ~W ~AT (t)  ~B(t) ~B(t)T ; (2.71)
~W (t1; t1) = 0: (2.72)
On the other hand, if we dene
W (t) := S(t)W (t1; t)S
T (t);
by (2.69), W (t) satises
d W
dt
= ~A(t) W + W ~AT (t)  ~B(t) ~BT (t): (2.73)
Furthermore, (2.70) yields
W (t1) = 0: (2.74)
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By (2.71), (2.72), and (2.73), (2.74), ~W and W obey the same linear ordinary dif-
ferential equation and initial condition. Therefore by the theorem on uniqueness
of solution of ordinary dierential equation,
W (t) = ~W (t1; t):
Hence
~W (t1; t0) = S(t)W (t1; t0)S
T (t):
Since S(t) is invertible, W (t1; t0) is invertible if and only if ~W (t1; t0) is invertible.
2
By theorem 2.6, corollary 2.7, and lemma 2.20, we have the following corollary.
Corollary 2.15 Suppose that system (2.1)-(2.2) is algebraically controllable. Let
(x(t); u(t)) be any (periodic) controllable trajectory. Then linear system (2.67)
is (uniformly) completely controllable.
Example 2.9 Let us go back to example 2.2. Let0@xy

1A =











Then Eq. (2.29) yields0@ _x_y
_
1A =
0@(cos((t) + )  cos (t))u1(t) + cos((t) + )u1;(sin((t) + )  sin (t))u1(t) + sin((t) + )u1;
u2;
1A : (2.75)
Linearizing at (x; y; ) = (0; 0; 0) and (u1;; u2;) = (0; 0), we have0@ _x_y
_
1A =











Now we apply a coordinate transformation0@e1e2
e3
1A =
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Hence then around (x; y; ) = (0; 0; 0) and (u1;; u2;) = (0; 0), linearized system
(2.76) is transformed into0@ _e1_e2
_e3
1A =











By example 2.2, system (2.29) is algebraically controllable. Hence corollary 2.15
implies that if (x(t); y(t); (t); u1(t); u

2(t)) is a (periodic) controllable trajec-
tory, linear system (2.78) is (uniformly) completely controllable.
Fig. 2.1 illustrates the coordinate transformation (2.77). We note that the
transformation (2.77) has been frequently used for trajectory tracking control of







Figure 2.1: Coordinate transformation (2.77)

Similarly, we have the following corollary.
Corollary 2.16 Suppose that system (2.1)-(2.2) is algebraically observable. Let
(x(t); u(t)) be any (periodic) observable trajectory. Then linear system (2.67)
with output y = C(t)S
 1(t)~x is (uniformly) completely observable.
2.6 The relation of algebraic controllability and
accessibility
This section shows that nonlinear system (2.1)-(2.2) is algebraically controllable
if and only if the system is accessible. Accessibility is dened by using a concept
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of autonomous variable [16]. Let X denote the subspace of E(x;u) dened as
X := spanM(x;u) fdxi; i = 1;    ; ng :
Denition 2.21 A one-form ! 2 X is called an autonomous variable of
system (2.1)-(2.2) if there exists  2 D(x;u), deg  1 such that
! = 0: (2.79)
Denition 2.22 System (2.1)-(2.2) is called accessible if there does not exist
any non-zero autonomous variable in X .
In general, if a given system (2.1)-(2.2) is not accessible, there exist several au-
tonomous variables.
Example 2.10 Let us consider8>>><>>>:
_x1 = x2;
_x2 =  x1 + u;
_x3 = x4;
_x4 =  x3 + u;
(2.80)
where x1;    ; x4 are state variables and u is an input variable. Putting ! :=





Hence ! is an autonomous variable of system (2.80).










)! =   d
dt






)~! =  !1 + d
dt




!1 := d _x1   dx2;
!2 := d _x2 + dx1   du;
!3 := d _x3   dx4;
!4 := d _x4 + dx3   du:

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The concept of relative degree can be extended to one-form [16] (see denition
F.1 in appendix F).
Denition 2.23 The relative degree r of a one-form ! 2 E(x;u) is dened as
r := inffk 2 Z j spanM(x;u)f!;    ; !(k)g 6 Xg;
In particular, we say that  has nite relative degree if r is nite and that 
has innite relative degree if r =1.
Remark 2.10 Let  2 M(x;u). If d has innite relative degree, (k), k  0 is
not inuenced by a control input u. 
The following propositions can be found in [16].
Proposition 2.17 A one-form ! 2 X is an autonomous variable if and only if
it has an innite relative degree.
Proof Suppose that ! 2 X has an innite relative degree. Since dimX = n,
dim spanM(x;u)f!; _!;    g  n:
Hence there exists  2 D(x;u), deg  1 satisfying (2.79).
Conversely, if ! has nite relative degree,
dim spanM(x;u)f!;    ; !(k 1)g = k
for any k  1. This means that there does not exist  2 D(x;u), deg  1
satisfying (2.79). 2
From now on, we relate algebraic controllability and accessibility of system
(2.1)-(2.2). On this account, we give some mathematical facts.
Lemma 2.24 Let A 2 Dmm(x;u) . If there exists a matrix B 2 Dmm(x;u) such that
AB = Im; (2.81)
then A is unimodular.
Proof By denition of rank (see section 2.2), we have
m = rank Im = rank (AB)  rankA  m:
Hence rankA = m. Eq. (2.81) implies ABA = A, so that A(BA Im) = 0. Since
rankA = m,
BA = Im:
Therefore A is unimodular. 2
As a special case of proposition 2.1, the following corollary can be obtained
[56,114].
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Proposition 2.18 Let R 2 Dmn(x;u) be a matrix with full row rank. Then there














gm1 gm2    gmm
1CCCA 2 Dmm(x;u) : (2.83)
Moreover, if deg gkk > 0, the polynomials gki, i = 1;    ; k   1 are of lower
degree than the polynomials gkk for k = 1;    ;m. If deg gkk = 0, the polynomials
gki = 0, i = 1;    ; k   1.
Denition 2.25 Let R 2 Dmn(x;u) . A matrix A 2 Dmm(x;u) is called a left divisor
of R if there exists a matrix B 2 Dmn(x;u) such that
R = AB:
Denition 2.26 Let R 2 Dmn(x;u) . A matrix A 2 Dmm(x;u) is called a greatest left
divisor (gld) of R if the following conditions are satised:
1. A is a left divisor of R.
2. If A0 2 Dmm(x;u) is also a left divisor of R, then there exists a matrix B 2
Dmm(x;u) such that
A = A0B:
We can obtain the following proposition [56].
Proposition 2.19 Let R 2 Dmn(x;u) be a matrix with full row rank. The matrix
G 2 Dmm(x;u) satisfying (2.82) is a greatest left divisor of R.
Denition 2.27 Let R 2 Dmn(x;u) be a matrix with full row rank. The matrix R
is called left prime if there exist matrices L 2 Dmm(x;u) and R0 2 Dmn(x;u) such that
R = LR0, where L is unimodular.
Lemma 2.28 Let R 2 Dmn(x;u) be a matrix with full row rank. Then the matrix R
is left prime if and only if R is hyper-regular.
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Proof Suppose that R is left prime. By proposition 2.1, there exist unimodular




















Since R is left prime, U 1 is unimodular. Then since U 1 is unimodular,  is
unimodular. If deg   1,  is not unimodular, so that deg = 0.
Conversely, suppose that R is hyper-regular, that is, there exist unimodular








































. Therefore there exists ~R 2 Dnm(x;u) such
that R ~R = Im. Thus if there exist matrices L 2 Dmm(x;u) and R0 2 Dmn(x;u) such that
R = LR0, using the matrix ~R, we have
L(R0 ~R) = Im:
Then by lemma 2.24, L is unimodular. 2
Lemma 2.29 Let R 2 Dmn(x;u) be a matrix with full row rank. Suppose that G 2
Dmm(x;u) and G0 2 Dmm(x;u) are two arbitrary greatest left divisors of R. Then there
exists a unimodular matrix T 2 Dmm(x;u) such that
G = G0T:
Proof By the denition of gld, there exist matrices T 2 Dmm(x;u) and T 0 2 Dmm(x;u)
such that (
G = G0T;
G0 = GT 0:
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This implies that (
G(T 0T   Im) = 0;
G0(TT 0   Im) = 0:
(2.84)
On the other hand, since G and G0 are left divisors of R, there exist ~R1 2 Dmn(x;u)
and ~R2 2 Dmn(x;u) such that (
R = G ~R1;
R = G0 ~R2:
Since R has full row rank, this implies that
m = rank R  rank G; rank G0  m;
that is, rank G = rank G0 = m. Therefore Eq. (2.84) leads to
T 0T = TT 0 = Im:
Thus T is unimodular. 2
Lemma 2.30 Let R 2 Dmn(x;u) be a matrix with full row rank. If R is not left
prime, then any greatest left divisor of R is not unimodular.
Proof Suppose that R is not left prime. Then by proposition 2.1 and lemma






where  := diag (1;    ; 1; f), deg f  1, so that  is not unimodular. Then if













Thus U 1 is a left divisor of R. From now on, we show that U 1 is a gld. If














Hence U 1 = RV1. If L 2 Dmm(x;u) is an arbitrary left divisor of R, there exists
~R 2 Dmn(x;u) such that R = L ~R. Therefore
U 1 = L( ~RV1):
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Thus U 1 is a gld of R.
Let GL 2 Dmm(x;u) be an arbitrary gld of R. Then by lemma 2.29, there exists
unimodular matrix T 2 Dmm(x;u) such that
GL = (U
 1)T: (2.85)
If GL is unimodular, Eq. (2.85) implies that  = UGLT
 1, so that  is also
unimodular. This is a contradiction. 2
Now, we are in a position to describe the relation between left primeness of
the matrix P c(x;u) and the absence of autonomous variables of system (2.1)-(2.2).
Similar discussion can be found in [56].
Theorem 2.20 System (2.1)-(2.2) is accessible if and only if P c(x;u) dened by
(2.15) is left prime.
Proof Suppose that P c(x;u) is not left prime. Then by propositions 2.18 and 2.19,
there exists a gld G(x;u) 2 Dnn(x;u) of P c(x;u), where G(x;u) is described as the form































1CCCA = 0: (2.87)
Since P c(x;u) is not left prime and G(x;u) is a gld of P
c
(x;u), by lemma 2.30, G(x;u)
is not unimodular. Assume that deg gkk = 0, k = 1;    ; n. Then gki = 0,
i = 1;    ; k 1. Thus G(x;u) is unimodular. This is a contradiction, so that there
exists k such that deg gkk > 0 and deg gii = 0, i = 1;    ; k   1. Then Eq. (2.87)
implies that
~!i = 0; i = 1;    ; k   1;
gkk ~!k = 0:
Since (2.86) and (2.87) are equivalent and deg gkk > 0, we can conclude ~!k 2
X . Therefore the nonzero dierential one-form ~!k is an autonomous variable of
system (2.1)-(2.2).
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Conversely, suppose that there exists an autonomous variable ! 2 X of system
(2.1)-(2.2). Then by denition 2.21, there exists  2 D(x;u), deg  1 satisfying
(2.79). Then there exist 1;    ; n 2 D(x;u) such that
! = 1!1 +   + n!n; (2.88)












= 0, !1 = 0;    ; !n =
0 are constraints on one-forms from _x = f(x; u). Other constraints on one-
forms from _x = f(x; u) are expressed by 1!1 +    + n!n = 0 for some
1;    ; n 2 D(x;u). If there do not exist 1;    ; n 2 D(x;u) satisfying (2.88), it
contradicts with the fact. Without loss of generality, we assume that deg 1 =
min1infdeg i; i 6= 0g.
















































, where Q1(x;u) is a some matrix contained
in D1(n+m)(x;u) , we have







where P i(x;u) denotes i-th row of P
c
(x;u). Since L(x;u) 2 Dnn(x;u) is not unimodular,
P c(x;u) is not left prime.
Case 2: Suppose that deg 1 > 0. Since D(x;u) is an Euclidean domain, there
exist ~2;    ; ~n, r2;    ; rn 2 D(x;u), where deg r2;    ; deg rn < deg 1 such that
! = 1(!1 + ~2!2 +   + ~n!n) + r2!2 +   + rn!n:





, deg > deg 1. Thus
there exist ~, r 2 D(x;u) such that  = 1~ + r, deg ~  1, and deg r < deg 1.
Therefore, since D(x;u) is a domain, we obtain
~! = !1 + ~2!2 +   + ~n!n:
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Hence similarly to the case 1, we can show that P c(x;u) is not left prime. 2
By lemma 2.28 and theorem 2.20, we can relate algebraic controllability and
accessibility.
Corollary 2.21 System (2.1)-(2.2) is algebraically controllable if and only if the
system is accessible.
Therefore by theorem 2.6, corollary 2.7, and corollary 2.21, we have the following
corollary.
Corollary 2.22 Suppose that system (2.1)-(2.2) is accessible. Then every lin-
earized system (2.4)-(2.5) along any (periodic) controllable trajectory (x(t); u(t))
of system (2.1)-(2.2) is (uniformly) completely controllable.
2.7 Algebraic controllability of mechanical con-
trol systems
Algebraic controllability of a given nonlinear system (2.1)-(2.2) can be examined
by elementary matrix operations for a polynomial matrix derived from the given
system. However many calculations might be required for checking whether or
not a given nonlinear system is algebraically controllable. This is troublesome
for practical applications.
In order to resolve the problem, the section restricts attention to a mechanical
control system and gives a low computational complexity for checking whether
or not the system is algebraically controllable.
Let us consider the mechanical control system
M(q)q = C(q; _q) +B(q)u| {z }
g(q; _q;u)
; (2.89)
where q 2 Rn and u 2 Rm denote conguration and input variables, respectively,
M(q) 2 Rnn is invertible at all q 2 Rn. Here, each entry of M(q) and g(q; _q; u)
are meromorphic with respect to each variable. Although we can transform (2.89)
into the form (2.1), if each element ofM(q) is a complicated function with respect
to q, the calculation of the inverse matrix of M(q) may be very hard. Hence
we dene algebraic controllability of mechanical control systems (2.89) without
using the relation q =M(q) 1g(q; _q; u). To this end, we need some mathematical
preliminaries.
Let ~M(q;u) denote the eld of all meromorphic functions depending on a nite
number of variables of fq(l)i ; u(l)j j 1  i  n; 1  j  m; l  0g. Here we do not
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use the relation q = M 1(q)g(q; _q; u) for the above mentioned reason. For any
(q; _q;    ; u; _u;    ) 2 ~M(q;u) we dene












A vector space ~E(q;u) of dierential one forms spanned over ~M(q;u) is dened as







 1  i  n; 1  j  m; l  0o :























2 ~D(q;u), where i 2















Hence ~D(q;u) is a left skew polynomial ring, and thus elements of ~D(q;u) can act
on the vector space ~E(q;u) (see appendix C), that is, the vector space ~E(q;u) can




















































2 ~E(q;u). Furthermore, ~D(q;u) is a
non-commutative simple Euclidean domain (see proposition B.3 in appendix B).



























Since each entry of M(q) and g(q; _q; u) are meromorphic with respect to each
variable, ~P(q;u) 2 ~Dn(n+m)(q;u) . Since we have a similar proposition with proposition
2.1, we can dene algebraic controllability of system (2.89) as follows.
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Denition 2.31 System (2.89) is called algebraically controllable if ~P(q;u) is
hyper-regular, that is, there exist unimodular matrices ~U(q;u) 2 ~Dnn(q;u) and ~V(q;u) 2
~D(n+m)(n+m)(q;u) such that





From now on, we show that if system (2.89) is algebraically controllable, the
transformed system expressed by rst order dierential equations is also alge-
braically controllable.
Lemma 2.32 System (2.89) is algebraically controllable if and only if system
q =M 1(q)g(q; _q; u) (2.90)
is algebraically controllable.






























Hence if system (2.89) is algebraically controllable, there exist unimodular ma-
trices ~U(q;u), ~V(q;u) such that













Therefore system (2.90) is also algebraically controllable.
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Conversely, if system (2.90) is algebraically controllable, there exist unimod-














Therefore system (2.89) is also algebraically controllable. 2
Lemma 2.33 System
q = h(q; _q; u) (2.91)
is algebraically controllable if and only if system(
_q = v;
_v = h(q; v; u)
(2.92)
is algebraically controllable, where h : RnRnRm ! Rn is meromorphic with
respect to each variable.











In   @h@ _q ddt   @h@q  @h@u

:
In addition, from (2.92), we dene F2 :=

_q   v
_v   h(q; v; u)















In   @h@v  @h@u

:
Then by a straightforward calculation,





















1A. If system (2.91) is alge-























Thus system (2.92) is algebraically controllable.
Conversely, suppose that system (2.92) is algebraically controllable. Since
(2.93) is satised, if P3 is hyper-regular, P1 is also hyper-regular. Thus system
(2.91) is algebraically controllable. 2
Lemmas 2.32 and 2.33 yield the following theorem.
Theorem 2.23 System (2.89) is algebraically controllable if and only if system(
_q = v;
_v =M 1(q)g(q; v; u)
(2.94)
is algebraically controllable.
By theorem 2.23, if each entry of the matrix M(q) is very complicated func-
tion, algebraic controllability of (2.94) can be examined by checking algebraic
controllability of (2.89) without calculating M 1(q). However, many calculations
might be required to directly check algebraic controllability of a given system
(2.89). To reduce a computational complexity, in the next subsection, we show a
more tractable condition for checking algebraic controllability of system (2.89).
2.7.1 Reduction condition for algebraic controllability
The section gives a reduction condition for checking algebraic controllability of
mechanical control systems (2.89). To this end, we dene
A(q; _q; q) :=M(q)q   C(q; _q):
Then system (2.89) can be expressed by
E := A(q; _q; q) B(q)u = 0:
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A1(q; _q; q) :=
0B@ A1(q; _q; q)...
An m(q; _q; q)





0B@ B1;1(q)    B1;m(q)... ...
B(n m);1(q)    B(n m);m(q)
1CA ;
B2(q) :=
0B@B(n m+1);1(q)    B(n m+1);m(q)... ...
Bn;1(q)    Bn;m(q)
1CA :




































and Bik(q) represents k-th column vector of B
i(q).
To get a sucient condition for algebraic controllability, we put the following
assumption.
Assumption 2.1 The matrix B2(q) 2 Rmm is invertible on Rn with some
exceptional sets of measure zero.
We note that for many practical systems, assumption 2.1 is satised because this
assumption means that the number of independent control inputs equals m. Let







































We can conclude that if assumption 2.1 and the following assumption hold,
then system (2.89) is algebraically controllable.
Assumption 2.2 The matrix P 11   B1(B2) 1P 21 2 ~D(n m)(n m)(q;u) is unimodular
or the matrix P 12  B1(B2) 1P 22 2 ~D(n m)m(q;u) is hyper-regular.
From now on, we prove the above mentioned fact.
Case 1: P 11  B1(B2) 1P 21 is unimodular
Since P 11   B1(B2) 1P 21 2 ~D(n m)(n m)(q;u) is unimodular, there exists unimod-
ular matrix R1 2 ~D(n m)(n m)(q;u) such that
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where
V5 :=







From (2.95), if assumption 2.1 holds and P 11  B1(B2) 1P 21 is unimodular, system
(2.89) is algebraically controllable.
Case 2: P 12  B1(B2) 1P 22 is hyper-regular
Since P 12  B1(B2) 1P 22 2 ~D(n m)m(q;u) is hyper-regular, n  2m and there exist
unimoudular matrices L1 2 ~D(n m)(n m)(q;u) and R2 2 ~Dmm(q;u) such that
L1(P
1










1  B1(B2) 1P 21 ) In m 0 0





































From (2.96), if assumption 2.1 holds and P 12   B1(B2) 1P 22 is hyper-regular,
system (2.89) is algebraically controllable.















Figure 2.2: Quadrotor UAV.
2.7.2 Quadrotor unmanned aerial vehicle
Using a quadrotor unmanned aerial vehicle example [49], which is a mechanical
control system with six degrees of freedom and four control inputs, we demon-
strate that assumptions 2.1 and 2.2 reduce a computational complexity for check-
ing whether or not a given system (2.89) is algebraically controllable, that is,
accessible.
We regard the quadrotor UAV as a rigid body, whose conguration space
is R3  SO(3) [77]. Since R3  SO(3) is a six dimensional manifold, we can
locally consider R3  SO(3) as R6. Let (x; y; z; ; ;  ) be local coordinates of
R3  SO(3), where (x; y; z) denotes the position of the center of gravity of the
quadrotor UAV, and , , and  denote the roll, pitch, and yaw angles of UAV
in an inertial frame, respectively. The Lagrangian of this system L : T (R3 
SO(3))! R is given by L := 1
2
m( _x2 + _y2 + _z2) + 1
2
!T
0@ J1 0 00 J2 0
0 0 J3
1A! mgz;
where m denotes the mass of the vehicle and g is the gravitational acceleration.
Further, ! denotes the angular velocity of the vehicle in the body frame [77], and
is expressed as ! =
0@ 1 0   sin 0 cos sin cos 
0   sin cos cos 
1A0@ __
_ 
1A : In terms of the local
coordinates q := (x; y; z; ; ;  ), the Lagrangian control system of the quadrotor









= B(q)u , M(q)q = C(q; _q) +B(q)u; (2.97)
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where u := (u1;    ; u4) and
M(q) :=
0BBBBBB@
m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 J1 0  J1 sin 
0 0 0 0 J2 cos
2 + J3 sin
2  m1













cos sin  cos + sin sin 0 0 0
cos sin  sin   sin cos 0 0 0
cos cos  0 0 0
0 1 0 0
0 0 cos sin
0   sin  sin cos  cos cos 
1CCCCCCA ;
and where
m1 := (J2   J3) sin cos cos ;
m2 := J1 sin
2  + (J2 sin
2 + J3 cos
2 ) cos2 ;
c1 := J1 cos  _ _   (J2   J3) sin cos( _2   _ 2 cos2    (sin2   cos2 ) cos  _ _ ;
c2 :=  J1 cos ( _  _ sin ) _   (J2   J3)

(cos2   sin2 ) cos  _ _ 
+sin cos _ _

  (J2 sin2 + J3 cos2 ) sin  cos  _ 2;
c3 :=
 
J1   (J2   J3)(cos2   sin2 )

cos   _ _
  2  J1   (J2 sin2 + J3 cos2 ) sin  cos   _ _ 
(J2   J3) cos sin

sin   _2   cos2   _ _ 

:
Here, u1 is the total thrust produced by the four rotors Moi, i = 1;    ; 4, that is,
it is given by u1 := f1+f2+f3+f4, where fi := kiw
2
i is the thrust generated by Moi
and ki > 0 is a constant, and wi is the angular speed of Moi. The control inputs
u2, u3, and u4 are the generalized moments; they are given by u2 := (f3   f1)h,
u3 := (f2   f4)h and u4 := (f2 + f4   f1   f3), where h represents the distance
from each Moi to the center of gravity of the quadrotor UAV and  is a constant.
From Eq. (2.97) let E :=M(q)q   C(q; _q) B(q)u = 0: Dierentiating E, we


























; P 12 :=

0 a1 a2 a3








u1 sin cos  u1 cos sin  0
0   
0   




cos sin  cos + sin sin 0 0 0





cos cos  0 0 0
0 1 0 0
0 0 cos   sin
0   sin  cos  sin cos cos 
1CCA ;
where a1 := u1 (sin sin  cos   cos sin ), a2 :=  u1 cos cos  cos , a3 :=
u1 (cos sin  sin   sin cos ), a4 := u1 (sin sin  sin + cos cos ), a5 :=
 u1 cos cos  sin , a6 :=  u1 (cos sin  cos + sin sin ), and  are omitted
because they are not necessary in later calculations. If we check whether or not
system (2.97) is algebraically controllable, many calculations are required because
matrix size of P is 6  10. In order to reduce a computational complexity, we
should check whether or not assumptions 2.1 and 2.2 hold because if assumptions
2.1 and 2.2 hold, system (2.97) is algebraically controllable.






0  0 0
0   
0   
1CCA :
Next, let us check whether or not assumption 2.2 holds. Clearly, P 11 is not
unimodular. Thus we check whether or not P 12   B1(B2) 1P 22 is hyper-regular.
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Now we put P 12   B1(B2) 1P 22 =

p1 p2 p3 p4
p5 p6 p7 p8

; where p4 = a3, p8 = a6. To
check whether or not P 12   B1(B2) 1P 22 is hyper-regular, we repeat elementary




































































where p8 = a6 =  mx and p3p8   p4p7 = u21 tan . Then we have 
P 12  B1(B2) 1P 22






Hence P 12   B1(B2) 1P 22 is hyper-regular and assumption 2.2 holds. Thus there






Therefore system (2.97) is algebraically controllable, that is, accessible.
2.8 Trajectory tracking control of non-algebraically
controllable systems
This section considers a trajectory tracking control of non-algebraically control-
lable ane system
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where f; gi : R
n ! Rn, 1  i  m are meromorphic with respect to each variable.
In particular, for simplicity, let us consider the following special system of the
ane nonlinear system
_x1 = f 1(x1; x2) + g1(x1; x2)u; (2.99)
_x2 = f 2(x2); (2.100)
where x1 := (x1;    ; xn1) 2 Rn1 and x2 := (xn1+1;    ; nn1+n2) 2 Rn2 denote
state variables, and u 2 Rm denotes an input variable. Moreover, f 1 : Rn1 
Rn2 ! Rn1 , f 2 : Rn2 ! Rn2 , and g1 : Rn1Rn2 ! Rnm are meromorphic with





Figure 2.3: Structure of system (2.99)-(2.100)
Remark 2.11 Let us consider linear time invariant system
_x = Ax+Bu; (2.101)
where x 2 Rn and u 2 Rm Now assume that (i) there exists a d-dimensional
subspace V of Rn such that V is invariant under A.
After a change of coordinates, without loss of generality, we can suppose that
V = span f(v1;    ; vd; 0;    ; 0); vi 2 R; i = 1;    ; dg :








Moreover, suppose that (ii) Bu 2 V for all u 2 Rm. Then after the same
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Therefore if there exists a subspace V satisfying (i) and (ii), after a change






The structure of linear system (2.102)-(2.103) is the same form as (2.99)-(2.100).
Similarly, it is known [36,82] that under certain assumptions, ane nonlinear
system (2.98) can be decomposed into (2.99)-(2.100). 
Since the variable x2 is not inuenced by a control input, a dierential d(x2)
of a meromorphic function (x2) has innite relative degree. Hence by proposition
2.17, d(x2) is an autonomous variable and system (2.99)-(2.100) is not accessible.
Therefore by corollary 2.21, system (2.99)-(2.100) is not algebraically controllable.
However, a trajectory tracking control of total system (2.99)-(2.100) can be
realized as shown in the following example.
Example 2.11 Let us consider example 2.7, again. From example 2.7, system
(2.42)-(2.43) is not algebraically controllable.
However, if we apply a feedback u =  x1x2 + v into subsystem (2.42), sub-
system (2.42) is transformed into
_x1 = v;
where v is a new input variable. Furthermore, Eq. (2.43) implies that
x2(t) = x2(0) exp( t):
Hence if we consider (x1(t); x2(t)) = (x

1(t); 0) as a reference trajectory of system
(2.42)-(2.43), and if we apply v = _x1(t)   k(x1   x1(t)), k > 0, that is, u =
 x1x2 + ( _x1(t)   k(x1   x1(t))) into system (2.42)-(2.43), the actual trajectory
(x1(t); x2(t)) asymptotically approaches the reference trajectory (x

1(t); 0). 
In the above example, we have used exact feedback linearization method [36,82]
(see appendix F). If subsystem (2.99) can be transformed into a linear system
using exact feedback linearization method and if x2 = 0 of subsystem (2.100) is
asymptotically stable, it is possible to design a controller such that the actual
trajectory (x1(t); x2(t)) asymptotically approaches (x1(t); 0), where x1(t) is an
appropriate reference trajectory of x1(t).
Even if we cannot use exact feedback linearization method, it is possible to
realize a trajectory tracking control based on linear approximation method along













































Although linear system (2.104) is not completely controllable, if the system is
exponentially stabilizable, it is possible to design a controller such that the actual
trajectory (x1(t); x2(t)) asymptotically approaches (x1(t); 0).
Remark 2.12 It is an open problem that \What is a class of non-algebraically
controllable systems (2.99)-(2.100) whose linearizations (2.104) along trajectories
(x1(t); 0) are exponentially stabilizable?" However, we note that in [26], it has
been shown one theoretical limit to the tracking performance that can be obtained
in systems with zero dynamics (see appendix F). 
2.9 Summary
This chapter has claried a class of nonlinear systems described by ordinary dif-
ferential equations such that trajectory tracking controls are easily realized. First,
we have introduced algebraic controllability and controllable trajectory in order to
give a class of nonlinear systems whose linearizations are uniformly completely
controllable. Next, we have introduced algebraic observability and observable
trajectory in order to give a class of nonlinear systems whose linearizations are
uniformly completely observable. We have also explained that the concepts of
controllable trajectory and observable trajectory are needed only for nonlinear
systems. Furthermore, we have shown that if a given system is algebraically con-
trollable and observable, LQ optimal control method is useful to design a feedback
controller such that the actual trajectory asymptotically approaches a periodic
reference trajectory. Moreover, we have proven that the concepts of algebraic
controllability and accessibility are equivalent, and for nonlinear mechanical con-
trol systems, we have given a reduction condition for checking whether or not
the system is algebraically controllable. Finally, we have considered a trajectory
tracking control of non-algebraically controllable ane system.
Chapter 3
Dierential algebraic systems
Dierential algebraic systems (DAS) arise naturally as dynamical model of electri-
cal [95], mechanical [59], and chemical engineering [60] applications. The chapter
studies DAS with geometric index one. Similarly to the case of nonlinear systems
described by ordinary dierential equations, we have the following questions.
 What is a class of DAS whose linearizations along trajectories are uniformly
completely controllable (observable)?
 What is a class of trajectories stated in the above question?
If we can answer the above questions, we get a class of DAS and reference tra-
jectories such that trajectory tracking controls are easily realized. In order to
answer the questions, the chapter also introduces algebraic controllability and
algebraic observability for DAS with geometric index one, and introduces con-
trollable trajectory and observable trajectory. Similarly to the case of nonlin-
ear systems expressed by ordinary dierential equations, it is shown that if a
given nonlinear DAS with geometric index one is algebraically controllable, ev-
ery linearized system along any (periodic) controllable trajectory is (uniformly)
completely controllable. As a dual result, it is shown that if a given nonlinear
DAS with geometric index one is algebraically observable, every linearized system
along any (periodic) observable trajectory is (uniformly) completely observable.
Incidentally, when we study DAS, a choice of independent input variables
might be not obvious because the system is constrained by algebraic equations.
For example, according to [17], when Y or  connections are used in a three-phase
permanent-magnet synchronous machine (PMSM), a choice of independent input
variables is not obvious because the system is constrained by the Kirchho's law.
Hence it is meaningful not to split up into state and input variables. In section
3.3, we study dierential atness of DAS which does not distinguish state, input,
and output variables.
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3.1 DAS with geometric index one
In this chapter, we study a trajectory tracking control of the following system.
_x = f(x; ~x; u); (3.1)
0 = g(x; ~x); (3.2)
y = h(x; ~x); (3.3)
where (x; ~x) 2 Rn R~n, u 2 Rm, and y 2 Rp denote state, input, and output
variables, respectively. Moreover, f : RnR~nRm ! Rn, g : RnR~n ! R~n,
and h : Rn  R~n ! Rp are meromorphic on Rn  R~n  Rm, Rn  R~n, and
Rn R~n, respectively. Let
W :=

(x; ~x) 2 Rn R~n  g(x; ~x) = 0; det @g
@~x
(x; ~x) 6= 0

:
System (3.1)-(3.3) is called a dierential algebraic system with geometric index
one if W 6= ;. More precisely, see [91,95].
Remark 3.1 Dierential algebraic systems are also called descriptor systems
[69,70] 
Remark 3.2 In addition to geometric index, there are some concepts of index
such as dierentiation index [95]. Roughly speaking, the dierentiation index
is dened as the number of dierentiations with respect to t needed to express ~x
in terms of x [7]. If we use the dierentiation index framework, it is dicult
to choose appropriate initial conditions more than in the case of geometric index
framework.









0 = x3 + x2   x1: (3.5)
Case 1: Geometric index framework
Clearly, system (3.4)-(3.5) has geometric index one. Substituting x3 = x1 x2

























(x1(0) + x2(0))  1
2
(x1(0)  x2(0)) exp( 2t);
x3(t) = (x1(0)  x2(0)) exp( 2t):
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Since x3(t) + x2(t)   x1(t) = 0 for all t 2 R, the above solution always satises
(3.5).
Case 2: Dierentiation index framework

















Integrating the above equation, we obtain
x1(t) =  x3(0)t+ x1(0);
x2(t) = x3(0)t+ x2(0);
x3(t) = x3(0):
Since x3(t) + x2(t)  x1(t) = x3(0) + x1(0)  x2(0) + 2x3(0)t, if
x1(0) = x2(0); x3(0) = 0; (3.7)
algebraic constraint (3.5) is alway satised. However if (3.7) is not satised, (3.5)
is not always satised.
We note that in contrast to the underlying ODE arising in the dierentiation
index framework, the state dimension of the resulting ODE in the geometric index
framework is strictly lower than that of the original DAE. 
First, we dene trajectory of system (3.1)-(3.3).
Denition 3.1 A trajectory of system (3.1)-(3.3) is a triple (x(t); ~x(t); u(t))
satisfying (
_x(t) = f(x(t); ~x(t); u(t));
0 = g(x(t); ~x(t))
for almost all t 2 R:
A trajectory (x(t); ~x(t); u(t)) of system (3.1)-(3.3) is called periodic if xi (t),
~xj(t), and u

k(t), 1  i  n, 1  j  ~n, 1  k  m are periodic with the same
period.
Let (x(t); ~x(t); u(t)) be a trajectory for system (3.1)-(3.3), and let (x(t); ~x(t))
be a reference trajectory for system (3.1)-(3.3). Moreover suppose that (x(t); ~x(t)) 2
W on R. Then we can analyze error dynamics between the actual and reference
trajectories as follows. Let x := x x, ~x := ~x ~x, u := u u, and y := y y.
Then we have8><>:
_x = f(x + x
(t); ~x + ~x(t); u + u(t))  f(x(t); ~x(t); u(t));
0 = g(x + x
(t); ~x + ~x(t));
y = h(x + x
(t); ~x + ~x(t))  h(x(t); ~x(t)):
(3.8)
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(x(t); ~x(t); u(t))x +
@f
@~x













(x(t); ~x(t))x + @h@~x(x
(t); ~x(t))~x
(3.9)
Since (x(t); ~x(t); u(t)) is a trajectory of system (3.1)-(3.3) and (x(t); ~x(t)) 2
W on R, g(x(t); ~x(t)) = 0 and the matrix @g
@~x
(x(t); ~x(t)) is invertible on R.
Hence (3.9) is equivalent to(






































Hence if we design a feedback controller of system (3.10) such that the origin is
exponentially stable, by applying the same controller into system (3.8), the origin
of the resulting closed-loop is locally exponentially stable [48]. As a result, if x(0),
~x(0), and u(0) are suciently close to x(0), ~x(0), and u(0), respectively, by
applying the above mentioned controller into system (3.1)-(3.3), the actual trajec-
tory (x(t); ~x(t)) exponentially approaches the reference trajectory (x(t); ~x(t)).
As mentioned in chapter 2, if system (3.10) is uniformly completely controllable,
the system is exponentially stabilizable. Thus it is important to check whether
or not linearized system (3.10) is uniformly completely controllable. Hence, simi-
larly to the case of nonlinear systems described by ordinary dierential equations,
the following questions are posed.
Question 3.1 What is a class of nonlinear DAS (3.1)-(3.3) whose linearizations
along trajectories are uniformly completely controllable?
Question 3.2 What is a class of trajectories stated in question 3.1?
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Similarly to the case of nonlinear systems described by ordinary dierential equa-
tions, we will show that if system (3.1)-(3.3) is algebraically controllable, then
every linearized system (3.10) along any (periodic) controllable trajectory is (uni-
formly) completely controllable in the next section.
On the other hand, the available signal in system (3.1)-(3.3) might be only
output signal y. In this case, we design a state observer dened by (2.10), where
A(t), B(t), and C(t) are dened by (3.11), (3.12), and (3.13), respectively. As
mentioned chapter 2, if system (3.10) is uniformly completely controllable and
uniformly completely observable, it is expected that we can design a controller
and an observer such that system (3.1)-(3.3) becomes locally exponentially sta-
bilizable. Thus it is also important to check whether or not linearized system
(3.10) is uniformly completely observable. Hence, similarly to the case of nonlin-
ear systems described by ordinary dierential equations, the following questions
are posed.
Question 3.3 What is a class of nonlinear DAS (3.1)-(3.3) whose linearizations
along trajectories are uniformly completely observable?
Question 3.4 What is a class of trajectories stated in question 3.3?
Similarly to the case of nonlinear systems described by ordinary dierential equa-
tions, we will show that if system (3.1)-(3.3) is algebraically observable, then every
linearized system (3.10) along any (periodic) controllable trajectory is (uniformly)
completely observable in the next section.
In the above discussion, it is signicant that a given reference trajectory com-
poses of a trajectory of system (3.1)-(3.3). Unfortunately, in general, it is dicult
to examine whether or not a given reference trajectory composes of a trajectory
of system (3.1)-(3.3) because f and g in (3.1) and (3.3) are nonlinear with re-
spect to each variable, we may not be able to obtain a trajectory. As mentioned
chapter 2, if a given system is expressed by ordinary dierential equations such
as (2.1)-(2.2) and the system is dierentially at, we can easily obtain a trajec-
tory (see section 2.1). However, although DAS (3.1)-(3.3) is equivalent to system
(3.23) on the set W , since one may not be able to get an explicit representation
of ~g as a function of x, it might be impossible to examine whether or not system
(3.23) is dierentially at in the sense of denition 2.10.
Example 3.1 Let us consider a simple circuit model shown in Fig. 3.1.









0 = G(e) + i2   i1; (3.16)
y = i1; (3.17)






Figure 3.1: A simple circuit
where i1 and i2, e, L1 and L2, G, u, y denote currents, a terminal voltage,































































Hence system (3.18) is dierentially at with a at output i2.
Case2: PN junction diode
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Suppose that
G(e) = I0(exp(ke)  1);








(i1   i2) + 1

;



























From (3.19), by a direct calculation, we have
i1 = I0 exp(L2k
di2
dt











Hence system (3.19) is dierentially at with a at output i2.
Case3: Parallel connection of linear resistance and PN junction diode
Suppose that
G(e) = ce+ I0(exp(ke)  1):
Then by the implicit function theorem, Eq. (3.16) implies that there exists some
analytic function  : R2 ! R such that e = (i1; i2). Then system (3.14)-(3.17)















Nevertheless, we cannot obtain an explicit representation of  as a function of i1
and i2. Hence it is impossible to check whether or not system (3.20) is dieren-
tially at in the sense of denition 2.10. 
Generally speaking, by the implicit function theorem, there exist open sets
X  Rn, ~X  R~n satisfying X ~X  W and some analytic function ~g : X ! ~X
such that
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Hence, on the set W , system (3.1)-(3.3) is equivalent to(
_x = f(x; ~g(x); u) =: ~f(x; u);
y = h(x; ~g(x)) =: ~h(x):
(3.23)
However, as mentioned in case 3 of example 3.1, in general, it is impossible to
examine whether or not system (3.23) is dierentially at in the sense of denition
2.10 For this reason, we dene dierential atness of system (3.1)-(3.3) as follows.
Denition 3.2 System (3.1)-(3.3) is called dierentially at if there exist
smooth mappings 1 : R
m  Rm     ! Rn, 2 : Rm  Rm     ! R~n,
3 : R
m Rm     ! Rm, and  : Rn R~n  (Rm     ) ! Rm depending
only on a nite number of variables, respectively, such that




0@1(v; _v; v;    )2(v; _v; v;    )
3(v; _v; v;    )
1A :
In addition, if system (3.1)-(3.3) is dierentially at, the variable v satisfying
the above condition is called a at output of system (3.1)-(3.3).
Remark 3.3 Let system (3.1)-(3.3) be dierentially at and let a at output be
 (x; ~x; u; _u;    ). Then on the set W , system (3.23) is dierentially at. In par-
ticular, then a at output of system (3.23) can be expressed by  (x; ~g(x); u; _u;    ).

Example 3.2 Let us go back to case 3 in example 3.1. From (3.14)-(3.16), by a












u = (L1 + L2)
di2
dt








Hence system (3.14)-(3.17) is dierentially at with a at output i2. 
Assume that system (3.1)-(3.3) is dierentially at with a at output v. Then
there exist smooth mappings 1 : R
mRm   ! Rn, 2 : RmRm   ! R~n,
3 : R
m Rm     ! Rm such that0@x(t)~x(t)
u(t)
1A =
0@1(v; _v; v;    )2(v; _v; v;    )
3(v; _v; v;    )
1A :
Now assume that v(t) has been dened for all t  0. Taking an initial state x(0) =
1(v(0); _v(0);    ) and applying a feedforward control u(t) = 3(v(t); _v(t);    ) for
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all t  0 to system (3.23), by the theorem on uniqueness of solution of ordinary
dierential equation, we have
x(t) = x(t) for all t  0:
Since system (3.1)-(3.3) is equivalent to system (3.23) on the set W , this means
that on the setW under an initial state (x(0); ~x(0)) = (1(v(0); _v(0);    ); 2(v(0); _v(0);    ))
if we apply the feedforward control u(t) = 3(v(t); _v(t);    ) for all t  0 to system
(3.1)-(3.3), we have
(x(t); ~x(t)) = (1(v(t); _v(t);    ); 2(v(t); _v(t);    )) for all t  0:
Therefore, if we consider a reference trajectory of system (3.1)-(3.3) as
(1(v(t); _v(t);    ); 2(v(t); _v(t);    ));
(x(t); ~x(t); u(t)) = 1(v(t); _v(t);    ); 2(v(t); _v(t);    ); 3(v(t); _v(t);    ))
is a trajectory of system (3.1)-(3.3).
3.2 Algebraic controllability and algebraic ob-
servability of DAS
In order to answer questions 3.1, 3.2, 3.3, and 3.4, we dene algebraic controlla-
bility (observability) and controllable (observable) trajectory for DAS (3.1)-(3.3).
For that, we give some preliminaries. Let M(x;~x;u) denote the eld of all mero-





k j 1  i  n; 1  j  ~n; 1  k  m; l  0
o
:
The eld M(x;~x;u) can be endowed with a dierential structure determined by
system (3.1)-(3.3) as follows:
_(x; ~x; _~x;    ; u; _u;    ) := @
@x












where (x; ~x; u; _u;    ) 2 M(x;~x;u). We note that on the set W , (3.21) and (3.22)




(x; ~x) _x. A vector space E(x;~x;u) of dierential one







k j 1  i  n; 1  j  ~n; 1  k  m; l  0
o
:
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Thus D(x;~x;u) is a left skew polynomial ring, and thus elements of D(x;~x;u) can act
on the vector space E(x;~x;u) (see appendix C). In fact, the vector space E(x;~x;u) can



























































k ) 2 E(x;~x;u). Furthermore,
D(x;~x;u) is simple and a non-commutative Euclidean domain (see proposition B.3
in appendix B).












(x; ~x; u)  @f
@~x










Since f and g are meromorphic with respect to each variable, coecients of




Denition 3.3 System (3.1)-(3.3) is called algebraically controllable if P c(x;~x;u)
dened by (3.26) is hyper-regular, that is, there exist unimodular matrices U(x;~x;u) 2
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Remark 3.4 Similarly to the case of nonlinear systems (2.1)-(2.2) described by
ordinary dierential equations, algebraic controllability for DAS (3.1)-(3.3) is in-
variant under an analytic coordinate transformation. 
Similarly to the case of (2.1)-(2.2), we dene controllable trajectory of system
(3.1)-(3.3). To dene controllable trajectory, we need to prepare some denitions.
Denition 3.4 Let R(x;~x;u) 2 Dab(x;~x;u) and let (x(t); ~x(t); u(t)) 2 RnR~nRm
be a trajectory of system (3.1)-(3.3). The matrix R(x(t);~x(t);u(t)) is dened by
substituting x(t), ~x(t), and u(t) into x, ~x, and u in R(x;~x;u), respectively.
Denition 3.5 Let R(x;~x;u) 2 Dab(x;~x;u) and let (x(t); ~x(t); u(t)) 2 Rn  R~n 
Rm be a trajectory of system (3.1)-(3.3). The matrix R(x(t);~x(t);u(t)) is called
bounded if every coecient function of each polynomial element of R(x(t);~x(t);u(t))
is bounded on R.
For an algebraically controllable system (3.1)-(3.3), controllable trajectory is com-
posed of functions in C1pw and the state trajectory part is contained in the set W
for all t 2 R.
Denition 3.6 Suppose that system (3.1)-(3.3) is algebraically controllable. Then
a trajectory (x(t); ~x(t); u(t)) of system (3.1)-(3.3) is called a controllable tra-
jectory if the following conditions are satised:
1. (x; ~x; u) 2 (C1pw)n  (C1pw)~n  (C1pw)m and (x(t); ~x(t)) 2 W on R.
2. The matrix P c(x(t);~x(t);u(t)) is bounded.
3. There exist unimodular matrices U(x;~x;u) 2 D(n+~n)(n+~n)(x;~x;u) and V(x;~x;u) 2 D(n+~n+m)(n+~n+m)(x;~x;u)





















Example 3.3 Let us go back to example 3.1 and consider the case 3. Then















0 = ce+ I0(exp(ke)  1) + i2   i1; (3.30)
y = i1: (3.31)
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Dierentiating both sides (3.28)-(3.30), we have
















Repeating elementary column operations for P c(i1;i2;e;u), we have
P c(i1;i2;e;u)V(i1;i2;e;u) =
0@1 0 0 0 00 1 0 0 0





0  L2  1 1 + L2 ddt
0 0 0 1
0  L2 0 L2 ddt
 L1  L2(L1 ddt+ 1)  L1 ddt L1 ddt + (L1 ddt + 1)L2 ddt
1CCA ;
and where
 := c+ I0k exp(ke):















 1 1  0
0 1 0 0
1CCA :
Viewing each element of P c(i1;i2;e;u), V(i1;i2;e;u), and V
 1
(i1;i2;e;u)
, we can know that
any smooth trajectory (i1(t); i

2(t); e
(t); u(t)) of system (3.14)-(3.17) such that
exp(ke(t)) is bounded on R is a controllable trajectory. 
Let (x(t); ~x(t); u(t)) be any trajectory of system (3.1)-(3.3) such that P c(x(t);~x(t);u(t))
is bounded. Then we can dene the behavior
B(x(t);~x(t);u(t)) :=
n







Similarly to lemma 2.16, we have the following lemma.
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Lemma 3.7 Suppose that system (3.1)-(3.3) is algebraically controllable. Let
(x(t); ~x(t); u(t)) be any controllable trajectory. Then behavior B(x(t);~x(t);u(t))
is controllable.
Now, we can relate algebraic controllability and complete controllability in the
same way as theorem 2.6.
Theorem 3.1 Suppose that system (3.1)-(3.3) is algebraically controllable. Then
every linearized system (3.10) along any controllable trajectory (x(t); ~x(t); u(t))
of system (3.1)-(3.3) is completely controllable.
Proof By lemma 3.7, the behavior B(x(t);~x(t);u(t)) dened by (3.32) is control-
lable. Since P c(x(t);~x(t);u(t))
0@x~x
u




















(x(t); ~x(t))~x = 0:
(3.33)
Moreover, since (x(t); ~x(t); u(t)) is a controllable trajectory of system (3.1)-
(3.3), (x(t); ~x(t)) 2 W on R. Thus @g
@~x
(x(t); ~x(t)) is invertible for all t 2 R.
Hence (3.33) is equivalent to linear system (3.10). Therefore similarly to the
proof of theorem 2.6, we have the conclusion. 2





is bounded on R, A() and B()
dened as (3.11) and (3.12), respectively, are bounded on R. Hence in the same
way as corollary 2.7, we have the following corollary.
Corollary 3.2 Suppose that system (3.1)-(3.3) is algebraically controllable. Then
every linearized system (3.10) along any periodic controllable trajectory (x(t); ~x(t); u(t))




is bounded on R is uniformly com-
pletely controllable.
Next, we introduce a concept of algebraic observability of system (3.1)-(3.3).
























1A 2 D(n+~n+p)(n+~n)(x;~x;u) ; (3.35)
Q(x;~x;u) :=
0@@f@u(x; ~x; u) 00 0
0  I
1A 2 D(n+~n+p)(m+p)(x;~x;u) :
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In the same way as algebraic controllability, algebraic observability is dened.
Denition 3.8 System (3.1)-(3.3) is called algebraically observable if P(x;~x;u)
dened by (3.35) is hyper-regular, that is, there exist unimodular matrices U(x;~x;u) 2









Remark 3.5 Similarly to the case of nonlinear systems (2.1)-(2.2) described by
ordinary dierential equations, algebraic observability for DAS (3.1)-(3.3) is in-
variant under an analytic coordinate transformation. 
Similarly to the case of algebraic controllability, in order to relate algebraic ob-
servability and uniform complete observability, we dene observable trajectory of
system (3.1)-(3.3).
Denition 3.9 Suppose that system (3.1)-(3.3) is algebraically observable. Then
a trajectory (x(t); ~x(t); u(t)) of system (3.1)-(3.3) is called an observable tra-
jectory if the following conditions are satised:
1. (x; ~x; u) 2 (C1pw)n  (C1pw)~n  (C1pw)m and (x(t); ~x(t)) 2 W on R.
2. The matrices P o(x(t);~x(t);u(t)) and Q
o
(x(t);~x(t);u(t)) are bounded.
3. There exist unimodular matrices U(x;~x;u) 2 D(n+~n+p)(n+~n+p)(x;~x;u) and V(x;~x;u) 2





















As dualities of theorem 3.1 and corollary 3.2, we have the following theorem
and corollary, respectively.
Theorem 3.3 Suppose that system (3.1)-(3.3) is algebraically observable. Then
every linearized system (3.10) along any observable trajectory (x(t); ~x(t); u(t))
of system (3.1)-(3.3) is completely observable.
Proof Since system (3.1)-(3.3) is algebraically observable, there exist unimod-
ular matrices U(x;~x;u) 2 D(n+~n+p)(n+~n+p)(x;~x;u) and V(x;~x;u) 2 D(n+~n)(n+~n)(x;~x;u) satisfying
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1A = 0; (3.37)






























T ~x +  @h@~x(x(t); ~x(t))T u = 0:
(3.38)
Since (x(t); ~x(t); u(t)) is an observable trajectory of system (3.1)-(3.3), (x(t); ~x(t)) 2
W on R. Thus, @g
@~x




= A(t)T x + C(t)
T u;
where A() and C() are dened in (3.10). Therefore similarly to the proof of
theorem 2.11, we have the conclusion. 2
Corollary 3.4 Suppose that system (3.1)-(3.3) is algebraically observable. Then
every linearized system (3.10) along any periodic observable trajectory (x(t); ~x(t); u(t))




is bounded on R is uniformly com-
pletely observable.










































0 0 0  1
 L1 0 1  1  L1 ddt
























 := c+ I0k exp(ke):













 1 1  0
 1 0 0 0
1CCA :
Viewing each element of P o(i1;i2;e;u), U(i1;i2;e;u), and U
 1
(i1;i2;e;u)
, we can know that
any smooth trajectory (i1(t); i

2(t); e
(t); u(t)) of system (3.14)-(3.17) such that
exp(ke(t)) is bounded on R is an observable trajectory.
By the discussion in example 3.2, system (3.28)-(3.31) is dierentially at with
a at output i2. Hence we can easily nd a periodic controllable and observable
trajectory. In fact, as an example of such a trajectory, from relation (3.24) we
have 8>>>>>><>>>>>>:
i1(t) = cL2 cos t+ I0 (exp(kL2 cos t)  1) + sin t;
i2(t) = sin t;
e(t) = L2 cos t;
u(t) = (L1 + L2) cos t
 L1L2(c+ I0k exp(kL2 cos t)) sin t:
(3.39)

3.3 Dierential atness of DAS
In this section, we consider dierential atness of a nonlinear dierential algebraic
system
F (w; _w;    ) = 0; (3.40)
where w = (w1;    ; wq) and F : Rq  Rq     ! Rl is a smooth mapping
depending only on a nite number of variables of fw; _w; w;    g. We note that
system (3.40) does not distinguish state, input, and output variables. As an
extension of dierential atness of [22,23], we dene dierential atness of system
(3.40).
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Denition 3.10 System (3.40) is called dierentially at if there exist smooth
mappings  : Rq Rq     ! Rp and  : Rp Rp     ! Rq depending only
on a nite number of variables of fw; _w;    g and fy; _y;    g, respectively, such
that
1.
y :=  (w; _w;    ) =) w = (y; _y;    );
2. y1;    ; yp are dierentially independent, that is, for an arbitrary positive
integer n,
c01dy1 +   + c0pdyp +   + cn1dy(n)1 +   + cnpdy(n)p = 0
implies that
c01 =    = c0p =    = cn1 =    = cnp = 0;
where cji is a smooth function.
In addition, if system (3.40) is dierentially at, the variable y satisfying the
above conditions is called a at output.
Remark 3.6 In the case of systems (2.1)-(2.2) and (3.1)-(3.3), condition 2 is not
required if input variables are dierentially independent. That is, we implicitly
assume dierential independence of input variables for systems (2.1)-(2.2) and
(3.1)-(3.3). 
We note that a at output of dierentially at system (3.40) is not unique. If we
could nd a at output of dierentially at system (3.40), we can obtain other
at outputs. In fact, we have the following theorem.
Theorem 3.5 Suppose that system (3.40) is dierentially at with a at output
y 2 Rp. Then
~y := (y)
is also a at output of system (3.40), where  : Rp ! Rp is an arbitrary smooth
mapping such that @
@y
is invertible at every point y 2 Rp.
Proof First, we show that there exist smooth mappings ~ : RqRq   ! Rp
and ~ : Rp Rp     ! Rq such that
~y = ~ (w; _w;    )) w = ~(~y; _~y;    ): (3.41)
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Since  : Rp ! Rp is smooth such that @
@y
is invertible at every point y 2 Rp, by
the inverse function theorem there exists a smooth mapping ~ : Rp ! Rp such
that
y = ~(~y):
Since system (3.40) is dierentially at, there exist smooth mappings  : Rq 
Rq     ! Rp and  : Rp Rp     ! Rq such that y =  (w; _w;    )) w =
(y; _y;    ). Hence putting
~ :=    and ~(~y; _~y;    ) := (~(~y); @ ~
@~y
_~y;    );
we have (3.41).
Next, we show that ~y1;    ; ~yp are dierentially independent. Now suppose
that for an arbitrary positive integer n,
c01d~y1 +   + c0pd~yp +   + cn1d~y(n)1 +   + cnpd~y(n)p = 0; (3.42)
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_yk +   
!


































































Since y is a at output of system (3.40), y1    ; yp are dierentially independent.
Thus the coecients of dy
(n)




























1CA = 0: (3.43)
Since @
@y
is invertible at every point y 2 Rp, (3.43) implies that
cn1 =    = cnp = 0:
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Hence the coecients of dy
(n 1)




+   + cn 1p
@p
@y1
;    ; cn 11
@1
@yp




respectively. Thus similarly cn 11 =    = cn 1p = 0. Repeating the same calcula-
tion, we have
c01 =    = c0p =    = cn1 =    = cnp = 0:
Thus we have the conclusion. 2
Example 3.5 In this section, we demonstrate that the three-phase permanent-
magnet synchronous machine (PMSM) in the case of Y connection [17, 58] is
dierentially at. The model of the PMSM is described as
Fpmsm :=
0BBBBBBBBBBBBBB@
va   raia   _ a
vb   rbib   _ b
vc   rcic   _ c
 a   Laaia   Labib   Lacic    m sin(np)
 b   Lbaia   Lbbib   Lbcic    m sin(np   23 )
 c   Lcaia   Lcbib   Lccic    m sin(np + 23 )
Te   np m
n
(ia   12 ib   12 ic) cos(np) +
p
3
2 (ib   ic) sin(np)
o
J    Te + Tmec




Here each phase of the machine is denoted by \a", \b", and \c". Each variable
of the PMSM denotes:
1. voltage across windings: va, vb, and vc for phases \a", \b", and \c", respec-
tively.
2. currents through windings: ia, ib, and ic for phases \a", \b", and \c",
respectively.
3. uxes:  a,  b,  c for the phases windings.
4. torques: the electromechanical torque produced by the machine Te and the
mechanical torque by the shaft of the machine Tmec.
5. the angular position of the rotor with respect to the stator: .
Each parameter of the PMSM denotes:
1. winding resistances: ra, rb, and rc for each phase.




Ll + Lm if x = y;
 1
2
Lm if x 6= y;
x; y 2 fa; b; cg;
where Ll denotes the leakage inductance and Lm the magnetizing induc-
tance.
3. ux:  m for the permanent magnet.
4. the number of pole pairs: np.
5. rotor inertia: J .
Let (y1; y2; y3) := (; ib; ic). Then (y1; y2; y3) is a at output of system (3.44).
In fact, by a direct calculation, we get
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
ia =  y2   y3;


































( _y2 + _y3) +  mnp _y1 cos(npy1);







_y2 +  mnp _y1 cos(npy1   23 );



















(y2   y3) sin(npy1)
o
;












Hence condition 1 of denition 3.10 of dierential atness is satised. In addition,
clearly, condition 2 of denition 3.10 is also satised.
Finally, let us consider a smooth map  : R3 ! R3, ~y := (; id; iq) = (y),
dened by8>>><>>>:









sin(npy1) sin(npy1   23) sin(npy1 + 23)


















is invertible at every point y 2 R3. Therefore by theorem 3.5, (; id; iq)
is also a at output of system (3.44). Thus system variables
(va; vb; vc;  a;  b;  c; Te; Tmec; ; ia; ib; ic) can be represented by (; id; iq). Here, id
and iq mean currents in ctitious windings rotating at synchronous speed. 






0@ 1p2 1p2 1p2sin(np) sin(np   23) sin(np + 23)
cos(np) cos(np   23) cos(np + 23)
1A fabc (3.47)




vo   rio   Ll diodt
 o   Llio
vd   rid   _ d   np _ q
vq   riq   _ q   np _ d











J    Te + Tmec
1CCCCCCCCCCCCCCA
= 0; (3.48)
where fabc denotes either vabc, iabc, or  abc. Clearly, (; id; iq) is a at output
of system (3.48). Since transformation (3.47), which is called Park transforma-
tion [17, 58, 87], is invertible, by a direct calculation, we can check that (; id; iq)
is a at output of system (3.44). However, if ra, rb, and rc are not equal to each
other, we cannot obtain a simple system such as system (3.48) by using transfor-
mation (3.47). Nevertheless, even if ra, rb, and rc are not equal to each other,
transformation (3.46) shows that (; id; iq) is a at output of system (3.44). 
3.4 Summary
This chapter has given a class of nonlinear dierential algebraic systems with geo-
metric index one such that trajectory tracking are easily realized. First, we have
dened algebraic controllability and controllable trajectory. As dual concepts,
we have introduced algebraic observability and observable trajectory. It has been
shown that if a given nonlinear dierential algebraic systems with geometric in-
dex one is algebraically controllable, every linearized system along any (periodic)
controllable trajectory is (uniformly) completely controllable. As a dual result,
it has been shown that if a given nonlinear dierential algebraic systems with ge-
ometric index one is algebraically observable, every linearized system along any
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(periodic) observable trajectory is (uniformly) completely observable. Finally, for
dierential algebraic systems which do not distinguish state, input, and output
variables, we have studied dierential atness.
Chapter 4
Trajectory tracking control of
nonlinear systems
As mentioned in interpretation 1 in section 2.2, if a given system is algebraically
controllable and (x(t); u(t)) is a periodic controllable trajectory, we can
design a controller K(t) such that the actual trajectory x(t) locally exponentially
approaches the reference trajectory x(t) by applying a feedforward and state
feedback control
u(t) = u(t) +K(t)(x(t)  x(t)) (4.1)
into system (2.1)-(2.2). To see this, we should simulate the actual trajectory x(t)
of the closed-loop obtained by applying (4.1) into a given system (2.1)-(2.2).
Furthermore, as mentioned in interpretation 2 in section 2.3, if a given system
is algebraically controllable and algebraically observable and (x(t); u(t))
is a periodic controllable and observable trajectory, it is expected that we
can design a controller gain K(t) and an observer gain L(t) such that the actual
trajectory x(t) locally exponentially approaches the reference trajectory x(t) by
applying a feedforward and state-estimate feedback control u(t) = u(t)+K(t)x^
into system (2.1)-(2.2). To see this, we should simulate8>>><>>>:
_x = f(x; u(t) +K(t)x^);
x(t) = x(t)  x(t);
y = C(t)x;
_^x = A(t)x^ +B(t)K(t)x^ + L(t)(y   C(t)x^):
(4.2)
Here, we design a feedback gain K(t) such that the actual trajectory locally
exponentially approaches the reference trajectory by applying (4.1) into system
(2.1)-(2.2). On the other hand, we must design an observer gain L(t) such that
x^(t) exponentially approaches x(t). To this end, we can use the observer gain
proposed in [11]. Concretely, we use
L(t) := (t; kT )P (t)T (t; kT )CT (t) (4.3)
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for all t 2 [kT; (k + 1)T ), T > 0, k = 0; 1; 2;    , where(
_P =  PT (t; kT )CT (t)C(t)(t; kT )P;
P (kT ) = pI > 0;
and where  and p are chosen suciently large. Here, (t; ) denotes the state
transition matrix of the open-loop (2.4).
The aim of this chapter is to demonstrate that trajectory tracking controls of
algebraically controllable and observable systems are easily realized.
4.1 Trajectory generation
This section explains trajectory generation methods for nonlinear system (2.1).
As mentioned in chapter 1, we consider optimal control or atness-based tra-
jectory generation methods. Although dynamic programming and variational
methods as optimal control methods are famous, it is dicult to apply the dy-
namic programming method for general nonlinear system (2.1) because we have to
solve a nonlinear partial dierential equation called a Hamilton-Jacobi-Bellman
equation [84,103]. Thus for a trajectory generation, this section only considers a
variational method and a atness-based trajectory generation method.
4.1.1 Variational method
This subsection elaborates a trajectory generation based on a variational method.






x(t0) = x0; x(t1) = x1: (4.5)
Note that a linear quadratic optimal control in subsection 2.4.2 is a special case





L(x(t); u(t)) + T (t)(f(x(t); u(t))  _x(t))	 dt
and let
H(x; u; ) := L(x; u) + Tf(x; u):
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u  T  _x
)
dt






























Therefore  J = 0 implies that
_ =  @H
@x
(x; u; ); (4.6)
@H
@u
(x; u; ) = 0: (4.7)
We say that Eqs. (2.1), (4.5) (4.6), (4.7) are Euler-Lagrange equations. Hence
we have the following proposition.
Proposition 4.1 Suppose that there exists the optimal control input u(t) 2 Rm,
t0  t  t1 such that (4.4) is minimized. Let x(t) 2 Rn be the corresponding
optimal trajectory. Then there exists (t) 2 Rn such that (2.1), (4.5), (4.6), and
(4.7) are satised.
From now on, let us consider solving Eqs. (2.1), (4.5), (4.6), and (4.7) as
follows.
1. Give (t0).
2. By (4.7), express a control variable u by a state variable x and an adjoint
variable .
3. Solve the initial value problem of (2.1) and (4.6).
4. If jjx(t1) x1jj is suciently small, we nish the simulation. If jjx(t1) x1jj
is not suciently small, modify (t0) and return to step 2.
The above numerical procedure is called a shooting method [84, 103].
From now on, we give a method of modication of (t0). If (t0) changed,
x, , u also change, that is, then x, , u become to x + x,  + , u + u.
Furthermore, x+ x, + , u+ u obey the Euler-Lagrange equations8><>:
d
dt
(x+ x) = f(x+ x; u+ u);
d
dt
(+ ) =  @H
@x
(x+ x; u+ u; + );
@H
@u
(x+ x; u+ u; + ) = 0;
(4.8)
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where (x0) = 0 and (t0) = 0. Let e be suciently small positive number.








 _ =  @
2H
@x2
(x(t); u(t); (t))   @
2H
@x@u










































































































; (t0) = I:





















4.1 Trajectory generation 97
Let E := x(t1)  x1. Then
E = x(t1) = 12(t1)0:
If we put
E =  pE; (4.14)
we have
0 =  p (12(t1)) 1E; (4.15)
where p 2 R+ is a parameter.








(x(0); y(0); (0)) = (x0; y0; 0);
(x(t1); y(t1); (t1)) = (x1; y1; 1):




0@u1 cos u1 sin 
u2
1A ;
(x(0); y(0); (0)) = (x0; y0; 0);
(x(t1); y(t1); (t1)) = (x1; y1; 1);
_3 = 1u1 sin    2u1 cos ;
1(t) = 1(0);
2(t) = 2(0);









Eq. (4.17) implies that
u1 =  1
2
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Thus using the shooting method, let us solve the initial value problem0@ _x_y
_
1A =
0@ 12 cos (1 cos  + 2 sin ) 1
2









(2 cos    1 sin )(1 cos  + 2 sin );
1(t) = 1(0);
2(t) = 2(0);
(1(0); 2(0); 3(0)) = (1;0; 2;0; 3;0):
By a direct calculation, in the case of the example, we have A(t), B(t), C(t)
in (4.13) as follows:
A(t) :=















c(t) :=  1(t) cos((t))u1(t)  2(t) sin((t))u1(t)  (1(t) sin((t))  2(t) cos((t)))2:
(4.23)
Let t0 = 0, t1 = 10, (x0; y0; 0) = (0; 0; 0), (x1; y1; 1) = (4; 3; 2), and 0 =
(10; 10; 0). Then putting the parameter p in (4.15) as 100, we get Fig. 4.1.
However, by using the above method, we cannot generate a trajectory which
connect (x0; y0; 0) = (0; 0; 0) and (x1; y1; 1) = (4; 3; =4) because the numerical
iterative calculation does not converge. In the next subsection, we demonstrate
that if we use a atness-based trajectory generation technique, we can generate
such a trajectory. 
Example 4.2 Let us generate a periodic trajectory of system (2.29). Consider
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(a) The behavior of (x(t); y(t); (t)).
















Figure 4.1: Trajectory generation








(x(t1); y(t1); (t1)) = (x1; y1; 1);
(x(t2); y(t2); (t2)) = (x0; y0; 0):
By solving optimal control problems (4.16) and (4.27), we can obtain a periodic
trajectory with the period t2 of system (2.29). From now on, let us examine it.
Let t1 = 4, t2 = 7, (x0; y0; 0) = (0; 0; 0), (x1; y1; 1) = (4; 3; 2). Then we can get
a trajectory (x(t); y(t); (t); u1(t); u

2(t)) illustrated in Fig. 4.2.
If we apply feedforward control(
u1(t+ 7n) = u

1(t)
u2(t+ 7n) = u

2(t)
0  t < 7; n 2 Z; (4.25)
and if we take an initial condition (x0; y0; 0) = (0; 0; 0), we have a periodic
trajectory with the period 78><>:
x(t+ 7n) = x(t)
y(t+ 7n) = y(t)
(t+ 7n) = (t)
0  t < 7; n 2 Z: (4.26)
We write the above periodic trajectory as (x(t); y(t); (t); u1(t); u

2(t)), again.
Although u1(t) and u

2(t) are discontinuous at t = n and t = 4n, n 2 Z,
100 4. Trajectory tracking control of nonlinear systems














(a) The behavior of (x(t); y(t); (t)).
















Figure 4.2: Periodic trajectory generation
we can consider that (x(t); y(t); (t); u1(t); u

2(t)) is a periodic controllable and
observable trajectory. 
Example 4.3 Let us generate a periodic trajectory of system (2.29). Consider








(x(t1); y(t1); (t1)) = (x1; y1; 1);








(x(t2); y(t2); (t2)) = (x2; y2; 2);
(x(t3); y(t3); (t3)) = (x0; y0; 0):
By solving optimal control problems (4.16), (4.27), and (4.28), we can con-
struct a periodic trajectory with the period t3 of system (2.29). From now
on, let us examine it. Let t1 = 3, t2 = 7, t3 = 10, (x0; y0; 0) = (0; 0; 0),
(x1; y1; 1) = (1; 5; 1), (x2; y2; 2) = (4; 3; 2). Then we can get a trajectory
(x(t); y(t); (t); u1(t); u

2(t)) illustrated in Fig. 4.3.
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(a) The behavior of (x(t); y(t); (t)).



















Figure 4.3: Periodic trajectory generation
If we apply feedforward control(
u1(t+ 10n) = u

1(t)
u2(t+ 10n) = u

2(t)
0  t < 10; n 2 Z; (4.29)
and if we take an initial condition (x0; y0; 0) = (0; 0; 0), we have a periodic
trajectory with the period 108><>:
x(t+ 10n) = x(t)
y(t+ 10n) = y(t)
(t+ 10n) = (t)
0  t < 10; n 2 Z: (4.30)
We write the above periodic trajectory as (x(t); y(t); (t); u1(t); u

2(t)), again.
Although u1(t) and u

2(t) are discontinuous at t = n, t = 3n, and t = 7n, n 2 Z,
we can consider that (x(t); y(t); (t); u1(t); u

2(t)) is a periodic controllable and
observable trajectory. 
4.1.2 Flatness-based trajectory generation method
This subsection elaborates a atness-based trajectory generation method. We
refer to [72]. Suppose that system (2.1) is dierentially at with a at output v.
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where j(t), j = 1;    ; N are basis functions. This reduces the problem
from nding a function in an innite dimensional space to nding a
nite set of parameters.
Suppose that we have available to us an initial state x0 at time t0 and a nal

























Therefore to determine faijg, we should solve the following linear algebraic
equation0BBBBBBBBB@
1(t0) 3(t0)   
1(t1) 3(t1)   
_1(t0) _3(t0)   
_1(t1) _3(t1)   
...










3 (t1)   
1CCCCCCCCCA
0BBB@
a11    am1
a12    am2
a13    am3
...    ...
1CCCA =
0BBBBBBBBB@
v1(t0)    vm(t0)
v1(t1)    vm(t1)
_v1(t0)    _vm(t0)
_v1(t1)    _vm(t1)
...    ...
v
(q)
1 (t0)    v(q)m (t0)
v
(q)
1 (t1)    v(q)m (t1)
1CCCCCCCCCA
:
















Hence system (2.29) is dierentially at with a at output (x; y).
Let t0 = 0 and t1 = T . Now we parameterize (x; y) as follows.(
x(t) = a11 + a12t+ a13t
2 + a14t
3;




To determine a11,    , a14, a21,    , a24 in (4.32), we solve the following linear
equation 0BB@
1 0 0 0
1 T T 2 T 3
0 1 0 0










x(T ) y(T )
_x(0) _y(0)
_x(T ) _y(T )
1CCA :
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Let T = 10, (x(0); y(0); (0)) = (0; 0; 0), (x(T ); y(T ); (T )) = (4; 3; =4).
Since (4.31) must be satised, we assume that _x(0) = 0:1, _y(0) = 0, _x(T ) = 0:1,
_y(T ) = 0:1. Then we have (0) = 0 and (T ) = =4. To determine a11,    , a14,
a21,    , a24 in (4.32), we solve the following linear equation0BB@
1 0 0 0
1 10 100 1000
0 1 0 0


























Hence from (4.31) we have a feedforward control input(
u1(t) =
p





Under (x(0); y(0); (0)) = (0; 0; 0), applying the feedforward control (4.33) into
system (2.29), we have Fig. 4.4.













(a) The behavior of (x(t); y(t); (t)).

















Figure 4.4: Trajectory generation

If a given system is dierentially at, using the above atness-based trajec-
tory generation method, we can generate a trajectory by solving linear algebraic
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equations although if we use variational methods, we have to solve nonlinear ordi-
nary dierential equations. Moreover, if a given system is dierentially at and a
reference trajectory is given, we can directly calculate an appropriate feedforward
control by denition 2.10 of dierential atness.
Remark 4.1 Note that the above atness-based trajectory generation method
does not guarantee to generate an optimal trajectory. However, there are some
works on a atness-approach which guarantees optimality [19, 67, 68, 98]. Refer-
ence [98] has pointed out that a atness-approach frequently converts the origi-
nal convex constraints to non-convex constraints. To resolve the problem, refer-
ences [67, 68] have studied convex approximations of the non-convex constraints
inspired by [19]. 
4.2 Tracking control of algebraically controllable
and observable systems
This section shows that a two-degree-of-freedom control is useful for a trajectory
tracking control of algebraically controllable and observable systems. For sim-
plicity, the following nonholonomic mobile robot as shown in Fig. 2.1 is studied
because the mathematical model is algebraically controllable and observ-














where (x; y) and  denote the wheel-axis-center position and the orientation of
the robot, respectively, and u1 and u2 denote the translational and rotational ve-
locities, respectively. Here (x; y; ) and (u1; u2) denote state and input variables,
respectively.




5 such that u1(t) is bounded on R, and u

1(t) 6= 0 and (t) 6= n2 for almost
all t 2 R, n 2 Z is a (periodic) controllable and observable trajectory.
Hence if (x(t); y(t); (t); u1(t); u

2(t)) is such a trajectory, and if we consider
(x(t); y(t); (t)) as a reference trajectory, it is expected that we can design
a controller such that the actual trajectory (x(t); y(t); (t)) locally exponentially
approaches the reference trajectory (x(t); y(t); (t)). From now on, we examine
it.
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4.2.1 Feedback controller design based on LQ optimal con-
trol
In order to design a controller such that the actual trajectory locally exponentially
approaches the reference trajectory, let us design a feedback controller based on
LQ optimal control explained in subsection 2.4.2.










As shown in example 4.4, since system (4.34) is dierentially at with a at
output (x; y), we can design a feedforward control. In fact, by relation (4.31), an
appropriate feedforward control (u1(t); u

2(t)) is derived as(
u1(t) = !
p
sin2(!t) + 4 cos2(2!t);
u2(t) = 2!




We note that the trajectory (x(t); y(t); (t); u1(t); u

2(t)) is a periodic control-
lable and observable trajectory. Linearizing system (4.34) along the periodic









































By theorems 2.6 and 2.11, linearized system (4.37) is completely controllable and
completely observable. Thus the Riccati equation (2.61) has the unique positive
denite periodic solution [3,4]. We put R(t) in (2.59) as R(t) = 1
5
I2. Let ! := 2.




into (4.37), the origin of the resulting closed-loop is exponentially stable [3, 4].
Then as mentioned in interpretation 2.3, if we apply a feedforward and feedback
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control





into system (4.34), the actual trajectory (x(t); y(t); (t)) locally exponentially
approaches the reference trajectory (x(t); y(t); (t)). To see this, applying
(4.38) into system (4.34), we simulate the actual trajectory (x(t); y(t); (t)) of
the resulting closed-loop. Fig. 4.5 illustrates the behavior of the resulting closed-
loop under (x(0); y(0); (0)) = (0:6; 0:5; 
2
+ 0:1) although (x(0); y(0); (0)) =
(1; 0; =2). We can see that the actual trajectory (x(t); y(t); (t)) exponentially
approaches the reference trajectory (x(t); y(t); (t)).











(a) The behavior of (x(t); y(t)).












(b) The behavior of (t).
Figure 4.5: The behavior of the resulting closed-loop
On the other hand, if ! := 1, system (4.41) has the period 2. Unfortunately,
by using the periodic generator method explained in subsection 2.4.2, we can-
not numerically solve the Riccati equation (2.61) because the method is highly
sensitive due to the ill-conditioning of linear Hamiltonian ODE (2.62). Thus in
general, we cannot use the periodic generator method in the case of a large period.
If we have to solve the Riccati equation (2.61) which has a large period, we should
use another numerical method such as themultiple shooting method [27,110].
Case 2: Let a reference trajectory of system (4.34) be (4.26). Assume that
(x(t); y(t); (t); u1(t); u

2(t)) is dened by (4.25)-(4.26). Then as mentioned
in example 4.2, (x(t); y(t); (t); u1(t); u

2(t)) is periodic controllable and
observable trajectory of system (4.34). Linearizing system (4.34) along the
periodic controllable trajectory (x(t); y(t); (t); u1(t); u

2(t)), we have (4.37).
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By theorems 2.6 and 2.11, linearized system (4.37) is completely controllable and
completely observable. Thus the Riccati equation (2.61) has the unique positive
denite periodic solution [3, 4]. We put R(t) in (2.59) as R(t) = 10I2. Then as
mentioned in interpretation 2.3, if we apply a feedforward and feedback control







into system (4.34), the actual trajectory (x(t); y(t); (t)) locally exponentially
approaches the reference trajectory (x(t); y(t); (t)). To see this, applying
(4.39) into system (4.34), we simulate the actual trajectory (x(t); y(t); (t)) of
the resulting closed-loop. Fig. 4.6 illustrates the behavior of the resulting closed-
loop under (x(0); y(0); (0)) = (3; 1; 1) although (x(0); y(0); (0)) = (0; 0; 0).
We can see that the actual trajectory (x(t); y(t); (t)) exponentially approaches
the reference trajectory (x(t); y(t); (t)).














(a) The behavior of (x(t); y(t)).










(b) The behavior of (t).
Figure 4.6: The behavior of the resulting closed-loop
Case 3: Let a reference trajectory of system (4.34) be (4.30). Assume that
(x(t); y(t); (t); u1(t); u

2(t)) is dened by (4.29)-(4.30). Then as mentioned
in example 4.3, (x(t); y(t); (t); u1(t); u

2(t)) is periodic controllable and
observable trajectory of system (4.34). Linearizing system (4.34) along the
periodic controllable trajectory (x(t); y(t); (t); u1(t); u

2(t)), we have (4.37).
By theorems 2.6 and 2.11, linearized system (4.37) is completely controllable and
completely observable. Thus the Riccati equation (2.61) has the unique positive
denite periodic solution [3, 4]. We put R(t) in (2.59) as R(t) = 140I2. Then as
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mentioned in interpretation 2.3, if we apply a feedforward and feedback control







into system (4.34), the actual trajectory (x(t); y(t); (t)) locally exponentially
approaches the reference trajectory (x(t); y(t); (t)). To see this, applying
(4.40) into system (4.34), we simulate the actual trajectory (x(t); y(t); (t)) of
the resulting closed-loop. Fig. 4.7 illustrates the behavior of the resulting closed-
loop under (x(0); y(0); (0)) = (4; 2; 1) although (x(0); y(0); (0)) = (0; 0; 0).
We can see that the actual trajectory (x(t); y(t); (t)) exponentially approaches
the reference trajectory (x(t); y(t); (t)).













(a) The behavior of (x(t); y(t)).














(b) The behavior of (t).
Figure 4.7: The behavior of the resulting closed-loop
4.2.2 Feedback controller design based on LMI
As mentioned in subsection 4.2.1, if linearized system (4.37) has a large period,
it is dicult to apply a feedback controller design based on LQ optimal control.
However, we can also use a linear matrix inequality (LMI) technique [6] to
design a stabilizing feedback controller. For system (4.37), it is not easy to apply
an LMI technique. Thus we transform a coordinate of (4.37) such as0@e1e2
e3
1A =
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Then system (4.37) is transformed into
_e =












We note that linear system (4.41) has been derived from (4.34) in example
2.9. If we apply a feedback control u = K(t)e to system (4.41), then we have
the closed-loop
_e = (A(t) + BK(t))e: (4.42)
In example 2.9, we have shown that system (4.41) is uniformly completely control-
lable if (x(t); y(t); (t); u1(t); u

2(t)) is a periodic controllable trajectory. Hence
as mentioned in section 2.1, we can design a feedback gain K(t) such that e = 0
of (4.42) is exponentially stable. For simplicity, let us consider to nd a constant
gain K such that e = 0 of (4.42) is exponentially stable instead of a time varying
gain K(t)
Let P 2 R33 be a positive denite symmetric matrix. To analyze stability
of the origin of system (4.42), we introduce
V (e) := eTPe: (4.43)







(A(t) +BK)e = 2eTP (A(t) +BK)e:




(t; e)   2rV (e) (4.44)
for all e 2 R3 and for all t  0, the origin of system (4.42) is exponentially
stable [48]. Clearly, we have the following sucient condition for (4.44) to hold.
Lemma 4.1 Suppose that r > 0 is given. If there exist 0 < P 2 R33 and
K 2 R23 such that
P (A(t) +BK) + (A(t) +BK)TP   2rP for all t  0; (4.45)
then (4.44) holds.
In the above lemma, (4.45) is not a linear matrix inequality (LMI). Multiplying
~P := P 1 from the left and right of (4.45), we have an LMI condition for (4.44)
to hold as follows.
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Lemma 4.2 Suppose that r > 0 is given. If there exist 0 < ~P 2 R33 and
Y 2 R23 such that
A(t) ~P +BY + ~PAT (t) + Y TBT   2r ~P for all t  0; (4.46)
then (4.44) holds.
In order to numerically check whether or not (4.46) holds, we relax the innite
number of LMI constraints into a nite number of LMI constraints. Suppose that
ui (t), i = 1; 2 are bounded for all t  0. Then there exist ui;inf and ui;sup, i = 1; 2



























where i(t)  0, i = 1;    ; 4, and 1(t) +   4(t) = 1. Hence we obtain
A(t) = 1(t)



























Ai ~P +BY + ~PA
T
i + Y
TBT   2r ~P ; i = 1;    ; 4 (4.50)
are a sucient condition for (4.46) to hold, we have the following theorem:
Theorem 4.2 Suppose that ui (t), i = 1; 2 are bounded on R. Let u

i;inf :=
inffui (t) j t  0g and ui;sup := supfui (t) j t  0g. Moreover, suppose that r > 0
is given. If there exist 0 < ~P 2 R33 and Y 2 R23 such that (4.50) holds, then
the feedback gain K := Y ~P 1 exponentially stabilizes the origin of system (4.42).
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Simulations: State feedback
By solving LMIs (4.50), we can obtain a feedback gain K such that the origin of
closed-loop (4.42) is exponentially stable. Then as mentioned in subsection 2.5,
if we apply a feedforward and feedback control
u(t) = u(t) +Ke (4.51)
into system (4.34), the actual trajectory (x(t); y(t); (t)) locally exponentially
approaches the reference trajectory (x(t); y(t); (t)). To see this, applying
(4.51) into system (4.34), we simulate the actual trajectory (x(t); y(t); (t)) of




0B@cos  0sin  0
0 1
1CA (u(t) +Ke) ;
e(t) =







Case 1: Let a reference trajectory of system (4.34) be (4.35). Then an appro-
priate feedforward control (u1(t); u

2(t)) is derived as (4.36). Since(
1:3  u1(t)  4:5;
 12  u2(t)  12
on R, we put u1;inf = 1:3, u

1;sup = 4:5, u

2;inf =  12, u2;sup = 12. Then under






Fig. 4.8 illustrates the behavior of closed-loop (4.52) by using the feedback gain
(4.53) under (x(0); y(0); (0)) = (0:6; 0:5; 
2
+0:1) although (x(0); y(0); (0)) =
(1; 0; =2). We can see that the actual trajectory (x(t); y(t); (t)) exponentially
approaches the reference trajectory (x(t); y(t); (t)). Moreover, Fig. 4.9 illus-
trates feedback signals of the LQ optimal control and the LMI methods. We can
see that the LMI method uses large signals compared to the LQ optimal control
method.
Next, let ! := 0:34. Then since linearized system (4.37) has a large period,
by using the periodic generator method, we cannot design a feedback controller
based on LQ optimal control. However, we can design a feedback controller based
on LMI. In fact, since (
0:2  u1(t)  0:8;
 2  u2(t)  2
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on R, we put u1;inf = 0:2, u

1;sup = 0:8, u

2;inf =  2, u2;sup = 2. Then under






Fig. 4.10 illustrates the behavior of closed-loop (4.52) by using the feedback gain
(4.54) under (x(0); y(0); (0)) = ( 0:65; 2:79; 1:30) although
(x(0); y(0); (0)) = (1; 0; =2).
We can see that the actual trajectory (x(t); y(t); (t)) exponentially approaches
the reference trajectory (x(t); y(t); (t)).










where ! := 0:2. By relation (4.31), an appropriate feedforward control (u1(t); u

2(t))
is derived as (
u1(t) = !
p
4 cos2(2!t) + 9 cos2(3!t);
u2(t) = 6!




We note that the trajectory (x(t); y(t); (t); u1(t); u

2(t)) is a periodic con-
trollable and observable trajectory. Since(
0:18  u1(t)  0:73;
 2:1  u2(t)  0
on R, we put u1;inf = 0:18, u1;max = 0:73, u2;inf =  2:1, u2;sup = 0. Then under






We note that the form of K does not correspond with that of a feedback gain pro-
posed in reference [51]. Fig. 4.11 illustrates the behavior of closed-loop (4.52) by
using the feedback gain (4.57) under (x(0); y(0); (0)) = (0:8804; 4:1954; 0:7053)
although (x(0); y(0); (0)) = (0; 0; 0:9828).
We can see that the actual trajectory (x(t); y(t); (t)) exponentially approaches
the reference trajectory (x(t); y(t); (t)).
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(a) The behavior of (x(t); y(t)).












(b) The behavior of (t).
Figure 4.8: The behavior of the resulting closed-loop.
























Figure 4.9: Feedback signals of LQ optimal control and LMI methods.














(a) The behavior of (x(t); y(t)).












(b) The behavior of (t).
Figure 4.10: The behavior of the resulting closed-loop.
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(a) The behavior of (x(t); y(t)).











(b) The behavior of (t).
Figure 4.11: The behavior of the resulting closed-loop.
Case 3: Let us go back to example 4.4. That is, let a reference trajectory of
system (4.34) be 8>><>>:
x(t) = 0:1t+ 0:09t2   0:006t3;








on [0; 10]. The corresponding feedforward control is given by (4.33). We note that
the trajectory (x(t); y(t); (t); u1(t); u

2(t)) is a controllable and observable
trajectory if the trajectory is dened on R.
In contrast to the cases 1 and 2, the reference trajectory of this case has been
only dened on [0; 10]. To apply theorem 4.2, we consider that u1(t) and u

2(t)
are dened on R and (
0:1  u1(t)  0:7;
0  u2(t)  1:6
(4.59)
onR although actually (4.59) is satised only on [0; 10]. Thus, we put u1;inf = 0:1,
u1;sup = 0:7, u

2;inf = 0, u







Fig. 4.12 illustrates the behavior of closed-loop (4.52) by using the feedback gain
(4.60) under (x(0); y(0); (0)) = (0:5; 0:4; 0:2) although (x(0); y(0); (0)) =
(0; 0; 0).
We can see that the actual trajectory (x(t); y(t); (t)) exponentially approaches
the reference trajectory (x(t); y(t); (t)).
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(a) The behavior of (x(t); y(t)).












(b) The behavior of (t).
Figure 4.12: The behavior of the resulting closed-loop.
Simulations: State-estimate feedback
If the available signal in system (4.34) is only output signal (y1; y2), we cannot
use the control (4.51). Alternatively we need to design an appropriate state
observer. In this case, to see exponential stability of the reference trajectory




0B@cos  0sin  0
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1CA (u(t) +Ke^) ;
e(t) =



























where L(t) is dened by (4.3).
Case 1: Let a reference trajectory of system (4.34) be (4.35), where ! := 0:34. By
relation (4.31), an appropriate feedforward control (u1(t); u

2(t)) is given by (4.36).
In this case, we have a feedback gain (4.54). Let T = 20,  = 50, p = 10. Fig. 4.13
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illustrates the behavior of closed-loop (4.61) by using the feedback gain (4.54)
under (x(0); y(0); (0)) = (1:2; 0:1; =2   0:2) although (x(0); y(0); (0)) =
(1; 0; =2).













(a) The behavior of (x(t); y(t)).














(b) The behavior of (t).
Figure 4.13: The behavior of the resulting closed-loop.
Case 2: Let a reference trajectory of system (4.34) be (4.55), where ! := 0:2. By
relation (4.31), an appropriate feedforward control (u1(t); u

2(t)) is given by (4.56).
In this case, we have a feedback gain (4.57). Fig. 4.14 illustrates the behavior of
closed-loop (4.61) by using the feedback gain (4.57) under (x(0); y(0); (0)) =
( 0:2; 0:3; 0:7828) although (x(0); y(0); (0)) = (0; 0; 0:9828).













(a) The behavior of (x(t); y(t)).











(b) The behavior of (t).
Figure 4.14: The behavior of the resulting closed-loop.
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Case 3: Let a reference trajectory of system (4.34) be (4.58) on [0; 10]. By
relation (4.31), an appropriate feedforward control (u1(t); u

2(t)) is given by (4.33).
In this case, we have a feedback gain (4.60). Fig. 4.15 illustrates the behavior of
closed-loop (4.61) by using the feedback gain (4.60) under (x(0); y(0); (0)) =
( 0:3; 0:4; 0:1) although (x(0); y(0); (0)) = (0; 0; 0).













(a) The behavior of (x(t); y(t)).














(b) The behavior of (t).
Figure 4.15: The behavior of the resulting closed-loop.
4.3 Tracking control of algebraically controllable
and observable DAS
This section shows that a two-degree-of-freedom control is useful for a trajectory
tracking control of algebraically controllable and observable DAS with geometric
index For simplicity, the following simple circuit model as shown in Fig. 3.1 is
studied because the mathematical model is algebraically controllable and










0 = ce+ I0(exp(ke)  1) + i2   i1;
y = i1;
(4.62)





4 of system (4.62) such that exp(ke(t)) is bounded on R is a (periodic)




is such a trajectory, and if we consider (i1(t); i

2(t); e
(t)) as a reference trajec-
tory, it is expected that we can design a controller such that the actual trajec-




(t)). From now on, we examine it.
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0 = e+ (exp(e)  1) + i2   i1;
y = i1;
: (4.63)
To design a controller such that the actual trajectory locally exponentially ap-





































where i1; := i1(t)  i1(t), i2;(t) := i2(t)  i2(t), u(t) := u(t)  u(t).
4.3.1 Feedback controller design based on LQ optimal con-
trol
In order to design a controller such that the actual trajectory locally exponentially
approaches the reference trajectory, let us design a feedback controller based on
LQ optimal control explained in subsection 2.4.2. Let a reference trajectory of
system (4.63) be 8><>:




As shown in example 3.2, since system (4.63) is dierentially at with a at
output i2, we can design a feedforward control. In fact, by relation (3.24), an
appropriate feedforward control u(t) is derived as
u(t) = 2 cos(t)  sin(t)(1 + exp(cos(t))): (4.67)
We note that the trajectory (i1(t); i

2(t); e
(t); u(t)) is a periodic controllable
and observable trajectory. We put R(t) in (2.59) as R(t) = 5. Then since lin-
earized system (4.64)-(4.65) is completely controllable and completely observable,
the Riccati equation (2.61) has the unique positive denite periodic solution [3,4].
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into (4.64)-(4.65), the origin of the resulting
closed-loop is exponentially stable [3, 4]. Then as mentioned in section 2.1, if we
apply a feedforward and feedback control










into system (4.63), the actual trajectory (i1(t); i2(t); e(t)) locally exponentially
approaches the reference trajectory (i1(t); i

2(t); e
(t)). To see this, applying
(4.68) into system (4.63), we simulate the actual trajectory (i1(t); i2(t); e(t))
of the resulting closed-loop. Fig. 4.16 illustrates the behavior of the result-
ing closed-loop by applying under (i1(0); i2(0)) = (exp(1) + 1:5; 1) although
(i1(0); i

2(0)) = (exp(1); 0), where e(0) was calculated from the third algebraic
equation in (4.76) by the Newton method.

















Figure 4.16: The behavior of (i1(t); i2(t); e(t)).
4.3.2 Feedback controller design based on LMI
If linearized system (4.64)-(4.65) has a large period, it is dicult to apply a
feedback controller design based on LQ optimal control. However, we can also
use a linear matrix inequality (LMI) technique [6] to design a stabilizing feedback
controller.
If we apply a feedback control u = K(t)i to system (4.64)-(4.65), then we
have the closed-loop
_i = (A(t) + BK(t))i: (4.69)
In examples 3.3, we have shown that system (4.63) is uniformly completely con-
trollable if (i1(t); i

2(t); e
(t); u(t)) is a periodic controllable trajectory. Hence as
mentioned in section 2.1, we can design a feedback gain K(t) such that i = 0 of
(4.69) is exponentially stable. For simplicity, let us consider to nd a constant
gain K such that i = 0 of (4.69) is exponentially stable instead of a time varying
gain K(t)
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Let P 2 R22 be a positive denite symmetric matrix and to analyze stability
of the origin of system (4.69), we introduce
V (i) := i
T
 Pi: (4.70)







(A(t) +BK)i = 2i
T
 P (A(t) +BK)i:




(t; i)   2rV (i) (4.71)
for all i 2 R2 and for all t  0, the origin of system (4.69) is exponentially
stable [48].
If A(t) can be expressed by A(t) = A + A(t), where jjA(t)jj   for all




(t; i) = i
T
 (P (A+BK) + (A+BK)
TP )i + 2i
T
 PAi
 iT (P (A+BK) + (A+BK)TP + PA +TAP )i
= ~iT (A ~P +BY + ~PA
T + Y TBT +A ~P + ~P
T
A)~i; (4.72)
where ~P := P 1, i = ~P~i, Y := K ~P . Now suppose that
~P < I: (4.73)
Then since









(t; i)  ~iT (A ~P +BY + ~PAT + Y TBT + 2I)~i:
Hence if there exists r > 0 such that
A ~P +BY + ~PAT + Y TBT + 2I   2r ~P; (4.74)
then (4.71) holds. In summary, we have the following theorem.
Theorem 4.3 Suppose that A(t) can be expressed by A(t) = A + A(t) and
r > 0 is given, where jjA(t)jj   for all t  0. If there exist 0 < ~P 2 R22,
Y 2 R12,  > 0 such that (4.73) and (4.74) are satised, then the feedback gain
K := Y ~P 1 exponentially stabilizes the origin of system (4.69).
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Simulation: State feedback
By solving LMIs (4.73)-(4.74), we can obtain a feedback gain K such that the
origin of closed loop (4.69) is exponentially stable. Then as mentioned in section
2.1, if we apply a feedforward and feedback control
u(t) = u(t) +Ki (4.75)
into system (4.69), the actual trajectory (i1;(t); i2;(t); e(t); u(t)) locally exponen-
tially approaches the reference trajectory (i1;(t); i

2;(t); e
(t); u(t)). To see this,
applying (4.75) into system (4.63), we simulate the actual trajectory (x(t); y(t); (t))
of the resulting closed-loop. In this case, we should simulate8><>:
di1
dt




0 = e+ (exp(e)  1) + i2   i1
: (4.76)








; jjA(t)jj  1
2
for all t  0;
we can apply theorem 4.3. In fact, under r = 0:1, we got a feedback gain
K =
  8:1130  4:4997 : (4.77)
Fig. 4.17 illustrates the behavior of closed-loop (4.62) by using the feedback
gain (4.77) under (i1(0); i2(0)) = (exp(1) + 1:5; 1) although (i1(0); i2(0)) =
(exp(1); 0), where e(0) was calculated from the third algebraic equation in (4.76)
by the Newton method.

















Figure 4.17: The behavior of (i1(t); i2(t); e(t)).
Moreover, Fig. 4.18 illustrates feedback signals of the LQ optimal control in
subsection 4.3.1 and the LMI method. We can see that the LMI method uses
large signals compared to the LQ optimal control method.
122 4. Trajectory tracking control of nonlinear systems

















Figure 4.18: Feedback signals of LQ optimal control and LMI methods.
Simulation: State-estimate feedback
If the available signal in system (4.76) is only output signal y, we cannot use the
control (4.75). Alternatively we need to design an appropriate state observer. In











0 = e+ exp(e)  1 + i2   i1;
y = i1   i1(t);
d^i
dt
= (A(t) + BK )^i + L(t)(y   i^1;);
(4.78)
where L(t) is dened by (4.3).
Let a reference trajectory of system (4.62) be (4.66). By relation (3.24), an
appropriate feedforward control u(t) is given by (4.67). In this case, we have a
feedback gain (4.77). Let T = 5,  = 50, p = 15. Fig. 4.19 illustrates the behavior
of closed-loop (4.78) by using the feedback gain (4.77) under (i1(0); i2(0)) =
(exp(1)+1:5; 1) although (i1(0); i2(0)) = (exp(1); 0), where e(0) was calculated
from the third algebraic equation in (4.76) by the Newton method.

















Figure 4.19: The behavior of (i1(t); i2(t); e(t)).
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4.4 Summary
We have elaborated the dierence between variational and atness-based tra-
jectory generation methods. Moreover, using nonholonomic mobile robot and
simple circuit examples, we have demonstrated that LQ optimal control and LMI
methods are useful to design for a trajectory tracking control of algebraically
controllable and observable systems. The results of simulations have shown that
large initial errors are allowed for the proposed control strategies. An estimation




This thesis has given a class of nonlinear systems and reference trajectories such
that trajectory tracking controls are easily realized. We summarize the contribu-
tions of the thesis.
 In chapter 2, we have shown that if a given nonlinear system is algebraically
controllable (observable), every linearized system along any periodic con-
trollable (observable) trajectory is uniformly completely controllable (ob-
servable). Moreover, we have explained that if a given system is alge-
braically controllable and observable, a linear quadratic optimal control
method is useful to design a feedback controller such that the actual tra-
jectory asymptotically approaches the reference trajectory. Furthermore,
we have proven that the concepts of algebraic controllability and accessibil-
ity are equivalent, and for nonlinear mechanical control systems, we have
provided a reduction condition for examining whether or not the system is
algebraically controllable.
 In chapter 3, we have also introduced algebraic controllability and algebraic
observability of nonlinear dierential algebraic systems (DAS) with geomet-
ric index one. We have shown that if a given nonlinear DAS with geometric
index one is algebraically controllable (observable), every linearized system
along any periodic controllable (observable) trajectory is uniformly com-
pletely controllable (observable). Moreover, we have given the denition
of dierential atness of DAS which does not distinguish state, input, and
output variables, and provided how to produce other at outputs from one
at output.
 In chapter 4, we have claried the dierence between variational and atness-
based trajectory generation methods. Moreover, using a nonholonomic mo-
bile robot and a simple circuit model, we have demonstrated that trajectory
tracking controls of algebraically controllable and algebraically observable
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systems are easily realized. The results of simulations have shown that large
initial errors are allowed for the proposed control strategies.
The following questions are open problems.
 The key concepts of controllable trajectory and observable trajectory re-
volve about piecewise smooth functions. How can we extend the concepts
of the trajectories?
 Simulation results in chapter 4 have shown that large initial errors are
allowed for the proposed control strategy which is composed of a feedfor-
ward control and a linear feedback control. This is valuable for practical
applications because a linear feedback controller is simple compared with
nonlinear feedback controllers. Thus it is important to examine how initial
errors are allowed. In order to investigate it, we have to study the domain
of attraction of a closed-loop nonlinear time varying error system such as
(2.7). Although Lyapunov function approaches can be applied to an es-
timation of the domain of attraction [12, 48], in general, it is dicult to
construct a Lyapunov function for a nonlinear time varying system. Hence
it is also desirable to develop another approach. For example, how can we
expand numerical analysis approaches for time invariant systems based on
references [92{94,106,107] into time varying systems?
Appendix A
Algebra
For the convenience of readers, we summarize some results of algebra. In particu-
lar, the contents of the appendix are applied in appendix B. We refer to [15,37,38].
Let G be a set together with a binary operation  : GG! G. The set G is
called a semi-group if
(a  b)  c = a  (b  c)
for all a; b; c 2 G. In addition, if the semi-group G has the identity element,
that is, there exists an element e 2 G such that
a  e = e  a = a
for all a 2 G, G is called a monoid. Furthermore, for each a 2 G, if the monoid
G has the inverse element, that is, there exists b 2 G such that
a  b = b  a = e;
the monoid G is called a group. Moreover, if the group G satises
a  b = b  a;
for all a; b 2 G, the group G is called an Abelian group.
Let R be a set together with two binary operations + : R  R ! R and
 : RR! R. The set R is called a ring if R is an Abelian group and a monoid
under + and , respectively, and for all a; b; c 2 R,
a  (b+ c) = a  b+ a  c;
(b+ c)  a = b  a+ c  a:
The ring R is called a domain if for all r1, r2 2 R,
r1r2 = 0) r1 = 0 or r2 = 0:
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Furthermore, if the ring R satises
a  b = b  a
for all a; b 2 R, the ring R is called a commutative ring.
Let F be a ring together with two binary operations + : R  R ! R and
 : R  R ! R. The ring F is called a skew eld if F has the inverse element
for all a 2 Fnf0g. The set F is called a eld if F is a commutative ring and a
skew eld.
Let R be a ring. An abelian groupM together with an operation RM !M
is called a left R-module if for all a; b 2 R and for all x; y 2M ,
1. 1R  x = x,
2. a(x+ y) = ax+ ay,
3. (a+ b)x = ax+ bx,
4. (ab)x = a(bx).
Similarly, a right R-module is dened. An element m 2 M is called torsion if
there exists 0 6= r 2 R such that rm = 0. The module M is called torsion if
any element in M is torsion. The module M is called torsion-free if it has no
torsion elements except zero, that is, for all r 2 R, m 2M , we have
rm = 0) r = 0 or m = 0:
Let M be a left R-module and X  M . The set X is called system of gen-
erators of M if M =
P
x2X Rx. In particular, if we can take X from a nite
set, M is called nitely generated. A subset X  M is called R-linearly
independent if all m1;    ;mk 2 X, k  1 satisfy
r1m1 +   + rkmk = 0 , r1 =    = rk = 0
A subset X M is called a basis of M if
1. X is a system of generators,
2. X is R-linearly independent.
A left R-module M is called free if M has a basis. Consider fMi j i 2 Ig, where
Mi are left R-modules, and M := i2IMi. For any (xi)i2I , (yi)i2I 2 M and
a 2 R, we dene
1. (xi)i2I + (yi)i2I = (xi + yi)i2I ,
2. a  (xi)i2I = (axi)i2I .
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Then M becomes a left R-module and M is called a direct product of fMi j i 2
Ig.
Let R be a ring and M , N left R-modules. A map  : M ! N is called an
R-homomorphism if for any x; y 2M and a 2 R,
1. (x+ y) = (x) + (y),
2. (ax) = a(x).
Let
HomR(M;N) := f :M ! N j isR-homomorphismg :
For ;  2 HomR(M;N), we dene +  :M ! N as
(+  )(x) := (x) +  (x):
Then + 2 HomR(M;N). Furthermore, we dene   :M ! N as ( )(x) :=
 ((x)). Then HomR(M;N) becomes an Abelian group. An R-homomorphism
 :M ! N is called an R-isomorphism if  is injective and surjective. If there
exists an R-isomorphism from M to N , we write M = N .
LetM be a leftR-module and L M . The set L is called a leftR-submodule
of M if
1. x; y 2 L) x+ y 2 L,
2. a 2 R, x 2 L) ax 2 L.
Similarly, a right R-submodule is dened. Consider fMi j i 2 Ig, where Mi are





xi = 0 except for nite number of xj	 :
The set
L
i2IMi is a left R-submodule of i2IMi and is called a direct sum. We
note that R is a left and right R-module. A left R-submodule of R is called a left
ideal. Similarly, a right ideal is dened. For an R-homomorphism  :M ! N ,
Ker() := fx 2M j(x) = 0g ;
Im() := f(x) j x 2Mg
are submodules of M and N , respectively. We note that any left R-module M
has submodules f0g and M . These submodules are called trivial submodules.
A non-zero left R-module M is called simple if all submodules of M are trivial
submodules. A left R-module M is called a left Noetherian module if the
following equivalent conditions are satised:
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1. Every ascending chain M0  M1     of left submodules in M must
become stationary.
2. Every left submodule N in M is nitely generated.
3. Every non-empty family of left submodules in M has a maximal element.
A ring R is called a left Noetherian ring if the ring is a left Noetherian module
as a left module.
We say that a ring R has the left Ore property [85, 86] if for any 0 6=
r1; r2 2 R, there exist 0 6= r01; r02 2 R such that r01r1 = r02r2. Similarly, the right
Ore property is dened. We note that if R is a commutative ring, R has the left
and right Ore property.
The following propositions are used in appendix B.
Proposition A.1 A nitely generated left module over a left Noetherian ring is
a Noetherian module.
Proposition A.2 If R is a left Noetherian domain, then it has the left Ore
property.







Then we have an ascending chain I0  I1     , which must become stationary































Hence In = In 1, contradicting the minimality of n. 2
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Proposition A.3 A domain R admits a eld of left fractions
K =

r 1s j r; s 2 R; r 6= 0	
if and only if R has the left Ore property.
Proof Suppose that R admits a eld of left fractions K. Then for any r, s 2 R,
r 6= 0, we have (
s = 1 1s;
r 1 = r 11:
Thus r 1, s 2 K. Since K is a eld, sr 1 2 K. Hence there exist r1, s1 2 R,
r1 6= 0 such that sr 1 = r 11 s1. Thus
r1s = s1r:
Therefore all r, s 2 R, r 6= 0 have a left common multiple. In addition, since R
is a domain, n 6= 0 implies that n1 6= 0. Thus R has the left Ore property.
Conversely, let R be a left Ore domain, and R := Rnf0g. We dene a relation
on R R by
(r1; s1)  (r2; s2) :, for some c1; c2 2 R; c1r1 = c2r2 implies c1s1 = c2s2:
This is an equivalence relation. Let
K := (R R)= = f[(r; s)] j (r1; s1)  (r2; s2) for all (r1; s1); (r2; s2) 2 [(r; s)]g :
We dene the multiplication on K by
[(r1; s1)]  [(r2; s2)] := [(ar1; bs2)];
where as1 = br2, a 6= 0. This is well-dened. Let 0K := [(1; 0)] = [(r; 0)] for all
r 6= 0, and 1K := [(1; 1)] = [(r; r)] for all r 6= 0. Then for all k 2 K,(
0K  k = k  0K = 0K ;
1K  k = k  1K = k:
For all 0K 6= [(r; s)] 2 K, there exists an inverse element. In fact,(
[(r; s)]  [(s; r)] = [(ar; br)] = [(ar; ar)] = 1K ;
[(s; r)]  [(r; s)] = [(as; bs)] = [(as; as)] = 1K :
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To dene the addition on K, it suces to dene k + 1K for all k 2 K because
the addition of all k; l 2 K can be dened by
k + l :=
(
k (l = 0K);
l(l 1k + 1K) (l 6= 0K):
So, we set
k + 1K = [(r; s)] + [(1; 1)] := [(r; s+ r)]:
Hence K becomes a eld, and we have an injective ring homomorphism
R! K; r 7! [(1; r)]:
Identifying R with its image under this map, we have for all r 6= 0,
r 1s = [(1; r)] 1  [(1; s)] = [(r; 1)]  [(1; s)] = [(r; s)]:
Therefore an element of K as constructed can be identied with a left fraction of
elements of R. 2
Let M be a left R-module and N a submodule of M . We dene  as follows.
For allx; y 2M; x  y :, x  y 2 N:
The relation  is an equivalence relation onM and the equivalence class of x 2M
is expressed by
x+N := fx+ z j z 2 Ng:
Moreover, we dene
M=N := fx+N jx 2Mg
and for all x+N; y +N 2M=N and a 2 R,
1. (x+N) + (y +N) := (x+ y) +N ,
2. a(x+N) := ax+N .
Then M=N becomes a left R-module and the module is called a quotient mod-
ule.
Appendix B
Algebraic linear system theory
For the convenience of readers, we summarize some results of algebraic linear
system theory based on reference [117, 118]. Let D be a ring and let F be a left
D-module. Let
B := fw 2 F q jRw = 0g
be a behavior [111{113], where R 2 Dgq. Let the system module
M := D1q=  D1gR :
According to the Malgrange isomorphism [71], the group isomorphism
B = HomD(M;F); w 7! w
holds, where w : M ! F , x +M 7! xw for all x 2 D1q. We note that the
Malgrange isomorphism relates the analytic object B and the algebraic objectM.
LetM1,M2,M3 be left D-modules and let f1 :M1 !M2 and f2 :M2 !M3
be D-homomorphisms. A sequence
M1 f1 !M2 f2 !M3 (B.1)
is called exact if Imf1 = Kerf2. A left D-module F is called injective if
HomD(;F) is an exact contravariant functor, that is, for left D-modules M1,
M2, M3, if (B.1) is exact, then
HomD(M1;F) HomD(f1;F)         HomD(M2;F) HomD(f2;F)         HomD(M3;F); (B.2)
is also exact, where
HomD(f;F) : HomD(M2;F)! HomD(M1;F);  7!   f:
Furthermore, a left D-module F is called injective cogenerator if exactness of
(B.1) and (B.2) are equivalent.
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B.1 Autonomy
In this section, we assume that the left D-module F is injective cogenerator. Let
us consider the projection of the behavior B onto the i-th component
i : B ! F ; w 7! wi:
The variable wi is called free variable of B if i is surjective. The behavior B
is called autonomous if it admits no free variables.
Lemma B.1 If M is torsion, then B is autonomous.
Proof If B is not autonomous, then there exists an exact sequence
B i ! F ! 0:
By the Malgrange isomorphism, the exact sequence is equivalent to an exact
sequence
HomD(M;F)! HomD(D;F)! 0:
Since F is injective cogenerator,
M i   D  0
is also exact. Hence i is injective. Let m := i(1) 6= 0. If dm = 0, then di(1) =
i(d) = 0. Thus since i is injective, d = 0. Hence m is not a torsion element.
Therefore M is not torsion. 2
In order to get the converse direction of the implication of the above lemma,
we assume that D is a left Noetherian domain. If D is left Noetherian, the
nitely generated D-module is a left Noetherian module (see proposition A.1 in
appendix A). Then by lemma B.1 and proposition A.2, we have the following
proposition.
Proposition B.1 The module M is torsion if and only if B is autonomous.
Proof From lemma B.1, if M is torsion, B is autonomous. Thus it suces
to show the converse. Assume that M is not torsion. We rst show that there
exists an integer 1  i  q such that [ei] is not torsion, where ei denotes the i-th
natural basis vector of D1q, and where [ei] denotes the residue class of ei modulo
D1gR. Suppose that all [ei] were torsion, that is, di[ei] = 0 for some di 6= 0.
Now let m 2M be given. Then m = [x] for some x 2 D1q. Hence
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where xi 2 D. Since D is a left Noetherian domain, by proposition A.2, D has
the left Ore property. By the left Ore property, there exist 0 6= bi; ci 2 D such












Hence M is torsion, contracting the assumption.
Let f : D ! M be a D-homomorphism and let [ei] be not torsion. Let
f(1) := [ei]. Since [ei] is not torsion, for any 0 6= d 2 D, we have f(d) = df(1) =
d[ei] 6= 0. Hence f is injective. Thus there exists an exact sequence
0! D f !M:
Since F is injective,
0 HomD(D;F) HomD(M;F):
The Malgrange isomorphism implies that
0 F p   B
is also exact. Hence p is surjective. Furthermore we can show that p  i.
Therefore B is not autonomous. 2
B.2 Image representation
In this section, we assume that D is a left Noetherian domain and the left D-
module F is injective cogenerator. We say that the behavior B admits an image
representation if there exists L 2 Dqp such that
B = fw 2 F q j 9l 2 Fp s.t. w = Llg:
Lemma B.2 The behavior B admits an image representation if and only if R is
a left syzygy matrix, that is, there exists a D-matrix L such that ImD(R) =
KerD(L).
Proof The behavior B admits an image representation if and only if KerF(R) =
ImF(L). Hence there exists an exact sequence
Fp L ! F q R ! 0:
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By the Malgrange isomorphism,
HomD(D1p;F) HomD(L;F)       ! HomD(D1q;F) HomD(R;F)       ! 0
is also exact. Since F is injective cogenerator,
D1p L   D1g R   0
is also exact. Therefore
ImD(R) = KerD(L):
2
Lemma B.3 If the behavior B admits an image representation, thenM is torsion-
free.
Proof Let 0 6= d 2 D and x 2 D1q be such that dx 2 Im(R). Since by lemma
B.2, there exists a D matrix L such that ImD(R) = KerD(L), we have dxL = 0.
Since D is a domain, xL = 0. Hence x 2 KerD(L) = ImD(R). 2
In order to get the converse direction of lemma B.3, let the domain D beNoethe-
rian, that is, both left and right Noetherian. Then we have the following propo-
sition.
Proposition B.2 The following are equivalent:
1. B admits an image representation.
2. M is torsion-free.
3. R is a left syzygy matrix.
Proof By lemma B.2, we have the equivalence of assertions 1 and 3. Furthermore
by lemma B.3 the implication \1) 2" follows. Thus it suces to show \2) 3".
It is known that every nitely generated torsion-free module over a Noetherian
domain can be embedded into a nitely generated free module [30]. Hence the
exact sequence
D1g R ! D1q  !M = D1q=ImD(R)
and the embedding i :M!D1p yields an exact sequence
D1g R ! D1q i  ! D1p
and the map i   has to take the form L for some L 2 Dqp. 2
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B.3 Controllability of one-dimensional systems
This section algebraic analyzes controllability of one-dimensional systems de-
scribed by ordinary dierential equations with meromorphic coecients. Let
Dt := Mt[ ddt ], where Mt denotes the eld of meromorphic functions depending




+   + a1(t) d
dt
+ a0(t);





















Clearly, Dt is a domain. Furthermore we can show that Dt is a left and right
Euclidean domain. Here, the domain Dt is called a left Euclidean domain if
for b, 0 6= a 2 Dt, there exist q, r 2 Dt such that
b = aq + r
and deg r < deg q. Similarly, right Euclidean domain is dened. In fact, we
have the following proposition.
Proposition B.3 The ring Dt is simple (i.e. the only ideals are 0 and Dt), and
it is a left and right Euclidean domain.
Proof First, we show that Dt is simple. Let I be a non-zero left and right ideal
in Dt and let
n := min fdeg f j 0 6= f 2 Ig :
Then I contains an element d 2 Dt of degree n. If n = 0, then 1 2 I, that is,
I = Dt. Let n  1. Consider kd  dk 2 I, where k 2Mt. Then
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Hence


































Since Mt is commutative, the coecient kan   ank at dndtn equals zero. Thus the
degree of kd dk is at most n 1. Since n was chosen to be minimal, we must have
kd   dk = 0. Then the coecient at dn 1











_k =  ann _k at dn 1dtn 1 equals zero. Since
an; n 6= 0, we have _k = 0 for all k 2 Mt. Since t 2 Mt and _t = 1 6= 0, this is a
contradiction. Therefore Dt is simple.
Next we show that Dt is a left and right Euclidean domain. We rst observe
that for all a, b 2 Dt, a 6= 0, with deg b  deg a, there exists f 2 Dt such that
deg(b  fa) < deg(b):
Indeed if a = an
dn
dtn
+    + a0 and b = bm dmdtm +    + b0 with an, bm 6= 0 and
n  m, we may take f = an dn mdtn m b 1m . Now let a; b 2 Dt, a 6= 0 be given and let
 := minfdeg(b  fa) j f 2 Dtg:
Let q 2 Dt be such that deg(b   fa) = . If deg(b   qa)  deg a, then there
exists f 2 Dt such that deg(b   qa   fa) < deg(b   qa) = . This contradicts
the minimality of . If deg(b   qa) < deg a, then putting r := b   qa, we have
b = qa+ r with deg r < deg a.
The right division with remainder is constructed similarly. 2
Hence the ring Dt is a left and right principal ideal domain (i.e. every left
ideal and every right ideal can be generated by one single element) [15]. Since
a left and right principal ideal domain is a Noetherian domain, by proposition
A.2, Dt has Ore property. Hence Dt admits a skew eld K of fractions containing
elements of the form k = d 1n or k = nd 1, where 0 6= d 2 Dt and n 2 Dt [15]
(see proposition A.3). Therefore the rank of a matrix R 2 Dgqt is well dened
via
rankR = dim
 K1gR = dim (RKq) :
The following proposition [15] is important to characterize controllability.
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Proposition B.4 Let R 2 Dgqt . Then there exist unimodular matrices U 2







where D = diag(1;    ; 1; d) 2 Dppt , 0 6= d 2 Dt, and p := rankR.
The form (B.3) is called the Jacobson form of R [15, 118]. To give a proof of
proposition B.4, we need some preparations. An element a 2 Dt is called a right
divisor of b 2 Dt if there exists x 2 Dt such that xa = b , Dtb  Dta. An
element a 2 Dt is called a left divisor of b 2 Dt if there exists x 2 Dt such that
ax = b, bDt  aDt. An element a 2 Dt is called a total divisor of b 2 Dt if
DtbDt  aDt \ Dta:
Lemma B.4 If DtbDt  aDt, then a is a total divisor of b.
Proof By proposition B.3, Dt is simple. Thus DtbDt = 0 or Dt. If DtbDt = 0,
b = 0. Then clearly a is a total divisor of b. If DtbDt = Dt, b is unit. Then a is
also unit, that is, a is a total divisor of b. 2
Proof of Proposition B.4 It suces to show that there exist unimodular
matrices U 2 Dggt and V 2 Dqqt such that
URV =





where 0 6= di 2 Dt, p := rankR, and each di is a total divisor of di+1 for
1  i  p  1. In fact, by lemma B.3, the ring Dt is simple. Thus the two-sided
ideal DtbDt can only be the zero ideal or Dt itself. This means that a is a total
divisor of b if and only if either b = 0 or a is a unit. Hence we conclude that
deg di = 0, i = 1;    ; p  1. Furthermore if by elementary operations, R can be
brought into the form
R0 =
0BBB@





where d is a total divisor of all entries of Q, then by applying the same procedure
to Q, we can show that there exist unimodular matrices U and V satisfying (B.4).
Case 1: Suppose that there exist i, j such that Rij is a total divisor of all entries
of R. By a suitable interchange of rows and columns, this element can be brought
into the (1; 1) position of the matrix. Therefore without loss of generality, R11 is
a total divisor of all entries of R. This means that xiR11 = Ri1 and R11yj = R1j.
Now perform the following elementary operations:
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 For any i 6= 1, put ith row minus xi times 1th row.
 For any j 6= 1, put jth column minus 1th column times yj.
Then we are nished.
Case 2: Suppose that there is no i; j such that Rij is a total divisor of all entries
of R. Let
R := minfdegRij jRij 6= 0g:
Without loss of generality, degR11 = R. We show that we can transform R into
R(1) with R(1) < R. Then we obtain a strictly decreasing sequence
R > R(1) > R(2) >     0:
After nitely many steps, we obtain a matrix which has a unit as an entry, and
thus we are in Case 1.
Case 2.a: Suppose that R11 is not a left divisor of all R1j, and that it is not a
left divisor of R1k. By the Euclidean algorithm, we can write
R1k = R11q + r;
where r 6= 0 and deg r < degR11. Perform the elementary operation such that
kth column minus 1th column times q. Then the new matrix R(1) has r in the
(1; k) position and thus R(1) < R as desired.
Case 2.a': Suppose that R11 is not a right divisor of all Ri1. Proceed analogously
as in Case 2.a.
Case 2.b: Suppose that R11 is a left divisor of all R1j, and a right divisor of all
Ri1. Similarly as in Case 1, by elementary operations, we can transform R into
the form (B.5). If a is a total divisor of all entries of Q, then we are nished. If
there exist i; j such that a is not a total divisor of b := Qij, then there exists c
such that a is not a left divisor of cb. We perform the elementary operation; 1th
row plus c times (i + 1)th row. The new matrix has cb in the (1; j + 1) position
and therefore we are in Case 2.a. 2
Let C1a:e: denote the set of all functions which are smooth except for a countable
set of exception points E(a)  R for each a 2 C1a:e:, that is, for each a 2 C1a:e:
there exists a countable set E(a)  R such that a 2 C1(RnE(a);R). We have
the following proposition [118].
Proposition B.5 The left Dt module C1a:e: is an injective cogenerator.
Let R 2 Dgqt . We dene the behavior
B := fw 2 (C1a:e:)q jRw = 0g:
We have the following proposition [118].
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Proposition B.6 The following are equivalent:
1. The behavior B is autonomous.
2. There exists a discrete set E  R such that for all open intervals I  RnE,













be the Jacobson form of R, where D = diag(1;    ; 1; d) 2 Dpp, where 0 6= d 2 D
and p := rankR. Since Rw = 0 , URw = URV V  1w = 0, there exists an
isomorphism of Abelian groups




~w = 0g; (B.6)
w 7! ~w := V  1w:
Let M := D1qt =(D1gt R). Then we have the following lemma.
Lemma B.5 There exists an isomorphism of left Dt module
M= Dt=(Dtd)D1(q p)t ; (B.7)
where 0 6= d 2 Dt. Moreover, the degree of d is constant.











) = Dt=(Dtd)D1(q p)t , we have (B.7).
Next, we show that the degree of d in (B.7) is constant. Let
M= Dt=(Dtd)D1(q p)t = Dt=(Dtd0)D1(q p)t ;
where 0 6= d; d0 2 Dt. Then we have
Dt=(Dtd) = Dt=(Dtd0):
If the degree of d is not equal to that of d0, we do not have the above isomorphism.
Therefore the degree of d is constant. 2
142 B. Algebraic linear system theory
Lemma B.5 means that although unimodular matrices U and V satisfying
(B.3) are not unique, the degree of d in (B.3) is unique. Furthermore, we note
that the module Dt=(Dtd) is isomorphic to the torsion submodule
tM := fm 2Mj 0 6= 9e 2 Dt s.t. em = 0g
of M. Since by the Malgrange isomorphism,
HomDt(Dt=(Dtd); C1a:e:) = fy 2 C1a:e: j dy = 0g;
HomDt(D1(q p)t ; C1a:e:) = (C1a:e:)q p;
the decomposition (B.7) induces an isomorphism of Abelian groups
B = fy 2 C1a:e: j dy = 0g  (C1a:e:)q p: (B.8)
Denition B.6 The behavior B is called controllable if for all w1, w2 2 B and
for almost all t0 2 R, there exist w 2 B, an open interval t0 2 I  R, and t1 > t0
with t1 2 I such that w1, w2, w are smooth on I and for all t 2 I
w(t) =
(
w1(t); if t  t0;
w2(t); if t  t1:
We have the following proposition [118].
Proposition B.7 The behavior B is controllable if and only if it admits an image
representation.
Proof Suppose that B admits an image representation
B = fw 2 (C1a:e:)q j 9l 2 (C1a:e:)s s:t: w = Llg :
Let w1 = Ll1, w2 = Ll2 2 B be given and let t0 be in Rn(E(l1) [E(l2) [E(L)).
Then there exists an open interval t0 2 I  R such that l1, l2 and w1, w2 are
smooth on I. Let l be a smooth function on I with
l(t) =
(
l1(t) if t  t0;
l2(t) if t  t1;
where t1 2 I and t1 > t0. Then w := Ll has the required concatenability property.
For the converse, suppose that B does not admit an image representation.
Then by proposition B.2, the left Dt module M is not torsion-free. Hence by
lemma B.5, Dt=(Dtd) is torsion. Thus proposition B.1 and the relation (B.8)
implies that B1 := fw 2 C1a:e: j dw = 0g is autonomous. Let w1 be the zero
solution, and let w2 be a non-zero solution. Then there exists an open interval
I0  RnE(d) on which w2 is smooth and does not vanish. Let t0 2 I0. Suppose
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that w was a connecting trajectory. Then w is smooth on some open neighbor-
hood I  I0 of t0. On the other hand, by proposition B.6, w(t) = w1(t) = 0
for all t 2 I with t  t0 implies that w(t) = 0 for all t 2 I. This contradicts
w(t) = w2(t) 6= 0 for all t 2 I with t  t1 > t0. 2
By propositions B.2 and B.7, we have the following proposition [118].
Proposition B.8 The behavior B is controllable if and only if there exist uni-







where p := rankR.
Proof First note that by proposition B.4, there exist unimodular matrices U 2
Dggt and V 2 Dqqt satisfying (B.3). By propositions B.2 and B.7, the behavior
B is controllable if and only ifM := D1qt =(D1gt R) is torsion-free. Hence lemma
B.5 implies that B is controllable if and only if Dt=(Dtd) = f0g. Since Dt=(Dtd) =




For the convenience of readers, we summarize some results of pseudo-linear al-
gebra [8]. Let K be a eld and  : K ! K an injective endomorphism. A map
 : K ! K is called a pseudo-derivation if it satises(
(a+ b) = (a) + (b);
(ab) = (a)(b) + (a)b:
If (a) = a for any a 2 K, the pair (K; ) is called a dierential eld.
The left skew polynomial ring given by  and  is the ring (K[s]; ; ) of
polynomials in s over K with the usual addition and the non-commutative mul-
tiplication given by the commutative rule
sa = (a)s+ (a)
for any a 2 K.
Let V be a vector space over K. A map  : V ! V is called pseudo-linear
if (
(u+ v) = (u) + (v);
(au) = (a)(u) + (a)u
for any a 2 K, and u; v 2 V .
Skew polynomials can act on a vector space. Let
ku := (k 1(u)) for any k  1;
0u := u:
Any pseudo-linear map  : V ! V induces the action  : (K[s]; ; )  V ! V
















For the convenience of readers, we give the denitions of analytic function and
meromorphic function based on reference [16]. First, we dene analytic function.
Denition D.1 A function f : Rn ! R is called analytic if it coincides with
its Taylor expansion






ai1; ;in(x1   x01)i1    (xn   x0n)in
in the neighborhood of any x0 2 Rn.
Let A be the set of analytic functions from Rn to R. The following proposition
has been known as the identity theorem.
Proposition D.1 Let f 2 A. Then
1. f  0 on Rn, or
2. the set of zeros of f is measure zero.
Proposition D.1 implies the following lemma.
Lemma D.2 The set A is a domain (see appendix A).
Proof Let f , g 2 A, f; g 6= 0 on Rn, and let
Sf := fx 2 Rn j f(x) = 0g ;
Sg := fx 2 Rn j g(x) = 0g :
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If Sf or Sg are not measure zeros, by proposition D.1, we must conclude f = 0 or
g = 0 on Rn. This is a contradiction. Hence Sf and Sg are both measure zeros.
Thus Sf [ Sg is also measure zero. Therefore f  g 6= 0. 2





); if x < 0;
0; if x  0;
f2(x) =
(
0; if x  0;
exp(  1
x2
); if x > 0:
Then 0 6= f1, f2 2 C1(R;R) and f1  f2 = 0. Since A is a commutative domain,
by proposition A.3, we can construct the quotient eld of A.
Denition D.3 The elements of the quotient eld of A are calledmeromorphic
functions.
We note that
1. if we substitute an analytic function into a meromorphic function, the re-
sulting function is a meromorphic function.
2. if we substitute a meromorphic function into a meromorphic function, the
resulting function may not be a meromorphic function.
For example, if we substitute a meromorphic function x = 1
t
into a meromorphic
function sinx, we have sin 1
t






For the convenience of readers, we summarize a geometric interpretation of dif-
ferential atness. We refer to [22,23,65,72].
E.1 Control systems as innite dimensional vec-
tor elds
Let us consider
_x = f(x; u); (E.1)
where x 2 Rn and u 2 Rm denote state and input variables, respectively, and
rank @f
@u
= m. It is possible to associate to (E.1) an extended vector eld having
the same solutions in the following manner: We start by considering the innite
mapping
t 7! (t) = (x(t); u(t); _u(t);    ) 2 Rn Rm Rm1; (E.2)
where Rm1 is an innite dimensional vector space whose coordinates are of the
form ( _u; u;    ) with u(i) 2 Rm, i  1. The space Rm1 is the projective limit of
Rmk , k  1 with coordinates ( _u; u;    ; u(k)). It is convenient to use the symbol
Rm0 for k = 0 to dene R
n Rm Rm0 :=Rn Rm. The projections k, k  1
from Rm1 to R
m
k is given by
k( _u; u;    ) := ( _u; u;    ; u(k)):
The topology of Rm1 is the product topology, that is, an open set of R
m
1 is of the
form  1k (O) with O an open subset of R
m
k . A function on R
m
1 is called smooth
if it depends on a nite but arbitrary number of variables and is smooth in the
usual sense.
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Given a smooth solution of (E.1), the mapping (E.2) satises
_(t) = (f(x(t); u(t)); _u(t); u(t);    );
which implies that (t) can be viewed as a trajectory of the innite dimensional
vector eld
(x; u; _u;    ) 7! F (x; u; _u;    ) := (f(x; u); _u; u;    )
on Rn Rm Rm1. Conversely, any mapping
t 7! (t) = (x(t); u(t); _u(t);    )
with _x(t) = f(x(t); u(t)) corresponds to a solution of (E.1). Therefore, the vector
eld F is the extended vector eld on RnRmRm1, which we wanted to nd.
We are now in a position to give a formal denition of an innite dimensional
system.
Denition E.1 A system is a pair (Rn Rm Rm1; F ), where F is a smooth
vector eld on Rn Rm Rm1.
We note that the extended vector eld F (x; u; _u;    ) := (f(x; u); _u; u;    )
can be identied with the original dynamics _x = f(x; u).
E.2 Lie-Backlund equivalence of systems
In this section, we dene an equivalence relation among systems. Let us consider
two systems (RnRmRm1; F ) and (R~nR ~mR ~m1; G), and a smooth mapping
	 : RnRmRm1 ! R~nR ~mR ~m1. If t 7! (t) is a trajectory of (RnRm














_(t) = G(	((t))) = G((t));
which means that t 7! (t) = 	((t)) is a trajectory of (R~n R ~m R ~m1; G). If
moreover 	 has a smooth inverse , then F and G are also -related, and there
is a one-to-one correspondence between the trajectories of the two systems. We
call such an invertible mapping 	 relating F and G an endogenous transfor-
mation.
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Denition E.2 Two systems (RnRmRm1; F ) and (R~nR ~mR ~m1; G) are
called Lie-Backlund equivalent at (p; q) 2 (Rn Rm Rm1)  (R~n R ~m 
R ~m1) if there exists an endogenous transformation from a neighborhood of p to a
neighborhood of q. Two systems (Rn Rm Rm1; F ) and (R~n R ~m R ~m1; G)
are called Lie-Backlund equivalent if they are Lie-Backlund equivalent at every
pair of points (p; q) 2 (Rn Rm Rm1) (R~n R ~m R ~m1).
We note that if two systems are Lie-Backlund equivalent, there is an invertible
transformation exchanging their trajectories.
An important property of endogenous transformations is that they preserve
the number of input variables [22,23,65,72].
Proposition E.1 If two systems (RnRmRm1; F ) and (R~nR ~mR ~m1; G)
are Lie-Backlund equivalent, then they have the same number of input variables,
that is, m = ~m.
E.3 Dierential atness
In this section, we give a geometrical denition of dierential atness.
Denition E.3 A system (RmRm1; Fm) is called trivial if the vector eld Fm












Denition E.4 A system (Rn  Rm Rm1; F ) is called dierentially at if
it is Lie-Backlund equivalent to a trivial system, where (v1;    ; vm) of (E.3) is
called a at output.
We say that if a system (RnRmRm1; F ) is dierentially at, the corresponding
system (E.1) is dierentially at.
Since we have the following proposition [23], we have adopted denition 2.10
as the denition of dierential atness.
Proposition E.2 System (E.1) is dierentially at if and only if there exist
smooth mappings 1 : R
m Rm     ! Rn, 2 : Rm Rm     ! Rm, and
 : Rn  (Rm     ) ! Rm depending only on a nite number of variables,
respectively, such that







1(v; _v; v;    )





Trajectory tracking control based
on exact feedback linearization
For the convenience of readers, we summarize some results of trajectory track-
ing control based on exact feedback linearization [36, 82]. For simplicity, let us
consider an ane single input single output (SISO) nonlinear control system
_x = f(x) + g(x)u; (F.1)
y = h(x); (F.2)
where x 2 Rn, u 2 R, and y 2 R are state, input, and output variables,
respectively, and f 2 C1(Rn;Rn), g 2 C1(Rn;Rn), and h 2 C1(Rn;R).
To design a controller for a trajectory tracking control of system (F.1)-(F.2),
let us transform system (F.1)-(F.2) into a normal form. To this end, rst, we
dene the concept of relative degree [36, 82]. Let  2 C1(Rn;R) and F 2











fh(x) = 0 for all x in a neighborhood of x





By using the concept of relative degree, we have the following proposition [36].
Proposition F.1 Let r be the relative degree at x0 of system (F.1)-(F.2). Then
dh(x0); dLfh(x
0);    ; dLr 1f h(x0)
are linearly independent.
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Proposition F.1 shows that r  n and the r functions
h(x); Lfh(x);    ; Lr 1f h(x)














is nonsingular at x0. Then zi = i(x), 1  i  n are new coordinates. By a




























































_zr = b(z) + a(z)u;
_zr+1 = qr+1(z) + pr+1(z)u;
...
_zn = qn(z) + pn(z)u;
y = z1:
(F.4)
Furthermore, we have the following proposition (see proposition 4.1.3 in [36]).
Proposition F.2 Suppose that system (F.1)-(F.2) has relative degree r at x0,
and that 1,    , r are dened as (F.3). Then it is possible to choose r+1(x),
   , n(x) such that









_x = Lfi(x(t)) + Lg(x(t))u(t) = Lf(x(t)); r + 1  i  n:










where qi(z) := Lfi(
 1(z)), r + 1  i  n.
Remark F.1 In general, it is dicult to construct n  r functions r+1(x),    ,
n(x) satisfying Lgi(x) = 0 because we have to solve n   r partial dierential
equations. 
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Now, we dene  := (z1;    ; zr) and  := (zr+1;    ; zn). Then system (F.6)




_zr = b(; ) + a(; )u;








 b(; ) + y(r)R  
rX
i=1







R   cr 1e(r 1)        c1e(1)   c0e; (F.9)
where e(t) := y(t)  yR(t), and get
e(r) + cr 1e(r 1) +   + c1e(1) + c0e = 0:
























Note that the feedforward controller also uses information of the current state. 
We have a sucient condition for the boundedness of zi(t), 1  i  r and (t)
(see proposition 4.5.1 in [36]).
Proposition F.3 Suppose that yR(t), y
(1)
R (t),    , y(r 1)R (t) are dened for all
t  0 and bounded. Moreover, suppose that R(t) denotes the solution of
 = q(R(t); )
satisfying R(0) = 0 and is dened for all t  0, bounded and uniformly asymp-
totically stable. Furthermore assume that the roots of the polynomial
sr + cr 1sr 1 +   + c1s+ c0 = 0
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all have negative real part. Then if for suciently small a > 0,
jzi(t0)  y(i 1)R (t0)j < a; 1  i  r; jj(t0)  R(t0)jj < a;
for all  > 0, there exists  > 0 such that
jzi(t0)  y(i 1)R (t0)j <  ) jzi(t)  y(i 1)R (t)j < ;
j(t0)  R(t0)j <  ) j(t)  R(t)j < 
for all t  t0  0.
We note that the above discussions can be extended to an ane
multi input multi output (MIMO) nonlinear control system [36, 82].
F.1 Zero dynamics
Let us consider the output constraint y(t) = 0 for all t. Since y(t) = z1(t), the
constraint y(t) = 0 for all t yields
(t) = 0 for all t:
Hence then (t) must satisfy
_(t) = q(0; (t)): (F.10)
The dynamics (F.10) is called the zero dynamics which describes internal be-
havior of system (F.1)-(F.2) when input and initial conditions have been chosen
in such a way that the output is constrained to identically zero.
We can extend the output constraint y(t) = 0 to y(t) = yR(t) which is any
function. In fact, y(t) = yR(t) implies
zi(t) = y
(i 1)
R (t); 1  i  r:




R (t)  b(R(t); (t))
a(R(t); (t))
; (F.11)
where (t) is a solution of the dierential equation
(t) = q(R(t); (t)): (F.12)
Eqs. (F.11)-(F.12) is called a left inverse [36, 82] of system (F.1)-(F.2) because
Eqs. (F.11)-(F.12) express a system with input R(t), output u(t), and state (t).
The following proposition shows one theoretical limit to the tracking perfor-
mance that can be obtained in systems with zero dynamics [26].
158 F. Trajectory tracking control based on exact feedback linearization
Proposition F.4 Suppose that system (F.1)-(F.2)
1. is analytic.
2. has a zero dynamics.
3. has left invertible.
4. has a controllable linearization at (x; u) = (0; 0).
Let Y (;N) := fy(t) j jjy(t)jj  ;    ; jjy(N)(t)jj  ; 8tg. Then if there exist
an control input u and all initial condition in some open set such that jjy(t)  
yR(t)jj ! 0, yR(t) 2 Y (;N) for any N;  > 0, then system (F.1)-(F.2) has
asymptotically stable zero dynamics.
F.2 Chained form
Exact feedback linearization method reduces nonlinear terms in a given dier-
ential equations and transforms into a simpler equation. For a nonholonomic
system, by eliminating nonlinear terms, we can obtain a simpler form called
chained form [78, 79]. However, such a method possesses dicult points. For














system (F.13) is transformed into0@ _x_y
_
1A =
0@ v1v1 tan 
u2
1A ; (F.15)
where v1 is a new input variable. Furthermore, let z := tan  and u2 = cos
2()v2.






The form (F.16) is called chained form of original system (F.13) [78, 79].
However, (F.14) yields a singularity at  = 
2
 n, n 2 Z. Therefore, if
we want to track reference trajectories such as (4.35) and (4.55), we should not
transform (F.13) into the chained form (F.16).
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