This paper addresses the detection of a stochastic process in noise from irregular samples. We consider two hypotheses. The noise only hypothesis amounts to model the observations as a sample of a i.i.d.
I. INTRODUCTION
The detection of stochastic processes in noise has received a great deal of attention in the past decades, see for instance the tutorial paper [1] and the references therein. More recently, in the context of sensor networks, there has been a rising interest in the analysis of detection performance when the stochastic process is sampled irregularly. An interesting approach in this direction has been initiated in [2] using error exponents for assessing the performance of the optimal detection procedure. In this paper, we follow this approach in the following general setting. Given two integers p and q, and A a positive stable square matrix, we consider the q-dimensional stochastic process defined as the stationary solution of the stochastic differential equation (SDE) dX(t) = −A X(t) dt + B dW (t), t ≥ 0
where (W (t), t ≥ 0) is a p-dimensional Brownian motion and where B is a q × p matrix. The SDE (1) is widely used to describe continuous time signals (see [3] , [4] and the references therein). We are interested in the detection of the signal (X(t), t ≥ 0) from a finite sample with missing data or irregular sample spacing. Let C be a d × q matrix, (T n , n ≥ 1) be a renewal sampling process and (V n , n ≥ 1) be a sequence of i.i.d. Gaussian vectors with zero mean and identity covariance matrix. We further assume that (X(t), t ≥ 0), (V n , n ≥ 1) and (T n , n ≥ 1) are independent and that A, B and C are known. Based on the observed samples Y 1:N = (Y 1 , . . . , Y N ) and T 1:N = (T 1 , . . . , T N ), our goal is to decide whether for n = 1, . . . , N , Y n = V n or Y n = CX(T n ) + V n . The first situation will be referred to as the noise hypothesis and the second as the signal plus noise hypothesis.
The renewal hypothesis on (T n , n ≥ 1) means that T n = n k=1 I k where the (I k , k ≥ 1) are nonnegative i.i.d. random variables called holding times with common distribution denoted by τ . This is a standard model for irregular sampling, see [2] , [5] , [6] . The most usual examples are:
• The Poisson point process. In this case, the (I k , k ≥ 1) are i.i.d. with exponential distribution τ (dx) = λ exp(−λx) dx. This model has been considered in [2] , [5] , [6] to model the situation where the signal is measured in time by N identical asynchronous sensors.
• The Bernoulli process. This is the discrete time counterpart of the Poisson process. In this case, the (I k , k ≥ 1) are i.i.d. and have geometric distribution up to a multiplicative time constant S > 0, i.e. τ ({Sk}) = p(1 − p) k−1 . In practice, this model corresponds to a regular sampling with period S for which observations are missing at random, with failure probability 1 − p. The regular sampling process corresponds to p = 1.
DRAFT
Two binary tests are considered in this work: either H0 is the noise hypothesis and H1 is the signal plus noise hypothesis, or the opposite. Constraining the False Alarm probability (probability for deciding H1 under H0) to lie beneath an ε ∈ (0, 1), it is well known that the minimum Type II error probability is attained by the Neyman-Pearson test. It will be shown in this paper that this minimum Type II error probability β N (ε) satisfies β N (ε) = exp(−N (ξ + o(1))) as N → ∞, where the error exponent ξ does not depend on ε. The error exponent ξ is an indicator of the performance of the detection test. Its value will be shown to depend on the distribution of signal (given by A, B and C) and on the distribution of the sampling process (given by τ ). An important goal in sensor network design is to optimize the sampling process. Characterizing the error exponents offers useful guidelines in this direction. For instance, [2] , [7] - [10] provide useful insights on such concrete problems as the choice of the optimum mean sensor spacing possibly subject to a cost or a power constraint. Other application examples are considered in [11] , [12] . In these contributions, error exponents are used to propose optimum routing strategies for conveying the sensors data to the fusion center.
In the context of Neyman-Pearson detection, these error exponents are given by the limits of the likelihood ratios, provided that these limits exist. Let Z 1:N = (Z 1 , . . . , Z N ) be a sequence of N observed random vectors. Assume a binary test is performed on this sequence, and assume that under hypothesis H0, the distribution of Z 1:N has the density f 0,N , while under H1, this distribution has the density f 1,N .
Fix ε ∈ (0, 1) and let β N (ε) be the minimum over all tests of the Type II error probability when the False Alarm probability α is constrained to satisfy α ≤ ε. Let
be the normalized Log Likelihood Ratio (LLR) associated with the received Z 1:N . Then we have the following theorem (see for instance [13] for a proof):
Theorem 1 Assume there is a real number ξ such that the random variable
Then for every ε ∈ (0, 1),
In the case where the Z i are i.i.d. under both hypotheses, the analogue of Theorem 1 appeared in [14] and is known as Stein's lemma. The generalization to Theorem 1 can be found in [13] , [15] . In our case, the observed process is Z 1:N = (Z 1 , . . . , Z N ) with Z n = (Y n , T n ), in other words, the measurements DRAFT consist in the sampled received signal and the sampling moments. Let us consider that
Recall that the probability distribution of T 1:N does not depend on the hypothesis to be tested. In these conditions, the LLR is given by Theorem 1 has been used for detection performance analysis in [2] , [7] , [16] , [17] . In the closely related Bayesian framework, error exponents have been obtained in [8] - [10] , [18] . The closest contributions to this paper are [2] , [7] , [17] which consider different covariance structure for the process and different sensors locations models. In [7] , Sung et.al. consider the scalar version of the SDE (1) and a regular sampling. In [17] , the authors essentially generalize the results of [7] to situations where the sensor locations follow some deterministic periodic patterns. In [2] , the sampling process (sensor locations) is a renewal process as in our paper, and the detector discriminates among two scalar diffusion processes described by Eq. (1). Moreover, the observations are noiseless. Here, due to the presence of additive noise, our technique for establishing the existence of the error exponents and for characterizing them differ substantially from [2] . We establish the convergence of the LLR L N (Z N ) by studying the stability (ergodicity) of the Kalman filter, using Markov chains techniques.
The paper is organized as follows. In Section II, the main assumptions and notations are introduced and the main results of the paper are stated. Proofs of these results are presented in Section III. A discussion of the main results as well as some particular cases are presented in Section IV. Section V is devoted to numerical illustrations. The proofs in Section III rely heavily on a theorem for Markov chains stability shown in appendix B. The other appendices contain technical results needed in the proofs. DRAFT 
II. THE ERROR EXPONENTS
We consider the following hypothesis test that we shall call the "H0-Noise" test:
where C is the d × q observation matrix and where 
In order to be able to apply Theorem 1, we now develop the expression of the LLR given by (3) . To 
We now develop f 1,N (. | T 1:N ) by mimicking the approach developed in [19] and in [7] . Solving Eq. (1) between T n and T n+1 , the process (X n ) = (X(T n )) n≥1 satisfies the recursion
Let Q(x) be the q × q symmetric nonnegative matrix defined by
As A is positive stable, the covariance matrix Q(∞) exists (by Lemma 3) and is the unique solution of the so called Lyapunov's equation
Given the sequence (I n ), the conditional distribution of the process (X n ) is characterized by this recursion equation and by the conditional distribution of the sequence (X 0 , U n ), namely it is a sequence of independent r.v.'s, X 0 ∼ N (0, Q(∞)) and U n ∼ N (0, Q n ) where Q n = Q(I n ) is the covariance DRAFT matrix defined by (7), see [3, Chap. 5 ].
Now we write
where f Y n = CX n + V n and the assumptions on (V n ), these conditional densities are Gaussian, in other words
where
N are respectively the conditional expectation of the current observation Y n given the past observations and the so-called innovation covariance matrix under H1. From Equations (5), (8) and (9), the LLR L N writes
As (Y n ) is described under H1 by the state equations H1 :
it is well known that Y n and ∆ n can be computed using the Kalman filter recursive equations. Define the q × 1 vector X n and the q × q matrix P n as
The Kalman recursions which provide these quantities are [21, Prop. 12.2.2]:
The recursion is started with the initial conditions X 1 = 0 and P 1 = Q(∞). With these quantities at hand, Y n and ∆ n are given by
With these expressions at hand, our purpose is to study the asymptotic behavior of L N given by Eq. (10) assuming that that
DRAFT
In our analysis, we shall require Model (1) to be controllable,i.e., (A, B) satisfies
Recall that (A, B) is controllable if and only if the matrix Q(x) defined by Equation (7) is nonsingular for any x > 0 (see [22, Chap. 6 ] for a proof).
The Kalman equations (12)- (13) can be written as a random iteration,
where W n = ( X n+1 , P n+1 ), η n = (I n+1 , Y n ) and, for any η = (I, Y ) ∈ R + × R d and w = (x, p) ∈ R q × P q where P q is the cone of q × q symmetric nonnegative matrices,
Under H0, since (η n ) is a sequence of i.i.d. random variables, (W n ) n≥0 is a Markov chain starting
Observe also that since the second component of Ψ η , denoted byF I (p) in the following, does not depend on x, (P n ) n≥1 also is a Markov chain starting at P 1 = Q(∞) and since it neither depends on Y , this is true under H1 as well. Let [0, Q(∞)] denotes the subset of all matrices p ∈ P q such that p ≤ Q(∞). It is easy to see that, for any
by definition of Q in (7) . Hence, in the following, we consider (W n ) and (P n ) as chains valued in
respectively. We will denote by Π andΠ the transition kernels associated to the chains (W n ) (under H0) and (P n ), respectively, that is, for test functions f andf defined on
where η = (I, Y ) is distributed according to the distribution τ ⊗ N (0, 1 d ). We now state our main results.
Proposition 1 Suppose that Assumption 1 holds with a state realization (A, B, C) such that A is positive stable and (A, B) is controllable. Then the transition kernelΠ has a unique invariant distribution µ.

DRAFT
The notation |w| in the following proposition denotes some norm on R q+q 2 .
Proposition 2 Suppose that Assumption 1 holds with a state realization (A, B, C) such that A is positive stable and (A, B) is controllable. Then the transition kernel Π has a unique invariant distribution ν.
This distribution satisfies |w| r dν(w) < ∞ for any r > 0. Moreover, the distribution µ defined in
The main result for the H0-Noise test in the vector case can now be stated.
Theorem 2 Suppose that Assumption 1 holds with a state realization (A, B, C) such that A is positive stable and (A, B) is controllable. Consider the hypothesis test (4). Let ε ∈ (0, 1). For a given N , let
β N (ε) be the minimum of the Type II error probabilities over all tests for which the false alarm probability
Noise , where
where the distribution ν is defined in Proposition 2.
If we interchange the roles of H0 and H1 in (4) 
where the distribution µ is defined in Proposition 1.
Note that the problem of existence and uniqueness of µ as well as a study of its properties in the case where the sampling process is a Bernoulli process have been recently undertaken in [23] .
III. PROOFS
In this section, we prove Propositions 1 and 2, and Theorems 2 and 3. All these results follow from an analysis of the Markov chains induced by the transition kernels Π andΠ, or, equivalently, by the random iteration functions F η andF I defined in (15) . We start with a series of preliminary results for which we will need the following notation and assumptions. Assume that (η, η n ) n≥1 is a sequence of
where τ is a distribution on R + such that DRAFT τ ({0}) < 1. We denote η = (I, V ) and η n = (I n , V n ) for all n ≥ 1 in accordance with Assumption 1.
For any x ∈ R q and p ∈ [0, Q(∞)], we define two Markov chains induced by Π andΠ and starting at
As noticed earlier,Z p k corresponds to the second component of Z w k for each k and is valued in [0, Q(∞)]. Finally we introduce the following notation for the Kalman gain matrix
and the short-hand notation for G(Z p k ) (the Kalman gain matrix at time k):
As for the Kalman transition matrix, we set
and the short-hand notation for Θ(I k , G p k ) (the Kalman transition matrix at time k):
Using this notation and Q k = Q(I k ), the Kalman covariance update equationZ
Finally we denote a product of successive Kalman transition matrices by
Note that Θ n,n−1 = Θ n . If m = n, we will use the convention Θ n,n = 1 q .
We shall prove a moment contraction result on the sequence (Θ p n,0 ) n≥1 (Lemma 2) and from this result and some algebra (mainly contained in Proposition 3) deduce a moment contraction condition on DRAFT the random iteration functions F η andF I . Then a general result on Markov chains (Theorem 4 in the appendix), tailored for this kind of conditions, will allow to conclude the proofs of our main results.
We first derive a deterministic bound for Θ p n,m based on (21) , which relies on a Lyapunov function argument similar to that in [24, Theorem 2.4] and [25, Sec. 4] . In the following, we denote by |x| the Euclidean norm of the vector x, λ min (H) and λ max (H) the minimum and maximum eigenvalue of the matrix H and by H its operator norm, H = λ max (H T H) 1/2 .
Lemma 1 For any
Proof:
by (21), and moreover,
On the other hand, by (23) ,
This, with Inequality (25), implies (24) .
Lemma 2 Assume that the matrix A is positive stable and that the pair (A, B) is controllable. For any
Note that G is continuous and, by Lemma 3, sup k e −IkA < ∞. Hence,
Let 0 ≤ m < n. Let ǫ > 0 that we will chose arbitrarily small later. Denote T = inf{k ≥ m, I k ≥ ǫ}.
Then we have, by (21) and (22),
DRAFT by Lemma 4. We now write
For any k < n, applying Lemma 1 and the bound (26), we have, on the event T = k,
independent of T , and follows the same distribution as Q(I). Moreover, by Lemma 4, λ min (Q(I)) > 0 for I > 0, and since, τ ({0}) < 1,
where we chose ǫ > 0 small enough so that
This gives the result for any ρ ∈ (ρ, 1) by conveniently choosing K.
Proposition 3
We have, for all p, q ∈ P q ,
Moreover, there exists a constant
Proof: Let us prove (27) . By induction, it is sufficient to show that
By continuity ofF I and Θ(I, ·), we may assume that p and q are invertible. In this case, the matrix inversion lemma gives that
DRAFT and the same is true with q replacing p. Hencẽ
Using again (31) and the definition of Θ, we get (30), which achieves the proof of (27) .
We now prove (28) . Observe that G is continuously differentiable on the compact set [0, Q(∞)]. Hence (28) follows from (27) .
Finally we prove (29) . We have, for all 0 ≤ m < n (recall the convention Θ n,n = Θ m,m = 1 q ),
On the other hand,
and (29) thus follows from (28). We can now prove Propositions 1, Theorem 3, Proposition 2 and Theorem 2, mainly as consequences of Theorem 4.
Proof of Proposition 1 and Theorem 3.
Using (27) in Proposition 3, Lemma 2 and the Hölder inequality, we obtain that, for any q > 0 there exists C > 0 and α ∈ (0, 1) such that (10) converges to ξ H0:Signal in probability when Y n = CX n + V n for all n ≥ 1. Since, for all n ≥ 1,
n−1 and log det ∆ n is a Lipschitz function of P n , we have by Theorem 4(b) that
log det ∆ n a.s.
This is true independently of the definition of (Y n ) and hence will also be used in the proof of Theorem 2
In contrast the specific definition of (Y n ) here implies thatŶ
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On the other hand, in (10) this limit cancels with
which appears in the last term of (10) 
Hence it only remains to show that
To this end, recall that (X n ) is a Markov chain, whose distribution is defined by the recurrence equation (6) and the initial condition X 0 ∼ N (0, Q(∞)). We shall establish the ergodicity of this Markov chain by again applying Theorem 4. For any x ∈ R q , we denote by (X x n ) the Markov chain defined with the same recurrence equation but with initial condition X 0 = x. Then we have, by iterating,
with the convention 
These are conditions (i) and (ii) of Theorem 4 with r = p = 1. Moreover, (X n ) has a constant marginal To achieve the proof of Theorem 3, it remains to prove that ξ H0:Signal > 0. This results from log det(
Proof of Proposition 2 and Theorem 2. 
By continuity of G, it is bounded on the compact set [0, Q(∞)], hence sup p,n G p k < ∞. Also by Lemma 3, sup k e −IkA < ∞. Applying these bounds, Lemma 2, the Minkowski Inequality and the Hölder Inequality in the previous display, we obtain, for any s > 0 and some constant C > 0,
Since the second component of Z w k stays in the compact set [0, Q(∞)
Note that, using Lemma 2, the bounds (28) and (29) in Proposition 3, the Hölder Inequality and the Minkowski Inequality, we obtain, for any r > 0 and some constants C > 0, and ρ ∈ (0, 1) not depending on p, q,
Using these bounds, Lemma 2 and the previous two displays, we thus obtain, for any q > 0 and some constants C > 0, and α ∈ (0, 1) not depending on w, v,
This, with (32), implies Condition (i) in Theorem 4 with p = 1 for the chain (Z p k ) k≥0 . Hence Theorem 4(a) applies, which yields the conclusions of Proposition 2.
We now prove Theorem 2, that is, by Theorem 1, we prove that L N (Y 1:N , T 1:N ) converges to ξ H0:Noise when Y n = V n for all n ≥ 1. Some of the terms appearing in (10) are identical to the case where Y n = CX n + V n for all n ≥ 1 investigated for the proof of Theorem 3. Writing
DRAFT and using µ = ν(R q , ·), (33), (34) and some algebra, it is in fact sufficient to prove that
Now, these limits hold by observing that (X n , P n ) = Z assume that CZC T = 0 with probability one. From Equation (15) we have with probability one
Due to the controllability of (A, B) and the fact that τ ({0}) < 1, this is a contradiction. Therefore f (Z) > 0 with probability one, hence ξ H0:Noise > 0, which achieves the proof of Theorem 2.
IV. PARTICULAR CASES, DISCUSSION
Different particular cases and limit situations will be considered in this section. We begin with the case where the sampling is regular, i.e., I 1 is equal to a constant that we take equal to one without loss of generality. We then consider the case where the holding times are large with high probability, i.e., the sensors tend to be far apart. Finally, we consider the particular case where the SDE (1) is a scalar equation.
All proofs are deferred to Appendix C.
Regular sampling
When the sampling is regular, the model for (Y n ) under H1 (see Eqs. (11)) is a general model for stable Gaussian multidimensional ARMA processes corrupted with a Gaussian white noise. In this case 
where P R is the unique solution of the matrix equation
and where the q × q symmetric matrix Σ is the unique solution of the matrix linear equation
Furthermore, when the roles of H0 and H1 are exchanged (Theorem 3), then
Equation (42) is the celebrated discrete algebraic Riccati equation. Its solution P R is the asymptotic (steady state) error covariance matrix when the sampling is regular. The matrix
is the Kalman filter steady state gain matrix [26, Chap. 4] .
Large Holding Times
We now study the behavior of the error exponents when the holding times are large with high probability. We shall say that a family (τ s ) of probability distributions on R + "escapes to infinity"
In order to study the large holding time behavior of the error exponents, we index the distribution of the holding times by s and assume that τ s escapes to infinity. A typical particular case that illustrates this situation is when we assume that the I n are equal in distribution to sĪ whereĪ is some nonnegative random variable, and when we study the behavior of the error exponents for large values of s. These results are expected: when τ s escapes to infinity, two consecutive samples X(T n ) and X(T n+1 ) will tend to be decorrelated, and it will be realistic to approximate the process (Y n ) received under the signal hypothesis with an i.i.d. process which samples are distributed as N (0, CQ(∞)C T + 1 d ).
Proposition 5 (Large holding times) Assume (τ s ) escapes to infinity. The following facts hold true:
ξ H0:Noise −−−→ s→∞ 1 2 log det CQ(∞)C T + 1 d − tr CQ(∞)C T CQ(∞)C T + 1 d −1 ,(45)ξ H0:Signal −−−→ s→∞ 1 2 tr CQ(∞)C T − log det CQ(∞)C T + 1 d . (46) DRAFT Given an R d -valued i.i.d. sequence (Y n ) such that Y 1 ∼ N (0, 1 d ) under H0 and Y 1 ∼ N (0, CQ(∞)C T + 1 d ) under H1,
The Scalar Case
In the scalar case, the SDE (1) describes a so called Ornstein-Uhlenbeck process
where W (t) is a scalar Brownian motion and (a, b) are known real non zero constants. In our situation, a > 0 and the initial value X(0) is independent from W (t) and follows the law N (0, Q(∞)) where the
is a scalar process and we write the H0-Noise test as
where the observation noise process (V n ) is i.i.d. with V 1 ∼ N (0, 1). Solving Equation (47) between T n and T n+1 we obtain that X n = X(T n ) is given by
. Statistically, the process (Y n ) is completely described under H1 by the scalars a and Q(∞) and by the distribution τ of I 1 , and so are the error exponents.
The parameter a controls the correlation strength between to samples of X(t) separated by a given time lag (the "memory" of the Ornstein-Uhlenbeck process). If I 1 is integrable, we can assume E[I 1 ] = 1 and include the mean holding time into a. Turning to Q(∞), as X(t) ∼ N (0, Q(∞)) for every t ≥ 0, we notice from (49) that Q(∞) is simply equal to the Signal to Noise Ratio
DRAFT
We begin by providing the error exponents expressions when the sampling is regular. In the scalar case, it is easy to solve Equations (42) and (43) 
In the setting of Theorem 3, we have
The proof of this corollary is omitted. We note that the result (50) One practical implication of this proposition is the following: from the stand point of the error exponent theory, when H0 stands for the presence of a noisy O-U signal, one has an interest in choosing close sensors if one wants to reduce the Type II error probability. This probability is reduced by exploiting the correlations between the X n .
In the setting of Theorem 2, the behavior of ξ H0:Noise with respect to a has been analyzed in the regular sampling case only (Corollary 1) in [7] . The authors of [7] proved that when SNR ≥ 0 dB, ξ H0:Noise increases with a while when SNR < 0 dB, ξ H0:Noise admits a maximum with respect to a. By a numerical DRAFT estimation of ξ H0:Noise (see below), we observe a similar behavior in the case of a Poisson sampling.
However, a more formal characterization of the behavior of ξ H0:Noise for a general distribution τ seems to be difficult.
V. NUMERICAL ILLUSTRATION
Let ( X ∞ , P ∞ ) be a random element of R q × [0, Q(∞)] with distribution the invariant distribution ν of the Markov process ( X n , P n ). Then the error exponent provided by Theorem 2 can be also written
and the error exponent provided by Theorem 3 is
By the stability of the Markov chain ( X n , P n ) shown in Section III, we estimate the error exponents by simulating the Kalman Equations (12)- (13) with
, and by replacing the expectation operators in the equations above with empirical means taken on ( X n , P n ) n=1,...,N for N large enough. Figures 1 and 2 describe the behavior of the error exponents in the scalar case. In Fig. 1 , ξ H0:Noise is plotted as a function of a for SNR = −3, 0 and 3 dB. Poisson sampling as well as regular sampling is considered in this figure. We notice that ξ H0:Noise increases for SNR = 0 and 3 dB while it has a maximum with respect to a for SNR = −3 dB. As said in Section IV, this behavior has been established in [7] in the case of a regular sampling. We also notice that Poisson sampling is worse than regular sampling for SNR = 3 dB and better than regular sampling for SNR = −3 dB from the viewpoint of the error exponent.
In Fig. 2 , the error exponent ξ H0:Signal is plotted vs a also for SNR = −3, 0 and 3 dB. The conclusions of Proposition 6 are illustrated. One interesting observation is that the error exponent with Poisson sampling is better than the error exponent with regular sampling for all considered SNR. Figures 3 and 4 concern respectively the behavior of ξ H0:Noise and ξ H0:Signal in the vector case. We consider following 2-dimensional process.
where W (t) is a scalar Brownian motion. We take C = 1 2 in (4). Both Poisson and regular models for the sampling are considered. In the Poisson sampling case, we assume that the I n are equal in distribution to sI where I is a Poisson random variable with mean one, and we plot the error exponents in terms of the mean holding time s. In the regular sampling case, s is simply the sensor spacing. The other parameter is the SNR given by
A behavior comparable to the scalar case behavior is observed for both tests: In the case of the H0-Noise test, the error exponent increases with s at high SNR, while it has a maximum with respect to s at low SNR, and the Poisson sampling is worse than the regular sampling at high SNR. In the case of the H0-Signal test, we also observe that ξ H0:Signal decreases in s, and Poisson sampling is better than the regular sampling for the three considered SNR from the standpoint of the error exponents.
APPENDIX
A. Technical lemmas
In this section we provide some useful technical lemmas. By continuity of λ → (λ I − A) −1 on C, the previous integral is finite, which gives the result. 
Lemma 3 Assume that
Lemma 4 Assume that the matrix
B. A stability result on Markov chains
Here we present our swiss knife result on Markov chains. We follow the approach in [27] for obtaining the geometric ergodicity of Markov chains using simple moment conditions, although we use a more direct proof inspired from [28] . For the a.s. convergence of the empirical mean, we will rely on the following standard result for martingales [29] :
Lemma 5 Let (M n ) n≥0 be a martingale sequence and X n = M n − M n−1 be its increments. If there We adopt the following setting for our generic Markov chain. Let {η, η k , k ≥ 1} be an i.i.d. sequence of random variables valued in E and let X be a closed subset of R d . Let F y (x) be defined for all y ∈ E and x ∈ X with values in X and such that (x, y) → F y (x) is a measurable X × E → X function. This
This Markov chain is valued in X and start at time 0 with the value x. We denote by P the corresponding kernel defined on any bounded continuous function f : X → R by
Observe that (51) implies, for all n ≥ 1
We denote by | · | the Euclidean norm on R d and, for any p ≥ 1 and f : X → R,
, which is the Lipschitz norm for p = 1. We now state the main result of this appendix.
Theorem 4
Define {Z x k , k ≥ 0} as in (51) . Assume that F η is a.s. continuous, and that, for some C > 0, α ∈ (0, 1), p, r ≥ 0, q ≥ 1 and s ≥ p, (i) For all x, x ′ ∈ X 2 and n ≥ 1,
(ii) For all x ∈ X 2 and n ≥ 1,
Then the following conclusions hold.
(a) There exists a unique probability measure µ on X such that
and this measure µ has a finite s-th moment. 
Proof: Let us introduce the backward recurrence process starting at x defined by Y 0 = x and
Note that for any n, Y n d = Z x n , that is, the processes (Y n ) and (Z x n ) has the same marginal distributions. Moreover, using (i) and the Jensen Inequality, we have
s. By completeness of the state space X , Y n converges in X a.s. We denote the limit by ξ and its probability distribution by µ.
a.s. with constant marginal distributions. Then necessary these two distributions are the same and thus µ is the unique invariant distribution, which achieves the proof of (a).
We now prove (b). First observe that f is continuous and f (x) = O(|x| a ) as |x| → ∞. Hence by (a), since a ≤ s, f is integrable with respect to µ. Also, by (ii), E[|f (Z x k )|] < ∞ for all k ≥ 1 and x ∈ X . We use the classical Poisson equation for decomposing the empirical mean of the Markov chain as the empirical mean of martingale increments plus a negligible remainder. Using that f Lip a < ∞, the Hölder inequality and (i), we have, for any x, y ∈ X ,
where we used the notation . We obtain, for some constant c > 0
with b = p ∨ {r(a − 1)}. Since we assumed s > b, using (a), the right-hand side of the previous display is integrable in y with respect to µ and we get
Hence we may define the real-valued function
which is the solution of the Poisson equation f (x) − µ(f ) =f (x) − Pf (x) and satisfies
Hence the decomposition
is a sequence of martingale increments. By the Jensen Inequality, we have
and by (54) and (ii), 
→
This proves (b).
We conclude with the proof of (c). Using (b) we may replace U k by U k − m, that is, we assume . Indeed, assume that p is a solution of (42). Consider the state equations (11) where it is assumed that X(0) ∼ N (0, p). By the very nature of the Kalman filter, the covariance matrix P k satisfies
As P k = p for any k, we have p ≤ Q(∞) by taking the limit as k → ∞.
We now consider the invariant distribution ν characterized by Proposition 2. This distribution writes ν = ν X ⊗ δ PR , and we shall show that ν X = N (0, Σ) where Σ is the unique solution of Equation (43).
To that end, we begin by showing that the steady state Kalman filter transition matrix Θ = Φ(1 q − GC)
has all its eigenvalues {λ i } in the open unit disk. Indeed, getting back to Equation (20) and passing to the limit, we have
is an eigenvector of Θ with eigenvalue λ i , we obtain from this last equation
follows the distribution ν, we have (see (15) ) Z k = ΘZ k−1 + ΦGY k . Recall that Y k ∼ N (0, 1 d ) and is independent with Z k−1 . In these conditions, it is clear that Z k ∼ N (0, Σ) when Z k−1 ∼ N (0, Σ). Therefore, ν = N (0, Σ) ⊗ δ PR is invariant, and by Proposition 2, it is the unique invariant distribution. Replacing ν and µ with their values at the right hand sides of (16) and (17), we obtain (41) and (44) respectively. Proposition 4 is proven.
2) Proof of Proposition 5:
We assume that the holding times I n are equal in distribution to I s (distributed as τ s ) to point out the dependence on s. We also denote the invariant distribution of the Markov chain (Z k ) defined in Section III as µ s . We begin by proving that µ s converges weakly to δ Q(∞) As µ s ⇒ δ Q(∞) , the second term at the RHS of (16) 
3) Proof of Proposition 6:
In the scalar case, the covariance update equation (13) writes
P n P n + 1 − Q(∞) + Q(∞) .
Given a sequence of holding times (I n ) n≥1 and two positive numbers a 1 ≥ a 2 , consider the two 
DRAFT
In order to show that ξ H0:Signal increases with Q(∞), the argument is similar to the one used above to show that ξ H0:Signal decreases as a increases. Proposition 6 is proven.
