Abstract. Any pair of functions which nearly extremizes Young's convolution inequality f * g t ≤ A f p g q for R d , is close in norm to a pair which is an exact extremizer.
Introduction
Young's convolution inequality for R (p ′ ) 1/p ′ . This number, which is strictly less than one, is the optimal constant. Moreover, equality is realized only if there exist an invertible affine endomorphism L of R d and vectors u, v ∈ R d such that f (x) is a nonzero scalar multiple of e −|L(x−u)| 2 and g(x) is a nonzero scalar multiple of e −γ|L(x−v)| 2 where γ is a positive constant which depends only on p, q [1] , [3] . In this situation we say that (f, g) is an extremizing pair for the inequality (1.2) .
In this paper we characterize pairs of functions (f, g) ∈ L p ×L q which nearly realize this optimal constant, demonstrating that near equality can only occur for functions which are close in norm to extremizers. This conclusion is false if one or more of the three exponents equal 1 or ∞. Eisnerε tends to 0. Here A △ B denotes the symmetric difference of two sets. A weakness of this result is that it presupposes near equality not for a single indicator function h = 1 S , but rather, for two such functions. But as will be seen below, our analysis leads naturally to a situation in which near equality is known to hold for infinitely many sets S, in a strong sense.
The following notational conventions will be used throughout the paper. We will consistently use the quantity δ to quantify the degree to which a pair or triple of functions nearly extremizes Young's inequality. For other quantities η which arise in the discussion, the notation η = o δ (1) will mean that η ≤ ψ(δ) where ψ(δ) → 0 as δ → 0. The function ψ may depend on the dimension d, and sometimes on other parameters which will be indicated, but otherwise will depend only on δ, perhaps through auxiliary quantities chosen in the course of the proof which themselves depend only on δ, d. An ordered triple (f, g, h) is said to be close to an ordered triple
, and h −h r < δ. The author thanks Terence Tao for a stimulating conversation.
Normalized extremizing sequences
Let p, q, r satisfy p, q, r ∈ (1, ∞) (2.1)
These hypotheses will be in force throughout the discussion. Let r ′ = r/(r − 1) be the exponent conjugate to r.
Let d ≥ 1. It will be convenient to write Young's inequality in the more symmetric form Lemma 2.1. There exist C < ∞ and γ > 0, depending on (p, q, r), such that for any measurable sets E, E ′ ⊂ R d with positive and finite Lebesgue measures,
Let f be a measurable function which is finite almost everywhere. There exist a unique decomposition
and associated pairwise disjoint sets F j satisfying (2.6)
For g, h there are corresponding decompositions in terms of functions G j , H j associated to sets G j , H j , respectively.
Lemma 2.2. There exist finite positive constants c 0 , C 0 and positive functions θ, Θ such that θ(t) → 0 as t → ∞ and Θ(δ) → ∞ as δ → 0, with the following properties.
be the functions and sets associated to f, g, h respectively. Then there exist k, k
with corresponding properties for {G j } relative to k ′ and for {H j } relative to k ′′ . Moreover
The triple (f, g, h) is therefore equivalent, under the action of the affine symmetry group, to a pair with k = 0 and |k
The lemma is a consequence of Lemma 2.1 via the reasoning in §5 and Lemma 6.1 of [7] , so the proof is omitted. Definition 2.1. Let p, q, r ∈ (1, ∞). Let Θ, R be functions which satisfy Θ(ρ) → 0 as ρ → ∞ and R(t) → ∞ as t → 0. A function f ∈ L p is said to be η-normalized with exponent p with respect to Θ, R if f p = 1 and
We will most often omit mention of the exponent p when referring to this definition. Given an ordered triple of exponents (p, q, r), we will say that a triple of functions (f, g, h) is η-normalized with respect to Θ, R if each of the three functions is normalized with the corresponding exponent. Definition 2.2. An extremizing sequence for Young's inequality for an ordered triple of exponents (p, q, r) is a sequence of elements (
is said to be normalized if there exist functions Θ, R and a sequence (η ν ) of positive real numbers satisfying lim ν→∞ η ν = 0, Θ(ρ) → 0 as ρ → ∞, and R(t) → ∞ as t → 0, such that for each index ν, the functions f nu, g ν , h ν are η ν -normalized with respect to Θ, R with exponents p, q, r respectively.
In these terms, Lemma 2.2 can be restated thusly: Proposition 2.3. Let p, q, r satisfy (2.1),(2.2). There exist functions Θ, R satisfying Θ(ρ) → 0 as ρ → ∞ and R(t) → ∞ as t → 0 with the following property. Let δ > 0 be arbitrary
) are δ-normalized with respect to the functions Θ, R, with exponents p, q, r respectively.
We will prove below:
By f (x − a) we mean of course the function R 1 ∋ x → f (x − a).
Control of distribution functions
Consider any normalized near-extremizing triple (f, g, h). The purpose of this section is to establish strong control over the distribution functions | {x : f (x) > t} |, with corresponding control for g, h. We will do this by proving that the triple of symmetric rearrangements (f
r to some triple which is an exact extremizer. The discussion will exploit the following characterization of extremizers [1] , [3] . A generalization, with a different method of proof, is established in [2] . Proposition 3.1. For fixed (p, q, r), there exist σ, τ > 0 such that any extremizing ordered triple (F , G, H) is of the form
2 ) for some λ > 0, a j ∈ R, and 0 = c j ∈ C satisfying c 1 c 2 c 3 > 0 and a 3 = a 1 + a 2 . Conversely, any such triple is an extremizer.
In particular, extremizing triples are unique, up to scalar multiplication and the action of the natural affine group; they are bounded; their nonincreasing rearrangements are continuous and strictly decreasing. Only these qualitative facts about the extremizers are actually needed in our analysis.
Superlevel sets are nearly intervals
In the following statement, F α continues to denote the superlevel set F α = {x : f (x) > α}, and likewise F α , G β denote the superlevel sets of functions F , G. 
-nearly extremizing for Young's inequality, and be δ-normalized with respect to Θ, R.
r be an exactly extremizing ordered triple of nonnegative functions, and suppose that the triple of symmetric nonincreasing rearrangements (f
Then for every α for which there exists β such that
there exists an interval I α ⊂ R such that
Proof. Decompose
By the Riesz-Sobolev inequality,
The first step in the proof is the following simple fact.
Lemma 4.2.
Corresponding statements hold for g, h with exponents q, r respectively.
The notation sup f means that the supremumn is taken over all functions f which are first components of ordered triples (f, g, h) which satisfy the hypotheses of Lemma 4.1.
Proof. Firstly,
Secondly,
A consequence of the Lemma 4.2 and Young's inequality is that for any η > 0,
with the supremum taken over all triples (f, g, h) which satisfy the hypotheses of Lemma 4.1 for given δ. Next, for any η > 0, (4.10)
by Lemma 3.3. The superlevel sets are nested; F α ⊂ F α ′ whenever α ≥ α ′ . From this nesting property, the comparison of measures of superlevel sets (3.3), and the fact that α → |F α | is a continuous, strictly decreasing function of α on the interval [0, F ∞ ], and by the corresponding properties of g, h, it follows that for any fixed η,
The purpose of this discussion has been to reach a position from which it is possible to invoke an inverse theorem established in [8] , which states the following. 
Then there exists an interval J such that |A △ J| < o τ (1)|A|.
The factor denoted o τ (1) does depend on ρ. However, it follows that there exists a function τ → ρ(τ ) satisfying lim τ →0 ρ(τ ) = 0 such that the conclusion still holds if the hypotheses are satisfied with ρ = ρ(δ). We will apply Theorem 4.3 in this form.
To prove Lemma 4.1, consider any α, β satisfying the hypotheses of the lemma. Because H is a Gaussian, its superlevel sets H γ = {x : H(x) > γ} have measures which take on all values in the range (0, ∞) as γ varies over (0, H ∞ ). Given t, there exist unique γ, γ ′ satisfying |H γ | = t and |H γ ′ | = 3t. Apply Theorem 4.3 with A = F α , B = G β , and E = H γ , E ′ = H γ ′ for these parameters γ, γ ′ . We next verify that the hypotheses of the inverse theorem are satisfied for some τ = o δ (1). Assume that (α, β, γ) ∈ Ω(η(δ)). Firstly,
by (3.3), uniformly for all γ in any compact subinterval of (0, H ∞ ) and therefore uniformly for all t in any compact subinterval of (0, ∞).
Secondly, continuing to define γ by |H γ | = t,
The second inequality holds because
Consequently Theorem 4.3 applies, and guarantees the existence of the interval I promised in the statement of Lemma 4.1.
Consider any α ∈ [̺, F ∞ − ̺]. As β varies over (0, G ∞ ), |G β | takes on all values in (0, ∞), so there certainly exists β such that max(|F α |, |G β |) ≤ (2 − ̺) min(|F α |, |G β |). Therefore we may apply Lemma 4.1 to conclude that F α nearly coincides with some interval. Therefore we have proved: 
be any (1 − δ)-nearly extremizing ordered triple of nonnegative functions which is normalized with respect to Θ, R.
This bound holds uniformly for all α ∈ [η,
By symmetry, corresponding intervals exist for the sets G β and H γ . It would be equivalent to write |F α △ I α | < o δ (1)|F α | in the conclusion since it has been shown that |F α − F α | = o δ (1) in this range of parameters.
Precompactness
In order to establish Theorem 1.1 for nonnegative functions in dimension d = 1, it suffices to prove the following.
Then there exist sequences a ν , b ν of real numbers such that the sequence of ordered triples
Here
Proof. Let F ν,α , G ν,β , H ν,γ denote the superlevel sets of f ν , g ν , h ν , respectively. Let η > 0. Apply Lemma 4.4 to obtain intervals I ν,α , J ν,β , K ν,γ associated as in the conclusion of that lemma to the sets F ν,α , G ν,β , H ν,γ respectively for all (α, β, γ) ∈ Ω(η). Thus F ν,α △ I ν,α < ε ν , where ε ν = ε ν (η) → 0 as ν → ∞, uniformly in α so long as η remains fixed. Corresponding conclusions hold for G ν,β △ J ν,β and for
Consider first the sequence of functions f ν = ∞ 0 1 Fν,α dα. By Lemma 4.2, in order to show that the sequence (f ν ) is precompact in L p modulo translations, it suffices to prove that for any η > 0, the sequence of functions Proof. Whenever α ≥ η, F ν,α ⊂ F ν,η . Therefore
Thus the L p norm of the restriction of 
It remains to analyze
1 Iν,α∩Iν,η dα. As ν → ∞, |I ν,η | → |F η | < ∞, so the intervals I ν,η remain in a bounded subset of R. Finally, since I ν,α ∩ I ν,η is an interval for each α, each function (5.1) is of total variation ≤ 2 F ∞ , has L ∞ norm not exceeding F ∞ , and is supported in a bounded interval independent of ν. Therefore the sequence of functions (5.1) is precompact in L p (R).
The same reasoning applies to the sequences (g ν ) and (h ν
6. An approximate functional equation
Any measurable function ϕ : R d → C which satisfies ϕ(x) + ϕ(y) ≡ ϕ(x + y) is linear. Here we establish an approximate version of this fact, which will be the key to extending the result proved thus far to higher dimensions. The lemmas of this section are likely to have other applications.
For any R > 0, denote by B R the ball B R = x ∈ R d : |x| < R . 
Then there exists a linear function L :
The same proof will show that if the hypothesis is strengthened to f (x) + f (y) = f (x + y) on the complement of a set of measure δ|B| 2 , then the conclusion can be strengthened to
There is no hypothesis here that f be locally integrable, let alone satisfy some upper bound. This precludes the use of certain otherwise natural analytic techniques.
A multiplicative analogue of Proposition 6.1 is equally natural and will be used to extend Theorem 1.1 to complex-valued functions. 
In the context of the proof of Proposition 6.1, we will utilize the following notations and definitions. Definition 6.1. Let f : B 2R → C be measurable. Let δ, τ be the parameters given in the statement of Proposition 6.1. Let γ, λ, σ > 0.
• a ≈ λ b will mean that |a − b| < λ.
• If T ⊂ S are subsets of some measure space, we say that the vast majority of all points in S belong to
R in the complement of a set of measure γ|B R |.
Proof of Proposition 6.1. Every x ∈ B R is Cδ 1/2 -rich, with the exception of a set of measure ≤ Cδ 1/2 |B R |. Therefore for all (x, y) ∈ B 2 R/2 except a set of measure ≤ Cδ 1/2 |B R | 2 , x, y, x + y will all be Cδ 1/2 -rich. If (x, y, w, z) ∈ B 4 R/2 , and if each of the ordered pairs (x, w), (y, z), (w, z), (x+w, y+ z), (x + y, w + z) belongs to F τ , then (x, y) ∈ F 5τ . Indeed,
while on the other hand
If x, y and x + y are all γ-rich for sufficiently small γ, then for the vast majority of all (w, z) ∈ B 2 R/2 , each of the five ordered pairs listed will indeed belong to F τ . Fix such a parameter γ. Hence we say that z ∈ B R is rich if it is γ-rich for this value of γ.
We have proved the following lemma.
R/2 and x, y, x + y are all rich. Lemma 6.4. If δ > 0 is sufficiently small then there exists an absolute constant C < ∞ such that whenever x j ∈ B R/8 are rich and satisfy
Proof. Observe that if y j ∈ B R/8 have the property that each of the quantities y j , x j + y j , x 1 + x 3 + y 1 + y 3 , x 2 + x 4 + y 2 + y 4 , x 1 + x 3 + y 1 + y 3 − x 2 − x 4 − y 2 − y 4 , y 1 − y 2 , and y 3 − y 4 is rich, then the following chain of approximate equalities is justified by Lemma 6.3: 
by no more than Cτ . Now consider any z ∈ B R/8 . Because the vast majority of all elements of B R/8 are rich, there exist rich u, v ∈ B R/8 satisfying u + v = z. The associated sum f (u) + f (v) then depends only on z, rather than on the choice of u, v, up to an additive error which is O(τ ). For z ∈ B R/8 define ϕ(z) to be the average of f (u)+f (z −u), averaged with respect to Lebesgue measure over all u ∈ B 2 R/8 such that u, z − u both belong to B R/8 and are both rich. The function ϕ is measurable. For every rich z ∈ B R/8 ,
for an overwhelming majority of all pairs u, v. Therefore f ≡ ϕ + O(τ ) on B R/8 , except on a set of measure ε(δ)|B|, where ε(δ) → 0 as δ → 0.
Lemma 6.5. Suppose that δ is sufficiently small. Then for almost every pair (z 1 , z 2 ) ∈ B 2 R/8 , ϕ(z 1 ) + ϕ(z 2 ) depends only on z 1 + z 2 up to an additive error which is O(τ ).
Proof. Write z 1 = x 1 + y 1 and z 2 = x 2 + y 2 where x j , y j ∈ B R/8 are all rich, ϕ(
provided that x 1 +x 2 , y 1 +y 2 are rich, which is the case for the overwhelming majority of choices of x 1 , x 2 .
Extend the definition of ϕ to B 2R by defining ϕ(z) to be the average of j ϕ(x j ), with the average taken over all representations of z as 32 j=1 x j with each x j ∈ B R/8 , with respect to Lebesgue measure on the hyperplane in R 32d defined by j x j = z. It follows by a simpler analogue of reasoning given above that
R . In the same way,
for all x i ∈ B R , for any fixed N provided that δ is sufficiently small. In particular,
Define Ψ : R/RZ → C by Ψ(x) = ψ(x) where x denotes a coset in R/RZ, and x ∈ [0, R) denotes a representative of that coset. Then
for all x, y ∈ R/RZ. Indeed, letx,ỹ ∈ [0, R) be representatives of the cosets x, y. Ifx +ỹ < R then (6.10) is a consequence of the corresponding property of ϕ. If x +ỹ ∈ [R, 2R) then writex +ỹ = x + (R −x) + x +ỹ − R and apply (6.9) repeatedly together with the relation ψ(R) = 0 to obtain (6.10). We claim that Ψ L ∞ (R/RZ) = O(τ ). Indeed, for any x ∈ R/RZ, average the relation Ψ(x) = Ψ(x + y) − Ψ(y) + O(τ ) with respect to y ∈ R/RZ. The averages of Ψ(x + y) and Ψ(y) cancel, leaving Ψ(x) = O(τ ). Now this means that ϕ(x) = L(x) + O(τ ) for all x ∈ [0, R], and the same reasoning applies to [−R, 0]. Since ϕ = f + O(τ ) for the vast majority of all points in B R , this concludes the proof in the one-dimensional case.
The higher-dimensional case requires only a slight elaboration of this argument. Let ρ = R/d and choose a linear mapping L : R d → C so that ϕ(ρe j ) = L(ρe j ) for each of the unit coordinate vectors e j , j ∈ {1, 2,
The same reasoning leads again to the conclusion that ϕ = L+O(τ ) in {x : |x j | < ρ for all j ∈ {1, 2, · · · , d}}. Now apply (6.9) one last time to extend this relation to B R .
The proof of Proposition 6.2 follows that of Proposition 6.1, with addition replaced by multiplication wherever appropriate. The details are therefore omitted.
Our application requires the following variant, which is an easy consequence of Proposition 6.1. Lemma 6.6. Let R ∈ (0, ∞). Let α, β, γ be measurable C-valued functions, and let A, B, C ∈ C be nonzero. Suppose that
where ε(δ) → 0 as δ → 0. Here C is a positive constant which depends only on d, A.
Proof. By dividing by A and by replacing β by BA −1 β and γ by CA −1 γ we may reduce to the case A = B = C = 1. The hypothesis implies that
for the vast majority of all (x,
for the vast majority of all (x, x ′ , y, y
for the vast majority of all (x, x ′ , y, z) such that (x, x ′ , y,
R/2 . Therefore it is possible to choose z ∈ B R/16 such that this inequality holds for the vast majority of all (x,
for the vast majority of all (x, x ′ , y) ∈ B 3 R/4 . Via another substitution we find that
for the vast majority of all x ∈ B R/16 , for a certain affine function L α .
The same reasoning applies to the functions β, γ, yielding corresponding affine 
for the sake of definiteness. This reasoning can be repeated with the indices α, β, γ permuted arbitrarily. Thus α(x) − L α (x) = O(τ ) for the vast majority of all x in B R ′′ , where R ′′ = 3 2 R ′ . Repeating this reasoning finitely times demonstrates the stated conclusion, provided that δ is sufficiently small.
Extension to higher dimensions
We next extend Theorem 1.1 to R d for arbitrary dimensions d, by induction on d, still considering only nonnegative functions. Let B R = x ∈ R d : |x| < R . Consider any three Gaussian functions with domain R 1 , denoted by
where the normalizing factors c p , c q , c r are chosen so that ϕ, ψ, ξ have norms equal to 1 in L p , L q , L r respectively, for all parameters α, β, γ, a, b, c.
There exists Γ > 0 with the following property. For any ε > 0 there exists η > 0 such that for any
|c − a − b| < ε,
to an exactly extremizing ordered triple of functions.
The proof of this elementary fact is left to the reader; alternatively, it is a consequence of the one-dimensional case Theorem 1.1 and the known uniqueness of extremizing triples up to scalar multiplication and the action of the affine group.
Consider R d+1 , with coordinates (
Define
and f x (s) ≡ 0 if F (x) ∈ {0, ∞}, noting that F is finite almost everywhere. If
, h x , which have corresponding properties.
We will exploit the representation
A first consequence is that
The optimal constant for R k is known to equal A k p,q,r , where A p,q,r is the optimal constant for R 1 . Since
which is to say that (F, G, H) is a (1 − δ)-nearly extremizing triple for R d . By the induction hypothesis, (F, G, H) is o δ (1)-close to some extremizing ordered triple (F * , G * , H * ). By making an affine change of variables in R d we may reduce matters to the case where
where α 0 , β 0 , γ 0 are fixed constants which depend only on p, q, r, and c p , c q , c r are the normalizing constants introduced above.
For any ε > 0 there exist δ 0 and R < ∞ such that
f (x, s)g(y, t)h(x + y, s + t)) ds dt dx dy
Therefore it suffices to analyze the contribution of those (x, y) ∈ B 2 R to the integral R d+d F (x)G(y)H(x + y) f x * g y , h x+y dx dy. |Ω| + |ω| = o δ (1).
Secondly, for x / ∈ ω,
where ϕ x (s) = c p α(x) 1/p exp(−α(x)(s − a(x)) 2 ). The functions g x , h x are likewise close to corresponding Gaussians ψ x , ξ x with parameters β(x), b(x), γ(x), c(x), on B R \ ω.
Thirdly, there exists (α, β, γ) ∈ (0, ∞) 3 such that the ordered triple of functions (e −αx 2 , e −βx 2 , e −γx 2 ) is an extremizing triple for Young's inequality for R 1 with exponents (p, q, r), which satisfies (7.9) |α(x) − α| + |β(x) − β| + |γ(x) − γ| = o δ (1)
for all x ∈ B R \ ω. Lastly, for all (x, y) ∈ B 2 R \ Ω, (7.10) |c(x + y) − a(x) − b(y)| = o δ (1).
The constants implicit in the o δ (1) notation in these conclusions are permitted to depend on R.
Proof. It is given that (7.11)
F (x)G(y)H(x + y) f x * g y , h x+y dx dy
F (x)G(y)H(x + y)A p,q,r dx dy.
On the other hand, for any (x, y), f x * g y , h x+y ≤ A p,q,r . Therefore Now we may apply the one-dimensional case of our main theorem to conclude that whenever (x, y) ∈ B 2 R \ Ω ′ , f x differs from some Gaussian by o δ (1) in L p norm, and likewise g y , h x+y are close to Gaussians in L q , L r norms, respectively. Later in the argument we will define Ω to the the union of Ω ′ with another set. Provided that the latter set has measure o δ (1), the conclusion (7.13) remains valid by Young's inequality, since F * , G * , H * ∈ L ∞ and (F, G, H) = (F * , G * ,
Since we have chosen R to be a function of δ which tends to ∞ as δ → 0, generality that f * g, h is real and positive. Therefore , in the sense that the difference is an affine function on R d+d whose coefficients are o δ (1). Thus (f, g, h) has the required structure.
