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ABSTRACT 
This paper investigates the sensitivity of width proximity and mesh grid size to the wake characteristics of Momentum 
Reversal Lift (MRL) turbine using a new computational fluid dynamics (CFD) based Immersed Body Force (IBF) 
model. This model has been added as a source term into the large eddy simulation (LES), which is developed for 
solving two phase fluids. The open source CFD code OpenFOAM was used for the simulations. The simulation results 
showed that the grid size and width proximity have had massive impact on the flow characteristics and the computa-
tional cost of the tidal turbine. A fine grid size and large width inflicted longer computational time. In contrast, a coarse 
grid size and small width reduced the computational time but showed poor description of the flow features. In addition, 
a close proximity of the domain’s wall boundary to the turbine affected the free surface, the air body, and the flow 
characteristics at the interface between the two phases. These results showed that careful investigation of a suitable grid 
size and spacing between the wall boundary and the turbine are important to minimise the effect of these parameters on 
the simulation results. 
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1. Introduction 
The interest of exploiting tidal energy using tidal stream 
devices has been growing rapidly recently. As a result, 
several studies have been carried out on evaluating the 
environmental impacts and locating the potential sites as 
documented by [1-3]. A wide range of tidal stream de-
vice designs are currently under development and testing 
with the aim of improving the efficiency of conventional 
tidal turbines. 
University of Exeter together with Aquascientific Ltd., 
a small firm located in Exeter, have been working on the 
development of new design of tidal turbines as part of 
their research on renewable energies and come up with a 
novel design called Momentum Reversal Lift, which is 
currently in the prototype and testing phase. This turbine 
is a development of cycloidal turbines and as such has a 
system of three symmetrical blades which revolve 
through 180˚ for every full rotation of the main shaft. 
This clearly induces very complex, highly sheared inter-
nal flows plus a large circulation flows. Experimental 
studies have been performed on a small scale MRL mod-
els to determine the operating efficiency of the turbine in 
a fluid test tunnel. However, it is expensive to perform 
experimental works to study the device parameters in a 
large scale and or arrays. Therefore, it is crucial to utilize  
other options such as numerical simulations, which are 
potentially less expensive. 
Numerical models have showed great success in the 
study of tidal turbines though there are still issues to re-
solve. Several studies have been carried out using the 
actuator disc method, such as the simulation of two di-
mensional flow past a turbine with a free surface by [4], 
simulation of a horizontal axis turbine and comparison of 
the far wake with experimental data [5,6], and for the 
study of close proximity [7]. Studies by [5,7,8] indicate 
that the above method minimizes the requirement of 
mesh refinement and of modelling the geometry in full, 
thus reducing the associated computational costs. The 
technique has shown good agreement with experimental 
data but [5] acknowledged that the vortex shedding from 
the edge of the disc is not similar to the real turbines. The 
study by [7] also indicates that the actuator disc method 
has no capability of resolving the flow around each blade 
except reducing the momentum of the fluid as it passes 
through the disc. 
Detailed modelling of such a system with complex in-
ternal motions is a good candidate for overset meshing 
and/or sliding mesh methods. However, the cost of these 
methods is high for modelling a large scale or farm scale 
array tidal turbines, hence a simplified CFD based, Im-
mersed Body Force (IBF) model has been developed for 
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the simulation of the MRL turbine to understand the flow 
features during energy extraction from the stream flow. 
The IBF model has been used to investigate the surface 
deformation, wake recovery and turbine to turbine inter-
actions and other related issues by the same authors [9] 
and showed better capability of simulating tidal turbines 
compared to the actuator disc method. This model has 
been successfully validated with experimental results 
carried out to calibrate the energy extraction by the MRL 
turbine, which is currently under-review for publication. 
The aim of this paper is therefore to use the IBF model 
for investigating the effect of width proximity and mesh 
grid size to the wake characteristics of the MRL turbine. 
The results will provide the required knowledge on the 
capability of the IBF model in examining the flow fea-
tures and other associated parameters and strengthen the 
confidence to use this model for the study of other tur-
bine technologies, such as wind turbines. 
2. Computational Modelling 
Complex turbulent motions such as the flows around a 
tidal turbine can be described by the unsteady Navier- 
stokes equations combined with the continuity equation. 
Direct Numerical simulation (DNS) has been used to 
solve the Navier-stokes equations by resolving all the 
motions and is proved to be the most accurate approach 
for turbulence simulations [10]. However; DNS needs 
very fine grid size to effectively resolve the small scale 
motions making it computationally very expensive. 
Therefore, turbulence modelling has been extensively 
developed to get the balance between the computational 
cost and the satisfaction of the engineering solutions for 
the descriptions of turbulent motion. The most popular 
and often utilized models in the simulation of turbulent 
motions are Reynolds averaged Navier-stokes (RANS) 
and large eddy simulation (LES). These models showed 
success in replacing the DNS. 
RANS equations are obtained by statistical averaging 
of the equations of motion. These averaged equations 
require the introduction of turbulence models, such as the 
 model. These turbulence models are used to 
model all the large and small scale motions and depend 
on the average flow quantities or modelled approxima-
tions. However, all RANS models suffer for the defi-
ciency that they fail to resolve any of the fluctuating 
scales in the flow. Thus, in cases where the large scale 
turbulent motions are important, it is necessary to employ 
the alternative, LES methods. The LES was therefore 
chosen in this study in order to balance the weakness and 
strength of the DNS and RANS. 
k 
2.1. LES Governing Equations 
The LES governing equation utilized for the simulation 
is a combination of the filtered NS equations and source 
terms as shown in (1). The existing NS equation is de-
veloped for solving two incompressible fluids capturing 
the interface using a VOF method [11]. In this study, a 
new source term, forcing function  bF , was added to 
the existing LES model to create a momentum change in 
the fluid flow by the turbine blades. The filtered NS 
equations for incompressible flow produce a set of equa-
tions [12] that can be defined as: 
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but the continuity equation does not change by the fil- 
tering process because of its linearity and can be written 
as: 
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where the bar    is the grid filter operator, u  is the 
filtered velocity, p  is the filtered pressure, ν is a di-
mensionless kinematic viscosity, 1i  is the Kronecker-  
delta, and 
1
P
x

  is the driving force which vanishes if  
periodic inlet-outlet boundary conditions are not applied.  
Since i i jj , the filtered convection term u u u u i ju u  
is the cause of difficulty in LES modelling because of its 
non-linearity. Ref. [13] introduced a modelling approxi-
mation for the difference of the two inequalities and 
splits them as: 
ij i i jju u u u                    (3) 
where the new linking term ij  is the SGS Reynolds 
stress. Combining (1) and (3), the filtered NS equations 
can be rewritten as: 
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where ijS  is the strain rate of the large scales or re-
solved scales and is defined as: 
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The SGS Reynolds stress has to be approximated by 
using SGS models to get a full solution for the NS equa-
tions. The one-equation eddy viscosity SGS model (one- 
EqEddy) developed by [14] has been used in a wide 
range of turbulent problems and was used to model the 
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small-scale motions in the MRL turbine simulation. Based 
on the oneEqEddy model [14], the sub-grid stresses are 
defined as: 
2 23ij S ij t ij kk ijk S S                 (6) 
where t  is the SGS eddy viscosity given as: 
t kC k   S                   (7) 
and the sub-grid kinetic energy  is given as: Sk
12S k kkk u u u u  k                (8) 
where: . ~ 0.4kC
2.2. Volume of Fluid Method 
The MRL turbine is designed to operate relatively close 
to the water surface and the dynamics of the free surface 
will be important for the overall behavior of the turbine. 
The VOF method has been widely used in the study of 
floating body applications, breaking waves, non linear 
free surface flows and other multiphase flows to handle 
these kinds of problems, as documented by [15-18]. It is 
an easy, flexible and efficient method for treating free 
boundaries as described by [19] and was used in this 
study coupled with the LES model. 
The volume of water in a cell is calculated as 
vol cellF V , where cell  is the volume of a computational 
cell and α is the water fraction of a cell. If the cell is 
completely filled with fluid then 
V
1   and if it is void 
then its value should be 0. The interface between the 
phases is represented by values of   between 0 and 1.  
The value of   is calculated from a separate trans-
port equation as: 
  0u
t
                    (9) 
During the simulations, there is a surface compression 
and in OpenFOAM, an extra artificial compression term 
which is active only on the interface region is introduced 
into (9) as follows: 
    1 cut           0u        (10) 
where: c  is a velocity field suitable to compress the 
interface. The physical properties (µ and ρ) at any point 
in the domain are calculated as a weighted averaged of 
the volume fraction of the two fluids, 
u
 , as: 
 1f g                    (11) 
 1f g                    (12) 
2.3. Turbine Modelling 
The IBF model is a compromise between at one extreme, 
a full treatment using overset meshing and/or sliding 
mesh techniques to describe the detailed internal blade 
motions and at the other, a highly simplified momentum 
extraction zone, such as the actuator disc method. For the 
IBF approach, a forcing function bF  is used represent-
ing the force applied by the immersed body (turbine) to 
the fluid to create momentum change and rotational 
flows. The forcing function can be defined as [9]: 
b D LF F F                  (13) 
This forcing function was added in the NS equations 
as shown in (1) and a code was developed by considering 
drag and lift forces applied by the blades on the fluid 
flow as shown in Figure 1. 
2.4. Computational Domain and Boundary 
Conditions 
The computational domain shown in Figure 2 is a sche-
matic representation of the dimensions of the geometry 
used for the computation. For simplification purposes of 
the computational domain and to minimise any pathy-
metry effect on the simulation results, the bottom of the 
domain was considered flat. The overall diameter of the 
turbine is D = 0.20 m. The domain size is 3D upstream of 
the turbine, 20D downstream, 11.1D width and with an 
overall height of 8.3D. Those dimensions were often 
used in the simulations but the width was subjected to 
some changes in the width proximity analysis. 
Table 1 shows the number of cells used in the compu-
tational domain where the cell counts in the horizontal 
and vertical directions are represented by Nx and Ny re-
spectively and along the span of the domain by Nz. The 
cell sizes are not the same throughout the domain in or-
der to reduce the computational cost. The cell sizes were 
refined in the zone of interest around the turbine region 
in order to create a uniform computation. The grid to-
pology and mesh are shown in Figure 3. The number of 
cells given in Table 1 was used for the computational 
domain given in Figure 2 but were changed based on the 
changes made on the domain dimensions for different 
analysis. 
The computational domain contains seven boundary 
patches, namely atmosphere, seaBed, wall, water and air 
inlet and outlet. The top part of the domain was an at-
mosphere which represents a standard patch. This top 
boundary was free to the atmosphere and allows both 
outflow and inflow according to the internal flow. This 
was developed by a combination of pressure and velocity 
boundary conditions [11]. 
seaBed and wall are the floor and the front and back 
side of the computational domain respectively and both 
patches represent a wall. A zero Gradient boundary con-
dition was applied to the pressure field. 
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Figure 1. Schematic representation of the force directions of the IBF model. 
 
 
Figure 2. Computational domain geometry. 
 
Table 1. Number of cells used for the computational do-
main. 
Coordinate Number of cells 
X-axis (Nx) 112 
Y-axis (Ny) 54 
Z-axis (Nz) 26 
Total 156,848 
 
In practical conditions, the velocity across the depth of 
a channel is often varied and has a parabolic velocity 
profile as described by [20-23]. Therefore, a parabolic 
velocity profile, which has been implemented by [11] 
and modified in this study to suit to a channel flow, was 
imposed on the inlet patch of the computational domain. 
Figure 4 shows the parabolic velocity profile extracted 
from the inlet boundary condition where the maximum 
velocity occurs slightly below the free surface (Y = 
1.2625 m) similar to the arguments given by the number 
of authors discussed before. The velocity profile above 
the free surface shows zero velocity as expected because 
this region represents the air body of the computational. 
This inlet velocity profile has been used in the study of 
wake states of the MRL turbine by [9]. A maximum ve-
locity of 0.746 m/s has been used for the simulations 
throughout this study. 
3. Results and Discussions 
3.1. Mesh Grid Size Sensitivity 
Mesh grid size is an important factor in numerical simu-  
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Figure 3. Non uniform mesh representation of the domain. 
 
 
Figure 4. Non uniform mesh representation of the domain. 
 
lations because resolving of the flow motions depends 
significantly on the grid size to accurately describe the 
flows. Thus, finding or developing the right model that 
can satisfy the engineering solutions without the need of 
fine grid size (cheap computational cost) is one of the 
biggest challenges engineers are facing nowadays. As the 
grid size gets finer, it inflicts a high computational cost 
because of the type of models used, such as the direct 
numerical simulation (DNS). In contrast, if the grid size 
gets coarser, this leads to use the models developed by 
approximations such as the Reynolds Average Navier- 
Stokes (RANS), which results poor description of the 
flow especially for the simulation of turbulent flows. 
Therefore, using the appropriate grid size is always cru-
cial. 
Three grid size samples (fine, medium, and coarse) 
have been chosen to investigate the grid size effect on the 
results as shown in Table 2. The grid size was refined in 
the zone of interest around the turbine region, in order to 
create uniform computation and increased towards both 
end of the domain to reduce the computational cost in the 
three cases. 
Figure 5 shows the velocity contours simulated with 
the three grid size samples. The results showed different 
flow features as expected. From the three grid sizes, the 
fine meshing (Figure 5(a)) showed clear distinction be-
tween the water and air body, which suggests to use fine 
grid size to adequately resolve the flow at the interface of 
the two phases. The fine grid size also reduced the 
boundary layer as the model properly resolved the flow 
at the interaction with the wall boundary as shown in 
Figure 5(b), which minimises the width proximity effect 
(see detail discussion about width proximity effect on 
Section 3.2). In addition, it generated large scale vortexes 
downstream of the turbine and generally showed good 
flow descriptions.  
However, the computational time was significantly in-
creased compared with the other two meshing, which 
requires super-computing machines to minimise the time 
constraints and is not feasible.  
In contrast, the results using the coarse grid size 
showed different flow characteristics (Figure 5(e)). More 
importantly, the result showed massive disturbances to 
the air body and makes it difficult to see a clear interface 
between the two phases. Thus, the CFD model is incapa-
ble of resolving the flow motions with coarse grid and 
requires fine grid to get proper description of the flows. 
However, the simulation result with the medium grid size 
produces satisfactory flow descriptions as shown in Fig-
ures 5(c) and (d). Therefore, the medium grid size is a 
good compromise between the fine and coarse grid sizes 
and therefore it is important to use the medium grid size 
throughout this study to minimise the long computational 
time inflicted by the fine grid size but satisfying the en-
gineering solution. 
3.2. Wall Boundary Proximity to the Turbine 
Finding a proper proximity of the computational do-
main’s wall boundary to the MRL device is essential 
because of its influence on the simulation results in two 
ways. Firstly, the flow features will be affected due to the  
 
Table 2. Number of cells used for the three different grid 
sizes. 
Grid  
size type X-axis (Nx) Y-axis (Ny) Z-axis (Nz)
Number 
of cells
Fine 204 86 42 736,448
Medium 112 54 26 156,848
Coarse 66 38 18 44,744    
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(a)                                                                   (b) 
  
(c)                                                                   (d) 
  
(e)                                                                    (f) 
Figure 5. Velocity contours of different grid size. (a) Fine grid size vertical plane; (b) Fine grid size horizontal plane; (c) Me-
dium grid size vertical plane; (d) Medium grid size horizontal plane; (e) Coarse grid size vertical plane; (f) Coarse grid size 
horizontal plane. 
 
The air body in the smaller width (W = 1.22 m) was 
severely affected leading to high velocity, which is not 
expected as the initial condition provided is zero velocity. 
However, the results from the other two width dimen-
sions (W = 2.22 m and W = 4.22 m) showed clear differ-
ence between the two phases and the interface can be 
easily identified.  
interaction of boundary layer with the turbine if small 
separation was to be used. Secondly, a large separation of 
the wall boundary and the turbine may inflict high com-
putational cost. Therefore, to obtain an optimised width, 
three width dimensions (1.22 m, 2.22 m, and 4.22 m), 
which corresponds to the spacing between the wall 
boundary and turbine of 2.5D, 5D and 10D respectively 
on both sides of the turbine, were used for the analysis in 
this section. The medium grid size discussed in section 
3.1 was used for the meshing but changed proportion-
ately according to the width of the computational do-
main. 
Figure 9(a) shows an instantaneous velocity profile 
extracted from the above velocity contours. The graph 
demonstrates that the velocity fluctuates immediately 
downstream of the turbine during the recovery process 
and sustains downstream up to around 14D. The fluctua-
tion starts to vanish afterwards and showed almost smooth 
velocity profile. It seems difficult to differentiate the ve-
locity profiles for the three width dimensions from this 
instantaneous velocity except a small difference observed 
between 6 and 8 diameters, where the wake showed slow 
wake recovery in the smaller width (W = 1.22 m). How-
ever, this is not always true as the velocity profile repre-
sents instantaneous value. 
Figures 6-8 show the velocity contours both on the 
vertical and horizontal plane across the centre of the tur-
bine. These results gave an insight of what happens to the 
flow features within and downstream of the turbine when 
the computational domain width is different. The simula-
tion results showed different flow characteristics for the 
three domain widths used and these discrepancies were 
more visible on the vertical planes (Figures 6(a), 7(a), 
and 8(a)) at the interface between the two phases and on 
the air body. 
A time averaged velocity was then calculated to un-
derstand the difference of the actual wake recovery in the       
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(a)                                                                (b) 
Figure 6. Velocity contours for a width of W = 1.22 m. (a) Vertical plane; (b) Horizontal plane. 
 
   
(a)                                                                (b) 
Figure 7. Velocity contours for a width of W = 2.22 m. (a) Vertical plane; (b) Horizontal plane. 
 
   
(a)                                                                (b) 
Figure 8. Velocity contours for a width of W = 4.22 m. (a) Vertical plane; (b) Horizontal plane. 
 
   
(a)                                                                (b) 
Figure 9. Stream-wise velocity profiles along the centreline of the turbine for the three domain width. (a) Instantaneous ve-
locity; (b) Time average velocity. 
Copyright © 2012 SciRes.                                                                                OJFD 
M. G. GEBRESLASSIE  ET  AL. 63
   
(a)                                                                (b) 
Figure 10. Stream-wise pressure profiles along the centreline of the turbine for the three domain width. (a) Instantaneous 
velocity; (b) Time average velocity. 
 
three domains as shown in Figure 9(b). The fluctuations 
disappeared in the time averaged velocity profile and 
clearly showed the difference of the wake recovery 
among the three cases. The large width (W = 4.22 m) 
showed slower wake recovery compared to the other 
widths as shown at the end of the domain. This is mainly 
due to the reduction of the venturi effect of the computa-
tional domain’s wall boundary, which often accelerates 
the flow rate if a small width is used. 
The pressure profile is another way of analysing the 
effect of the width domain as shown Figure 10. The re-
sults showed different pressure drop across the turbine 
using both the instantaneous and time averaged pressure 
profiles. However, in the case of the instantaneous pres-
sure profile, there is still a pressure fluctuation, which 
reflects the velocity fluctuation discussed before. The 
turbine in the small width (W = 1.22 m) showed high 
pressure drop across the turbine region compared with 
the other two because of the venturi effect, which may 
lead to overestimate the power extraction by the turbine. 
However, as the width increases the pressure drop de-
creases but at a slower rate. This indicates that with a 
very large width, the venture effect will be minimal. The 
pressure profiles in the smaller widths (W= 1.22 m and W 
= 2.22 m) were lower by almost 30 Pascal compared to 
the larger width due to the venturi effect, which drops the 
pressure by increasing the flow rate in the computational 
domain. Considering all the cons and pros, the turbine 
simulated in the medium domain width (2.22 m) would 
satisfy the necessary requirements of the simulation re-
sults. Thus, a computational domain which satisfies a 
domain width equivalent to around 5D spacing between 
the wall boundary and the turbine would be a potential 
choice. 
4. Conclusions 
The mesh grid size and width proximity have had mas-
sive impact on the simulation results, which can be sum- 
marised as follows: 
 The fine meshing and the large width inflicted sig-
nificant computational cost;  
 The coarse meshing resulted poor description of the 
flow features because of the model used, which is 
unable to resolve the flow correctly with large grid 
size; 
 Close proximity of the domain’s wall boundary to the 
turbine affected the free surface, the air body, and the 
flow characteristics at the interface between the two 
phases.  
These results showed that careful investigation of the 
grid size requirement and the spacing between the wall 
boundary and the turbine is important to minimise the 
effects of these parameters on the simulation results.  
Generally, the results proved the capability of the IBF 
model in examining different tidal turbine issues.  
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