Communication services that provide enhanced Quality of Service (QoS) guarantees related to dependability and real time are important for many applications in distributed systems. This paper presents real-time dependable (RTD) channels, a communicationoriented abstraction that can be configured to meet the QoS requirements of a variety of distributed applications. This customization ability is based on using CactusRT, a system that supports the construction of middleware services out of software modules called micro-protocols. Each micro-protocol implements a different semantic property or property variant, and interacts with other micro-protocols using an event-driven model supported by the CactusRT runtime system. In addition to RTD channels, CactusRT and its implementation are described. This prototype executes on a cluster of Pentium PCs running the OpenGroup/RI MK 7.3 Mach real-time operating system and CORDS, a system for building network protocols based on the x-kernel.
resulting in a tradeoff situation. For example, increasing the reliability of a communication service through retransmissions may cause a delay that results in a missed deadline. Another problem is that the actual properties to be enforced can have many variations, which can force developers to program each application from scratch to realize the exact combination required. For example, a collection of clients communicating with a replicated set of servers may have particular requirements related to atomicity of message delivery, consistent ordering of messages at the servers, how responses are collated, and how timely the response must be.
This paper describes real-time dependable (RTD) channels, a communication-oriented
abstraction that is designed to simplify the development of distributed applications with both dependability and real-time requirements. RTD channels are implemented as middleware mechanisms between the operating system and application, thereby providing a virtual machine with enhanced QoS guarantees on which applications can be built. The key characteristic of RTD channels is that they are highly configurable and customizable at a fine-grain level. This customization can be done both at system build time and at channel creation time; build-time customization defines the QoS properties that can be enforced, while open-time customization defines what QoS requirements will be enforced for a given connection. This dual level of customization provides a wide range of flexibility, and allows the same supporting software to be used for a variety of applications and for a variety of execution environments.
The customizability of RTD channels is based on using CactusRT as the implementation vehicle. CactusRT is a system that supports the construction of middleware services with real-time constraints as composite protocols by combining finer-grain micro-protocol modules together with the CactusRT runtime system. Services built using CactusRT execute on a cluster of Pentium PCs running the Mach MK 7.3 real-time operating system from OpenGroup/RI [Rey95] . CactusRT goes beyond existing support for configurable middleware [Her94, RBM96, SBS93] and real-time systems [SVK93, TMR96, SLC99, GSMT97] in its emphasis on fine-grain customization, integration of QoS attributes, and extensibility of service properties.
This paper has several goals. The first is to present RTD channels as a useful abstraction for distributed applications based on their ability to support a variety of customized QoS attributes.
The second is to describe the implementation of RTD channels using CactusRT and to present early experimental results. The third is to describe CactusRT itself, including its event-driven programming model and features that enable it to be used for highly configurable middleware that can meet timeliness requirements.
RTD Channels
A channel is an abstraction for communicating between two or more application-level processes in a distributed system. A dependable channel provides guarantees related to the reliability of message transmission, while a real-time channel provides timeliness guarantees. A real-time dependable (RTD) channel has a combination of dependability and timeliness guarantees.
The RTD channel service offers a simple API consisting of operations to open a channel, push a message into a channel, and close a channel. Messages are delivered to the receiver using an upcall to a specified function. The API is the same regardless of the chosen channel properties.
Channel Shapes
Different types of RTD channels can be defined based on whether the traffic is unidirectional (UD) or bidirectional (BD), and how many processes the channel connects and in what manner.
A point-to-point channel (PP) connects two processes, a multi-target (MT) channel connects one source to many targets, and a multi-source channel (MS) connects multiple sources to a single target. MT and MS channels are equivalent if the channels are bidirectional, so we use BDM to refer to either. Finally, a multi-source, multi-target channel (MST) connects multiple sources to multiple targets. A special case of an MST channel is a group multicast (GM) channel, where the sources and targets are identical. The different channel shapes are illustrated in figure 1.
Each channel shape has application areas for which it is the most suitable choice. For example, UD/PP is good for multimedia transmission, BD/PP for implementing video phones, UD/MS for transmitting sensor input from replicated sensors to a controller, and GM for video 
Channel Properties
A large number of properties can be defined for channels, but for brevity, we describe only a representative set here. In particular, we consider real-time-i.e., whether each message sent on a channel will be delivered to its destinations by a deadline, reliability-i.e., whether each message reaches its destinations, message ordering-i.e., in what order messages are delivered to the application, and jitter-i.e., the variance in message transmission time. Other properties not considered here include atomicity, stability [PBS89] , security, and properties related to changes in the set of processes using the channel, such as virtual synchrony [BSS91] and safety [MMSA + 96]. These and similar properties can be implemented in CactusRT using the same design principles as described in section 4.
Real-time properties. The real-time behavior of a channel is specified by a deadline probability P D , defined as the required probability that a message sent on the channel reaches its destination by a specified deadline. Various techniques such as admission control, scheduling, congestion control, and retransmissions are used to provide the desired P D , although the requested deadline and the characteristics of the underlying system naturally constrain the range of feasible values.
Reliability properties. The reliability of a channel is specified by a reliability probability P R , defined as the required probability that a message sent on a channel eventually reaches its destination. The reliability of a channel can be improved using redundancy, such as redundant physical communication links (e.g., [KKG + 90, CASD95]) or message retransmissions. Note that the definition includes messages that arrive either before or after their specified deadline.
Two different types of reliability guarantees can be identified: bounded reliability and absolute reliability, where bounded reliability is based on a fixed maximum number of retransmissions and absolute reliability retransmits a message until it has been received. Typically, bounded reliability is implemented by transmitting the message a fixed number of times, while absolute reliability uses feedback from the receiver (e.g., acknowledgments) to determine if and when a message should be retransmitted. P D and P R are related in the sense that P R is the upper bound for P D and thus, to reach the required deadline probability, the reliability of the channel may need to be increased. Note, however, that only bounded reliability can increase P D , since real-time guarantees are only possible for messages that reach their destination after a fixed number of retransmissions.
Different applications have different requirements for P D and P R . For example, multimedia applications can often tolerate some packet loss or missed deadlines, so P D and P R can be relatively low-on the order of 0.9 to 0.99 for audio and a minimum of 0.999 for video [MHCN96] . In contrast, distributed financial systems such as automatic teller machines require a value of P R closer to 1.0, but can tolerate a smaller value of P D .
Ordering properties. Message ordering properties define constraints on the relative order in which messages are delivered to the application on the receiving site. An unordered channel imposes no constraints, while a FIFO channel delivers messages from any given process in the order they were sent. In a causally ordered channel, if message m i can cause a process p to send message m j -i.e., p receives m i before sending m j -then any process that delivers both delivers m i before m j . Finally, in a totally ordered channel, all processes deliver all messages in a consistent global order. Specifically, if one process delivers m i before m j , no other process delivers them in the opposite order.
Message ordering properties are orthogonal to real-time and reliability. This means, for example, that the only guarantee for FIFO channels with P D < 1:0 is that any messages delivered are in order, i.e., there may be gaps in the message delivery sequence [AS95] .
Variations can also be defined that enforce strict ordering in all cases even if it means missing deadlines.
The set of properties that can be provided by a channel is intricately related to its shape.
For example, with a UD/PP channel, the only applicable ordering guarantee is FIFO, while with a GM channel, any and all combinations of FIFO, causal, and total order are applicable.
Conversely, the need for certain properties such as total ordering can influence the shape needed by a given application.
Jitter control properties. Jitter control properties restrict the variance in message transmission time along a channel. Jitter can be reduced by choosing a message deadline large enough that most messages arrive by the deadline and then attempting to deliver each message at that time. 1 Since the jitter on messages that arrive after the deadline cannot be controlled, the jitter control probability P J specifies the fraction of messages to be under jitter control. A conservative estimate of the deadline allows a larger P J since more messages tend to arrive before that time.
CactusRT

Overview
The design and implementation of RTD channels are based on CactusRT, a system that supports the modular construction of middleware services with real-time constraints. CactusRT is derived from the x-kernel model for building network subsystems in which the software is implemented as a graph of protocols (i.e., software modules) organized hierarchically [HP91] . CactusRT extends this model with a second level of composition by allowing internal structuring of x-kernel protocols as collections of micro-protocols.
CactusRT has evolved from a previous system called Coyote [BHSC98] , which has been used to construct highly-customizable versions of communication services without real-time 1 Note that the accuracy of the actual delivery time will depend on the system clock granularity, however constraints, including group RPC [HS95, BS95] , membership [HS98] , and atomic multicast [GBB + 95]. Although CactusRT is linked with the x-kernel model, the concept of microprotocols and the associated execution model can be implemented using any number of different vehicles. For example, a second version of Cactus without support for real time has been constructed on Sun Solaris using C++ and CORBA [OMG98] .
Event-Driven Model
The approach used in CactusRT is based on implementing different semantic properties and functional components of a service as separate modules called micro-protocols that interact using an event-driven execution model. A custom version of a service is constructed at build time by choosing a set of micro-protocols and linking them together with the CactusRT runtime system to form a composite protocol. The set of micro-protocols can either be selected manually or by using a graphical user interface called the CactusBuilder [Hil98] . Once created, a composite protocol is composed in a traditional hierarchical manner with other protocols to form the application's protocol graph.
A micro-protocol is structured as a collection of event handlers, which are procedure-like segments of code that are executed when a specified event occurs. Events are used to signify state changes of interest, such as "message arrival from the network" (MsgFromNet). When such an event occurs, all event handlers bound to that event are executed. Events can be raised explicitly by micro-protocols or implicitly by the CactusRT runtime system. Execution of handlers is atomic with respect to concurrency, i.e., each handler is executed to completion without interruption. The runtime system also supports shared data (e.g., messages) that can be accessed by all micro-protocols. Specifies that handler is to be executed when event occurs. order is a numeric value specifying the relative order in which handler should be executed relative to other handlers bound to the same event. When the handler is executed, static args are passed as arguments. bind returns a handle to the binding.
raise(event, dynamic args, mode, delay, urgency):
Causes event to be raised after delay time units. If delay is 0, the event is raised immediately. The occurrence of an event causes handlers bound to the event to be executed with dynamic args (and static args passed in the bind operation) as arguments. Execution can either block the invoker until the execution of all handlers have completed (mode = SYNC) or allow the caller to continue (mode = ASYNC). urgency is a numeric value specifying the relative urgency with respect to other handlers already queued for execution. An event raised with delay > 0 is also called a timer event.
Other operations are available for such things as creating and deleting events, unbinding an event handler, halting event execution, and canceling a delayed event.
The event mechanism and shared data structures provide a degree of indirection between micro-protocols that facilitates the configuration of different collections into functional services. The model also has a number of appealing features for real-time systems. One is that event handlers are short and simple, with predictable timing behavior. Another is that atomic execution of handlers minimizes the need for synchronization between handlers, and thus, reduces problems such as priority inversion.
Implementation
Overview. The prototype implementation of CactusRT runs on the OpenGroup/RI MK 7.3
Mach operating system, which includes real-time support and the CORDS communication subsystem [TMR96] . CORDS is essentially identical to the x-kernel, but with an additional path abstraction to support reservation of resources such as buffers and threads. In CORDS, the networking subsystem is constructed as a protocol graph. This graph can be divided between user and kernel space, with protocols in the latter having better predictability (e.g., no page faults) and faster performance (e.g., fewer context switches).
In our design, one or more of the protocols in that graph are composite protocols. An application may open multiple logical connections called sessions through the protocol graph to other application level objects. Each session has its own QoS guarantees, which provides a second, dynamic level of QoS customization. One CORDS path is used for each session.
Handler scheduling. Scheduling of handlers within a composite protocol is implemented using an ordered event handler queue (EHQ) storing pointers to handlers awaiting execution. Two other aspects of the code are worth noting. First, a semaphore S n whose value corresponds to the number of handlers in the EHQ at any given time is used to prevent execution of dispatcher threads whose EHQs are empty. Second, in the procedure later, the priority of the timer thread is lowered to match the current path priority. This is done because CORDS uses a separate high priority thread pool to implement timer events.
Priority inversion. Priority inversion occurs when a higher priority thread must wait for a lower priority thread to complete execution. The scheduling of threads in different CORDS protection domains-the portions of the protocol graph in kernel and user space, respectivelyis preemptive and so, will not cause priority inversions. However, scheduling within a CORDS protection domain in non-preemptive, implying that a higher priority thread attempting to enter the domain will be blocked if a lower priority thread is executing. This priority inversion can become unbounded when interaction with threads in other protection domains is taken into account. To solve this problem, we modified CORDS to use the priority inheritance semaphores in pthreads to synchronize access to protection domains [SRL90] .
Although priority inheritance semaphores solve the unbounded priority inversion problem, the inversion could still be large if lower priority threads are allowed to execute until completion.
This problem is solved having the dispatcher thread voluntarily give up its exclusive access to the protection domain if a higher priority thread is waiting to enter. This is represented in the dispatcher code in figure 3 by "yield CPU to higher priority thread" prior to executing each
handler. This results in the worst case duration of a priority inversion being the maximum across all handler execution times.
The implementation of this yield operation involves determining if a higher priority thread is waiting to enter, which is done by exploiting knowledge about priority inheritance. Specifically, since priority inheritance raises the priority of the active thread, there must be a higher priority thread waiting if the priority of the current thread is higher than its original path priority. This information is obtained directly by reading a field in the pthread data structure.
Estimating Execution Time
Providing real-time execution guarantees requires knowledge about the execution times of different services competing for the CPU. The configurability of our approach would appear to complicate this issue, but in reality, simple calculations based on the execution time of each handler can be used to estimate the worst case execution time of any valid configuration of micro-protocols.
The execution time of an event handler is often easy to measure given their simplicity. If the handler has conditional branches, the execution time of the longest branch is measured. In some cases, however, the execution time depends on the state of the computation. For example, micro-protocols implementing message ordering properties often maintain a data structure with pending messages, which implies the processing time may depend on the number of in the structure at any given time. However, this number can often be bounded to allow computation of worst-case access times. Note that messages that arrive in order do not cause any problems since they can be delivered immediately.
The maximum execution time of a composite protocol is based on the times of the event handlers and the set of events that are raised. A composite protocol is inactive until it either receives a message from protocols below or above, or until a timer event occurs. Arrival of a message causes the predefined event MsgFromApp or MsgFromNet to be raised. Given a specified set of micro-protocols, it is possible to determine which handlers may be executed when this occurs, and similarly, which events these handlers may raise. This process continues until no more events are raised. The sum of the handler execution times provides the worst case execution time required for a message. We use a conservative estimate, where any events raised are included in the computation even if they are raised in separate conditional branches of a handler.
The execution time required by timer events is calculated the same way as for other events.
The details on how this time is accounted for depends on how the timers are used. If timers are used for message-specific activity (e.g., a retransmission), the execution time is simply added to the execution time required per message. In time-driven systems, however, timers are used to initiate execution at certain moments of time independent of messages. The frequency of such timer events can be either factored into the message traffic model or a separate traffic model can be used for such timer events.
This method for estimating execution time does have restrictions, however. In particular, there must be no cycles in the chain of events raised by event handlers. That is, if handler H is bound to event A, then A must not be raised by H nor by any other handler that is executed as a result of events that H directly or indirectly raises. If this is not the case, the above calculation-and potentially system execution-is non-terminating.
Implementing Customizable RTD Channels
This section describes how RTD channels are implemented using CactusRT. The basic structure is presented first, followed by descriptions of the various micro-protocols that implement message ordering, reliability, and jitter control, respectively. Next, we describe how real-time properties are enforced. Finally, configuration issues are discussed.
Basic Structure
Each RTD channel is implemented as a composite protocol consisting of selected microprotocols and uses system resources allocated as CORDS paths (figure 4). Resource allocation has been divided into the channel control module (CCM), which is specific to channels, and the admission control module (ACM), which manages resources across multiple types of services.
The CCM provides an API for an application to request channel creation. It passes information about the channel's traffic model and its CPU requirements to the ACM module. The ACM is a process that maintains information about available resources, and based on this information, either grants or denies requested resources. If the request is granted, the ACM also assigns path priorities. ACMs on different sites interact to ensure end-to-end guarantees. The eight logical channel shapes are implemented using three basic channel variants: GM, BD/MST, and UD/MST. All other shapes are implemented as special cases of these types. All micro-protocols can be used with any of the shapes, subject to the logical limitations discussed in section 2.2).
The core micro-protocol on which all others build is BasicChannel, which implements the abstraction of a simple channel with no reliability or ordering guarantees other than those provided by the underlying network and OS. This functionality can be augmented using different retransmission and ordering micro-protocols. A second issue is determining when all micro-protocols are ready for a given message to exit the composite protocol. In our design, the global vectors SendOK and DeliverOK indicate whether a micro-protocol might potentially wish to delay a message. A matching vector in each message is then used to record whether a micro-protocol agrees that the message can exit. The SetReadyBits procedure is invoked for this purpose; once the last micro-protocol has given its approval, this procedure initiates the transfer of the message either up or down the protocol graph.
Finally, note that any missing event-handling arguments take on their default values. Of importance here is that when the urgency parameter is omitted, the event handlers inherit the current urgency. The default value for the mode parameter of raise is ASYNC.
Ordering Micro-protocols
Ordering micro-protocols impose ordering constraints on message delivery to the application.
If no ordering micro-protocols are included, the delivery order is arbitrary. The current suite of ordering micro-protocols includes:
FifoOrder. The message sender includes a sequence number; the receiver delivers the messages from each sender in sequence number order. TotalTimeStamp. Uses timestamps from synchronized clocks to order message delivery at the receiver, with ties broken by sender ids. Message delivery is delayed until it can be guaranteed that there are no messages in transit with earlier timestamps. This microprotocol can only be used when synchronized clocks with bounded drift are available.
TotalSequencer. One of the receivers acts as a coordinator to order messages. Each message is sent to the coordinator, which assigns a global sequence number and then retransmits to other receivers.
FifoOrder, TotalOrder, and TotalSequencer delay messages that arrive out of order until all their predecessors have been delivered. This type of ordering may not always be satisfactory, however. First, for unreliable channels (i.e., P R < 1:0), such an ordering would result in messages after a missing message remaining undelivered indefinitely. Second, for real-time channels, a message that is delayed to the point of missing its deadline might cause all of its successors to also miss their deadlines.
An additional micro-protocol ForcedDelivery is introduced to address these issues. If included in a configuration, this micro-protocol delivers a message out of order if its deadline would otherwise be missed. ForcedDelivery can be used with any of FifoOrder, CausalOrder, or TotalSequencer. TotalTimeStamp automatically provides a lossy order if messages are lost or delayed, since it only orders those messages that have been received by the time ordering is done.
Jitter Control Micro-Protocols
All jitter control micro-protocols rely on an estimate of the message transmission time D. The value of D for a desired jitter control probability P J can be estimated by using the admission control module (section 4.5.2) to calculate the deadline for the channel with the desired P D set to P J . Our current suite of micro-protocols includes two alternative implementations:
TimeStampJitter. The sender adds a timestamp T s to the message when it is received from the application. The receiver schedules delivery at time T s + D, or immediately if that time has passed [Mon83] . This approach requires synchronized clocks at the sender and receiver.
EstimatedJitter. This micro-protocol uses the blind delay approach [Mon83] to estimate the transmission delay experienced by the first message and then schedules the delivery of all successive messages at constant intervals based on a known constant transmission rate R. Specifically, it assumes that the first message m 1 experienced minimum possible delay (i.e., d 1 = d min ) and schedules delivery at time t = t 1 + D ? d 1 , where t 1 is the time when the message was received by the RTD channel composite protocol at the receiver. Any successive message m i is delivered at time t + i=R. This approach can be used without synchronized clocks, but it requires that the sender transmits messages at a fixed rate.
We are working on other jitter control micro-protocols that require neither synchroniz ed clocks nor a constant transmission rate.
Reliability Micro-Protocols
The two reliability micro-protocols correspond to the two approaches discussed in section 2.2:
RetransReliable. Transmits each message a specified number of times at small fixed intervals.
PosAckReliable. Uses positive acknowledgments, i.e., transmits a message repeatedly until an acknowledgment is received from the destination. May batch retransmissions as an optimization.
The choice of whether to use a reliability micro-protocol, which one to use if needed, and how it should be parameterized depends on the desired reliability P R and timeliness P D , as well as the characteristics of the underlying system. For instance, a micro-protocol is only required if the failure probability of the underlying system-that is, the probability that it fails to deliver a message to the destination-is too high to satisfy the desired reliability and timeliness. This failure probability is also used to calculate the number of retransmissions required by RetransReliable.
In some situations, it may even make sense to include both micro-protocols. In this case,
RetransReliable is used to increase the reliability of the channel to the point that the channel's timeliness requirement P D can be satisfied. If the reliability requirement P R is then not reached by this technique, PosAckReliable can be used to increase the reliability of the transmission further. Given such an approach, the order in which the messages are retransmitted may be important. For messages that can still meet their deadlines, the retransmission order is earliest deadline first. However, for messages that have or will miss their deadlines, different policies are useful in different situations. These types of policies could be provided as a parameter to PosAckReliable.
The two micro-protocols also have different implications on CPU usage calculations done by the admission control model (section 4.5.2) and message deadline guarantees. For RetransReliable, the CPU time required to send and receive retransmissions must be considered when doing CPU allocation. In addition, the time from the first transmission to the last retransmission must be factored into the deadline guarantee. For PosAckReliable, the situation is more complex since the set of messages requiring retransmission-and hence, the CPU time requirements-may grow unpredictably. The current design of PosAckReliable avoids this by by executing the retransmission event-handler periodically at fixed intervals and having it transmit only a fixed number of messages each time.
Implementing Real-Time Properties
Real-time properties are different from those above in the sense that they cannot simply be implemented as new micro-protocols. Rather, they must be realized by controlling the execution of the entire system, including the channel composite protocols and any other components competing for resources. The main aspects of this control are admission control, which determines which tasks are allowed to execute, and scheduling, which determines the order in which the CPU is allocated to different tasks.
The details of admission control are different for each real-time service type. The following discussion is specific to RTD channels, although many of the same principles apply to other service types. In this paper, we only address allocating the CPU, memory, and network bandwidth to different channels.
Network assumptions
The initial version of the channel service does not implement network scheduling, but rather relies on the underlying Ethernet to provide relatively predictable message transmission times given a light enough network load. Despite this restriction, the assumptions about the network are general enough that the system could easily be ported to other types of networks.
Our approach is based on the probability distribution function (pdf) of message delivery time in the given network architecture. Typically, such pdfs have a distribution shaped as illustrated in figure 6 . Note that the distribution often depends not only on the network architecture, but also on the load. In the figure, the solid line represents the pdf when the system is lightly loaded and the dashed line one when the system is heavily loaded. This type of behavior has been documented for Ethernet networks [BMK88] .
Given the pdf of the system, it is possible to determine for any probability P n a network transmission time T n such that the probability of a message transmission time being less than or equal to T n is P n . Given a fixed network transmission time T n , the end to-end deadline probability P D is less than or equal to P n . This follows because even if the processing time of the message at the sender and the receiver meet their respective deadlines, the network transmission will only meet its deadline T n with probability P n . Currently, P D = P n since we use deterministic CPU scheduling algorithms, that is, we assume that all the processing deadlines at the sender and receiver will be always met. We currently use the worst case pdf based on the maximum network load allowed by the resource allocation policies. Hence, channels are always able to match or exceed their expected deadline probability.
Admission control
Admission control consists of capability tests that determines if enough memory and network bandwidth are available for the new channel and a schedulability test that determines whether a feasible CPU schedule that allows messages to meet their deadlines can be constructed. A new channel is established only if all tests are satisfied. Before these tests can be performed, however, the appropriate traffic models must be defined to characterize assumptions made about application message traffic.
Traffic models. Different types of real-time applications can have different communication
patterns, so the system is designed to support different traffic models. Currently, however, we are concentrating on performing admission control using the ( ; ) model from [WKZL96] , where is the burstiness factor and is the average traffic rate. With this model, the size of the traffic backlog at a server never exceeds given that the server works at rate [Cru91] . The server in our case is a channel composite protocol, is the message rate R (messages/second), and is the burst size B (number of messages). Other traffic models being explored include the H-BIND model [Kni96] , which allows statistical guarantees to be made concerning communication timeliness.
While a necessary starting point, this model only describes the traffic originating from application processes sending on a given channel. The traffic that a composite protocol actually receives from the network can be very different, however, because of variations in network transmission delay and extra messages such as acknowledgments and retransmissions. These factors mean that the model must be modified for the traffic received from the network. For example, if the burstiness and rate at the sending site are B and R, and the maximum network delay is T n , then the burstiness at the receiving site will be B + T n R [Cru91] . Similarly, retransmissions increase both the message rate and the burst size. Finally, for multisource channels (including GM channels), the traffic model at the receiving site is the aggregation of the traffic models of the source sites.
Capability Tests. The two resources considered in the capability test are network bandwidth and memory. Given the lack of control over network scheduling on our experimental platform, we only attempt to ensure that allocated network bandwidth remains below the total available bandwidth of 10Mbps. The bandwidth requirements for each channel are calculated based on the message rate, the maximum message size, and information about any extra messages generated by the composite protocol. A cumulative total of the bandwidth requirements of the already allocated channels is maintained for this process.
For the memory capability test, only the memory space required for storing messages must be considered since the size of static data structures can easily be estimated. Calculating this value requires taking two specific items into account. The first is the schedulability test (below), which dictates how long a message may have to wait until it can be transmitted. The other is the maximum retransmission time, which determines how long a message must be kept for possible retransmissions before its storage can be reclaimed. In the worst case-which occurs when the specified reliability requirement is 1.0-a message may have to be kept forever, implying that any fixed amount of memory may be insufficient. However, a probabilistic estimate of expected memory usage can be calculated even in this case given the estimated failure rate of the network and a desired level of assurance that the composite protocol will not exhaust its memory.
Schedulability Test. When a channel creation request is made, a schedulability test is needed to determine if execution deadlines can be met. For this test, we consider the message deadline d to be the sum of three values, d = d s + T n + d r , where d s is the maximum allowed delay on the sending site for the message to traverse the protocol stack, d r is the corresponding time at the receiving site, and T n is the maximum network transmission time as given in section 4.5.1. We assume that T n is fixed, so the schedulability test derives the values of d s and d r .
The derivation of d s and d r is done using the response times for a message. In particular, let r s denote the worst case response time for a message to traverse the composite protocol at the sending site and r r the corresponding time at the receiving site. Then, the schedulability test determines if d s and d r exist such that d s +T n +d r d, r s d s 1=R s , and r r d r 1=R r , where R s and R r are the message rates at the sender and receiver, respectively. the message rate. If not, the channel creation request is denied.
The worst case response times r s and r r are calculated using the algorithm described in [LWF94] . First, the existing paths on a site are sorted based on their priority, where path P i has the i th highest priority. Given this set of paths, the CPU response time r k for any channel P k is then calculated using the formula:
Here, B i , R i , and E i are the burst size, traffic rate, and maximum CPU time for processing a message in path P i , respectively. The factor is the maximum priority inversion time, defined as = max j>p e j , where e j is the maximum execution time of any single event handler in path P j . This formula is used in conjunction with the D order procedure [KSF94] to determine a priority for the new path that is allocated as a result of the channel creation request. In essence, this step calculates the highest possible priority for the path that still allows all deadlines to be met. First, the new path is assigned the highest priority and the response time of all other paths is calculated using the above formula. If their deadlines can still be satisfied, then the priority of the new path is taken to be the current value. Otherwise, the priority of the new path is decreased and the process repeated. In addition to establishing the priority, this procedure also determines the minimum worst case response time. 
Possible Configurations
An RTD channel can be customized across a wide range of QoS attributes, which allows it to satisfy applications with diverse real-time and dependability requirements. The customization of a channel typically starts by choosing the channel shape from the eight available. Next, the behavior of the channel is specified further by selecting the desired ordering, jitter, reliability, and timeliness guarantees. For ordering, this is done by selecting the appropriate microprotocol from among FifoOrder, CausalOrder, TotalTimeStamp, and TotalSequencer. Ordering behavior can be specified further by choosing ForcedDelivery if timeliness of the message delivery is more important than ordering. No ordering micro-protocol is required i f the channel is not required to enforce any ordering. As an example, given these options, eight different types of GM channels can be configured.
The desired reliability, timeliness, and jitter guarantees are set by specifying the correspond- In addition to the micro-protocols discussed in this paper, RTD channels can be easily extended by designing and implementing new micro-protocols. For example, it would be easy to add an application-specific voting micro-protocol that masks crash and value failures of the senders in a multisource channel.
This wide range of customizability allows the RTD channel service to be used in applications with diverse real-time and dependability requirements, including process control and multimedia such as video conferencing. For example, a process control system consisting of sensors, controllers, and actuators might use basic (unreliable) UD/PP channels to transmit data from sensors to controllers, since the periodic generation of new sensor values often makes retransmissions unnecessary. However, the communication between controllers and actuators might require a channel with higher reliability. If the system uses multiple sensors for redundancy, a UD/MS channel with a voting micro-protocol at the receiver could be used to hide the complexity of replication from the controller. In the case of replicated controllers and multiple sensors, a totally ordered UD/MST channel would make it easier to keep the replicated controllers consistent.
The requirements of multimedia applications can be very different from those of process control. In unidirectional video or audio transmission, jitter control of the UD/PP or UD/MT channel is essential for transmission quality, but the message deadlines can be large. However, if the video or audio is interactive, short message deadlines become very important and to achieve that, channel reliability may have to be reduced. For distributed collaborative work applications such as a distributed white board, ordering and reliability properties of a GM channel are more important than tight jitter control or even very short deadlines since the consistency of every users' white board is essential. All of these can be configured from a single micro-protocol suite using our approach.
Experimental Results
An RTD channel service including all the micro-protocols described above has been imple- A number of experiments have been performed using this early version of the channel service to test both functional and performance aspects of the service. All tests were run on the experimental platform described above, with non-essential system activity halted during the experiments, including daemons. The Ethernet hub was disconnected from the departmental backbone to avoid extraneous traffic. The columns give the average over the 1600 roundtrips, the 95th percentile value, the 99th percentile value, and the maximum. The average can be viewed as demonstrating the absolute performance of a channel with this configuration, and how the performance varies depending on the relative priority. The numbers in the two percentile columns represent minimum possible deadlines that would be feasible for that value of P D . Thus, for instance, for P D = 99%, it # channels priority average A variety of combinations of micro-protocols and channel shapes were tested for functional correctness. Three shapes were used for these experiments, UD/MT, UD/MS, and UD/MST.
In each, the sender(s) repeatedly sent messages to the receiver(s) at a fixed rate. To simulate dropped and delayed messages, two test micro-protocols Vdrop and Vdelay were added. For
TotalSequencer, a GM channel was the only shape tested because of a limitation in our current implementation. In particular, the coordinator in this scheme has to receive messages from one group and send to another for other channel shapes, something that is not yet supported.
The functional tests indicate that ordering is preserved as expected for FIFO, causal, and total ordering despite out-of-order and dropped messages. We also tested the reliability microprotocols using Vdrop and Vdelay. Due to the lack of synchronized clocks in user space in MK, we had to test ForcedDelivery using a fixed relative deadline at the receiver rather than an end-to-end deadline. ForcedDelivery successfully caused all messages to be delivered before the fixed deadline expired. We are in the process of testing the jitter control micro-protocols.
The next step is to move CactusRT and the RTD channel service into the kernel, which we expect will have a number of advantages. First, the performance of channels should improve considerably. For instance, the roundtrip time using a CORDS version of UDP in user space is 2.250 ms, while the same protocol moved into kernel space yields a roundtrip time of 0.650 ms. Second, and more importantly, predictability should improve greatly. For one thing, rather than relying on pthread priorities that are mapped into the lowest 32 priorities of the underlying MK threads, we can use high priority MK threads directly. This can be used to prevent other system activity from interfering with the execution of RTD channels. Being in the kernel will also give us control over message processing all the way to the Ethernet driver.
Finally, MK provides synchronized clocks in the kernel, which will allow us to experiment with micro-protocols that rely on synchronized clocks and to make meaningful end-to-end deadline measurements.
Related Work
A number of systems support configurability in distributed systems, including Adaptive
[SBS93], Horus [RBM96] , and the x-kernel [HP91] . However, only Adaptive and the configurable control system in [SVK93] address issues related to real time. Adaptive introduces an approach to building protocols that employs a collection of reusable 'building-block' protocol mechanisms that can be composed automatically based on functional specifications. The objects are tightly coupled in the sense that interactions between objects are fixed a priori.
Furthermore, although Adaptive targets multimedia applications, its runtime system appears to be designed to maximize performance rather than ensuring deadlines.
A reconfigurable real-time software system is introduced in [SVK93] . The target appli-cation domain is sensor-based control systems, rather than real-time communication as is the case here. The port-based object model used in this system is suitable for combining existing software components, but lacks the degree of flexibility and fine-grain control found in the CactusRT approach. As such, it would be difficult to use this model to construct the same type of configurable services.
A large number of systems that provide real-time guarantees have been designed and im- This protocol uses a logical token ring and integrates multicast and membership services, but without explicitly introducing a real-time channel abstraction. None of these are customizable to the same degree as the RTD channels described here.
Other systems offer middleware services with functionality that is similar to RTD channels. These include real-time CORBA [SMFGG98, SLC99] , MidART [GSMT97] , and NDDS [Rea98] . CORBA provides a middleware service for client-server communication that corresponds to a BD/PP channel in our system. Current work on real-time CORBA focuses on providing end-to-end real-time guarantees for server method invocations. MidART provides a real-time shared memory abstraction, where updates by writers are seen by the readers within a bounded time. Each writer may be connected to multiple readers, providing a functionality similar to our UD/MT channels. Multiple writers may also be connected to a single reader, but only one writer can be writing at a time. A separate selection service can be used by the reader to select which writer is allowed to write.
A similar abstraction is also provided by the real-time publish-subscribe service of NDDS.
This service allows applications to send data by "publishing" it and to receive data by "subscribing" to it. This paradigm allows both multiple publishers and multiple subscribers and thus, provides an abstraction resembling our UD/MST channel. Like MidART, however, multiple publishers are mainly used to provide optional redundancy, and a subscriber would typically receive data from only one publisher at a time. Each subscriber can also specify a desired data delivery deadline. NDDS allows some customization of the reliability of the data exchange, but only indirectly by changing the size of the message buffer used by the publisher.
In both MidART and NDDS, the range of supported options and combinations of options is much more limited than what is provided by the RTD channel service.
Conclusions
This paper addresses the problem of providing customized real-time dependable communication services for different types of applications. We presented RTD channels, an example of how such services can be implemented using an event-driven interaction model that allows different abstract service properties and their variants to be implemented as independent modules called micro-protocols. A set of micro-protocols is then selected based on the desired properties and configured together into a composite protocol implementing a custom version of the service. Specifically, we first introduced the design of RTD channels, which support multiple application interaction patterns and numerous combinations of properties. We then described the CactusRT interaction model and outlined the implementation of a prototype system based on the x-kernel and the path abstraction in CORDS. Finally, we described how RTD channels can be implemented using this model to realize a mechanism with a high level of customization.
RTD channels are being constructed on a cluster of Pentium PCs connected by a 10Mbit/sec Ethernet and running the OpenGroup/RI MK 7.3 Mach operating system. In addition to completing the implementation, future work will include refinement of admission control and scheduling for the event-driven model, and experimentation with other real-time services using
CactusRT.
