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Abstract--Let W be an n-dimensional vector space over a field F; for each positive integer m, 
let the m-tuples (VI, . . . , U,,,) of vector subspaces of W be uniformly distributed; and consider the 
statistics Xm,i := dim&‘& Vi) and X,,Q := dimF(nz, Vi). If F ia finite of cardinality q, 
we determine lim E(X&,l) and lim E(X&,2), and hence, lim var(X,,r) and lim var(X,,n), for any 
k > 0, where the limits are taken as q + oo (for fixed n). Further, we determine whether these, and 
other related, limits are attained monotonically. Analogous issues are also addressed for the case of 
infinite F. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let W be an n-dimensional vector space over a field F, for some positive integer n. In [l, 
Theorem 3.4 and Corollary 2.21, it was shown that if the vector subspaces U of W are uniformly 
distributed, then the random variable X := dim&J) has expected value E(X) = n/2. Moreover, 
for each positive integer m, [l] also studied the statistics Xm,i := dimF(CLi Vi) and Xm,2 := 
dimp(nzi U;), where all m-tuples (Vi,. . . , Urn) of vector subspaces of W are deemed “equally 
likely”; note that Xi,1 = X = X 1,~. It was shown in [l, Theorems 4.1 and 5.1 and Corollary 5.21 
that if F is finite of cardinality Q, then lim,,, E(Xm,r) and lim,,, E(Xm,2) can be determined. 
The values of these limits depend on the parity of n if m = 2 but not if m 2 3. Analogously, in case 
F is infinite, [l, Proposition 5.31 determined E(X,,i) and E(Xm,2). The present paper continues 
the work in (11 by studying the variance and moments for the statistics X, X,,.,,i, and Xnt,2, with 
particular emphasis on the case m = 1; if F is finite, we seek, in particular, limiting values as 
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q + 00. (Sequels to [l] in other directions have also focused on m = 1 as the most tractable case. 
In this regard, see [2] for contexts in which the subspaces U are “weighted” nonuniformly; and [3] 
where F is replaced by a finite special principal ideal ring R and W is replaced by a finitely 
generated free R-module.) In addition to broadening the probabilistic/statistical focus on means 
in [l] to include variance and moments, we consider limiting values of the various statistics as 
n + 00 (for fixed q), while also pursuing limits as q -+ 00 (for fixed n) in the spirit of [l]. 
Moreover, in the interest of possible applications, we study the extent to which the various limits 
are attained monotonically. 
Sections 2-4 treat the case of finite F (with, as above, cardinality q). Following [l], we let v~,~ 
(or if no confusion can result, vi) denote the number of i-dimensional vector subspaces of W. 
Lemma 2.1 summarizes what we need about these so-called “q-binomials”. (This may be espe- 
cially helpful, as the literature has not adopted a uniform notation for such matters. For instance, 
vi,,, is the “Gaussian coefficient” [ y ] in [4]. For additional background on this area, see the refer- 
ences cited in (5, p. 4561.) Theorem 2.2 then determines the limit, as q -+ 00, of the probability 
function associated to the discrete random variable X. As a consequence, Corollary 2.3 deter- 
mines the limiting moments, lim,,, E(X”), and the limiting variance, lim,,, var(X); both 
answers depend on the parity of n. By way of contrast, if q is fixed (that is, if F is fixed) and 
k > 1, then Proposition 2.4 establishes. that lim,,, E(Xk) = co. 
Section 3 studies the possible monotonicity of the above, and other related, limit processes. 
Broadly speaking, one can say in summary that the “naturally occurring” limits for q -+ 03 
are “eventually” monotonic decreasing (in a sense made precise in Section 3): in this regard, 
see Theorem 3.1 for lim,,, E(X”) and Proposition 3.3 for lim,,,(E(X”)/E(X)). On the 
other hand, Proposition 3.5 establishes that lim,,,(E(Xk)/E(X)) is attained in a “pseudo 
monotonic” increasing manner (made precise in Section 3); and with the subscript denoting the 
dimension of the ambient vector space W, Theorem 3.6 shows that lim,+,(E,(Xk)/E,+r(Xk)) 
may fail even to be attained in a “pseudo-monotonic” manner, depending on whether k 2 2. 
Section 4 is the analogue for m > 1 of the studies in Section 2. We treat the relevant limiting 
moments and variances of Xm,i and Xm,z first in case m = 2 (see Proposition 4.1) and then for 
m 2 3 (see Proposition 4.2). 
Section 5 is devoted to the analogues of the above work in case F is infinite. Especially 
noteworthy in Section 5 is the “confidence interval” import of Theorem 5.1(c), namely, that 
inf{ k > 0 : lim,,, P((X - ~1 < ka) = 1) = fi if F is infinite. It is clear from Corollary 2.3 
that finite base fields do not support similar behavior. 
In the interest of clarity, we occasionally fine-tune the above notation by using subscripts that 
specify some or all of the prevailing parameters. Thus, we use notation such as E,,, and varg 
without further comment. In addition, if F is finite, it is convenient o let N := N, = cb, vi,,, 
the number of vector subspaces of W. 
2. LIMITING MOMENTS AND 
VARIANCE FOR A SINGLE SUBSPACE 
OVER A FINITE FIELD 
Throughout Sections 2-4, our riding hypothesis is that F is a fihite field of cardinality q (and 
that W is an n-dimensional F-space). Sections 2 and 3 focus on the case m = 1, that is, on the 
statistic X. In particular, Section 2 determines ome relevant limits associated to’ X. We begin 
by collecting some useful information about Gaussian coefficients vi,+. 
LEMMA 2.1. 
(a) v,-+ = v+, if i = O,l,. . . ,n. 
(b) For each n 2 1 and 0 5 i 5 n, there exists a manic integral polynomial (independent of q) 
such that its degree is (n - i)i, all its coefficients are positive, and its value at q is u+ for 
each (prime-power) q . 
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(c) Fix n 2 1, and let i = O,l,. . . , n. Then the degree of the polynomial in (b) is maximized 
precisely when i = n/2 if n is even; and precisely when i = (n - 1)/2, (n + 1)/2 if n is 
odd. 
(d) For fixed q and n, let p be the probability function associated to the discrete random 
variable X; that is, p(i) = (~i,+)(xy=~ vj+) for i = 0, 1, . . . , n. Then E(X) = Cz-, Q(i) = 
n/2. 
The proofs of the preceding can be either found directly in or derived easily from [l, Corol- 
laries 3.2 and 3.3, Theorem 3.41 and [4, equation (23)]. Then Theorem 2.2 follows easily from 
Parts (b) and (c) of Lemma 2.1. 
THEOREM 2.2. Fix n 2 1. Let p = pq be the probability function associated to the random 
variable X, as defined in the statement of Lemma 2.1 (d). (Recall that X = dimF(U), where U 
varies uniformly over the vector subspaces of W.) If i = 0, 1, . . . , n, then 
1 
&,n/2, if n is even, 
lim pq(i) = 
q-00 i (h,(n- I)/2 + di,(n+1)/2) 7 if n is Odd’ 
COROLLARY 2.3. Fix n > 1. Then we have the following. 
(a) If Ic > 0, then 
n k 
lim E, (Xk) = 0 T ’ if n is even, 
q-00 
,2’~f’ ((n - 1)” + (n + 1)“) , if n is odd. 
(b) 
It is customary for k to be a positive integer when speaking of “the kth moment” of a random 
variable. However, in pursuing moment-like calculations such as those in Corollary 2.3, we shall 
assume only that, as above, k is a positive real number. 
We close Section 2 with a result that initiates our study of limiting statistics as n -+ co. 
PROPOSITION 2.4. Fix q; that is, fix F. Let k > 1. For each d L 1, let Ed(Xk) denote the 
expected value of X” if dimF(W) = d. Then lim,,, E,(Xk) = 00. 
PROOF. Let M > 0. Put B := 2M + 1. It suffices to show that if n > B, then E,(Xk) > M. 
Fix n > B. We need only show that cy& i”Ui,n > MN. 
Consider the function defined by f(z) = zk + (n - z)” for 0 5 2 5 [n/2J. (As usual, 1.. . J 
denotes the floor, or greatest-integer, function.) Since f’(z) = k[zkml - (n - zc)‘“-‘1 < 0 for 
0 < 2 < [n/2J, we see by the mean value theorem that f is minimized at z = n/2 (respectively, 
(n - 1)/2) if n is even (respectively, odd). It follows that ik + (n - i)k > 2M if 0 < i < [n/2]. 
Therefore, by the symmetry result in Lemma 2.1(a), 
R. 
c i”&,* = 
( 
(nz’2 (ik + (n - i)“) vi+ + (i) k 44~,~, if n is even, 
i=O 
(n-1)/2 
& (i” + (n - 9”) vi,,, if n is odd, 
(n-2)/2 





2M C vi,n, if n is odd, 
i=o 
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3. RAT IOS AND MONOTONIC ITY  
The first three results of this section establish "eventual" monotonicity for certain sequences 
as q --* oo (with n fixed). We begin with a deeper analysis of the limit processes tudied in 
Corollary 2.3. 
THEOREM 3.1. FIX n > 1. Then there exists (a prime-power) qo > 0 such that for each k > 1, 
the sequence {Eq(X k) : prime-power q > q0} is monotonically decreasing, and for each 0 < k < 1, 
the sequence {Eq(X k) : prime-power q > q0} is monotonicafly increasing. 
PROOF. We give the proof for k > 1, as the proof carries over in case 0 < k < 1, mutatis 
mutandis. As Eq(X k) = ~=o ikVi,n/N where N = ~-]~in=o vi,n, it follows from Lemma 2.1(b) that 
for each k, we may view Eq(X k) as a positive rational function of the positive real variable q. 
Accordingly, it suffices to find q0 > 0 such that qo is independent of k > 1 and d k ~(Eq(X )) < 0 
for all q > q0. Now, 
dq i=o \~=0 / \ i=0 i=0 j=0 
Thus, in view of the symmetry result in Lemma 2.1(a), we have that 
2 (n-l)/2(n-1)/2 
E E ( + (n - i) k) (v%. - if n is odd, 
i=0 j=0 
n/2-1 n/2-1 
dq 1 i=0 j=0 
~-~ , if n is even. n/2-1 k) 
We shall find qo > 0 such that each of the just-displayed sums is negative for all q > q0. 
We suppose that n is odd (leaving the case of even n for the reader). Consider the ( i , j ) - term, 
namely, (i k + (n - i)k)(v~vj -- viva). If this term is nonnegative, then v~vj > viva. The only 
concern arises if this inequality persists as q ~ c~. However, if i ~ j ,  Lemma 2.1(b) ensures that 
b,~" 1] U t vj - i j is an integral polynomial in q with leading term ( (n - i ) i - (n - j ) j )q  (n-i)i+(n-~)~-l. As 
(n -x )x  is strictly increasing for 0 < x < (n - 1)/2, v~vj -v iv j  is of what may be termed "maximal 
q-degree", namely (n - i)i + (n - j ) j  - 1, as long as i ~ j. In the case i = j ,  v~vj - vivj vanishes 
and so may be ignored. Also note that if 0 < i, j < (n - 1)/2, and (n - i)i - (n - j ) j  > O, 
then i > j.  Thus, if the ( i , j ) - term occasions concern, then i > j.  Moreover, in that case, 
we claim that the ( j , / ) - term is not only negative, but it is also greater in absolute value than 
the ( i , j ) -term. To prove the claim, it suffices to show that if 0 < j < i < (n - 1)/2, then 
i ~ + (n - i) k < j~ + (n - j )k,  as v~vj -- vit/~ and vjvi-' vjv~ each have the same "maximal 
q-degree" with opposite leading coefficients. In fact, f (x )  := x k + (n - x) k defines a strictly 
decreasing function for 0 < x < (n - 1)/2, since f t (x)  = k[x k-1 - (n - x) k-l] < 0. Therefore, 
the claim has been proved. As n > 3, there exists ( i , j )  so that 0 < j < i < (n - 1)/2, and so the 
argument shows that the sum describing ~q(Eq(Xk)) is "eventually" negative, that is, negative 
for all q exceeding some q0. Notice that the positive factors i k + (n - i) k played no role after we 
arrived at the inequality v~vj >_ vivj, and so q0 may be chosen independently of k. | 
We pause to explain why Theorem 3.1 did not treat the cases n -- 1 and k = 1. If n = 1 
and k > 0, then Eq(X k) = vl/vo + vl = 1/2; and if k = 1 and n > 1, then Eq(X k) = n /2  by 
Lemma 2.1(d). Thus, if n = 1 or k = 1, then {Eq(X k) : prime-power q} is a constant sequence, 
and so does not satisfy the "strictly" monotonic onclusion in Theorem 3.1. 
COROLLARY 3.2. Fix n >_ 1. I f  qo is as in the statement of Theorem 3.1, then the sequence 
{varq(X) : prime-power q > q0} is monotonically decreasing. 
We next determine the limit of one of the ratios mentioned in the title of this section, and we 
identify its underlying monotonicity. Part (a) follows from Lemma 2.1(d) and Corollary 2.3(a), 
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while Part (b) follows since the proof of Theorem 3.1 ensures that $ (Eq(Xk)) < 0 for all q > 
some qo. 
PROPOSITION 3.3. Fix n 2 1. Then we have the following. 
(a) If k > 0, then 
1 
n k-l 
E, (Xk) ‘;z ’ 
:% E, (X) = 
0 






, jfn jsodd n 
(b) Let qo be as in the statement of Theorem 3.1. If k > 1 (respectively 0 < k < l), then the 
sequence {Eq(Xk)/E,(X) : p rime-power q > qo} is monotonic&lly decreasing (respectively, 
monotonically increasing). 
We devote the rest of this section to studying limits as n --+ 03 (for fixed q). In (3.4)-(3.6), 
we often write Ed instead of Eg,d for the sake of brevity; this notation should not be con- 
fused with the above E, notation, for it was n (rather than q) that was fixed in discussing E, 
in the earlier results. Although computer-generated data suggest monotonicity conclusions in 
Theorem 3.4 and Proposition 3.5, we .have only been able to establish what might be termed 
“pseudo-monotonicity”. 
THEOREM 3.4. Let k > 1. Then for each positive integer n, there exists (a prime-power) q. > 0 
such that E4,n(Xk) < E,,,+i(X’) for all q > qo. 
PROOF. E,(Xk) < E,+i(Xk) if and only if 
that is, if and only if Cyz, Cj”,o(ik - jk)~i++i~j,, > 0. Now, by Lemma 2.1(a), 
n+1 n 
c c (ik - j”) &,n+lVj,, 
id.) j=O 
= 
2 c (nc:2 (n$r2 (ik + (n + 1 - i)” - jk - (n - j)“) Vi,n+lVj,n 
k 
- ik - (n _ i)k qa+l)/S,n+l~i,n 
n/2 n/2-1 
2 %Fo ,Fo 
[ - 
(ik + (n + 1 - i)” - jk - (n - j)“) Q,n+lVj,va 
+ g (P + (n + 1 - i>” - 2 (i) ‘) Vi,n+lVva/2,n 1 ’ 
‘I , if n is odd, 
if n is even. 
For lixed n > 1 , we shall find qo > 0 such that each of the just-displayed sums is positive for all 
Q > Qo. 
Suppose first that n is even. (The case of odd n is handled similarly.) By calculus, ik + (n + 
1 - i)” - 2(n/2)k > 0 if 0 5 i 5 n/2. (Observe that the function defined by xk + (n + 1 -z)” has 
negative derivative for 0 2 x 5 n/2.) Hence, each term of the singly-indexed sum is positive. We 
turn to the doubly-indexed sum. If the term indexed by (n/2, j) is negative for arbitrary large q, 
we claim that its absolute value is exceeded, for all sufficiently large q, by the (positive) (j + l)- 
term of the singly-indexed sum. Indeed, it suffices to compare the degrees (in q) of these terms, 
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as the (j + l)-term has a nonvanishing leading coefficient, and hence, is of “maximal q-&gr&‘: 
note, using Lemma 2.1(c), that 
degk/s++l) + deg(v& < deg(vj+l,,+l) + deg(v,&. 
Also, by the above upshot of calculus, if 0 I i I j + 1 5 n/2, then the (i, j)-term of the doubly- 
indexed sum is positive. Therefore, if the (i, $-term is nonpositive and i # n/2, then i > j + I 
and we need only show that its absolute value is exceeded, for all sufficiently large q, by the term 
indexed by (j + 1, i). Similarly to the proof of Theorem 3.1, each coefficient of the (j + 1, i)-term 
is strictly positive. Hence, the term is of “maximal q-degree” and once again, the verification can 
be done by comparing degrees. With the help of Lemma 2.1(b),(c) 
deg(z+,,+i)+deg(vj,,) = (n+l-i)i+(n-j)j < (n-j)(j+l)+(n-i)i = deg(vj+i,n+i)+deg(vi,,), 
the inequality holding since i + j < n. As in the proof of Theorem 3.1, a suitable q. can now be 
found independently of k. I 
The next result follows easily from Lemma 2.l(d),( a ; in the proof of Part (b), one also needs ) 
to argue as in the first step of the proof of Theorem 3.4. 
PROPOSITION 3.5. Let k > 1. Then we have the following. 
(a) lim,,, W&*Wm,&9 = 00, the convergence being uniform in q. 
(b) For each positive integer n, there exists (a prime-power) qs > 0 such that 
Ew (Xk) Em+1 (Xk) 
J%,n(X) < E,,n+lW) ’
forallq>qrJ. 
It is interesting to note that the conclusion of Proposition 3.5(b) may be rephrased as follows: 
E q,n+i(Xk)lEg,n(Xk) > 1 + i/n for all q > qc. 
While Theorem 3.1 and Proposition 3.3(b) showed that the size of k can affect the incress- 
ing/decreasing nature of certain monotonic limits processes of statistics 8s q + 00, Theorem 3.6 
shows that the size of k can affect whether other limit processes of statistics are (pseudo-) mono- 
tonic as n -+ 00. 
THEOREM 3.6. If n 2 1, k > 0, and q 2 2 is a prime-power, let 
an := ap,,+. := E*,n CXk) 
E q,n+l (Xk) ’ 
then we have the following. 
(a) If n is a positive even integer, then there exists (a prime-power) qo > 0 such that for all 
k > 0, a,, < a,,+1 for all (prime-powers) q > qc. 
(b) Let k > 0. Then there exists M > 0 such that if n is an odd integer and n > M, then 
there exists (a prime-power) qc > 0 such that if k 2 2 (respectively, 0 -C k -c 2), then 
a, > a,+1 (respectively, a, < a,+i) for all (prime-powers) q > qc. 
PROOF. For the moment, consider any positive integer n, any real number k > 0, and any prime- 
power q. Observe that a, < a,+1 if and only if (En+i(Xk))2 > E,+z(Xk)E,(Xk); that is, if and 
only if 
n+2 n+l n+l n 
C C C C ((ij)” - (Wz)“) Vw,n+2Vi,n+lYj,,+lVz,n > 0. 
w=lJ iA) j-0 2~0 
Similarly, a, > a,+1 if and only if the above quadruply-indexed sum is negative. We determine 
next when A := deg(Y,,,+ZVi,n+lYj,,+~~=,~) is maximized. 
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Suppose first that n is even. Then Lemma 2.1(c) shows that A is maximized precisely when 
w = (n + 2)/2, i E {n/2, (n + 2)/2}, j E {n/2, (n + 2)/2}, and z = n/2. Thus, when the above 
quadruply-indexed sum is expressed as an integral polynomial in q, a straightforward calculation 
reveals that its leading coefficient is 
‘:Ig ‘:Ig (wk - p$qk (s)*) = & [(n+2)k -4” > 0. 
Accordingly, for all sufficiently large q (the lower bound qo being independent of k), the quadruply- 
indexed sum is indeed positive. Hence, (a) follows. 
Now, suppose that n 2 5 is odd. By Lemma 2.1(c), A is maximized precisely when w E 
{(n + 1)/2, (n + 3)/2}, i = j = (n + 1)/2, and z E {(n - 1)/2, (n + 1)/2}. Thus, when the above 
quadruply-indexed sum is expressed as an integral polynomial in q, a calculation shows that its 
leading coefficient is 
= & [3(n + 1)2k - (n + 3)‘(n + 1)” - (n + 3)k(n - l)k - (n + l)k(n - l)“] . 
To prove (b), it suffices to show that 
c := 3(n + 1)2k - (n + 3)“(n f l)k - (n + 3)“(n - 1)” - (n + l)“(n - 1)’ 
is negative (respectively, positive) for all sufficiently large n if k 2 2 (respectively, 0 < k < 2). 
Notice that c has the same algebraic sign as 
d :=cn-2”=3 (1+;)2k - (l+z)k (I+:)‘- (I+;)* (l-i)‘- (l+k)’ (‘-a)“’ 
To study d, consider the function f defined by 
f(X) := 3(1+ 5)zk - (1+3&l + Z)k - (1+ 3Q(l - X)” - (1+ z)“(l - Z)“. 
By Newton’s binomial theorem, for 1x1 < l/3, the factors (l+~)~“, (1+3z)“, and (l&z)” are each 
given by absolutely convergent power series; hence, by Mertens’ theorem, f(z) can be simplified 
by Cauchy multiplication if 1x1 < l/3. Straightforward calculation reveals that in the resulting 
Maclaurin series for the analytic function f, both the constant coefficient and the coefficient of x 
are 0. Moreover, the coefficient of x2 is seen to be -4k2 + 8k = 4k(2 - k). Thus, 
f(x) = 4k(2 - k)x2 +x39(x) 
for some analytic function g, if 1x1 < l/3. As analytic functions are continuous, lim,,s+ (f(x)/x2) 
= 4k(2 - k). So, if k > 2 (respectively, 0 < k < 2), there exists S > 0 such that if 0 < z < 6, then 
f(z) is negative (respectively, positive). Thus, if n > l/6, we see that d = f(l/n) is negative 
(respectively, positive), and so (b) has been established for all k # 2. Finally, if k = 2, the 
defining expression for f simplifies with the aid of the (algebraic) binomial theorem, yielding 
f(x) = -16x4, whence d = f(l/n) = -16ne4 < 0 (and c = -16 < 0), to complete the proof. I 
REMARK 3.7. Although Theorem 3.6(b) resolves the situation for all sufficiently large odd n, its 
methodology can be used, in principle, to study any particular “small” odd n. 
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4. MULTIPLE SUBSPACES 
For m > 2, this brief, elementary section states some results on the statistics X,,i and Xm,s 
over finite fields that are analogous to the studies in Section 2. In the spirit of Section 2 and 
the earlier literature, we emphasize limiting values for q -+ 00. Material concerning relevant 
probability functions and expected value formulas useful in proving the following results can be 
derived easily from [l, Theorems 4.1 and 5.1 and Corollary 5.21. We begin with the analogue of 
Corollary 2.3 for m 2 2. 
PROPOSITION 4.1. Fix n 2 1 and k > 0. Then we have the following. 
(a) 
nk, if n is everz, 
lim E (xt,J = q+m (n - l)k + 3n” 
4 
, if n is odd. 
(b) 
lim E (X&,) = 




if n is odd. 
(c) 
0, if n is even, 
lim var (X2,1) = /i%var (X2,2) = 3 
q-w 
Is’ 
if n is odd. 
PROPOSITION 4.2. Fix m 2 3 and k > 0. Then we have the following. 
(a) If n = 1, then E(X&,i) = (2m - 1)/2m for all q. 
(b) If n > 1, then lim,,, E(Xh,i) = nk. 
(c) If n = 1, then E(Xh,,) = l/2” for all q. 
(d) If n > 1, then lim,,, E(X&,s) = 0. 
(e) If n = 1, then var(X,,,,i) = var(X,,s) = (1/2m)(l - 1/2m) for all q. 
(f) If n > 1, then lim,,, var(X,,i) = lim,,, var(X,,s) = 0. 
5. THE CASE OF AN INFINITE BASE FIELD 
In this section, our riding hypothesis is that F is an infinite field, and we consider analogues of 
some of the above work that was done over finite fields. Analogues of Propositions 4.1 and 4.2 
for infinite base fields are easily derived by combining (1, Corollary 2.2 and Proposition 5.31 
with the definition of expected value and the formula for variance. The probability function 
associated to the random variable X is needed to prove the following results and can be found 
in [l, Corollary 2.2(a)]. 
The following result documents how differently the probability distribution for X behaves from 
that of any random variable Y enjoying a normal (or Gaussian) distribution with mean p and 
standard deviation 0. Theorem 5.1(a) might lead one to expect that X is more widely “scattered” 
than Y, but Theorem 5.1(b),(c) indicate quite the opposite. The proof of Theorem 5.1 is omitted 
for reasons of space and can be obtained by contacting the authors directly. 
THEOREM 5.1. Assume that the field F is infinite. Let ~1 and c denote the mean and standard 
deviation, respectively, of X. (In fact, p = n/2 by [I, Corollary 2.2(a)]; and (T = d(n(n - 2))/12 
(respectively, l/4) if n 2 2 (respectively, if n = l).) Then we have the following. 
(a) lim,,, P((X - /J] < a) = l/(d) x 0.577. 
(b) If n # 2, then P(IX - ~1 < 20) = 1. If n = 2, then P(IX - ~11 5 20) = 1. 
(c) inf{k > 0 : limnhw P(JX - ~1 < kg) = 1) = fi = 1.732. 
The deepest results in this paper are, arguably, Theorems 3.4, 3.6, and 5.1. We close by stating 
an analogue of Theorems 3.4 and 3.6 for infinite base fields. 
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