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We derive all integral Z-modules and rings (in the Cayley algebra) 
which contain a module with the norm-form yz + . . . + y$ The norm-forms 
of these modules comprise eight classes of quadratic forms each of which 
is uniquely characterized by the values of certain of its ordinal invariants. 
1. We will apply quadratic forms, in this section, to the study of 
the modules and rings all of whose elements are integral elements of the 
algebra 2 of Hamilton quaternions y0 + ily, + izyz + i,y, (yO,. . . ,y3 in Q, 
the rationals), where iz - ” - ‘2 - r z2 r3 i,i2i3 = -1. Such modules and rings 
will be called integral modules and integral rings. The classical rings are 
L = Z[l, i,, i2, i3] (the Lipschitz ring) and H = Z[l, il, i2, 01 (the Hurwitz 
ring), where 0 = (I +i, +i,+i,)/2. Here Z[or,, u2, u3, c(J denotes the 
Z-module {xlcxl +x,u, +x,x, +~,a, : x1,. . .,x4 E Z}. A. Hurwitz, study- 
ing rings in 2 with a finite Z-basis, showed about 1909 that H is the only 
such ring containing L as a proper subring. 
Hurwitz applied the adjective “ganz” specifically to the elements of 17, 
and there seems to be a tendency even today to speak of these elements 
as the integral quaternions, sometimes inadvertently in conflict with the 
standard definition, due to L. E. Dickson, of integral elements of algebras 
over certain fields. The latter definition amounts here to this: that 
a=y,+... +i,y, is integral if the trace t(cr) = 2y, and the norm 
n(a) =yz+... +y$ are in Z. We use this definition. 
Let rx1,. . ., ~1~ be linearly independent elements of 2. The form 
4 
f= (UlXl+. . . +U4X4)(~lXl+. . . +Cr,X,) = C fijXiXj = X’FX (1) 
i,j=l 
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will be called the norm-form of the ordered quadruple (ul,. . . ,aJ. The 
coefficients of this quadratic form are fii = n(aJ, 2fij = 2fji = t(oli~j) = 
aiEj+ajEi(i <j; i, j = 1,. . .,4). If aI,. . ., c(~ and the six sums ai+uj are 
integral, then the coefficients fii = n(ai) and 2fij = n(mi + Crj) - n(aJ - n(,j) 
are integers. But if f is integral, i.e. has integer coefficients, then the 
norms of all elements of Z[a,, . . . , Q] are in Z, but not necessarily all the 
traces. 
The inner product of 5 = C xiai and q = C yiai is defined to be 
(t, ?I = ntt + vl) - 43 - n(V) = 2Cfijxi*Yj (2) 
Hence, if the coefficients of f are integers, and 5, q lie in &Y = 
Zh,. . . ,clJ, then (5, q) E Z. Here <q need not lie in A, but: 
THEOREM a. Let the norm-form of (al,. . . , ~1~) be integral. If r = Cxiai 
and q = c yia, are in A4 = Z[a,, . . . , a.& then & is integral; if, further, 
< and q are integral, then & is integral. If 1 E A, then all elements of .A! 
are integral. 
Proof. n(&) = n(C)n(q) and t(&j) = @j+q[ = (t, q). If also t(q) E Z, 
t(C) E Z, then t(&r) = -(5, q) + t(<)t(q) E Z. If 1 E A, then t(t) = 
t(r . i) E Z for every < in .M. 
From Theorem a follows readily 
THEOREM b. The only integral module 4 in &’ containing L as a proper 
subset is H. 
Proof. If M contains v = yO+ . . . + i,y,, as well as i0 = 1, ii, i2, i,, 
then vi, is integral, hence 2y, = t(qi,) E Z, r = 0,. . .,3. Set U, = 2y, 
(r = 0,. ..,3).Sincen(~)EZ,U~+...+U~=O(mod4),u,-u,ru,=z+ 
(mod 2). If L is a proper subset of .N, then M contains an element with 
uo,. . .> us odd, hence & = H. 
If% . . . , a4 are linearly independent elements of an integral module &?, 
then A = A(al, . . . ,0[4) = det[t(a$j)] = det(2fij) is a positive integer. Any 
choice of CQ,. . . , c(~ in d which minimizes A will be a Z-basis of .M. 
Indeed, if an element 5 of .&’ is expressed as xlc(i + . . . +xqa4 with 
rational Xi, then the Xi must be integers. For, if not, A can be diminished, 
since for example, if x1 = e+j(e EZ, 0 < j < l), A(C-ecr,, a*, as, Q) = 
A(jal, a2,. . .) = j2A. 
Consider any Z-modules JY, N in &‘. Let f be the norm-form of the 
Z-basis (a,, . . . ,u~) of ~8; g the norm-form of the Z-basis (pi,. . . ,J4> 
of N. Then u, = ~P,t,, (r, s = 1,. . . ,4) for certain rational numbers 
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t,,, and if T = (t,,), 
where gT denotes the form obtained from g by the transformation with 
matrix T. In particular, since all Z-bases of A? are obtained from one by 
unit-modular transformations (i.e., those with integer coefficients and 
determinant rt l), the norm-forms of all the Z-bases of A constitute a 
CZUSS (defined under the group of such transformations). 
From Theorem a follows readily 
THEOREM c. If f is the norm-form of a Z-basis (al,. . . , q) of an integral 
module JY containing 1 then all integral Z-modules Jy containing .M can 
be obtained by applying to the Z-basis (CQ, . . .,a,J the inuerses of integral 
transformations T with the property that fT- ’ = g is an integral form. 
Let A = Z[a,,. . . ,aJ be an integral Z-module containing 1 and let f 
be the norm-form of (aI, . . . ,ab). We have verified that {(a,, . . .,a,)T-’ : 
T is an integral matrix and fT-’ is an integral form} is exactly the set of 
Z-bases for integral modules containing .M and now consider conditions 
for two such bases to correspond to equal or isometric modules (two 
modules being isometric if their classes of norm-forms coincide). Thus, 
let Jfi and .N2 be Z-modules with respective Z-bases (a,,. . .,aq)T;l, 
<al,. . .,aJK r. Evidently, N1 and Nz are equal (isometric) if and only 
if there is a unit-modular matrix V such that (aI,. . . ,a,)T; ’ = 
(a19 . . .,aq.)Tz-lV(fT1- 1 =fTz- ’ V). The first equality is equivalent to 
T1 = UT, ; the latter to 
T, = UT, W, U unit-modular and W a rational automorph off. (4) 
We use herein the term coset to refer to the integral matrices T1 satisfying 
(4) for some integral matrix Tt such that fT,’ is integral. 
It will be useful, since the same method will be applied later to integral 
modules in the Cayley algebra, to derive in this manner the integral 
modules .N in &’ containing L as a proper subset. We have only to find 
the integral matrices T with Jdet T] > 1 such that fT-’ is an integral 
form g, where 
f=f4 = x;+xf+x;+x;. 
Since T’GT = I (= matrix of f4), T’G = T- ’ ; since G is semi-integral, 
T-l has denominator 1 or 2. Since det G is at least l/16, ldet TJ = 2 or 4. 
Thus S = 2T-’ is integral, ldet SI = 4 if ldet T] = 4, ldet Sl = 8 if 
ldet T ] = 2; and we may study fS = 4g with g integral, instead of 
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fT-l = g. Replacing S by WSU, with W any integral automorph off, 
and U unit-modular, will replace g by a form in its class. Hence we need 
only use one representative of’ the coset ( WSU]. It will turn out that there 
is onZy one such coset if ldet S] = 8, hence only one class of g’s, and 
only one module 1; and none if ldet St = 4. 
Thus, consider ldet SI = 4. Then, as one sees from the classical theory 
of “Hermite matrices”, S can be given the form 
x0 = YO,Xl = Yl,X2 = ay,+by,+2y,,x, = cy,+dy,+2y,, 
with a, b, c, d determined mod 2, and this transforms f4 into 
(1+a2+c2)yi+...; but 1+a2+c2 f O(mod4). 
Let ldet SI = 8. Then S can be taken to be x0 = yo, x1 = uy, + 2yl, 
x2 = by,+2y,, x3 = cy,+2Y,, with a, b, c equal to 0 or 1. Since 
l+a2+b2+c2 rO(mod4),a = b = c= 1,andauniqueformresults: 
9 = 94 = Y;+Y:+Y;+Y~+YoYl+YoY2+YoY3. (5) 
In addition, the cosets UTW in (4) with ldet T( > 1 constitute only the 
single coset given by 
2001 
0201 
2T-‘=S= oo21 , 
1 1 
(6) 
0001, 
W an integral automorph off and U unit-modular. 
Since WS = SV for some unit-modular matrix V, the only integral module 
properly containing L is H. This gives an alternative proof of Theorem b. 
We shall say that two formsf, g are in the same genus if they have the 
same index and if for each positive integer m there is a unit-modular 
matrix U such that f U = g (mod m).’ It will be useful later to know that 
g4 and certain octonary forms are in genera of one class, and we inter- 
polate here an algorithm by which such facts may be deduced. We assume 
known that f4 is in a genus of one class. 
Algorithm. Let f be an integral n-ary form in a genus of one class and 
g be an integral n-ary form for which gT = f for some integral matrix T 
of order n and determinant d # 0. If g’ is in the genus of g, then for any 
modulus m there is a unit-modular matrix U such that g = g’U (mod m). 
Hence we may take g’UT to be in the genus off. Since f is in a genus of 
one class, g’s = f for some integral matrix S of determinant f d. Thus, 
all forms in the genus of g can be found by applying to f the inverses of all 
integral transformations S of determinant f d, keeping only those which 
yield an integral form in the genus of g. To obtain at least one such form 
1 It is sufficient to consider only those moduli which divide 48(f) where a(f) is defined 
to he (-4)1”121 det f.  
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in each class of the genus of g we need use only one matrix S in each coset 
US W (U a unit-modular matrix, W a rutional automorph off ). 
Thus g4 is indeed in a genus of one class. 
Let A now be any module of integral elements of &‘, not necessarily 
containing 1, iI, i,, i,, and let g* be a norm-form of 4. The form g* is 
rationally equivalent to f4, and hence the Hasse invariants c2 and c, 
have the value - 1, while cP = 1 for the odd primes p. Since the deter- 
minant of g4 is l/4, and this is known to be the least determinant of any 
positive, integral quaternary, it follows easily that g* is derived from g4 
by an integral transformation, (See 3, g). From Theorem c follows 
THEOREM d. If JY is an integral, maximal module in %, g* is in the 
class of g4. 
ProoJ Since Jf is maximal, 1 E “1. For otherwise we can adjoin 1 to A, 
and obtain a larger integral module, it being noted that if a E A, 1 +cr is 
integral, since t(1 +a) = 2+ t(a) and n(1 +a) = 1 +n(cc)+ t(a). 
Let now g,T = g* with T an integral matrix. Applying Theorem c, 
we have det T = + 1, hence g* is in the class of g4. 
THEOREM 1. Every maximal integral module J? in 3’ contains elements 
1, j,, j,, j, which satisfy the same multiplication table as 1, i,, iz, i,. 
Proof. We can choose a Z-basis e,, . . . ,e4 whose norm-form is g4. 
Hence (e,, e,) = 2n(e,) = 2(r = 1,. . .,4). (e,, e2) = (e,, e3) = (e,, e4)= 1, 
(e2, e3) = (e2, e4) = (e,, e4) = 0. Now g has 24 integral representations 
of 1, and hence J? has 24 units (of norm I), viz. the following and their 
negatives : 
e,, e,-e2-e3, e,-e2-e4, e,-e,-e,; 
e2, e3, e4, % - e2 - e3 - e4 
e,-e2, e,-e3, e,-e4, e,-e2-e3-e4. 
(7) 
We have arranged these units in three sets of four such that any two in 
the same set have inner product zero. Since 1 E .M, one of the 24 units is 1. 
Whichever it is, denote the other three in the same set of four byj,, j,, j3. 
Thenj, =-j, since(1, j,) = 0, (r = 1, 2, 3). LetJ,j, = ao+a,j,+a2.j2+ 
a,j,. Then 2a. = (j,j,, 1) =-(jl,j2) = 0, 2a, = (jlj2,jl) = (i2,1)=0, 
likewise 2u, = 0, hence j, j, = a3 j,. Taking norms gives a3 = + 1. If 
a3 = - 1, replace jl, j,, j3 by their negatives. Hence jr j, = j,, .j3 j2 = -j,, 
etc. 
COROLLARY 1. All maximal modules of integral elements of .%? are rings. 
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COROLLARY 2. The maximal rings of integral elements of S? are iso- 
morphic. 
It is known [6] that two rings of integral quaternions are isomorphic 
whenever they contain 1 and have equivalent norm-forms, from which 
Corollary 2 follows. We have presented the above proof to illuminate the 
developments in later sections of this article. 
2. We recall some properties of the Cayley Algebra 
C = Q[l, i,,. . .,&I. 
The elements can be written as t1 +urz(rl, Tz in S), and so the basal 
elements are i. = 1, i,, i,, i4 = v, i5 = vii, i, = viz, i, = vi,. Multiplica- 
tion is in general neither associative nor commutative; 1 behaves as usual; 
i,” =-1 (r = 1,. . . ,7); if r and s are distinct and not 0, then iri, = i, or 
iri, = -i, according as r, s, t is a cyclic or noncyclic permutation of one 
of the seven “associative triples” 
1 2 3; 1 5 4; 1 7 6; 2 6 4; 2 5 7; 3 7 4; 3 6 5. (8) 
Ways of remembering (8) are easily devised. It is useful for some purposes 
(as in working mod 2) to note that i,,ik can be found apart from sign by 
proceeding as though multiplication were associative and commutative : 
thus, izis = i2viI = &vi,. The conjugate [ of < = x0+ i,x, + . . . +i,x, is 
x0-i,x,-. . . -i,x,; r is integral if its trace t(t) = r+ { = 2x,, and its 
normn({) = &$ = xi+... +x3 are in 2. If two of 5, q, p are conjugates, 
then (611~ = SW). Also <@I> = iif and n(h) = n(C)n(d. 
We will need certain symmetries of C, expressed by two lemmas: 
LEMMA 2. Let j,,jz denote any two of fil, . . . , + i,, with distinct sub- 
scripts, say r and s. Define j, = j, j,, whence j, is an element f ik with k 
distinct from 0, r, s. Then j,, j,, j, satisfy the same multiplication table as 
i,, iz, il. Hence 1, j,, jz, j, are basal elements of an algebra isomorphic to ..V. 
The triples r, s, k so obtained are permutations of those listed in (8). 
LEMMA 3. Let w  be any element fi, with t distinct from r, s, k, 0. Then 
1, ji, jz, jJ, w, wj,, wj,, wjS satisfy the same multiplication table as i,,, . . . , i,. 
This gives 23 * 7~6.4 bases, and hence, on dropping the signs, 168 iso- 
morphisms of C. 
By a simple change of basis we will mean one of the foregoing which 
preserves the multiplication table. 
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3. On modules in the Algebra C, with all elements integral. 
a. Let us call such modules integral. As in 1 any such module A has 
a Z-basis, say e,, . . .,e,(q 5 8) and n(xre, + . . . +x4e,,) is a quadratic 
form with integral coefficients n(e,) and (e,, es) = t(e,Q. The inner product 
(<, q) of two elements r, rl of the module is in Z. 
b. If a submodule A, of M has a Z-basis e;, . . . , eb, then ei = zertrs 
with t,, in Z (r, s = 1,. . ., q). Then if T = (t,&, 
where gT denotes the form obtained from g by the transformation of 
matrix T. Conversely, if gT = f with T integral, there exists a sub-module 
Al of & with f as a norm-form. 
c. If e,, . . . ,e4 are integral elements of C, the module J? = Z[el, . . . ,eJ 
need not be integral. For although the elements of d have integral traces, 
the norms need not be integral if any of the quantities (e,, e,) is not in Z. 
d. A Z-module Z[e,, . . . ,eq] whose norm-form is integral need not be 
integral. For the traces of the elements may not be in Z. However, such 
a module is integral if it contains 1. For then the traces (1, e,) = t(eJ 
are in Z. 
e. If r and q are in an integral module, then & and &j are integral, 
although not necessarily in the module. For n(<q) = n(r)n(q) = n(&j) is 
in Z, and @ri) = (t, ~1, while Gv) + @%9 = t(5) t(v). 
f. A maximal integral module must always contain 1. For adjoining 1 
will otherwise give a larger module, whose elements will still be integral 
since n( 1 + c) = 1 + t(5) + n(5) is in Z for any 5 in the given module. 
g. A maximal integral module will always have a norm-form of deter- 
minant l/256. For if K denotes the rational-class of forms derived from 
f,=xg+... +x: by .nonsingular linear transformations with rational 
coefficients, then Kis the set of positive definite forms in 8 variables, with 
rational coefficients and with 1 as the squarefree kernel of the determinant, 
such that cP is - 1 only for p = 2 and co. An integral form of least 
determinant in K is g& [see 6, (2411 the determinant being l/256; and the 
integral forms in Kof this determinant constitute a single class (Theorem4). 
It can be proved that every integral form in K can be derived from g8 by 
an integral transformation. We could prove this particular result here, 
but it seems more fitting to say that the result follows easily from a general 
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theorem which will be published by Gordon Pall elsewhere, giving neces- 
sary and sufficient conditions for an integral n-ary quadratic form f of 
tn’21 discriminant a(f) (defined to be (- 4) det f) to be fundamental, that is, 
not derivable by an integral transformation from an integral form of 
smaller determinant. 
THEOREM. The condition that f be fundamental is that: (a) the cube of no 
odd prime p shall divide a( f ), and c,(f) = - 1 tfp2 divides a(f); (b) either 
a(f) is odd or = 2 (mod 4); or zfn is even, either a(f) s 8 or 12 (mod 16), 
or a(f) s 4 (mod 16) and c2( f) # tc; or zf n is odd, a(f) E 4 (mod 8) and 
2$$ned, with q = a( f)/4 by K = (- l)f(n-2)'43 if n is 
if n E 1 (mod 4); K = (- 1)(“-3)‘4 ijf n = 3 
It follows that an integral module in C will be maximal if and only if 
its norm form is in the class of ga. 
4. The integral modules containing one with norm-form yi + . . . +y;. 
LEMMA 4. Let C, = Z[j,, . . . ,j,] be an integral module such that 
n(y,j0+...+y7j7)=y~+... +yf. Each element 5 of an integral module 
A containing C,, is of the form 
(uOjO+u,j, + . . . +u7j7)/2 (u,,. . .,u7 in 2) (9) 
where the eight coeficients u, have the same parity, or exactly four are odd. 
Proof. Set r = cxrjr(x, in Q), x, = n,+a, (n, in Z, - l/2 c a, I l/2). 
Then 0 = carjl E A. Thus (0, j,) = 2ar E 2 (r = 0,. . . ,7). Since n(0) E Z, 
all the a, are 0, or all l/2, or there are four of each. 
THEOREM 2. Let o denote (j, + . . . +j,)/2; and for any distinct subscripts 
from 0 to 7 let (r s t u) denote the ‘your-odd” (j,, +j, +j, + jJ2. Then for 
some choice of distinct subscripts from 0 to 7, if .M is an integral module 
containing C, as a proper subset, A is one of the seven modules 
C,=C,+Za, C;=C,+Z(rstu), C,=C;+Za, 
C;=C,+Z(rstu)+Z(rswx), C,=C;+Za, (10) 
C$=C,+Z(rstu)+Z(rswx)+Z(rtwy), C,=Cj+Za. 
Proof. Case a is not in A. Then 4 contains a four-odd (r s t u). If A 
contains another four-odd (r’s’ t’ u’), the two four-odds must have 
exactly two subscripts in common, since else their difference would have 
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norm l/2 or 312 and not be integral. Hence .M is C; or C;, or properly 
contains C;. In the last two events, (t u w  x) = (r s i u)-(r s w  x) +j,,,+j, 
is in .M. Any other four-odd must have two subscripts in common with 
each of (rs tu), (rs wx), and (t u wx), and so must be (r txy), 
(r u x y), (r u w  .v), (r t HJ v), (s t xv), (s u xv), or (s t w JJ). Each possi- 
bility is a case of C;. 
If o E M, one shows similarly that J? is C1, C,, CJ, or C,. 
Remark. The number of independent four-odds in A, or (what is the 
same thing) the dimension of the vector space (uO,. . . , u,) (mod 2), is 
0 for C,,, 1 for C, and C;, 2 for C2 and C;, 3 for CJ and CL, 4 for C,. 
5. We determine which modules in Theorem 2 are rings, in case 
Co = Z[i,,. . .,$I. 
The rule for multiplying elements of C can be expressed by 
(~,+ur,)(?,+w,) = (~ltll-12512)+~(~ltt2+tll~2~~ (11) 
where {i, t2, ql, q2 are in &‘. If these four quaternions are in L (or H), 
so are the two components on the right in (11). Hence C, = Z[i,, . . . , i7] 
and the isomorph (0 1 2 3) of C, (i.e. the one using (0 1 2 3)) are rings. 
Also, if p = 1 -t-i1 + iZ + i,, p = i,p = pi, (mod 2) in L, and hence if 
r1 EL, r1 p z prl = 0 or p (mod 2) according as n(t,) is even or odd. 
It follows easily that Cr is a ring. 
If any four-odd is in a ring containing C,,, it contains the product of 
that four-odd by each i,. Hence it contains an element (9) in which any 
desired one of uO,. . . , u, is odd. This shows that none of C;, C;, C; are 
rings. 
If Cz is a ring, it contains only two four-odds, a = (r s t u) and its 
complement cr-a, and the products of each by each iq. We can suppose 
a = (0 a b c). Then ain f o-a (mod C,), hence ai, E a (mod C,). 
Hence i,ib = +i,. In view of (8), C, is one of the seven isomorphic rings 
(0 1 2 3), (0 1 4 S), (0 1 6 7) 
(0 2 4 6), (0 2 5 7), (0 3 5 6>, <0 3 4 7). 
(12) 
It is natural to call these double-Hurwitz rings, since each is essentially 
l1 +vtr : tl, cz in H. Similarly, we call C1 the Hurwitz ring, and C, the 
Lipschitz ring. 
The remaining 28 isomorphs of Cz are, then, not rings. 
Let us now state our main theorem. 
THEOREM 3. Besides C,, and C1 the only rings of integral elements in C 
which contain CO are the seven isomorphic double-Hurwitz rings Cz dis- 
12 
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played in (12), and seven (isomorphic) maximal rings C, displayed in 
(17)-(23). The latter can be characterized as containing a C3-module 
composed of three double-Hurwitz rings <O r . . ) for a fixed r (= 1,. . . ,7) 
and not containing any further double-Hurwitz ring. It should be noted that 
no C,-module is a ring, but those which are composed of three double- 
Hurwitz rings have the further property that the product of two qf its 
elements is congruent to 0 or to a four-odd modulo C1 ; and such C,-modules 
can also be characterized as being closed under multiplication by iI,. . . ,i,. 
There are eight C,-modules which are closed under multiplication by 
iI,. . .,i7, viz. the seven maximal rings, and one module consisting entirely 
of the seven double-Hurwitz rings (12); the last has the property that the 
product of two elements is congruent to 0 or to a four-odd (mod C,). 
The proof continues. By (lo), any C3 contains three four-odds (r s t u). 
(r s w  x), (t u w  x), and their complements (w x y z), (t u y z), (r s y z). It 
therefore contains exactly three four-odds (0 b c d), (0 b e f), (0 b g h) of 
the type (0 - - -). If C, is a ring, (0 b c d)i, E (0 b c d) (mod C,), and 
hence ibie = _+ id; and similarly for b, e, f and for b, g, h. By a simple 
change of basis we can take b = 1, and have (0 1 2 3), (0 1 4 9, (0 1 6 7). 
But, 
+(l + il + i, + i&(1 + il + id+ is) = *(iI + i, + i4- i6). (13) 
Hence if C, were a ring, it would contain (1 2 4 6) and its complement 
(0 3 5 7), a contradiction. Thus no C, is a ring. 
Finally, consider any C,. Its C, contains three four-odds (0 b c d), 
(Obef), (Obgh); and C, must contain a (0 c e g), and, by various 
combinations, also (0 c.f h), (0 de h), (0 dfg). Notice that the letters 
appear symmetrically among these seven four-odds, and that each letter 
occurs in three of the seven. We will prove next that if C, is closed under 
multiplication by i,, . . . , i,, then for some letter the three four-odds 
containing it define double-Hurwitz rings. 
Multiplication modulo 2 of the i, in C,, is both commutative and 
associative; and (0 b c d) is a ring if and only if i& s id (mod 2). We 
can assume ihi, f id (mod 2). Then (0 b c d)i, s (0 b e f) or (0 b g h) 
(mod C,,). Interchanging e, f and g, h, we can suppose that i,i, E i,, ibid s i, 
(mod 2). Then (0 b c d)i, = (0 c e g) (mod C,), hence i, 3 i,i, = i,i,, 
i,i, E i& iai, E ifig (mod 2). These relations show that ibig f i,, i,, id, and 
i, (mod 2). Hence (0 b g h)i, q! (0 g c e) and (0 g df) (mod C,). Hence 
(0 b g h)i, = (0 b g h) (mod C,) and i& E i, (mod 2). Also, (0 h cf)ih f 
(0 h d e) (mod C,), since i,i, E i, (mod 2) implies i,i, z i& = i,i,, and 
. . 
lhlc E i, implies i,i, s i& s i,i, (mod 2). Hence (0 h cf)i, s (0 h cf) and 
(0 h d e)i,, 3 (0 h d e) (mod C,). Thus the three four-odds containing h 
define double-Hurwitz rings. 
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By a simple change of basis we can suppose h = 1, whence C, has the 
four-odds (0 1 2 3), (0 1 4 5), and (0 1 6 7). The extension to C, given 
above now gives two possible continuations, one consisting of 
(0 3 5 7), (0 3 4 6), (0 2 5 6), (0 2 4 7), (14) 
and the other of the remaining double-Hurwitz rings, expressed by 
(0 2 4 6), (0 2 5 7), (0 3 4 7), (0 3 5 6). (15) 
In view of (13), the continuation by (15) does not give a ring, while that 
of (14) does, the verification of closure under multiplication being easy. 
It is easy also to verify that the product of any two of the four-odds in 
(0 1 2 3), (0 1 4 5), (0 1 6 7), (0 2 4 6), (0 2 5 7), (0 3 4 7), (0 3 5 6) (16) 
is a four-odd (mod C,), but not one of the four-odds in (16) if the factors 
are distinct. 
Simple changes of basis can be generated by the permutation cycle 
(1367425). Applying this repeatedly, the seven maximal rings appear as 
follows: 
(0 1 2 3), (0 1 4 5), (0 1 6 7), (0 3 5 7), (0 3 4 6), (0 2 5 6), (0 2 4 7); (17) 
(0 3 5 6), (0 3 2 l), (0 3 7 4), (0 6 14), (0 6 2 7), (0 5 1 7), (0 5 2 4); (18) 
(0 6 1 7), (0 6 5 3), (0 6 4 2), (0 7 3 2), (0 7 5 4), (0 1 3 4), (0 1 5 2); (19) 
(0 7 3 4), (0 7 1 6), (0 7 2 5), (0 4 6 5), (0 4 1 2), (0 3 6 2), (0 3 1 5); (20) 
(0 4 6 2), (0 4 3 7), (0 4 5 l), (0 2 7 1), (0 2 3 5), (0 6 7 5), (0 6 3 1); (21) 
(0 2 7 5), (0 2 6 4), (0 2 13), (0 5 4 3), (0 5 6 l), (0 7 4 l), (0 7 6 3); (22) 
(0 5 4 1), (0 5 7 2), (0 5 3 6), (0 1 2 6), (0 1 7 3), (0 4 2 3), (0 4 7 6). (23) 
One notes that each of the 28 isomorphs of C, which are not rings occurs 
in exactly one maximal ring. 
6. The norm-forms of the modules in Theorem 2. These modules 
and the associated classes of norm-forms can be derived most easily by 
studying the integral forms h of the four possible determinants l/2* 
(r = 1,2,3,4) which go into fs = yg+ . . . +y: under transformations 
with integral matrices T, det T = 2’. Necessarily (1) T-’ has denominator 
2. We put S = 2T-’ (so that det S = 2s-’ and S’ has denominator 2) 
and seek f$ = 4h (h integral). We can permute and change signs of the 
rows of S, and can permute columns and add an integral multiple of any 
column to any other. As an example if det S = 2’, we can thus obtain 1 
followed by seven 2’s on the main diagonal of S, and O’s to the right of 
that diagonal; all elements below any 2 equal to 0, since otherwise the 
denominator of S-’ will exceed 2; and have h integral by placing either 
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three or seven l’s below the leading element 1. Two forms result, h, and 
hi of determinant l/4; likewise, two forms h, and hi of determinant l/16; 
two forms h, and hj of determinant l/64; but only one, h4 of determinant 
l/256. These can conveniently be listed as follows (where we may if we 
wish permute x,,, . . . ,x,), and the characterizations of the corresponding 
seven modules Cr, C;, C,, C;, C3, C;, C, are obvious: 
4hr = X:+(xlJ+2x,)z+. . . +(x,+2x,)2, 
4Iz; = x:+(x,+2x,)2+. . . +(x,+2xJ2+(2x‘J2+. . . +(2x,)2, 
4h2 = 49;; = x~+x~+(x,+2x2)2+(x,+2x,)2+(x,+2x,)2+ 
+(x, +2x,)2+(xl +2X,)2+(X1 +2x,)2, 
4h; = x~+x:+(x,+x,+2x2)2+(xO+x1+2x3)2+(xO+2xJ2+ 
+(x, +2x,)2 +(2x,)2 +(2x,)2, 
4h, =4g; = ~;+~:+~~+(x,+x~+x~+~~~)~+(x~+x~+x~+~x~)~+ 
+(x,+2x5)2+(x1 +2x,)2+(x2+2x,)2, 
4h; = x~+x:+x;+(x,+x,+x2+2x,)2+(xO+x1+2x4)2+ 
+(x,+x,+2x,)2+(x~+x2+2xJ2+(2x,)2, 
and the especially useful form h4 given by 
4h 4 = 498 = x;+x:+x~+x:+(x,+x2+x,+2x,)2+ 
+(x,+x2-x,+2x,)2+(x~-x~+x~+2x36)2+(x~+x~-x2+2x~)2. (24) 
We have used the notations g,, g;l, g; to correspond to the quadratic 
forms appearing in a forthcoming article, “Factorization of Cayley 
Numbers”, by Gordon Pall and Olga Taussky, and develop here certain 
results (Theorem 4) concerning these forms for application in their article. 
DEFINITION. An order of integral n-ary quadratic forms is the set of all 
such forms having the same values for each of the following quantities: 
the index 1, and the g.c.d. dk of the coefficients of the kth concomitant 
fck’, k = 1, 2 . . , n. Here (- l)‘d,, is the determinant off. 
The relatioks which these quantities must satisfy are best expressed by 
means of the following: 
or=4d,-,d,+,fdZ, (k=l,...,n-1), oO=o,=O, do=l. (25) 
Here or, . . . ,o,- r are integers; each ok is odd or divisible by 4; for each 
odd ot, the neighbors ok-1 and ok+r are divisible by 16; if n is even, 
and 02i-l is odd (i = 1,2,. . ., n/2), then (-l)l-n~201~j.. .0,-r E 1 
(mod 4); if all the ok are squares, and at mOSt two pairs of consecutive 
even ok occur, then n- 21 $ 3,4, 5 (mod 8). A further property is that 
the primhiVe fOII’YI fk = f ‘k’/dk has an integral matrix if and Only if ok is 
even (for reference to the above comments see [4]).’ 
1 We now prefer to use dk for the quantity designated in [4] as p.&, 
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It will be convenient now to define a new concept: a superorder is defined 
to be the set of all integral n-ary quadratic forms which have the same 
values for each of the following: 
r, dl, dnTl, d,, and the parities of o1 and o,-1. (26) 
Notice that these quantities have particular reference to those concomi- 
tants (f-and, essentially, adjf) which have IZ variables, and that the parities 
of oi and o,,-~ tell whether or not the primitive parts off and adj f have 
integral matrices. 
Clearly, a superorder may consist of one or more orders, and an order 
of one or more genera. If n = 2 or 3, every order is a superorder. The 
notion of a superorder is justified by the following result: 
THECIREM 4, Each of the forms fs, h,, hi, h,, hi, h3, hi, h, is in a super- 
order of exactly one class. 
Proof. We begin by listing all possible sequences ol,. . ., o7 such that 
7 6 0102.. . o,/4 28 - d - LIP (27) 
for each da in question; we also compute d, = ofoz. . . 06/421, and 
record the result compactly as (oi, 02,. . ., 0,; d,). Of course, r = 0. 
We find: 
d, = l/256; only (1, 16, 1, 16, 1, 16, 1; l/64). 
d, = l/64; (1, 16, 1, 16, 1, 32, 1; l/32), (1, 16, 1, 16, 1, 16,4; l/64). 
d, = l/16; (1, 16, 1, 32, 1, 16, 1; l/S), (1, 16, 1, 16, 1, 64, 1; l/16), 
(1, 16, 1, 16, 4,4,4; l/16), (1, 16, 1, 16, 1, 32,4; l/32), 
(1, 16, 1, 16, 1, 16, 16; l/64). 
d, = l/4; (1, 32, 1, 16, 1, 16, 1; l/2), (1, 16, 1, 32, 1, 32, 1; l/4), 
(1, 16,4,4,4,4,4; l/4), (1, 16, 1, 16,4, 16, 1; l/4), 
(1, 16, 1, 16, 1, 128, 1; l/8), (1, 16, 1, 32, 1, 16,4; l/8), 
(1, 16, 1, 16,4, 8,4; l/8), (1, 16, 1, 16, 1, 64,4; l/16), 
(1, 16, 1, 16, 4, 4, 16; l/16), (1, 16, 1, 16, 1, 32, 16; l/32), 
(1, 16, 1, 16, 1, 16,64; l/64). 
d, = 1; (4,4,4,4,4,4,4; 0, (1, 16, 1, 64, 1, 16, 1; l), 
(1, 32, 1, 16, 1, 32, 1; l), (1, 16,4,4,4, 16, 1; l), 
also five orders with d7 = l/2; six with d7 = l/4; three with d7 = l/8; 
two with d, = l/16; one with d, = l/32; one with d7 = l/64. 
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One easily verifies that our forms and these orders go together as follows: 
h, in (1, 16, 1, 16, 1, 16, 1; l/64); h3 in (1, 16, 1, 16, 1, 32, 1; l/32); 
hi in (1, 16, 1, 16, 1, 16,4; l/64); h2 in (1, 16, 1, 32, 1, 16, 1; l/S); 
h; in (1, 16, 1, 16,4,4,4; l/16); hI in (1, 32, 1, 16, 1, 16, 1; l/2); 
(28) 
hi in (1, 16, 4, 4,4, 4,4; l/4); fs in (4,4,4,4,4,4,4; 1). 
In each case this order is unique within its superorder. For example, if 
d, = l/4, the other two orders with d7 = l/4 have o, odd. 
To show that each order contains only one genus, we need only note 
that for our forms I = 0, hence c, = (- l)ro-1)121 = - 1, and the Hilbert 
product relation gives c2 = - 1. In each of the cases (28), the only further 
invariant of any genus within the order are the value of c2 and the odd 
part of the determinant; and since c2 = - 1 and the odd part of d, is 1, 
the genus is unique (cf., [fl). We indicate two examples. For (1, 16, 1, 16, 
1,32,1; l/32), the canonical dyadic form residues are x1x2 +x,x, +x,x, + 
2x,x, and x1x2 +x3x4 +x: +x5x6 + xg +2(x: +x7x8 + xi), but the latter 
has c2 = +l. For (1, 16, 1, 16, 1, 16, 4; l/64), the canonical dyadic form 
residue is x1x2 +x,x, + xsxs + ux: + bx& with ab E - 1 (mod 8) and 
c2 = - 1, and thus only one integral dyadic class. 
There remains only to show that the forms in (28) are in genera of one 
class. We assume known that fs is in a genus of one class [2]. Since each 
of the forms in (28) are in different orders, hence in different genera, it 
follows from Theorem 2 and l-(4) that the integral matrices T for which 
fsTml is an integral form in a fixed genus lie in a single coset UTA, U a 
unit-modular matrix and A a rational automorph of f8. The fact that 
each form in (28) is in a genus of one class now follows from our 
algorithm in 1. 
7. Some questions concerning integral modules and rings in C. 
Lamont has recently derived the rings of integral elements of C(assuming 
tacitly that C, is a subset) without considering the integral modules [3]. 
Previously, Van der Blij and Springer had proved that all maximal rings 
of integral elements of C (whether Cc is a subset or not) are isomorphic [I]. 
Their proof depends on quite an array of background material, and we 
give below a simple exposition and extension of this result. 
LEMMA 5. (Van der Blij and Springer) Every maximal integral ring R is 
also maximal as an integral module. 
LEMMA 6. If T,q are units of a Z-module of integral Cayley numbers 
such that r # fq then (t, q) = 0, 1, or -1. 
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Proof 
n(t&q) = 1+1+(&q) > 0, hence 1(5,tt)l < 2. 
LEMMA 7. If R is a ring of integral Cayley numbers containing 1 and R 
contains a submodule with fs as a norm-form then R contains a subring 
isomorphic to C,. 
Proof Let a,, . . . ,a8 be linearly independent elements of R with norm- 
form fs. Then {Ei,a,, . . . ,Ei,a,} = { 1, /It,. . . ,/I,} c R and has norm-form 
fs. Set .A = &, A = P2, and j, = /I1/Iz. From the remaining elements 
fi, there are at least two, say /14, fiS, distinct from &j,. If 
$j;,i,;L 0 f or i = 4 or 5, set j, = pi; if however this is not the case 
then, replacing pi by -pi if necessary, we may assume (Bi,j,) = 1 for 
i = 4, 5. Taking j, = j, -/14-ps, we have (j,, 1) = cj4, j,) = (j,, jJ= 
(+, j,) = 0 and n(jJ = 1. Thus R contains the submodule R, =Z[l, 
J1,. . . ,j,] where j,+ i = j,j, i = 1, 2, 3. The fact that R,, is isomorphic 
to C, follows from the well known identities (cf., [I]): 
jitjdk) = -j&h) 
(j4ji)(j4jt) = -jijk, 1 5 i, k s 3. 
(29) 
THEOREM 5. If R is a ring of integral Cayley numbers containing 1 and 
having norm-form g, then a necessary and suficient condition for R to be 
isomorphic to one of the rings Ci is for g to be in the superorder of hi, 
i=0,1,2,4,withh,=f8. 
Proof. The condition is clearly necessary for an isomorphism is an iso- 
metry. Now suppose that g and hi are in the same superorder, i = 0, 1,2,4. 
Since hi is in a superorder of one class, g is in the same class as hi. Let T 
be an integral transformation taking hi into fs and let U be an integral 
transformation taking g into hi. Applying UT to a basis of R tiith norm- 
form g, we obtain a submodule of R with norm-form fs. The theorem 
now follows from Lemma 7 and Theorem 3. 
COROLLARY 3. The maximal integral rings in C are isomorphic. 
Proof. Apply Lemma 5 and (f), (g) in 3. 
One might conjecture that two rings of integral Cayley numbers con- 
taining 1 are isomorphic if they have equivalent norm forms, as is the case 
with quaternion rings. Unfortunately this is not the case for there exist 
numerous examples to the contrary. Nevertheless, it would be of interest 
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to characterize the quadratic forms which are norm-forms of rings, and 
an investigation of the orders of norm-forms may yield a solution to this 
problem. For example, the orders corresponding to CO, C1, C,, C,, C, 
not only have d, maximal, but also those for C,, C,, C, are self-adjoint 
(ol = o,, o2 = 06, o3 = oJ, while that for Cr is reciprocal to that for C3. 
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