Network Embedding (NE) is one of the most popular learning methods in complex networks. It aims at learning the low-dimensional representations of nodes in networks and has been applied in a variety of network analytic tasks. Most existing methods of NE are designed by merely using the local, high-order or global proximity to preserve the network structure; hence they are incapable of fully capturing the structural identity of nodes, which is a concept of symmetry defined by the network structure and their relationship to other nodes. There are two limitations to existing NE models. First, the local and global node dependency information is not considered simultaneously. Second, there is no adequate framework that can reveal the role property of each node. In this paper, we propose an intuitive and unified deep learning framework named DMER, short for Deep Mutual Encode for Embedding, to learn node embeddings from structural identity. In our model, Graph Convolution Network (GCN) is adopted to model the dependency relations between nodes from a global perspective. An Auto-Encoder (AE) framework is proposed to reconstruct the features of nodes, and it can conclusively reveal the structural identity from network structure. By integrating the GCN and AE components with a shared and constrained mechanism, the proposed model implements mutual enhancement for node embedding from structural identity. Experimental results based on structural role classification and visualization demonstrate that our model achieves better performance compared with the state-of-the-art methods.
I. INTRODUCTION
Complex networks can be used for modeling a variety of complex systems and have many applications, such as social networks [1] , biological networks [2] , and information networks [3] . How to learn and find effective feature representations of complex networks is extremely important. Network Embedding (NE), which is one class of the most popular learning methods, aims to learn the low-dimensional representation of nodes in networks. These representations can be used to advance a wide range of network analytic tasks, such as node classification, community detection, link prediction and visualization [4] .
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For example, as shown in Figure. 1, from the perspective of proximity similarity, the embeddings of yellow nodes, blue nodes and red nodes should be similar since there are links between them, while the embeddings of Node 1 and Node 2 should be far away in the latent space. However, Node 1 and Node 2 would have similar representations under the role similarity or structural identity based on their local connection structure in the network.
In general, the structural identity [11] or role discovery [12] can be defined as dividing the nodes in the network into several disjoint sets based on its network structure and its relationship to other nodes. The nodes in each set have same roles, and each node has a similar adjacent structure pattern. It is worth emphasized that, this problem is intrinsically related to community detection [13] , but fundamentally different from it. Role discovery focuses on the local structures of each node and its adjacent nodes, while community detection mainly finds sub-graphs with close internal links in the network [14] . In the past decades, there have been some works in structural identity and role discovery, especially mathematical sociologists first introduced the structural identity of individuals in social networks [15] . Nowadays, with the development of network science, structural identification as a useful tool has attracted increasing attention in several other settings such as online social networks, technological networks, biological networks, web graphs and so on [11] .
However, it is nontrivial to effectively infer the structural equivalence of networks according to the shallow network structure. As Figure. 1 shows, Node 1 and Node 2 are far apart in the network, but they both have red nodes as neighborhoods around them, and hence can be considered the same role. Previous structural identity methods are mainly based on two-steps strategy to solve this problem. At first, the structure features of nodes are extracted. Then the structural identity or the roles of nodes are discovered by some clustering algorithms, such as matrix factorization [16] based methods and factor graph model. Besides, there are some other methods for structural identity that first transform the graph into an exclusive vector representation, and then use the distance between the node features to calculate the role of the node, such as the block model [17] , [18] and heuristic optimization method [19] . But those methods usually have high computational complexity and are difficult to be extended to large-scale networks.
Recently, a few NE methods focusing on learning role-based embedding have been proposed. Among them, random walk is the most widely used technology to depict the roles of nodes. For example, Node2vec [20] introduces additional hyper-parameters to DeepWalk that tune the depth and breadth of the random walks, thereby preserving the similarity and structural properties between nodes. Struct2vec [21] learns representation of node structural identity through a sequence of walks on a multi-layered graph. Role2vec [22] first maps each node to a type and then learns the node representation that captures structural similarity based on the attributed random walks. Nevertheless, it would be difficult for those random walk based methods to model the non-linear structure of links in complex networks. DRNE [23] learns the node embedding with regular equivalence by leveraging a layer normalized LSTM. However, it ignores the vital dependency between each node and its neighbor nodes.
Although above role-based embedding methods have considering the structural identity, they still face the following challenges:
1) Nodes with the same structure are usually not connected. As illustrated by Node 1 and Node 2 in Figure. 1, the structurally similar nodes may be far apart in the network. 2) The dependency relation between nodes from the global perspective is ignored while most existing role-based embedding methods merely utilize local information.
3) It is difficult to capture the implicit role features of nodes from the network structure. Existing Breath-First-Search (BFS) based methods only extract the general features, and would ignore the inherently local features for structural identity. 4) The link mechanism between nodes with different roles are of different manners, and should be identified differently. To address the issues above, we propose a unified and mutual learning framework for structural identity, named Deep Mutual Encode for Embedding (DMER). It contains four core components, role feature extraction, Graph Convolution Network (GCN), Auto-Encoder (AE) and sharing decoder. In particular, we first propose to extract the node features that can conclusively indicate its role information in the network. Second, we adopt the graph convolution network to model the dependency relations between nodes from the global perspective and use the auto-encoder to reconstruct the features of nodes. Then, we propose a mutual learning mechanism based on parameter sharing. On the one hand, the AE component only uses the high-dimensional sparse feature information but ignores the dependence of nodes of the network, while the GCN component can use the dependency relations between nodes from the global perspective to enhance the embedding of AE. On the other hand, the reconstruction process of AE can alleviate the over-fitting problem of network embedding caused by GCN. At last, we propose the unified loss function which can be effectively optimized by stochastic gradient descent.
We conduct experiments on real-world networks and evaluate the performance on role classification task accurately. The results show that our method has better performance on visualization and role classification compared with the state-of-the-art for network embedding and several existing baseline methods for role discovery. Case study verifies that the proposed method is integrity, better to discover the role information of nodes in networks.
The main contributions of the paper can be summarized as follows:
• We propose a deep learning model for network embedding from structural identity. Our model considers both the structural similarity among nodes and the structure symmetry based on the network.
• Our deep learning framework integrates the GCN and AE components, and their encode mutual benefit others encode, so that our model can retain both global information and local structures.
• Experimental results based on role classification and visualization show that our model achieves better performance compared with state-of-the-art baseline methods. The rest of the paper is arranged as follows. A brief review of related works on network embedding and methods of structural identification is given in Section II. In Section III, we present our method for network embedding from structural identity in detail, including notations, definitions and the model framework. Section IV describes the experimental results, while the conclusions with a brief discussion are presented in Section V.
II. RELATED WORK
We first introduce the current popular learning methods, network embedding methods. And then we formally introduce the traditional methods for structural identify and the latest network embedding methods for structural identify.
A. NETWORK EMBEDDING
Many related methods of network embedding have been proposed to learn the low-dimensional representations of nodes. In general, existing methods can be divided into three categories: random walk based methods, matrix factorization based methods and deep learning based methods.
Random walk based methods first use random walk to transform the network into a set of node sequences, and then learn to embed by maintaining the high-order similarity of the two nodes through the structural relationship of the node context. DeepWalk [7] , Node2vec [20] and DDRW [24] are the most representative methods based on random walk.
Matrix factorization based methods preserve the connections between nodes by the form of matrix, and uses different ways to perform matrix factorization according to matrix properties to obtain node embeddings. If the obtained matrix is a semi-definite matrix, eigenvalue decomposition can be adopted, such as GraRep [25] and LLE [26] . If the obtained matrix is an unstructured matrix, one can use alternative optimization methods to obtain the embedding, such as M-NMF [27] and DMF [28] .
Deep learning based methods mainly employ various neural network models to learn the complex and highly nonlinear representations of nodes in networks. DNGR [29] , SDNE [9] and DDNE [30] are representative methods based on deep learning.
B. TRADITIONAL METHODS FOR STRUCTURAL IDENTIFY
Traditional methods for structural identify usually define roles directly from the graph representation, which is generally expressed in the form of an adjacency matrix. Blockmodels is the most popular class of role techniques in traditional social network analysis [31] . Blockmodels generally represent a network through a compact representation called a role-interaction graph (or image matrix) where the nodes represent roles and the edges are interactions between roles. For example, as the first proposed method to use blockmodel for structural identify, CONCOR [31] firstly computes the correlation of the adjacency matrix, then utilizes the previous correlation matrix to compute the correlation matrix and this process would be repeated until all entries are either 1 or −1. Stochastic blockmodels (SBM) [17] learn structural identify representation by using stochastic equivalence, which denotes that the nodes organized into roles so that the probability of nodes linking to all other nodes of the graph are the same for nodes of the same role. Mixed-membership stochastic blockmodel (MMSB) [18] that relaxes the assumption of nodes belonging to only a single role, employs a blockmodel to instantiate and combines with mixed-membership. There are other various models like the latent space models [32] for structural identity in the form of adjacency matrix.
There are also other methods to capture roles based on various similarity paradigms between the rows of the adjacency matrix, which usually takes two steps: the similarity is firstly calculated by each pair of rows in the adjacency matrix, and then the similarity matrix is adopted to cluster the nodes. Among them, hierarchical clustering and multi-dimensional scaling (MDS) [33] are the most common methods. Nevertheless, there are some works focusing on eigenvectors of the adjacency matrix. For example, Golub et al. [34] utilize graph's adjacency matrix to compute the Singular Value Decomposition (SVD), then identify two types of star-center nodes based on incoming or outgoing edges as authority nodes and hub nodes.
Besides, some other methods derive the role of a node by transforming the graph representation into a feature representation, and then assigning roles based on some concepts of feature equality. Lee et al. [35] define the consistency of the set of structural features meant equivalent to the structure. This indirect approach measures the equivalence of nodes based on the feature-values. Nevertheless, [36] proposes a dissimilarity metric that is structurally equivalent to obtain a feature representation. RolX [37] is a widely used method which can explicitly identify the role of nodes only with network structure. RolX is an unsupervised learning method based on various structural features of enumerated nodes. In our paper, we adopt Rolx to extract the high-dimensional feature representation of nodes.
C. NETWORK EMBEDDING FOR STRUCTURAL IDENTIFY
Recently, in order to get the structural identity of network, a small number of NE methods focusing on role-based embedding have been proposed.
Deepwalk is inspired by the Skip-Gram model in natural language processing [38] . It assumes that the network is also a language model, and then uses a random walk to generate a node sequence from the network to learn the network representation. Node2vec [20] provides more flexibility while making the context of a vertex by designing two hyper-parameters to control the random walk. In particular, the edge weights driving the biased random walks by changing the two hyper-parameters can be designed to capture both vertex homophily and structural equivalence. However, a fundamental limitation of this approach is that if the distances (hops) of nodes with similar structures are larger than the Skip-Gram window, they will never share the same context.
Nevertheless, SPaE [10] based on spectral graph theory and correlation projection scheme can preserve network structure proximity and equivalence simultaneously. Struc2vec [21] first constructs a multi-layered complete graph and then performs a random walk on it to preserve the structure identity. HOPE [39] adopts a global Rooted PageRank matrix decomposition to model the structure identity from network structure. SDNE [9] designs a deep learning structure based on auto-encoder to keep the first-order and second-order proximities of the network. Role2Vec [40] proposes the notion of attributed random walk that serves as a basis for generalizing existing methods via random walk.
In addition, there are some inductive methods by recursively training a set of aggregators for each node to integrate the content of their neighbors. REGE [41] iteratively searches for the best match between neighbors of two nodes for structural identity. VertexSim [42] uses the recursive method of linear algebra to construct the measurements of similarity for structural identity. But it is difficult to be extended to handle large-scale complex networks due to the high complexity of calculating regular equivalence.
III. THE PROPOSED MODEL
In this section, we will first declare the notations denoted in this paper, then introduce the framework of our model DMER in detail.
A. NOTATIONS
We first introduce the basic notations and definitions in our paper. Note that we use lower case letters (e.g., x) to represent scalars, lower case bold letters (e.g.,x) to denote column vectors, bold-face upper case letters (e.g., X) to denote matrices. A network can be represented by a graph: 
The adjacency matrix and feature matrix of nodes are denoted as A ∈ R n×n , X ∈ R n×d 0 respectively, where d 0 is the feature dimension of nodes. A and X are the input of our proposed role-based network embedding model, which can learn a function F :
|V | is the embedding dimension of nodes.
Some key terms and symbols are shown in Table 1 . 
B. DEFINITIONS

Definition 1 (Structural Identity):
Structural identity can be generally defined as the role of node based on its network structure and its relationship to other nodes. Let r(u) and r(v) be the role class of nodes u and v respectively, then we have: 
C. METHODOLOGY
In this subsection, we report a detailed description about our proposed model, Deep Mutual Encode for Embedding (DMER). There are four parts in our model, i.e., the role feature encoder to extract the features of nodes in terms of VOLUME 7, 2019 FIGURE 2. The overall architecture of the proposed model. First, using GCN to encode the adjacency matrix of the network, and the embedding preserves the global structural similarity of the network. Then, using AE to encode the feature matrix from feature extraction on the network, and embedding preserves the local structural similarity of the network. Finally, the decoder that shares the parameters makes the two representations mutually reinforcing, so that the representation has both global and local structural similarity of the network.
role, the GCN encoder to capture the dependency relations between nodes based on the adjacency matrix, the Auto-Encoder module to learn the deep representations of nodes from the extracted role features, and the unified module to jointly train the GCN module and auto-encoder module via parameter sharing. Based on the joint module, the node embedding can be enhanced from the structural identity. We present the overall architecture of the proposed model in Figure 2 .
D. ROLE FEATURE EXTRACTION
In our method, we argue two nodes u and v share the same role if they have similar structural identity features. However as denoted above, nodes with the same role may not be connected as shown in Figure 1 . Considering that the features derived from the adjacency matrix suffer from the sparsity problem and are incapable of capturing the role features, hence we introduce the way to extract the role features firstly. Here, we adopt a widely used role feature extraction method RolX [37] , which can automatically and adequately summarize the role behavior of nodes in large graphs recursively. To be specific, given a node v, RolX extracts local and egonet features based on counts (weighted and unweighted) of links linked to v, as well as those nodes within and adjacent to the egonet of v. It also aggregates egonet-based features in a recursive fashion until no informative feature can be added. These recursive features include the number of within-egonet edges, as well as their aggregating degree (e.g., the averaging/maximum neighbor degree). Hence it can not only extract and combine local features and neighborhood features, but also aggregate neighborhood features in a recursive way which can obtain sufficient role features from the network.
E. GCN
The role features of nodes have been extracted via RolX, afterward in this section GCN [43] technology is introduced to despite the dependency characteristic between nodes of the network. GCN is the generalization of CNNs specific for graph data, which can extract multi-scale localized spatial features and compose them to construct highly expressive representations, it leads to breakthroughs in many machine learning areas. It starts starts the new era of deep learning. Through multiple graph convolution layers, we can obtain the relations among nodes from networks.
Thus, we define a layer-wise propagation which is based on the one-hop neighborhood of nodes to encode the nodes into a low-dimensional representation space based on the adjacency matrix. Specifically, the global information of the network denoted as A, which is obtained from the adjacency matrix of the network. Then the hidden representations of each layer are computed as follows:
The node embedding of the node v i obtained via GCN can be represented the i-th row in the H (l) denoted as H (l) i . WhileÃ = A + I N andD ii = jÃ ij as denoted by GCN. I N is N-dimensional identity matrix. H 0 ∈ R N ×C is the role feature matrix of nodes in the network obtained by the RolX [37] . ∈ R C×d is the matrix of filter parameters (d is the dimension of each node embedding). Hence, each row of H (L) represents the embedding vector of the node, and the L is the number of hidden layers in GCN.
F. AUTO-ENCODER
Although GCN can capture the dependency relations among nodes, it will fall into overfitting while learning the node embedding. We need the high-dimensional sparse features information from RolX feature to enhance GCN to avoid overfitting. Therefore, we extend the deep auto-encoder [9] to enhance GCN from the restructuring perspective to alleviate the overfitting problem. Auto-encoder is a neural network model that can learn efficient data representation in an unsupervised manner. The auto-encoder tries to generate a representation from the reduced encoding as close as possible to its original input. In this process, we can compress high-dimensional sparse features information from RolX features that can effectively reveal the structural identity.
The encoder consists of multi-layer perception to encode the role features into a low-dimensional representation space. Specifically, given the high-dimensional feature X j of v j , which is obtained by the feature extraction method RolX, the hidden representations for each layer are shown as follows:
where W (k) and b (k) are the weight matrix and the biases of the weight matrix of the k-th layer respectively.
G. DECODER AND JOINT TRAINING
The goal of our method is to obtain the low-dimensional representations by mutual encoder from GCN and AE. We first use a parameter shared decoder to combine the reconstructed information from GCN and AE respectively.
Since GCN and AE encoder could learn different representations of nodes, they would be mutually enhanced, to this end we define a joint loss function between them:
Afterwards, we need to reconstruct the graph matrices (i.e., the feature and adjacent matrix) following the GCN encoder and AE encoder. Both of the decoders are in multi-layer perceptron paradigam. Specifically, the process of decoder for AE as follows (without losing generality, we haveĤ (K) = H (K) ):
i +b (k) ), k = K, . . . , 2, A i = tanh (Ŵ (1)Ĥ (1) +b (1) ).
By using the parameter shared decoder, the process of decode for GCN as follows (without losing generality, we haveX (K) = X (K) ):
+b (1) ).
Our model is optimized in a joint manner which integrates AE and GCN together. The final loss function is designed as follows:
where L AE and L GCN are the loss functions between the real matrix and the reconstructed matrix from AE and GCN respectively, L reg is regularizer to avoid overfitting and increase the robustness of our model. While 2 2 , α, β and λ are the weights of L AE , L GCN and L reg respectively. Through the joint training of Equation (6), the AE and the GCN can be complementary and enhance for each other, which would have potential to learn more comprehensive role-based representations for nodes.
Algorithm 1 Algorithm for Optimizing the DMER
Input: the network G = (V , E) with adjacency matrix A, the parameters λ, α and β Output: network representations Y 1 Use RolX to initialize role feature matrix X ; 2 repeat 3 base on feature matrix X and adjacency matrix A apply Eq. 1 and Eq.2 to obtain H (k) and X (k) ; 4 use same updated Parameters apply Eq.4 and Eq.5 to obtainĤ (j) andX (j) ;
use back-propagate through the entire network to get updated parameters; 7 until converge 8 jointly trainĤ (1) andX (1) for Y ; 9 return network representations Y ;
H. COMPUTATIONAL COMPLEXITY ANALYSIS
For GCN, the time complexity of calculating the filtering operation is O(|ε|dC), where |ε| is the number of edges, d is the number of embedding dimensional of each node and C is the number of features of nodes based on the origin input VOLUME 7, 2019 matrix H 0 . Then for each node v i in V , training and updating parameters takes O(Dd 2 ), where D is the average degree of nodes. Thus the overall time complexity is O(|V |Dd 2 + |ε|dC). Usually, we can set C as a small number, considering that O(|V |D) = O(ε), so the overall time cost is O(|ε|d 2 ), which is capable of dealing with large-scale networks.
IV. EXPERIMENTS
In this section, we conduct extensive experiments on structural role classification and visualization to evaluate the effectiveness of our model DMER.
A. DATASET
We conduct experiments on the following networks.
(1) Barbell graph: A generated graph shown in Figure 3 (a), which consists of two complete graphs C 1 , C 2 and a path graph P = {p 1 , p 2 , . . . , p 10 }. Both C 1 and C 2 include 10 nodes, and p 1 connects to C 1 and p 10 connects to C 2 .
(2) Brazilian air-traffic network [23] : The data is collected from the National Civil Aviation Agency (NCAA) from January to December 2016. The network has 131 nodes, 1,038 edges. Airport activity is measured by the total number of landings and takeoffs in the corresponding year.
(2) American air-traffic network [23] : The data is collected from the Bureau of Transportation Statistics from January to October, 2016. The network has 1,190 nodes, 13,599 edges. Airport activity is measured by the total number of people that passed (arriving and departing) the airport in the corresponding period.
(4) European air-traffic network [23] : The data is collected from the Statistical Office of the European Union (Eurostat) from January to November 2016. The network has 399 nodes, 5,995 edges. Airport activity is measured by the total number of people that passed the airport in the corresponding period.
(5) OAG: It is generated by linking two large academic graphs: Microsoft Academic Graph (MAG) and AMiner, which contains 166,192,182 documents from MAG and 154,771,162 papers from AMiner and generated 64,639,608 linking relations between the two graphs. We extracted 10,000 papers from the OAG dataset to construct a citation network by reference.
(6) DBLP: It is an integrated database system for computer-based English literature on the research results in the field of computer research. It includes published papers such as international journals and conferences. We extracted 10,000 papers from the DBLP dataset to build a co-author network through co-author relationships.
B. BASELINES AND PARAMETER SETTINGS
We compare our proposed model with three types of methods, which are similarity based embedding methods, role-based embedding methods and the classic role discovery methods respectively.
• node2vec [20] . This method designs two hyperparameters p and q to control the random walk and leverages neural language model to learn node embedding. In order to let node2vec pay more attention to structural equivalence, we set p as 1 and q as 2.
• LINE [8] . This algorithm learns feature representation in two separate phases which can preserve the first-order and second-order proximities separately. We set the negative samples as 5 and other parameters as default in LINE.
• struc2vec [21] . This paper proposes a framework for learning representations of node's structural identity through a sequence of walks on a multilayered graph. We use all the hyperparameters proposed in the paper for social networks.
• DRNE [23] . This method proposes a layer normalized LSTM model to learn node embeddings recursively by assuming that the regular equivalence information of a node has been encoded by the representations of its neighboring nodes.
• GraphWave [44] . This method leverages heat wavelet diffusion patterns and learns node embedding based on structural similarity in graphs.
• RolX [37] . This unsupervised approach is based on enumerating various structural features for nodes. It finds more suited basis vector for this joint feature space, and then assigns for every node a distribution over the identified roles (basis), allowing for mixed membership across the roles.
• Rolx2vec [40] . This method maps each node to a type and then learns the node representation that can capture structural similarity based on the notion of attributed random walks. For our method, we empirically set the weight α to 4, the weight β to 20 and the weight λ to 0.02. And considering the different characteristics of datasets, we set the embedding size to 2, 32, 128, 128, 128, 128 and 128 for Barbell, Brazilian air-traffic, OAG, DBLP, American air-traffic, and European air-traffic datasets respectively. The gradient is calculated using back-propagation and optimized using Adadelta [45] algorithm.
C. VISUALIZATION
We show the visualization on Barbell graph to illustrate the beneficial performance of our model for structural identity. The barbell network has evident ground truth of the role. As shown in Figure 3(a) , the color of the nodes in the network indicates the role classes they belong to, so we can evaluate the performance of the model by observing whether the nodes of the same color in the visualization result are close with each other.
We expect DMER to learn node embedding that captures the structural equivalence mentioned above. Each structurally equivalent node pair should have similar latent representation. Moreover, the learned representations should also capture structural hierarchies: while node p 1 is not equivalent to node p 10 , we can clearly see that from a structural point of view it is more similar to p 10 .
The detailed experimental results of visualization are shown from Figure. 3(b) to Fig. 3(h) . We can have the following observations as follows:
• LINE only considers the pair-wise local proximities and fails to mine the structural equivalence well. Node2vec does not considers structural equivalence even with different variations of its parameters p and q, because it mainly learns about the random walk distances via Skip Gram, which makes it impossible for nodes in p 1 and p 10 to appear in the same context.
• The embeddings of nodes with same structural have a large margin in the embedding spaces generated by GraphWave, RolX and Role2vec. RolX and Role2vec cannot explicitly maintain structural equivalence and GraphWave ignores the case of regular equivalence.
• DRNE, struc2vec, and our model make the nodes of two complete graphs very close in the embedding spaces, this is because they all explicitly consider the informative equivalence of the role. However, our model can more clearly distinguish the nodes of the path graph P than DRNE and struc2vec.
D. STRUCTURAL ROLE CLASSIFICATION
For the structural role classification, the ground truth of the node is more related to its structural and role information.
In this subsection, we evaluate the ability of our model on Brazilian air-traffic network, American air-traffic network and European air-traffic network to predict the roles of nodes. The air-traffic network is unweighted and undirected where nodes correspond to airports and edges indicate the existence of commercial flights. And airports will be assigned a label corresponding to their level of activity, measured in flights or people. After learning the embedding of the nodes, we randomly sample 10% to 90% of the nodes as the training set and use the remaining nodes as the test set. Then we train a simple logistic regression classifier on the training set and evaluate the performance on the test set. Finally, We adopt F1-micro and F1-macro to evaluate the performance. We also add error bars to show that our method improvement is very significant.
• As shown in Fig. 4 (a) 4(b) and 4(c), our model performs much better than all the other baseline methods on these three datasets. This demonstrates that our method is effective in structural role classification and has strong role prediction ability.
• Specifically, our model is slightly lower than DRNE only when the training set ratio is 0.1. With the increase of the ratio of the training set, the effective performance of our model is more and more obvious compared with other methods. Notably, our model has improved performance by 7.57% and 20.73% over struc2vec and DRNE on American air-traffic network when the training set ratio is 0.9.
• All the methods perform better on American air-traffic network and Brazilian air-traffic network than European air-traffic network. Meanwhile, our model achieves excellent performance improvement on American air-traffic network and Brazilian air-traffic network. This is because the structures of American air-traffic network and Brazilian air-traffic network is more complex, and the role attention mechanism can accurately depict the various dependency between each node with its neighbor nodes.
E. PARAMETERS SENSITIVITY
We further investigate the parameter sensitivity of our model in this section. Specifically, we evaluate how different length of dimension and different values of hyper-parameter α and β can affect the structural role classification on European air-traffic network and American air-traffic network.
1) EFFECT OF DIMENSION
In our work, we conduct the experiment on European air-traffic network and American air-traffic network to examine how the different choices of parameters affect the performance of DMER. We set the dimension from 2 to 256, to demonstrate the effect of varying this parameter. The result indicates that DMER is sensitive to the number of dimension. As shown in Figure. number of dimension makes model under-fitting and too large number of dimension makes model over-fitting.
2) EFFECT OF HYPER PARAMETER α
In our model, α is to control the inference weight of reconstructing the features of nodes that can effectively reveal the structural identity by AE. The larger the α is, the better the model can reconstruct the features of nodes. However, if α is too large, the model would miss the dependency relations between nodes from the global perspective. The experimental result is shown in Figure. 5(a) and 5(d). For the European air-traffic network and American air-traffic network, we can see that the performance raises and then drops when the weight of reconstructing the features of nodes increases. This is intuitive since the model with larger α would pay more attention on reconstruct the features of nodes. Hence it would be important to determine the weight of reconstruct the features of nodes for each type of networks.
3) EFFECT OF HYPER PARAMETER β
In our model, we set β as a hyper parameter to control the inference weight of the dependency relations between nodes from the global perspective by GCN. The larger the β, the better the model can reconstruct the dependency relations between nodes from the global perspective. However, if β is too large, it will make overfitting for node embedding. The result is shown in Figure. 5(b) and 5(e). For the European air-traffic network and American air-traffic network, we can see that the performance raises and then drops when the weight of the dependency relations between nodes from the global perspective increases. This is intuitive as the model pays more attention on the dependency relations between nodes from the global perspective so that it can reconstruct the features of nodes, still too large the β will make model overfitting for node embedding.
F. CASE STUDY
In this subsection, we conduct a case study on OAG network and DBLP network to illustrate the effect of our model on the structural identity of traditional networks intuitively. After learning the representation of nodes, we conduct structural identity by directly adopting K-means to cluster the nodes.
In this way, we can evaluate the performance of structural identity by analyzing whether the clustering results rely on certain structural identity. The result is shown in Fig. 6 .
In traditional network representation learning, it is common to make the nodes with edges into one class. However, in the role identity method, we will cluster the nodes of the same structure into one class. In Figure. 6(a) , we perform learning node representation on the OAG citation network, and then cluster the nodes 1, 21, 42 into a class by clustering method. We find that nodes 1, 21, and 42 are ''Wireless body area networks: Applications and technologies'', ''A survey of current paradigms in machine translation'' and ''Lectures on F-theory compactifications and model building'', respectively. They are the review methods in the corresponding fields. We classify them by learning their structural identity, and traditional methods cannot classify them into the same class since these nodes are not connected. In Figure. 6(b), we perform learning node representation on the DBLP co-author network, and then cluster the nodes 1, 16, 27 into a class by clustering method. We find that nodes 1, 16, and 27 are an ''J. Koenderink'', ''Terrence Sejnowski'' and ''David Blei'', respectively. They are representatives of different fields. We classify them by learning their structural identity, and traditional methods cannot classify them into the same class which nodes are not connected.
Therefore, our method can indeed learn the corresponding representation through the structural identity of the network.
V. CONCLUSION
Structural identity is a concept of symmetry in networks in which nodes are identified based on the network structure. This concept is closely related to the function or role that a node plays in the network. It is also an important issue in the social network. In this paper, we propose a framework for node embedding from structural identity, named Deep Mutual Encode for Embedding which can be used for role discovery and visualization in complex networks. By integrating GCN and AE with a shared and constrained mechanism, the proposed model implements mutual enhancement for node embedding from structural identity. Experiments based on on parameters sensitivity demonstrate that our model really can make GCN and AE improve each other for node embedding. Experimental results based on structural role discovery and visualization indicate that our model is more effective than state-of-the-art techniques such as struct2vec, role2vec and DRNE.
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