To advance the discussion on the validity of student evaluations of university teaching, student ratings of two teaching dimensions -student involvement and rapport -were compared with corresponding observer ratings. Seven potential bias variables were tested with regard to their impact on the students' teaching assessment: three teacher characteristics (first impression, enthusiasm, humour) and four student characteristics (prior interest, expected grades, study experience, class attendance). Bias was defined as an impediment of the students' assessment of teaching on course level. By means of bivariate correlations with course averages and two-level latent moderated structural equations, data of 1,716 students in 80 courses were analysed. Results showed that all three teacher characteristics were genuinely connected to rapport, and even explained variance of the student-rated variable when controlling for observer-rated rapport. The assessment of student involvement was not modified by the teacher characteristics except for teacher enthusiasm, which affected the student evaluation when controlling for observed involvement and, moreover, moderated the relation between the observed and the student-rated variable. For the examined student characteristics, no biasing effects were found -neither on rapport nor on student involvement.
Introduction
There are few topics that have triggered as much research in higher education research as the validity of student evaluations of university courses. Many studies were conducted in the 1970s and 1980s, which led to early meta-analyses (e.g. Cohen 1981; Abrami, Leventhal, and Perry 1982; Feldman 1989) and broad agreement about fundamental aspects concerning the reliability and usefulness of student evaluations as a measure to assess higher education teaching. In 1987, Marsh summarised the current literature in a comprehensive review and concluded: 'Student ratings are clearly multidimensional, quite reliable, reasonably valid, [and] relatively uncontaminated by many variables often seen as sources of potential bias ' (p. 369) .
Thirty years later, the validity of student evaluations is still being discussed. Spooren, Brockx, and Mortelmans (2013) reviewed studies published since 2000 and organised them within a validity framework. Among other things, they differentiated between papers examining the convergent validity of student evaluations, for example, by comparing student ratings to measures of student achievement or to observed teaching behaviour, and papers checking the discriminant validity of student evaluations, that is, the multitude of bias studies. In alignment with other scholars (such as Stehle, Spinath, and Kadmon 2012) , the authors noticed in the literature a strong focus on the relationship between student ratings and possible biasing factors (Spooren et al. 2013) . Marsh (2007) views with some scepticism the recent research on potential biases in student evaluations and complains that it was 'frequently atheoretical, methodologically flawed … not based on well-articulated operational definitions of bias, [and] thus continuing to fuel (and to be fuelled by) myths about bias ' (p. 346) .
This study aimed to advance the research on the validity of student ratings of university teaching by using observational data as an 'anchor' to thoroughly revise the effects of a few 'classic' bias variables. Doing so, we present a clear definition of what is understood by bias, and use state-of-the-art statistical analyses to check the assumptions. To show how the study fits into the realm of validity research, we first review the relevant strands of existing research.
Convergent and discriminant validity of student evaluations
The convergent validity of a construct refers to the assumption that the method of assessment should be irrelevant, so that two distinct measures of the same construct should correlate substantially (Shadish, Cook, and Campbell 2002) . In the case of student evaluations, which are supposed to assess teaching quality, student learning outcomes are often regarded as the best alternative measure (e.g. Marsh 1987, 286) . However, multi-section studies, which compare identical courses that deploy the same achievement measure but differ in instructional aspects, delivered inconsistent results as to the agreement between evaluation and test scores (e.g. Cohen 1981; Clayson 2009; Uttl, White, and Gonzalez 2017) .
Another approach to investigating the convergent validity of student evaluations is to compare them with the judgement of other evaluators -former students, the teachers themselves, colleagues, administrators or trained observers. Marsh (1987) compiled the results of studies on the agreement of different sources assessing university teaching and reported that faculty selfevaluations and student ratings were usually moderately correlated; evaluations by colleagues or administrators based on classroom visits, in contrast, repeatedly lacked reliability and produced no substantial correlations to student ratings.
In regard to ratings by external observers as a measure of university teaching, studies of the early research phase deliver quite a clear picture: Murray (1983) , for example, conducted a study, in which sets of 18-24 trained observers visited classes taught by university lecturers who had previously received low, medium or high student ratings, and documented the occurrence of 60 specific, low-inference teaching behaviours. The observations indeed varied among the three criterion groups of instructors; group differences were particularly noticeable for teaching aspects in the areas of clarity, enthusiasm and rapport. The link between the observed teaching behaviour and the student ratings of previous courses suggests that student evaluations are determined by actual classroom behaviour of the instructor, which supports their validity. More recently, Renaud and Murray (2005) not only correlated ratings of students and observers, but even compared the pattern of the distinct ratings. The structure of student ratings showed a moderate relation to observed behaviours for low-inference items (e.g. praise students for good ideas); for high-inference items (e.g. foster student participation) no significant association between patterns could be found. By and large, trained observers were a valuable source of information for investigating the validity of student evaluations.
Overall, studies assessing the convergent validity of student evaluations were mostly affirmative. The finding that different sources usually agree better when concrete, low-inference criteria were rated concurs with the claim of Marsh and Roche (1997) , who reject a narrow, criterionrelated approach to assessing the validity of student evaluations, for example, by measuring performance only. Instead, they request that specific factors of student evaluations be correlated with other specific, supposedly converging teaching variables as an adequate proof of validity.
Discriminant validity describes the extent to which a certain construct is unrelated to other variables it is not theoretically connected to (Shadish et al. 2002) . In the context of student evaluations, bias studies seek to demonstrate to what extent the students' ratings are associated with variables that do not pertain to the actual teaching. Usually, they investigate whether the so-called 'bias variables' lead to a more or less favourable rating of teaching. Many bias hypotheses are based on information-processing models and the notion that student ratings do not only depict instructional effectiveness but also reflect students' cognitive processes while rating the instructors. 'Raters use supraordinate features, like general impressions, to attend to, store, retrieve, and integrate judgements of specific behaviours' (d' Apollonia and Abrami, 1997, 1200) . Students may rate specific dimensions of instruction on the basis of their global evaluation. According to Spooren et al. (2013) , this halo effect, that is, the students' failure to discriminate among conceptually distinct and potentially independent aspects of the teacher's behaviour due to strong general opinions, is a matter still subject to lively discussion.
Reviews of the early studies agreed that biasing variables played a minor role in student ratings of instruction (Marsh 1987; d'Apollonia and Abrami 1997; Marsh and Roche 1997) ; recent studies tend to confirm that conclusion (Beran and Violato 2005; Carle 2009 ). Variables that were found to correlate with student ratings are students' prior subject interest, expected and actual grades, reasons for taking a course, workload and difficulty, class size, level of the course and academic discipline. For most relations, the effects tended to be small, the directions of the effects were sometimes inconsistent, and the interpretation was not always clear (Marsh 1987) . As Marsh (2007) noted, 'bias variables' may also partly support the validity of student evaluations by demonstrating how they influence the effectiveness of teaching. For instance, class size is negatively correlated with group interaction and rapport but not with other teaching dimensionsa plausible result pattern that properly reflects the way class size impacts student learning.
Research on potential bias variables
The variables that were checked with respect to their biasing effect on student evaluations include circumstantial variables (e.g. weather, time or mode of evaluation), course variables (e.g. format, level, subject discipline, size), teacher variables (e.g. experience, gender, attractiveness, likeability) and student variables (e.g. age, gender, interest, expected grade). Among the teacher characteristics suspected to unduly influence the students' perception of teaching are constructs like teacher charisma (Shevlin et al. 2000) and instructor likeability (Delucchi 2000; Clayson and Sheffet 2006) , his or her expressiveness, humour or entertainment qualities (Abrami et al. 1982; Garner 2006) , and the first impression a teacher gives (Clayson and Sheffet 2006) . On the side of the student characteristics that may influence the assessment of higher education teaching, precourse interest (Olivares 2001 ) and expected grades (Centra 2003; Beran and Violato 2005) are the most prominent, but more manifest variables like gender, study experience (Santhanam and Hicks 2002) and class attendance (Ting 2000; Beran and Violato 2005) were also investigated.
Instructor expressiveness is one construct that was studied extensively early on. The so-called Dr Fox effect (Naftulin, Ware, and Donnelly 1973) , the overriding influence of instructor expressiveness on students' evaluations of university teaching and the concurring contention that an enthusiastic lecturer can entice favourable evaluations, triggered ample follow-up research. Abrami et al. (1982) conducted a review and meta-analysis of Dr Fox studies and found that expressiveness manipulations had substantial impact on global student ratings and a small effect on achievement, while content quality had a substantial effect on achievement and a small effect on ratings. They stated, however, that 'while the summary of prior findings is clear, the implications of the findings for the validity of student ratings are not' (p. 456). d 'Apollonia and Abrami (1997) pondered that expressivity might have a meaningful influence on student ratings as it actually affects student learning. Garner (2006) showed that students in lectures with humorous insertions perceived the lessons as better and the mode of communication and the instructor as more positive; plus, they recalled significantly more learning content afterwards. Wanzer, Frymier, and Irwin (2010) also reported that an instructor's sense of humour was associated with the students' positive affect toward the instructor and the course, as well as with their learning behaviours; content-related humour was specifically the most effective.
With regard to first impressions made by teachers, various studies showed that personality judgements based on only brief instances, and sometimes even without sound, proved significantly related to end-of-term evaluations of teaching (Ambady and Rosenthal 1993; Clayson and Sheffet 2006; Tom, Tong, and Hesse 2010) . While Clayson and Sheffet (2006) interpreted their results as undermining the validity of student evaluations, Tom et al. (2010) concluded that personality variables are likely an inherent and inextricably integrated component of instruction, and thus a natural part of student evaluations.
Students' prior subject interest was found to be one of the most influential student variables (Marsh 1987) . Notably, Marsh found it to be more highly correlated with perceived learning than with any other dimension of teaching effectiveness. The very same pattern was observed by Olivares (2001) . Furthermore, instructor self-evaluations of their teaching were also positively correlated with both their own and their students' perception of student interest (Marsh 1987) . In view of these findings, Marsh argued that student interest might not be a bias of student ratings, but rather influence some aspects of effective teaching.
In many studies, students' expected grades have been determined as positively related to ratings of teaching effectiveness. Marsh (1987) presented three different explanations for class-average expected grades to correlate positively with student ratings: (1) the grading leniency hypothesis, suggesting that instructors who give higher-than-deserved grades are rewarded with higher-than-deserved student ratings, which would be serious bias; (2) the validity hypothesis, proposing that better-than-expected grades reflect better student learning triggered by better teaching; and (3) the student characteristic hypothesis, assuming that student variables such as prior interest affect the students' learning process and thus their grade expectancy. Of the 15 papers reviewed by Spooren et al. (2013) , 12 report a positive relation between expected grade and student evaluation of teaching, while two find no significant association and one finds differential results that depend on the teaching dimension. In a multiple regression analysis with many course and student variables, for example, Beran and Violato (2005) found the students' expected grades to be the main predictor of course evaluations, but it accounted only for 6% of the variance in the teaching assessment. In his study of about 55,000 courses, Centra (2003) conducted a multiple regression analysis with expected grades and various control variables -for example, student effort and involvement, class size, class level, course format, institution typeon course evaluation. He concluded that since the effects on course evaluations were so minimal, a bias as suggested by the grading leniency hypothesis did not exist.
Investigations of the role of class attendance produced clear findings: students who attend most classes usually submit higher evaluation scores (e.g. Beran and Violato 2005) . Ting (2000) conducted analyses on course level and reported that higher class attendance rates (ratio of students present to class size) concurred with more favourable evaluations. However, it is obvious that the direction of this relation may well be 'backward'; that is, students who do not appreciate the teaching in a course will more likely stay away.
Concerning the students' study experience and the respective level of the courses they attend, only small effects have so far been found, with advanced courses often receiving slightly higher ratings (e.g. Santhanam and Hicks 2002) . Notably, both student ratings and faculty self-evaluations tend to be higher in graduate courses than in undergraduate courses (Marsh 1987 ).
Critique on bias research
To Marsh (1987) , many studies inspecting the discriminant validity of student evaluations appear to have been conducted 'quick and dirty', prompting him to note, 'the search for potential biases to student ratings has itself been so biased, that it could be called a witch hunt ' (p. 328) . Following Marsh (1987, p. 309) , important and common methodological problems in the search for potential biases include (1) using correlation to argue for causation; (2) neglecting the distinction between practical and statistical significance; (3) failing to consider the multivariate nature of student ratings; (4) selecting an inappropriate unit of analysis -class average responses nearly always being the appropriate unit of analysis; (5) targeting replicability and generalizability; and (6) lacking an explicit definition of bias against which to evaluate effects.
Two of these methodological issues were taken up explicitly by this study and are therefore described in further detail. First, the proper unit of analysis: a major part of the studies that doubt the validity of student ratings justify the scepticism with associations between evaluation scores and other variables on the individual level (Shevlin et al. 2000; Beran and Violato 2005; Clayson and Sheffet 2006) . Herein lies one of the major pitfalls of evaluation research. Size and even direction of correlations obtained when nested data are analysed on an individual level may differ from correlations based on class-average responses. For student characteristics thought to bias the assessment of teaching, Marsh (1987, 281) pointed out that even if some characteristics influenced individual student responses, they would have little effect on classaverage responses as long as they were distributed evenly across courses. Thus, the practical significance of biasing variables can hardly be explored on the student level without considering the course affiliations.
With regard to the sixth point of critique, the lack of explicit definitions, Marsh (1987) warned insistently to avoid interpreting the mere existence of a correlation between variables and student evaluation scores as support for bias hypotheses, and called for theoretically defensible delineations of what constitutes a bias. As an ambitious definition, he proposed, for instance, to speak of bias only if student evaluations were influenced by variables that are unrelated to teaching effectiveness and if the impact extended to all dimensions of teaching rather than being specific to particular aspects. d 'Apollonia and Abrami (1997) went even further in defining the requirements for a variable to be considered as biasing: 'Although many variables have been shown to influence student ratings of instruction, unless they can be shown to moderate the validity coefficient (the correlation between student ratings and student learning), they cannot be described as biasing variables' (p. 1202). Thus, only if a variable led to a weakening of the students' accordance with another criterion should it be considered a bias variable. However, to our knowledge only few studies (e.g. Cohen, 1981) checked for moderating effects of potential bias variables.
Rationale of this study
To investigate bias in student evaluations, this study built on measures of convergent validitythe assessment of two aspects of teaching rated by students on the one hand and by external observers on the other hand. Assuming that external observers quite objectively evaluate university teaching, as they were explicitly trained to do, their rating was regarded as the gold standard, to which the students' rating had to align in order to be considered valid. The two teaching aspects examined in this study are both well established and important dimensions of quality teaching (Marsh 1987; Feldman 1989; Schneider and Preckel 2017) : active student involvement and rapport.
The corresponding measures of the two teaching aspects allow for two approaches to explore the validity of student evaluations. The first approach follows up on an idea by Marsh (1987, 312) and primarily provides insight on genuine links between potential bias variables and teaching dimensions. Potential bias variables are correlated with the student-rated and with the observed teaching variables. A significant relation to the students' measure of teaching is the necessary condition for a biasing effect. If, however, the variable relates to the observed teaching measure as well, an actual link between the two constructs can be inferred. While this approach does not allow for any conclusions with regard to bias, it does provide evidence concerning genuine connections of, for instance, teacher characteristics and certain teaching aspects.
The second approach focuses on the potential bias of evaluation data and is a bit more complex, combining the bias concepts of Marsh (1987, 312) and d 'Apollonia and Abrami (1997, 1202) . There are two ways student assessment of teaching can be impaired. First, evaluating university courses students may consistently assign higher or lower values than appropriate; and second, the student assessment may diverge inconsistently and impede the reliability of the evaluation. To determine whether student assessment of teaching is indeed impaired in one or the other way, regression analyses with an observed teaching aspect and a potential bias variable as predictors and the student-rated teaching aspect as criterion are informative. Here, the main effects of potential bias variables indicate their undue influence on the students' teaching assessment. So, if a variable shares variance with a student-rated teaching dimension over and above the actual teaching that was captured by the observers, we can infer bias. By way of including interaction terms, the analyses can further reveal whether potential bias variables impact the reliability of the student assessment. A negative interaction effect would indicate a weakening of the relation between observed and student-rated teaching dimensions through the bias variable. As this study did not seek to research the way a single student generates his or her assessment, but instead whether student evaluations of whole courses are biased, we focused on the course level effects. Only if a potential bias variable had an effect on course values would it be ascribed a biasing effect.
The delineated approaches to move forward on the question of validity of student evaluations were tested with a range of seven distinct 'bias suspects': three teacher characteristic and four student characteristics. The teacher variables were the students' first impression of the teacher and two facets of instructor expressiveness, enthusiasm and humour. Even though these constructs are popular bias suspects, it is still unclear whether or not they are actually related to teaching effectiveness, or if empirical associations to evaluation scores indicate bias. Two student variables that range among the top candidates for bias hypotheses in evaluation research are prior interest and expected grades. Usually, these are thought to affect the level of the evaluation scores; it remains unclear, however, whether their effect is of practical significance and whether they might also impact the reliability of the students' ratings. The students' study experience and attendance are two variables that may be associated with the evaluated quality of teaching and that may also enhance the students' ability to reliably assess the teaching they experience. The expertise to adequately evaluate university courses and the ability to differentiate distinct aspects may grow with study experience, and the knowledge of the concrete teaching to be evaluated will be more accurate with regular attendance. If the subject of judgment is known only superficially, the judgement will also be more strongly influenced by general opinion.
Method

Sample
The study was conducted at a middle-sized public university in Germany. In preparation, 180 university teachers were asked to take part with the incentive of receiving feedback on their teaching afterwards; the participation rate was 44%. The resulting sample consisted of 79 teachers giving 80 different courses (one teacher used the option of participating twice, with a lecture and a seminar). The courses were 48 lectures and 32 seminars and varied considerably in number of participants
large student numbers and teachers imparting a broad subject matter, whereas seminars usually come with small learning groups and an elaboration of more specific learning content with stronger student participation. The courses covered a wide range of disciplines, among others philosophy, foreign languages, economics, sociology and physics. Of all students enrolled in the courses, 1,716 students took part in the entry survey as well as the final survey and were thus included in this study. They were on average M ¼ 23.2 years old (SD ¼ 4.3) and had been studying for M ¼ 4.2 (SD ¼ 2.6) semesters; 59% were female. Participation was voluntary.
Procedure
The data were collected as part of a bigger research project on teaching in higher education during three semesters from 2014 to 2015. Before each semester, the teachers were informed about the general aim and the procedure of the study and chose a course for the subsequent investigation. At the beginning of the semester, the students enrolled in the respective courses filled out an entry questionnaire. During the semester, each course was visited three times by trained observers, who rated various aspects of the teaching on a standardised form. At the end of the semester, prior to final examinations, the students completed another questionnaire, in which they rated various teacher and course characteristics.
Instruments
The teaching dimensions student involvement and rapport were assessed by students and observers. The students rated them retrospectively at the end of the semester. Student-rated student involvement was measured with five items (a ¼ .88, e.g. 'The teacher involved the students actively in the course', 'It was important to the teacher that students thought along and participated', M ¼ 4.4, SD ¼ 1.0), and the student-rated rapport with seven items (a ¼ .89, e.g. 'The teacher is open for questions and problems of the students', 'The teacher meets the students with respect', M ¼ 4.9, SD ¼ 0.9), on a 6-point Likert-scale (1 disagree, 6 fully agree). The agreement of the students within the courses ranged from ICC 1,1 ¼ .27 for rapport to .37 for student involvement, which is comparable to previous findings in student evaluation data (Marsh 2007, p. 333) . The reliability of the course mean values, which is of primary significance for analyses on course level, ranged between ICC 1,k ¼ .89 and .93. When aggregated course-wise, both variables correlated with r ¼ .55, p < .001.
The observers were student research assistants who had completed approximately 24 hours of training involving the assessment of online lectures as well as joint life observations of university courses and extensive discussions about the single ratings with the first author. They inspected the courses (unannounced) three times, using a standardised rating form to describe each session. About 25% of the visits were done jointly to determine the degree of agreement between raters. The three ratings per course were aggregated to one value, ratings of joint visits being included as an average. The observed teaching characteristics were each measured with one item: observed student involvement ('The students are engaged and participate actively'; M ¼ 2.9, SD ¼ 0.9) and observed rapport ('The teacher is respectful, friendly, and appreciative toward the students. He is attentive, open for other opinions and suggestions, takes student questions and comments seriously, and lets them finish'; M ¼ 4.2, SD ¼ 0.5) were both rated on a 5-point Likert scale, with higher values indicating higher agreement. The inter-rater reliabilities were calculated separately for each semester and ranged between ICC 1,1 ¼ .59 and .75 for student involvement and between ICC 1,1 ¼ .37 and .49 for rapport. The correlation between the two observed teaching measures was r ¼ .28, p < .05.
The variables whose biasing influence was tested were all reported by the students. The first impression of the teacher was assessed in the entry questionnaire with five items asking to what extent the students believed the teacher to be fair, accessible and understanding, well organised, entertaining and a good instructor (a ¼ .78); answers were given on a 6-point Likert-scale (1 no, not at all, 6 yes, very much so). Teacher enthusiasm and humour were assessed in the final questionnaire with seven items (a ¼ .91; e.g. 'The teacher is teaching with great enthusiasm') and two items (a ¼ .87; e.g. 'The teacher is humorous') on a 6-point Likert-scale (1 disagree, 6 fully agree). The inter-rater reliability among students of the same courses was ICC 1,1 ¼ .22 for first impression, .28 for enthusiasm and .38 for humour; the course averages had a reliability of ICC 1,k ¼ .85, .89 and .93, respectively.
The students' initial interest, their expected grades and study experience were assessed with the entry questionnaire at the start of the semester. Initial interest was measured with seven items (a ¼ .89; e.g. 'I find many of the topics covered in this course very interesting') on a 6-point Likert-scale (1 disagree, 6 fully agree), whereas the expected grades were assessed with the open question, 'With what grade do you think you will pass this course?' As the German grading system uses small numbers for high achievement, the item was inverted so that higher values indicated higher expectations. Study experience was captured by the current semester number. Lastly, regular attendance was assessed in the final questionnaire by asking the students about the estimated number of sessions they missed during the semester; the item was inverted as well so that higher values indicated more regular attendance. Due to a mistake in a part of the measurement instruments and the resulting missing values, the analyses involving attendance build on data from 70 courses only. The correlations between the student ratings within the courses were ICC 1,1 ¼ .23 (initial interest), .26 (expected grades), .44 (study experience) and .17 (attendance); the course averages showed an agreement of ICC 1,k ¼ .87 (initial interest), .88 (expected grades), .94 (study experience) and .81 (attendance).
All variables were Z-standardised.
Results
As this study built on measures of convergent validity, the correspondence between the two differently measured variables of the same teaching dimensions was checked first. The student ratings correlated significantly with the respective observational measures: r ¼ .67, p < .001 for student involvement and r ¼ .48, p < .001 for rapport. Hence, the precondition for the subsequent analyses was met. For the investigation of genuine links between potential bias variables and teaching dimensions, the student-reported variables were all aggregated at course level to compute bivariate correlations between the teacher and student characteristics on the one side, and the studentreported and the observed teaching dimensions on the other. As can be seen in Table 1 , the correlation pattern tentatively shows parallels between the potential bias variables and the two distinct measures for student involvement and rapport. The coefficients of the associations to the student-reported teaching dimensions are mostly higher than the ones to the observed measures, so that the associations with observed student involvement do not always reach significance. The concordant effects suggest that a number of the teacher and student characteristics might not necessarily bias the students' assessment, but rather be genuinely related to the teaching dimensions. Notably, attendance does not relate to either of the student-reported variables, but to the observed teaching characteristics.
To determine whether the teacher and student characteristics biased the students' assessment of teaching, two-level latent moderated structural equations (Preacher, Zhang, and Zyphur 2016) were computed with Mplus (Muth en and Muth en, 1998-2014), using full information maximum likelihood estimation to handle missing values. Preacher et al. (2016) advanced statistical methodology to examine different kinds of moderation effects in two-level data more accurately. In the latent structural equation models they recommend, the variances of the student-reported variables are split into their parts within and between the different courses by means of latent factors. Other than in conventional structural equation models with latent factors, these factors do not represent the shared variance of different items, but on course level capture the shared variance of the students within a course and on student level the individual variance. This statistical approach was chosen because the course variance, which is decisive for questions concerning the validity of student evaluations, could be analysed without the individual student variance, making the analysis more appropriate and more exact. As the hypothesised moderation effects ranged on the course level, the interaction terms were calculated with the latent factor of the potentially moderating variables on the course level and the respective observed variable. Figure 1 shows the general statistical model of the conducted analyses, while Figure 2 illustrates one exemplary analysis testing the impact of teacher enthusiasm on the students' assessment of student involvement. An overview of the results of the 14 separate two-level latent moderated structural equations is presented in Table 2 .
The most relevant coefficients for answering the question of bias are the main effects of the diverse potential bias variables on the course level, as well as the respective interaction terms. Significant main effects are to be found for the three teacher characteristics, particularly on rapport. The only moderation effect is indicated by the negative interaction term of enthusiasm on student involvement.
As opposed to interactions obtained in experiments, in observational studies the interaction effects are usually of small magnitude, disordinal interactions being detected more easily than ordinal ones (Cohen et al. 2003, 298) . According to the sensitivity analysis conducted to compute the effect size of detectable effects using the G Ã Power 3.1 programme by Faul et al. (2009) , the analyses were fit to show medium-sized effects (f 2 ¼ .17). This one-level computation was used as a measure of approximation due to a lack of respective tools for two-level latent models.
Discussion
Student evaluations of higher education teaching have been a matter of dispute ever since they came into being, among both practitioners and researchers. The notion that students are easily misled and not really capable of accurately judging teaching has been particularly persistent.
Despite the many studies conducted to solve the question of bias, conflicting results have kept the discussion alive. This paper acted on the warnings of leading scholars to investigate the issue openly, with a clear definition of bias and thorough methodological conduct, and checked a number of variables frequently suspected to bias students' assessment of teaching: the first impression of a teacher, as well as enthusiasm and humour on the teachers' side, and initial interest, expected grades, study experience and class attendance on the students' side.
Indication of the validity of students' assessment of teaching
It is first notable that the distinct measures of the two teaching dimensions correlated substantially. Also, the observed teaching aspects were more closely related to the student-reported variables assessing the same aspect than to any other variable. This differential correlational pattern can be seen as a first hint toward the validity of the students' assessment. The correlational analysis following the first approach further checked whether the investigated teacher and student characteristics were at all related to the student-reported teaching dimensions, and if so, whether they were also associated with the respective observed measure. Apart from study experience and attendance, all potential bias variables were indeed related to the student-rated teaching variables, the teacher characteristics showing particularly high associations with rapport. Correlations of the teacher and student characteristics with the observed teaching dimensions were mostly lower and not always significant. Here again, the teacher characteristics concurred most clearly with observed rapport. The teacher characteristics' link to student involvement was less clear; associations to the student-rated variable were not backed by significant correlations with the observed measure, even if the coefficients tentatively pointed in the same direction. Thus, while the existence of genuine relations between the teacher characteristics and rapport could be established, it remains unclear, whether the students' assessment of student involvement and rapport was additionally biased by the investigated teacher characteristics.
The student characteristics initial interest and expected grades were linked to student involvement, but were not significantly connected to rapport. These findings are plausible as it is likely that courses with a higher level of student interest would enable more interaction; the teachers' rapport, however, should not depend as strongly on the students' preconditions. Remarkably, study experience and attendance showed no link whatsoever to the student-rated teaching aspects. The significant relations with the observed measures were quite straightforward though. It is likely that courses with a higher average study experience would display greater involvement, and, clearly, more student involvement and better rapport might encourage and thus correlate with attendance. All in all, the correlational pattern was plausible and revealed genuine connections between a number of constructs.
Following our second approach, we tested the bias hypotheses with 14 separate two-level latent moderated structural equation models, so that the variance on the course level could be separated from the variance on the student level and then be targeted explicitly. By computing moderation analyses, two possible effects of the potential bias variables were checked: (1) the association of the potential bias variables with the student assessment while controlling for the observer rating, and (2) the moderating influence of the potential bias variables on the agreement between the student-rated and the observational teaching assessment. The effect pattern was rather clear-cut: the student characteristics did not show any main effects on the two teaching dimensions on the course level at all. The teacher characteristics, in contrast, did partly contribute to the explanation of the students' teaching assessment; especially student-rated rapport shared variance with the ascribed expressiveness and with the students' first impression over and above the rating of the observers. As stated previously, this effect usually indicates bias. Hence, we would conclude that the students rated the courses with enthusiastic teachers more favourably beyond the actual relation of enthusiasm to the teaching dimensions.
However, for a candid interpretation, statistical issues which particularly concern variables that are closely related to the criterion variable (see Table 1 ) have to be taken into account. There are two aspects that may have led to an underestimation of the observed variables' effect and consequently an overestimation of the teacher characteristics' effect: the confounding of the two related variables makes them split the criterial variance they can both explain. In doing so, the variable with the better measurement -in this case, the student-rated teacher characteristicscan claim more variance (also indicated by the comparably low regression coefficients of observed rapport). The advantage of the student-rated variable over the observed variable that arises from the different measurement quality is further spurred on by the specific model computed: being assessed on course level the observer variable does not enter the analysis with a latent factor, which would consider its measurement error, while the student-rated bias variable enters the analysis latently. So, while the effect of enthusiasm on student involvement should indeed be considered a bias, the same cannot be affirmatively stated with regard to the main effects on rapport. As enthusiasm is the only teacher characteristic affecting both teaching dimensions likewise, according to Marsh's restrictive definition (1987, 312) it would be the only one to be considered a bias at all.
One interaction term, that of enthusiasm on student involvement, was significant: with greater teacher enthusiasm the students' shared perception of student involvement diverged more from the observers' assessment. This is, however, the only indication of a variable leading the students' assessment of teaching astray from the observational measure, and thus fulfilling the requirements of d 'Apollonia and Abrami (1997, 1202 ) for a biasing variable. All the other interaction terms were at best of small magnitude and did not reach significance. Even the two student characteristics study experience and attendance, for which a moderating effect would have been plausible, did not show any distorting influence on the students' assessment of involvement and rapport. Thus, none of the distinct student characteristics seem to influence the student assessment of teaching unduly.
Having discussed the effects on course level, which are from our point of view ultimately decisive in the discussion about student course evaluations, we want to now draw attention to one interesting finding at the student level. Except for two variables, all teacher and student variables have significant and partly very high associations with the teaching assessment on the individual level (cf. Table 2 ). Yes, students who are more interested from the start rate their course more favourably than do those who enter a course disinterested. So, if results were interpreted at the student level without taking the course affiliation into account, a strong bias could be postulated. However, in this sample at least, initial interest is seemingly distributed evenly enough over the investigated courses to not cause a bias on the course level.
Limitations of the study and suggestions for future research There are some issues concerning our study that may be viewed critically. First, we are well aware that the axiom of the objective, unbiased observers delivering the gold-standard measurement can be questioned; actually, we cannot say anything definite about the validity of the observer ratings. Even so, seeing the many studies discussing bias in student evaluation without any external criteria to compare to the student data, from our point of view, observations as a parallel measure still present a great advantage. Plus, as the observers received extensive training, aimed explicitly at fostering the objectivity, reliability and validity of the observational ratings, we find the use of these ratings as anchors for the assessment of teaching justified.
Another point of critique also concerns the observers: the inter-rater reliability of the ratings of the teaching dimensions was not really satisfactory and indicated some ambiguity among raters, especially for rapport. As previously stated, this limitation hampers the informative value of our analyses, in particular with regard to the interpretation of the effects of the teacher characteristics. Nevertheless, in view of the correlations with the respective student-reported teaching dimensions, the observational variables were still considered acceptable measurements of the two constructs.
We have two recommendations on how to increase inter-rater reliability between observers: a broader foundation of the instrument, that is, a number of specific items instead of one global item, should reduce measurement error. A more specific assessment will be more accurate, leave less room for interpretation, and will thus lead to higher reliability and better validity. Apart from that, we recommend to train with exemplary courses that vary substantially in the targeted aspects. That way, the observers will learn better how to use the range of the scale in accordance with each other.
Lastly, the regression coefficients hinted that there might be additional small-sized effects that could possibly be discovered with a larger sample. With respect to the call for practical significance, however, the presented results, which suggest that biasing impacts are hardly meaningful, should suffice.
Conclusion
So, what conclusions can be drawn from the findings? What do they say about the validity of student evaluations? To be sure, the results showed that the teaching dimension of rapport is closely connected to teacher characteristics like enthusiasm and humour, and that a first impression of an instructor already forecasts that end. Beyond these genuine relations, our analyses suggested that the positive teacher characteristics of enthusiasm or humour led to more favourable ratings. It was teacher enthusiasm, too, that seemed to impede the students' assessment of student involvement. However, no impairing moderation effect was found for the other teacher variables or for the teaching dimension of rapport. Hence, our findings remain inconclusive with regard to the influence of teacher characteristics. Regarding the student characteristics, however, our analyses rendered a clear picture: there was no indication for bias far and wide, even though certain relations could have been expected. Thus, seeing that of the 14 analyses with 28 possible indications for bias, only five effects reached significance, notably with some of the most prominent bias variables and a measurement that favoured the 'bias candidates', we conclude that all in all our results support the validity of student assessment of teaching. From our point of view, student evaluations should not be regarded as a faultless measure, but as a very valuable indicator of teaching quality that is not easily outperformed by other ways of assessment and deserves to be taken seriously.
For future research on the validity of student evaluations, we advocate clear definitions of what constitutes bias, as well as methodological procedures that allow for the targeted analysis of relevant variance components. We caution in particular about declarations against student evaluations that are based on analyses at the individual level. Only if scholars keep a cool head and treat the matter with the required diligence can we hope to progress on questions of validity regarding student assessment of teaching.
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