Abstract. H. J. Keisler has recently used a nonstandard theory of Itô integration (due to R. M. Anderson) to construct solutions of Itô integral equations by solving an associated internal difference equation. In this paper we use the same general approach to find solutionsy(t) of semimartingale integral equations of the form
Introduction. This paper is a continuation of Hoover and Perkins [5] . Notation and definitions presented in [5] are used without further introduction, and references to that paper are made by simply citing the number of the theorem or lemma (due to the consecutive numbering of the two papers, no ambiguity will arise). Finally, the reader is referred to §0 of [5] for a brief description of the contents of this work.
8. Continuous local martingales. We assume throughout this section that all processes are R or *R-valued, since the main results (Theorems 8.1,8.5 and 8.6) then follow immediately for higher dimensions. We will show (Theorem 8.1) that a continuous local martingale has a ^-local martingale lifting for any internal filtration {<$,} (recall that, in general, Theorem 5.6 asserted only that such a lifting exists for some internal filtration). For this reason, unless otherwise stated, the internal filtration under consideration will be {&¡ \ t G T) (which was used in the original definition of {%})■ Note that if A": rxñ-» *M is an 5-continuous process (i.e., X(-, co) is S-continuous a.s.) then st( A") has continuous paths a.s. and A" is a uniform lifting of st( X) in the sense of Keisler [6] .
The following lifting theorem was first proved in a more specialized setting in Panetta [9] . The proof given here is different.
Theorem 8. 1 . If x is a continuous local martingale, p > 0 and x(0) is a(6E0) V %■ measurable, then there is an S-continuous (£¡-local martingale lifting of x, X, such that | X \p is locally S-integrable.
Proof. Choosey > 0 and a sequence of stopping times {t/"} that reduces x and for which sup/s(/n | x(t) |< n. Let Xn be a lifting of x(Un) such that | Xn |< n and define an S-martingale X" by x"(t_) = E(xn\&,).
Then by Lemma 3.3 for each / in ns(T),°X »(t) = E(°X" | «(<£,)) a.s. If °i>0, then x(°t A Un) is a(&¡ ) V %-measurable by left-continuity, and if°t = 0,x(°t A Un) -x(0) is a(6B0) V 9l-measurable by assumption. Therefore, (8. 1) °Xn(t)=x(°tAU") a.s.
By Theorem 5.2, X" is SD and hence Proposition 4.8 implies there is a positive infinitesimal Ant in T such that X"\ Tn X ñ is SDJ, where 7" = {&A"i | Â: E *N0}
(since °Xn(Q) = °Xn(A"t) a.s. by (8.1), we may include zero in Tn). Since st(X") is a.s. continuous, it follows from Proposition 2.5 that X" I Tn X fi is S-continuous. We claim that, in fact, X" is S-continuous on T X ß. Let il*) =|A-"(_0 -A-"([i]r")| V max{|A-"(i + Ant) -Xn(s)\ \ s_ G T", s + Ant < /}.
It is easy to check that Y is an internal submartingale and therefore, by the maximal inequality for submartingales, if tN « N (t_N G Tn), then P maxY(/) >/V-' < 7V£(y(iA,)).
ter Since A"" T r" X ñ is a.s. S-continuous and Y is uniformly bounded by 2n, E(Y(tN)) «a 0 and therefore Y(t) «* 0 for all / in ns (7) . It follows that A'" is S-continuous on TXÜ.
The required lifting of x is now obtained by a saturation argument. If m < « and {1^} is a nondecreasing sequence of *-stopping times such that °V¡ = U¡ a.s., then o£Ímax|A'm(0 -X"(t)f) = E\ sup L(i A £/ ) -jc(/A {/)f =0.
By saturation there is a y in *N -N such that Xy is an 6Br-martingale and (8. 2) ma\E\max\Xm(t) -Xy(t)\P) ^y"1.
The S-continuity of Xy and the S-integrability of | Xy(Vm A t) \p for all t G T U {co} now follow from the corresponding properties of Xm and (8.2). Finally, for almost all oo, if t G ns(r), then / < Vm for large enough m in N and, therefore,°X y(t) = °Xm(t_) = x(°t A Um) = jc(0/) a.s.
Thus Xy is the required lifting of x. D
We now turn to the problem of deciding when a given *-martingale is S-continuous. Establishing the S-continuity of a *-martingale is the key step in the construction of the solutions to the stochastic differential equations considered in Keisler [6] . Our main result states that under mild integrability conditions, a *-martingale X is S-continuous if and only if [A", A'] is. The key ingredients are the square function inequalities of Burkholder, Davis, and Gundy (Theorem 1.3) which give us the following result. where for each jET, E(AX(s)I^AX(S)\\^e(s)} I ®s) denotes an internal version of the conditional expectation whose norm is bounded above by e(s, oo) for all oo. If there is no ambiguity we will write X(e) for Ar<E-%> and v(X) for v9, (X). □ Lemma 8.4. Suppose that A is an ^¡-adapted process such that A(-,oo) is a nondecreasing *R-valued function for each oo. Assume also that sup,ens(r)°A^l(i) = 0 a.s. and A(t) -A(0) is locally S-integrable. Then
Proof. We clearly may assume that A(0, co) = 0 for all co. Suppose that A is uniformly bounded by a real constant. If Y(t) = A(t) -Aa' (t), then Y is an internal martingale, and for t in ns(T) we have
Therefore if e G (0, oo),
and we have shown that A(t) «a A& (t) for all t in ns(T) a.s. For the general case, let {Vn} be a sequence of *-stopping times such that A(Vn) is S-integrable and lim^^ °Vn = oo a.s. If An(t) = A(t A V"), then Af(t) = A®' (t A V"), and therefore by replacing A with An we may assume that A(t) is S-integrable for all t in T. Let An(t_) = A(t) A n. The above argument implies that (8.6) plmax\A"(t)~ (A"f' (t)\ > «"') < n~l for all n in N and hence for some y in *N -N. If s < t, then (8.7) 0 < AA(s_) -AAy(s_) < AA(s)I(A(t)>y), and therefore if t G T, We are finally ready for the main result of this section. By the optional sampling theorem, X'(t) = X(r(t)) is a ""-martingale with respect to {&T(l)\t G T). Iff, <t2, then (by (8.13)).
By dominated convergence there is a subsequence {nm} such that (8.14) is less than 2m"2 when n = nm. The Borel-Cantelli lemma implies that lim °max \G ■ X(t) -G" ■ X(t)\= 0 a.s.
m->oo Km
This, together with the S-continuity of Gn ■ X, establishes the S-continuity of G ■ X.
D
Note that this result does not follow from Lemma 7.13(e) since G need not be a (0; A')-lifting of a standard process.
Remark 8.7. Note that the ci-dimensional versions of Theorems 8.1, 8.5 and 8.6 follow as immediate corollaries to those results. D 9. A lifting theorem for semimartingales. We have shown (Theorem 8.6) that if X is an S-continuous, S-local martingale with respect to {61,} and G G L(0; X, R, &.), then G ■ X is S-continuous. This followed from a continuity theorem (Theorem 8.5) which said that, under mild integrability conditions, X is S-continuous if and only if [A", A"] is. It is natural to ask if these results still hold if one replaces "S-continuous" by "SDJ" (i.e., the notion of being near-standard in C is replaced by the corresponding notion in D). In fact, an affirmative answer to this question would allow one to obtain solutions of a semimartingale stochastic differential equation in the same way as Keisler used his continuity theorem to construct solutions to Itô integral equations. Unfortunately both results fail as the following example shows. (A similar example was found independently by T. L. Lindstrom.) Example 9.1. Let V be an internal geometric random variable on (ß, â, P) such that if p = (1 + (Ai)1/2)"\ then P(V = k) = (1 -p)pk for k G *N0. Assume that 1 G Tand define Y(t, co)by y(_f) = 0 for£<l,
Then y is a uniformly bounded SDJ 6£,-martingale, where 6E, is the internal a-algebra generated by {y(s)|5</}. Note that Y(t) is zero before t = 1, oscillates between 0 and -(A01/2 for t < 1 + FA? and at 1 + VAt has a jump of ± 1.
iîj>V.
An easy computation shows that VAt « 0 a.s. but °(F(Aí)1/2) > 0 a.s. Therefore
In the previous example, it is clear that if one restricts y to a coarser time set, then it would a.s. consist of a single jump of ± 1 that occurs infinitesimally close to one, and the internal integral G • Y would then of course be SDJ. Our goal in this section is to show that this is always the case. More precisely, Theorem 9.7 states that one can always find an internal filtration {®J and a %¡-semimartingale lifting, (A; X), of (a; x) ((a, x) G %d X td) such that G ■ (À + X) is SDJ for all G G L(A; X,R"xd,%). (t) for all t in T, P-a.s.
Lemma 9.3. Assume {%¡} is an internal filtration and X is a *Rd-valued %-martingale such that [X, X] is SDJ. Ife: T X ß -> *[0, oo) is < §> ¡-adapted and satisfies °\\e\\ < oo and sup(6ns(r) °e(t_, co) -0 a.s., then A**8'*'• is S-continuous.
Proof. Since [X, X] is SDJ, The converse inequality is obvious and the result is proved. D Recall that our aim is to show the existence of a semimartingale lifting (A; A) of (a; x) E %d X td such that G ■ (A + X) is SDJ for all G G L(A; X,R"xd, ®.).
For this we would like a condition on X that guarantees that the conditions described in Theorem 9.4 are satisfied by G ■ X. Such a condition is obtained in the following lemma. It follows that J(X, e")9 is also SD and jn = st(J(X, e")9) G %d. Lemma 7.5 implies there is a decreasing sequence of S-dense subsets of T,{T¡}, such that T¡ = {kA¡t I k G *N0} and for all n < i, J( X, enf([-]J is a <8>{,{TrB V lifting of/,. 
Wo(Var{j(X,eJ*-,T'),t) =Wo(\J(X,e"f-{[-]T')\ ,t) = ^(j(X,emf-([-]r)tt)<^(j(X,Bmf-,t).
Since the right side of (9.5) converges in probability to zero as n approaches oo (Theorem 9.4), the result follows. D
We are ready to prove the main result of this section. íl^'-local martingale lifting of x, X', and a <$r'-adapted SDJ lifting of (h, a),(H', A'). Lemma 9.6 implies there is an S-dense subset of T, T = {kA't \ k G *N0}, such that (9.6) w0(Var(/(À",/T1)*'', r),/)'o as n -oo for all / > 0. Let <$> = t&'^r. Clearly we can replace 7" by any S-dense subset of 7" of the form {kA"t \ k G *Ñ0} and (9.6) will still hold. Therefore we may argue just as in the proof of Theorem 7.6 to obtain a ^-semimartingale lifting of (a; x),(A; X), and a <S,-adapted SDJ lifting of h, H, such that (H, A, X) is SDJ and X(t) = X'([t]r A W) for some ""-stopping time IF that satisfies °W -oo a.s. Let Z = A + X. Let G G L(A; X,R"xd, <$.). If Gm = G/{hcii««}, then by Lemma 7.13(c), in order to show (H,G • Z) is SDJ, it suffices to show each (H,Gm ■ Z) is SDJ. This will follow if each Gm ■ Z is SDJ since (H, Z) is SDJ and \\GJ\ is bounded. To show Gm ■ Z is SDJ we only need show Gm ■ X is SDJ because Gm ■ A is clearly SDJ and so is (A, X). Moreover, in proving that Gm ■ X is SDJ we may assume n = d = 1 by considering the matrix multiplication componentwise and noting that X is SDJ. Finally, by adding m + 1 to Gm one can assume that 1 *£ Gm «£ 2m + 1 (note that if Gm ■ X + (m + \)Xk SDJ then so is Gm ■ X).
By the above argument we may assume n = d = 1, and it suffices to show F ■ X is SDJ for F G L(A; X, R, <$.) such that 1 < F =s M for some M G N. Fix such an F.
Let F'(s) = F([s]r + A't -At).
Since F is ^-adapted, F is also ^-adapted and hence <$;-adapted. Note that if t + At G 7' and t < W, then
F-X(t)= 2F(s)AX(s)= 2 F'(s)(X'(s +At)-X'(s +At-A't))
j+TArêT'
= 2 F'(s)AX'(s_) = F ■ X'(t).
s<t Therefore it suffices to show F' ■ A" is SDJ because F ■ X is constant on [t, t + A't) for all t in 7'. By Lemma 7.13(a) F' ■ X'(t) is an S-local martingale with respect to {%}. We will use Theorem 9.4 to show that F ■ X' is SDJ. Observe that The right side of (9.8) converges to zero in probability as n approaches oo, by Theorem 9.4 and (9.6). Therefore (9.7) follows and the proof is complete. D 10. Stochastic differential equations. In this section our aim is to construct a solution, y(t), of the stochastic differential equation Proof. Since \\f(s, oo, y)\\ *^f(s, co) and /E L(z, R), it clearly suffices to show that f(s, oo, y) is predictable. Define <j>: [0, oo) X ß -7>(R") by <f>(t, co) = y''(u).
For s fixed, tt>(-, -)(s) is predictable since it is ^-adapted and is left-continuous in /.
Therefore <p is 9/^-measurable, since 6D is generated by the finite-dimensional sets. It follows that /(•, -, y) is predictable because /(/, co, y) =/(/, co, (¡>(t, oo)) and / is <3> X ^-measurable (by H3). □
The main result of this section is the following: Suppose for the moment that, instead of (10.1), we were constructing solutions of (10.6) y(t) = h(t) + f'f(s, co, y(s-)) dz(s),
where/(i, co, •) is a continuous function from R" to RnXd, satisfying the obvious analogues of (H3) and (H4). (Such equations were first solved by P. Protter [10, 11] and C. Doléans-Dade [2] when f(s, oo, ■) is Lipschitz continuous.) Then an appropriate lifting, F, of/may be found by using Theorem 7.11 to obtain a lifting F: rxíi-*C(R",R"xd)oîf(t,oo)(x) = f(t, co, x)(/:[0, oo) X ß^ C(R",R"xd)) and setting F(t, oo, x) = F(t, oo)(x). A slight modification of the previous proof would then allow one to construct solutions of (10.6). This argument breaks down when considering (10.1) since then / would take values in the nonseparable space C(D(R"),R"xd), where D has the 5 topology, and hence Theorem 7.11 does not
apply. An additional problem arises in establishing (10.4) since "st" refers to the standard part map in the Jx topology while /(?, co, •) is only assumed to be fi-continuous. Both these difficulties are overcome by noting that we are only concerned with the behaviour of/(/, co, •) on a particular subset, K(oo), of D. In fact, this subset of interest will be a countable union of compact sets on which the two topologies coincide. Proof. For each n E N, {t =£ n \j(t, oo) > «"'} is finite. Therefore Clearly each a¡ is 5j-adapted and a¡(-, oo) E D(co, oo) for all co. Moreover it is easy to see that {a¡(-, oo) \ i E N} is r-dense in 7)(oo, co) for all co. Therefore {a'¡ \ i E N} is T-dense in D(t, oo) and {a] \f(t, co, a\ ) < -/(/, co)/3} is r-dense in A~(t, co) for all Clearly <j>n is internally measurable. Moreover if y E K, then p(°y, x¡) < «"' for some i < mn and therefore <¡>"(y) E *C and p(y, <t>"(y)) < «"'. By saturation we may obtain y E *N -N and an internally measurable mapping <j>y: *M -* *M such that (¡>y(K ) C *C and p(y, <¡>y(y)) < y"1 for all y E K. Hence §y is the required function, If one is only interested in the distributions of processes then nothing is lost. In fact much more is true, as we now show.
Let (A", §, Q,( §,)tSe0) De a complete probability space equipped with a filtration satisfying the "usual hypotheses" and let j>(f) be an M-valued (M is a Polish space), öradapted stochastic process with sample paths in D. Define (ß, 6E, P) = (*X, *<-:>, *Q) and tf, = * §, for t in 7= *[0, oo). Then (fí, &, P, (£,) satisfies the conditions of §3 and we may define an adapted Loeb space, (ß, 5, P,%), in the usual way. Since D with the Jx topology is a Polish space, there is an increasing sequence of compact subsets of D,{Kn), such that limn^xQ(y(-,oo) E Kn) -1.
Therefore lim^«, °*Q(*y(-,oo) E *K") = 1 and hence P(*y(-,oo) E ns(*D)) = I.
By Theorem 2.6, *y is SDJ and hence jc = st(*_y) is an "3;-adapted process with sample paths in D. Most interesting properties of y will be inherited by x. For instance, it is easy to check that if y is a local martingale reduced by {Un} (respectively, a semimartingale), then x is a local martingale reduced by {°*Un} (respectively, a semimartingale).
To be more specific, we now show that (x, ^.) and (y, §.) are synonymous in the following sense (introduced in Aldous [1] It follows that (x, f.) and ( j>, S.) are synomymous. In fact it is not hard to see that (x, ?F.) and (y, §.) have the same "adapted distribution" in the sense of Hoover and Keisler [4] . This means that if f(x, ^.) is any random variable defined using random variables x(t), t E [0, oo), conditional expectations with respect to a-fields {% \ s E [0, oo)}, and bounded continuous functions, and f(y, §.) is the corresponding random variable defined from random variables y(t) and a-fields {SJ, then E(f(y, §•)) = E(f(x,$.)).
For example, if sx, s2, s3, i" t2, t3 E [0, oo), and <f>x, <j>3: R -» R, cj>2, <t>4: R2 -> R are bounded and continuous, then This notion of adapted distribution is stronger than that of distribution because it takes into account the interactions of the process with the filtration, and it is also stronger than the intermediate notion of synonymity because it takes into account more of them. Many important properties, such as the Markov property and the martingale property, are shared by processes which have the same adapted distribution (in fact, for such concrete properties, synonymity is enough; see Aldous [1] for further examples). Further properties of adapted distribution are explored in the paper of Hoover and Keisler. In particular it is shown there that non-path-dependent semimartingale stochastic integral equations (i.e., those of form (10.6)) can be transferred onto any adapted Loeb space, which carries an adapted Brownian motion, in a way which preserves the adapted distribution of both the coefficients (f,h,z) and the solution (if one exists on the given standard space). Something similar is true in the case with path dependent coefficients, but the result is more complicated to state because of the nonseparability of C(D, R"xd).
As we said in the introduction, although it is of theoretical interest to define the precise strength of the Loeb space method, we think that physical processes may be modelled directly by stochastic processes on a Loeb space. D
