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Abstract
Continuously stratified fluids, like the atmosphere and the oceans, support internal
gravity waves due to the effect of buoyancy. This type of wave motion is anisotropic
since gravity provides a preferred direction. As a result, a localized source oscillating
at a frequency below the buoyancy frequency in a uniformly stratified Boussinesq fluid,
rather than cylindrical wavefronts, gives rise to elongated disturbances propagating
along specific directions depending on the driving frequency. Such wave beams can be
readily generated in the laboratory by oscillating a cylinder in a stratified fluid tank,
and, according to recent numerical simulations and field observations, often arise in
the atmosphere due to thunderstorms and may also be generated in the oceans by tidal
flow over sea-floor topography. So far, internal wave beams have been studied mostly
using the linearized equations of motion valid for small-amplitude disturbances. The
present thesis examines theoretically and experimentally some aspects of nonlinearity
in the propagation, reflection and collision of internal gravity wave beams.
An asymptotic theory is developed for the propagation of isolated two-dimensional
or axisymmetric nonlinear beams, that also takes into account viscous as well as re-
fraction effects due to the presence of a mean flow and non-uniform buoyancy fre-
quency. In this instance, it turns out that nonlinearity plays a secondary role even
for a finite-amplitude beam, which explains why a linear approach has been useful in
interpreting observations of isolated beams in the atmosphere. On the other hand,
nonlinear effects play an important part in the reflection of wave beams from a slop-
ing wall. Using small-amplitude expansions, it is shown that nonlinear interactions
are confined solely in the vicinity of the sloping wall where the incident and reflected
beams meet, and this overlap region acts as a source of additional reflected beams
with higher-harmonic frequencies. In some flow geometries, higher-harmonic reflected
beams are found on the opposite side to the vertical than the primary reflected beam.
Similarly, when two obliquely propagating beams collide, nonlinear interactions in
the overlap region induce secondary beams with frequencies equal to the sum and dif-
ference of those of the colliding beams, consistent with recent numerical simulations
of oscillatory stratified flow of finite depth over a ridge.
A singularity arises in the reflection of linear wave beams when the angle of inci-
dence is close to the wall slope and the reflected beam propagates nearly parallel to
the sloping wall. The near-critical reflection of weakly nonlinear wave beams is stud-
ied separately by a matched-asymptotics approach. Nonlinearity alone is not capable
of healing the singularity of linear theory, as the inviscid nonlinear response at the
critical angle grows with time and most likely eventually overturns.
Laboratory experiments are also performed for the reflection of two-dimensional
wave beams from a sloping wall. Internal-wave disturbances are generated by oscil-
lating a circular cylinder in salt-stratified water and visualized using the synthetic-
schlieren non-intrusive technique. Secondary reflected beams due to nonlinear effects
can be quite strong under certain flow conditions, and are in excellent agreement with
the theoretical predictions in regards to their propagation characteristics.
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Chapter 1
General introduction
Continuously stratified fluids, like the ocean and atmosphere, support propagation
of an interesting type of waves known as internal gravity waves. Understanding the
nature of these waves is indispensable for oceanographers, meteorologists, as well as
environmentalists, due to ubiquity of these waves and their impact on the dynamics
of ocean and atmosphere. Internal waves have attracted attention of scientists from
different disciplines over the past decades.
Variation of temperature and salinity in the ocean and temperature and humidity
in the atmosphere lead to density stratification. Heavier fluid underlies lighter fluid
and the density contrast lasts for a long time due to small diffusivity. In continuously
stratified fluids, if a fluid particle is displaced from its equilibrium level to another
level, buoyancy provides a restoring force which tends to return the particle to its
initial position. Balancing the buoyancy and inertial forces, one can find the frequency
of vertical oscillations of fluid particles in such fluids, the so-called Brunt-Viisdil or
buoyancy frequency
N = _ , (1.1)
where g is gravitational acceleration, p(y) is the background density, and y is the
vertical coordinate pointing upwards; so negative density gradient is the stable con-
dition. The buoyancy frequency N is the maximum frequency of oscillation of fluid
particles, since they experience smaller restoring force in the oblique oscillations. A
11
continuously stratified fluid is called uniformly stratified provided that this frequency
is constant.
Two distinguishing features of geophysical fluid dynamics are the density stratifi-
cation and rotation of the earth. In the present thesis, the effect of earth rotation is
neglected, assuming that the Coriolis frequency is much smaller than the frequencies
we deal with. Another assumption is that the fluid is incompressible implying that
following a fluid particle, density remains constant, and sound waves and internal
waves are not coupled. Incompressibility of the fluid is a legitimate assumption for
oceanic and major atmospheric waves. The equations of motion for a non-rotating
incompressible fluid can be written as
V -u = 0, (1.2)
Dp= 0 (1.3)
Dt
Du
pDt = -Vp - pgj + AV 2 U, (1.4)
where
D +
Dt Ot
u is the velocity field, p and p are density and pressure, respectively; A is the dynamic
fluid viscosity, and j is the unit vector along the vertical direction.
When the scale of variation of the fluid disturbances are small relative to the scale
of variation of the density, one can assume that the density is constant in the inertial
terms, keeping the density variation just in the buoyancy term associated with gravity.
This approximation is called Boussinesq approximation and is a good approximation
for the ocean and many cases in the atmosphere. In most cases discussed throughout
the thesis, we assume that the fluid is uniformly stratified and the Boussinesq ap-
proximation applies. In some instances, however, we consider non-Boussinesq effects
and also non-uniformities in the buoyancy frequency.
12
Internal waves are anisotropic, since gravity provides a preferred direction, and
dispersive with an unusual dispersion relation. The dispersion relation for a linear
plane internal wave of the form A cos(kx + ly + mz - wt) propagating in a uniformly
stratified Boussinesq fluid takes the following form
W2 = N 2  k + = N 2 sin 2 0 (1.5)
k2 + m 2 + 12
0 being the angle that the wavenumber vector makes with the vertical. This disper-
sion relation demands that the waves with the same frequency, irrespective of their
wavelength, propagate with the same angle with respect to gravity.
Since this class of waves are dispersive, energy propagates with group velocity
Cg = (&w/&k, w/&l, Ow/im). In view of (1.5), the group velocity
wi
C9 = K2 (k2  (k, -(k 2 + 2 ), ml)
is perpendicular to the wavevector K = (k, 1, m) and, as a result, to the phase velocity
C = K2(k, 1, m);K
the vertical component of cg being equal and in opposite direction to that of c,.
Internal waves are transverse waves, so fluid particles oscillate along the lines of
constant phase and also energy propagates along these lines, and not perpendicular
to them which is the case for isotropic waves.
The peculiar dispersion relation (1.5) yields some unintuitive physical conse-
quences. For instance, steady-state internal wave pattern induced by a source os-
cillating at a certain frequency in a uniformly stratified Boussinesq fluid forms a cross
in two-dimensional case, with the source at the center of the cross which is known as
'St Andrew's Cross'; and in the three-dimensional case, two cones emanate from the
source. In St Andrew's Cross, each of the arms consists of waves of different wave-
lengths but with the same frequency. Such wave structures are called wave beams.
Internal wave beams may also be generated by tidal flows over sea-floor topography.
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Moreover, a significant component of thunderstorm-generated gravity waves in the
atmosphere is in the form of beam-like patterns.
Another interesting case is the reflection of internal waves from a rigid boundary.
Since the frequency of the waves is preserved upon reflection, according to (1.5),
both the incident and the reflected waves make the same angle with the vertical, the
direction of gravity, as opposed to the normal to the boundary, the case in sound or
light waves.
In the previous internal-wave studies, one of the important aspects which has re-
ceived little attention is nonlinearity. In the present research, we address the role that
nonlinearity plays in propagation, reflection, and collision of internal wave beams in
continuously stratified fluids. The basis of the developed theories is the fact that
uniform plane-wave beams of infinite extent, irrespectively of their transverse profile,
satisfy the nonlinear inviscid equations of motion in a uniformly stratified Boussinesq
fluid. For a single beam, nonlinearity may come into play if there are modulations
along the beam since modulated wave beams are not exact nonlinear solutions any-
more. Another instance in which nonlinearity plays a part arises in the course of
overlapping of two beams; the overlap region, clearly, does not satisfy the nonlinear
equations of motion although each beam, individually, is an exact solution. It is of
interest to see how the nonlinearity manifest itself at these instances.
The thesis is organized into four chapters. Chapter 2, which is based on the study
of Tabaei & Akylas (2003), is concerned with nonlinear effects in the propagation
of a single slowly modulated internal wave beam. We derive evolution equations for
finite-amplitude two-dimensional oblique, as well as nearly vertical, wave beams and
also nearly vertical axisymmetric beams, taking into account weak viscous effects.
Refraction effects on nearly vertical wave beams brought about by weak background
shear and variations in the buoyancy frequency are also discussed.
Chapter 3 is based on the study by Tabaei, Akylas & Lamb (2004) and addresses
the reflection and collision of weakly nonlinear inviscid plane-wave beams. Using
small-amplitude expansions, we discuss reflection of a wave beam from a sloping
wall and also collision of two wave beams of different frequencies propagating along
14
different directions.
In chapter 4, we focus on the singularity which arises in the reflection from a
slope of weakly nonlinear inviscid uniform beams when the angle of incidence nearly
matches the slope inclination.
Chapter 5 contains the experiments performed for the two-dimensional reflection
of internal wave beams. We present a brief description of the so-called 'synthetic
schlieren' method employed for visualization of the internal-wave disturbances, and
describe the experimental set-up. Experimental observations are provided for certain
reflection cases presented in chapter 3.
Finally, in chapter 6, we summarize the main findings of the thesis and propose
possibilities for future research.
15
Chapter 2
Nonlinear propagation of isolated
internal gravity wave beams
2.1 Introduction
Since gravity provides a preferred direction, the propagation of internal gravity waves
in stratified fluids is anisotropic and gives rise to a variety of interesting and often
intuitively unexpected phenomena. A classical example that clearly illustrates the
effects of anisotropy, is the wave pattern induced by an oscillatory two-dimensional
source in a uniformly stratified (constant Brunt-Viisishi frequency NO) Boussinesq
fluid; see, for example, Lighthill (1978, §4.4). In this instance, the dispersion relation
of linear sinusoidal waves is such that the wave frequency w is a function only of the
angle 0 that the wavenumber k makes with the vertical:
W = NosinO; (2.1)
the group velocity c, = Vk w, therefore, is perpendicular to the phase velocity c =
(w/k 2 )k, energy being transported along rather than perpendicularly to the wave
crests. Hence, on kinematic grounds, one cannot expect cylindrical wavefronts from
a two-dimensional oscillating source as would be the case in an isotropic medium
where c and c, are collinear. Instead, the induced steady-state internal wave pattern
16
consists of four straight arms stretching radially outwards from the source along the
characteristic directions ± cos-1 (wo/No) relative to the vertical, wo being the source
frequency. For each of these arms, the group velocity points outwards along the
arm direction, as required by the radiation condition. This pattern, also known as
'St Andrew's Cross', was verified experimentally in the laboratory by vibrating a
horizontal cylinder in a stratified fluid tank (Mowbray & Rarity 1967).
The kinematic argument above furnishes the geometry of the wave pattern in the
far field, but the precise structure of the wave beams emanating from the source as
well as the near-field response depend on the details of the source and can be deduced
only from a more complete solution. Assuming inviscid flow, Appleby & Crighton
(1986), in particular, analyzed the linear wave pattern induced by small rectilinear
oscillations of a circular cylinder, including non-Boussinesq effects. Hurley (1997)
discussed the analogous problem for an elliptical cylinder in a Boussinesq fluid and
emphasized the need for including viscous effects to smooth out the singular behaviour
of the inviscid solution along the characteristic lines tangent to the oscillating body.
A viscous steady-state similarity solution for obliquely propagating thin inter-
nal wave beams, generated by a line source oscillating with frequency wO < No, was
presented by Thomas & Stevenson (1972) and was later extended by Makarov, Nek-
lyudov & Chashechkin (1990) to more complex types of compact sources. Thomas &
Stevenson (1972) also carried out laboratory experiments using a vibrating circular
cylinder as forcing and found good agreement with their similarity solution which
reveals that viscous beams broaden and their amplitude drops off as they propagate
away from the source. In a more recent theoretical study extending the inviscid anal-
ysis of Hurley (1997) for a vibrating elliptic cylinder, Hurley & Keady (1997) obtained
an approximate viscous solution which approaches the similarity solution of Thomas
& Stevenson (1972) in the far field. The theoretical predictions of Hurley & Keady
(1997) are in qualitative agreement with detailed experimental observations for a ver-
tically oscillating elliptic cylinder reported recently by Sutherland & Linden (2002),
although certain effects arising from the viscous boundary layer forming around the
cylinder cannot be captured by the theory.
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Internal wave beams akin to those seen in St Andrew's Cross may also be generated
by harmonic forcing other than small oscillations of a cylindrical object. Bell (1975),
for instance, studied the steady-state wave pattern induced by a time-harmonic cur-
rent of uniformly stratified Boussinesq fluid over a smooth bottom bump, for the
purpose of modelling internal wave generation by tidal flows over sea-floor topogra-
phy. In the reference frame moving with the current, the far-field response turns out
to be a superposition of a finite number of V-shaped patterns, each being essentially
half of a St Andrew's Cross, with frequency equal to that of the background flow
and all its higher harmonics below the Brunt-Vdisdld frequency. These additional
harmonics arise here because the oscillation amplitude of the bottom obstacle (in the
reference frame moving with the background flow) need not be small compared to the
width of the obstacle; in the small-amplitude limit, of course, the far-field response
involves only one V-shaped pattern with frequency equal to that of the background
flow, as was found by Appleby & Crighton (1986) and Hurley (1997).
In addition, there is now evidence from numerical simulations and field observa-
tions that a significant component of thunderstorm-generated gravity waves in the
atmosphere is in the form of beam-like structures. Among several relevant numerical
efforts, most notably Fovell, Durran & Holton (1992) and Alexander, Holton & Dur-
ran (1995) explored the generation of gravity waves by two-dimensional squall lines
and put forward an interesting analogy with mechanical forcing. They suggested that
oscillating updraft and downdraft cells within a squall line act as mechanical oscil-
lators, similar to oscillating objects, and are responsible for the fan-like distribution
of gravity wave beams seen in their simulations to propagate at various angles to the
vertical. This 'mechanical oscillator effect' is further supported by three-dimensional
simulations modelling actual storms (Lane, Reeder & Clark 2001; Piani et al. 2000).
Of course, in three dimensions, mechanical oscillators act as point rather than line
sources, and the generated gravity-wave disturbances turn out to be conical in shape,
having nearly circular phase lines in planes of constant height, as indicated by the
three-dimansional Green's function derived by Voisin (1991). It is worth noting that
such circular patterns have been identified in satellite images of the upper strato-
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sphere and, based on the dispersion relation (2.1), Dewan et al. (1998) were able to
link these gravity waves to isolated thunderstorms.
All existing theoretical models of St Andrew's Cross and previous discussions of
internal gravity wave beams in general are based on the linearized equations of mo-
tion. On the other hand, it so happens that uniform plane-wave beams of infinite
extent that obey the linear dispersion relation (2.1) in a uniformly stratified Boussi-
nesq fluid, are also solutions of the nonlinear inviscid equations of motion. This fact1 ,
proves most useful here in setting up a finite-amplitude theory for the propagation
of modulated wave beams that also takes into account weak viscous and refraction
effects. While modulated wave beams are not exact nonlinear solutions, quite re-
markably, it turns out that the leading-order nonlinear modulation terms cancel out
in the amplitude equation governing the propagation of finite-amplitude beams. This
implies that the steady-state similarity solution of Thomas & Stevenson (1972) for
linear viscous beams is valid in the nonlinear regime as well.
The case of nearly vertically propagating beams with frequency close to the Brunt-
Vdisdld frequency, requires special treatment because, according to (2.1), the group
velocity vanishes when 0 = 0; as a result energy cannot be easily radiated away
from the source and the transient response evolves on a relatively slow time scale.
Assuming that the driving frequency is close to the Brunt-Vdisdld frequency, an
evolution equation for finite-amplitude slightly viscous beams is derived, taking into
account non-Boussinesq effects as well as refraction effects owing to the presence of a
weak background shear and small variations in the Brunt-Viisdld frequency. Again,
the leading-order nonlinear modulation terms cancel out, the only nonlinearity coming
from non-Boussinesq effects. Moreover, it is pointed out that these results carry over
to nearly vertically propagating axisymmetric beams.
For the particular case of vertically propagating viscous beams generated by a
,it is, of course, well known (see, for example, Meid 1976) that linear sinusoidal wavetrains also
satisfy the nonlinear equations of motion, and nonlinear corrections to such disturbances owing
to non-Boussinesq effects were discussed by Kistovich, Neklyudov & Chashechkin (1990). The fact
that plane-wave beams, irrespectively of their transverse profiles, are nonlinear solutions as well, was
pointed out by McEwan (1971); although this reference came to our notice toward the completion
of the thesis.
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line source oscillating at exactly the Brunt-Vdisdld frequency in a Boussinesq fluid,
Gordon & Stevenson (1972) found a linear similarity solution which is also a possible
steady state of the evolution equation derived here for finite-amplitude disturbances.
The corresponding transient response, however, reveals that the approach to this
steady state is rather slow owing to the fact that the group velocity of vertically
propagating disturbances vanishes; this provides an explanation for the discrepancies
noted by Gordon & Stevenson (1972) between their experimental observations and
similarity solution.
Finally, based on the present asymptotic theory, we discuss refraction effects on
nearly vertical nonlinear beams brought about by background shear and variations
in the Brunt-Viisdld frequency.
2.2 Preliminaries
Consider gravity internal wave disturbances in an incompressible density-stratified
fluid. We shall work with dimensionless variables throughout, using a characteristic
length L associated with the waves as length scale, 1/NO as time scale, No being a
typical value of the Brunt-Viisdld frequency, and a typical value PO of the background
density. The vertical (y-) coordinate is taken to point upwards and the background
density p(y) is assumed to be stable (j5y < 0). The Brunt-Vdisdld frequency N(y)
then is given by
PY = -p N 2; (2.2)
the Boussinesq parameter 3 = LNO/g is a measure of stratification, g being the
gravitational acceleration.
We find it convenient to work with the reduced density p and pressure p, defined
so that O p p and j p are the density and pressure perturbations, respectively, from
hydrostatic equilibrium. Taking into account (2.2), the governing equations (1.2)-
(1.4) for the velocity field u, p and p then can be expressed as
V - u = 0, (2.3)
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pt+u-Vp-N 2(1+3p)v=, (2
(1 + p)(ut + u - Vu) = -Vp - (p - N2p) + v2u+F, (2.5)
where v denotes the vertical velocity component, j is the unit vector along the vertical
direction, v stands for the inverse Reynolds number
V =
jjOL2NO'
p being the dynamic fluid viscosity, and F represents externally applied forcing (j5F
is force per unit volume).
In the Boussinesq approximation (3 -- 0) may write I = 1 and if, furthermore,
the background stratification is assumed uniform (constant Brunt-Vdisdih frequency
N = 1), the equation of mass conservation (2.4) and the momentum equation (2.5)
simplify to
pt + u -Vp - v = 0, (2.6)
ut + u. Vu = -Vp - pj + vV 2 u + F. (2.7)
Consider now linear sinusoidal plane-wave disturbances in an inviscid uniformly
stratified Boussinesq fluid. Taking the wavenumber k = k(sin 0, cos 0) to lie in the
x-y plane at an angle 6 to the vertical, it follows from (2.3) and the linearized forms
of (2.6) and (2.7) (with v = 0, F = 0) that
u = i k(cos 0, - sin 0) exp i(kq - sin t)}, (2.8)
(p, p) = (k, i cos 0) exp i(k77 - sinO t)}, (2.9)
where
j = x sin 0 + y cos 0, (2.10)
and the wave frequency
w = sin 0 (2.11)
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.4)
satisfies the dimensionless version of the dispersion relation (2.1).
Since, as already remarked, w is independent of k, one may construct more general
linear time-harmonic solutions with this same frequency, via superposition of (2.8)
and (2.9), by fixing 6 and varying k:
u = Q, (cos 0, - sin 0) e-isinOt + c.c., (2.12)
(p, p) = (-i Q,, i cosO Q) eisinOt + c.c., (2.13)
where Q(7) is a general complex amplitude 2 and c.c. denotes complex conjugate.
It is important to note that the velocity field (2.12) is transverse to the q-direction;
hence u and p, being functions of q alone, do not vary along the direction of u. As
a result, the nonlinear convective-derivative terms in (2.6) and (2.7) vanish and,
therefore, (2.12) and (2.13) are also nonlinear solutions to the inviscid equations of
motion. While it is well known that sinusoidal plane-wave disturbances in a uniformly
stratified Boussinesq fluid satisfy the nonlinear equations of motion, it is now clear
that this property in fact holds for the more general class of disturbances (2.12) and
(2.13).
In view of (2.10), the nonlinear solutions (2.12) and (2.13) describe uniform plane
waves along
=xcosO - ysino, (2.14)
but with a general profile along the q-direction. The frequency of oscillation (2.11)
of these beam-like wave structures depends only on the angle 6 that the q-direction
makes with the vertical, precisely as the oscillation frequency of St Andrew's Cross.
In the ensuing analysis, we shall make use of these nonlinear inviscid solutions to set
up an asymptotic theory for the propagation of nonlinear wave beams that takes into
account viscous and refraction effects in the presence of non-uniform background flow
conditions.
2Note that for a unidirectional beam, in which enegy propagates in one direction, Q(ri) can have
wavenumbers of the same sign only. This will be further discussed in the next chapter.
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2.3 Modulated nonlinear beams
According to experimental observations, internal wave beams due to an oscillating
body are relatively thin, their width being comparable to the size of the source (see
Lighthill 1978, §4.4), and numerical simulations reveal that the same is true for beam-
like disturbances generated by thunderstorms (see, for example, Fovell et al. 1992).
This suggests a boundary-layer-type approximation in which variations across the
beam are assumed to be more rapid than those along the beam. This approach was
taken by Thomas & Stevenson (1972) in deriving a steady-state viscous similarity
solution for small-amplitude beams, and will also be adopted in the analysis below.
Here, however, taking advantage of the nonlinear solutions (2.12) and (2.13) for uni-
form inviscid beams noted earlier, we shall discuss slightly viscous beams of finite
amplitude. Clearly, in the presence of variations along the beam direction, the non-
linear convective-acceleration terms in (2.6) and (2.7) no longer vanish, and it is of
interest to ask how these nonlinearities would affect the beam evolution.
Focusing on a beam inclined at a finite angle 0 to the horizontal, it is convenient
to rotate coordinate system and work in terms of q and defined in (2.10) and
(2.14), rather than x and y. Moreover, assuming that there are no variations in z,
we introduce the streamfunction 0 ( , 1, t) so the incompressibility equation (2.3) is
automatically satisfied. The mass- and momentum-conservation equations (2.6) and
(2.7) (in a uniformly stratified Boussinesq fluid) then yield the following equations
for p and b:
pt + sin'0 + cos6 OP + J(p, 4') = 0, (2.15)
V20t - sinO p. - cosOp + J(V 201,O) _ VV44 = x- . (2.16)
Here x and ( are the components of the applied forcing F along the - and 77-
directions, respectively, and J(a, b) stands for the Jacobian a b. - a, b .
In this formulation, the solution (2.12) and (2.13), corresponding to a uniform
inviscid nonlinear beam away from the region of forcing (F = 0), takes the form
4 = Q() ei's'i' + c.c., (2.17)
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p = i Q,7 esinO t + c.c.. (2.18)
We now seek an asymptotic solution of (2.15) and (2.16) for a slightly viscous
nonlinear wave beam with frequency w = sin 0 and amplitude that is slowly modulated
along and in time. For this purpose, we introduce the scaled variables
( -+e, r=t, (2.19)
E < 1 being a small parameter that controls the modulations. As will be seen, for
viscous effects to be as important as modulation effects, v must be O(E), and we write
v = 2ac, a = O(1). (2.20)
We also expand 0 and p as follows
V) = {Q(q; , r) eiki + c.c.} + C {Q2(TI; , T) e2 iwi + c.c.} + C Qo(; , T) +---, (2.21)
p = {R(g; , r) eiw' + c.c.} + e {R 2 (7; , r) e2it + c.c.} + E Ro(; , r) +---, (2.22)
anticipating that, in addition to the frequency w = sin0 of the forcing
(X, () = (k, ) ei'' + c.c., (2.23)
the response also comprises higher harmonics and a mean term owing to nonlinear
interactions precipitated by the modulations. Substituting expansions (2.21) and
(2.22) in equations (2.15) and (2.16), collecting mean and second-harmonic terms
making use of the fact that R = i Q, + O(E) in view of (2.17) and (2.18), yields
Qo = - i J(Q, Q*), (2.24a)
sin 0
Ro = (Q , Q*) + J(Q * , Q) , (2.24b)
sin 0 7
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i
Q2q = sin J(Qn , Q), (2.25a)
R2 = iQ 27. (2.25b)
By equating first-harmonic terms and using (2.24) and (2.25), it then follows from
(2.15), correct to O(E2):
R = i Q7+ L~o&g +iQr-i20(n io0Q)2 22R~iQ~±isin 0 (cos6 Q  iQ17T) 1sin (,-io 
+ J(Q* Q 2 )7 + i E 2 2J J(Q,, Q*), Q - (J [J(Q, Q*), Q] (2.26)sin 0 sin 2o
Similarly, equating first-harmonic terms in (2.16) gives to the same order of E:
sinO (i Q, - R), + E (Q,- - cos 0 R - 2a Qn,)
+E2 i sinO Q + J(Q27,, Q*) + J(Q*,, Q2) - J(Q0 , Qa) - J(Q, Qo4r)
= - + O(E3). (2.27)
Finally, inserting (2.26) into (2.27) and making further use of (2.24) and (2.25),
one may eliminate R, Qo and Q2 to obtain, after a considerable amount of algebra, a
single evolution equation for Q(rq; , T):
2c (Qq, - i cos 0 Q - aQn7), + i E2 sin0 Q
+ . J J(Q,Q),Q* 
- JJ(QQ*),Qi +J[J(Q,Q*),Q,]sin 0
= -_ E - + O(E3 ). (2.28)
Although not immediately obvious, it can be verified by expanding out the Jaco-
bians that the nonlinear terms in (2.28) cancel out! This implies that linear dispersive
and viscous effects dominate nonlinear modulation effects in spite of the fact that the
response amplitude is 0(1). Interestingly, Dauxois & Young (1999) encountered the
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same combination of Jacobians as in (2.28) (a special case of the Jacobi identity)
and reached a similar conclusion in their study of near-critical reflection of a finite-
amplitude internal wave from a slope in a uniformly stratified Boussinesq fluid. It
should be noted that the second-harmonic and mean terms in (2.24) and (2.25) are
non-zero, however, and contribute O(E) nonlinear corrections to the response.
As expected, the most effective means of driving a beam is by applying forcing in
the beam direction, which is also the direction of u and of energy transport. Moreover,
since the forcing F was assumed to be locally confined in x and y, i may be expressed
in terms of the scaled far-field variable ( as follows
(n, ) ~2c f (,q) 6( ), (2.29)
where f(,) is locally confined in q.
Taking into account (2.29), it then follows from (2.28) that the amplitude of the
primary harmonic, to leading order in E, is governed by
Q, - i cos 0 Q - a Qg, = f(q) 6( ). (2.30)
This evolution equation reflects a balance between dispersive, viscous and forcing
effects. The linear dispersive terms, in particular, are responsible for guiding the
energy coming from the forcing in the direction of the beam: according to the first two
terms in (2.30), disturbances oc exp(i l,) propagate along with the corresponding
group velocity cos 0/i, consistent with the dispersion relation (2.11). The viscous
term, on the other hand, causes beams to broaden and decrease in amplitude away
from the source.
A special steady-state solution of the evolution equation (2.30), corresponding to
line forcing f(17) = 6(q), is the similarity solution of Thomas & Stevenson (1972):
Q - i(cos) /3 1 j ds e-, exp -i sCos0)1/3 7} (2.31)2ar cos a sed1/3 verso a 1/3
and can be readily obtained from the steady version of (2.30) using transforms. While
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the derivation of Thomas & Stevenson (1972) was based on linear theory, the fact
that (2.30) remains valid in the nonlinear r6gime indicates that this similarity solution
is actually not limited to small-amplitude disturbances. On the other hand, being
a far-field solution, it is not valid in the vicinity of the forcing ( -+0) and cannot
be expected to capture phenomena arising from the details of the flow field close to
the source, such as the viscous boundary layers forming around a vibrating cylinder
(Sutherland & Linden 2002).
The steady-state response (2.31) at I = 1 for 0 = 7r/6 and a = 1 is plotted in
figure 2-1 along with the corresponding transient response at various times r. The
transient response was obtained by solving (2.30) numerically, starting from rest and
turning on the forcing impulsively at T = 0. (Details of the numerical procedure are
given in the Appendix A.) It is seen that steady state has essentially been reached
at = 1 after r 2. Based on this time, we estimate that it would take about
1-2 minutes for steady state to be established at distances from the source typical
of those where measurements were made in the experiments of Thomas & Stevenson
(1972) and Sutherland & Linden (2002).
2.4 Nearly vertical propagation
According to the dispersion relation (2.11), gravity wave beams propagate nearly ver-
tically (0-*7/2) when the driving frequency is close to the Brunt-Vdisdil frequency
(W -+1). As is evident from (2.31), this is a singular limit, however, and requires spe-
cial treatment. Physically, as 0 -+7r/2, it follows from (2.11) that the group velocity
vanishes so energy cannot propagate easily away from the source, and the transient
response evolves on a slower time scale than in the case of oblique propagation. The
need for re-scaling as 0 --+ r/2 is also clear from (2.28) since the coefficient multi-
plying Q , vanishes, suggesting that the 0(c2) dispersive term involving Qg should
come into play in this limit. Here, we shall first derive the evolution equation govern-
ing two-dimensional nearly vertically propagating wave beams and then show that a
similar equation applies in the analogous axisymmetric problem.
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Figure 2-1: Cross section of the response amplitude JQJ at ( = 1; steady-state
response(-), transient response at r = 0.5 (---), = 1 (---) and r = 2 (- -).
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2.4.1 Two-dimensional disturbances
Employing the same boundary-layer approximation as before, we shall consider beams
that vary slowly along the direction of propagation and, for this purpose, we introduce
the stretched y-coordinate
Y = Cy. (2.32)
Also, in line with the remarks made earlier, the transient response here evolves
more slowly than in the case of oblique propagation and the appropriate 'slow' time
variable turns out to be
T = e2 t, (2.33)
rather than r = E t.
It is convenient to normalize the driving frequency to 1 and take the Brunt-Vdiscild
frequency to be
N 2 = 1 + E2 q(Y), (2.34)
thus allowing for the possibility of a small non-uniformity in the background stratifi-
cation. Moreover, we may include weak non-Boussinesq effects by assuming that the
Boussinesq parameter
/3 = oE, -=O(1); (2.35)
it then follows from (2.2) that the background density 5, to leading order, varies
exponentially with height:
P =e--. (2.36)
Finally, the choice
v = 2a 2 f 2, a = 0(1). (2.37)
ensures that viscous effects are as important as modulation and non-Boussinesq ef-
fects.
Returning to the governing equations (2.3)-(2.5), again we introduce the stream-
function V) so as to satisfy (2.3) automatically. After eliminating p, implementing the
scalings (2.32)-(2.37) in equations (2.4) and (2.5) then yields the following equation
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system, correct to O(e2), for '(x, t; Y, T) and p(x, t; Y, T):
Pt + /)X + E J(P,' V) + aP Ox} + 62 ( PT + q 4x ) = 0,
+E2 {xxT + -\YYt + 0 (P J(OX,7 - acoyt - 2 aXXXX
P
= Fy - Gx - EaF,
where F and G are, respectively, the horizontal and vertical components of the forcing
F and J(a, b) = axby - aybx.
Next, 4 and p are expanded in a manner analogous to (2.21) and (2.22):
eit + c.c.} + E {Q2 (x; Y, T) e2i + c.c.} + E Qo(x; Y, T) + - --,
p = {R(x; Y, T) e" + c.c.} + c {R 2 (X; Y, T) e2it + c.c. + c Ro(x; Y, T) + -- -.
Upon substituting these expansions in (2.38) and (2.39), collecting mean terms
and using the fact that R = i Qx + 0(c), one obtains
QoX + i J(Q, Q*)x = 0,
Rox - J(QX, Q*) + J(Q*, Q) + 2rIQX12}
(2.42a)
(2.42b)= 0.
Apart from the mean-flow component induced by nonlinear interactions, we shall
also allow for a possible 0(62) background shear flow E2 u(y):
(2.43)
integrating (2.42) then
Qo = Q - i J(Q Q*),
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- Px + E J(OXX, 4) + O- (p Ot)X
(2.38)
(2.39)
={ Q(x; Y, T) (2.40)
(2.41)
(2.44a)
Ro = J(Qx, Q*) + J(Q*, Q) + 2o-JQx2. (
Similarly, equating second-harmonic terms in (2.38) and (2.39) yields
Q2x = iJ(QxQ) - !iUQ , (2.45a)
R2 = -J(Qx, Q) - -Q (2.45b)
Finally, collecting primary-harmonic terms in equations (2.38) and (2.39), we find
R =iQx +iC 2 (RT-+qQ.)
+ i 2 J(Ro, Q) + J(R, Qo) - J [J(Qx, Q), Q* - i J(Q*, Q2)
+ji 62 UQQ* + Q J(Qx, Q*) (2.46)
i Qxx - Rx +62 (Q i QYY _i . - 2BQx
+62 J( 2 xx, Q*) + J(Q*x, Q2) + J(Qoxx, Q) + J(Qxx, Qo)
+i C2- {2 Q* J(Qx, Q) + 2 Qx J(Qx, Q*) + 2Qx J(Q*, Q) + iu Q2Q*
= Fy- - -, (2.47)
where
(F, G) = (F, G) e' + c.c.. (2.48)
As before, making use of (2.44)-(2.46), it is possible to eliminate Qo, RO, Q2, R 2
and R from (2.47) and thus obtain a single evolution equation for Q. After consid-
erable manipulation, it turns out (not unexpectedly this time!) that all nonlinear
modulation terms cancel out, the only remaining nonlinear terms in this equation
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2.44b)
coming from non-Boussinesq effects:
2i QxT + q Qx + 2iUQxx - jo2 Q2Q* - Q+yy+ Qy 2 Z QXXXX
= -i hx 5(Y) + if ['(Y) - o- 5(Y)], (2.49)
where
, d)= (f(X), c h(x)) 6(Y) (2.50)
is the far-field expression of the applied forcing. It is worth noting that small-
amplitude forcing along the beam gives rise to an 0(1) response; this is a resonance
phenomenon owing to the vanishing of the group velocity for vertically propagating
beams.
The evolution equation (2.49) describes the generation of nearly vertical nonlinear
wave beams by oscillatory forcing, including dispersive, viscous, non-Boussinesq as
well as refraction effects under non-uniform background flow conditions. When all
these effects come into play, one has to resort to numerical solution of (2.49), and
specific examples will be discussed in §2.6. Here, in an effort to understand the
various terms that enter in (2.49), we shall briefly consider certain limiting cases that
are amenable to analytical treatment.
According to (2.49), ignoring viscous effects (a = 0) and the background shear
(U = 0), the steady-state response in a Boussinesq fluid (o- = 0) satisfies
q Qx - Qyy = -i hx6(Y) +i f '(Y). (2.51)
When q > 0 so the driving frequency is below the Brunt-Vdisdld frequency ac-
cording to (2.34), this is a forced wave equation in the x-Y plane, and the response
is a St Andrew's Cross with arms along the characteristic directions dx/dY = ± q/ 2.
On the other hand, if q < 0, (2.51) is elliptic and no propagation occurs above the
Brunt-Viisild frequency. This suggests that the nonlinear interaction term in (2.49),
brought about by non-Boussinesq effects (a = 0), as it amounts to replacing the
value of q by q - jU2IQxj 2, would possibly bend the arms of the St Andrew's Cross
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towards the vertical by an amount depending on the local response amplitude. We
shall return to this point in §2.6.
In the special case of purely vertical line forcing (f = 0, h = 6(x)) at exactly
the Brunt-Viisild frequency (q = 0) in a Boussinesq fluid (o- = 0, ; = 1) with no
background shear (U = 0), the response satisfies
2i QxxT - Qyy - 2ia2QXXXX = -i 6'(x)6(Y). (2.52)
The corresponding steady-state solution takes the similarity form
1 1-i_1 i'/ \ '.i2 (.3Qx =- I I1 (ds cos s ) exp ((i - 1)as2 (2.53)47r a \/y Jo(V/-Y
and was first derived by Gordon & Stevenson (1972) based on linear theory; the
present analysis, however, reveals that this solution is not limited to linear distur-
bances.
The transient solution of (2.52) and the approach to the steady state (2.53) will be
further discussed in §2.5, in connection with the experimental observations of Gordon
& Stevenson (1972).
2.4.2 Axisymmetric disturbances
We now turn attention to axisymmetric nearly vertical wave beams. As the analysis
closely parallels that of §2.4.1, here we shall only sketch the main steps and, for
simplicity, we shall assume Boussinesq flow (a = 0, 5 = 1). Obviously, the forcing
has to be purely vertical (F = Gj) in order for the disturbance to be axisymmetric.
Under the same scalings (2.32)-(2.34) as before, we shall again work with p(r, t; Y, T)
and the streamfunction 0(r, t; Y, T) defined so that
E 1U= - 0y, V = -- V, (2.54)
r r
u being the velocity component along the direction of the radial coordinate r; the
incompressibility condition (2.3) is thus satisfied automatically.
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It then follows from (2.4) and (2.5) that p and 0 satisfy, correct to 0(62):
Pt + r + -J(P, b)
r r
(4r/r) -p, + EJ6 -(r/r
/rt (rT
+E 2 1 Yrt + (Or/r)r - 2
+ 62 (Pr
)ri 4')
2 I(r (Vr/r)r
r
= 
-Gr,
assuming again that v = 2a2&2 and J(a, b) = arby - aybr now being the Jacobian in
the r-Y plane.
After introducing expansions for p and 4 similar to those in (2.40) and (2.41),
substituting these expansions in (2.55) and (2.56) yields for the mean and second-
harmonic terms:
Qo =J(Q* Q),
r
Ro = I J(Q, V*) + J(Q*
r 
J
Q2r = i J(Q, V),
(2.57a)
(2.57b)
(2.58a)
(2.58b)1
r
where V = -Qr/r is the complex amplitude of the vertical velocity according to
(2.54).
Similarly, collecting the primary-harmonic terms in equations (2.55) and (2.56),
we have
R = -i V + i2 (RT - qV) + i2 {J(Ro, Q) + S(J(Q2,
r \r Q*)) XJ(V Qo)r(5
(2.59)
iV + Rr + 62 VrT
iQYy
-Qy - 2 2((rVr)r/r)}
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+ 'r = 0, (2.55)
(2.56)
6 2 J (±(Q2r/r)r, Q*) - J (V*/r, Q2) + J (Qor/r)r Q) - J (V/r, Qo)
=Or. (2.60)
Following the same procedure as before, making use of (2.57)-(2.59), one may
now eliminate Qo, RO, Q2, R 2 and R from (2.60) to obtain a single equation for Q.
While this is a tedious task, the final result is relatively simple, for all nonlinear
modulation terms cancel out once again! Specifically, we find that V satisfies the
evolution equation
-{r 2iVT+ qV - Vyy - 2ia21 r ((rVr)r/r =(rhr)r6(Y), (2.61)
r )rj, r )r r r
where
= 2 h(r) 6(Y) (2.62)
denotes the applied forcing.
According to (2.61), in the special case of point forcing at exactly the Brunt-
Vdisdld frequency (h(r) = 5(r), q = 0), the steady-state response again takes a
similarity form:
V = 8io ds Jo s r)exp ((i - 1)as2) (2.63)87r a Y 0 V
Jo being the Bessel function of order zero.
As would be expected, the axisymmetric response (2.63) drops off faster with
vertical distance Y from the source than its two-dimensional counterpart (2.53).
2.5 Comparison with experiment
Gordon & Stevenson (1972) conducted laboratory experiments for the purpose of
comparing against their steady-state similarity solution (2.53) of vertical wave beams.
They used as a source a circular cylinder oscillating at the Brunt-Vdisdid frequency
in a stratified fluid tank, and measured the vertical displacement field across the
35
disturbance at several heights above the source. The experimental observations were
found to deviate significantly from the theoretical predictions, however, and Gordon
& Stevenson (1972) attributed these discrepancies to reflections from the top and
bottom walls of the tank. A revised theoretical solution, taking into consideration
these reflections by using a system of image sources to satisfy inviscid boundary
conditions at the walls, showed improved agreement with the experimental results.
Given that transients decay slowly for vertically propagating beams, we wish to
revisit the experimental observations of Gordon & Stevenson (1972) in the light of
the unsteady theory developed here. Figure 2-2 shows plots of the magnitude of the
vertical velocity jQj across the beam at the normalized height Y = 1 for various
values of the 'slow' time T, as obtained from solving the evolution equation (2.52)
numerically with a = 1 and the forcing turned on impulsively at T = 0 (see the
Appendix A for details), along with a plot of the corresponding steady-state solution
(2.53) at this height. According to these plots, steady state essentially has been
reached at Y = 1 after T ~ 50 or so.
Returning now to the non-dimensional variables adopted in §2.2, we may select the
characteristic length scale L so that the dimensional height of interest, yo say, above
the source is normalized to Y = 1 (eyo = L) ; this choice, combined with v = N
and (2.37) taking a = 1, then specifies
= (2N). (2.64)
Hence, based on the estimate obtained above (T ~~ 50) for steady state to be
reached at Y = 1, and recalling that T = e2t, the corresponding dimensional time to
after which steady state would be expected at yo turns out to be
( 2-po_)1/2
k50 yNo (2.65)
Specifically, Gordon & Stevenson (1972) worked with a stratified fluid having kine-
matic viscosity p/po = 1.3 mm 2 sec- 1 and No = 1.12 sec- 1 , and made measurements
36
0.1
I
10,J 0.05 --
I t
/*
-30 -20 -10 0 10 20 30
x
Figure 2-2: Cross section of the vertical-velo city amplitude jQ.'j at Y =1; steady-
state response(-), transient response at T = I --- ) T = 10 (--)and T = 50
( -- - ).
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of the response at several heights yo above the source in the range of 35 to 200 mm.
At these stations, according to (2.65), it would be necessary to wait roughly between
30 min and 3 hr after the source has been turned on for steady state to be established.
On the other hand, as already remarked, in the experiments of Thomas & Stevenson
(1972), who used a similar experimental set-up to generate oblique beams, steady
state would be reached only within 1-2 min; moreover, Thomas & Stevenson (1972)
report good agreement between experimental observations and the corresponding
steady-state similarity solution (2.31).
This suggests that transient effects could have played a significant part in the
experiments of Gordon & Stevenson (1972), and comparing their experimental data
against unsteady responses predicted by the evolution equation (2.52), provides fur-
ther evidence in support of this claim. Figure 2-3 makes a comparison between mea-
surements of the magnitude of the vertical velocity across the beam at three heights
above the cylinder and our theoretical predictions for the unsteady response at these
stations at time T = 1.2, corresponding to 2 min after the source was turned on; the
corresponding theoretical steady-state responses according to (2.53) are also shown
on the same plot for reference. Since there is no direct way to link the vibrating cylin-
der used as a source in the experiments to the line forcing in (2.52), the theoretical
response was multiplied by a constant factor so as to match the observed centreline
response at the single station yo = 35 mm, but no other fitting of the theory to the
experiment was made. At all three stations, the theoretical predictions are in very
good agreement with the observations close to the centreline (x = 0) and capture rea-
sonably well the secondary peaks of the measured responses away from the centreline.
It is worth noting that these peaks decay rather slowly as is evident from figure 2-2;
this would explain the discrepancies between the observations and the steady-state
response which features no secondary peaks (see figure 2-3).
It was mentioned earlier that Gordon & Stevenson (1972), in an effort to explain
their observations, worked out a revised steady-state theory, taking into account
reflections from the top and bottom walls of their tank located 0.2 m from the source.
Based on the present unsteady theory, however, according to (2.65), it would take
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Figure 2-3: Comparison at three vertical distances (yo) above the source between
experimental observations of Gordon & Stevenson (1972) and theoretical unsteady
response amplitude at T= 1.2. Experimental results at yo = 35 mm (A), yo = 85 mm
(x) and yo = 110 mm (o); transient response at yo= 35 mm (-), yo= 85 mm (- -)
and yo = 110 mm (---); corresponding steady-state responses at these stations (----).
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several hours for the beams to reflect from the walls at steady state as assumed by
Gordon & Stevenson (1972).
2.6 Refraction effects
The propagation of gravity wave beams in the atmosphere is influenced significantly
by the presence of wind and variations in the Brunt-Vdisdld frequency; the latter
typically occur near the tropopause, the boundary between the troposphere and the
stratosphere. As a result of non-uniform background flow conditions, the arms of St
Andrew's Cross are no longer symmetrical owing to refraction effects, and numeri-
cal simulations of gravity wave beams generated by thunderstorms clearly show this
asymmetric behaviour (Fovell et al. 1992; Lane et al. 2001).
We shall use the evolution equation (2.49) to discuss refraction effects on the prop-
agation of finite-amplitude nearly vertical beams. This equation is solved numerically
using a spectral technique as described in the Appendix A. The only nonlinear term in
(2.49) derives from non-Boussinesq effects, and it was suggested earlier that this term
would possibly cause the direction of beam propagation to bend towards the vertical
by an amount depending on the local wave amplitude. However, numerical solutions
indicate that such a nonlinear effect, if present at all, is masked by the exponential
variation of the disturbance with vertical distance Y brought about by the linear
non-Boussinesq term in (2.49). As linear non-Boussinesq effects are rather familiar,
in the interest of brevity, we shall focus here on Boussinesq flow (o = 0, P = 1) which
also allows direct comparison with the simulations of Fovell et al. (1992).
We begin by showing in figure 2-4 a contour plot of the magnitude of the vertical
velocity IQ2I at T = 4, as obtained from solving equation (2.49) numerically for
a vertical line forcing at x = Y = 0 with a = 1, q = 4 and U =_ 0; the driving
frequency is thus below the Brunt-Vdisdls frequency, assumed here to be uniform,
and no background mean flow is present. Under such uniform flow conditions, no
refraction takes place; all four beams propagate symmetrically along the directions
dx/dY= ±2 as in a St Andrew's Cross, although the broadening of the beams away
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Figure 2-4: Contour plot of the amplitude of the vertical velocity jQxj at T = 4
for a pattern generated by vertical line forcing at the origin under flow conditions
corresponding to -= 0, q = 4, a = 1 and U = 0.
from the source caused by viscous effects is quite evident here.
It is interesting to contrast figure 2-4 with figure 2-5 which shows a similar con-
tour plot for the pattern generated under the same flow conditions as above but in
the presence of variable Brunt-ViisdIk frequency, q = 4 - Y. Here, the fact that
the Brunt-Vdisdld frequency decreases with height inhibits the propagation of the
two beams above the source, and the level Y = 16/3 where the driving frequency
matches the local Brunt-Vdisdls frequency (q = 0) forms a barrier beyond which no
propagation is possible (q < 0). On the other hand, the two beams below the source
bend away from the vertical owing to refraction, as they propagate into a region of
increasing Brunt-Vdisdld frequency.
Turning next to the effects of a background flow, figure 2-6 shows a contour plot
of the disturbance generated under the same flow conditions as in figure 2-4 but in
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Figure 2-5: Contour plot of the amplitude of the vertical velocity IQxI at T = 4
for a pattern generated by vertical line forcing at the origin under flow conditions
corresponding to o- = 0, q = 4 -3Y, a = 1 and U = 0.
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Figure 2-6: Contour plot of the amplitude of the vertical velocity IQxI at T = 4
for a pattern generated by vertical line forcing at the origin under flow conditions
corresponding to o = 0, q = 4, a = 1 and U = 2.
the presence of a uniform mean flow U = 2. The main effect of the background flow is
to tilt all four beams towards the flow direction so the two beams to the right (left)
of the source are brought closer to the horizontal (vertical); moreover, the mean flow
enhances (inhibits) propagation of the beams to the right (left) of the source.
These effects were also seen in the simulations of Fovell et al. (1992) and result
from the Doppler shifting of the dispersion relation (2.11) by the mean flow:
w = sin 6 + U k, (2.66)
k. being the streamwise wavenumber component. Since k, > 0 (kx < 0) for the two
beams to the right (left) of the source, sin0 decreases (increases) in the presence
of the mean flow so as to satisfy (2.66); hence the beams to the right (left) of the
source tilt away (towards) the vertical. Also, since the group velocity increases as
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Figure 2-7: Contour plot of the amplitude of the vertical velocity jQxI at T = 4
for a pattern generated by vertical line forcing at the origin under flow conditions
corresponding to a- = 0, q = 4, a = 1 and U = 2 + 0.1Y.
the beam direction moves away from the vertical, it is natural for the right beams to
have propagated farther than the left beams in figure 2-6.
The above reasoning may also be used to interpret the effects of a background shear
flow. Figure 2-7, in particular, shows a contour plot of the disturbance generated
under the same flow conditions as in figure 2-6 but with some shear added to the
uniform mean flow:
S=2+ 0.1Y. (2.67)
The pattern is now entirely asymmetrical. Since the background flow increases
with height, the upper right beam is tilted further away from the vertical as it encoun-
ters an increasing background flow, and has propagated farther than the lower right
beam. Similarly, the upper left beam is pushed more towards the vertical and has
propagated less than the lower left beam which encounters an increasing background
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flow.
The forcing in all the computations reported above was taken to be vertical so
any asymmetry of the generated patterns derives solely from the background flow
conditions. We also briefly explored oblique forcing as another source of asymmetry.
It turns out that the beams which are predominantly excited are those closer to the
direction of the forcing, consistent with the findings of Fovell et al. (1992).
2.7 Final remarks
We have proposed an asymptotic theory for the propagation of finite-amplitude grav-
ity wave beams in nearly uniformly stratified flow. Quite remarkably, nonlinear effects
turn out to be relatively unimportant for both two-dimensional and axisymmetric
wave beams, which explains the success of previous studies interpreting results from
fully numerical simulations and field observations on the basis of linear theory.
There is, nevertheless, a case in which nonlinearity is expected to play an impor-
tant part. Specifically, for two-dimensional nearly hydrostatic wave beams that prop-
agate almost horizontally (sin 0 = E < 1), the scaled horizontal coordinate X = Ex
and the 'slow' time r = et are appropriate. It then follows from (2.6) and (2.7) that
the streamfunction b(y; X, T) and reduced density p(y; X, r) satisfy (for a Boussinesq
fluid with v = 2ac) to leading order
PT + OY + 7Px + JAp, ) = 0, (2.68)
yy, - py - px - 2apyyyy + J(Vyy, ) = Fy - Gx, (2.69)
where EF and G denote, respectively, the horizontal and vertical components of the
forcing, and J(a, b) = axby - aybx now stands for the Jacobian in the X-y plane. It
is important to note that, unlike (2.38) and (2.39), the equation system (2.68) and
(2.69) remains fully nonlinear after rescaling so here nonlinearity is expected to have
an 0(1) effect.
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Chapter 3
Nonlinear effects in reflecting and
colliding internal wave beams
3.1 Introduction
In the previous chapter (see also Tabaei & Akylas 2003), it was pointed out that the
effects of nonlinearity are relatively insignificant in the propagation of finite-amplitude
internal gravity-wave beams in a uniformly stratified Boussinesq fluid with constant
Brunt-Vdisdld frequency No. Under these flow conditions, a uniform plane-wave beam
of frequency w obeying the linear dispersion relation
W2 = N2sin20, (3.1)
0 being the beam inclination relative to the horizontal, satisfies the nonlinear gov-
erning equations of motion irrespective of its cross-sectional profile. Moreover, for a
beam that is slowly modulated along the beam direction, the leading-order nonlin-
ear effects owing to the modulations happen to cancel out. The propagation of an
isolated finite-amplitude internal wave beam in a Boussinesq fluid is thus controlled
predominantly by dispersive, viscous and possibly refraction effects brought about by
variations of the Brunt-Viisdld frequency and the presence of a background mean
flow.
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Here we consider interactions of two plane-wave beams propagating along different
directions. In this instance, unlike the case of an isolated wave beam, nonlinear effects
turn out to be particularly important.
The original motivation for the present work came from recent numerical sim-
ulations of stratified oscillatory flow over topography in a channel of finite depth
(Lamb 2004). Bell (1975) studied the analogous infinite-depth problem, when no
upper boundary is present, and noted that the linear response comprises a finite
number of time-harmonic wave beams radiating outwards from the topography with
frequencies equal to that of the background flow and its higher harmonics below the
Brunt-Vdissld frequency. In finite-depth flow, as seen in Lamb (2004), these beams
reflect from the upper boundary and subsequently interact with the flow field in a
manner which brings out the significance of nonlinear effects.
As an illustration of the simulations of Lamb (2004), figure 3-1 shows a snapshot
of the generated disturbance after 12 oscillation periods of the background flow. As
expected, wave beams with the frequency of the background flow and its second har-
monic are clearly visible over the topography and by this time have reflected from
the upper wall. Note, however, that nonlinear effects play an important part in the
course of these reflections: apart from a reflected wave beam with the same frequency
as the incident wave beam in accordance with the linear theory, the numerical sim-
ulations reveal a secondary reflected beam having twice the incident frequency and
propagating closer to the vertical, consistent with the dispersion relation (3.1).
Moreover, according to figure 3-1, collisions of wave beams exhibit interesting
properties owing to nonlinear effects. Unlike linear wave beams which can be super-
posed and, hence, emerge intact from collisions, the numerical simulations suggest
that collisions of two nonlinear beams give rise to additional beams of frequencies
equal to the sum and difference of the frequencies of the colliding beams. While the
collisions seen in figure 3-1 involve beams with the background-flow frequency and its
second harmonic, it is anticipated that, in general, collisions among nonlinear beams
of different frequencies feature analogous properties.
Using small-amplitude expansions, here we present an analytical treatment of
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Figure 3-1: Contour plot of the horizontal velocity field generated by an oscillat-
ing tidal flow over a two-dimensional ridge after 12 tidal periods (Lamb 2004). The
background stratification used had constant buoyancy frequency N = 10-3rad sec-1
and the Coriolis frequency was f = 0.5 x 10 4 rad sec-1. A reflection of a primary-
harmonic beam (tidal frequency) from the upper boundary and a collision of primary-
and second-harmonic beams are highlighted by arrows. Dashed arrows indicate sec-
ondary beams generated by nonlinear interactions.
nonlinear effects in reflecting and colliding wave beams. Rather than reflections from
a horizontal wall, we discuss the more general problem of a wave beam reflecting from
a sloping wall. The linear solution is analogous to that given in Phillips (1966, §5.5)
for the reflection of a plane wave and features a single reflected beam having the same
frequency as the incident beam; the two beams are found either on the same side or
on opposite sides to the vertical, respectively, when the angle of incidence, measured
from the horizontal, is smaller or greater than the wall inclination.
Thorpe (1987) obtained nonlinear corrections to the linear solution for the reflec-
tion of a plane wave from a sloping wall and identified certain resonances near which
nonlinear effects are more pronounced. In the case of a reflecting wave beam of finite
cross section, however, nonlinear effects manifest themselves in a different way, as
nonlinear interactions here are confined solely to the vicinity of the wall where the
incident and reflected beams of the linear solution meet.
At higher orders, this region acts as a source of a mean flow and oscillatory dis-
turbances with frequencies equal to the higher harmonics of the incident frequency.
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While the induced mean flow turns out to remain always locally confined, the higher-
harmonic disturbances radiate in the far field, forming additional reflected beams,
for all harmonics below the Brunt-Viisild frequency. To determine the direction of
propagation and the profile of each of these reflected beams, we invoke a radiation
condition which ensures that the response is causal. In certain flow geometries, in
particular, we find that higher-order reflected beams propagate on the opposite side
to the vertical than the primary reflected beam. We remark that, in their numer-
ical simulations of wave-beam reflection from a sloping boundary, Javam, Imberger
& Armfield (1999) noted the presence of higher harmonics, owing to nonlinear inter-
actions, in the overlap region of the incident and reflected beams; however, all the
higher-harmonic frequencies happened to be greater than the buoyancy frequency,
precluding radiation of additional beams.
Following a similar perturbation approach, we also demonstrate that, when two
wave beams of different frequencies collide, nonlinear interactions in the region where
the two beams overlap give rise to higher-order disturbances with frequencies equal
to sums and differences of the two primary harmonics. These disturbances radiate
outwards from the interaction region, forming secondary beams, if the correspond-
ing frequency is less than the Brunt-Viisald frequency. Laboratory experiments
(Chashechkin & Neklyudov 1990; Teoh, Ivey & Imberger 1997) and numerical simu-
lations (Javam, Imberger & Armfield 2000) confirm that nonlinear interactions excite
combinations of the two primary harmonics within the collision region; little attention
has been paid in prior work, however, to the resulting radiation of secondary beams
when some of the excited frequencies are below the buoyancy frequency.
In problems of weakly nonlinear wave interactions, nonlinear effects are usually
most pronounced under conditions for which the interaction occurs over long distance
and time, this being the case when the waves travel in almost the same direction and
with nearly equal speed. In the case of interacting wave beams, however, it appears
that the opposite is true: as pointed out in chapter 2 (see also Tabaei & Akylas 2003),
nonlinear effects in the interaction of wave beams propagating along nearly coincident
directions turn out to be relatively insignificant. On the other hand, as demonstrated
49
below, nonlinear interactions of beams propagating along different directions can have
quite dramatic effects.
3.2 Preliminaries
We shall consider interactions among plane internal gravity-wave beams in the sim-
plest case of inviscid, incompressible, uniformly stratified Boussinesq flow. Under
these flow conditions, employing the same scalings as those of chapter 2, the govern-
ing equations, in dimensionless form, are
V - u = 0, (3.2)
pt + u - Vp - v = 0, (3.3)
ut+u-Vu= -Vp-pj, (3.4)
where u = (u, v) is the velocity field, p and p are the reduced pressure and density,
respectively, and j is a unit vector pointing upwards along the vertical (y-) direction.
The Brunt-Viisdld frequency is constant under the assumptions made here and has
been normalized to unity.
Introducing a streamfunction 0, such that u = Oy and v = -0), the incompress-
ibility condition (3.2) is automatically satisfied; the mass-conservation equation (3.3)
and the momentum equation (3.4), after eliminating the pressure p, then take the
form
pt + + J(p, @)=0, (3.5)
72 _ Px + J(72 , g)= 0, (3.6)
where J(a, b) = ax by - ay bx stands for the Jacobian.
An interesting feature of internal gravity waves, that stems from the anisotropic
nature of this type of wave motion, is that the frequency w of a sinusoidal plane
wave depends only on the orientation of the wavenumber vector k = k(sin0, cos0)
but not its magnitude, as indicated by the dispersion relation (3.1) which takes the
50
dimensionless form
w2 = sin 2o. (3.7)
As explained in chapter 2, this property makes it possible to construct, via su-
perposition of sinusoidal plane waves with wavenumbers inclined at the same angle
O to the vertical, general plane-wave disturbances of frequency w, in the form of
beams, that are uniform along x = cos 0 - y sin 0 and have a general profile along
=x sin 0 + y cos 0:
= Q(n) e--w + c.c., (3.8)
(p, p) = (-i Qn, i cosO Q) ew + c.c., (3.9)
where Q(rj) is a complex amplitude and c.c. denotes the complex conjugate. Moreover,
as the velocity u is in the i-direction along which no variations are present, this class
of disturbances satisfies the full nonlinear equations of motion as well.
As is well known, in the solution of steady-wave problems, it is necessary to impose
suitable radiation conditions, ensuring that the solution is causal. In the present
setting, in particular, all beams resulting from the reflection of a wave beam incident
on a wall and from the collision of two beams must be such that they transport energy
outwards from the region of interaction.
In general, the direction of energy propagation is along the group velocity c, = Vk w
which, according to the dispersion relation (3.7), here turns out to be orthogonal to
the phase velocity c = (w/k 2 ) k; furthermore, it is easy to check that cg and c have
opposite vertical components. Four possible configurations of cg and c thus arise,
as shown in figure 3-2 for plane-wave disturbances radiating outwards from a region
centred at the origin (see, for example, Lighthill 1978).
In view of the need to satisfy a radiation condition, it is also important to note
that, while (3.8) and (3.9) describe plane-wave beams for any choice of the amplitude
Q(71), uni-directional beams, in which energy propagates in one direction, involve
plane waves with wavenumbers of the same sign only. For example, according to
figure 3-2, for w > 0 and k = k(sin 0, cos 0) with 0 < 0 < ir/2, taking Q(7) to be a
51
Cg Y Cg
C yC
C>,
c 
c
Cg C9
Figure 3-2: Four possible configurations of the group velocity c. and phase velocity c
of plane waves, with wavenumber vector inclined at an angle 0 to the vertical, obeying
the dispersion relation (3.7).
superposition of plane waves with k > 0,
Q(r) = f A(k) eikoldk, (3.10)
where A(k) denotes the Fourier transform of 4(r7, t = 0), yields a wave beam in which
energy propagates along the positive i-direction. On the other hand, if Q(rI) involves
negative wavenumbers (k < 0),
J 0
= J A(k) eikodk, (3.11)
energy propagates in the negative i-direction. This makes it clear that the wave
beams considered by Kistovich & Chashechkin (1991) in their study of nonlinear
wave-beam interactions, are not uni-directional.
An expression for the energy flux associated with a time-harmonic wave beam
can be obtained as follows. Multiplying the horizontal component of the momentum
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equation (3.4) with u, the vertical component with v and the mass equation (3.3)
with p, and then adding these equations, making use of (3.2), yields the conservation
law
(U2 + v2 + P 2)+V. U2+v2+p2)u +V. (pu) = 0 (3.12)
for the sum of kinetic and potential energy. Focusing now on a time-harmonic wave
beam of the form (3.8) and (3.9) and averaging over a time period, the average energy
flux associated with such a disturbance is given by
1 r2ir/wI 2r~wpu dt-(27r/w) o '
hence, integrating across the beam, the average energy flow rate in a beam of finite
cross section is
= i cos J (Q*Q, - Q Q*), d = 2i cos 0 Q*Q, dTI, (3.13)
where * denotes complex conjugate. Note that the integrals above are imaginary so
the expression for F is real.
According to (3.13), the energy flow rate in a beam inclined at an angle 0 to
the horizontal is proportional to cos 0, as is the group velocity which controls energy
propagation. Furthermore, note that F = 0 when the beam amplitude profile Q(J)
happens to be real; this is to be expected, as Q(7) then is a superposition of (3.10)
and (3.11) so equal amounts of energy propagate in the positive and the negative
i-directions, resulting in a standing wave confined in the q-direction.
We shall employ expression (3.13) for the average energy flow rate in a beam when
we discuss in §3.4 how the energy of a beam incident on a sloping wall is partitioned
among the reflected beams. In addition, conservation of energy will be used to check
our computations of reflections and collisions of weakly nonlinear beams in §3.6.
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Figure 3-3: Incident and reflected wave beams from a slope of inclination a, according
to linear theory; subscripts i and r denote incident and reflected beam, respectively.
These beams comprise plane waves with group (cg) and phase (c) velocities obeying
the radiation conditions shown in figure 3-2. The reflected beam is found upslope
when the angle of incidence 6 > a (as is the case shown here) and downslope when
6 < a.
3.3 Reflection from a uniform slope
Consider a plane-wave beam incident at an angle 6 to the horizontal on a slope of angle
a. According to the dispersion relation (3.7), the incident frequency is w = sin 0. We
wish to determine the steady-state reflected wave field taking into account weakly
nonlinear effects. To this end, we shall use expansions in terms of an amplitude
parameter, c << 1. In the following, it will be assumed that 0 < 0 < 7r/2; details for
other angles of incidence can be worked out in a similar fashion.
It is convenient to rotate axes so that x is along and y is normal to the slope (see
figure 3-3). In the new coordinate system, the governing equations (3.5) and (3.6)
are slightly more complicated:
Pt + cosa 4' - sina'OY + J(p, V) = 0, (3.14)
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V 20t - COsa Px + Sina py + J(V2V), )) = 0; (3.15)
however, the wall boundary condition, that the velocity component normal to the
slope must vanish, takes the simple form
l = 0 (y = 0) .(3.16)
The linear solution is analogous to that for a plane wave reflecting from a slope
(Phillips 1966, §5.5):
'= c Q(x, y) e-liW + c.c., (3.17a)
i~
p = (cosa Q, - sina Q,) e-' + c.c., (3.17b)
where
Q = Qifc + Qrefl, (3.18)
Qinc(X) - dl A(l) exp i l (x + y cot(6 + a) (3.19a)
being the amplitude profile of the incoming beam and
Qrefl (X _ -fj dl A(l) exp il x - y cot(O - a)) (3.19b)
the amplitude profile of the reflected beam. Clearly, the sum Qinc + Qrefl satisfies the
boundary condition (3.16).
The incoming wave beam in (3.19a) involves plane waves with positive horizontal
and vertical wavenumber components so the group velocity is directed towards the
slope, as demanded by the radiation condition (see figure 3-2). The direction of the
reflected beam in (3.19b), on the other hand, depends on whether 9 > a or 0 < a; in
the former case, the reflected beam is found on the upslope side of the incident beam
while in the latter case it is found on the downslope side. In either case, however,
the wavenumber direction is such that the reflected energy flux propagates outwards
from the slope, consistent with the radiation condition.
In the special case 0 = a, the reflected beam (3.19b) is singular. A similar
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singularity arises in the reflection of a periodic wave, and Dauxois & Young (1999)
discuss how the singular behavior near this critical angle can be healed by taking into
account nonlinear, transient and viscous effects. In this chapter, we assume that 0 is
not close to a, leaving the discussion of near-critical reflection of wave beams to the
next chapter.
To study the reflection of a weakly nonlinear beam, V) and p are expanded as
follows:
= { Q(x, y) e-iwt + c.c.} + C2 {Qo(x, y) + (Q2(x, y) e- 2 iwt + c.c.
+E 3 (Q3(x, y) e 3iwt + c.c.) + (Qi(x, y) e-" + c.c.) + ... , (3.20)
p = E R(x, y) e-'t + c.c. + E2 {Ro(x, y) + (R 2 (x, y) e 2wt + c.c.
+6 3 (R 3 (x, y) e 3 iwt + c.c.) + (Ri(x, y) e-'t + c.c.) +... , (3.21)
the leading-order terms corresponding to the linear solution (3.17).
As usual in problems of wave interactions, the above expansions anticipate that
nonlinear corrections to the reflected wave field introduce higher harmonics and a
mean term. As already remarked, however, here the incident wave beam and the
leading-order reflected beam happen to be nonlinear solutions so nonlinear inter-
actions are confined solely in the vicinity of the slope where these beams overlap.
This interaction region acts as a source of mean (Qo and RO) and higher-harmonic
(Qe-iw"t + c.c. and Rne-iw"t + c.c., n > 2) disturbances, and, depending on the flow
geometry, the latter may radiate into the far field as secondary reflected beams along
specific directions.
We begin by calculating the 0(E2) induced mean flow. Substituting expansions
(3.20) and (3.21) in the governing equations (3.14) and (3.15), collecting Q(E2) mean
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terms and making use of the linear solution (3.17), it is found that
Qo = J(Q, Q*), (3.22a)
sin 0
Ro = . 2 0  cosa J(Q, Q*) - sina J(Qy, Q*) + C.C.. (3.22b)
As J(Q, Q*) is imaginary, Qo in (3.22a) is real. Note also that, since the linear
solution (3.17) satisfies the boundary condition (3.16) on the slope, Qo automatically
does so: Qo. = 0 on y = 0. Moreover, according to (3.22), the induced mean flow
remains confined to the region where the incident and reflected beams overlap; away
from this interaction region, the Jacobians in (3.22) vanish in view of the fact that
the incident and the reflected beams satisfy the full nonlinear governing equations. It
should be noted that Qo and Ro are not singular when sin 9 = 0, which corresponds
to horizontal incident and reflected beams, because Q vanishes in this case according
to (3.18)-(3.19).
Next, we turn to the 0(E2 ) second-harmonic and the O(E3) third-harmonic terms,
as well as the O(E3) primary-harmonic corrections, in (3.20) and (3.21). Upon substi-
tuting these expansions in (3.14) and (3.15) and collecting terms of equal harmonics,
it is found that the amplitudes Q,(x, y) (n = 1, 2, 3) satisfy forced equations of the
form
(n2 sin 2 0 - cos 2 a) Qnxx + (n 2 sin 2 6 - sin 2 a) Qny, + sin 2a Qny = fn(x, y), (3.23a)
subject to the wall boundary condition
Qnx = 0 (y = 0); (3.23b)
moreover,
Rn(x,y) = - (cos a Qnx - sin a Qny) + hn(x,y) (n = 1, 2, 3). (3.24)
n sin G
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Explicit expressions for the forcing terms f, and h, in (3.23a) and (3.24) are given in
Appendix B. Note that these terms are locally confined, as they derive from nonlinear
interactions among the incident and reflected beams as well as the induced mean flow.
In addition, the solutions of the forced boundary-value problems (3.23) satisfy
suitable conditions at infinity (y -+ oo), namely the far-field response is either evanes-
cent or radiates outwards from the slope. More specifically, according to the disper-
sion relation (3.7), the higher-harmonic corrections can radiate if the corresponding
frequency is less than the Brunt-Vdisdld frequency, nw < 1; this in turn places a
restriction on the angle of incidence 0 for radiation to be possible:
1
sin -< (n > 2); (3.25)
n
otherwise, the higher-harmonic response is evanescent. On the other hand, the cor-
rection to the primary harmonic (n = 1) can always radiate.
We now proceed to solve the forced problem (3.23) for the correction to the pri-
mary harmonic (n = 1) and for the second- and third-harmonic responses (n = 2,3)
in the case that (3.25) is met so the radiation condition is appropriate far from the
sloping wall.
3.3.1 Radiating higher harmonics and correction to the pri-
mary
Assuming that (3.25) is satisfied for n = 2, 3, it is convenient to introduce the notation
y, = sin-'(n sin 0) (n = 1, 2,3), (3.26)
-Y being the angle of incidence 0.
Returning then to the forced equation (3.23a), taking the Fourier transform with
respect to x
Q.(x,y) J Q(l; y) e' x dl,
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and solving the resulting differential equation along y by variation of parameters,
Q.(l; y) (n = 1, 2, 3) can be expressed as
Qn(l; y) = An (l) exp ily cot y + a) + Bn(l) exp -ily cot(7 - -C)
+ exp ily cot y +a) 0 exp -ily' cot y + a) j.(1, y') dy'
1 sin 27n f
- exp -ily cot(7n - a) j exp ily' cot(y7 - a) jn(i, y') dy']. (3.27)
The last term in (3.27) accounts for the presence of the forcing fn(x, y) and is
evanescent as y -* oo. The first two terms, on the other hand, correspond to free
propagating waves, and the undetermined coefficients An(l) and Bn(l) are found by
imposing the wall boundary condition (3.23b) and the radiation condition noted ear-
lier.
Specifically, for 1 > 0, upon comparison of the two propagating-wave terms in
(3.27) against the linear incident and reflected wave beams (3.19a) and (3.19b), re-
spectively, it is clear that only the second term in (3.27) represents a wave radiating
outwards. Hence,
An (1) = 0 (1 > 0) (3.28a)
and, in view of the wall boundary condition (3.23b),
Bn(l) = -sin 2yn I dy' fn(l, y') [exp -ily' cot(y- + C)
- exp ily' cot(ya - a)}. (3.28b)
On the other hand, for 1 < 0, since changing the sign of the wavenumber of a
plane wave reverses the direction of the group velocity (see figure 3-2), only the first
term in (3.27) obeys the radiation condition. Hence,
Bn(l) = 0 (1 < 0) (3.29a)
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and, from (3.10b),
An(l) = - dy' f-(i, y') exp -ily' cot(yn + a)
1 sin 2/n fo fn
- exp ily' cot(-yn - a)}. (3.29b)
Now, as the linear solution (3.18)-(3.19) involves plane waves with 1 > 0 only, it
is straightforward to show from expressions (B.2) and (B.3), that the same is true for
the second- and third-harmonic forcing terms f2 and f3: f 2 (1; y) = f3(1; y) = 0 for
1 <0. Therefore, combining (3.27) with (3.28), the radiating portions Qref(x, y) of the
second and third harmonics (n = 2, 3) take the form of wave beams that propagate
in the far field:
Q( = dl B(l) exp i x - Y cot(yn - a)) (y -- 00),
(3.30)
where Bn(l) is given by (3.28b).
Expression (3.30) for the higher-harmonic reflected beams is entirely analogous
to (3.19b) for the linear reflected wave beam and can be interpreted along similar
lines: the reflected beam of frequency nw (= 2,3) propagates at the angle 'y, to the
horizontal, deduced from the dispersion relation according to (3.26), and it is found
upslope or downslope depending on whether yn > a or -yn < a, respectively. Since
the angle of incidence 0 < yn, it is thus possible for higher-harmonic reflected beams
to be found on the opposite side to the vertical than the linear reflected beam. Figure
3-4, in particular, illustrates the various configurations that arise as the slope angle
a is varied when the angle of incidence is in the range sin-1(1/3) <0< sin-1 (1/2) so
only the second harmonic (n = 2) can radiate according to (3.25).
It is clear from (3.30) that Qn(x, y) is singular when -yn = a so the corresponding
higher-harmonic beam is reflected along the slope. This singularity is entirely anal-
ogous to the one noted earlier for the primary reflected beam (3.19b) when 0 = a.
Also, according to (3.28b) and (3.29b), singular behaviour is expected when y, = 7r/2
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Figure 3-4: Different configurations of incident beam and reflected primary- and
second-harmonic beams for a fixed angle of incidence 0 and various values of the wall
inclination a: (a) 0 > a, y2 > a; (b) 0 < a, 72 > a; and (c) 0 < a, 72 < a. c, and
c are group and phase velocities, respectively; subscripts i, r and 2 denote incident,
reflected primary-harmonic and reflected second-harmonic beams, respectively. Y2 =
sin- 1 (2 sin 0) denotes the angle of reflection of the second harmonic relative to the
horizontal.
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so the reflected beam propagates vertically. In this instance, a resonance phenomenon
occurs owing to the vanishing of the group velocity and no steady state is reached in
the absence of viscous effects (Tabaei & Akylas 2003).
Turning next to the primary-harmonic correction, unlike the second and third
harmonics, the forcing term fi(x, y) in equation (3.23a) for Qi(x, y) involves plane
waves with both 1 > 0 and 1 < 0 owing to the presence of terms like J(R*, Q2) in
expression (B.1). Accordingly, the correction to the primary harmonic impacts both
the incident and the reflected primary-harmonic beams. Specifically, from (3.27)-
(3.29), recalling that 'yi = 0, the radiating portion of Q, in the far field may be
written as
Qi(x, y) ~ Qic + -+ 00), (3.31)
where
Qifc(xy) dlA 1 (l)exp il x+ycot(O+a) (3.32a)
and
Q1 e(Xy) = dlB1(l)exp il x - y cot(O - a)), (3.32b)
with A1 (l) and B1 (l) given by (3.29b) and (3.28b), respectively. Expression (3.31)
combined with (3.32) is similar to the linear solution (3.18)-(3.19): Qic provides a
correction to the incident beam and Qefl to the linear reflected beam. As required by
the radiation condition, both of these corrections radiate outwards from the sloping
wall. In the numerical examples discussed in §3.6, Qrefl turns out to be significantly
stronger than Qfl.
3.3.2 Evanescent higher harmonics
When the angle of incidence 0 does not satisfy condition (3.25), the harmonic nw is
above the Brunt-Vdissld frequency and no radiation is possible. The response then
remains locally confined and the radiation condition is replaced by
Qn(x, y) -+ 0 (y -* 00). (3.33)
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In this instance, with the notation w, = n sin 0, the general solution of the forced
equation (3.23a) for the Fourier transform Q2(l; y) reads
Qn (1; Y) = Cn(l) exp (ia + b)ly}
1 [r.
+ exp(ia -
2wnl w7 - 1 .L
- exp (ia +
+ Dn(l) exp (ia
b)ly}
b)ly
where
sin 2a
a 2(W2 
- sin 2 a) '
- b)ly
00
exp -(ia - b)ly'
j exp -(ia + b)ly'}
wn w - 1
b = n
Wn2 - sin 2 a
Since b > 0, condition (3.33) eliminates Cn(l) for 1 > 0 and Dn(1) for 1 < 0, in
the above solution. Moreover, as remarked earlier, f2(1; y) and f3(1; y) are non-zero
for 1 > 0 only; hence, Cn = 0 and imposing the wall boundary condition (3.23b),
determines Dn:
1-1 exp(-ialy') sinh(bly')
Wnl nn -1
(1 > 0). (3.35)
Finally, combining (3.35) with (3.34), after some manipulation, yields
1 [exp{
22l o
(ia - b)ly j exp{ -(ia + b)ly'} in(1, y') dy'
- fjexp{- (ia + b)(y' - y)l} fn(1, y') dy'
- J 0 exp (ia - b)(y - y')l} (1 > 0), (3.36a)
Q.(l;y) = 0 (I < 0). (3.36b)
Note that only exponentially decaying terms in y are present in expression (3.36a),
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fn (l, y') dy' , (3.34)
Dn(l) =
0"(l; y) =
fn (1, y') dy'I
j, (1, y') dy' I
in (I, y') dy' I
which makes it particularly suitable for computing Q,(l; y). Having determined
Q,(l; y), the response amplitude Q,(x, y) is readily found by inverting the Fourier
transform:
00Q. (X, y) = j0 Q,,(1; y) e'lx dl. (3.37)
3.4 Energy partition
As noted in §3.2, in general, there is non-zero energy flux in the direction of propa-
gation of a wave beam. Accordingly, in the reflection of a wave beam from a sloping
wall, it is of interest to ask how the incident energy flow rate is partitioned among
the reflected wave beams.
Based on the conservation law (3.12), the average energy flow rate entering a fixed
control volume is equal to the average energy flow rate leaving this volume. Hence,
in the problem at hand, considering a large control volume bounded by the sloping
wall (y = 0) and y = y,,, where y,. is taken to lie in the far field (y"> 1), the energy
flow rate in the incident beam must exactly balance the total energy flow rate in the
reflected wave beams. Moreover, as these beams are well separated in the far field, it
is legitimate to use expression (3.13), derived for a single uniform beam, in order to
compute the corresponding energy flow rates.
For the incident beam, in particular, the amplitude profile, correct to 0(c3), is
given by EQinc + 3Qinc, Qinc being the amplitude of the incident beam in (3.19a) and
QT1c the correction (3.32a) induced by nonlinear interactions. Making use of (3.13),
the average incoming energy flow rate, correct to Q(0), then can be expressed as
Tinc = 2i 2 cos { Qinc*Qincdn - E2 inc* inc - c.c. d77}.
However, from the fact that Qinc and QinC transport energy in opposite directions
- they comprise plane waves with opposite wavenumbers according to (3.19a) and
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(3.32a) - it follows that the 0(e4) integrals above vanish. Hence, correct to O(Ec),
iC = 2i02 cos 0 Qinc*Qncdq. (3.38)
Similarly, combining (3.13), (3.19b) and (3.32b), the outgoing energy flow rate,
correct to Q(04), for the reflected first-harmonic beam is found to be
el = -2ic 2 coso{J Qref*Qrefldn - C2 J e*Qef - c.c. )d}. (3.39)
Note that the Q(04) integrals in the above expression in general are non-zero since
Qrefl and Qrefl transport energy in the same direction.
Finally, if the second harmonic radiates, inserting (3.30) for n = 2 in (3.13), it is
found that the corresponding outgoing energy flow rate is
yrefl = -2iE 4 cosY 2  0 Qrefl* Qedfldl. (3.40)
Now, as remarked earlier, it follows from conservation of energy that the net
average energy flow rate entering and leaving a control volume must vanish. Hence,
combining (3.38)-(3.40),
finc + yfrefl + yrefl = 0. (3.41)
As expected, the O(E2) terms in (3.38) and (3.39) cancel out in view of the fact
that the linear solution (3.17)-(3.19) is consistent with energy conservation, thus
leaving only O(E4) terms in the energy balance equation (3.41):
2 cos6 J Qre * Qefl dx + i cos7 2 J Qefl*Qefl dx = 0, (3.42)
where &{.} stands for the imaginary part and with the understanding that the second
term is absent if the second harmonic happens to be evanescent. Also, it should be
noted that the cross-beam variable q used in (3.38)-(3.40) has been replaced by x in
(3.42) since the energy flow rate in a beam can be calculated by integrating along
any direction across the beam.
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Figure 3-5: Two uniform wave beams approaching each other at angles 0 and q5 to
the horizontal (0 < q$ < 0 < wr/2). Additional beams with frequency w0 - we1 (- -)
and w + w4 (----) are induced by quadratic nonlinear interactions in the collision
region of the two primary beams.
3.5 Colliding wave beams
We now turn to a discussion of nonlinear effects in collisions of wave beams. To
be specific, we shall take two beams approaching each other at angles 0 and q$ to
the horizontal and focus attention on the particular configuration 0 < . . < 0 < r/2
shown in figure 3-5. (Results for other configurations are summarized later in §3.5.1.)
According to the dispersion relation (3.7), the corresponding frequencies are wo = sin O
and w4, = sin q5 with cv0 > we1 > 0. Moreover, in the present setting, there is no need
to rotate axes so we revert to the original coordinates, x and y denoting the horizontal
and vertical direction, respectively, and place the origin within the interaction region
of the two beams (see figure 3-5).
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Following the same approach as before, assuming that the beams are weakly non-
linear, Q is expanded in terms of an amplitude parameter c < 1:
= ( Q (X, y) e-oet + c.c.) + (Qk(x, y) e-iwkt + c.c.)
+E 2 {(Q+4(x, y) e-gW+-)t + c.c.) + (Q"(x, y) e-i(w -w)t + c.c.)
+E3 (Q(x, y) e-iWt + c.c. + (Q(x, y) ekivt + c.c.
+E3 (Q20+4(x, y) e-i(2w6+w)t + c.c.) + (Q20-4(X, y) e-i(2w-w)t + c.c.
+ (Q+24(X, y) e-(u6+2w)t + c.c.) + (Qo-2(X, y) ei(wo-2w)t + c.c.) +- , (3.43)
with a similar expansion for p in which Q0, Q4, ... , QO-2 are replaced with R, R-,0 I
RO- 24 , respectively. The leading-order terms in these expansions,
QOM (X y) - AO( ) (1) exp il (X + y cot 0(0) ) }dl, (3.44a)
R0 (O) (X Y) - - QB(4), (3.44b)
Wo(4)
correspond to two uniform beams of the form (3.8) and (3.9) going through each other
without any interaction, in accordance with the linear theory. Both beams involve
plane waves with positive horizontal and vertical wavenumber components so that
the group velocities (see figure 3-2), and hence the beam directions, are consistent
with those in figure 3-5. As in (3.10), the spectral amplitudes A0 and AO are related
to the Fourier transform of the cross-sectional profile of each beam.
The higher-order terms in expansion (3.43) anticipate additional harmonics in-
volving sums and differences of the beam frequencies wo and wo, owing to nonlinear
interactions in the region where the two beams overlap. Based on previous experience,
those harmonics that are below the Brunt-Viisdld frequency are expected to result
in additional beams propagating outwards from this interaction region. On the other
hand, no mean, second and third harmonics of wo and wo are present in expansion
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(3.43) up to 0(0a), since each of the colliding beams is an exact nonlinear solution
and all self-interaction nonlinear terms vanish.
3.5.1 Q(62) response
Proceeding next to O(e2), upon substitution of (3.43) into the governing equations
(3.5) and (3.6), collecting terms involving the harmonics Q± = wo ± W', it is found
that the amplitudes Q± = QO++ satisfy forced equations of the form
Q2 Q* (1 _Q Q * *X y), (3.45)
where
+ -+ + WO Ws+ + J(Q O ), (3.46a)( Q 2 i J(1 Q )I
R+ -i_ + +wo Q )(
S=(Q Q -*) - 2 (Q *) +- 2 J(Q.x* Q (3.46b)
WOWO XW5X W2
Also the corresponding amplitudes R± = Ri in the expansion of the density
perturbation p, analogous to (3.43), are given by
i 1 1
-u ) tQhe - J(Q0 I Qrs) - Jr(Qa t a Qw) (3.47a)
a+l n WOQt hrWQ+s
= QX - 0  J(Q0O Q4"*) + (Q k* Q0). 34b
The forcing terms (3.46) are locally confined in the interaction region of the two
colliding beams. The far-field behaviour of Q± (x, y), on the other hand, hinges on
whether the harmonics Q± are below or above 1 (the normalized Brunt-VisdIki fre-
quency), the Q(c 2) response radiating additional wave beams when Q± < 1 or being
locally confined otherwise.
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Specifically, assuming that Q+ < 1, it is convenient to introduce
-+ = sin- 1 Q+, (3.48)
and upon taking the Fourier transform in x,
Q+(xy) f J (+(; y) exdl,
--00
equation (3.45) yields
sin 2 7+ +, + 12 cos 2 + =+(l; y). (3.49)
According to (3.44a), &(0)(l; y) = 0 for 1 < 0 so, from (3.46a), n+ (l; y) = 0 for
1 < 0 as well. In solving (3.49), therefore, we need only consider 1 > 0, in which case
(see figure 3-2) Q+(l; y) must obey the following radiation conditions
Q+(l; y) ~ exp{-Fily cot 7+} (y -* ±oo). (3.50)
The solution of equation (3.49) consistent with (3.50) is readily obtained by varia-
tion of parameters, and upon inverting the Fourier transform, the response amplitude
Q+(x, y) is found to be
Q+(x, y) = if dl exp il(x - y cot +)f 1 eily Cot 7+ dy'Jo~ )J-oo lsin 27+±
+i [00 dl exp il(x + y cot -Y+) J i1 Y e-"'t-+dy'. (3.51)
Jo ,y l sin 2-y+
Far from the interaction region of the colliding beams, the two terms in the above
expression describe uniform beams propagating in x > 0 and inclined symmetrically
to the horizontal at the angle -+ (see figure 3-5).
On the other hand, if Q+ > 1, equation (3.45) is elliptic and does not support
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wave propagation. The radiation conditions (3.50) are then replaced with
I{ ( 2 _ 1)1/2Q'( y+ xpTl + Q (y -+ to0), (3.52)
and, following the same solution procedure as before, it is straightforward to deter-
mine the response amplitude Q+(x, y) which now remains locally confined.
Turning next to Q- (x, y), the corresponding frequency is in the range 0 < Q_ < 1
so, according to the dispersion relation (3.7), this harmonic is expected to radiate
wave beams inclined at the angle
y_ = sin- 1 Q_ (3.53)
relative to the horizontal. Solving then the
Fourier transform in x,
forced equation (3.45) by taking the
sin 2Y - + 12 cos 2 y- = -(l; y), (3.54)
we remark that both 1 > 0 and 1 < 0 make a contribution, since R- (x, y) in (3.46b)
involves QO(W) and QO()* so - (l; y) is not zero for 1 < 0. Moreover, from figure 3-2,
we infer that Q- (1; y) must adhere to the following radiation conditions
Q (l; y) ~ exp Till Ycot'Y} (y -* ±oo).
As before, the solution of equation (3.54) subject to these far-field conditions is
found by variation of parameters and, upon inverting the Fourier transform,
Q-(x, y) = i dl exp il (x - y cot Y Y _)( '). eily'cot - dy'o I-oo l sin 2y-
-i [0 dl exp il(x + y cot y_ ) fY Y) e-ily Cot -dy/
-o J i-oo l sin 2-_
-i dl exp Iil(x - y cot -y ) ' eily Cot y- dy
-00 J Jy l sin 2'_
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(3.55)
+i dl exp il(x + ycot '-) J_ ') e-1'cot" -dy'. (3.56)Jo y 1 sin 2y_
Far from the interaction region, the response (3.56) comprises four wave beams
propagating outwards along the directions -y_ to the horizontal (see figure 3-5).
This wave geometry is akin to the classical wave pattern, also known as "St Andrew's
Cross", that is generated by a time-harmonic source, such as an oscillating cylinder,
in a uniformly stratified Boussinesq fluid (Lighthill 1978, §4.4). Here, however, the
four arms of the cross are not equally strong since the interaction region of the two
beams, which acts as the source, is not symmetric in general.
Based on (3.51) and (3.56), we conclude that quadratic nonlinear interactions in
collisions of two wave beams with frequencies wo > wo > 0 (see figure 3-5) can induce
up to six additional beams: four beams with frequency Q_ =w - we forming a St
Andrew's Cross, and possibly two beams with frequency Q+ = wo + w4 if Q+ < 1.
The secondary beams resulting from quadratic interactions in other configurations
of colliding beams can be obtained along similar lines, and the results are summarized
in figures 3-6-3-7 and in table 3.1. Note that the singular behaviour suggested by the
presence of Q± in the denominator of expression (3.47a,b) for R* is only apparent.
When the two colliding beams approach each other at the same angle to the horizontal
so Qa=0 (wo =-Fo), Q± (x, y) corresponds to a mean-flow component that is readily
found from (3.45) and remains locally confined; moreover, R± is not singular because
it turns out that the numerator of (3.47a,b) vanishes as well when Q± =0.
3.5.2 O(63) Response
As anticipated in expansion (3.43), cubic nonlinear interactions give rise to O(es)
disturbances with frequencies wo and wo as well as additional harmonics. Specifically,
the corrections to the primary harmonics satisfy the forced problems
2~ 1(,) 1 - W 2 )) Q) = RM(3.57)
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Figure 3-6: Different configurations of colliding beams (-) approaching each other
at angles 0 and # to the horizontal, and secondary beams (-.-) with frequency IQ+ =
Iwo + w01 / 0 resulting from quadratic interactions. The angle # is in the range
0 < q < 7r/2 and 0 varies: (a) 0 < 0 < 7r/2; (b) -r/2 < 0 < 7r; (c) 7r < 0 < 37r/2 with
Q+ < 0; (d) 7r < 0 < 37r/2 with Q+ > 0; and (e) 37r/2 < 0 < 27r.
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Figure 3-7: Different configurations of colliding beams (-) approaching each other
at angles 0 and # to the horizontal, and secondary beams (- -) with frequency Q_ =
Iwo - w01 $ 0 resulting from quadratic interactions. The angle # is in the range
0 < # < 7r/2 and 0 varies: (a) 0 < 0 < 7r/2; (b) 7r/2 < 0 < 7r with Q- > 0; (c)
7r/2 < 0 < r with Q- < 0; (d) 7r < 0 < 37/2; and (e) 37r/2 < 0 < 27r.
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0
Angle of incidence 0
0 < 0 < 7r/2
(0 < wO < 1)
7r/2 < 0 <7r
(0 < wO < 1)
r < 0 < 37r/2
(-1 < wO < 0)
37r/2 < 0 < 27r
(-1 < wO < 0)
Number of induced beams
with frequency
Q+| -_ Iwo+ w41 $ 0
2 if Q+ < 1 (figure 3-6(a))
0 if Q+ > 1
4 if Q+ < 1 (figure 3-6(b))
0 if Q+ > 1
2 (figure 3-6(c) if Q+ < 0;
figure 3-6(d) if Q+ > 0)
4 (figure 3-6(e))
Number of induced beams
with frequency
IQ_ I= Iwo - W01 # 0
4 (figure 3-7(a))
2 (figure 3-7(b) if Q_ > 0;
figure 3-7(c) if Q_ < 0)
4 if IQ- < 1 (figure 3-7(d))
0 if I|_J > 1
2 if IQ-_ < 1 (figure 3-7(e))
0 if |QJ > 1
Table 3.1: Number of beams generated by quadratic nonlinear interactions for differ-
ent configurations of colliding beams approaching each other at angles 0 and # to the
horizontal, 0 < q < 7r/2 (0 < wo < 1).
with
R= {J(RO, Q-) + J(RO* Q+) + J(R-, Q4 ) + J(R+, Q*)
-iwO J(V2c, Q-) + J(V 2Q**, Q+) + J(V2Q-, Q) + J(V2Q+, Q*) } (3.58a)
R- J(RO, Q-*) + J(RO* Q+) + J(R-*, Q0) + J(R+, QO*
x
-iWO J(VQ2O, Q-*) + J(V2Q9O* Q+) + J(V2Q-*, Q9 ) + J(V2Q+, QO*) }
The procedure for solving these problems parallels that used for Q- in §3.5.1.
Taking the Fourier transform in x as before, the forcing terms (3.58) involve plane
waves with both positive and negative wavenumbers, and the response QOM (X, y)
takes the form of a full St Andrew's Cross with four arms, of not equal strength in
general, inclined at the angles ±6(0) to the horizontal. Consistent with the radiation
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(3.58b)
condition, all the beams radiate outwards from the interaction region; those, in par-
ticular, propagating along 0 and q$ slightly modify the energy flow rate in the primary
colliding beams and impact the energy-balance equation at O(E4 ). The rest of the
harmonics generated at 0(c3 ) have no bearing on energy balance correct to 0(C4 ).
(The forced problems satisfied by these harmonics are summarized in Appendix C.)
3.6 Numerical results
Based on the preceding analysis, the region where two internal wave beams meet, ow-
ing to nonlinear interactions there, acts as a localized source of additional harmonics
that may propagate as secondary beams in the far field. Invoking the appropriate
radiation condition, we determined the various steady-state patterns of wave beams,
correct to third order in the amplitude parameter E, that arise in the reflection of a
beam from a uniform slope and in oblique collisions of two beams. In general, the
new beams appearing at each order of the perturbation expansion, are not equally
prominent; the profiles of the primary beams, the flow geometry and the nonlinear
parameter E are three factors that play an important part in determining the strength
of each of these higher-order beams, and hence the overall appearance of the response.
Here, we illustrate the predictions of the perturbation analysis by computing the
induced weakly nonlinear wave patterns, correct to 0( 3 ), for a few specific examples
of reflections and collisions of uniform beams. In these calculations, the incident
primary beams are assumed to have a Gaussian profile, such that
(7, t = 0) = E exp(-2r2 ) (3.59)
for each beam, r7 being the cross-beam coordinate. The amplitude parameter E was
set to E = 0.02 for the beam reflections in §3.6.1 and E = 0.05 for the beam collisions
in §3.6.2.
We also present one example of beam reflection obtained from unsteady numerical
simulations of the full equations of motion. These results confirm the validity of the
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radiation condition used in the steady-state analysis.
3.6.1 Reflection from a slope
Figure 3-8(a-d) displays contour plots of the streamfunction 0 at t = 10, computed
from (3.20) correct to O(E3), for four cases of reflection of a wave beam from a slope.
In figure 3-8(a-c), the angle of incidence 9 = 250 is fixed; since sin 1 (1/3) < 0 <
sin- 1(1/2), only the second harmonic can radiate for this choice of 0, and the three
values of the wall inclination a = 150, 350 and 650 in figure 3-8(a-c) correspond
to the configurations shown in figure 3-4(a-c), respectively. Figure 3-8(d), on the
other hand, illustrates a case when the angle of incidence (0 = 150) is in the range
sin-(1/4) < 6 < sin-(1/3) so both the second and third harmonics can radiate. To
gain further quantitative insight, figure 3-9(a-d) shows cross-sections of the plots in
figure 3-8(a-d) at a fixed distance from the wall.
The amplitudes of the various harmonics in expansion (3.20) were calculated from
(3.22a), (3.27), (3.28), (3.36) and (3.37), using the fast Fourier transform to compute
Fourier transforms and the trapezoidal rule for evaluating integrals. To ensure no
reflection from the boundaries, a sufficiently large domain in the x-direction along
the slope was employed. In validating the numerical procedure, the energy-balance
equation (3.42) was used as a check. Moreover, doubling the spatial resolution had
no appreciable effect on the results.
In the steady-state response discussed in §3.3, the direction of each of the reflected
beams relative to the incident beam was determined by invoking the radiation con-
dition, ensuring that the reflected energy propagates outwards from the slope. As a
result, under certain flow conditions, some of the reflected beams can be found on
the opposite side to the vertical than the rest of their counterparts; for example, the
reflected second-harmonic beam in figure 3-8(b) and the reflected second- and third-
harmonic beams in figure 3-8(d) propagate upslope, while the primary-harmonic beam
is reflected downslope in both these instances.
As an independent check of this interesting application of the radiation condition,
adapting the numerical code used in Lamb (1994), we ran an unsteady simulation
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Figure 3-8: Contour plots of the streamfunction V) at t = 10 for different configurations
of reflection of an incident wave beam from a slope: (a) slope inclination a = 150; (b)
a = 350; (c) a = 650; (d) a = 250. (a)-(c) Angle of incidence 0 = 250, sin 1 (1/3) <
0 < sin-1(1/2) so only the second harmonic can radiate, corresponding to the three
configurations shown in figure 3-4; (d) 0 = 150, sin 1 (1/4) < 0 < sin-1(1/3) so the
third harmonic can radiate as well. PH, SH, and TH stand for the primary, second
and third harmonic, respectively. Dashed lines (--) indicate the cross-sections of
these plots shown in figure 3-9(a-d).
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Figure 3-9: Streamfunction 4' at t = 10 along the cross-sections indicated by dashed
lines in figure 3-8(a-d).
harmonic, respectively.
PH, SH, and TH stand for the primary, second and third
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Figure 3-10: A snapshot of the horizontal velocity field from an unsteady simulation
mimicking the steady-state response shown in figure 3-8(b) for a beam propagating
at 6 = 250 to the horizontal and reflecting from a slope of inclination a = 350.
mimicking the steady-state response shown in figure 3-8(b) for a beam propagating
at 0 = 250 to the horizontal and reflecting from a slope of inclination a = 350. The
numerical model solves the two-dimensional, inviscid, nonlinear equations of motion
under the Boussinesq approximation. The incident wave beam was generated via
a localized (in the form of a Gaussian) oscillatory forcing in the vertical direction
that was turned on impulsively. A snapshot from this simulation after 20 oscillation
periods of the forcing is shown in figure 3-10. While no quantitative comparison
against the steady-state theory will be attempted here, a reflected second-harmonic
beam propagating upslope is clearly seen in figure 3-10, and the reflected primary-
harmonic beam is found on the downslope side of the incident beam, in accordance
with the steady-state theory. There is also evidence from our laboratory experiments,
which will be discussed in chapter 5, that the second-harmonic beam propagates
upslope in this flow geometry.
Returning to figure 3-9(a-c), we remark that the reflected second-harmonic beam
in 3-9(c), where the wall is closer to the vertical, is quite weak. To gain a more
systematic understanding of the dependence of the reflected second-harmonic beam
on the flow geometry, we investigated the behaviour of 2jef/inc, the ratio of the
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energy flow rate in the second-harmonic beam to the energy flow rate in the incident
beam, when the angle of incidence 9 and the wall inclination a are varied. According
to (3.38) and (3.40), this ratio can be expressed as
.Fi2 1 = 2 1, (3.60a)
where
_ cos 7 2 fj Qe* efl dx
cos f 0 Qinc*Qinc dx '
being independent of c, controls the dependence on the flow geometry.
Figure 3-11(a) shows plots of F 21 as a function of the wall inclination a for certain
values of the angle of incidence 9, and figure 3-11(b) shows how F2 1 varies as a
function of 9 for fixed values of a. For a fixed value of 9, it is clear from figure 3-11(a)
that the reflected second harmonic is relatively strong as long as a does not exceed
significantly the critical angle (a = 9); as expected, F21 is singular when a = 9 but,
quite remarkably, drops off rapidly as a is increased past this critical value. This
explains the fact that the reflected second harmonic in figure 3-9(c) is so weak, given
that 9 = 250 and a = 650 in this case. On the other hand, as 0 is varied for fixed
a, F2 1 features an infinite peak at 0 = a only if a < sin- 1 (1/2), and, as shown in
figure 3-11(b), the reflected second harmonic is most appreciable when 9 is close to
this peak. The maximum value of 9 for which the second harmonic can radiate is
sin- 1(1/2) = 300.
3.6.2 Colliding wave beams
Following the same procedure as in §3.6.1, here we compute steady-state wave pat-
terns of colliding wave beams on the basis of expansion (3.43), correct to O(e3 ), for
two specific configurations: a beam propagating at 0 = -250 to the horizontal that
collides obliquely with its second harmonic, a situation somewhat analogous to the
collision highlighted in figure 3-1; and a more general collision involving a beam prop-
agating at 0 = -150 and another propagating at # = 400 to the horizontal. Again,
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Figure 3-11: Plots of F 21 , where c2Y2 1 is the ratio of the energy flow rate in the second-
harmonic beam to the energy flow rate in the incident beam: (a) wall inclination a
varies for three fixed values of angle of incidence 0; 0 = 100 (--), 0 = 150 (-),
and 0 = 250 (-.-); (b) angle of incidence 0 varies for fixed values of wall inclination
a = 150 ( -) and a = 350 ()
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energy balance, correct to 0(c4), within a large control volume enclosing the collision
region has been used to verify the numerical results.
Figure 3-12 shows contour plots of the streamfunction 4' at t = 10, correct to
0(03 ), for these two collisions, and cross-sections of these plots along the dashed lines
marked in figure 3-12 are illustrated in figure 3-13. In the first case, figure 3-12(a)
shows an additional beam with frequency w0 emerging from the collision region along
a different direction than those of the two colliding beams. This is reminiscent of
the collision highlighted in figure 3-1, which involves beams with the background-
flow frequency and its second harmonic, but the resemblance is merely qualitative
given that the colliding beams in figure 3-1 have different profiles and quite lower
frequencies than those in figure 3-12(a).
The effect of nonlinear interactions is much more dramatic in the collision shown
in figure 3-12(b), where five additional beams are visible. It is worth noting that, for
the relatively small value of amplitude parameter c = 0.05 used here, certain O(c3 )
beams are surprisingly strong while out of four O(c2) beams with frequency wo + w4
that can possibly be generated in this configuration according to figure 3-6(e), only
one is strong enough to be visible in figure 3-12(b).
While no systematic study has been attempted here, the two examples of colli-
sions in figure 3-12 suggest that the strength of the various nonlinear interactions,
responsible for the generation of additional beams, depends in a serious way on the
geometry and the particular profile of the colliding beams.
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Chapter 4
Near-critical reflection of internal
wave beams
4.1 Introduction
In the study of reflection of two-dimensional weakly nonlinear internal plane-wave
beams from a uniform slope, in chapter 3, it was pointed out that a sigularity arises
when the angle of incidence becomes close to the slope inclination. A similar singu-
larity occurs in the reflection of internal plane waves from slopes when the reflected
wave propagates nearly parallel to the slope (see, for example, Thorpe 1987). Ac-
cording to the steady-state linear solution for a plane wave reflecting from a slope
(Phillips 1966, §5.5), when the angle of incidence is equal to the slope angle, the
wavenumber of the reflected wave is infinite and, as a result, the group velocity, be-
ing inversely proportional to the wavenumber, vanishes. This signals failure of the
steady-state assumption and necessity of introducing new time and length scales.
Using a matched asymptotic expansion, Douxois & Young (1999) examined the role
of nonlinearity, transience and dissipation in healing the singularity in near-critical
reflection of weakly nonlinear internal plane waves.
In this chapter, we adapt the matched asymptotic expansion of Douxois & Young
(1999) to investigate the near-critical reflection of internal plane-wave beams, in the
light of the theoretical analysis in chapter 3.
85
C
g2
C
2
gr
.-' X
/......................
Figure 4-1: Incident wave beam and reflected primary- and second-harmonic wave
beams for angle of incidence 6 close to the slope inclination a, 0 m a; subscripts i, r
and 2 denote incident, reflected primary- and second-harmonic beams, respectively.
Reflected primary-harmonic beam is a narrow beam propagating nearly along the
slope.
4.2 Formulation
We will consider weakly nonlinear internal wave disturbances in an inviscid, incom-
pressible, uniformly stratified Boussinesq fluid. In the ensuing analysis, we examine
the reflection of a two-dimensional plane internal wave beam of angle 0 to the hori-
zontal incident on a slope of angle a under the near-critical condition of 0 m a. The
frequency of the incident beam is w = sin 9 according to the dispersion relation (3.7).
We employ the same scalings as in chapter 2 and also rotate the coordinate system so
that x is along and y is normal to the slope (see figure 4-1). Recalling the governing
equations (3.14) and (3.15), in the rotated coordinate system, we have the following
pt + cosa ox - sina @y + J(p, ) = 0, (4.1)
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V 2 Vt - cosa p, + sina p. + J(V 2 V), 0) = 0; (4.2)
together with the boundary condition on the slope
O = 0 (y = 0). (4.3)
4.2.1 Near-critical condition (0 ~ a)
As pointed out in chapter 3, the reflected primary-harmonic beam is singular in the
critical case 0 = a. When 0 = a, the y-component of wavenumbers of the reflected
beam are infinite, according to (3.19b); as a result wavenumbers themselves become
infinite and the corresponding group velocity for each wavenumber, which is inversely
proportional to the wavenumber, vanishes. This indicates that in the case of 0 - a
small, the reflected primary-harmonic wave beam has much smaller width than that
of the incident wave beam (irefl gin) and evolves on a much slower time scale. Hence
the stationarity assumption in the previous analysis fails and we need to introduce
appropriate time and length scales.
To do so, we first define a measure of departure from the critical condition (0 = a)
0 = a + 0(12/3 . = (), (4.4)
E < 1 being the small amplitude parameter used before, as a measure of nonlinearity.
a > 0 (o < 0) corresponds to upslope (downslope) reflection; a = 0 being the critical
condition. Considering the linear solution discussed in chapter 3, in view of equations
(3.17)-(3.19), for 0 - a < 1, it follows that
1 rl/linc tan(9 + a) 1 (4.5a)Y Y tan( - a) 0 - a'
ef__cos 0 cos 0crefl 
~O 0 o - a7 (4.5b)C - re - linc sin(0 + a)/ sin(0 - a) '
1 _____ fwa 1
-pref = 1 dl I A(l) exp Ii (x - y cot(O - a)) e' + c.c. ~ ;
S sin(0 - a) eJ0.-a
(4.5c)
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which suggests the following choice of scaled variables for y-coordinate, time, and
density p, considering 0 - a - e2/3
Y - E- 2/ 3 y, (4.6)
T = e2/3t, (4.7)
r = 2/ 3 p. (4.8)
4.3 Near-critical reflection
Following the results in chapter 3, we anticipate generation of higher-harmonic beams
emanating from the interaction region of the primary-harmonic incoming and reflected
beams. Although the reflected primary-harmonic beam is a narrow beam propagating
nearly along the slope, that is not the case for the reflected higher-harmonic beams.
In the following, it will be assumed that sin- 1(1/3) < 0 < sin- 1(1/2) so only the
second harmonic can radiate.
We use a matched asymptotic expansion in which the disturbances far from the
slope (outer region) are matched asymptotically with those near the slope (inner
region).
4.3.1 The outer region
In the outer region, there are the primary-harmonic incoming beam and also the re-
flected second-harmonic beam, driven by the nonlinear process in the inner region.
Following the notation used in chapter 3, one can express the weakly nonlinear dis-
turbances in the outer region as follows
out= C Qi(x y) e-0t + c.c. + E4/3 {Q2(x y, r) e-2 i + c.c. + Q(e5/3), (4.9)
Pout = Rinc(X, Y) e-iwt + c.c. + E4/3 Refl(X, y, T) e- 2 iWi + c.c. + O(E5 / 3 ), (4.10)
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where, in light of (3.19a) and (3.17b),
Qinc (x, y) = dl A(l) exp il (X + y cot(o + a)), (4.11a)
Ric(X Y) -- (cos a Q" - sin aQc) 1 Qic(x y). (4.11b)
sin(O + a)
The second harmonic propagates like a plane wave beam in the far field
Q&*f(x y, T) = dl B2 (l, r) expil x -y cot(y 2 - a)), (4.12a)
Rrefl( refi refl) _
R2 (I Y) '(Cos a Q - sin a ) Qrefl(x, y); (4.12b)
2w sin( 2 - a)
72 being the angle that the second-harmonic beam makes with the horizontal. Note
that the asymptotic matching of the inner and the outer region determines the relation
between Qefl (B 2 (l, r)) and Qin (A(l)) and also sets the order of the second harmonic.
4.3.2 The inner region
The inner region is essentially a boundary layer close to the slope and includes the
primary-harmonic reflected beam, which is a very narrow beam. Recalling (4.4) and
the scaled variables (4.6)-(4.8), in this region, the governing equations (4.1) and (4.2)
take the form
J(p, 0)- C2/3 (sin 0 4y - rt) + E4/3 rr + cos 0 (aOy + bx)] + O(E2) = 0, (4.13)
J 'C )+E2/3 (Oyyt+sin 0 ry)+ y-cos 0 (a ry +r,) +J( ,)] +O(E2) = 0.
(4.14)
We expand 4 and p in the inner region as
i= . c4i + E4/3V2 + E5/3,3 + Q(62), (4.15)
rin= Er + 64/ 3r2 + E5/3r3 + O(E2). (4.16)
89
Asymptotic matching requires that
lim = Vrn )out,Y-oo y-+O
lim r = E 2/3 lim Pout,
Y-+oo y-+O
(4.17a)
(4.17b)
Substituting the expansions (4.15) and (4.16) in the equations (4.13) and (4.14),
collecting 0(61/3) terms, we obtain
1 = q(x, Y, r) e-i't + c.c., (4.18a)
(4.18b)r, = iqy e-wt + c.c..
The boundary condition (4.3) and the inner- and outer-region matching (4.17a),
respectively, demand that
qx = 0 (Y = 0),
lim q = Qinc(x, y = 0).
Y -+oo
(4.19)
(4.20)
The evolution equation for q will be found later in the analysis.
Collecting O(c2) terms, using (4.18), yields
02 = q2 (x, Y,T) e-iwt +c.c. I
1
r2 = -
i
+ -
w 0Y dY'J(q, qy,) e-2iwt+c.c.}
J(qy, q)e 2iwt +
+ -J(q, q*),
J(q, q*) + c.c.;
note that matching at this order requires that q2 = 0 and also determines the
connection between B 2 (l, r) and q
Q~ef(X, y = 0, ) = -j dYJ(q, qy) = I00dl eilXB 2 (l, T).
In view of (4.20), the Jacobians in the above equations vanish as Y -* oc so there
is no mean in the outer region at this order. Furthermore, b2 automatically satisfies
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(4.21a)
(4.21b)
(4.22)
the boundary condition on the slope (Y = 0) since q does so according to (4.19). It
should be noted that (4.20) makes both r, and r2 vanish in the far field which has to
be the case in view of (4.17b), (4.10) and (4.16).
At the next order, Q(6/3), eliminating r 3, making use of (4.18) and (4.21), and
suppressing the resonating terms on the right-hand side of the equation for 03 to avoid
secular growth, lead to an evolution equation for q(x, Y, r). After some manipulation,
it is found that the nonlinear terms in this evolution equation cancel out. Combination
of Jacobians simplifies to a special case of the Jacobi identity that we encountered
also in chapter 2 in the evolution of a finite-amplitude isolated wave beam. Using
(4.20), the linear evolution equation for q can be written as
,OsO qy + c-qy + qx = Qlfc(x, y = 0). (4.23)
Initially, there are no disturbances in the inner region so we have the initial condition
q = 0 (T = 0); (4.24)
together with the boundary condition (4.19), qx = 0 (Y = 0).
Notice that (4.23) is similar to the evolution equation (2.30) which was derived
for finite-amplitude isolated beams in chapter 2; this evolution equation is also valid
when the second harmonic is evanescent in the far field for sin-1(1/2) < 0 < 7r/2.
4.3.3 The near-critical case ou 0
We first consider the case of non-zero - in which the reflected primary-harmonic
beam is not exactly along the sloping wall. Taking the Fourier transform in x of
the evolution equation (4.23), the boundary condition (4.19), as well as the initial
condition (4.24) results in
cos 4yr + -qy + ilq = ilinc (ly = 0), (4.25)
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and
(4.26a)
(4.26b)
=0 (Y =0),
=0 (T =0),
q(x, Y, r) = J dl eiX4(l, Y, T).where (4.27)
Equation (4.11a) indicates that
Qic (l, 0) =A(l)
Qinc(l, 0) = 0
(1 > 0),
(1 < 0).
(4.28a)
(4.28b)
In view of (4.28) and (4.20), solution of the initial-value problem (4.25)-(4.26) can
be expressed as
4(l, Y, r) = A(l) J iIl Cos 0 dT exp( -T) Ji(2v YT) (1 > 0),
4(l = 0, Y, T) = A(0) {1 - exp(iuT cos O)},
q(l, Y, T) = 0 (1 < 0),
(4.29a)
(4.29b)
(4.29c)
J1 being the Bessel function of order one. It is not surprising that q has just positive
wavenumbers since the reflected primary-harmonic beam is uni-directional.
The steady-state solution of (4.25) can be easily found
4(l, Y) = A(l) {1 - exp(ili)},
and, in physical domain, one can get
q(x, Y) = J dl eilX q(1, Y) = Qinc(x, y = 0) - j dlA(l) exp {il(x - Y/-)},
which is basically the approximate linear solution of wave-beam reflection found in
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(4.30)
(4.31)
chapter 3, (3.18) and (3.19).
Cross-section of the streamfunction for the reflected second-harmonic wave beam
in the outer region
2out= E4/3 Qfl(x,yT)e2iwt + c.c. (4.32)
at y = 0 for an incoming beam making an angle 0 = 250 to the horizontal is plotted
at various times r in figures 4-2 and 4-3. The incoming beam has the same Gaussian
profile as the one used in §3.6 and hits the slope at x = y = 0. The slope inclination
a is 230 and 270 in figures 4-2 and 4-3, respectively. The amplitude parameter E is
taken to be 0.02. Equations (4.27) and (4.29) were employed to evaluate q(x, Y, T) and
Qref(x, y = 0, r) was found using (4.22). The integrals involved were calculated using
trapezoidal rule. Doubling the spatial and temporal resolution had no significant
effect on the results. Note that the second-harmonic beam propagates as a uniform
beam in the outer region so all the cross-sections at fixed distances from the wall are
the same.
4.3.4 The critical case o = 0
Exactly at critical condition -= 0, the reflected primary-harmonic beam is precisely
along the slope. In this case, using (4.29), one can express the Fourier transform of q
with respect to x
4(l, Y, r) = -A(l) j dT J(2v YT) = A(l) {I - Jo (2 Ylrcos ) (1 > 0),
(4.33a)
q(1, Y, T) = 0 (1 < 0), (4.33b)
JO being the Bessel function of order zero. As it can be seen from (4.33), there is no
steady-state solution for q in this case. The along-slope velocity component
qy = VII 9 I dl e" xA(l)V-I J1 (2 YlT cos 0), (4.34)
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Figure 4-2: Cross-section of the streamfunction at y = 0 for the reflected second-
harmonic wave beam in the outer region 4 '2out at various times T for an incident wave
beam of angle 250 to the horizontal reflecting off a wall of inclination 230: (a) T = 1;
(b)T = 2; (c)T = 5.
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Figure 4-3: Cross-section of the streamfunction at y = 0 for the reflected second-
harmonic wave beam in the outer region '02out at various times r for an incident wave
beam of angle 250 to the horizontal reflecting off a wall of inclination 270: (a) T = 1;
(b)T = 2; (c)T = 5.
95
0
5
grows like V/f and, as a result, the second harmonic grows linearly with slow time
T. Therefore, O(E4/3) term E4/32 becomes comparable to the leading order term E01
when T = 0(c-1/3) or t = O(E<), indicating that the expansion is not uniformly
valid in time and becomes disordered. One can proceed by introducing another slow
time scale T1 = ct, but we speculate that a cascade of slow time scales is needed
and steady-state will not be established for the inviscid case. The reason being that,
in the steady-state, the primary-harmonic reflected beam which is a uniform wave
beam precisely along the slope has no component of velocity in the cross-beam di-
rection, and consequently, satisfying the no-flow boundary condition on the slope
where the primary-harmonic incoming and reflected beams meet would be impossi-
ble. Furthermore, a rough calculation of the time at which the gradient of the to-
tal density (background+perturbation) in the direction of gravity becomes negative,
yields T = O(E2/ 3 ). This shows that well before the expansions become disordered
at r = 0(E-1/3), the density field becomes unstable and overturns, indicating that
nonlinearity alone cannot heal the singularity in the critical case. However, including
the viscous effects resolves the problem. It can be shown that the choice of v = 0(c2)
brings a viscous term in the evolution equation (4.23) for which a steady-state solution
can then be found for - = 0.
An extension of the work would be considering viscous effects and the role that
they play in healing the singularity in the near-critical reflection of wave beams.
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Chapter 5
Experiments on reflecting internal
wave beams
5.1 Introduction
Internal waves have unusual properties of reflection from a rigid boundary. These
waves reflect off a boundary such that the angle with respect to the direction of
gravity is conserved upon reflection, not the angle with respect to the normal to
the boundary, which is the case in acoustics or optics. This nonintuitive property
is a consequence of the dispersion relation of internal waves in uniformly stratified
Boussinesq fluids, which demands that waves with the same frequency propagate at
the same angle with respect to gravity, independent of their wave length. Since the
frequency of the waves is preserved upon reflection, the angle with respect to gravity
is preserved as well.
The theoretical study in chapter 3 (see also Tabaei, Akylas & Lamb 2004) consid-
ered the effects of nonlinearity in the reflection of internal wave beams. According to
the linear solution discussed in §3.3, a wave beam incident at angle 0 to the horizontal
on a slope of angle a yields another wave beam which is reflected upslope or downslope
depending on whether 0 > a or 0 < a. Nonlinearity, however, induces higher har-
monics in the overlapping region of incoming and reflected primary-harmonic beams,
turning this region into a source of new beams provided that the induced higher
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harmonics are less than the buoyancy frequency.
In what follows, we present evidence from experimental observation which lends
support to our analytical study of nonlinear reflection of two-dimensional internal
wave beams. In the experiments, internal-wave disturbances are visualized using a
non-intrusive optical technique known as "synthetic schlieren". This technique is
based on the principle that a light ray is bent to a greater (lesser) degree when it
passes through a region of fluid with bigger (smaller) density gradient. The detailed
implementation of the synthetic schlieren method is described in Sutherland et al.
(1999) and Dalziel, Hughes & Sutherland (2000) for two-dimensional flow geometries
(see Flynn, Onu & Sutherland 2003 for more recent adaptation of the technique to
axisymmetric geometries).
In this chapter, the qualitative use of synthetic schlieren is summarized in §5.2.
The experimental set-up is described in §5.3. Finally, §5.4 provides qualitative ex-
perimental observations for certain reflection cases presented in chapter 3.
5.2 Synthetic schlieren visualization
Basic features of the synthetic schlieren method employed for visualization of the
internal wave pattern are summarized in this section.
Synthetic schlieren visualizes internal waves by detecting the deflection of light
rays passing through a stratified fluid. Light rays experience more deflection passing
through a region of larger refractive index. In a two-dimensional flow, the origin of
a light ray passing through a tank of width W, filled with fluid of nominal refractive
index no, experiences the following shift in the horizontal (As) and vertical (A()
directions
1 1&Bn'A = -W(W + 2B) , (5.1a)2 no axa
1 1 &n'A( = -W(W + 2B) - (5.1b)
2 no ay(b
where B is the distance of the origin of light ray from the tank; x is along the length
of the tank, z across the width, where the variations in the flow are negligible, and
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y pointing vertically upwards; n' is the variation of the refractive index due to the
disturbances in the flow. In obtaining (5.1), it is assumed that n' is small relative to
the nominal refractive index no, the light rays are approximately normal to the tank
walls, and the spanwise variations in the refractive index are negligible.
Using the reasonable approximation that the index of refraction is proportional
to salinity for a salt-stratified fluid, one can relate the deflection of a light ray to the
fluid density gradient. The movement of the origin of a light ray passing through a
tank of salt-water can be expressed as
1 #3 jp'A = -W(W + 2B) , (5.2a)2 po 0x
1 /3 0 p'
A( = W(W + 2B) 0-0, (5.2b)2 po ay,
p' and po, respectively, being the density perturbation and nominal reference density
of the salt water and
po dn
n = -- ~ 0.184 (for salt water).
Synthetic schlieren detects apparent motion of a pattern placed some distance
behind the fluid tank by digitally recording the two states of the pattern, one after
the fluid is disturbed and the other when the disturbances are absent in the flow.
Comparing the two digital images, the pattern displacement is determined using
pattern matching methods developed for PIV, and the density perturbation gradient
field is obtained accordingly. As (5.2) indicates, sensitivity of the measurements can
be controlled by the distance between the pattern and the tank as well as the tank
width. One of the difficulties of the method is sensitivity to the ambient thermal
noise, which affects the refractive index of air between the camera and the tank.
Different types of patterns have been used for visualization: a pattern consisting
of horizontal lines, regular array of dots, and random array of dots. A pattern of
horizontal lines is insensitive to horizontal displacements because of the uniformity
in the horizontal direction. Horizontal displacements can be detected by a regular
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pattern of dots but a pattern of this type has aliasing problems for large displacements.
A random pattern of dots is sensitive to both horizontal and vertical displacements,
and does not generate aliasing problems. The only requirement for a random pattern
is that it should not repeat itself over length scales of the pattern movement. The
pattern has to have high contrast and individual features of a size just detectable by
the camera, typically 3 or 4 pixels. One also has to make certain that there is no
relative motion between the camera, the tank and the pattern, during the experiment.
5.3 Experimental set-up
The experiments were performed in an acrylic tank with internal dimensions of height
66 cm, length 128 cm, width 20 cm, and wall thickness of about 1.8 cm. Figure 5-1(a)
and (b) show, respectively, the front and side view of the tank with the aluminum
support stand. The stand can slide back and forth and can be fixed at any desired
position. Three strong clamps are used to hold the free end of the long tank walls in
order to prevent bowing of these walls after filling the tank.
The tank is filled to a depth of approximately 64 cm with salt-stratified water
using a double-bucket system shown in figure 5-2 (see Oster 1965, for the details of
the method). To fill the tank, we start with 100 liters of salt water in one bucket
and the same amount of fresh water in the other; then pump the salt water into
the fresh water at a constant rate while pumping the relatively uniform mixture of
salt water and fresh water to the tank with a rate twice as much (flow rates are
controlled by flow meters to ensure a constant filling rate). The resulting density
gradient of the fluid in the tank is linear and the stratification is highly uniform. The
buoyancy frequency is determined from the slope of the best fit through the density
profile measured by a PME salinity probe, which was calibrated immediately after
the measurements using an AntonPaar densitometer accurate to ±0.0002 g/cm 3 and
some salt water samples with densities covering the whole range of fluid densities in
the tank. For the experiments presented here, the reference buoyancy frequency N
is around 1.3 rad sec- 1 varying by about 5 percent over the depth of interest in the
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(a)
(b)
Figure 5-1: The fluid tank with the support stand, cylinder, reflecting wall, barriers,
clamps and the back-illuminated pattern placed some distance behind the tank: (a)
front view, (b) side view.
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Figure 5-2: The double-bucket system used to make salt-stratified water in the tank.
fluid, due to the linearity of the density gradient.
Wave beams are generated by a vertically oscillating acrylic cylinder of radius
1.25 cm and length slightly less than the internal tank width. The center of the
cylinder is attached to the lower end of a supporting alumina rod, which in turn is
mounted to a computer-controlled linear traverse driven by a micro-stepping motor.
The rod was mounted to the traverse in a way that the axis of symmetry of the cylinder
was parallel to the tank side walls. The cylinder was immersed slowly through the
fluid to the desired position, after which the system was left to settle for several
minutes.
Random patterns of dots are laser-printed on transparencies. The patterns have
features with a size of about 5 pixels, the pixel area being typically 0.3 x 0.3 mm2.
The patterns, attached to a uniform light source (electroluminescent sheet) and illu-
minated by that, are placed parallel to the tank walls around 25 cm behind the rear
wall of the tank as shown in figure 5-1(b). The intensity contrast between light and
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dark features of the patterns are more than 100 out of a full range of 256.
A CCD JAI camera is positioned approximately 400 cm in front of the tank (as
far as possible to minimize parallax error) looking at a point close to the overlap-
ping region of incoming and reflected beams. The camera is focused upon the back-
illuminated pattern covering a field of view of about 30 cm in the vertical by 40 cm in
the horizontal. The camera is also connected to a computer running Digiflow (Dalziel
2004) which is an image-processing software designed for analyzing fluid flows. Digi-
flow is used to process the images recorded by the camera, eight-bit digitized images
with a spatial resolution of 1268 x 1024 pixels.
An illustration of the visualization technique is shown in figure 5-3 for disturbances
induced by the oscillating cylinder which can be seen at the center of each figure.
Figure 5-3(a) displays density perturbation gradient in the vertical direction after two
oscillations of the cylinder, obtained by synthetic schlieren comparing the displaced
image of the pattern with a base image taken just before the fluid is disturbed. Figure
5-3(b) shows the corresponding contour plots.
We used a vertical sinusoidal motion of the cylinder with the amplitude 0.75 cm
(half the peak to peak displacement) and frequency w = 0.55 rad sec' to induce
wave beams making an angle 250 to the horizontal. The amplitude was accurate to
+0.001cm and the frequency of oscillation to +0.01 rad sec-.
A rectangular piece of perspex, 4 mm thick, 19.4 cm wide (less than the internal
tank width to allow exchange of salt-water during the filling process) is placed in
the tank to make the reflective sloping boundary. Reflection barriers, again with the
width slightly less than the internal tank width, are positioned at different places
in the tank to inhibit the propagation or reflection of unwanted wave beams. Anti-
reflection materials are also used on some of the barriers and on one of the tank walls
to damp out the reflection of beams from such surfaces. The cylinder, reflecting wall,
barriers and the back-illuminated pattern can be seen in figure 5-1(a).
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Figure 5-3:
tions of the
(a)
(b)
Density perturbation gradient in the vertical direction after two oscilla-
cylinder: (a) synthetic schlieren image, (b) corresponding contour plots.
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5.4 Observations
To check the theoretical predictions of steady-state pattern induced by weakly non-
linear reflection of wave beams, discussed in chapter 3, we conducted three sets of
experiments for wave-beam reflection corresponding to the configurations shown in
figures 3-4(a-c) and 3-8(a-c). Results for the first two cases, incident beam angle 250
and wall inclination of 150 and 350, are presented in this section.
Figure 5-4 strikingly shows the second-harmonic beam emanating from the over-
lapping region of the primary-harmonic incoming and reflected beams which make
angle 25 ± 0.10 with the horizontal, wall inclination being 15 ± 0.10. This figure
corresponds to figures 3-4(a) and 3-8(a) where both primary- and second-harmonic
reflected beams propagate upslope. Evolution of the induced second-harmonic beam
over time is illustrated in this figure. This beam evolves on a slower time scale than
that of the primary-harmonic beam since the group velocity decreases as wavenumber
vectors make smaller angles with the horizontal. Both synthetic schlieren and corre-
sponding contour plots are shown in figures 5-4 and 5-5, respectively. The contour
plots show the density perturbation according to the digital schlieren method, but
have not confirmed against another independent method.
Figure 5-6 illustrates a wave beam of angle 25 ± 0.10 to the horizontal reflecting
off a wall of inclination 35 t 0.10, corresponding to the case shown in figures 3-4(b)
and 3-8(b). In this interesting configuration, the second-harmonic reflected beam
propagates on the opposite side to the vertical than the primary reflected beam, as
predicted by the radiation condition. The predicted pattern is clearly seen in figures
5-6 and 5-7 which show, respectively, synthetic schlieren images and the corresponding
contour plots at different times, as the induced second-harmonic beam originates from
the overlapping region of the primary-harmonic beams and evolves on a slower time
scale.
For the third case, wall inclination 650, we did not observe any additional beams
emanating from the overlapping region of incident and reflected primary-harmonic
beams. A rough estimate shows that the second-harmonic beam for this case is not
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(a)
(b)
(c)
Figure 5-4: Incident wave beam of angle 250 to the horizontal reflecting off a wall of
inclination 150; synthetic schlieren images after (a) 6, (b) 9, and (c) 12 oscillations of
the source which is to the left of the images.
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Figure 5-5: Incident wave beam of angle 250 to the horizontal reflecting off a wall
of inclination 150; contour plots of the density perturbation gradient in horizontal
direction after (a) 6, (b) 9, and (c) 12 oscillations of the source, corresponding to the
cases shown in figure 5-4(a-c).
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(c)
Figure 5-6: Incident wave beam of angle 250 to the horizontal reflecting off a wall of
inclination 350; synthetic schlieren images after (a) 6, (b) 9, and (c) 12 oscillations of
the source which is to the left of the images.
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sufficiently strong to be detected by our system. As figure 3-11(a) indicates, energy
flux ratio of the second-harmonic beam to the incident beam for a slope of inclination
a = 650 is less than 1 percent of that of a = 350, for an incoming beam incident at
angle 0 = 250. In view of (3.40), which says the energy flux behaves like square of
perturbation amplitude, the associated density perturbation in the second-harmonic
beam for 65 0-slope would be ten times smaller than that of 35 0-slope. As figure 5-7
shows, for the 35 0-slope case, the typical density perturbation gradient in the second-
harmonic beam is around 10 kg/m 4 which corresponds to a pixel displacement of about
0.4, according to (5.2). Therefore, we anticipate that the typical pixel-displacement
values in the second-harmonic beam for the 65 0-slope case would be 0.04 which is less
than the reliable minimum detectable displacement by our experimental set-up, 0.1
pixel.
As mentioned earlier, although we present the quantitative values for the density
perturbation gradient in figures 5-5 and 5-7, we are not able to verify these values at
this stage. Verifying the quantitative measurements and determining the experimen-
tal accuracy is an ongoing investigation. Extension of the work, after validating the
quantitative measurements, will involve comparing the theoretical and experimental
profiles of the reflected beams and also energy flow rate partition.
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Chapter 6
Concluding remarks
This chapter contains a brief summary of the thesis and suggestions for future re-
search.
In the second chapter, we proposed an asymptotic theory for the propagation of a
finite-amplitude isolated internal wave beam using a boundary-layer-type approxima-
tion which assumes variations across the beam are more rapid than those along the
beam. Oblique beams were considered first and an amplitude-evolution equation was
derived taking into account weak viscous effects. Remarkably, the leading-order non-
linear terms cancel out in this evolution equation and, as a result, the steady-state
similarity solution of Thomas & Stevenson (1972) for linear viscous beams is also
valid in the nonlinear regime. Moreover, for the same reason, nonlinear effects were
found to be relatively unimportant for two-dimensional and axisymmetric beams that
propagate nearly vertically in a Boussinesq fluid. However, owing to vanishing the
group velocity, the transient evolution of nearly vertical beams takes place on a slower
time scale than that of oblique beams; this was shown to account for the discrepancies
between the steady-state similarity solution of Gordon & Stevenson (1972) and their
experimental observations. Finally, the present asymptotic theory was used to study
the refraction of nearly vertical nonlinear beams in the presence of weak background
shear and variations in the Brunt-Viisdld frequency. There are, however, some cases
in which nonlinearity is expected to play a part. The first case is two-dimensional
nearly hydrostatic wave beams which propagate nearly horizontally. Also, there are
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two instances in which nonlinearity turns out to be important owing to a stronger
interaction of the primary harmonic with the induced mean flow for nearly vertically
propagating wave beams: - the case of nearly two-dimensional wave beams which
occurs for a two-dimensional source, in x-y plane, with slow variations along the z-
direction, or in the presence of a horizontal background flow with slow variations in
the z-direction, y pointing vertically upwards; - the case of non-axisymmetric beams
which would arise, for example, when a point source oscillates with frequency close
to the Brunt-Vdisili frequency in the presence of a horizontal background flow, or
when a point source oscillates obliquely.
In the third chapter, using small-amplitude expansions, we presented an analyt-
ical treatment of nonlinear effects in reflecting and colliding uniform wave beams.
Since each uniform wave beam individually satisfies the nonlinear equations of mo-
tion, nonlinear effects are confined to the overlap region of the primary-harmonic
incident and reflected beams or the two colliding beams. Nonlinearity induces addi-
tional harmonics, in the interaction region of the two beams, which may propagate
as new beams in the far field provided that the induced frequency is less than the
buoyancy frequency. Employing a radiation condition, which demands that energy
must propagate outwards from the interaction region, combined with the fact that,
in unidirectional beams wavenumbers of the same sign can be present only, we pre-
dicted the steady-state wave pattern generated in the course of reflection (collision)
of wave beams and also determined the induced new beam profiles in terms of the
incident-beam profile(s). Furthermore, in the case of reflection of a wave beam from
a sloping wall, we examined the partition of the incident energy flow rate among the
reflected beams, for different geometries. The predictions of the steady-state theory
were compared qualitatively with unsteady purely numerical simulations. A related
problem which is worth studying is the reflection and refraction of an internal wave
beam incident on interface of the two fluids with different buoyancy frequencies. In
this instance, nonlinearity arises from the interaction region of the incident and the
reflected beams as well as the interface displacements. It is of interest to examine the
partition of energy among reflected and refracted internal wave beams as well as the
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interfacial waves between the two fluids, for both cases of propagating and evanescent
transmitted wave beam.
In the fourth chapter, we proceeded to investigate the the singular case of the
near-critical reflection of inviscid wave beams incident on a slope of inclination nearly
matching the angle of incidence. Considering the results obtained for the reflecting
beams in chapter 3, we introduced slow time and length scales and used a matched
asymptotic expansion to analyze this near-critical reflection. The reflected primary-
harmonic beam, which is a very narrow beam, propagates nearly parallel to the slope
and is confined to a narrow region along the slope. In the analysis, the disturbances
in the region near the slope were matched asymptotically to those far from the slope,
which were the primary-harmonic incoming beam and the second-harmonic reflected
beam. The reflected primary-harmonic beam evolves on the slow time scale like an
isolated wave beam in the inner region close to the slope. The reflected second-
harmonic beam, which is driven by the interaction of the incoming and reflected
primary-harmonic beams in the inner region, evolves on the same time scale as that
of the reflected primary-harmonic beam and is stronger than the second-harmonic in-
duced in non-critical case. In the near-critical case, one can include viscosity which is
expected to be particularly important in the critical reflection when the incident angle
exactly matches the slope angle so the reflected primary-harmonic beam propagates
along the slope and nonlinearity alone is not capable of healing the singularity.
In the fifth chapter, having explained the visualization technique and our ex-
perimental set-up, we presented the experimental observations for the reflection of
internal wave beams. Our experimental observations verify our theoretical predic-
tions for steady-state reflection of internal wave beams, lending further support to
the analysis. Although we can extract quantitative data from our experiments, cur-
rently we are not capable of verifying the quantitative results. Finding the accuracy
of the experimental set-up and verifying the quantitative data are under current in-
vestigation. After verification of quantitative results, one can compare the theoretical
and experimental profiles of the reflected beams and also energy flow rates. Moreover,
similar set of experiments can be performed for collision of wave beams.
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As mentioned in the general introduction, the effect of rotation, which is one
of the distinguishing features of geophysical fluid dynamics, is neglected throughout
the thesis. An interesting extension of the thesis would be considering the effect of
rotation. The dispersion relation in a rotating stratified fluid is different from that of
the non-rotating case; also, there is a lower cut-off frequency in addition to the upper
cut-off, so waves below a certain frequency cannot propagate either. It is of interest
to see how and to what extent the results carry over to the rotating case.
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Appendix A
Numerical procedures
Here we give details of the numerical procedures used to solve the evolution equations
(2.30) and (2.49).
The steady-state similarity solutions (2.31) and (2.53) were computed by simply
evaluating the integrals involved via the trapezoidal rule. Transient responses were
obtained by spectral techniques using fast Fourier transform. For this purpose, the
computational domain was set between 0 and 27r by suitable rescaling. In all cases,
forcing was turned on impulsively, taking the response to be zero initially.
Since (2.30) is a linear equation with constant coefficients, it was solved by working
in the Fourier domain where the Fourier transform F(Q) can be readily obtained
analytically as a function of time, and finally inverting F(Q) numerically. Care
was taken to ensure that the spatial domain used was large enough not to allow
reflections from the boundaries, and the spatial resolution was varied accordingly
(from 512 x 512 to 2048 x 2048 Fourier modes) so that the transform of the disturbance
did not reach the boundaries of the Fourier domain. Specifically, for the results shown
in figure 1, 2048 x2048 Fourier modes were used in the spatial domain -30 < < 30,
-60 < r7 < 60.
For the purpose of solving the evolution equation (2.49) numerically, it proved
more convenient to work with the vertical velocity amplitude V = -Q, and use the
following transformation
V = e2"' 1, (A.1)
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to remove the term involving Vy. Implementing (A.1) after differentiating (2.49) once
with respect to x, the transformed variable V satisfies the following equation
2i V+iu +? -- ju2U U-V 2V} __ + 4I 2 V - 2ia 2eY f
= ie-lay hxx (Y) + fx [-6(Y) - 6'(Y)J. (A.2)
To advance V in time, we apply the split-step pseudo-spectral method of Lo &
Mei (1985, 1987) to (A.2). Specifically, at each time step, the nonlinear terms as
well as the linear terms with variable coefficients are approximated by centred finite
differences while the rest of the linear terms are treated by Fourier transform. For
the computations presented in §2.6, in particular, a computational grid with 512 x512
points and the time step AT = 0.001 were used. The same computations were also
repeated using AT = 0.01 on a 256x 256 grid with no significant change in the results.
Since the response vanishes far from the source and the forcing is locally confined,
it follows from (A.2), by integrating with respect to the cross-beam direction, that V
satisfies a constraint of the form( 2 ~ 2 oo
92 - 2-) ] dx = 0, (A.3)OY 2 4 
_00
which combined with the fact that V - 0 as Y -+ ±oo implies that
V dx = 0, (A.4)
and hence the value of F(V) at zero wavenumber in the cross-beam direction must
vanish. Using Fourier transform to integrate (A.2) allows us to satisfy this constraint
exactly.
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Appendix B
Forcing terms of higher-order
reflected disturbances
The explicit expressions for the forcing terms f,(x, y) (n = 1, 2, 3) in (3.23a) are
fi(x, y) = cos a J(R* , Q2) + J(R2, Q*) + J(Ro, Q) + J(R, Qo)
J(R 2, Q*) + J(Ro, Q) + J(R, Qo)
-i sin { J(V 2Q*, Q2) + J(V2Q2, Q*) + J(V2QO, Q) + J(V2 Q, QO)
f2 (xIy) = -3i sin 0 J(V 2Q, Q),
f3(x, y) = cosa J(R2, Q)} - sin a J(R, Q2) + J(R2, Q)
-3i sin { J(V2Q, Q2) + J(V 2Q2, Q)
The forcing terms h,(x, y) (n = 1, 2, 3) in (3.24) are given by
hi(x,y) = - O J(R*, Q2) + J(R2, Q*) + J(Ro, Q) + J(R, Qo)},
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- sin a J(R*, Q2) +
} (B.1)
(B.2)
}
(B.3)
(B.4)
- 2sin 2 0 cosaJ(QQ)-sinaJ(Q,,Q)h2(x, y) = (B.5)
(B.6)h3 (x,y) = 3 i J(R, Q2) + J(R2, Q)
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Appendix C
The O(c3) harmonics 2w0 o and
wo ± 2wo generated by nonlinear
interactions of colliding wave
beams
The harmonics 2wo t wp and wo 2w, satisfy the following forced problems
(2wo t wP) 2 Q+0 - { - (2o+ w±)2 Q2O±0 20+
(wo t 2wo) 2 Q* 2 - 1 - (wo ± 2w)2 QO± 20 O*2,
where
R204 = J(RO Q±)+
-i(2wo t o) ±
9+20 = J(RO, Q+) +
J(R±, QO)}
J(V2QO, Q+) + J(V 2Q* O) ,I
J(R+, Q*)
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(C.1a)
(C.1b)
(C.2a)
+ J(V2Q+,Q*)}, (
and
RO-2$ = J(RO* Q-) + J(R-, Q"*)
-i(wo - 2wo) J(V 2Q,1*, Q-) +
These problems may be solved following the same procedure as those in §3.5.1 for
Q*.
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J(V2 Q-, I**) . (C.2c)
(,72Q,, Q+) C.2b)-P~o + 2w,6) J
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