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Abstract
Maximum distance separable (MDS) codes are optimal where the minimum dis-
tance cannot be improved for a given length and code size. Twisted Reed-Solomon
codes over finite fields were introduced in 2017, which are generalization of Reed-
Solomon codes. Twisted Reed-Solomon codes can be applied in cryptography which
prefer the codes with large minimum distance. MDS codes can be constructed from
twisted Reed-Solomon codes, and most of them are not equivalent to Reed-Solomon
codes. In this paper, we first generalize twisted Reed-Solomon codes to generalized
twisted Reed-Solomon codes, then we give some new explicit constructions of MDS
(generalized) twisted Reed-Solomon codes. In some cases, our constructions can
get MDS codes with the length longer than the constructions of previous works.
Linear complementary dual (LCD) codes are linear codes that intersect with their
duals trivially. LCD codes can be applied in cryptography. This application of LCD
codes renewed the interest in the construction of LCD codes having a large minimum
distance. We also provide new constructions of LCD MDS codes from generalized
twisted Reed-Solomon codes.
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1 Introduction
A linear code C of length n, dimension k and minimum Hamming distance d over
the finite field Fq is called an [n, k, d ] code. If the parameters of the code C reach
the Singleton bound d = n− k + 1, then C is called a maximum distance separable
(MDS) code [24]. The most prominent MDS codes are generalized Reed-Solomon
(GRS) codes [24]. Recently, twisted Reed-Solomon (TRS) codes were firstly intro-
duced in [3] by Beelen, Puchinger, and Rosenkilde ne´ Nielsen as a generalization
of Reed-Solomon codes. In general, twisted Reed-Solomon codes do not necessar-
ily lead to MDS codes. The authors in [3] gave two constructions of MDS twisted
Reed-Solomon codes and showed that for q ≥ 11, this class of TRS codes contains
non-GRS MDS codes. The authors also showed that twisted Reed-Solomon codes
could be well decoded. Afterwards, they generalized the above constructions by
adding extra monomial (twise), and obtained a construction of MDS twisted Reed-
Solomon codes and showed that twisted Reed-Solomon codes could be applied to
code-based cryptography, in other words, they resist some existing structural at-
tacks for Reed-Solomon-like codes [1]. In [16], Lavauzelle and Renner presented
an efficient key-recovery attack by twisted Reed-Solomon codes that was used in
the McEliece cryptosystem. Furthermore, those applications prefer twisted Reed-
Solomon codes with a large minimum distance. Therefore, it is meaningful to give
more explicit constructions of MDS twisted Reed-Solomon codes. In this work, we
give new constructions of MDS twisted Reed-Solomon codes, and in some cases, our
constructions can get some MDS codes with the length longer than the constructions
in [3].
The dual code of a linear code C in Fnq is denoted by C
⊥. If C ⊆ C⊥, then C is
called a self orthogonal code. If C
⋂
C⊥ = {0}, C is called a linear complementary
dual(LCD) code. LCD codes were introduced by Massey [22]. Then, many authors
studied them (e.g., see [8]-[13], [17]-[22] and [26]-[29]). LCD codes were widely ap-
plied in coding theory and cryptography, especially in designing decoding algorithm.
Carlet and Guilley showed that LCD codes are important in information protection
and armoring implementations against side-channel attacks and fault non-invasive
attacks in [4]. This application of LCD codes prefer the codes with a large mini-
mum distance. Thus, it is significant to construct LCD MDS codes in theory and
practice. In [23], Qian and Zhang constructed LCD MDS codes from constacyclic
codes. In [14], Jin constructed several classes of LCD MDS codes through gener-
alized Reed-Solomon codes. In [2], Beelen and Jin gave an explicit construction of
several classes of LCD MDS codes, using tools from algebraic function fields. In [7],
Chen and Liu gave a different approach to obtain new LCD MDS codes from gener-
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alized Reed-Solomon codes which extended the results by Jin. In [25], Shi, Yue and
Yang constructed some new LCD MDS codes from generalized Reed-Solomon codes.
In [6], Carlet et al. showed that linear codes over Fq are equivalent to LCD codes for
q > 3. In order to construct LCD MDS codes, we slightly generalize twisted Reed-
Solomon codes and provide new constructions of LCD MDS codes from generalized
twisted Reed-Solomon codes.
This paper is organized as follows. Section 2 gives the preliminaries. In Section 3,
we give new explicit constructions of MDS twisted Reed-Solomon codes. In Section
4, LCD MDS codes are constructed from twisted generalized Reed-Solomon codes.
Section 5 concludes our work.
2 Preliminaries
Let Fq be the finite field of q elements, where q is a prime power. Let F
∗
q = Fq\{0}
be the multiplicative group of Fq. The (i, j)th entry of a matrix A over Fq is denoted
by Aij . The transpose of A is denoted by A
T . The size of a finite set S is denoted
by |S|. The set Sn for a set S is defined to be {(s1, . . . , sn) : si ∈ S, i = 1, . . . , n}.
A linear code C of length n, dimension k and minimum distance d over Fq is called
an [n, k, d ] code. If the parameters of the code C reach the Singleton bound:
d = n− k + 1, then C is called a maximum distance separable (MDS) code.
The dual code of a linear code C in Fnq is denoted by C
⊥. If C ⊆ C⊥, then
C is called a self orthogonal code. If C
⋂
C⊥ = {0}, then C is called a linear
complementary dual (LCD) code. In this paper, the inner product between two
vectors over Fq is always the Euclidean inner product.
Let Fq[x] be the polynomial ring over Fq. Let α = (α1, α2, ..., αn) and v =
(v1, v2 · · · , vn) be two vectors of length n over Fq. We define the evaluation map
related to α and v as follows:
evα,v : Fq[x]→ F
n
q , f(x) 7→ (v1f(α1), v2f(α2), ..., vnf(αn)).
Definition 2.1. [24] Let α1, . . . , αn ∈ Fq
⋃
{∞} be distinct elements, k < n, and
v1, . . . , vn ∈ F
∗
q. The corresponding generalized Reed-Solomon (GRS) code is defined
by
GRSn,k := {(v1f(α1), . . . , vnf(αn)) : f ∈ Fq[x], deg f < k}.
In this setting, for a polynomial f(x) of degree deg f(x) < k, the quantity f(∞) is
defined as the coefficient of xk−1 in the polynomial f(x). In case vi = 1 for all i, the
code is called a Reed-Solomon (RS) code.
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Let 1 ≤ ℓ ≤ k, and n ≥ k be positive integers. Let h = (h1, h2, ..., hℓ) ∈
{0, 1, ..., k − 1}ℓ be a vector such that hi are all distinct and h1 < h2 < · · · < hℓ,
and let t = (t1, t2, ..., tℓ) ∈ {1, ..., n − k}
ℓ such that all tj are distinct. Let η =
(η1, η2, ..., ηℓ) ∈ {Fq\0}
ℓ. The set of [t,h,η]-twisted polynomials is defined as
Pk,n[t,h,η] := {
k−1∑
i=0
fix
i +
ℓ∑
j=1
ηjfhjx
k−1+tj : fi ∈ Fq} ⊆ Fq[x].
Definition 2.2. Let the entries of α = (α1, α2, ..., αn) ∈ F
n
q be pairwise distinct,
v = (v1, v2, ..., vn) ∈ (Fq \ {0})
n and fix 1 ≤ k ≤ n. Let t,h,η and Pk,n[t,h,η]
be defined as above. The generalized twisted Reed-Solomon(GTRS)code of length n,
dimension k and locators α is defined by
GTRSk,n[α, t,h,η, v] := {evα,v(f) : f ∈ Pk,n[t,h,η]}.
By the definition of GTRS codes, a generator matrix of GTRSk,n[α, t,h,η, v] is
given by
G =

v1 v2 . . . vn
v1α1 v2α2 . . . vnαn
...
...
...
v1α
h1−1
1 v2α
h1−1
2 . . . vnα
h1−1
n
v1(α
h1
1 + η1α
k−1+t1
1 ) v2(α
h1
2 + η1α
k−1+t1
2 ) . . . vn(α
h1
n + η1α
k−1+t1
n )
v1α
h1+1
1 v2α
h1+1
2 . . . vnα
h1+1
n
...
...
...
v1α
hℓ−1
1 v2α
hℓ−1
2 . . . vnα
hℓ−1
n
v1(α
hℓ
1 + ηℓα
k−1+tℓ
1 ) v2(α
hℓ
2 + ηℓα
k−1+tℓ
2 ) . . . vn(α
hℓ
n + ηℓα
k−1+tℓ
n )
v1α
hℓ+1
1 v2α
hℓ+1
2 . . . vnα
hℓ+1
n
...
...
...
v1α
k−1
1 v2α
k−1
2 . . . vnα
k−1
n

k×n
.
If the vector v = 1, the all 1’s vector, i.e., v1 = v2 = · · · = vn = 1, then the GTRS
code is called the twisted Reed-Solomon code, which was first introduced in [1] as a
generalization of the RS code [3] [1]. For short, we denote it by
TRSk,n[α, t,h,η] := GTRSk,n[α, t,h,η, 1] = {evα,1(f) : f ∈ Pk,n[t,h,η]}.
Obviously, a generator matrix of TRSk,n[α, t,h,η] is given by
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Gα,t,h,η =

1 1 . . . 1
α1 α2 . . . αn
...
...
...
αh1−11 α
h1−1
2 . . . α
h1−1
n
αh11 + η1α
k−1+t1
1 α
h1
2 + η1α
k−1+t1
2 . . . α
h1
n + η1α
k−1+t1
n
αh1+11 α
h1+1
2 . . . α
h1+1
n
...
...
...
αhℓ−11 α
hℓ−1
2 . . . α
hℓ−1
n
αhℓ1 + ηℓα
k−1+tℓ
1 α
hℓ
2 + ηℓα
k−1+tℓ
2 . . . α
hℓ
n + ηℓα
k−1+tℓ
n
αhℓ+11 α
hℓ+1
2 . . . α
hℓ+1
n
...
...
...
αk−11 α
k−1
2 . . . α
k−1
n

k×n
.
Definition 2.3. Let C1, C2 be Fq-linear [ n, k ] codes. We say that C1 and C2 are
equivalent if there is a permutation π ∈ Sn and v = (v1, . . . , vn) ∈ (F
∗
q)
n such that
C2 = ϕπ,v(C1) where ϕπ,v is
ϕπ,v : F
n
q → F
n
q , (c1, . . . , cn) 7→ (v1cπ(1), . . . , vncπ(n)).
It is easy to see that C1 and C2 have same parameters, and a code is a GRS code
if and only if it is equivalent to an RS code.
3 New explicit constructions of MDS TRS codes
We know that the generalized twisted Reed-Solomon code GTRSk,n[α, t,h,η, v]
is equivalent to the twisted Reed-Solomon code TRSk,n[α, t,h,η]. In this section,
we give some explicit constructions of MDS TRS codes. And all results in this
section can be generalized to GTRS codes.
Let K be a group, H be a subgroup of K and a ∈ K. Then the left (right)
coset of a with respect to H is the set aH = {ah : h ∈ H} (Ha = {ha : h ∈ H}).
The index of H in K, denoted [K : H ], is the number of left (right) cosets of H
in K. If aH = Ha for all a ∈ K, then we say that H is a normal subgroup of K.
If K is abelian, then all subgroup of K is normal subgroup. The quotient group
K/H is the set of all left cosets aH denoted by a, with a ∈ K, under the operation
(aH)(bH) = abH . For a group K, |K| is called the order of K.
In [3], the authors have studied the cases of ℓ = 1 and v = 1. They given
two explicit constructions of MDS TRS codes with the case (t, h) = (1, 0) which
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they called (∗)-twisted codes and the case (t, h) = (1, k − 1) which they called (+)-
twisted codes that contain many non-GRS codes. In this section, we generalize their
constructions, and give two ways to increase the code length correspond to the cases
(t, h) = (1, 0) and (t, h) = (1, k − 1) respectively. With notation in Section 2, we
present three useful results, which have been shown in [3]. Throughout this section,
let ℓ = 1.
Lemma 3.1. [3] Let (t, h) = (1, 0) and let k < n, α1, α2, ..., αn ∈ Fq distinct and
η ∈ Fq. Then the twisted code TRSk,n[α, 1, 0, η] is MDS if and only if
η(−1)k
∏
i∈I
αi 6= 1, ∀ I ⊆ {1, ..., n} s.t. |I| = k.
Lemma 3.2. [3] Let k < n, (t, h) = (1, k − 1) and let α1, α2, ..., αn ∈ Fq distinct
and η ∈ Fq. Then the twisted code TRSk,n[α, 1, k − 1, η] is MDS if and only if
η
∑
i∈I
αi 6= −1, ∀ I ⊆ {1, ..., n} s.t. |I| = k.
Lemma 3.3. [3] A linear code with generator matrix G = [I : A] is a GRS code if
and only if
(A) All entries of A are nonzero.
(B) All 2× 2 minors of A˜ are nonzero, and
(C) All 3× 3 minors of A˜ are zero.
where A˜ is given by A˜ij = A
−1
ij .
From Lemma 3.3, the authors in [3] got the following result by calculating the
minors.
Theorem 3.1. [3] Let α1, α2, ..., αn ∈ Fq distinct and 2 < k < n− 2. Furthermore,
let H ⊆ Fq satisfy that the twisted code TRSk,n[α, t, h, η] is MDS for all η ∈ H.
Then there are at most 6 choices of η ∈ H such that TRSk,n[α, t, h, η] is equivalent
to an RS code.
Let G be a proper subgroup of (F∗q, ·), then G is a cyclic group. Let F
∗
q/G =
{a1, a2, ..., as} be the quotient group with {a1, a2, ..., as} being a representation ele-
ments of cosets. For any a ∈ F∗q , let a = aG := {ag : g ∈ G} be a coset. Then we
have the following result.
Theorem 3.2. Let H = {ai1 , ai2 , . . . , air}, r ≥ 1 be a proper subgroup of F
∗
q/G
with order r, and let (t, h) = (1, 0), 1 ≤ k < n, {α1, α2, ..., αn} be a subset of
∪rj=1aijG
⋃
{0}. If (−1)kη ∈ F∗q \ ∪
r
j=1aijG, then TRSk,n[α, 1, 0, η] is an MDS code.
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Proof. Suppose that the code TRSk,n[α, 1, 0, η] is not MDS, then by Lemma 3.1,
there exists I ⊆ {1, 2, ..., n} such that η(−1)k
∏
i∈I αi = 1, which implies that
η(−1)k
∏
i∈I
αi = η(−1)k
∏
i∈I
αi = 1.
If αj = 0 for some j, then it is a contradiction. Thus {0} is not contained in
{α1, α2, ..., αn}. Since all αi are contained in ∪
r
j=1aijG, and H is a group, we have∏
i∈I αi ∈ H, implying that (−1)
kη ∈ H. This also leads to a contradiction. We
finish the proof.
Let the notions be as in Theorem 3.2, then by Theorem 3.1, we have the following
result.
Corollary 3.1. If |F∗q \ ∪
r
j=1aijG| > 6, then for any n, k with 2 < k < n − 2 and
n ≤ | ∪rj=1 aijG| there exists a non-GRS MDS TRSk,n[α, 1, 0, η] code.
Remark 3.1. The construction of Theorem 3.2 is (∗)-twisted codes in [3] when
G = {1}.
Remark 3.2. From the result, the code length can reach r|G| + 1. If the quotient
group F∗q/G has proper non-trivial subgroup, then our construction increases the
code length. However, it is easy to see that r|G|||F∗q| and r|G| < |F
∗
q|. Since F
∗
q is a
cyclic group, then for any divisor c of |F∗q| there exists a unique subgroup of order c.
Then there exists a proper subgroup of F∗q with order r|G|. So Theorem 3.2 can not
increase the maximal length which (∗)-twisted codes reached.
In coding theory, we always want to construct an MDS code with a longer code
length. In [3], when (t, h) = (1, 0) the code length of (∗)-twisted codes can reach
t + 1 where t is the maximal proper divisor of q − 1. In the following, we give a
construction which increases the maximal length that (∗)-twisted codes reached for
the case (t, h) = (1, 0) and q is even.
Before giving the following result, we simply state some facts about integer 2m−1.
We know that if m is a composite number, then 2m− 1 is also a composite number.
Further more, 3 is a divisor of 2m − 1 if and only if m is even. Thus, there are
numerous m such that 2m − 1 is a composite number. However, when m is a
prime number, we can not ensure 2m − 1 being a prime number. For example,
229 − 1 = 536870911 = 233× 1103× 2089.
Theorem 3.3. Let F2m be a finite field such that 2
m − 1 is a composite number,
and p be the minimal prime divisor of 2m − 1. Let G be a subgroup of (F∗2m , ·)
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with order 2
m−1
p
, and F∗2m/G = {1, γ, ..., γ
p−1} with γ the generator of F∗2m/G. Let
a1, . . . , ap−2 ∈ γ = γG be distinct. Suppose (t, h) = (1, 0), 1 ≤ k < n, {α1, α2, ..., αn}
is a subset of G ∪ {a1, . . . , ap−2, 0}. If η ∈ γ = γG, then TRSk,n[α, 1, 0, η] is MDS.
Proof. Since p is the minimal prime divisor of 2m − 1, then we have p ≥ 3 and
p ≤ |G|. So {a1, . . . , ap−2} is not an empty set. If a TRSk,n[α, 1, 0, η] is not MDS,
then Lemma 3.1 implies that there exists I ⊆ {1, 2, ..., n} such that η
∏
i∈I αi = 1,
implying
η
∏
i∈I
αi = η
∏
i∈I
αi = 1.
If αj = 0 for some j, then it is a contradiction. Thus {0} is not contained in
{α1, α2, ..., αn}. Since the αi are containted in G∪{a1, . . . , ap−2}, we have
∏
i∈I αi =
1 or γ or γ2 or. . . or γp−2. Then η = 1 or γp−1 or γp−2 or. . . or γ2. This gives a
contradiction.
Let the notions be as in Theorem 3.3, then by Theorem 3.1 we have the following
result.
Corollary 3.2. If |γG| > 6, then for any n, k with 2 < k < n − 2 and n ≤
|G ∪ {a1, . . . , ap−2}| there exists a non-GRS MDS TRSk,n[α, 1, 0, η] code.
Remark 3.3. In the case (t, h) = (1, 0), from Theorem 3.3, the code length can
reach 2
m−1
p
+ p − 1 where p is the minimal prime divisor of 2m − 1. However, the
length of (∗)-twisted codes can only reach 2
m−1
p
+ 1. But for a finite field Fq of odd
q, the minimal prime divisor of q − 1 is 2, then we can not increase length by this
way.
Example 3.1. Let q = 29, then 7 is the minimal prime divisor of q − 1. Let ζ be a
generator of (F∗q , ·), and G = 〈ζ
7〉. Let {a1, a2, a3, a4, a5} ⊆ ζG and {α1, . . . , α79} =
G ∪ {a1, a2, a3, a4, a5, 0}, then for any 1 ≤ k < 79 and η ∈ ζG, TRSk,79[α, 1, 0, η] is
MDS. However, by the method in [3], the length only reach 74. Furthermore, there
exist many non-GRS codes.
Now, we give other constructions utilizing the group (Fq,+). Firstly, we simply
state the construction of the abelian group (Fq,+). Let q = p
m with p a prime
number m ≥ 1, then Fq is a Zp linear space of dimension m. Suppose {µ1, . . . , µm}
is a Zp base of Fq, then (Fq,+) = Zpµ1
⊕
· · ·
⊕
Zpµm where
⊕
denotes the direct
sum of groups. Every Zpµj is isomorphic to Zp. Since Zp is a cyclic group of
prime order, Zp have only two subgroup 0 and Zp. So, all subgroup of (Fq,+) are
{0, (Fp,+), (Fp2,+), . . . , (Fpm,+)} in the isomorphism sense.
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Let q = pm, V be a proper subgroup of (Fq,+), V is also a normal subgroup,
since (Fq,+) is abelian. For any b ∈ Fq, let b = b + V := {b + v : v ∈ V } be
a coset. Fq/V = {b1, b2, . . . , bs} is the quotient group with {b1, b2, ..., bs} being a
representation elements of cosets. Then we have the following result.
Theorem 3.4. Let L = {bi1 , bi2 , . . . , bir}, r ≥ 1 be a proper subgroup of Fq/V , and
let (t, h) = (1, k−1), 1 ≤ k < n, {α1, α2, . . . , αn} be a subset of ∪
r
j=1(bij +V )
⋃
{∞}.
If (−η)−1 ∈ Fq \ ∪
r
j=1(bij + V ), then TRSk,n[α, 1, k − 1, η] is MDS.
Proof. It is similar to the proof of Theorem 3.2 by using Lemma 3.2. Some care must
be taken that adding ∞ to a set of evaluation points preserves the MDS property.
However, if a polynomial f ∈ Pk,n[1, k − 1, η] satisfies f(∞) = 0, then its degree is
at most k − 2.
Let the notions be as in Theorem 3.4, then by Theorem 3.1 we have the following
result.
Corollary 3.3. If |Fq \ ∪
r
j=1(bij + V )| > 6, then for any n, k with 2 < k < n − 2
and n ≤ | ∪rj=1 (bij + V )| there exists a non-GRS MDS TRSk,n[α, 1, k − 1, η] code.
Remark 3.4. The construction of Theorem 3.4 is (+)-twisted codes in[3] when
V = {0}.
Remark 3.5. From the result, the code length can reach r|V | + 1. If the quotient
group Fq/V has proper non-trivial subgroup, then our construction increases the code
length. It is easy to see that r|V | = pt for some t < m. However, there is always
a subgroup of (Fq,+) with order p
t. So, Theorem 3.4 can not increase the maximal
length which (+)-twisted codes reached.
Theorem 3.5. Let Fpm be a finite field with p an odd prime number and m > 1.
Let V be a subgroup of (Fq,+) with order p
m−1. Suppose Fq/V = {0, b, . . . , (p−1)b}
with b the generator of Fq/V . Let c1, c2, . . . , cp−2 ∈ b = b + V be distinct. Let
(t, h) = (1, k− 1), 1 ≤ k < n, {α1, α2, ..., αn} be a subset of V
⋃
{c1, c2, . . . , cp−2,∞}.
If (−η)−1 ∈ (p− 1)b = (p− 1)b+ V , then TRSk,n[α, 1, k − 1, η] is MDS.
Proof. It is similar to the proofs of Theorem 3.3 and Theorem 3.4.
Let the notions be as in Theorem 3.5, then by Theorem 3.1 we have the following
result.
Corollary 3.4. If |V | > 6, then for any n, k with 2 < k < n − 2 and n ≤
|V
⋃
{c1, c2, . . . , cp−2}| there exists a non-GRS MDS TRSk,n[α, 1, k − 1, η] code.
9
Remark 3.6. In the case (t, h) = (1, k− 1), from Theorem 3.5, the code length can
reach pm−1+p−1. However, the length of (+)-twisted codes can only reach pm−1+1.
But for finite field Fq of even q, the minimal prime divisor of q is 2, then we can
not increase length by this way.
Example 3.2. Let q = 72, F72 = F7(θ) with θ
2 + 2 = 0 and V = (F7,+). Let
{b1, b2, b3, b4, b5} ⊂ θ + V , {α1, . . . , α13} = V ∪ {b1, b2, b3, b4, b5,∞}. Then for any
1 ≤ k < 13 and (−η)−1 ∈ 6θ+ V , TRSk,13[α, 1, k− 1, η] are MDS. However, by the
method in [3], the length only reach 8. Furthermore, there exists a non-GRS code.
Remark 3.7. Note that, for general t and h, the length of MDS twisted Reed-
Solomon codes over Fq can reach
q−1
2
+ 1 when q is odd and q
2
+ 1 when q is even
in [3]. If we only focus on the maximal length of MDS twisted Reed-Solomon codes,
our constructions make no contribution.
4 LCD MDS codes
In this section, we give two constructions of LCD MDS Codes by using generalized
twisted Reed-Solomon codes. The following two results are known.
Proposition 4.1. [5] Let G be a generator matrix of a linear code C, then C is self
orthogonal if and only if GGT = 0.
Lemma 4.1. [5] Let C be an [n, k, d ] self orthogonal linear code generated by the
matrix G = [Ik : P ]. Then for any β ∈ Fq\{0, 1,−1}, the linear code Cβ generated
by the matrix Gβ = [Ik : βP ] is an [n, k, d ] LCD code.
We have the following lemma.
Lemma 4.2. Let C be an [n, k, n−k+1 ] self orthogonal MDS linear code generated
by the matrix G = [Ak×k : Bk×(n−k)]. Then for any β ∈ Fq\{0, 1,−1}, the linear
code Cβ generated by the matrix Gβ = [Ak×k : βBk×(n−k)] is an [n, k, n−k+1 ] LCD
MDS code.
Proof. Since C is an MDS code, then the matrix A is nonsingular. So, G
′
= A−1G =
[Ik : A
−1B] is also a generator matrix of C. By Lemma 4.1, for any β ∈ Fq\{0, 1,−1},
the linear code C
′
β generated by the matrix G
′
β = [Ik : βA
−1B] is an [n, k, n−k+1 ]
LCD MDS code. However, C
′
β can be generated by AG
′
β = [A : A(βA
−1B)] = [A :
βB], which completes the proof.
10
For any distinct elements α1, α2, ..., αn of Fq, put α = (α1, α2, ..., αn) and denote
by Aα the matrix 
1 1 . . . 1
α1 α2 . . . αn
...
...
...
αn−21 α
n−2
2 . . . α
n−2
n

(n−1)×n
.
In [15], the authors have shown that the solution space of the equation system
AαX
T = 0 has dimension 1 and {u = (u1, u2, ..., un)} is a basis of this solution
space, where ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1, especially ui 6= 0 for all i ∈ {1, ..., n}.
In the following of this section, for any distinct α1, . . . , αn of Fq, we always let
u = (u1, u2, ..., un) where ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1.
Theorem 4.1. Let ℓ = 1, t = 1, 1 ≤ k ≤ n−2
2
, 0 ≤ h ≤ k−1, η ∈ F∗q, α1, α2, ..., αn ∈
Fq be distinct, if u1, u2, ..., un are all nonzero square elements of Fq with ui = v
2
i , i =
1, 2, ..., n. Let α = (α1, . . . , αn), v = (v1, . . . , vn), then GTRSk,n[α, 1, h, η, v] is a
self orthogonal code.
Proof. By the condition above, a generator matrix G of GTRSk,n[α, 1, h, η, v] is
v1 v2 . . . vn
v1α1 v2α2 . . . vnαn
...
...
...
v1α
h−1
1 v2α
h−1
2 . . . vnα
h−1
n
v1(α
h
1 + ηα
k
1) v2(α
h
2 + ηα
k
2) . . . vn(α
h
n + ηα
k
n)
v1α
h+1
1 v2α
h+1
2 . . . vnα
h+1
n
...
...
...
v1α
k−1
1 v2α
k−1
2 . . . vnα
k−1
n

.
Then the value of (GGT )ij has the following three cases:
(i)
∑n
i=1 uiα
m1
i .
(ii)
∑n
i=1 uiα
h+m2
i + η
∑n
i=1 uiα
k+m2
i .
(iii)
∑n
i=1 uiα
2h
i + 2η
∑n
i=1 uiα
k+h
i + η
2
∑n
i=1 uiα
2k
i .
Since k ≤ n−2
2
, 0 ≤ h ≤ k− 1, then m1, h+m2, k+m2, 2h, 2k, k+ h are all less than
n− 1. By Aαu
T = 0, we get GGT = 0.
Corollary 4.1. Let F2m be a finite field with m ≥ 2, V be a proper subgroup
of (F2m ,+) with order s, L = {b1, . . . , b 2m−1
s
} be a proper subgroup of quotient
group F2m/V with order
2m−1
s
. Suppose ℓ = 1, (t, h) = (1, k − 1), 1 ≤ k ≤
11
n−2
2
, {α1, α2, ..., αn} is a subset of ∪
2
m−1
s
j=1 (bj + V ), and η
−1 ∈ F2m \ ∪
2
m−1
s
j=1 (bj + V ).
Let β ∈ Fq\{0, 1,−1}, ui = v
2
i , i = 1, 2, ..., n, and let α = (α1, . . . , αn), v
′
=
(v1, . . . , vk, βvk+1, . . . , βvn), then GTRSk,n[α, 1, k − 1, η, v
′
] is an LCD MDS code.
Proof. Since any element of F2m is square element, then vi(i = 1, . . . , n) are existing.
Let v = (v1, . . . , vn), by Theorem 3.4, GTRSk,n[α, 1, k − 1, η, v] is an MDS code.
From Theorem 4.1, GTRSk,n[α, 1, k − 1, η, v] is a self orthogonal code. Finally, by
Lemma 4.2, GTRSk,n[α, 1, k − 1, η, v
′
] is an LCD MDS code.
Remark 4.1. We choose {α1, α2, ..., αn} = L as in Corollary 4.1, then n = 2
m−1.
For any 1 ≤ k ≤ n−2
2
, we give a construction of [n, k, n− k + 1 ] LCD MDS codes.
Remark 4.2. If 2 < k < n − 2, | F2m \ L |> 6 i.e. m ≥ 4, then our construction
contains many non-GRS LCD MDS codes.
The results above are about even characteristic. Next, we give LCD MDS codes
in odd characteristic. Firstly, we give some useful results.
Proposition 4.2. [5] If G is a generator matrix of an [n, k] linear code C, then C
is an LCD code if and only if GGT is nonsingular.
Proposition 4.3. [5] Let G = {α1, α2, . . . , αn} be a subgroup of F
∗
q with order n,
then for any integer t, we have
αt1 + α
t
2 + · · ·+ α
t
n =
{
n t ≡ 0 (mod n),
0 otherwise.
(4.1)
Theorem 4.2. [1] Let q0 be a prime power, and 1 = s0 < · · · < sℓ be non-negative
integers such that Fqs0
0
⊂ Fqs1
0
⊂ · · · ⊂ Fqsℓ
0
= Fq is a chain of subfields. Fix
k < n ≤ q0 and the entries of α = (α1, . . . , αn) ∈ F
n
q0
as pairwise distinct locators.
Finally, let t, h and η be chosen as in Definition 2.2, such that ηi ∈ Fqsi
0
\F
q
si−1
0
for
i = 1, . . . , ℓ. Then TRSk,n[α, t,h,η] is MDS.
Theorem 4.3. Let q = pm, {α1, α2, ..., αn} a subgroup of (F
∗
q, ·), t = (1, 2, ..., k), h =
(0, 1, ..., k−1), η = (η1, η2, ..., ηk) ∈ (F
∗
q)
n, k ≤ n
2
. If k, n satisfy one of the following
conditions, then TRSk,n[α, t,h,η] is LCD.
(A) k ≥ 3, k = n+1
3
.
(B) k ≥ 3, k = n
3
.
(C) k ≥ 3, n+2
3
≤ k < n
2
, and all entries of (ηn−2k+2, ηn−2k+3, ..., ηk)+(ηk, ηk−1, ..., ηn−2k+2)
are nonzero.
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(D) k ≥ 3, k = n
2
, 1+η21 is nonzero and all entries of (η2, η3, ..., ηk)+(ηk, ηk−1, ..., η2)
are nonzero.
(E) k = 2, n = 4, and 2(1 + η21)η2 is nonzero.
(F) k = 2, n = 5.
(G) k = 2, n = 6.
(H) k = 1, n = 2, and 1 + η21 is nonzero.
(I) k = 1, n > 2.
Proof. Since {α1, α2, ..., αn} is a subgroup of F
∗
q , then gcd(n, p) = 1. Let
A =

1 1 . . . 1
α1 α2 . . . αn
...
...
...
αk−11 α
k−1
2 . . . α
k−1
n

k×n
,
B =

η1α
k
1 η1α
k
2 . . . η1α
k
n
η2α
k+1
1 η2α
k+1
2 . . . η2α
k+1
n
...
...
...
ηkα
2k−1
1 ηkα
2k−1
2 . . . ηkα
2k−1
n

k×n
.
From the condition, a generator matrix of TRSk,n[α, t,h,η] is G = A+B. We have
GGT = (A+B)(A +B)T = AAT + ABT +BAT +BBT . By Equation (4.1),
AAT =

n 0 . . . 0
0 0 . . . 0
...
...
...
0 0 . . . 0

k×k
.
When (A) holds, we have ABT = 0, BAT = 0 and
BBT =

0 . . . 0 η1ηkn
0 . . . η2ηk−1n 0
...
...
...
ηkη1n . . . 0 0

k×k
.
Then
GGT =

n . . . 0 η1ηkn
0 . . . η2ηk−1n 0
...
...
...
ηkη1n . . . 0 0

k×k
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is nonsingular.
When (B) holds, we have ABT = 0, BAT = 0 and
BBT =

0 . . . 0 0
0 . . . 0 η2ηkn
0 . . . η3ηk−1n 0
...
...
...
0 ηkη2n . . . 0

k×k
.
Then
GGT =

n . . . 0 0
0 . . . 0 η2ηkn
0 . . . η3ηk−1n 0
...
...
...
0 ηkη2n . . . 0

k×k
is nonsingular.
When (C) holds, ABT = (BAT )T , we have
BAT =

0 . . . 0 . . . . . . 0
0 . . . 0 . . . . . . 0
...
...
...
0 . . . 0 . . . . . . 0
0 . . . 0 . . . 0 ηn−2k+2n
0 . . . 0 . . . ηn−2k+3n 0
...
...
...
...
0 . . . 0 ηkn . . . 0

k×k
,
BBT =

0 . . . 0 η1ηn−2k+1n 0 . . . 0
0 . . . η2ηn−2kn 0 0 . . . 0
...
...
...
...
...
...
...
ηn−2k+1η1n 0 . . . . . . . . . . . . 0
0 0 . . . . . . . . . . . . 0
...
...
0 0 . . . . . . . . . . . . 0

k×k
.
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Then
GGT =

n ... 0 η1ηn−2k+1n 0 ... 0
0 ... η2ηn−2kn 0 0 ... 0
...
...
...
...
...
...
...
ηn−2k+1η1n 0 ... ... ... ... 0
0 ... ... 0 ... 0 (ηn−2k+2+ηk)n
0 ... ... 0 ... (ηn−2k+3+ηk−1)n 0
...
...
...
...
0 ... ... 0 (ηk+ηn−2k+2)n ... 0

k×k
is nonsingular.
When (D) holds, we have
BAT =

0 . . . 0 0
0 . . . 0 η2n
0 . . . η3n 0
...
...
...
0 ηkn . . . 0

k×k
,
BBT =
η
2
1n 0 . . . 0
...
...
...
0 0 . . . 0

k×k
.
Then
GGT =

(η21 + 1)n . . . 0 0
0 . . . 0 (η2 + ηk)n
0 . . . (η3 + ηk−1)n 0
...
...
...
0 (ηk + η2)n . . . 0

k×k
is nonsingular.
The statements (E), (F), (G), (H), (I) are calculated similarly.
Corollary 4.2. Let q be an odd prime power, and 1 = s0 < · · · < sℓ be non-negative
integers such that Fq0 = Fqs0
0
( Fqs1
0
( · · · ( Fqsk
0
= Fq is a chain of subfields. Let
{α1, α2, ..., αn} be a subgroup of F
∗
q0
, and let ηi ∈ Fqsi
0
\F
q
si−1
0
for i = 1, . . . , k with
1+ η21 6= 0, ηj 6= 0 for i = 2, . . . , k. Suppose t = (1, 2, ..., k),h = (0, 1, ..., k− 1),η =
(η1, η2, ..., ηk) ∈ (F
∗
q)
n. Let k ≤ n
2
, if k, n satisfy one of the following conditions,
(A) k ≥ 3, k = n+1
3
;
(B) k ≥ 3, k = n
3
;
(C) k ≥ 3, n+2
3
≤ k < n
2
;
(D) k ≥ 3, k = n
2
;
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(E) k = 1, n > 2;
then TRSk,n[α, t,h,η] is an LCD MDS code.
Proof. We simply apply Theorem 4.2 and Theorem 4.3. Some care must be taken in
condition (C) and (D). For condition (C), if the length of (ηn−2k+2, ηn−2k+3, . . . , ηk)
is even, then all entries of (ηn−2k+2, ηn−2k+3, ..., ηk)+(ηk, ηk−1, ..., ηn−2k+2) are ηs+ηj
with s 6= j. From the choice of η, we know ηs and ηj are not in same field with
different indices. Then, all entries of (ηn−2k+2, ηn−2k+3, ..., ηk)+(ηk, ηk−1, ..., ηn−2k+2)
are nonzero. If the length of (ηn−2k+2, ηn−2k+3, . . . , ηk) is odd, then there is one
position with same index and others are not same. However, all the fields are odd
characteristic and ηj 6= 0 for i = 2, . . . , k. So all entries of (ηn−2k+2, ηn−2k+3, ..., ηk)+
(ηk, ηk−1, ..., ηn−2k+2) are nonzero. It is similar to explain condition (D).
Remark 4.3. From the state of Corollary 4.2, we know n|(q0 − 1) for some q0 an
odd prime power. Then, for the case k = 2 in Theorem 4.3, we need some special
q0. For a sufficient large q, we can construct LCD MDS codes when 3 ≤ k and
n
3
≤ k ≤ n
2
.
5 Conclusion
This paper presents new constructions of MDS twisted Reed-Solomon codes and
in some cases, our constructions can get some MDS codes with the length longer
than the constructions of previous works. And we also give two new constructions
of LCD MDS codes from generalized twisted Reed-Solomon codes. However, the
code length is also restrained for general t and h. It will be significant to construct
an MDS twisted Reed-Solomon code with a longer length.
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