When drawing causal inference from observational data, there is always concern about unmeasured confounding. One way to tackle this is to conduct a sensitivity analysis. One widely-used sensitivity analysis framework hypothesizes the existence of a scalar unmeasured confounder U and asks how the causal conclusion would change were U measured and included in the primary analysis. Works along this line often make various parametric assumptions on U, for the sake of mathematical and computational simplicity. In this article, we substantively further this line of research by developing a valid sensitivity analysis that leaves the distribution of U unrestricted. Our semiparametric estimator has three desirable features compared to many existing methods in the literature. First, our method allows for a larger and more flexible family of models, and mitigates observable implications (Franks et al., 2019) . Second, our methods work seamlessly with any primary analysis that models the outcome regression parametrically. Third, our method is easy to use and interpret. We construct both pointwise confidence intervals and confidence bands that are uniformly valid over a given sensitivity parameter space, thus formally accounting for unknown sensitivity parameters. We apply our proposed method on an influential yet controversial study of the causal relationship between war experiences and political activeness using observational data from Uganda.
Introduction

Motivating Example: War and Political Participation in Uganda
What is the political legacy, if any, of a violent civil war? A tragic observational study in Uganda provides some empirical evidence. In 1988, several failed insurgent groups in northern Uganda were assembled into a new force, called the Lord's Resistance Amy, or LRA. The poverty and unpopularity of the movement lead to its reliance on forced recruitment, or abduction. From 1995 to 2004, 60, 000 to 80, 000 youths were estimated to be abducted by LRA for at least a day (Annan et al., 2006) . About 80% of these abductees escaped, were released, or were rescued after abduction, and many returnees later relocated through a government's "reception center" (Blattman, 2009 ).
To better understand the effects and consequences of war experiences, a representative survey of male youth in eight rural subcounties in Uganda was conducted during 2005 to 2006. In particular, Blattman [2009] studied the causal link from war experiences to political engagement using evidence from the data, and found that abduction leads to an 11.0 percentage point increase in the probability that a youth over 18 years old voted in the 2005 referendum on restoring multi-party politics. This result is of particular interest as it defies expectations: political scientists often worry that excombatants face a lifetime of crime and banditry, and remain alienated and "at war" in their own minds (Blattman, 2009; Spear, 2016) , which makes rebuilding of the society much more challenging after conflict, and could contribute to the well-known "conflict trap" (Collier, 2007) . Blattman [2009] 's empirical study offered some encouraging evidence that war experiences could lead to greater postwar political engagement.
Throughout the analysis, Blattman [2009] assumes "conditional unconfoundedness", i.e., abduction is effectively randomized conditional on the observed covariates. Many sources of bias exist, as acknowledged by the author. For instance, the observed causal relationship could be spurious if more politically active young men were targeted by the LRA, and this "political activeness" is not measured and adjusted for. To address this concern, the author conducted a "thought experiment", or a sensitivity analysis in the terminology of statistics, following the framework in Rosenbaum and Rubin [1983] and Imbens [2003] . In Rosenbaum and Rubin [1983] and Imbens [2003] 's framework, an independent binary unmeasured confounder U ∼ Bern(0.5) is hypothesized to exist and it is asked how the causal conclusions would change were this U measured and included in the analysis, in addition to the collected observed covariates. Specifically, the following model is considered:
U | X ∼ Bern (p = 0.5) logit(Y | X, Z, U ) = λ T X + βZ + δU logit(Z | X, U ) = κ T X + γU, (1) where U is a hypothesized binary unmeasured confounder, X a vector of measured covariates including the intercept, Z the binary treatment (having been abducted), Y the binary response (whether or not the subject voted in the 2005 referendum), and β the average treatment effect on the logit scale. Here, (δ, γ) are sensitivity parameters: γ quantifies the association between the treatment assignment and U , and δ quantifies the association between the outcome and U . For any specified sensitivity parameters, the observed-data likelihood of Model (1) is maximized, and the (1 − α)% confidence interval for β is reported. In the above specification, the parametric model for the outcome Y is inherited from the primary analysis assuming "no unmeasured confounding" (corresponding to (δ, γ) = (0, 0) in the above specification). As commented by Imbens [2003] , the model specification can easily be modified or extended conceptually. For example, instead of letting U be binary, one can consider U ∼ Normal(0, 1), among many other possibilities. We will refer to the class of sensitivity analysis methods that hypothesize the existence of an unmeasured confounder as the added-variable approach, or omitted-variable approach (Wooldridge, 2008) , to sensitivity analysis throughout the paper. Rosenbaum and Rubin [1983] and Imbens [2003] 's Models and Our Contributions Added or omitted-variable approaches to sensitivity analysis, e.g., Model (1) , have at least three desirable features. First, it is seamlessly integrated to the primary analysis. In fact, as stated above, the primary analysis is restored by choosing (δ, γ) = (0, 0). Second, sensitivity parameters of the model are highly intuitive, transparent, and easy to communicate, and the number of sensitivity parameters is small. Third, when empirical researchers have in mind some particular unmeasured confounder U = U * and can specify its distribution in the population, say from some external data source, Model (1) can be directly employed to assess robustness of causal conclusions to such an unmeasured confounder.
Limitations of
However, having conducted a sensitivity analysis under Model (1) , one natural question to pon-der on is the following: What role does the parametric assumption on U play in statistical inference?
After all, U is not observed and it may be preferable not to impose parametric assumptions on the distribution of this unobserved component. A related and even more concerning feature to some is that specifying U ∼ Bern(0.5) introduces too strong observable implications (Franks et al., 2019) :
the observed data Y | X, Z is distributed as a two-component mixture of logistic regression with equal weights under Model (1) . This is often not flexible enough to describe the data at hand, and makes sensitivity parameters easily identified from data, as acknowledged by many authors (Copas and Li, 1997; Scharfstein et al., 1999; Imbens, 2003) . In addition to these theoretical and philosophical concerns, a more important question of practical relevance emerges: Is it possible that the parametric assumption on U somehow colludes with the data at hand to produce a more favorable sensitivity analysis result? Even in scenarios where empirical researchers have in mind, or are encouraged by the scientific community to consider the possibility of bias due to a specific unmeasured confounder U * , often little "prior knowledge" is available to correctly specify the distribution of U * in the population. In fact, sensitivity analysis conclusions can be quite sensitive to parametric assumptions on U . For instance, in a study of the effect of second-hand smoking on blood-lead levels, Zhang and Small [2018] found that the causal conclusion is sensitive to a U ∼ Bern(0.5) when (δ, γ) = (1.2, 1.2), but not sensitive to a U ∼ Bern(0.1) even when (δ, γ) are as large as (2.0, 2.0). It is unclear which if any of these results one should believe.
These legitimate concerns motivate us to develop a method that still preserves key elements that have made Rosenbaum and Rubin [1983] and Imbens [2003] 's original proposals so popular, while avoiding unfounded and untestable parametric assumptions typically made about the distribution of U , therefore allowing for the latter to remain unrestricted and mitigating undesirable observable implications (Franks et al., 2019) of such unnecessary restrictions.
Our theoretical results leverage modern semiparametric theory (Newey, 1990; Bickel et al., 1993; Van der Vaart, 2000; Tsiatis, 2006) to construct a consistent and asymptotically normal (CAN) estimator of the average treatment effect in a model where the outcome regression model and the propensity score model are correctly specified, while the distribution of the hypothesized unmeasured confounder is unrestricted. We leverage this result to develop a two-parameter sensitivity analysis. An important feature of the proposed CAN estimator is that it is also locally efficient in the sense that it attains the efficiency bound for the semiparametric model whenever a working model for distribution of U is correct, yet it is robust to possible misspecification of such a model as it remains CAN in such an eventuality.
As acknowledged by VanderWeele and Arah [2011] , there exists a tension between generality and complexity for sensitivity analysis. Our proposal aims to strike a balance between generality and complexity. The proposed approach is general in the following sense. First, it does not place any distributional assumption on the unmeasured confounder U . Second, the proposed approach works seamlessly with any parametric outcome regression model E[Y | Z, X] and propensity score model that empirical researchers routinely fit in their primary analysis. For instance, in the example of Blattman [2009] , a probit or logistic regression relating the binary outcome, the binary treatment, and baseline covariates is fit in the primary analysis assuming "no unmeasured confounding". When the outcome of interest is continuous or count data, a linear regression or a Poisson regression may be more appropriate. Our proposed sensitivity analysis directly builds on the model specification in the primary analysis by simply inserting a hypothesized unmeasured confounder U with unrestricted distribution in the population.
More importantly, our proposed approach remains practical and easy-to-use and does not sacrifice the lucidity and transparency of the original widely used method proposed by Rosenbaum and Rubin [1983] and generalized by Imbens [2003] . One key contribution of Imbens [2003] is that it allows one to interpret sensitivity analysis results in terms of the additional variance in the response explained by the hypothesized unmeasured confounder U . The proposed semiparametric approach does not offer such an interpretation in terms of partial R 2 ; instead, it provides an interpretation of sensitivity analysis routed in Rosenbaum's widely popular Γ approach (Rosenbaum, 2002 (Rosenbaum, , 2010 , as we will explore in detail in Section 5.
Organization
The rest of the paper is organized as follows. In Section 2, we review key notation, assumptions, and background on sensitivity analysis in observational studies, with emphasis on the added or omittedvariable approach. In Section 3, we briefly introduce key concepts of semiparametric theory, specify our semiparametric model, and develop a semiparametric locally efficient estimator. We present extensive simulation results in Section 4. We discuss interpretation of our sensitivity analysis in Section 5 and various ways to report our sensitivity analysis in Section 6. Finally, the proposed sensitivity analysis method is applied to study war and political participation in Uganda in Section 7 and a brief discussion is given in Section 8. Relevant data and R code to reproduce results in this paper is available at https://github.com/bzhangupenn/Code_for_reproducing_semi_SA.
Notation, Assumption, and Sensitivity Analysis in Observational Studies
Notation and Review
We briefly review notation and assumptions for drawing causal inference from observational studies.
Let Y (z) , z = 0, 1 be the potential outcome under treatment Z = z (Neyman, 1990; Rubin, 1974) .
This notation implicitly makes the stable unit treatment value assumption (SUTVA) (Rubin, 1980) , i.e., a subject's potential outcome does not depend on the treatment given to others and there is a unique version of treatment defining the intervention of scientific interest. For each subject, we observe data (Y i , Z i , X i ), where X is a vector of observed covariates, Z the treatment assignment, and Y the observed outcome satisfying Y = ZY (1) +(1−Z)Y (0) . The conditional average difference between two potential outcomes, i.e., E[Y (1) − Y (0) | X], is called the conditional average treatment effect and will be the interest of this article.
A key assumption in drawing causal inference is so-called treatment ignorability, also known as the no unmeasured confounding assumption (Robins, 1992) , exchangeability (Greenland and Robins, 1986) , selection on observables (Barnow et al., 1980) , or treatment exogeneity (Imbens, 2004) . A version of this assumption states that F (y (0) , y (1) 
i.e., the potential outcomes are jointly independent of the treatment assignment conditional on measured confounders. We further assume that positivity holds:
Under treatment ignorability, some widely used methods for drawing causal inference include:
matching (Rubin, 1979; Rosenbaum, 2002; Stuart, 2010) , modeling E(Y | A, X) (Robins, 1986; Wasserman, 1999; Hill, 2011) , propensity score weighting and subclassification (Rosenbaum and Rubin, 1984; Rosenbaum, 1987b) , g-estimation of a structural nested model (Robins, 1986; Vansteelandt and Joffe, 2014) , and doubly robust methods (Robins et al., 1994; Robins, 2000; Bang and Robins, 2005) .
Sensitivity Analysis: an Added-variable Approach
In many practical scenarios, "no unmeasured confounding" may be a heroic assumption and should be taken with great caution. Sensitivity analysis is one way to tackle concerns about the potential bias from unmeasured confounding. A sensitivity analysis asks to what extent the causal conclusion drawn from the data at hand would change when the "no unmeasured confounding" assumption is relaxed. Many sensitivity analysis methods have been proposed for different causal inference frameworks over the years; see Cornfield et al. [1959] , Gastwirth et al. [1998] , Scharfstein et al. [1999] , McCandless et al. [2007] , VanderWeele [2008] , Rosenbaum and Silber [2009] , Ding and VanderWeele [2016] , Rosenbaum [1987a Rosenbaum [ , 2002 Rosenbaum [ , 2010 , Franks et al. [2019] , and Zhao et al. [2019] , among many others.
One approach to representing unmeasured confounding is to hypothesize the existence of a latent scalar variable U that summarizes unmeasured confounding. The idea is that were U observed and accounted for, there would remain no further unmeasured confounding such that assumption
(2) holds provided one conditions on both X and U but not otherwise. In order to identify the treatment effect in the presence of this hypothesized unmeasured confounder, the entire data generating process including the distribution of U , or at least some aspects of it, is specified. The first work along this line is by Rosenbaum and Rubin [1983] , who considered the setting of a binary outcome and assumed a discrete stratification variable S such that the treatment assignment is strongly ignorable conditional on S and U . Identification of treatment causal effect on the odds ratio scale in this framework then proceeds by specifying the following: 1) the distribution of U within each stratum, 2) the effect of U on the odds of treatment within each stratum, 3) the effect of U on the odds of the outcome when treated within each stratum, and 4) the effect of U on the odds of the outcome when not treated within each stratum. Imbens [2003] extended the approach of Rosenbaum and Rubin [1983] by allowing for continuous measured covariates and considering a normal outcome. Specifically, Imbens [2003] maximizes the observed data likelihood of the following model:
For binary outcome, as in our running example, a logistic or a probit model may be used in place of linear regression. Carnegie et al. [2016] extended Rosenbaum and Rubin [1983] 's model to a continuous treatment and a normally distributed unmeasured confounder U . Dorie et al. [2016] proposed to more flexibly model the response surface using Bayesian Additive Regression
Trees, while still assuming that U is an independent binary variable and keeping the parametric specification of the treatment assignment model. Ding and VanderWeele [2016] developed a two-parameter sensitivity analysis approach called E-value. Their two sensitivity parameters measure the strength of confounding between the unmeasured confounder and the treatment, and between the unmeasured confounder and the outcome, respectively. For a binary outcome and a binary treatment, Ding and VanderWeele [2016] showed the true relative risk ratio, even in the presence of unmeasured confounders, is always at least as large as RR obs ZY |x
where RR obs ZY |x is the observed risk ratio within stratum X = x, RR ZU |x the maximal relative risk of Z on U within stratum X = x, and RR U Y |x the maximal relative risk of U on Y within stratum X = x, with and without treatment. The main appeal of the approach is that it is easy to compute. However, an important limitation of the result is that the correction formally works on risk ratio scale. Although the authors have developed several approximations to allow for other scales (e.g. odds ratio or additive effects), no formal theoretical guarantees exist as to their inferential correctness. Furthermore, specification of RR ZU |x formally restricts the retrospective likelihood ratio f (U | Z = 1, X = x)/f (U | Z = 0, X = x) and therefore restricts the retrospective density f (U | Z, X). There are two issues with imposing such restriction; the first issue is that whereas an investigator might have some insight based on background knowledge as to the magnitude of the dependence of P (Z | U, X) on U as it pertains to treatment selection by unobservables (Rosenbaum, 1987a) , as we have argued in the introduction, rarely would she have the level of knowledge about density of f (U | X) in order to specify RR ZU |x in a meaningful and easily interpretable manner. Secondly, RR ZU |x does not necessarily accurately encode strength of unmeasured confounding as it can be made arbitrarily large or small (within a certain range) by varying specification of f (U | X) while holding f (Z | U, X) fixed. To illustrate, consider the simple case where U is binary and there is no observed covariates X. Fix Z = expit(α 0 + α 1 U ) and it can be shown with straightforward algebra that RR ZU can be made arbitrarily large or small between exp{−α 0 } and exp{−α 0 − α 1 } by varying the ratio P (U = 1)/P (U = 0), a quantity often of limited interest. The approach developed in this paper addresses both limitations of E-value approach.
3 Model Specification, Identification, and Semiparametric Estimation
Semiparametric Models, Geometry, and Influence Functions
Semiparametric models refer to statistical models where the functional forms of some components of the model are unknown (Newey, 1990; Bickel et al., 1993) . Most semiparametric theory restricts attention to regular and asymptotically linear (RAL) estimators. An estimatorβ for a finite dimensional functional β on a statistical model M (parametric, semiparametric, or nonparametric
where φ(·) is often referred to as the influence function ofβ and satisfies E[φ(D; β)] = 0 and
Regularity is a technical condition that rules out certain "pathological" estimators (Newey, 1990) . A regular and asymptotically linear estimator is consistent and asymptotically normal (CAN) with asymptotic covariance matrix E(φ(D; β)φ(D; β) T ). Within the set of influence functions, there exists an efficient influence function φ eff (D; β) whose asymptotic variance is no larger than any other influence functions. The variance of φ eff (D; β) is known as the semiparametric efficiency bound of M.
Equation (4) suggests a relationship between influence functions and RAL estimators. One general strategy of constructing a semiparametric estimator is to first identify a set containing all influence functions for the semiparametric model, in which case, a candidate RAL estimator can be obtained by solving P n { IF(D,β)} = 0 where IF is an estimate of the influence function obtained under M. Under certain regularity conditions, it will then typically be the case thatβ thus constructed admits an expansion (4) with φ(·) equal to IF. The efficient IF can be obtained by projecting any IF onto the so-called tangent space, defined as the closed linear span of scores for all regular parametric submodels of M (Newey, 1990; Bickel et al., 1993; Van der Vaart, 2000) .
In missing or coarsened data problems, a distinction is made between full data influence functions and observed data influence functions (Robins et al., 1994) . Full data influence functions correspond to all RAL estimators for a given functional, in our case treatment effect β, and are available only for a given functional if no data were missing, i.e., in our case if outcome, treatment assignment, observed covariates, and unmeasured confounder were fully observed. On the other hand, observed data influence functions correspond to all RAL estimators based solely on the observed data, i.e., outcome, treatment assignment, and observed covariates only in our context.
Observed data influence functions are of practical interest and on which construction of estimators are based; however, full data influence functions are also important because they are an important step towards deriving observed data influence functions.
Consider a parametric model with parameters (β, η), where β is the parameter of interest and η the nuisance parameters. Let S β (D) and S η (D) denote the score vector with respect to β and η, respectively. In a parametric model, the nuisance tangent space Λ is a linear space spanned by the nuisance scores S η (D), and in semiparametric models, Λ is the mean square closure of all nuisance tangent spaces of all parametric submodels. The efficient score of the parameter of interest β in a semiparametric model is the projection of the score of β onto the ortho-complement of the nuisance tangent space, and the efficient influence function follows by appropriately normalizing the efficient score such that E[S β · φ T eff ] = I. For more details, see Newey [1990] , Bickel et al. [1993] , and Van der Vaart [2000].
A Semiparametric Perspective of the Added-variable Approach in Sensitivity Analysis
Consider the full data
U i a scalar unmeasured confounder, Z i the treatment status, and Y i the response. We do not get to observe U i and therefore, the observed data O i only consists of (X i , Z i , Y i ). Suppose in a primary analysis assuming "no unmeasured confounding", a researcher models f (y | x, z) with finite dimensional parameter λ. We further assume the propensity score is modeled with finite dimensional parameter κ as f (z | x; κ). Our sensitivity analysis framework allows for a hypothesized unmeasured confounder U to be included in both models. Formally, we consider a model where the true data generating process of the full data P D factors as:
with the following two assumptions.
. Furthermore, Y belongs to exponential family with canonical link function g 1 .
Assumption 2. The propensity score model relating Z to X and U satisfies E[Z | X, U ] = g −1 2 (κ T X + γU ). Furthermore, Z belongs to exponential family with canonical link function g 2 .
Assumption 1 says that the effect of U on Y is additive on scale defined by g 1 and excludes
any ZU interaction. One may consider models that allow for ZU interaction by adding an extra sensitivity parameter characterizing the effect of ZU on Y . Similarly, Assumption 2 says the effect of U on Z is additive on scale defined by g 2 . We will primarily focus on the model where U does not interact with Z on the scale of the link function as it is more parsimonious, easier to interpret, and widely adopted in the literature.
Remark 1. It will be clear later when we construct the semiparametric estimator that it is not strictly required to posit exponential family models. We restrict to this family as these are most commonly used by empirical researchers in practice.
To summarize, we consider making inference about q-dimensional parameters θ = (λ, β, κ) in the semiparametric model M U ;δ,γ :
In words, M U ;δ,γ represents a model where both the outcome regression and the propensity score are correctly specified, with known association between U and Y equal to δ and known association between U and Z equal to γ. Below, we suppress the dependence on (δ, γ), and write M U in place of M U ;δ,γ . M U contains widely used models proposed by Rosenbaum and Rubin [1983] and Imbens [2003] . In practice, to provide a meaningful interpretation of sensitivity parameters (δ, γ),
we will impose scale restriction on the unmeasured confounder, and focus on a binary unmeasured confounder and a continuous unmeasured confounder supported on the unit interval [0, 1], as they are widely-adopted in the sensitivity analysis literature (Gastwirth et al. [1998] ; Rosenbaum [2002] ;
Imbens [2003] ); however, such restriction is not strictly necessary for the proposed methodology.
Identification
We discuss identification results in this section. For simplicity, we only consider the situation where observed covariates X are omitted, and (U, Z, Y ) are all binary. Consider the following saturated models for Z and Y :
Let us further parametrize U by f (U ; ξ) and the observed data likelihood is given by
Since both Y and Z are binary, there are only three degree of freedom from observed data 
with three degrees of freedom and three unknowns (β 0 , β z , and α 0 ), and the model becomes possibly identifiable. Proposition 1 says this is indeed the case.
Proposition 1. Let Y , Z, and U be binary and there is no Z, U interaction in the outcome model.
0 , for all ξ.
All proofs in this article are left to Supplementary Materials A.
Proposition 1 says the parameters β 0 , β z , and α 0 can be identified from observed data without identifying the distribution of U . By a straightforward parameter-counting argument, one immediately sees that sensitivity parameters (δ, γ) cannot be identified in this simple case. In general, with parametric assumptions to incorporate observed covariates X, sensitivity parameters (δ, γ) may be technically identified from the observed data. However, the identification is typically very weak as a consequence of U 's distribution being relaxed. For instance, under our framework and a normal outcome regression model, the observed data Y | X, Z is distributed as a convolution of a normal density and an unknown distribution, instead of a two-component normal mixture as in
Model (1) under Imbens [2003] 's framework.
Geometry and Observed Data Efficient Influence Functions
In this section, we briefly discuss the geometry of the Hilbert space associated with the full data and with the observed data in our problem. We then leverage the geometry and derive the efficient influence function which motivates the estimating equation.
Recall that the full data is
The full data nuisance tangent space is given by:
.., n} and by standard semiparametric theory, the corresponding observed data nuisance tangent space is the projection of the full data nuisance tangent space onto the observed data (Bickel et al., 1993; Robins et al., 1994) :
Let θ = (λ, β, κ) denote the finite dimensional parameter of interest and S θ (X, U, Z, Y ) be the full data score of θ. All observed data scores are obtained by projecting all full data scores onto the observed data (Bickel et al., 1993; Robins et al., 1994) :
The key step in deriving the efficient observed data influence function is to project the observed data score onto the ortho-complement to observed data nuisance tangent space. Theorem 1 provides an expression for the ortho-complement to the nuisance tangent space and derives the observed data efficient score S eff (X, Z, Y ).
Let H be the Hilbert space induced by the distribution P D that generates IID ran-
The observed data efficient score for semiparametric model M U is
where E[a(U, X) | X] = 0, and a(U, X) satisfies:
Therefore, the semiparametric efficiency bound for M U is given by
To find the efficient score, one first needs to solve integral equation (12). However, both S θ (X, Z, Y ) and E[a(U, X) | X, Z, Y ] depend on the unknown conditional distribution f (U | X). To proceed, we specify a possibly incorrect working model f * (U | X; ξ) for the conditional distribution f (U | X) and then deduce the observed data efficient score in the Hilbert space H * , i.e., the Hilbert
Remark 3. Although the distribution F * (U | X; ξ) need not be equal to F (U | X), we nevertheless require that F (U | X) be absolutely continuous with respect to F * (U | X; ξ), which is formally stated in Assumption 3. Note that Assumption 3 can always be satisfied by taking the support of F * (U | X; ξ) to be the entire real line.
Assumption 3. Throughout, we assume that dF/dF * < ∞ almost surely. This latter assumption essentially states that the support of our working model f * (U | X; ξ) must include that of the true
We formally define H * in Definition 1 and state a projection result in H * that is in parallel with Theorem 1. 
Theorem 2. Let H * be the Hilbert space endowed with inner product E * [·] defined according to Definition 1, Λ * the associated nuisance tangent space, and S * θ (X, U, Z, Y ) the full data score. The observed data efficient score is
and a(U, X) satisfies E * [a(U, X) | X] = 0 and the integral equation:
Unlike Theorem 1, Theorem 2 is operationally feasible as the unknown density f (U | X) is
replaced with the working model f * (U | X; ξ) and integral equation (14) can now be solved. Finally, Theorem 3 relates Theorem 2 to Theorem 1. Theorem 3 says the efficient score S * eff (X, Z, Y ) obtained from H * (and thus orthogonal to Λ * ), under a possibly misspecified law P * D , is also orthogonal to the nuisance tangent space Λ in H, the Hilbert space induced by the true datagenerating law, and therefore has mean zero under the truth. 
which implies:
is the inner product of H. 
Deriving a Semiparametric Locally Efficient Estimator
The observed data efficient score derived in Theorem 2 motivates the construction of an estimator for θ with attractive robustness and efficiency properties. Let θ denote the solution to the estimation equation:
Under standard regularity conditions, including nonsingularity of E[dS * eff /dθ] at θ, θ can be shown to be consistent and asymptotically normal as stated in Theorem 4.
Theorem 4. Under suitable regularity conditions, the solution θ =θ to the estimating equation:
is consistent and asymptotically normal in M U , with variance-covariance matrix given by
When the conditional distribution of U given X is correctly specified, i.e.,
Numerical Solution of Fredholm Integral Equation of the First Kind
According to Theorem 2, we need to find a(U, X) for each observed value X such that the integral equation (14) holds. In Supplementary Materials B.1, we show this is equivalent to solving a Fredholm integral equation of the first kind, as we state formally in Proposition 2.
Proposition 2. Solving Equation (14) is equivalent to solving the following Fredholm integral equation of the first kind over the domain of u:
with the forcing function b(u, X) and kernel K(u , u, X) defined as follows: z) is a non-singular kernel,
Remark 4. Formal conditions for the existence of a solution to integral equation (15) are given in Supplementary Materials B.2. In essence, these conditions include: 1. K ∈ L 2 (Ω(u), Ω(u ), X) is a Hilbert-Schmidt kernel; 2. in the discrete case, the kernel K reduces to a full-rank and invertible matrix; 3. in the general case, b(u, X) ∈ N (K * ) ⊥ , the complement of the nullspace of the adjoint of K.
When both the outcome Y and treatment Z are binary, the kernel K(u , u, X) becomes degenerate in the sense that u and u become separable:
The kernel is not degenerate in general. A standard approach to solve Fredholm equation (15) is to express the integral in terms of a Gauss-type quadrature formula and obtain approximate "pivotal" values of a(u , X), i.e., a(u 0 , X), a(u 2 , X), ..., a(u K , X), from a set of linear simultaneous equations (Baker et al. [1964] ). Let P U = (u 0 , u 1 , ..., u K ) such that 0 = u 0 < u 1 < u 2 < ... < u K = 1 be an equal-spaced partition of Ω(u). For a fixed u j and a partition P U = (u 0 , u 1 , ..., u K ) such that 0 = u 0 < u 1 < ... < u K = 1 of Ω(u ), we can approximate the integral in Equation (15) 
where h is the mesh size of P U , w i are weights in the Newton-Cotes formula, and e captures the approximation error. Let K be a (K + 1) × (K + 1) matrix with (ij) th entry K(u i , u j , X), W = diag{w 0 , w 1 , ..., w K }, a and b both (K + 1) × 1 vector with i th element b(u i , X) and a(u i , X).
In matrix notation, we can write Equation (17) as
where a is to be solved. Note that W = diag{1/2, 1, ..., 1, 1/2} corresponds to the trapezoid rule.
It is well-understood that Fredholm equation of the first kind, despite admitting a unique solution, can be ill-posed and unstable, and the associated system of linear simultaneous equations can be ill-posed as well (Phillips [1962] ; Baker et al. [1964] ). To overcome this difficulty, Equation
(15) may be transformed into an approximation Fredholm equation:
which is a well-posed Fredholm equation of the second kind. In Equation (19), α is a small positive regularization parameter. It has been shown that lim α→0 a α (u, X) = a(u, X)
by Tikhonov [1963] and Phillips [1962] . We will approximate a(u, X) by solving Equation (19) for some small α value, which is equivalent to minimizing a Ridge-regression-type of loss with regularization parameter α, i.e., hK T Wa − b 2 2 + α a 2 2 .
Simulation Studies
In this section, we evaluate performance of our proposed estimator in practice. In particular, we assess three potential sources of bias: 1) finite-sample bias as sample size n ∞; 2) integral equation (15) is replaced by a Tikhonov-regularized approximation, i.e., α 0; 3) the regularized approximation Fredholm equation is solved via discretization, i.e., mesh size h 0. This section is planned as follows. In Section 4.1, we consider U being binary, in which case integral equation (15) admits a closed form solution under rank condition mentioned in Remark 4 and detailed in Supplementary Materials B.2. In this case, we need not be concerned about the latter two approximation errors and can focus on assessing finite-sample bias of the proposed estimator. In Section 4.2, we consider continuous U case in a setting where U is independent of X and assess approximation errors induced by Tikhonov regularization and discretization. We also briefly discuss computational cost of the proposed algorithm. Section 4.3 further considers scenarios where U i is allowed to depend on X i .
Binary Unmeasured Confounder
We consider binary U and Y in this section. We compared the proposed semiparametric estimator of β to the maximum likelihood estimator obtained via the EM algorithm that treats U as a binary missing covariate with parameter p assumed to equal a given value. See Zhang and Small [2018] for an implementation of the EM algorithm in this setting. We generated the full data according to the following DGP:
with δ = λ = 4 and sample size n = 300, 500, and 1000. When Z and Y are both binary, kernel function in Proposition (2) reduces to a summation of 4 terms, and admits a closed form representation. We used the multiroot function in R to search for a root for the system of estimating equations. We considered the following four estimators:
1.β * EM : the maximum likelihood estimator of ATE with incorrectly specified U ∼ Bern(0.5);
2.β EM : the maximum likelihood estimator of ATE with correctly specified U ∼ Bern(0.2);
3.β * semi : the semiparametric estimator of ATE with incorrectly specified U ∼ Bern(0.5); 4.β semi : the semiparametric estimator of ATE with correctly specified U ∼ Bern(0.2). Table 1 summarizes the Monte Carlo results of the four estimators with 1000 repetitions of experiments. Note the fully parametric specification is susceptible to bias due to model misspecification of working model for U :β * EM is significantly biased with a 52.5% of bias when n = 1000. On the other hand, our proposed semiparametric estimatorβ semi andβ * semi are always consistent (with a 0.50% and 1.50% of bias, respectively) and have approximately correct coverage, even when the specified distribution of U is incorrectly. In terms of efficiency, the semiparametric estimator β semi (SE(β semi ) = 0.49 when n = 1000) with a correctly specified U is more efficient thanβ * semi (SE(β * semi ) = 0.53 when n = 1000), with a corresponding ARE(β semi ,β * semi ) = 1.08. The maximum likelihood estimatorβ EM with a correctly specified U is the most efficient (SE(β * semi ) = 0.24 when n = 1000), with a corresponding ARE(β EM ,β semi ) = 2.21. Figure 1 
Continuous Unmeasured Confounder
In this section, we assess the performance of our proposed estimator when U is continuous and the integral equation in Proposition 2 is approximated using Tikhonov regularization and discretization as discussed in Section 3.6. We considered a DGP similar to Model (20) except that U ∼ Beta(2, 2) and λ = δ = 2. Our working model for U was a discrete distribution with equally-spaced support points on the unit interval with mesh size h, so that Assumption 3 approximately holds. We constructed the proposed estimator for various combinations of sample size n and mesh size h, and regularization parameter α = 0.1. Table 2 summarizes the mean and standard error when the experiment is repeated 1000 times. We also performed simulations for n = 300, α = 0.01, and various mesh sizes. The results are similar to those with α = 0.1.
In each row, for a fixed sample size, we found that the estimator appeared to converge to the true mean as the mesh size decreased. Though our theory holds when α → 0, h → 0, and n → ∞, 
Dependent Continuous Unmeasured Confounder
We consider the case where U is dependent on (X 1 , X 2 ) in this section. We considered a DGP similar to Model (20) except that now we let U i = X 1 + Beta(2, 2). In this setting, we used the same working model as before and performed 1000 simulations at three sample sizes (n = 200, 300, and 500) and two different mesh sizes (h = 0.2 and 0.1). Next, we let U i = X 1 + Normal(0, 0.1) and
used U ∼ Unif[−0.4, 0.4] as our working model, so that Assumption 3 is approximately satisfied.
Again, we repeated the simulation 1000 times at two different mesh sizes (h = 0.1 and 0.05) and three different sample sizes (n = 200, 300, and 500). Table 3 summarizes the Monte Carlo results.
Again, we observed the estimator appeared to converge to the true mean as mesh size decreased, and the coverage of the constructed confidence intervals appeared to approximately achieve their nominal levels. 
Interpreting the Semiparametric Sensitivity Analysis
A good sensitivity analysis is transparent and easy to report. Imbens [2003] proposed to reparametrize the sensitivity analysis parameters from (δ, γ) to the partial R 2 values, which are often easier for practitioners to communicate. To be more specific, Imbens [2003] makes the following statement:
"to explain away the observed treatment effect, the hypothesized binary unmeasured confounder has to explain 20% of the variation in treatment assignment and 2% in the variation not explained by the observed covariates." This is both a useful and relevant interpretation; unfortunately, in our semiparametric approach, no natural R 2 is generally available and results cannot be interpreted in a similar manner.
Inspired by Cornfield et al. [1959] , Gastwirth et al. [1998] , and Rosenbaum [2002] , we focus on two subjects with the same observed covariates. Consider a logistic regression relating the treatment assignment to observed covariates X and the unmeasured confounder U for subject j:
where π j = P (Z j = 1 | x, u j ) and u j is the unmeasured confounder associated with subject j.
Consider another subject k with the same observed covariates X = x, but a possibly different unmeasured confounder u k . As in Rosenbaum [2002] , the odds ratio of receiving treatment for two subjects with the same observed covariates is
By restricting the scale of U , say U ∈ [0, 1], OR = π j (1−π j ) π k /(1−π k ) is bounded between exp(−γ) and exp(γ), and the sensitivity parameter γ has the following interpretation:
Two subjects with the same observed covariates could differ in their odds of receiving the treatment, due to the unmeasured confounder, by at most a factor of exp(γ).
The interpretation of the other sensitivity parameter δ is more nuanced: it depends on the effect measure and the particular outcome regression model the practitioner chooses to fit. A general recipe is to follow Rosenbaum [2002] and think of how the outcome would systematically differ for subjects with the same observed covariates and receiving the same treatment, due to the unmeasured confounding. Below, we discuss some most popular outcome regression models and the interpretation of δ in these cases.
When the outcome is binary and a logistic regression model is fit to relate the binary outcome, the treatment, the observed covariates, and the unmeasured confounder, as in the running example, then we have a similar interpretation for δ as for γ:
Two subjects with the same observed covariates and receiving the same treatment could differ in their odds of receiving the outcome, due to the unmeasured confounder, by at most a factor of exp(δ).
It is also common in practice to consider risk ratios in some applications. Instead of fitting a logistic regression model, one can also fit a log-linear model. In this case, two subjects with the same observed covariates and receiving the same treatment may then differ in their risk ratio by at most a factor of exp(γ).
When the outcome is continuous, a popular choice is to fit a linear regression for the outcome, as in Imbens [2003] :
One quantity of interest in this scenario is δ/σ and a proper interpretation of the sensitivity analysis results is the following: Two subjects with the same observed covariates and the same treatment may vary in their response, in the mean scale, by at most δ/σ standard deviations.
Reporting a Sensitivity Analysis
In Section 3, we show how to construct a semiparametric CAN estimator in M U , a model where f (y | x, z, u) and f (z | x, u) are correctly specified while both f (x) and f (u | x) are left unrestricted.
M U consists of a rich collection of laws. It allows empirical researchers to specify two sensitivity parameters: one controlling the strength of association between U and Y , and the other between U and Z. Such two-parameter sensitivity analysis has a long history in the causal inference literature.
The first sensitivity analysis carried out by Cornfield et al. [1959] for observational studies of cigarette smoking as a cause of lung cancer embodies this "two-parameter" philosophy. Cornfield et al. [1959] found that for an unmeasured binary confounder U to explain away the observed effect of cigarette smoking on lung cancer as non-causal, it would need to be a near perfect predictor of lung cancer (association between U and Y ), and almost nine times more common among smokers than among nonsmokers (association between U and Z). Subsequent sensitivity analyses, for instance Gastwirth et al. [1998] , Rosenbaum and Silber [2009] , and added-variable approaches referenced in Section 2.2, all fall into this category.
The most comprehensive output of a two-parameter sensitivity analysis may be a graph with
x-axis being one sensitivity parameter (e.g. γ) and y-axis the other (e.g. δ); see Imbens [2003] , Rosenbaum and Silber [2009] , Griffin et al. [2013] , Hsu and Small [2013], ?, and Zhang and Small [2018] , among others. In practice, however, a plot may be too cumbersome for some empirical studies where many aspects of an analysis need to be examined but the space is very much limited.
One natural question is: Is it necessary to correctly specify both the outcome model f (y | x, z, u) and the propensity score model f (z | x, u)? Can we further relax the modeling assumption on one of the two models, and summarize the sensitivity analysis using only one sensitivity parameter δ (association between U and Y ) or γ (association between U and Z)? Unfortunately, the answer to this question is negative, as is illustrated in the following toy example.
Example 1 (Non-identifiability of one-parameter sensitivity analysis). Consider a simple datagenerating process as follows: P (U = 1) = p, P (Z = 1) = expit(λ 0 + λU ), and P (Y = 1) = expit(β 0 + β 1 Z + δU ). Let θ = (p, λ 0 , λ 1 , β 0 , β 1 ) and fix δ = 1 as our sensitivity parameter. One can easily check that θ 1 = (1, −0.5, 0.5, −0.5, −0.5) and θ 2 = (1, −1, 1, −0.5, −0.5) yield the same observed data likelihood: P (Y = 1, Z = 1) = P (Y = 1, Z = 0) = P (Y = 0, Z = 1) = P (Y = 0, Z = 0) = 1/4. Rosenbaum [1987c Rosenbaum [ , 1989 considered an alternative, one-parameter analysis which is a limiting case of the two-parameter analysis where the association between U and Z is held fixed and the association between U and Y is sent to infinity. Such a one-parameter analysis is called a primal sensitivity analysis, and the parallel limiting case where the association between U and Z goes to infinity is called a dual sensitivity analysis. Our proposed method also works in harmony with this primal and dual framework: one may construct an estimator of β with δ fixed at a very large value and γ varying in a reasonable range, or vice versa.
Thus far, we have been making inference in a "pointwise" fashion, meaning outputting an estimate β(δ, γ) of β(δ, γ) for fixed (δ, γ) . This is the most common practice in empirical sensitivity analysis literature, and is justified when the quantity of interest is the tipping point values (δ * , γ * ), also known as the sensitivity value in matched observational studies (Zhao, 2019) , which is the minimum strength of unmeasured confounding needed to explain away the observed treatment effect. Such a tipping point pair (δ * , γ * ) is itself a well-defined estimand, and reporting a range of pointwise confidence intervals can be thought of as an exercise to search for an estimator ( δ * , γ * ) of (δ * , γ * ) and does not involve multiple testing. Alternatively, one can formally take into account uncertainty in sensitivity parameters (δ, γ) by constructing a confidence band for sensitivity parameters falling in a sensitivity region ∆ × Γ, where δ ∈ [0,δ] = ∆ and γ ∈ [0,γ] = Γ. Such a goal can also be easily accommodated under our proposed framework. Supplementary Materials C.1 describes how to leverage a version of the multiplier bootstrap to achieve this.
War and Political Participation in Uganda Revisited
We are now ready to revisit the motivating example and investigate the sensitivity of the war and political participation study in Uganda to unmeasured confounding using the proposed method.
In our analysis, we controlled for father's education, mother's education, family size, and whether parents died before abduction, which are all fully observed. The treatment is binary, equal to 1 if the subject had been abducted and 0 otherwise, and the outcome of interest is whether the subject voted in the 2005 referendum in Uganda. As the raw database contains missing data, we performed a multiple imputation with 5 replicates using the MICE package in R with default settings, and combined estimates using Rubin's rules (Rubin, 1987) .
We first considered a hypothesized binary unmeasured confounder U and posited a working model f * (U | X) = Bern(0.5) when constructing the semiparametric estimator. We related the treatment assignment Z to observed covariates X and U using a logistic regression, and related the outcome Y to X, Z, and U using a logistic regression with constant additive effect, as did in Blattman and Annan [2010] . For selected (δ, γ) combinations, we set up the system of estimating equations, solved for the parameters including β, an estimator of the treatment effect, and computed the robust sandwich estimator of the variance ofβ in each imputed dataset. First two columns of Table 4 summarize the final result after pooling estimates from 5 imputed datasets. Note that the treatment effect becomes barely significant when γ = δ = 0.7. The interpretation is as follows: in order to explain away the observed treatment effect, the following need to hold simultaneously:
1. Two subjects with the same observed covariates need to differ in their odds of receiving treatment, due to a binary unmeasured confounder, by at least a factor of exp(0.7) = 2.01.
2. Two subjects with the same observed covariates and treatment status need to differ in their odds of voting in the 2005 referendum, due to a binary unmeasured confounder, by at least a factor of exp(0.7) = 2.01.
Next, we considered a continuous unmeasured confounder supported on [0, 1], and approximated the solution to (15) by putting a uniform distribution on an equal-spaced grid with mesh size h = 0.2 and regularization parameter α = 0.01. The third and fourth columns of Table 4 summarize the results for various (δ, γ) combinations in this case. A striking phenomenon we observed is that the same data exhibited larger insensitivity to a continuous U : in order to explain away the observed treatment effect, two subjects with the same observed covariates need to differ in their odds of being abducted and voting simultaneously, due to a continuous unmeasured confounder, by at least a factor of exp(1.0) = 2.72. Wang and Krieger [2006] observed the same qualitative effect in the context of matched observational studies. Readers who are interested in a uniformly valid confidence band for a range of (δ, γ) may refer to Supplementary Materials C.2 for such a result.
Discussion
In this paper, we proposed a novel semiparametric approach to model-based sensitivity analysis. We showed how to relax the parametric assumption often imposed on the unmeasured confounder and still draw valid inference under the popular model-based sensitivity analysis framework proposed by Rosenbaum and Rubin [1983] and extended by Imbens [2003] . There are at least three advantages of relaxing this piece of assumption. First, the class of models under consideration is more flexible and largely reduces what Franks et al. [2019] called observable implications. Second, it facilitates thinking about the robustness of a sensitivity analysis: different parametric assumptions on U might yield quite different conclusions and it is ideal that a sensitivity analysis can be robust to different specifications of U . Moreover, our approach works seemlessly with any primary analysis that models E[Y | A, X] via a parametric approach, which is still a widely used strategy in the empirical causal inference literature. To make the outcome model more robust, one may first perform a nonparametric preprocessing step, say via statistical matching, and do regression adjustment within each matched set by including matched-set specific fixed effects (Rubin, 1979; Zhang and Small, 2018) . However, solving estimating equations with a large number of parameters (matched-set fixed effect) can be challenging. While we only investigate the canonical setting where we have a point exposure and one outcome of interest, our framework could be potentially extended to many other settings: e.g., the setting where exposure and covariates are all time-varying, and the setting of instrumental variable analysis where there is still concern about residual IV-outcome confounding.
1), which implies:
Therefore, we see observed data plus the underlying distribution of U uniquely identify parameters β 0 , α 0 , and β z .
A.2: Proof of Theorem 1 and 2
Recall the observed data nuisance tangent space is the projection of the full data nuisance tangent
where
We project the observed-data score
for all a 2 (U, X) such that E[a 2 (U, X) | X] = 0. By iterated expectation, we have
Hence, any element h(X, Z, Y ) satisfying E[h T (X, Z, Y ) | U, X] = 0 is orthogonal to Λ 2 . Finally,
with a properly chosen a 2 (U, X) such that E[a 2 (U, X) | X] = 0, and satisfies E{S θ (X, Z, Y ) − E[a 2 (U, X) | X, Z, Y ] | U, X} = 0, or equivalently:
This concludes the proof of Theorem 1. Proving Theorem 2 is identical, except that we need to change the Hilbert space from H to H * , and replace the inner product E[·] with E * [·].
A.3: Proof of Theorem 3 S * eff (X, Z, Y ) is the efficient score constructed according to Theorem 2; therefore, it necessarily satisfies
The conditional distribution of (X, Z, Y ) given (X, U ) depends on Z | X, U and Y | X, U, Z, both of which are assumed to be correctly specified. Therefore, E * [h T (X, Z, Y ) | U, X] = 0 implies E[h T (X, Z, Y ) | U, X] = 0 for any random function h(X, Z, Y ). Apply this result to S * eff (X, Z, Y ) | X, U and we see immediately
E[S * eff (X, Z, Y )] = 0 then follows.
A.4: Proof of Theorem 4
The consistency and asymptotic normality of the estimator follows from standard semiparametric theory. To prove the consistency, it suffices to show E{S * eff (X, Z, Y ; θ 0 )} = 0, together with the following regularity conditions on the smoothness of the Jacobian and its limit (Foutz, 1977) :
integrand is absolutely integrable with respect to the product measure µ(u ) × ν(y) × ν(z) and apply the Fubini's theorem.
Put together, solving for a(X, U ) is equivalent to solving the following Fredholm's integral equation of the first kind over the domain of u, Ω(u) = [0, 1]:
where the kernel K(u , u, X) and the forcing function b(u, X) are defined above, and the equation is solved conditional on each data point X.
B.2: Conditions on the Existence of a Solution to Integral Equation (15) We will restrict our attention to cases when the integral operator induced by K(u , u, X) is compact.
Note when both Y and Z are binary, the kernel becomes degenerate:
where g ij (X, u ) = f * (u | X; ξ) · f (y = i, z = j | X, u )/I * (y = i, z = j, X) and h ij (X, u) = f (y = i, z = j | X, u) for (i, j) ∈ {0, 1} × {0, 1}. Therefore, this degenerate kernel is bounded and the induced integral operator as long as g ij ∈ L 2 (u , X) and h ij ∈ L 2 (u, X) (Carrasco et al., 2007) .
When the kernel is not degenerate, a sufficient condition for the operator to be compact is that K is a Hilbert-Schmidt kernel, i.e., K ∈ L 2 (u , u, X), i.e., Ω(u ) ,Ω(u) f * (u | X; ξ) 2 Ω(y)×Ω(z) f (y, z | X, u ) · f (y, z | X, u) I * (y, z, X) d(ν 1 × ν 2 )(y, z) 2 d(µ 1 ×µ 2 )(u , u) < ∞.
For the compact integral operator K, there exists a singular system (λ n , φ n , ψ n )n = 1, ..., ∞ of K with nonzero singular values {λ n } and orthogonal sequences {φ n } and {ψ n } such that Kφ n = λ n ψ n and K * ψ n = λ n φ n (Kress et al., 1989) . Moreover, the Picard's theorem (Kress et al., 1989) states that the integral equation ( Note when u and u are discrete and the kernel reduces to a matrix, above conditions reduces to the kernel matrix has full rank and is invertible. In this section, we show how one can easily construct a confidence band for β(δ, γ), viewed as a function in (δ, γ), that is uniformly valid for (δ, γ) ∈ ∆ × Γ leveraging a version of the multiplier bootstrap. Below, we will use β(δ, γ) to denote an estimate for β(δ, γ). that corresponds to β. Let V (δ, γ) the variance of β(δ, γ), and V (δ, γ) a consistent estimator of V (δ, γ). Let i , i = 1, 2, ..., N be independent Normal(0, 1) random variables independent of the data. Define Proposition 3 is a straightforward application of the multiplier bootstrap technique. For more details on regularity conditions, see van der Vaart and Wellner [1996] .
C.2: War and Political Participation Example: a Uniformly Valid Confidence Band
Sometimes, practitioners would like to specify a range of (δ, γ), say δ = γ ∈ [0,δ], where we let δ = γ for simplicity, and construct a confidence band that takes into account this uncertainty of sensitivity parameters. As discussed in Section 5, a straightforward application of the multiplier bootstrap technique serves this purpose. We demonstrate how it works using the war and political participation data. For the purpose of illustration, we only perform one single imputation and illustrate the method using this imputed dataset. For a binary U andδ = 1.0, left panel of Figure   3 (b) displays the distribution of the multiplier bootstrapped statistic Z TB ∞ using 1000 resamples, and right panel displays a level 0.1 uniformly valid confidence band for β δ,γ on the line δ = γ for δ ∈ [0, 1.0]. To draw a contrast, we also impose a pointwise confidence interval on the same plot (the darker shade). Note a uniformly valid confidence band is significantly more conservative. 
D.2: Binary U and Continuous Y: Plots of Monte Carlo Distributions
We also considered a continuous Y and a binary U . We specified the following DGP:
X 1 ∼ Uniform(0, 1); X 2 ∼ Uniform(0, 1)
U ∼ Bern(0.2) logit(Z | X 1 , X 2 , U ) = 3X 1 − 3X 2 + λU Y = X 1 + X 2 + 2Z + δU + , ∼ N (0, 1),
where λ = δ = 4 and n = 500 When Y is continuous, we approximate the kernel function in Proposition (2) using Hermite quadrature. Figure 5 plots the Monte Carlo distributions ofβ semi and β * semi , two semiparametric estimators with a correctly and an incorrectly specified U , respectively. 
