The large deviation principle on phase space is proved for a class of Markov processes known as random population dynamics with catastrophes. In the paper we study the process which corresponds to the random population dynamics with linear growth and uniform catastrophes, where an eliminating portion of the population is chosen uniformly. The large deviation result provides an optimal trajectory of large fluctuation: it shows how the large fluctuations occur for this class of processes.
Introduction
Stochastic models with catastrophes are studied since 70's and recieved a great attention of probability community, see [1] for the probably first systematic review about such processes, and see [2] for short historical overview and more references. These models are used in analyzing a growth of a population subject to catastrophes due large-scale death or emigrations of a population. According [1] the population dynamics considered here we will call population dynamics with linear growth and uniform catastrophes, where the eliminating portion is chosen uniformly. Typically researchers are interested in extinction probability, the mean time to extinction, invariant measures, convergence to invariant measures for these processes.
In [3] for the population dynamic, ξ(t) defined by (1, 2) in the following, with linear growth and uniform catastrophes we proved the local large deviation principle (LLDP): we established a rough logarithmic asymptotic for the probability of the scaling version ξ T (t), t ∈ [0, 1], defined by (3) , to be in a small neighborhood of a continuous function. Here, based on the work [3] we established a large deviation principle (LDP) on the state space at the end of the interval of observation of the process: we find the logarithmic asymptotic for the probability P(ξ T (1) > x). Moreover, our proof also provides an optimal trajectory -how such deviation occurs taking in account the evolution of the process. As far as our understanding there are no other large deviations results for such processes.
Throughout the paper we assume that all random elements are defined on a probability space (Ω, F, P).
We construct our continuous time process ξ(t), t ∈ R + , in two steps. First, consider the discrete time Markov chain η(k), k ∈ Z + , Z + = {0} ∪ N, with state space Z + and transition probabilities
where λ and µ are positive constants. Let η(0) = 0. Second, let ν(t), t ∈ R + , be the Poisson process with parameter Eν(t) = αt, where α is positive parameter. Suppose that the process ν(·) and the chain η(·) are independent. Finally,
In order to establish the large deviation result we consider the scaled process
where T is an increasing parameter, T → ∞. We are interested in LDP for the family of random variables ξ T (1). In the proof of LDP we use the standard implication (see, for example [4, Lemma 4.1.23]):
LLDP and ET ⇒ LDP, where LLDP is Local Large Deviation Principle, and ET stands for Exponential tightness.
In the next section we recall definitions and formulate main result. In Section 3 we prove the main result, Theorem 2.5. Auxiliary results are proved in Section 4.
Definitions and main results
Recall the definitions we need. 
where U ε (x) := {y ∈ R : |x − y| < ε}.
We denote the closure and interior of the set B by [B] and (B), respectively. Further we will use the following notations: B is a complement of the set B; I(B) is the indicator function of the set B; [a] is the integer part of the number a.
We recall Low of Large Numbers (LLN), it was proved in [3] .
For any ε > 0 the following equality holds true
LDP is the main theorem in the paper. 
The proof of Theorem 2.5 provides the "most probable" trajectories of large deviations ξ T (1) > x. If x < α then there exists the moment t x,α = 1 − x α ∈ (0, 1) such that the process ξ T (·) stays near the zero up to the time t x,α and after that ξ T (t), t ≥ t x,α increases according the straight line which starts at point (t x,α , 0) and grows up to the point (1, x) with the slope α, see the function f 1 on Figure 1 . If x ≥ α then the process grows together with the straight line starting from origin up to the point (1, x), i.e. its slope is x, the function f 2 on Figure 1 . 3 Proof of Theorem 2.5
Random process ξ(t) we represent in the following way
where ν 1 (t), ν 2 (t) are independent Poisson point processes with parameters
-jump moments of the process ν 2 (t); random variables ζ k (m), k ∈ Z + , m ∈ Z + are mutually independent and do not depend on ν 1 (t) and ν 2 (t); ζ 0 (m) = 0, for all m ∈ Z + ; for fixed k, m ∈ N the distribution of ζ k (m) is given by
and ζ k (0) = −1, for all k ∈ N. Using representation (4), we have
From Theorem 2.4 follows that Theorem 2.5 holds true for x = 0. Prove the theorem for x > 0. Let us estimate from above P(ξ T (1) ≥ x), x > 0. For any δ > 0 and for any n ∈ N we obtain
(5)
Estimate from above P 1 .
Estimate from above P 1k . For any c > 0 we have
where
Since ν 1 (·) and ν 2 (·) are independent, then
Estimate from above P 2 1k . For any a > 0 we obtain
where τ k 1 , . . . , τ k [cT ] are the first [cT ] jump times of the process ν 2 (T t) for t ∈ k n , 1 , and
For T sufficiently large and x + a − δ ≥ 1 we obtain
Since there exists a * (x, α, δ, λ, µ) such that for all a ≥ a * the inequality 2αλ
holds true, then from inequality (11) it follows that for a > a *
From Lemma 4.4 it follows that for any a > 0 and for T sufficiently large
Choose a > a * . Using (7)-(11), (12), (13), we obtain for sufficiently large T
From (6), (14) it follows that for all n ∈ N, δ > 0, c > 0
Estimate from above P 2 . The following inequalities holds true for n ≥ exp α
Thus, from (5), (15) it follows that for n ≥ exp α 
When δ → 0, c → 0 we obtain
And when n → ∞ we obtain lim sup
Finding the maximum of the function
Estimate from below P(ξ T (1) > x). Since the processes ν 1 (·) and ν 2 (·) are independent, each with independent increments, then for all ε > 0, z ∈ (0, 1)
From Theorem 2.4 and Lemma 4.2 it follows that for any z ∈ (0, 1)
Since it holds for any z ∈ (0, 1), then
Let us prove the LLDP for the family of the random variables ξ T (1). Applying (17), we obtain lim ε→0 lim sup
Using (17), (18) and the fact that the function I(x) is continuously differentiable function for x > 0, we obtain lim ε→0 lim inf
Exponential tightness follows from (17) and the fact that for any c ≥ 0 the set I(x) ≤ c is compact. 2
Auxiliary results
Here we will prove several auxiliary lemmas. 
can be represented as a sum of independent random variables which have the same distribution as ν 1 (1 − ∆). Thus from [4, Theorem 2.2.3] it is enough to show that the Legendre transform of exponential moment of random variable ν 1 (1 − ∆) has the following form
then the differential calculus finishes the proof. 2 
P r o o f. For any r > 0 by Chebyshev inequality we have
Choosing r = − ln c we obtain inequality (19). 2
Lemma 4.4. The following inequality holds true
where C l , 1 ≤ l ≤ [cT ] are defined by (10) on the previous section.
P r o o f. Define random variables
where random variables γ l , 1 ≤ l ≤ [cT ] are mutually independent and do not depend on
Sinceζ k l (ξ(τ k l −)) ≤ ζ k l (ξ(τ k l −)), then
We have
Let D 0 := Ω, C 0 := Ω. We will show that for 1 ≤ l ≤ [cT ] the following inequality holds
.
Note that by definition, the family of random variablesζ k l (m l ), m l ∈ N do not depend oñ ζ k 1 (m 1 ), m 1 ∈ N, . . . ,ζ k l−1 (m l−1 ), m l−1 ∈ N and ξ(τ k 1 −), . . . , ξ(τ k l −), ν 2 (·). Thus,
P ζ k l (r) = v l ξ(τ k l −) = r, 
