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Abstract. We study the problem of deterministically predicting boolean values by combining the boolean
predictions of several experts. Previous on-line algorithms for this problem predict with the weighted majority of
the experts’ predictions. These algorithms give each expert an exponential weight  m where   is a constant in
[0,1) and m is the number of mistakes made by the expert in the past. We show that it is better to use sums of
binomials as weights. In particular, we present a deterministic algorithm using binomial weights that has a better
worst case mistake bound than the best deterministic algorithm using exponential weights. The binomial weights
naturally arise from a version space argument. We also show how both exponential and binomial weighting
schemes can be used to make prediction algorithms robust against noise.
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1. Introduction
This paper studies a simple on-line model where predictions are made in a series of trials.
At each trial t the prediction algorithm receives the tth observation xt and produces a
boolean prediction ˆ yt. It then receives the correct outcome yt as feedback. A mistake
occurs if prediction ˆ yt and outcome yt disagree. Following Littlestone (Littlestone, 1988),
we seek prediction algorithms that minimize the number of mistakes over a worst case
sequence of xt and yt. Of course in the unconstrained worst case a mistake can occur
in every trial. In order to make good predictions the predictor needs to have some prior
knowledge that enables it to makes predictions about the future based on the past. In a
Bayesian regression framework, one can encode this knowledge using a prior distribution
over the set of sequences or over a set of sequence models. In this work we are interested
in performance bounds that make no probabilistic assumptions, and so we deﬁne the prior
knowledge somewhat differently.
We assume that there are N experts each of which is a prediction strategy. Our goal
is to design an algorithm, which we shall call the “master algorithm”, that combines the ￿  ￿     
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predictions of the experts in the following way. At the beginning of trial t, the master
algorithm feeds the given observation, xt, to all experts. The master then uses some
function of the N predictions produced by the experts to form its own prediction, ˆ yt. At
the end of the trial the feedback, yt, is shared with all experts. We prove worst-case bounds
on the number of mistakes made by the master when the number of mistakes made by the
best expert is bounded.
Generalizations of the above model, where the predictions of the experts and/or of
the master algorithm may be in the continuous range [0,1], have been studied by Vovk
(Vovk, 1990), Littlestone and Warmuth (Littlestone & Warmuth, 1994), Cesa-Bianchi et
al. (Cesa-Bianchi, et al., 1995),andKivinenandWarmuth(Kivinen & Warmuth, 1994). In
this paper we return to the simplest setting where all predictions and outcomes are boolean.
This is the problem solved by the basic Weighted Majority (WM) algorithm (Littleston &
Warmuth, 1994). Here we study the boolean case in more depth and devise a better al-
gorithm that we call the “Binomial Weighting” algorithm or BW. The worst case number
of mistakes that BW makes is smaller than the number of mistakes made by previously
known algorithms. In fact, if the number of experts is large enough and all predictions are
deterministic and boolean, then we show that BW has the smallest possible worst-case mis-
take bound among all master algorithms. In our analysis of BW we explore some elegant
combinatorial structures that might be applicable elsewhere.
The Weighted Majority algorithms cited above attempt to minimize the number of mis-
takes made as a function of the number of mistakes made by the best expert. They assign
to each expert a weight of the form  m, where   is a constant in [0,1) and m is the total
numberof mistakes (ormore generally the totalloss) incurred by the expert sofar1. The es-
sential property is that the experts making many mistakes get their weights rapidly slashed.
The WM algorithm uses the weighted average of the experts’ predictions to form its own
prediction: Itsimplypredicts1iftheweightedaverageisgreaterthan1/2, and0otherwise.
The new master algorithm BW uses its weights in a similar way to WM for predicting,
however, these weights are not in exponential form. Instead, they are tails of a binomial
sum. A further difference between WM and BW is the following. On each trial WM
predicts 1 if and only if the total current weight of the experts predicting 1 is larger than
the total current weight of the experts predicting 0. BW, instead, predicts 1 if and only if
the total updated weight resulting from the outcome being 1 is larger than the total updated
weight resulting from the outcome being 0.
This binomialweighting scheme is motivated by a version space2 argument. The mistake
bound of the Weighted Majority algorithm approximates the mistake bound of the BW
algorithm in the same way that Chernoff bounds approximate sums of binomial tails. We
show that the gap between the mistake bounds of the Weighted Majority algorithm and our
new algorithm can be arbitrarily large.
Finally, a perhaps subtler difference between exponential weights and our new scheme
is that each expert’s weight in the latter scheme depends not only on the current mistake
count of the expert, but also on the current mistake count of the master.
We show that our algorithm has the best possible worst-case mistake bound when the
number of experts is very large compared to the loss of the best expert. This lower bound
analysis is based on a relation between our prediction problem and Ulam’s searching game ￿ ￿  ￿ ￿ ￿      ￿
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with a ﬁxed number of lies (Spencer, 1992, Ulam, 1977). We also present a second lower
bound argument for our prediction model. This second argument uses a probabilistic
construction to prove that both the BW and the tuned Weighted Majority algorithm are
asymptotically optimal. That is, the ratio between the mistake bound of either algorithm
and the best possible worst case mistake bound goes to 1 as the number N of experts or
the loss k of the best expert go to inﬁnity. An equivalent lower bound has been previously
obtained by Vovk (Vovk, 1990) using arguments from coding theory.
We use the ideas behind the BW master algorithm to devise a method (which we call a
conversion strategy) to make prediction algorithms robust against noise. The conversion
strategy feeds different feedbacks to several copies of the same prediction algorithm. If the
noise level is low then one copy will get noiseless data, enabling the conversion strategy
to make good predictions. Our upper bound has slightly better constants than the one
independently obtained by Auer and Long (Auer & Long, to appear), and is close to the
lower bound given by Littlestone and Warmuth (Littlestone & Warmuth, 1994).
It remains open whether binomial weights also lead to improved master prediction algo-
rithms for the case when the prediction of the master is allowed to be in the continuous
interval [0,1]. In this more general setting mistake bounds are replaced by bounds on the
total absolute loss. There are master prediction algorithms for this problem (Vovk, 1990,
Cesa-Bianchi, et al., 1995) using exponential weights, whose mistake bounds are exactly
half of the corresponding mistake bounds in the boolean case. However, our attempts to
construct a continuous prediction algorithm that achieves half (plus possibly a constant) the
loss of the BW algorithm have so far been unsuccessful.
Thepaperisorganizedasfollows. InSection2wepresentthenewalgorithmBW,compare
it against WM, and prove general lower bounds. In Section 3 we introduce two conversion
strategies: one based on binomial weights and one based on exponential weights. Section 4
is devoted to conclusions.
Notation.
The set X represents the set of possible observations and {0,1} the two possible outcomes.
Weuse(X   {0,1})
+ forthesetofallﬁnitesequencesover(X   {0,1})ofnonzerolength
and s for a sequence  (xt,yt) t (of unspeciﬁed length) in (X   {0,1})
+ of observations
and outcomes. Let denote the natural numbers including 0. The notation sn, for any
n   , represents either a sequence of length n or the length n preﬁx of a longer sequence
s. The correct interpretation will be clear from the context.
Anexpertisanyfunctionmapping(X   {0,1})
  X to{0,1}. Inthispaperwetreatex-
pertsinanon-linefashion. Onthetthtrial, eachexpertE makesthepredictionE(st 1,xt)
where xt   X is the current observation and st 1 is the sequence of observation/outcome
pairs from the previous t   1 trials. At the end of the trial the expert is given the feedback
yt   {0,1} for the current trial (and st for the next trial is created by appending (xt,yt)
to st 1). We say that expert E either is wrong, makes a mistake, or is incorrect when its
prediction at trial t, E(st 1,xt), is different from yt.
Also, we use dH(y,z) to denote the Hamming distance between any two boolean
sequences y and z of equal length. For the sum of binomials, we use the notation
  m
 k
  def =
 k
i=0
 m
i
 
for all integers m and k, using the convention
  m
 k
 
= 0 when m ￿ ￿  ￿ ￿ ￿     ￿
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or k negative. We conventionally set
 m
i
 
= 0 when i > m or when either m or i is
negative. We will often make use of the well-known combinatorial identity
 
q
  i
 
=
 
q   1
  i
 
+
 
q   1
  i   1
 
(1)
that holds for all nonzero integers q and all integers i. We denote the binary logarithm by
“log” and the natural logarithm by “ln”. Furthermore, let H(·) denote the binary entropy
function, H(x) =  xlogx   (1   x)log(1   x), deﬁned for all 0   x   1 (note that
H(0) = H(1) = 0 and H(1
2) = 1).
2. Master Algorithms for Combining the Predictions of Experts
Inthissectionweintroduceamasteralgorithmthatsequentiallypredictsbooleansequences
by combining the predictions of a set of experts. Throughout the section, we assume that
a bound k on the number of mistakes made on the sequence by the best expert in the set is
available and known to the master algorithm.
For any expert E and for any sequence s   (X   {0,1})
+ of instances and outcomes
we denote the number of mistakes (i.e. total loss) of expert E on sequence s by LE(s).
Also, if E is a set of experts, we use LE(s) for the minimum LE(s) over the experts E   E.
We usually make the assumption that LE(s)   k for some constant k known to the master
algorithm. We point out that our master algorithms are domain independent, using the
information provided by the sequence of instances  xt t only to obtain the predictions of
the experts.
Our goal is to solve the following problem:
Suppose a set E of N experts is available and the task is to predict in an on-line fashion
the bits y1,y2,...,y  of some sequence s = (x1,y1),(x2,y2),...,(x ,y ) in a set
of sequences     (X   {0,1})
 . Suppose also that an upper bound k on the loss of
the best expert in E is known, i.e. for each s    , LE(s)   k. How can a master
algorithm combine the experts’ predictions so that its worst case number of mistakes is
minimized?
If the master algorithm knew which expert E   E made only k mistakes, then it could
simply predict the same way that expert E does. However, the “good” expert (or experts)
is not known in advance.
In the fortunate case where k = 0, the master algorithm knows that one of the experts
predicts perfectly on s. In this case the well-known Halving algorithm (Angluin, 1988,
Bardzin & Freivalds, 1972) can be used. On each trial the Halving algorithm predicts the
same way as the majority of those experts that have never made a mistake (the consistent
experts). The number of consistent experts is reduced by at least a factor of two each time
the Halving algorithm makes a mistake, so the master makes at most logN mistakes on
any s where one of the N experts always predicts correctly.
We now present a simple master algorithm called the Version Space algorithm that will
be used to motivate the Binomial Weighting (BW) algorithm. To do this we make the ￿ ￿  ￿ ￿ ￿     ￿
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simplifying assumption that the length of the sequence of instances,  , is known as well.
This assumption will be removed shortly.
Since the master algorithm knows that the best expert makes at most k > 0 mistakes, it
can use the following trick. The master algorithm expands each expert into a set of variants
so that some variant of some expert predicts perfectly, and then uses the Halving algorithm
on the variants. If expert E makes exactly j mistakes on some sequence s of length   then
expertE canbeexpandedintoacollectionof
  
j
 
variantscontainingaperfectvariant. Each
variant in the collection predicts as E on     j of the trials and predicts with the opposite
of E’s predictions on the other j trials. Thus expert E is expanded into a collection of   
j
 
variants, including one that changes E’s predictions on exactly those trials where E
predicts incorrectly.
For our problem, the master algorithm knows that at least one of the N experts makes at
mostk incorrectpredictions,butthemasteralgorithmknowsneitherwhichexpertisthebest
nor the exact number of mistakes made by the best expert. However, the master algorithm
can expand each expert into a collection of
   
 k
 
variants. The union of these collections
contains at most N
   
 k
 
variants and is guaranteed to contain at least one variant that
predicts correctly on all   trials. Our Version Space algorithm runs the Halving algorithm
on the union of these collections, and has a worst case mistake bound of logN + log
   
 k
 
(when the bounds   on the number of trials and k on the number of mistakes made by the
best expert are known in advance).
Intuitively, the Version Space algorithm uses all the knowledge it has about the experts
and the sequences, which is that there is one expert that makes at most k mistakes on the
sequence. It does not know which expert will be best, in what trials the best expert will
make its mistakes, or even how many mistakes the best expert will make (other than the
upper bound k). Since the goal of the algorithm is to minimize the number of mistakes
that it makes in the worst case, it has to treat all of the scenarios that are possible under the
assumptions equally.
Observethattheversionspaceatthebeginningoftrialtcanberepresentedbyoneweight
per expert. The weight of an expert is simply the number of its
   
 k
 
variants that are
consistent with the sequence so far3. If expert E makes at most k mistakes on the   trials
and has made j mistakes in trials 1 through t, then expert E can make at most k   j more
mistakes in the remaining     t trials. Thus the weight of E on the t + 1st trial should be     t
 k j
 
, which is exactly the number of variants created from E that are consistent. (The
initial weight of each expert is
   
 k
 
).
Thus the Version Space algorithm can be implemented by manipulating binomials repre-
senting the weights (number of consistent variants) of the experts. If expert E has made j
mistakes in the ﬁrst t trials, then during trial t + 1 expert E votes with weight
    t
 k j
 
for
its own prediction and with weight
    t
 k (j+1)
 
for the opposite prediction. Note that these
votes correspond to the number of E’s variants that are consistent with all t previous trials
and agree (or do not agree, respectively) with the prediction of E. Also, expert E’s total
weight is split between the two choices since
    t
 k j
 
+
    t
 k j 1
 
=
   t+1
 k j
 
.
This implementation of the Version Space algorithm totals the votes for outcome 0 and
outcome 1 and predicts with the majority. At the end of each trial t, the Version Space ￿ ￿  ￿ ￿ ￿     ￿  
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algorithm updates the weights of the experts to reﬂect the outcome on that trial, yt. In
addition,thevalueyt isgiventoalltheexpertssincetheirfuturepredictionsmightdependon
the past sequence. The Version Space algorithm, which runs the Halving algorithm directly
on the N
   
 k
 
variants, and the implementation which manipulates binomial weights for
each expert, clearly make the same predictions.
The Binomial Weighting (BW) algorithm is similar to the Version Space algorithm using
weights, but the BW algorithm uses another trick that removes the requirement that the
algorithm knows  , the length of the sequence. This trick also makes the upper bound
on the number of mistakes made by the BW algorithm independent of  . There are two
versions of the Halving algorithm: one that discards all inconsistent experts in each trial
and one that does this only in trials when the Halving algorithm makes a mistake (such
algorithms are called “conservative” by Littlestone (Littlestone, 1989)). Both versions of
the Halving algorithm have the same worst case mistake bound (logN), so nothing is lost
by making the Version Space algorithm conservative. The Binomial Weighting algorithm
is the implementation of the conservative Version Space algorithm with binomial weights
and is described in Figure 1.
Because the BW algorithm is conservative, we do not need a variant that perfectly pre-
dicts the outcome. It sufﬁces to have only those variants whose mistakes occur when
the BW master algorithm predicts incorrectly. Since the BW algorithm discards vari-
ants only when the master makes a mistake, such a variant will never be discarded.
Thus the BW algorithm considers only
 m+1
 k
 
variants4 of each expert, where m =
max
 
q   : q   logN + log
  q
 k
  
as in Figure 1. It is easy to show that BW makes
at most m mistakes. Assume to the contrary that it makes m + 1 mistakes. Since at least
one of the N experts makes at most k mistakes, at least one of the N
 m+1
 k
 
variants is con-
sistent with the m+1 outcomes where BW made mistakes. On the other hand, the number
of consistent variants drops by a factor of at least two each time BW makes an incorrect
prediction. Thus the number of consistent variants after BW makes m + 1 mistake is at
least one and at most N
 m+1
 k
 
/2m+1. It follows that 1   N
 m+1
 k
 
/2m+1 and equivalently
m + 1   logN + log
 m+1
 k
 
, contradicting the deﬁnition of m in Figure 1.
This analysis gives us the following theorem:
Theorem 1 For all k   , all nonempty sets E of experts, and all sequences s  
(X   {0,1})
+; if LE(s)   k, then the total number of mistakes of BW(k) on s is at most
max
 
q   : q   logN + log
 
q
  k
  
, (2)
where N > 0 is the number of experts in E.
We now describe a variant of algorithm BW, called BW  (see Figure 2), that has the
same worst-case mistake bound proven in Theorem 1. However, for many sequences of
examples the new algorithm BW  makes fewer mistakes than the original algorithm. The
current weight of an expert E is now
  m+1
 k j
 
, where j is the number of mistakes of E in
all previous trials and not just in the trials in which the master made mistakes as well. The
value of m is recomputed at the beginning of each trial. This value will decrease by at least￿  ￿ ￿  ￿ ￿ ￿        
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Master Algorithm BW
Input: A set of N experts E and a nonnegative integer k.
1. Let m := max
 
q   : q   logN + log
  q
 k
  
.
2. Set the initial weight of each expert to
 m+1
 k
 
, and set m , the number of mistakes made
by the master, to 0.
3. For each trial t = 1,2,...
(A) For each expert E   E:
Let j be the number of previous trials where both E and the master made incor-
rect predictions. Then expert E has current weight
 m+1 m
 
 k j
 
and votes for its
own prediction with weight
 m m
 
 k j
 
and with weight
  m m
 
 k j 1
 
for the opposite
prediction.
(B) Sum the votes for bit 0 and for bit 1 and predict with the majority (arbitrary in case
of a tie).
(C) Get the correct prediction yt.
(D) If a mistake occurred, then increment m  and update the weight of each expert to
the weight with which it voted for correct bit yt.
Figure 1. The Binomial Weighting algorithm.
one after all trials in which the master made a mistake, because the total weight after such a
trial is at most half of what it was before the trial (decreasing m by at least one corresponds
to increasing m  in BW). The value of m can never increase but it might also decrease
after trials in which the master made no mistakes. Again it can be shown by induction that
the number of mistakes from any trial onward is at most the value of m computed at the
beginning of that trial.
2.1. Comparison with Weighted Majority
In this section we compare the performances of the BW and Weighted Majority (WM)
algorithms. The WM algorithm has a parameter     [0,1). An expert E votes for its own
prediction with weight  j, where j is the number of mistakes made by expert E in the past,
and for the opposite prediction5 with weight  j+1.
Both master algorithms predict 1 if and only if the experts predicting 1 outweigh6 the
experts predicting 0. The weights used by the BW algorithm are binomial tails whereas the
WM algorithm uses exponential weights of the form  j. We often refer to   as the “update
factor” of the WM algorithm because an expert’s weight gets multiplied by   when the
expert predicts incorrectly. As one would expect, the choice of   greatly affects how the
WM algorithm performs.￿ ￿  ￿ ￿  ￿ ￿ ￿        ￿
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Master Algorithm BW 
Input: A set of N experts E and a nonnegative integer k.
1. For each expert E   E set the mistake budget kE equal to k.
2. For each trial t = 1,2,...
(A) Let m := max
 
q   : q   log
  
E E
  q
 kE
   
.
(B) For each expert E   E:
Expert E has current weight
 m+1
 kE
 
and votes for its own prediction with weight
  m
 kE
 
and with weight
  m
 kE 1
 
for the opposite prediction.
(C) Sum the votes for bit 0 and for bit 1 and predict with the majority (arbitrary in case
of a tie).
(D) Get the correct prediction yt.
(E) Decrease the mistake budget, kE, of all experts that predicted incorrectly in this
trial by 1.
Figure 2. The Modiﬁed Binomial Weighting algorithm.
In our setting the master algorithms are given two parameters: N, the number of experts
and a bound k on the number of mistakes made by the best expert. We are interested in
worst case bounds on the algorithm’s performance as functions of N and k.
For any master algorithm A, deﬁne the worst case number of mistakes WCA(N,k) as:
WCA(N,k)
def = max
E of N experts
max
s:LE(s) k
[number of mistakes of A(E,k) on s].
Furthermore, denote the performance of the best master algorithm by WC(N,k), so
WC(N,k)
def = min
algorithms A
WCA(N,k).
We will show in Subsection 2.3 that if the number of experts is large enough then the BW
algorithm is (essentially) optimal. That is, for any k   0, there exists Nk such that for all
N > Nk
WCBW(N,k)   WC(N,k) + 1.
We can only prove the above for Nk =  (22
k
). However we show in Subsection 2.2 that
BW is asymptotically optimal, i.e. the ratio WCBW(N,k)/WC(N,k) goes to 1 when N
or k goes to inﬁnity (see Theorem 3).
Comparing the BW and WM algorithms is complicated by the fact that WM’s mistake
bound depends on how the update factor   is chosen (as a function of N and k). For
    [0,1), let WM
  denote the WM algorithm that chooses the update factor  . From ￿ ￿  ￿ ￿  ￿ ￿ ￿     
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Littlestone and Warmuth (Littlestone & Warmuth, 1994) we have the following mistake
bound for the WM algorithm
WCWM (N,k)  
logN + klog 1
 
log 2
1+ 
. (3)
Since we will be frequently using this upper bound on WCWM (N,k), we deﬁne
up(N,k, )
def =
logN + klog 1
 
log 2
1+ 
. (4)
Let    be the value of   (as a function of N and k) that minimizes up(N,k, ). Vovk
(Vovk, 1990) gives an implicit formula for   . An explicit approximation to    is given
in Cesa-Bianchi et al. (Cesa-Bianchi, et al., 1995). With   set to this approximation, they
showthatup(N,k, )   2k+2
 
klnN+logN. Weshowthatup(N,k,  )   WC(N,k)
whenever N or k goes to inﬁnity (see Theorem 3).
Although both up(N,k,  ) and WCBW(N,k) have the same leading term when N
and/or k is large, there can be signiﬁcant differences between them. We show below that
our bound on the BW algorithm is always at least as good as the known bounds on the
WM algorithm, i.e. that WCBW(N,k)   up(N,k,  ) for all choices of N and k (see
Theorem 2). However, as we shall discuss below, at least for small values of N, the upper
bound on the WM algorithm, up(N,k,  ), is weak and misleading.
LetWM
 betheWMalgorithmthatusesupdatefactor  andWM
+betheWMalgorithm
that chooses   as a function of N and k so that WCWM (N,k) is minimized. Unfortunately,
we don’t know how to efﬁciently compute the value of   used by WM
+. The value of
WCWM+(N,k) is much smaller than WCWM (N,k) for some choices of N and k. It is
even conceivable that WCWM+(N,k) is smaller than WCBW(N,k) for some N,k pairs,
although this disagrees with our intuition.
To make the weakness of inequality (3) concrete, consider the case when there are three
experts (N = 3). It is easy to see that BW(3,k) = 2k+1, which is the best possible. Also
WCWM (N,k) = 2k + 1 whenever 0 <   < 1/2. However, the value of   that minimizes
up(3,k, ) approaches 1 when N = 3 and k becomes large. In fact, up(3,k,  ) grows as
2k +  (
 
k). Thus the bound up(3,k,  ) overestimates the number of mistakes made by
WM
+ by an (additive)  (
 
k) term. Intuitively, a reason for this is that when   is large
then two poorly performing experts can outweigh the good expert and cause the master to
make unnecessary mistakes.
ThemaindifferencebetweentheWMandBWalgorithmsishowtheweightsareupdated.
The WM algorithm uses a ﬁxed update factor throughout the entire learning process. The
update factor   can be written as e  , where   > 0 has the natural interpretation as a
learning rate. When   is small,   is large, and the WM algorithm learns slowly. When   is
large,   is small and the WM algorithm rapidly slashes the weights of poorly performing
experts. The disadvantage of a high learning rate is that the algorithm might discount
experts too quickly, causing its predictions to be dominated by only a few experts.
When the BW algorithm changes an expert’s weight from
 m m
 +1
 k j
 
to
  m m
 
 k j 1
 
then
this can be seen as multiplying the expert’s weight by an update factor that depends on m ,￿ ￿  ￿ ￿  ￿ ￿ ￿       
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the number of mistakes made so far by the master algorithm (as well as j, the number of
mistakes made by the expert, N, and k). These update factors used by BW become less
drastic as the number of mistakes made by the master increases (and the upper index of the
binomial coefﬁcients decreases). This represents a kind of annealing schedule performed
on the learning rate (see e.g. (Aarts & Korst, 1989) for examples of annealing): when the
masterknowsnothingthelearningrateisrelativelyhighandasthemasterlearnsthelearning
rate decreases in order to preserve the previously acquired knowledge. Although one could
use any of a number of ad hoc heuristics for “cooling down” the learning rate, we have seen
that the binomial weights are theoretically justiﬁed by the version space argument.
Our belief is that the single update factor used by WM
 (N,k) attempts to approximate
the sequence of update factors used by BW(N,k). In addition to the update relationships
between the two algorithms, our proof techniques provide further evidence for this belief.
Boththe optimization ofWM’supdate factor  as a functionofN and k (Lemma 1) and the
proof that the bound for WM
  is always worse than the BW bound (Theorem 2) use tech-
niques similar to those used to prove Chernoff bounds for binomial tails (Chernoff, 1952).
We now proceed to compare the bounds on the WM and BW algorithms, beginning with
an examination of the    minimizing up(N,k, ). Here we re-derive the implicit form of
   given by Vovk (Vovk, 1990). Recall that H denotes the binary entropy.
Lemma 1 (See also (Vovk, 1990)) For all N   2, for all k   0, and for all    
[0,1); if m = k(1 +  )/  (so that m > 2k and   = k
m k), then the following are
equivalent:
a.
 up(N,k, )
  
  0,
b.    
k
up(N,k, )   k
,
c. m   up
 
N,k,
k
m   k
 
, and
d. m   logN + mH
 
k
m
 
,
wherethefunctionupisdeﬁnedin(4). Also, thereisexactlyonem  > 2k forwhichthelast
inequality is an equality and the corresponding    is the unique minimum of up(N,k, ).
The proof of this Lemma is shown in Appendix B.
Lemma 1 shows that, when N and k are ﬁxed, the unique solution m  to m = logN +
mH( k
m)istheminimumvalueofup(N,k, ). Althoughm  (and   = k
m  k)isafunction
ofN andk,wesuppressthisdependencetosimplifyournotation. Alsoifm   m  and  =
k
m k thenmisanupperboundonup(N,k, )   WCWM (N,k). Sincewearecomputing
integer-valuedmistakebounds, itsufﬁcestoﬁndanym    suchthat m   =  m  . Note
that m > logN + mH( k
m) when m > m  and m < logN + mH( k
m) when m < m .
Therefore we can ﬁnd an appropriate m  by doing binary search. Since WC(N,k)  
2k +  logN  (as proven by Littlestone and Warmuth (Littlestone & Warmuth, 1994)) and ￿  ￿ ￿  ￿ ￿ ￿       
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m    2k+2
 
klnN+logN asshownbyCesa-Bianchietal.(Cesa-Bianchi, et al., 1995),
the search can be limited to the range [2k +  logN ,2k + 2
 
klnN + logN]. Thus the
binary search takes at most O(logk + loglogN) time.
Our experience indicates that m  tends to be close to the right edge of this range. For
N = 3, m  is within 1 of 2k + 2
 
klnN + logN. For arbitrary N the right boundary
seems to be at most logN greater than m . However these considerations are based on
numerical plots and have not been veriﬁed analytically.
We now show that BW beats the bound obtained by minimizing the upper bound for
WM
 . We need a preliminary lemma that is easily derived from the Binomial Theorem.
Lemma 2 For all m,k   and all 0       1, if k   m then
 
m
  k
 
 
(1 +  )m
 k . (5)
Recall that m  = up(N,k,  ) for    = k
m  k is the minimum of up(N,k, ) over all
    [0,1). Similarly, let q  be the largest integer q such that q   logN +log
  q
 k
 
. While
m  is the upper bound on Weighted Majority derived from inequality (3), q  is the upper
bound on the Binomial Weighting algorithm in Theorem 1 (q , like m , implicitly depends
on N and k).
Theorem 2 For all nonnegative integers k and positive integers N, if q  is the largest
integer q such that q   logN +log
  q
 k
 
, then WCBW(N,k)   q  and q    up(N,k, ),
for all     [0,1).
Proof: The fact that WCBW(N,k)   q  follows from Theorem 1. Let   be any real in
[0,1). By Lemma 2 the solution to q = logN + log
  q
 k
 
is never larger than the solution
m  to m = logN + mlog(1 +  )   klog . Since solving for m  yields
m  =
logN + klog 1
 
log 2
1+ 
= up(N,k, ),
this proves the theorem.
As mentioned above, when N = 3 the worst case performance of WM
+ (which uses the
best choice of  , rather than the    minimizing the bound) equals q . Furthermore, the gap
between these two and m  grows as  (
 
k). If N is large compared to k, we believe that
the upper bound m  is much closer to WCWM+(N,k). However, even when N is large,
q  can be signiﬁcantly less than m .
Pick any k   1. If N satisﬁes7
24k
 4k
 k
    N <
24k+1
 4k+1
 k
 
then q  = 4k. With a bit of algebra (and Stirling’s approximation) it can be shown that
m  is at least 4k +
log(3k) 1
2 . In other words, when N is about 24k/
 4k
 k
 
, the mistake￿  ￿ ￿  ￿ ￿ ￿      ￿  
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bound on BW of Theorem 1 is at least
log(3k) 1
2 better than the best known bound for the
Weighted Majority algorithm. Although our bounds on the BW algorithm are better than
the up(N,k,  ) bounds on the WM algorithm, asymptotically the two bounds have the
same leading term. This is shown in the following section.
2.2. Asymptotic performance of the algorithms
ThissubsectionshowsthatbothBWandWM
  areasymptoticallyoptimalintheworstcase.
The proof uses a probabilistic argument to show the existence of “hard” sets of experts.
Using these hard sets of experts, an adversary can force any prediction algorithm to make
a mistake on each trial proving the desired lower bound. We use the notation fi   gi when
limi   fi/gi = 1. We deﬁne the following functions to serve as lower bounds
low(N,k)
def = max
 
q   : q   logN + log
 
q
  k
 
  log
 
1 + ln
 
q
  k
   
,
Low(N,k)
def = max(low(N,k),2k + logN).
We now state the two results of this section.
Theorem 3 For any integers N   2 and k   0, there exists a set E of N experts such
that the following holds for any deterministic master algorithm A: there exists a sequence
s of trials such that LE(s)   k and A makes at least Low(N,k) mistakes on s.
The above lower bound is then used to show that BW and WM
  are both asymptotically
optimal.
Theorem 4 For any sequence {(Ni,ki)}i  of pairs of positive integers, if Ni   2 for
all i and limi   Ni =   or limi   ki =  , then as i    ,
Low(Ni,ki)   WCBW(Ni,ki)   WCWM (Ni,ki)   up(Ni,ki,  
i ) ,
where   
i =
ki
up(Ni,ki,  
i )   ki
.
Before proving Theorem 3, we need some deﬁnitions and lemmas. The ﬁrst lemma is
from Littlestone and Warmuth.
Lemma 3 ((Littlestone & Warmuth, 1994)) ForanyintegersN   2andk   0,
there exists a set E of N experts such that the following holds for any deterministic master
algorithm A: there exists a sequence s of trials such that LE(s)   k and A makes at least
2k + logN mistakes.
The above lemma proves the ﬁrst lower bound used in the deﬁnition of Low. The second
lower bound is proven using a covering argument. For any positive integer q and any
nonnegative integer k   q, a k-covering of the q-dimensional boolean hypercube is a
subset B of {0,1}q such that for any v   {0,1}q there is a p   B such that dH(p,v)   k.
If in the on-line prediction setting the experts’ predictions are solely a function of the trial￿ ￿  ￿ ￿  ￿ ￿  ￿      ￿  
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number, then each expert can be viewed as a sequence of bits. Furthermore, a set E of such
expertsisak-coveringforsomesubset{t1,t2,...,tq}oftrialsifthesetofthesequencesof
length q representing the predictions of the experts in the trials t1,t2,...,tq is a k-covering
of {0,1}q.
Now we give a technical lemma showing that some coverings are not too large. We
adaptanonconstructiveargumentofAlonandSpencerfrom(Alon, Spencer & Erd˝ os, 1992,
Theorem 2.2, page 6).
Lemma 4 For all N   1 and for all k   0, if m = low(N,k), then there is a k-covering
of {0,1}m of size at most N.
Proof: We prove the lemma using a probabilistic argument. Let R   {0,1}m be chosen
randomly so that the event v   R occurs with probability p > 0 (to be speciﬁed later)
independently for any v   {0,1}m. Let R  be the subset of {0,1}m containing all points
not k-covered byR. Clearly R R  is a k-covering of{0,1}m. Observe that anyz belongs
to R  if and only if for any v   R, dH(z,v) > k. This implies Pr(z   R ) = (1 p)(
m
 k),
since there are
  m
 k
 
corners of the m-dimensional boolean hypercube with Hamming
distance at most k from z (z itself included). From the above it is easy to compute the
expectation of the random variable |R| + |R |.
E[|R| + |R |] = 2mp + 2m(1   p)(
m
 k).
Now set p =
ln(
m
 k)
(
m
 k) . Then
E[|R| + |R |] = 2m
 
 
ln
  m
 k
 
  m
 k
  +
 
1  
ln
  m
 k
 
  m
 k
 
 (
m
 k) 
 
  2m
 
ln
  m
 k
 
  m
 k
  + exp
 
 ln
 
m
  k
   
(6)
= 2m1 + ln
  m
 k
 
  m
 k
 
whereinequality(6)holdssince1 x   e x forallx > 0. Thus, ifN   2m 1+ln(
m
 k)
(
m
 k) then
them-dimensionalbooleancubeisk-coveredbyasetofsizeN. Solvingthisinequalityfor
myieldsthatm   logN+log
  m
 k
 
 log(1+ln
  m
 k
 
),orequivalentlythatm   low(N,k)
ensures that the m-dimensional boolean cube has a k-covering of size N.
Proof of Theorem 3: In view of the lower bound stated in Lemma 3 it sufﬁces to prove
a second lower bound of low(N,k) mistakes. We use Lemma 4 to do this. Choose a
sequence {xi}i  of distinct observations. Choose integers N   2 and k   0. Let
m = low(N,k). By Lemma 4, there exists a set E of N experts, whose predictions depend
only on the trial number, such that E is a k-covering for the ﬁrst m prediction trials. Now￿  ￿ ￿  ￿ ￿ ￿      ￿
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notice that, if E is a k-covering for the ﬁrst m trials, an adversary can force m mistakes
on any deterministic prediction algorithm. The adversary simply chooses the sequence
y of outcomes, of length m, such that yt is the opposite of the algorithm’s prediction on
the tth trial. Since E is a k-covering of {0,1}m, for any such sequence y of outcomes
there is some expert in E which makes at most k mistakes on (x1,y1),...,(xm,ym).
Proof of Theorem 4: By Theorem 3 we know that Low(N,k) is a lower bound on the
number of mistakes for any deterministic master algorithm.
Let   = {(Ni,ki)}i  be a sequence as in the statement of the theorem. Since by
Lemma 1 and Theorem 2
Low(Ni,ki)   WCBW(Ni,ki)   up(Ni,ki,  
i )
and
Low(Ni,ki)   WCWM (Ni,ki)   up(Ni,ki,  
i )
it is sufﬁcient to show that
lim
i  
Low(Ni,ki)
up(Ni,ki,  
i )
= 1 . (7)
The proof of (7) is shown in Appendix C.
2.3. Lower bounds based on Ulam’s game
In this section we give lower bounds on the performance of prediction strategies. We show
that for any ﬁxed number of mistakes k of the best expert and for any prediction algorithm,
there exists a set E of experts and a sequence s such that k = LE(s) for which the number
of mistakes made by the prediction algorithm is at least as large as the number of mistakes
made by BW.
We start by introducing some notation that lets us give a precise statement of our lower
bound. We then describe Ulam’s game with lies and its relation to our prediction problem.
Finally, we show how Spencer’s results (Spencer, 1992) can be used to prove our lower
bound.
In all of the following discussion we shall think of k, the upper bound on the number of
mistakes made by the best expert, as being ﬁxed. Let J(k,q) be the following sequence of
numbers indexed by q:
J(k,q) = 2q/
 
q
  k
 
.
It is easy to check that J(k,q + 1)   (5/4)J(k,q), for any q   3k + 2, thus the sequence
J(k,q) increases (at least) exponentially.￿  ￿  ￿ ￿      
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Theorem 5 For every nonnegative integer k there exists an integer Nk such that for all
N > Nk the following holds:
If q is the integer such that J(k,q)   N < J(k,q + 1), then
1. WCBW(N,k)   WC(N,k) + 1.
2. If J(k,q) + 2k   N, WCBW(N,k) = WC(N,k).
Observe that the upper bound on algorithm BW is always guaranteed to be within one
mistakeoftheoptimalalgorithmwhenN islargeenough. Also,sincethesizeofthesegment
[J(k,q),J(k,q + 1)] increases exponentially with q, as q increases the set of values for N
where the second case holds (i.e. the lower bound is off by one from BW’s upper bound)
becomes an insigniﬁcantly small fraction of the possible values for N. This shows that BW
is very close to optimal for large values of N. The gap of one when N < J(k,q) + 2k
arises from complicated number-theoretic considerations. In Appendix A we show how
algorithm BW can be modiﬁed so that it is completely optimal for large N. The weakness
of this lower bound construction is that the threshold Nk above which the lower bound
holds is rather large, on the order of 22
k
. This double-exponential dependence on k arises
from our use of Spencer’s results (Spencer, 1992).
Before we give the proof of Theorem 5, we brieﬂy describe Ulam’s game with a ﬁxed
number of lies and show how this game relates to chip games and to the problem of
combining the predictions of experts.
In the searching game introduced by Ulam (see (Ulam, 1977)) there are two players: a
chooser (also called Carol) and a partitioner (also called Paul). A game is deﬁned by three
nonnegative integers N, k, and q that are known to both players. Carol is assumed to select
a secret number x from the set {1,...,N}. Paul’s goal is to ﬁnd out what this number is
by asking Carol questions of the form “Is x in S?”, where S is any subset of {1,...,N}.
Carol is required to answer either “yes” or “no”. However, she is allowed to lie (i.e. give
the incorrect answer to Paul’s question) up to k times.8 We say that Paul wins the (N,k,q)
game if and only if he can always identify Carol’s secret number after at most q questions,
regardless of Carol’s strategy.
The interesting fact is that there is a common abstraction of Ulam’s game with lies and
of our problem. The abstraction can be seen as the following chip game (for more work on
chip games, see (Aslam & Dhagat, 1991)). We think of each number in the set {1,...,N}
as a “chip” and consider k + 1 (disjoint) subsets of these chips, which we call “bins”,
and denote by B0,...,Bk. At each point of the game, the bin Bj contains all the chips
that correspond to a number x   {1,...,N} with the property that if x is the number
chosen by Carol, then j of the answers that Carol gave so far have been lies. Thus the
union of all the bins contain those choices of x that are consistent with the bound k on the
number of lies that Carol is allowed to make. Essentially, it is sufﬁcient to describe each
conﬁguration reached during the game by the number of chips in each bin. We denote by
Ij = (I
j
0,...,I
j
k) the conﬁguration of the chip game after at the jth trial, where I
j
i is a
natural number denoting the number of chips in Bi. For example, the initial conﬁguration
is always I0 = (N,0,...,0).
When Paul asks “Is x in S ?”, his question partitions the chips into two sets, those in S
versus those outside S. If Carol answers “no” her answer constitutes a lie with respect to ￿  ￿ ￿     
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the numbers in S. This translates to advancing each chip corresponding to a number in S
from its current bin to the next bin (e.g. from bin Bj to Bj+1). If a chip corresponding to
a number in S is already in the last bin Bk, it is discarded as there is no bin Bk+1. If Carol
answers “yes”, then those chips corresponding to numbers not in S are advanced.
ClearlyPaulcannotknowwhichnumberCarolhaschosenaslongastheunionofthebins
contains at least two chips. Thus Carol’s goal is to keep two chips in the union of the bins
for as long as possible. Paul wins the (N,k,q) iff there is a strategy for choosing partitions
guaranteeing that after q steps there is at most one chip remaining in the union of the bins.
We can think of the prediction problem as a “prediction game” where the predictor is
playing against an adversary that picks both the predictions generated by the experts, and
theoutcomes.9 Werestrictourattentiontothoseadversarystrategiesthatforcetheprediction
algorithm to make a mistake on each and every trial for as long as possible. This means
untiloneexperthasmadek mistakesandeveryotherexperthasmademorethank mistakes,
the adversary chooses the feedback so that the prediction algorithm makes a mistake on
every trial. From this point on, the predictions of the single best expert are guaranteed to be
without mistakes, and by copying the predictions of this expert the master algorithm will
correctly predict the remainder of the sequence. This restriction is helpful to map to the
prediction game into a chip game, and restricting the adversary in this way does not reduce
itspowersinceweareabletoobtainalowerboundthatessentiallymatchestheupperbound
of the BW algorithm.
We can easily relate this “prediction game” to a chip game. Each chip corresponds to
an expert and the bin Bj, for 0   j   k, contains those chips corresponding to experts
that have made exactly j mistakes on previous trials. Each iteration of the game starts
with the adversary partitioning the chips to two sets according to the predictions given
by the corresponding experts. The prediction algorithm then chooses its prediction, and
the adversary forces a mistake by generating an outcome opposite to the prediction. This
causes those chips corresponding to experts whose predictions were mistaken to advance
one bin. Thus the prediction algorithm (indirectly) chooses which subset of the chips gets
advanced, so the prediction algorithm corresponds to Carol and the adversary corresponds
toPaul. Thegameendswhentheconﬁguration(0,0,...,1)isreached,weshallrefertothis
conﬁguration as the terminal conﬁguration. This is a slight difference from the chip game
that corresponds to Ulam’s game with k lies. Another, much more signiﬁcant difference, is
that the goals of the opponents have been reversed. In the chip game corresponding to the
prediction problem, Carol (the prediction algorithm) wants to shorten the game as much as
possible since the length of the game measures the number of mistakes that the prediction
algorithm is forced to make.
As the goals of Carol and Paul have been reversed, it would seem that their strategies for
playing the two games would be very different. Surprisingly, it turns out that the optimal
strategyforPaulisthesameinthetwogameswhenthedifferentendingconditionisignored.
If N   Nk then this optimal strategy Paul can force both games to have the same length,
regardlessoftheactionstakenbyCarol. Inotherwords, ifPaulusesthisstrategythenCarol
is unable to make the game neither longer nor shorter. ￿ ￿  ￿ ￿ ￿       
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This strategy for Paul has been developed by Spencer (Spencer, 1992), and is the basis of
the proof of Theorem 5. We shall brieﬂy describe the strategy, give Spencer’s result, and
then use it to prove Theorem 5.
Spencer identiﬁes the same binomial weights that are used in the BW algorithm as the
central quantities on which the strategies of both Carol and Paul are based. We shall denote
by Wq(I) the weight associated with the conﬁguration I and the integer q, i.e.
Wq(I) =
k  
i=0
Ii
 
q
  k   i
 
.
SpencergivesastrategyforCarol. UnderthisstrategyCaroladvancesthosechipsthatkeep
the future conﬁgurations as heavy as possible. The exact opposite choice is made by the
BW algorithm, which advances the heavier chips, resulting in a lighter conﬁguration. This
makes intuitive sense, because Carol has opposite goals in the two games.
The main result of Spencer’s paper (Spencer, 1992) is the identiﬁcation of a class of
“good” conﬁgurations. For each conﬁguration in this class there exists a partition such
that both future conﬁguration have equal weight, equal to half the weight of the current
conﬁguration, and both conﬁgurations are either good or consist of a single chip. Thus,
startingfromagoodconﬁguration,Paulcanrepeatedlypartitionthechipsinsuchawaythat
ineachsteptheweightishalveduntilonlyasinglechipremains. Itisclearthat,bychoosing
these partitions, Paul can completely neutralize Carol once one of the good conﬁgurations
is reached. The deﬁnition of the good conﬁgurations rests on the observation that the
weight associated with the chips in bin Bk is always 1, because
  q
 0
 
= 1. These chips
are appropriately referred to as “pennies”. It is clear that if a conﬁguration has a sufﬁcient
number of pennies, and the total weight is even, then by moving pennies from one set of the
partitiontotheotheronecanequalizetheweightofthetwosuccessorconﬁgurations. Paul’s
strategy is to choose a partition whose two successor conﬁgurations are almost balanced
and then use pennies to balance them completely. The main theorem in Spencer’s paper
shows that if the initial conﬁguration has a sufﬁcient number of pennies, Paul can use this
techniquerepeatedly, withoutrunningoutofpenniesuntilaconﬁgurationwithasinglechip
is reached.
We now give the main result from Spencer’s paper in a form that ﬁts our needs.
Theorem 6 (Spencer, 1992) For any number k > 0 of bins, there exist ﬁnite integers
c(k) and q0(k) such that the following holds for all q > q0(k): if I0 = (I0
0,...,I0
k) is an
initial conﬁguration such that I0
k > c(k)qk and Wq(I0) = 2q, then there exists a strategy
forPaulsuchthat, independentofthechoicesmadebyCarol, aconﬁgurationIm isreached
such that
 k
i=0 Im
i = 1 and Wq m(Im) = 2q m.
In other words, Paul can guarantee that the total weight is exactly halved at each step,
until only a single chip is left.
Proof of Theorem 5: The proof is divided into two parts, we ﬁrst show that if N is large
enough then from the initial conﬁguration I0 = (N,0,...,0) Paul can reach, in k steps, a
conﬁguration that meets the conditions of Theorem 6. In the second part we show that the
ﬁnal conﬁguration reached in Theorem 6 guarantees the bound given in the theorem. ￿ ￿  ￿ ￿ ￿    
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IntheproofwemakeuseoftheideathatPaul“marks”chipsasuseless. Ifachipismarked
onsomeparticulartrial,thenthischipisplacedarbitrarilyinthepartitionsgeneratedbyPaul
on subsequent trials. We shall prove that Paul can delay reaching a terminal conﬁguration
even when only the unmarked chips are considered. It is clear that if the marked chips were
also considered, then reaching the terminal conﬁguration would be delayed for at least as
long, which proves the lower bound on the number of trials.
Initially, all N chips are in bin B0. It takes at least k steps to get chips to bin Bk and thus
make them into pennies. We shall devise a strategy for the ﬁrst k trials that is guaranteed
to give rise to a sufﬁcient number of pennies at the kth trial. First, Paul marks some chips
so as to make the number of unmarked chips divisible by 2k. Clearly, less than 2k chips
need to be marked. Ignoring the marked chips Paul generates the following partitions. The
(unmarked) chips in each bin are divided into two equal parts, one part from each bin is
placed in the ﬁrst set of the partition, and the other part is placed in the second. It is easy
to check that, independently of Carol’s actions, such partitioning of the unmarked chips is
possible for k steps. It is also simple to see that after k trials exactly a fraction of 2 k of
the unmarked chips reach bin Bk and become pennies.
Let q be the integer such that J(k,q)   N   J(k,q + 1). From (1) it is clear that the
weight that is associated with the unmarked chips is divided by two at each step. Thus,
independently of Carol’s choices, the weight of the conﬁguration after k steps satisﬁes
Wq k(Ik) > 2 k(N   2k)
 
q
  k
 
. (8)
To apply Theorem 6 we need that the remaining weight (after k steps) of the unmarked
chips is a power of two. We ﬁrst ﬁnd an appropriate ˜ q such that W˜ q(Ik) > 2˜ q.
By the deﬁnition of q, J(k,q)   N   J(k,q + 1). If N is large enough then J(k,q)  
J(k,q 1)   2k and thus N   J(k,q 1)+2k. This implies that (N  2k)
 q 1
 k
 
  2q 1
and thus by inequality (8), Wq k 1(Ik) > 2q k 1. It follows that if N is large enough
then we can always choose ˜ q = q k 1. However if N   J(k,q)+2k, then by the same
derivation we get Wq k(Ik) > 2q k and we can set ˜ q = q   k .
We now wish to apply the results of Theorem 6 to the conﬁguration Ik, whose weight
satisﬁesW˜ q > 2˜ q. However,inordertoobeytheconditionsofthetheoremwehavetomark
some more chips in order to make the weight of the conﬁguration satisfy W˜ q(Ik) = 2˜ q.
We do this marking carefully, so that afterwards we still have enough unmarked pennies
to apply the theorem. We mark chips using the following simple procedure: we mark
nonpenny chips until we cannot mark a nonpenny chip without reducing W˜ q(I) below 2˜ q.
We then mark enough pennies to reduce the weight to 2˜ q. As the heaviest chips (those in
B0)weigh
  ˜ q
 k
 
  (3˜ q)k, weneedtomarkatmost(3˜ q)k pennies. Takingintoaccountboth
the initial marking of less than 2k chips and this additional marking phase, we get that the
number of unmarked pennies is at least  2 k(N  2k +1)  (3˜ q)k   2 kN  (3˜ q)k  2.
Ontheotherhand,inordertoapplyTheorem6weneedatleastc(k)˜ qk unmarkedpennies.
This is satisﬁed if 2 kN   (3˜ q)k   2   c(k)˜ qk. As for any ﬁxed value of k, q and thus ˜ q
is O(logN), the last condition is satisﬁed for every N > Nk for a large enough Nk.
We can thus apply Theorem 6 with the initial conﬁguration being the unmarked chips in
the kth conﬁguration, that we denote by Ik. The weight of this conﬁguration is W˜ q(Ik) = ￿ ￿  ￿ ￿ ￿      
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2˜ q. The theorem guarantees that Paul can ﬁnd partitions so that after some m steps a
conﬁguration Ik+m is reached such that
 k
i=0 I
k+m
i = 1 and W˜ q m(Im) = 2˜ q m. Thus
only a single chip will be left. It is easy to verify that as the weight of the chip is 2˜ q m it
must be in bin Bk (˜ q m). After another ˜ q   m steps the single chip will be in the last bin
and the game is over.
Finally,wesumupthenumberoftrials,ormistakes,thatPaulcanforceonCarol. Wehave
k trialsbeforegettingthepennies, mtrialsusingtheSpencer’sstrategy, and ˜ q mmistakes
at the end. Summing these terms and using the deﬁnition of ˜ q we get that Paul can always
forceatleastq 1mistakesandifN   J(k,q)+2k thenPaulcanforceatleastq mistakes.
3. Conversion strategies
In this section we show how the ideas behind the BW algorithm can be used to modify
prediction algorithms so that they can tolerate malicious noise. Assume we are given a
prediction algorithm A that makes at most k mistakes on any sequence in some set    
(X   {0,1})
 . WeassumethatalgorithmAmakesatmostk mistakesevenifitispresented
withasubsequenceofanysequencein . Formally,werequirethat issubsequenceclosed.
Any deterministic prediction algorithm can be converted to an algorithm that changes its
state only when its prediction is incorrect. This is achieved by resetting the state of A after
each trial in which A predicts correctly to the state of A before the trial. This conversion
does not increase the worst case number of mistakes on the subsequence closed set  . The
convertedalgorithmiscalledconservative(Littlestone, 1989). Fortherestofthissectionwe
shall always assume that the set of sequences is subsequence closed and that the prediction
algorithm is conservative.
AlgorithmAisallowedtoperformarbitrarilybadlyifgivenaninstance/outcomesequence
that is not in  . For example, if   = (X   {0})    (X   {1})  (i.e. all sequences where
the outcome is held constant) then the algorithm A which always predicts with the ﬁrst
outcome seen makes at most one mistake when given a sequence in  . However, if the ﬁrst
label is corrupted by malicious noise then all subsequent predictions made by algorithm A
will be incorrect.
Here we show how to convert A into another algorithm that performs well on sequences
in   that are corrupted by noise. In particular, for any r we can build an algorithm that
performs well on those sequences which can be created from a sequence in   by arbitrarily
changing up to r examples. We use    to denote this set of noisy sequences. As the above
example indicates, algorithm A may make arbitrarily many mistakes on sequences in   .
Furthermore, the sequences in    might have different outcomes for the same instance and
algorithmAmightnotevenbedeﬁnedonthislargersetofsequences. Inthatcaseweextend
the deﬁnition of A by assigning it the default prediction 0 and restarting it at its initial state.
Thus we assume throughout that A’s prediction and successor state are always deﬁned.
In this section we use the methods developed in Section 2 to construct master algorithms,
called conversion strategies, whose mistake bounds increase slowly as a function of r. ￿  ￿ ￿ ￿     ￿  
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As in Section 2, we use a version space argument and expand A into a set of variants so
that at least one variant will be correct on all trials where the conversion strategy makes
a mistake. However, here the elements of the version space are somewhat dynamic as
they represent computations of A on sequences in  . In addition to discarding irrelevant
computationsfromtheversionspace,theconversionstrategywillalsoneedtoextendcertain
computations by simulating A on the current trial. Since the members of the version space
managed by the conversion strategy are somewhat dynamic, it may be a slight misnomer to
call it a version space. However “version space” does convey the proper intuition.
Since our conversion strategies are conservative we can concentrate on those trials where
the conversion strategy itself makes mistakes. Here we use m for a bound on the number
of mistakes made by the conversion strategy, k to denote the mistake bound of algorithm
A on sequences in  , and r as the number of examples corrupted by noise.
We ﬁrst outline the Cbin conversion strategy that is based on binomial weights, and later
describeasecondconversionstrategy,Cexp,basedonexponentialweights. Thesestrategies
are described in more detail in Sections 3.1 and 3.2 respectively.
Amajordifferencebetweentheconversionproblemdiscussedhereandtheoneaddressed
in Section 2 is that with experts there were only two possibilities for each trial — the expert
was either correct or incorrect. Here we consider three different cases. The ﬁrst case is
when algorithm A correctly predicts the outcome. In the other two cases the prediction
is incorrect. In the second case the wrong prediction is due to the fact that the example
is corrupted by noise and in the third case the example is unchanged but the algorithm
makes a mistake in predicting the label. Therefore, instead of associating a bit string to
each member of the version space, the Cbin strategy attaches a string of “trits” from the
set {0,noise,mstk}. Each member of the version space is a stored state of algorithm
A together with a string   = ( 1,..., m)   {0,noise,mstk}m. These strings have an
interpretation like the bit strings of Section 2. If a (state,  ) pair is in the version space
when the conversion strategy Cbin makes its ith mistake, then the value of  i represents the
following possibilities. The value 0 represents the possibility that A predicted the label of
the example correctly. The values noise and mstk represent the possibility that A predicted
incorrectly, where the cause for the incorrect prediction is attributed to noise or to a mistake
by A respectively.
Since algorithm A makes at most k mistakes, each string   contains mstk at most k times.
Similarly, since we assume that at most r of the trials are corrupted by noise, noise appears
at most r times in each string. Therefore only some of the 3m strings in {0,noise,mstk}m
are legitimate. In particular, if there are j nonzero elements in a string, j will be between
0 and r + k. Furthermore, at most r and at least j   k of the elements in the string will be
noise. This gives us
size(r,k,m)
def =
r+k  
j=0
 
m
j
   
j
  r
 
 
 
j
  j   k   1
  
strings that must be considered. An examination of the term in brackets shows that size is
symmetricinr andk, asexpected. Furthermore, size(r,k,m) = O(mr+k(r+k)min(r,k)).
The Cbin conversion strategy starts with a version space containing size elements, each
with the initial state of algorithm A and a different legitimate string  . The conversion ￿ ￿  ￿ ￿      ￿
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strategy manages the version space by predicting with the halving algorithm. However, it
is no longer quite so clear what this means.
Consider the situation after the conversion strategy Cbin has made i   1 mistakes and
sees instance x   X. In this case each element of the version space, (state, ) will be
using its  i to see if its variant of A is correct, has a noisy trial, or makes a mistake. Each
variant will see how A (in state state) predicts. If its  i is 0 then the variant predicts the
same way, otherwise the variant predicts with the opposite value. Conversion strategy Cbin
may update the version space after getting the outcome. If the conversion strategy Cbin
predicted correctly then all variants are kept unchanged. If Cbin predicted incorrectly then
those variants also predicting incorrectly are discarded. In addition, when Cbin predicts
incorrectly those variants predicting correctly may be updated based on their  i values.
There are three cases, according to the value of  i.
1. Case  i = 0: This means that the variant predicted the outcome correctly. Since A is
conservative, Cbin leaves the state of the algorithm A for this variant unchanged.
2. Case  i = noise: This means that the prediction of A is incorrect but would have been
correct if the example was not corrupted by noise. As in the previous case, Cbin leaves
the state of the algorithm A unchanged.
3. Case  i = mstk: This means that the prediction of A is incorrect because A has made
one of its k allowed mistakes and that the example is not corrupted by noise. In this
case Cbin updates the state of A. This is done by simulating A, starting from the old
state, on the example received in the current trial. The resulting state of A replaces the
old state in the variant.
We show in Lemma 5 that:
1. On each trial where Cbin makes a mistake, the size of the version space drops by a
factor of at least 2.
2. For any sequence in    at least one variant is never removed from the version space
during the run of the master algorithm.
We need a few deﬁnitions before we can precisely state our bounds on the Cbin con-
version strategy. For all n   and for all pairs s = ((x1,y1),...,(xn,yn)) and
u = ((x 
1,y 
1),...,(x 
n,y 
n))ofsequencesin(X   {0,1})
n,wesaythatsisanr-corrupted
version of u if and only if (xi,yi)  = (x 
i,y 
i) for at most r indices i, where 1   i   n.
We shall also use the notation dC(s,u) = r to indicate that s is an r-corrupted, but not an
(r   1)-corrupted, version of u. Thus
dC(s,u)
def = min{r   : s is an r-corrupted version of u } .
We deﬁne dC(s,u) =   if the sequences differ in length or if they have an inﬁnite number
of disagreements, and say s is a corrupted version of u if dC(s,u) is ﬁnite.
We will show in Section 3.1 that the conversion strategy Cbin achieves the following
bound.￿  ￿ ￿  ￿ ￿ ￿     ￿  
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Theorem 7 For all conservative, deterministic algorithms A, for all subsequence-closed
sets of sequences     (X   {0,1})
 , and all s   (X   {0,1})
+, if
• k   max{LA(u) : u    } and
• s is an r-corrupted version of some sequence in  ,
then the number of mistakes made by Cbin(r,k,A) on the sequence s is at most
max{q   : q   log(size(r,k,q))} . (9)
In Theorem 9 we will show that the bound in (9) is O(r + k). Note also that the Cbin
strategy needs to know the upper bounds k and r.
In Section 3.2 we describe a second conversion strategy that we call the Cexp strategy.
The Cexp strategy uses exponential weights (as used in the Weighted Majority algorithm)
and does not require advance knowledge of r and k. However one cannot optimize the
mistake bounds of Cexp without knowing these parameters. The following theorem gives
the mistake bound we prove for the conversion strategy Cexp.
Theorem 8 For all conservative, deterministic algorithms A, for all subsequence-closed
sets of sequences     (X   {0,1})
 , and all s   (X   {0,1})
+, if
•   and   are nonnegative real numbers such that   +   < 1, and
• s is a corrupted version of some u    ,
then the number of mistakes made by Cexp( , ,A) on sequence s is at most
 
min
u  
max
u  u
dC(s,u)log 1
  + LA(u )log 1
 
log 2
1+ + 
 
, (10)
where u    u means that u  is any subsequence of u.
It is easy to verify numerically that by choosing   =   = 0.147, the upper bound for
Cexp displayed in (10) is at most
min
u  
max
u  u
4.4035(dC(s,u) + LA(u )).
Thus we get a reasonable bound that holds for all values of dC(s,u) and LA(u ).
However, if one wants to set   and   so that the mistake bound of Cexp is optimized
then one needs to know upper bounds k and r on dC(s,u) and LA(u ), respectively. The
case when r or k is 0 is degenerate. Thus we assume that min(r,k)   1. The following
inequality was numerically checked using MAPLEtm, a software package for symbolic
computation,
rlog 1
  + klog 1
 
log 2
1+ + 
  f(r,k) ￿ ￿  ￿ ￿ ￿      
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for   = r
f(r,k) r k and   = k
f(r,k) r k, where
f(r,k)
def = 2(r + k) + 2
 
rkln(e   1 + max(r,k)/min(r,k)) + 2.807
 
rk.
If r   k, then by dividing the inequality by k, we are left with an inequality in r/k, where
r/k   [1, ). We plotted the difference between the left-hand side and right-hand side of
the latter inequality as a function of r/k and checked the values of the difference and its
derivatives with respect to r/k at the end points 1 and  .
One can also show that there is no constantc independent of r and k such that the mistake
bound of Cexp (with   and   optimized) is at most 2(r + k) + c
 
rk.
Notice however that Cexp has a worst-case mistake bound larger than Cbin: In much
the same way we proved Theorem 2 in Section 2.1 we can also prove the following (see
Section 3.2).
Theorem 9 For all k,r   and all  ,    [0,1), if   +   < 1, then
max{q   : q   log(size(r,k,q))}  
 
rlog 1
  + klog 1
 
log 2
1+ + 
 
. (11)
To show an immediate application of Theorems 7 and 8 consider the special case when the
set     (X   {0,1})
  of uncorrupted sequences is the set of all sequences consistent with
some family F of {0,1}-valued functions f on X. That is
  =  F =
 
 (xt,f(xt)) t : f   F    xt t   X+ 
.
This more restricted setting was studied by Littlestone (Littlestone, 1989) and Littlestone
and Warmuth (Littlestone & Warmuth, 1994) where they deﬁne the quantities Opt(F,0),
i.e. the optimal worst-case number of mistakes over all sequences from  F, and Opt(F,r),
i.e. the optimal worst-case number of mistakes over all r-corrupted sequences from  F.
Littlestone and Warmuth (Littlestone & Warmuth, 1994) show that Opt(F,r)   2r +
Opt(F,0), but the problem of ﬁnding an equivalent upper bound is left open. By ap-
plying Theorem 7 (or the weaker Theorem 8) when   =  F and the sub-algorithm A
is optimal, we obtain the upper bound Opt(F,r)   4.4035(r + Opt(F,0)), showing
Opt(F,r) =  (r + Opt(F,0)). Auer and Long (Auer & Long, to appear) independently
developed an algorithm essentially equivalent to our Cexp strategy.10
All of our conversion schemes use deterministic prediction algorithms. This means that
the algorithm’s prediction depends only on its current state and the observation. After
making its prediction, the algorithm enters a new state based on the observation and the
outcome. We denote the initial state of the prediction algorithm by Sinit and use AS to
denote prediction algorithm A in state S. When the observation is ﬁxed, the next state
entered by algorithm A depends only on the outcome. We use Sx,0 (and Sx,1) to denote the
(possibly identical) next state entered by AS after AS receives observation x and outcome
0 (or outcome 1 respectively). In the rest of this section we state and prove the mistake
bounds for Cbin and Cexp.￿  ￿ ￿  ￿ ￿ ￿      ￿
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3.1. The conversion strategy Cbin
In this section we formally describe the Cbin strategy and prove its mistake bound.
TheCbin strategyusesaconciserepresentationoftheversionspaceinmuchthesameway
that the BW algorithm keeps a single binomial weight for each expert. In order to avoid
confusion with the states of the algorithm being converted, we call the states of the Cbin
algorithmconﬁgurations. Eachconﬁgurationencodestheappropriateversionspaceaswell
asavalue(whichweusuallydenotec )indicatinganupperboundonthenumberofmistakes
yet to be made by the conversion strategy. The Cbin algorithm changes conﬁgurations only
when it makes a mistake.
Theversionspaceisencodedinaconﬁgurationasa(multi-)setoftriplesrepresentingcom-
putationsofalgorithmAoncorruptedversionsofsubsequencesofthepasttrials. Morepre-
cisely,theversionspaceisrepresentedbyacollectionoftriples(S,r ,k ),whereS isapossi-
blestateofalgorithmAandtheothertwocomponentsareintegers. Intuitively,r  represents
themaximumnumberoffutureexamplesthatcanbecorruptedbynoiseandk  representsthe
maximumnumberofmistakesmadebyalgorithmAintheremainingtrials. Thusifc  isthe
upperboundonthenumberofmistakesyettobemadebytheconversionstrategy, thesingle
triple
(S,r ,k ) represents
r
 +k
 
 
i=0
 
c 
i
   
i
  r 
 
 
 
i
  i   k    1
  
different elements in the version space (or (S, ) pairs for     {0,noise,mstk}c
 
). It is
important to understand that the values r , k , and c  all start at the upper bounds r, k, and
m, respectively, and count down.
The initial conﬁguration of the Cbin conversion strategy contains the single triple,
(Sinit,r,k) where Sinit is the initial state of algorithm A, r is the bound on the number of
noisy trials, and k is the mistake bound of A on sequences in  . The initial conﬁguration
of Cbin also contains the mistake budget11 c  = m + 1, 1 greater than the mistake bound
of Cbin.
An important concept is the successors of a conﬁguration. For any possible state S of
algorithm A and any x   X we use Sx,0 and Sx,1 to denote the states entered by A from
state S after processing the single observation-outcome pair (x,0) or (x,1), respectively.
Given a conﬁguration C with mistake budget c , we deﬁne the successors, Cx,0 and Cx,1, of
conﬁguration Ct with respect to observation x in the following way.
Bothsuccessorconﬁgurationshavemistakebudgetc  1. Foreachtriple(S,r ,k )
in Ct, consider the prediction of AS on observation x.
If AS predicts 1, then
• conﬁguration Cx,1 contains the single triple (S,r ,k ), and
• conﬁguration Cx,0 contains the triples (Sx,0,r ,k    1) and (S,r    1,k )
representing the possibilities of a incorrect prediction by A and a noisy trial
respectively. ￿ ￿  ￿ ￿  ￿ ￿ ￿     ￿  
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Similarly, if AS predicts 0 on observation x then
• conﬁguration Cx,0 contains the triple (S,r ,k ), and
• conﬁguration Cx,1 contains the triples (Sx,1,r ,k    1) and (S,r    1,k ).
We deﬁne the weight of a conﬁguration to be the size of the version space represented
by that conﬁguration. In particular, the weight Wc (S,r ,k ) of the triple (S,r ,k ) in a
conﬁguration with mistake budget c  is
r
 +k
 
 
i=0
 
c 
i
   
i
  r 
 
 
 
i
  i   k    1
  
,
and the weight of a conﬁguration C, Wc (C), is the sum of the weights of the triples in C.
Triples (S,r ,k ) where either r  < 0 or k  < 0 represent sequences disallowed by our
assumptions, and these disallowed triples are given weight 0. Deleting disallowed triples
from a conﬁguration has no effect on the strategy’s predictions.
On each trial the Cbin conversion strategy in conﬁguration C receives the new instance x
and computes the weights of the two successor states, Cx,1 and Cx,0. The Cbin conversion
strategy predicts 1 if the weight of Cx,1 is greater than the weight of Cx,0 and 0 otherwise.
If the Cbin strategy predicted correctly, it keeps the conﬁguration C. If the Cbin strategy
predictedincorrectly,thenitchangesitsconﬁgurationfromC toCx,b wherebistheoutcome
of the current trial.
A sketch of the conversion strategy Cbin is given in Figure 3.1. The algorithm Cbin can
be further improved in the same way that BW  improved BW (See Section 2). However
these changes do not improve the worst-case mistake bounds, and thus we chose not to
include them for the sake of the simplicity of the presentation.
The next result shows some useful properties of sequences of conﬁgurations.
Lemma 5 For all conservative, deterministic prediction algorithms A, all subsequence
closed sets     (X   {0,1})
 , and all r   , if
• k   max{LA(u) : u    },
• s =  (xt,yt)  in (X   {0,1})
+ is an r-corrupted version of a sequence in  , and
• C0istheconﬁgurationwithmistakebudgetc0 = gcontainingthesingletriple(Sinit,r,k)
where Sinit is the initial state of A, and
• C0,C1,...,Cg is the sequence of distinct conﬁgurations generated by a run of Cbin
applied to A on the sequences s,
then
1. for each t = 0,1,...,g   1,
Wct(Ct) = Wct 1(C
xt+1,0
t ) + Wct 1(C
xt+1,1
t )   Wct 1(Ct+1)
where ct is the mistake budget of Ct, and
2. for each t = 0,1,...,g, Wg(Ct)   1; ￿ ￿   ￿ ￿ ￿  ￿ ￿       ￿  
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Strategy Cbin
Input: Two positive integers r,k, and a prediction algorithm A with initial state Sinit.
1. Let g = m + 1, where
m := max{q   : q   log(size(r,k,q))} (12)
2. Initialize conﬁguration C0 to have mistake budget c0 = g and contain the single triple
(Sinit,r,k).
3. For each trial t = 1,2...
(A) Get the tth observation xt.
(B) Compute the successors C
xt,0
t 1 and C
xt,1
t 1 of the current conﬁguration Ct 1.
(C) Predict with p   {0,1} such that
Wct 1 1(C
xt,p
t 1 ) = max{Wct 1 1(C
xt,0
t 1 ),Wct 1 1(C
xt,1
t 1 )}
(predict arbitrarily in case of a tie.)
(D) Get the outcome yt.
(E) If p  = yt then decrease the mistake budget and update the current conﬁguration
by setting Ct := C
xt,yt
t 1 ; if p = yt, then keep the current conﬁguration by setting
Ct := Ct 1.
Figure 3. Pseudo-code for the conversion strategy Cbin.
The proof of Lemma 5 is given in Appendix D.
Proof of Theorem 7: Choose n,k   and a sequence sn   (X   {0,1})
n that is an
r-corrupted version of some u    . Let m be the integer deﬁned by formula (9) and,
assume to the contrary that Cbin(r,k,A) makes at least g = m+1 mistakes on s. Let   be
the trial on which Cbin(r,k,A) makes its gth mistake and c  the mistake budget after the
 th trial. We will show that
Wc (C )  
Wg(C0)
2g (13)
< 1. (14)
Let t1,t2,...,tg be the trials at which algorithm Cbin makes its ﬁrst g mistakes and u  be
the associated subsequence of u. Since   is closed under subsequences, u     . We apply
Lemma 5 to sequence u  and the associated sequence C0,Ct1,...,Ctg of conﬁgurations
generated by the algorithm. By construction, the algorithm predicts on each trial t (1  
t   n) according to the heaviest successor of the current conﬁguration Ct 1. The current ￿  ￿ ￿  ￿ ￿ ￿      ￿  
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conﬁguration is unchanged if Cbin predicts correctly. If the algorithm makes a mistake
on trial t, the successor C
xt,yt
t 1 corresponding to the correct prediction yt becomes the
new current conﬁguration. Because algorithm Cbin predicts on each trial according to the
heaviestsuccessor,itfollowsfrompart1ofLemma5thatWg 1(Ct1)   Wg(C0)/2andthat
Wcj 1(Ctj+1)   Wcj(Ctj)/2, for 2   j   g, where cj (for 1   j   g   1) is the mistake
budget of Ctj. This implies inequality (13). By deﬁnition of m in (9) and the fact that
g = m + 1 we derive inequality (14). Now part 2 of Lemma 5 shows that Wcg(Ctg)   1,
contradicting(14). ThusCbinmakesatmostm = g 1mistakesons,concludingtheproof.
A good consequence of the fact that Cbin is conservative is that the number of triplets
does not increase on trials where Cbin predicts correctly. However, it seems that the
number of triples kept by algorithm Cbin can potentially double each time Cbin makes an
incorrect prediction. We now show that this apparent worst-case behavior is not possible,
and that the maximum number of triples in any conﬁguration of Cbin(r,k,A) is bounded
by
  m
 min{r,k}
 
= O(mmin{r,k}), where m is the number of mistakes made by Cbin before
the conﬁguration is reached.
Theorem 10 For all conservative, deterministic prediction algorithms A, and all sub-
sequence closed sets     (X   {0,1})
 , if
• k   max{LA(u) : u    },
• s =  (xt,yt)  is an r-corrupted version of some sequence in  ,
• C0istheconﬁgurationwithsomemistakebudgetmcontainingthesingletriple(Sinit,r,k)
where Sinit is the initial state of A, and
• C0,C1,...,Cm is the sequence of distinct conﬁgurations generated by a run of Cbin
applied to A on the sequences s,
thenforeach1   t   m,conﬁgurationCt containsatmost
  t
 min{r,k}
 
tripleswithnonzero
weight.
Proof: We prove the theorem when r = min{r,k}, the other case is similar. For all
t = 0,1...,m and 0   i   r let Mt(i) be the number of triples (S,r ,k )   Ct with
r  = r   i. Thus M0(0) = 1 (for the initial conﬁguration), and M0(i) = 0 for all i > 0.
Note that some triples counted in Mt(r   r ) might have 0 weight if their k  < 0.
From the deﬁnition of successors, Mt+1(i)   Mt(i) + Mt(i   1). The unique function
f = f(t,i) satisfying
f(0,0) = 1,
f(0,i) = 0, for 1   i   r,
f(t + 1,i) = f(t,i) + f(t,i   1), for t > 0 and 1   i   r,
is the binomial coefﬁcient
 t
i
 
. Therefore Mt(i)  
 t
i
 
yielding that the number of triples
(S,r ,k ) in Ct with 0   r    r is at most￿  ￿ ￿  ￿ ￿ ￿      ￿  
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r  
i=0
Mt(i)  
r  
i=0
 
t
i
 
=
 
t
  r
 
,
as desired.
3.2. The conversion strategy Cexp
We now move on to the description of the conversion strategyCexp. Where Cbin was based
on binomial weights, Cexp uses exponential weights. The advantage of using exponential
weights is that the conversion strategy does not need to know the bounds r and k that Cbin
requires as inputs. However if one wants to optimize the mistake bound of Cexp so that it
is in the form 2(r + k) plus a square root term, then knowledge of k and r is required for
Cexp as well. Analogously to Cbin, the bound of Cexp does not depend on the length of the
sequence to predict. The weighting scheme used by Cexp has two real parameters,   and
 , such that 0    ,  < 1.
Here we deﬁne a conﬁguration by a set of triples for different computations of algorithm
A. Unlike the description of strategy Cbin given before, here a conﬁguration does not
have a mistake count or mistake budget. However, as before each triple is of the form
(S,i,j) where S is a possible state of algorithm A and i,j are both integers. For any ﬁxed
0    ,  < 1, the weight W , (S) of the triple (S,i,j) is the product   i  j. As before,
the weight of a conﬁguration, W , (C), is the total weight of the triples in C. The role
played here by the components i and j in each triple is analogous to the role respectively
played by the components r  and k  in the triple (S,r ,k ) deﬁning algorithm Cbin.
We use essentially the same deﬁnition of successors as the one introduced in Section 3.1
for the strategy Cbin with only two differences. Namely, the mistake count is absent and a
triple is never removed since its weight never drops to 0. Note also that i,j can be negative.
A sketch of the conversion strategy Cexp, using the above weighting scheme, is given in
Figure 4. The next lemma establishes some properties of such weighting schema.
Lemma 6 For all conservative and deterministic prediction algorithms A, and all subse-
quence closed sets     (X   {0,1})
 , if
• s =  (xt,yt)  is an r-corrupted version of some sequence u    ,
• C0,C1,...,Cn is the sequence of distinct conﬁgurations generated by a run of Cexp
applied to A on the sequence s, and
•  ,    [0,1),
then W , (Cn)    dC(u,s) LA(u), and for each t = 1,...,n
W , (Ct)  
 
1 +   +  
2
 
W , (Ct 1),
The proof of this lemma is an easy generalization of Littlestone and Warmuth’s proof of
the worst-case bound for the Weighted Majority algorithm (Littlestone & Warmuth, 1994).￿ ￿   ￿ ￿ ￿  ￿ ￿ ￿       ￿
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Strategy Cexp
12
Input: Two real numbers  ,  such that 0    ,  < 1 and a prediction algorithm A with
initial state Sinit.
1. Initialize conﬁguration C0 to contain the single triple (Sinit,0,0).
2. On each step t = 1,2,...
(A) Get the tth observation xt.
(B) Compute the successor conﬁgurations C
xt,0
t 1 and C
xt,1
t 1 of the current conﬁguration
Ct 1.
(C) Predict with p   {0,1} such that
W , (C
xt,p
t 1 ) = max{W , (C
xt,0
t 1 ),W , (C
xt,1
t 1 )}
(predict arbitrarily in case of a tie.)
(D) Get the outcome yt.
(E) If p  = yt, then update the current conﬁguration by letting Ct := C
xt,yt
t 1 ; or, if
p = yt, let Ct := Ct 1.
Figure 4. Pseudo-code for the conversion strategy Cexp.
We now turn to the proof of the worst-case mistake bound for the conversion strategy Cexp.
Proof of Theorem 8: Choose any sequence s =  (xt,yt)  and choose u    . By
construction, Cexp predicts on each step t according to the heaviest successor of the current
conﬁgurationCt. Ifamistakeoccurs,thenthesuccessorC
xt,yt
t 1 ,correspondingtothecorrect
prediction yt, becomes the new current conﬁguration. Moreover, again by construction
of Cexp, the current conﬁguration is unchanged if the algorithm predicts correctly. We
can therefore apply Lemma 6 to the subsequence s    s determined by the sequence
t1,t2,...,tm of the indices of the prediction trials where Cexp makes a mistake. Since  
is subsequence-closed, the subsequence u  of u that corresponds to these trials lies in  .
By applying part 1 of the same lemma, and given that   +   < 1, we conclude that the
total weight of the current conﬁguration decreases by a factor of at least
1+ + 
2 each time
Cexp makes a mistake. Also, dC(s ,u )   dC(s,u) and hence, if Cfin is the conﬁguration
following the last prediction mistake made by Cexp on s, part 2 of Lemma 6 implies that
W , (Cfin)    dC(s,u) LA(u
 ).
Hence, assuming Cexp( , ) makes m mistakes on s and recalling that W , (C0) = 1,
 
1 +   +  
2
 m
  W , (Ct)    dC(s,u) LA(u
 ). ￿ ￿  ￿ ￿ ￿      ￿  
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Solving for m, recalling that m is integer, yields
m  
 
dC(s,u)log 1
  + LA(u )log 1
 
log 2
1+ + 
 
.
Since s   (X   {0,1})
+ and u     were chosen arbitrarily, the proof is concluded.
We conclude this section by proving the last of the three theorems stated in Section 3.
We will need a preliminary lemma.
Lemma 7 For all k,r,m   and for all  ,    [0,1), if  +  < 1 and m   r +k then
r+k  
i=0
 
m
i
  
i
  k
 
 
(1 +   +  )m
 r k .
Proof of Lemma 7: By a double application of the Binomial Theorem we show
(1 +   +  )m =
m  
i=0
 
m
i
 
(  +  )i    k r
r+k  
i=0
 
m
i
  k  
j=0
 
i
j
 
.
Proof of Theorem 9: We shall upper bound the maximal value of a larger set.
max
 
q   : q   log
r+k  
i=0
 
q
i
  
i
  k
  
 
 
rlog 1
  + klog 1
 
log 2
1+ + 
 
. (15)
It is easy to see that r + k is a lower bound on the number of mistakes of any master
algorithm. The left-hand side of (11) is an upper bound on the number of mistakes made
by Cbin, therefore it is larger than r + k. Thus we can apply Lemma 7 to (15) obtaining
max
 
q   : q   log
r+k  
i=0
 
q
i
  
i
  k
  
= max
 
q   : 2q  
r+k  
i=0
 
q
i
  
i
  k
  
  max
 
q   : 2q  
(1 +   +  )q
 r k
 
= max
 
q   : q  
rlog 1
  + klog 1
 
log 2
(1+ + )
 
=
 
rlog 1
  + klog 1
 
log 2
(1+ + )
 
.
If we give Cexp an additional input parameter k such that k   maxu   LA(u ), the
strategy can exploit this information in order to minimize the number of states in each ￿  ￿ ￿ ￿     
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conﬁguration. In particular, Cexp can discard from the current conﬁguration each triple
(S,i,j), such that j   k. By using this trick, we can show, analogously to what we did
for Cbin in Theorem 10, that the maximum number of triples in each conﬁguration of
Cexp( , ,A,k) is bounded by O(
 m
k
 
), where m is the number of mistakes made by Cexp
up to the current conﬁguration.
Furthermore, as we mentioned above, the knowledge of bounds r or k can be used to
optimize the parameters   and  .
NotethatboththeconversionstrategyCbin andCexp areconservativeinthesensethatthey
only update their conﬁguration when they make a mistake. At least one copy of algorithm
A receives only the subsequence of clean examples on which the conversion strategies
makes a mistake. Therefore we require that the mistake bound of algorithm A holds on all
subsequences of sequences in  . This is the reason we assumed that the set of sequences  
inTheorems7and8issubsequence-closed. Wewouldlikeconversionstrategiesthatdonot
requirethisassumption. Itseemsthatthisispossibleonlyforamistakeboundthatincreases
with the length of the sequence. If we somehow could give A the “correct” feedback in
trialsinwhichtheconversionstrategymakesnomistake,thenwecoulddroptheassumption
and update the conﬁguration in all trials. The simple method of using the prediction of the
conversionstrategyasfeedbackdoesnotwork. Thisisillustratedbythefollowingexample.
AssumetheoriginalalgorithmApredicts0intheﬁrsttrialandafterwardsitsimplypredicts
always with the label of the ﬁrst example. Now let the sequence of examples be labeled as
 0,1,1,1,··· . The conversion strategy will correctly predict 0 in the ﬁrst trial and feeding
0 to A will “spoil” A. If we want to update in each trial, then we need to simulate noise
and mistakes on all trials and this will lead to increased mistake bounds.
4. Conclusions
We have investigated the problem of on-line boolean prediction from two different view-
points. We ﬁrst improved known results about strategies that predict deterministically
using the advice from a set of experts. These improvements are obtained using a weighting
scheme that uses Binomial coefﬁcients rather than exponential weights of the form  m.
These binomial coefﬁcients can be interpreted as counting the members of an appropriate
version space. In the expert setting the mistake bound based on binomial weights is never
largerthanthemistakeboundbasedonexponentialweights. Furthermore, theadvantageof
thebinomialweightscanbemadearbitrarilylarge. Neverthelessbothboundscanbeshown
to have the optimum leading term using probabilistic techniques. We also prove that, for
an inﬁnite subset of the possible problem parameters, the bound using binomial weights is
best possible. The proof of this fact relies on a new translation of our prediction problem
to Ulam’s game with lies.
Secondly, we introduced a novel approach for making on-line algorithms robust to noise.
Weshowhowtoconvertanon-linepredictionalgorithmthatisguaranteedtomakeatmostk
mistakes when given an observation-outcome sequence from its domain into an algorithm
that works well when up to r of the outcomes are corrupted by noise. The converted
algorithm has a conjectured mistake bound of ￿ ￿ ￿      
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2(r + k) + 2
 
rkln(e   1 + max(r,k)/min(r,k)) + 2.807
 
rk
on any of the corrupted sequences (the conjecture is supported by numerical evidences.)
The best lower bound we know of is 2r + k; tightening the gap between these bounds
remains an open problem.
Based on our experience, binomial weights seem to lead to better mistake bounds than
exponential weights. They have the advantage of being motivated by a version space
argument that leads to a deeper understanding of the on-line learning problem. The ex-
ponential weights seem to approximate the binomial weights and are sometimes easier to
use, especially when the number of mistakes made by the best expert is unknown (although
optimizing their mistake bounds requires knowledge of these parameters as well). Also
exponential weights can be used for designing randomized prediction algorithms. In the
case of exponential weights the worst-case expected number of mistakes of the randomized
algorithm is exactly half of the worst-case number of mistakes of the deterministic algo-
rithm (Littlestone & Warmuth, 1994, Cesa-Bianchi, et al., 1995). We were unable to ﬁnd a
randomizedbinomialweightingalgorithmthathadanexpectedmistakeboundsigniﬁcantly
smaller than the deterministic BW algorithm.
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Appendix A
A prediction algorithm that is strictly optimal for a large number of experts
AswasshowninSection2.3,thenumberofmistakesthattheBWalgorithmmakesiswithin
one from optimal when N, the number of experts, is large enough. In fact, we have shown
that,formostvaluesofN,BWobtainsstrictoptimality. Inthissectionwedescribeavariant
of BW, which we call EBW (Enhanced Binomial Weighting), that achieves optimality in
the worst case for all sufﬁciently large values of N. This modiﬁcation and its analysis is a
direct adaptation of a result of Spencer’s ((Spencer, 1992), Section 3).
As we have seen in the proof of Theorem 5, the only slack which allows for the gap
between the upper and the lower bounds is in the way the game is played for the ﬁrst k
trials. In these trials there are no pennies available to Paul and thus he may not be able to
split the chips into two sets of equal weight. When the weights do not split evenly, then
Carol can choose a next conﬁguration whose weight is less than half of the current one.
From some starting conﬁgurations Carol can reduce the weight fast enough to “save” a
mistake. However, the value of m chosen by the BW algorithm ignores this possibility of ￿ ￿  ￿ ￿ ￿     
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saving a mistake. Thus, since it is using the “wrong” weights, BW might play suboptimally
and miss the opportunity to save a mistake. The solution is to reﬁne the calculation of m
used by the BW algorithm to account for the savings from when Paul is forced to split
unevenly. We call the resulting algorithm EBW, and (for large enough N) this strategy is
the best possible as there also exists a reﬁned strategy for Paul that can force any algorithm
to make the exact same number of mistakes.
Thekeyobservationsarethattheweightofeveryconﬁgurationisamultipleofthegreatest
common divisor (gcd) of the chip weights, and that after t < k trials all of the chips are
in bins 0 through t. Thus, on the ﬁrst trial, Carol can ensure not only that the weight goes
down by at least a factor of 2, but also that it is divisible by the gcd of the (new) weights of
the ﬁrst two bins. After the second trial Carol can again reduce the weight by at least half,
in addition to being divisible by the (new) weights of the ﬁrst three bins, and so forth.
We now describe the EBW algorithm. Recall step 1 in BW (Figure 1), in this step the
bound on the number of mistakes, m, is calculated. Algorithm EBW has an additional step
1 ,betweensteps1and2ofBW.InthisstepEBWchecksiftherewillbeenoughunevenness
in the partitions to guarantee that at most m   1 mistakes will be made. Speciﬁcally, it
computes a new variable, m  that is equal to either m or m   1. The value of m  is an
improved upper bound on the worst case number of mistakes. The rest of the algorithm
stays almost the same, the only difference being that m  is used instead of m in steps 2 and
3.
Wenowdescribethecomputationofm  instep1 . First,thealgorithmchecksifN 2k  
 2m/
  m
 k
 
 . If the inequality holds, then it is known from Theorem 5 that the bound cannot
be improved and m  is set to be m. Otherwise, a reduction of one error might be possible.
As observed above, the total weight of any conﬁguration is a multiple of the gcd of the
weights of the chips. The algorithm computes these common divisors for each of the ﬁrst
k conﬁgurations 1   i   k:
Ai
def = gcd
  
m   1   i
k
 
,
 
m   1   i
k   1
 
,...,
 
m   1   i
k   i + 1
  
.
It then calculates the initial weight that corresponds to m   1
V0
def = N
 
m   1
  k
 
.
Using these values, the observations given above, and the fact that the algorithm can reduce
the total weight at each step by at least a factor of two, the algorithm calculates an upper
bound on Wm i(Ii) for 1   i   k:
Vi
def = max
 
j   : j   V0 mod Ai, and j  
Vi 1
2
 
.
If Vk   2m 1 k then the algorithm can guarantee at most m   1 mistakes, and m  is set
to m   1. If the condition does not hold, then m  is set to m.
It remains to be shown that the number of mistakes made by EBW is at most m  and that
no other algorithm can make a smaller number of mistakes for large enough values of N.
The proof of both of these claims is based on showing the the upper bounds Vi are tight,
the proof is a direct translation of the proof of the theorem in section 3 of (Spencer, 1992).￿ ￿  ￿ ￿  ￿ ￿ ￿     
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Appendix B
Proof of Lemma 1
Since up(N,k, ) = (logN + klog 1
 )/log 2
1+  we have
 up(N,k, )
  
=  
k
  ln 2
1+ 
+
up(N,k, )
(1 +  )ln 2
1+ 
.
Note that ln 2
1+  > 0 since     [0,1). So the equivalence between (a.) and (b.) is easily
veriﬁed by setting the above derivative to 0, multiplying by  (1 +  )ln 2
1+ , and solving
for  . The equivalence between (b.) and (c.) is obtained by substituting   = k
m k into
(b.) and solving for m. To show equivalence between (c.) and (d.) we multiply (c.) by the
denominator of up(N,k, k
m k).
Using log 2
1+ k
m k
= 1 + log(1   k
m) we get the inequality
m   logN   klog
k
m   k
  mlog
 
1  
k
m
 
(B.1)
whose right-hand side equals logN + mH( k
m).
Note that 2k < logN + 2kH(1
2), so m   logN + mH( k
m) for m close to 2k. Since
H( k
m) < 1 for m > 2k, the left-hand side of (B.1) grows faster than the right-hand side
(as a function of m). Thus there will be exactly one m  where m  = logN + m H( k
m ).
From the equivalences it follows that  up/   evaluated at   =    = k
m  k is 0, and this
   is the unique minimizer of up(N,k, ).
Appendix C
Proof of Equation (7)
Suppose for contradiction that the limit in (7) does not hold.
Since 0   Low(Ni,ki)/up(Ni,ki,  
i )   1, there is a subsequence    = {(N 
i,k 
i)}i 
of   such that limi  
Low(N
 
i,k
 
i)
up(N 
i,k 
i,  
i
 ) converges to some constant less than 1.
We now consider two cases based on the limiting behavior of k 
i/logN 
i as i    .
The ﬁrst case is when {k 
i/logN 
i}i  has an accumulation point at 0 or inﬁnity.
This means that there is an inﬁnite subsequence     = {(N  
i ,k  
i )}i  of    such that
limi   k  
i /logN  
i = 0 or limi   k  
i /logN  
i =  . In either case we use the upper
bound on the function “up” proven in (Cesa-Bianchi, et al., 1995),
up(N,k,  )   logN + 2k + 2
 
klnN (C.1)
to get
lim
i  
Low(N  
i ,k  
i )
up(N  
i ,k  
i ,  
i
  )
  lim
i  
logN  
i + 2k  
i
logN  
i + 2k  
i + 2
 
k  
i lnN  
i￿ ￿  ￿ ￿  ￿ ￿ ￿    
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= lim
i  
1 + 2k  
i /logN  
i
1 + 2k  
i /logN  
i + 2
 
k  
i /logN  
i
= 1.
Since    isasubsequenceof   thiscontradictstheassumptionthat Low(N
 
i,k
 
i)
up(N 
i,k 
i,  
i
 ) converges
to a constant strictly less than 1.
For the other case we assume that there are positive constants a and b such that
a   k 
i/logN 
i   b (C.2)
for all i. Thus both N 
i and k 
i go to inﬁnity. For the remainder of the proof we only deal
with the sequence    = {(N 
i,k 
i)}i  and thus we can simplify our notation by dropping
the primes.
Let m 
i denote up(Ni,ki,  
i ). Recall from Lemma 1 that m 
i > 2ki and that m 
i is the
largest real solution to the equation
x = logNi + xH
 
ki
x
 
.
Similarly, deﬁne   mi as the largest real solution of the equation
x = logNi + log
 
x
  ki
 
  log
 
1 + ln
 
x
  ki
  
. (C.3)
We will now show that   mi > (2 + 1
2b)ki. Since limi   ki =  , for large enough i
we have (2 + 1
2b)ki < ki/b + 2ki   1   log(1 + (2ki   1)ln2). Using logNi   ki/b
and
 2ki
 ki
 
= 22ki 1 we obtain (2 + 1
2b)ki < logNi + log
 2ki
 ki
 
  log
 
1 + ln
 2ki
 ki
  
for
sufﬁciently large i. Next we observe that (a) the right-hand side of equation (C.3) increases
with x and (b) when x is very large, x is larger than the right-hand side of equation (C.3).
Therefore, if y < z < logNi + log
  y
 ki
 
  log
 
1 + ln
  y
 ki
  
, then z <   mi. Applying
this with y = 2ki and z = (2 + 1
2b)ki proves that
  mi >
 
2 +
1
2b
 
ki, (C.4)
when i is sufﬁciently large.
Finally, deﬁne mi as the maximum of 2ki + logNi and   mi. Note that mi is within 1 of
Low(Ni,ki). As we are interested in asymptotics, we use mi instead of Low(Ni,ki). In
addition,
ˆ mi   mi   m 
i (C.5)
and, by (C.1) and (C.2)
ˆ mi   2ki + logNi + 2
 
ki lnNi   ki
 
2 +
1
a
+ 2
 
ln2
 
1
a
 
(C.6)￿  ￿ ￿  ￿ ￿ ￿    
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Since ki     for i    , it follows from (C.4) that   mi     as well. We now examine
the asymptotic behavior of   mi in more detail.
  mi = logNi + log
 
  mi
  ki
 
  log
 
1 + ln
 
  mi
  ki
  
= logNi + log
 
  mi
  ki
 
 
log
 
1 + ln
    mi
 ki
  
logNi + log
    mi
 ki
 
 
logNi + log
 
  mi
  ki
  
= logNi + log
 
  mi
  ki
 
  o(1)
 
logNi + log
 
  mi
  ki
  
since   mi    
= (1   o(1))
 
logNi + log
 
  mi
  ki
  
(C.7)
= (1   o(1))
 
logNi +   miH
 
ki
  mi
  
. (C.8)
To get (C.8) we use the identity log
  m
 k
 
= mH(k/m)   1
2 logm + O(1), which holds
whenmgoestoinﬁnityandm/2k isboundedawayfromboth0and1/2(Graham, Knuth&
Patashnik, 1989, exercise 9.42). Since ki/  mi is bounded away from both 0 and 1/2 for
large i (see (C.4) and (C.6)), we have that H(k/m) is at least some constant depending
only on a and log
    mi
 ki
 
= (1   o(1))  miH(ki/  mi).
Let fi(x) = logNi+xH(ki/x). From the deﬁnition of m 
i we know that m 
i = fi(m 
i).
Equation (C.8) means that for any   > 0 there exists some i  such that for all i > i ,
  mi(1 +  )   fi(  mi). Recall that   mi   mi   m 
i. We need to show that mi   m 
i.
To do this we ﬁrst uniformly bound the derivatives of the functions fi(x) in some ranges.
Notice that f 
i(x) = log(x/(x   ki)). Thus for all x   2ki + logNi,
f 
i(x)   log
2ki + logNi
ki + logNi
  log
 
1 +
1
1 + ki/logNi
 
.
Since ki/logNi   a we get that f 
i(x)   1   c, for some c > 0 independent of i.
Usingthemid-pointtheorem,wecanlowerboundfi(mi)inthefollowingway: fi(mi) =
fi(m 
i)   f 
i( )(m 
i   mi) for some mi       m 
i. Using the bound on the derivative we
get that
fi(mi)   fi(m 
i)   (1   c)(m 
i   mi) = c(m 
i   mi) + mi. (C.9)
Ontheotherhand,   mi(1+ )   fi(  mi),andf 
i(x)   1forallx   2ki. Asmi     mi   2ki,
(see (C.4) ) we get that
fi(mi)   (1 +  )mi. (C.10)
Combining (C.9) and (C.10) we get that c(m 
i  mi)+mi   (1+ )mi. This implies that
m 
i/mi   (c +  )/c. As we can choose   arbitrarily small, we get that mi   m 
i.￿ ￿  ￿ ￿  ￿ ￿ ￿     ￿
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Appendix D
Proof of Lemma 5
To prove part 1 we show, for each triple (S,r ,k ), that the sum of the weights of the
successor triples equals the weight of the original. That is, if the example is xt,yt then
Wct 1(S,r ,k ) + Wct 1(Sxt,yt,r    1,k ) + Wct 1(S,r ,k    1)
=
r
 +k
 
 
j=0
 
ct   1
j
   
j
  r 
 
 
 
j
  j   k    1
  
+
r
 +k
  1  
j=0
 
ct   1
j
   
j
  r    1
 
 
 
j
  j   k    1
  
+
r
 +k
  1  
j=0
 
ct   1
j
   
j
  r 
 
 
 
j
  j   k 
  
=
r
 +k
 
 
j=0
 
ct   1
j
   
j
  r 
 
 
 
j
  j   k    1
  
+
r
 +k
  1  
j=0
 
ct   1
j
 
+
  
j + 1
  r 
 
 
 
j + 1
  j   k 
  
=
r
 +k
 
 
j=0
 
ct   1
j
   
j
  r 
 
 
 
j
  j   k    1
  
+
r
 +k
 
 
j=1
 
ct   1
j   1
 
+
  
j
  r 
 
 
 
j
  j   k    1
  
=
r
 +k
 
 
j=0
 
ct
j
   
j
  r 
 
 
 
j
  j   k    1
  
= Wct(S,r ,k ).
To prove part 2 choose a sequence u in   and let s =  (xt,yt)  be a r-corrupted version
of u. Let v be the subsequence of s containing all the pairs (xt,yt) where Cbin makes
a mistake by predicting 1   yt. Let w be the subsequence of v obtained by deleting the
examples corrupted by noise. Finally, for each t   1 let p(t)   t be the number of
uncorrupted examples in vt (recall that vt is the length t preﬁx of v), so t   p(t) is the
numberofcorruptedexamplesinvt andwp(t) isthesequenceobtainedfromvt bydeleting
the corrupted examples.
Let C(vt) be the set of (S,r ,k ) triples in Cbin’s conﬁguration immediately after Cbin
has seen the sequence vt. Recall that C(v0) = {(Sinit,r,k)}, and a triple (S,r ,k ) is
discarded from the conﬁguration if either r  < 0 or k  < 0.
To prove the statement in part 2 of the lemma it sufﬁces to prove the following claim.
Claim. For each 0   t   |v|, there is a triple (S,r ,k )   C(vt) such that: ￿ ￿  ￿ ￿  ￿  ￿￿ ￿      ￿
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1. S is the state of A(wp(t)),
2. 0   k   k  is the number of mistakes made by A on sequence wp(t), and
3. 0   r   r    t   p(t), the number of corrupted trials in vt.
Proof of Claim: First note that w is a subsequence of u, so A makes at most k mistakes
on w. Furthermore, v is a subsequence of s and s contains at most r noisy examples, so v
contains at most r noisy trials. Therefore both k   k  and r   r  are at least 0.
We now prove by induction on t that an appropriate triple is in the conﬁguration C(vt).
For the base case consider t = 0, and recall that p(0) = 0. There is only one triple,
(Sinit,r,k) in C(v0). Since w0 is the empty sequence, A(w0) = Sinit, and A makes no
mistakes on sequence w0. Thus all three conditions are satisﬁed by this triple.
Fortheinductivestepassumesometriple(S,r ,k )   C(vt)satisﬁesthethreeconditions
of the claim. We now show that either (S,r ,k ) or one of its successors in C(vt+1) also
satisﬁes the claim
Case 1: the t + 1st trial is a corrupted trial, so wp(t+1) = wp(t). If AS agrees with the
corrupted outcome, then (S,r ,k ) is also in C(vt+1), and the three parts of the claim
continue to hold. If AS disagrees with the corrupted outcome then (S,r    1,k ) is in
C(vt+1) and since vt+1 has one more corrupted trial than vt, the three parts of the claim
also holds for C(vt+1).
Case 2: the t + 1st trial is not a corrupted trial, so vt+1 = wp(t)+1 = wp(t+1). If AS
predicts correctly on wp(t)+1, then the triple (S,r ,k ) remains in the conﬁguration. Also,
since A is conservative, S = A(wp(t)+1) = A(wp(t+1)) and the claim holds for C(vt+1).
If AS predicts incorrectly then so does A(wp(t)). Thus A makes k   k  + 1 mistakes
on wp(t+1). Let e be the example wp(t+1) and thus Se is the state A(wp(t+1)). In this
situation, the triple (Se,r ,k  + 1) is in C(vt+1), satisfying the claim.
Notes
1. A similar approach can be taken for learning the best combination of experts, although different forms of the
weights are used when the loss of the master is to be close to the loss of the best convex (Littlestone, Long &
Warmuth, 1995) or linear (Cesa-Bianchi, Long & Warmuth, 1993) combination of experts.
2. The notion of “version space” for learning algorithms was originally introduced by Tom Mitchell in (Mitchell,
1977).
3. A weighting scheme based on the sum of binomial coefﬁcients was ﬁrst introduced by Berlekamp (1968).
4. Expanding each expert into
 
m
 k
 
variants instead of
 
m+1
 k
 
variants (where m is deﬁned as in Figure 1)
does not lead to the mistake bound of m stated in Theorem 1. For example, consider the case where there is
N = 1 expert guaranteed to make at most k = 1 mistake, so m = 1. Assume the expert is expanded into just  
m
 k
 
= 2 variants (onepredictingasthe expertandonepredictingtheother way), andtheexpertis correcton
the ﬁrst trial. The master algorithm would see a tie vote and could predict as the variant and make a mistake.
Now only the (unmodiﬁed) expert is consistent, and the master will predict as the expert does. However, this
expert still has a mistake to make, and thus the master might make a total of two mistakes. Although the
number of consistent variants has been reduced to one (the original expert), the surviving variant may still
have mistakes to make. By considering
 
m+1
 k
 
variants of each expert we guarantee that if only one variant
is consistent, then the expert producing that variant has already made k mistakes (and thus will be correct on
all future trials).￿  ￿ ￿  ￿ ￿      
ON-LINE PREDICTION AND CONVERSION STRATEGIES 109
5. In the original algorithm expert E simply votes with weight  j for its own prediction. The more complicated
voting scheme given in the text is more similar to the voting scheme of the BW algorithm. Both variants of
the WM algorithm generate the same predictions.
6. The algorithms predict arbitrarily if the weights are tied.
7. These values are chosen to make the algebra tractable, rather than indicating a particular region of interesting
behavior.
8. An important point is that Carol does not have to “commit” to a speciﬁc number x ahead of time. The
requirement is only that her choice of answers be such that at all times there exists x   {1,...,N} that is
consistent with all but at most k of her answers.
9. In this section we completely ignore the instances xt that are given as inputs to the experts. Because we are
dealing with worst case lower bounds, we can assume that for any S   E, there is always an observation
xS   X that causes the experts in S to predict 1, and the experts not in S to predict 0. Thus the adversary
can control the predictions of the experts by choosing the appropriate observation.
10. In a subsequent paper (Auer & Long, 1994) a randomized variant of their conversion strategy is introduced.
The worst-case expected number of mistake of their randomized strategy is signiﬁcantly lower than the worst-
case mistake bound of (the deterministic strategy) Cbin.
11. Recall from footnote D that using c  = m can lead to more than m mistakes.
12. An alternative way of arriving at the same prediction is the following. Given an instance x each triple
(S,r ,k ) votes with weight   r 
  k 
for the prediction of AS on the instance x. The master algorithm
thenpredictswiththevotethatgotthelargertotalweight. Whenthismethodofpredictionisusedthesuccessor
conﬁguration has to be computed only when a mistake occurs.
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