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INTRODUCTION 
Let M be an analytic, n-manifold, TM, denote its tangent space at p, 
V = {Xa: 01 E A} be a collection of analytic vector fields on M and V, = 
{X(p) E TIM,: X E %?}. An absolutely continuous map q~: [0, T] -+ M, 
T > 0 is called a solution of %? if dvldt E VW(t) almost everywhere on [0, T]. 
We denote by GZ(t, p, U) the set of all points in M attainable at time t > 0 by 
solutions of V initiating from p at time 0. Let ‘p be a fixed (reference) solution 
of %? satisfying cp(0) = p. The system F is said to be locally controllable along y 
at p if for all E > 0, T,(C) is an interior point of a(e, p, V?). Loosely speaking, 
this implies the ability to control the system to a full neighborhood of the 
reference trajectory in an arbitrarily small interval of time. 
Throughout most of this paper, we shall consider systems of the special 
forms 
B=~x+~ap:-l< 01~ < 1, i = 2 ,..., n , 
i=2 
t (1) 
G9={x+otY:--1~a~l}, (2) 
where X, Y, V2 ,..., Vfl are analytic vector fields on M. Let T”(e) p denote the 
solution of d (or 9) corresponding to all (Y~ = 0 with Tx(O)p = p, i.e., the 
solution of dx/dt = X(x(t)), x(0) = p. 0 ur main result is to give necessary 
and sufficient conditions that d be locally controllable along TX at p. We also 
obtain a sufficient condition that TX(t) p belong to the boundary of QZ(t, p, 9) 
for t > 0 and small. If one considers a time optimal problem for 9, the 
Pontriagin maximum principle yields a necessary condition that Tx(t)p 
belongs to the boundary of @(t, p, 9) for, say, 0 < t < tl , tl > 0, Thus, 
our results are related to the maximum principle, in particular to a higher 
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order maximum principle as described in the work of Krener [l]. Specifically, 
for the general system, let X be a fixed element of V, t, > 0 and Tx(t,)p = 
p1 E R(t, ,p, g). Th e d erivation of the maximum principle proceeds via an 
approximation of a(t, , p, %) at p1 by a (first order) tangent cone K1 . Kr 
is constructed as the closure of the set of tangent vectors of the form v = 
lim,+,, dy(a)/dc with y: [0, S] + a(t, ,p, U) smoothly, y(O) = pi and 
744 = &l , > l-l E w ere v(., l ) is a solution of V satisfying ~(0, l ) = p while E 
is linearly related to the amount of time one spends following the flow of 
vector fields Xa other than X. If Ki is all of [w”, it follows that pi E int a(tl, p,??). 
Let y be as above and y’(O) = lim,,,, C+(P)/& If y’(O) = 0 then y”(O) should 
be admitted as an element of a (higher order) approximating cone, etc. For 
the analytic system & and reference trajectory Tx(.)p, we show, in essence, 
that by allowing derivatives of all orders we get an accurate description of 
@(h , p, 8) at P1 = TX(h) P in the sense that for t, > 0 and sufficiently 
small, the cone of tangent vectors generated yield a necessary and sufficient 
condition that $9 E int fl(ti , p, 8). 
The set of all analytic vector fields on M, denoted V(M), may be considered 
as a real Lie algebra with product the Lie product [X, Y]. For any collection 
of vector fields V, let L(V) denote the Lie subalgebra generated by V (i.e., 
the smallest subalgebra containing U). 
Associated with L(w) is an ideal, L,(V), consisting of elements of the form 
&i h,X-i + W, where the Xi are real, C Xi = 0, and W belongs to the 
derived algebra of L(V). Sussmann and Jurdjevic show that necessary and 
sufficient conditions for the interiors of UTE[,,t~ Z(T, p, U) and GZ(t, p, g) 
to be nonempty for all t > 0 are, respectively, dim L(V), = n [2, Theorem 3.11 
and dimL,(%), = n [2, Theorem 3.21. 
If X, YE V(M) we let (ad X, Y) = [X, Y] and, inductively, (ad” X, Y) = 
[X, ad”-1 X, Y)]. Returning to the system 6, define 
YO = {(ad” X, Vi): i = 2 ,..., 71, K = 0, 1, 2 ,... }. (3) 
Let t1 > 0, Tx(tl) p = p1 E a(ti , p, 8). In Section 1, we show (Proposition 1.4) 
that the first order cone to aC(t, , p, 8) at p1 is span Yil. When 
dim span 9$x(,,, < 11, 0 < T < ti , the solution TX is termed singular 
in control theory [3,4], since the maximum principle provides no positive 
information. In general, dim span Y,l ’ does not give an accurate description 
of whether or not a(r, , p, 8) has interior. In Proposition 1.6, we show that 
L,(b) = L(~70). Thus, from the Sussman- Jurdjevic theorem, dimL(YO), = n 
is necessary and sufficient that int fl((t, p, S) # Ed Vt > 0. On the other hand, 
rank 9,O = n is a sufficient, but not necessary, condition that 
TX(r)p E int a(t,p, 8) Vt > 0. One must, therefore, examine those elements 
in L(F), not in yUO in order to obtain necessary and sufficient conditions 
for local controllability of d along TX at p. 
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In Section 2 we state and prove our main result, Theorem 1, which gives 
necessary and sufficient conditions that F(t) p E int 0!(t, p, 8) Vt > 0. This 
is of particular interest when TX(*) p is a singular solution since it resolves the 
question of whether or not such a solution is time optimal. In the case 
dim n = 2, Theorem 1 reduces to a strengthened form of the result an- 
nounced in [5], which we state next, to illustrate the nature of Theorem 1. Let 
9’1 = {V, (ad V, X), (ad X, (ad V, X)), (ad2 X, (ad V, X)) ,... >, 
Y2 = {V, (ad2 V, X), (ad X, (ad2 V, X)), (ad2 X, (ad2 V, X)) ,... }, 
Y3 = {V, (ad3 V, X), (ad X, (ad3 V, X)) ,... }, etc. 
(Note that, except for sign, the elements of y”, as given in (3), and P are 
the same.) 
COROLLARY 1 TO THEOREM 1. (dim n = 2). Assume X(p), V(p) are 
linearly independent. A necessary and suficient condition that int Ql(t, p, 8) # 0 
Vt > 0 is that 3 an integer m > 1 such that rank Yam = 2. A necessary and 
su$icient condition that TX(t) p E int a(t, p, 8) Vt > 0 is that the smallest such 
integer m be odd. 
Section 3 is devoted to examples which illustrate the application and 
computations involved in the use of Theorem 1. Section 4 deals with the 
system 9, as given in (2). 
Our work here is related to, but quite different from, that of Kelley, Kopp, 
and Moyer [6], who minimize a real valued function on G?( T, p, 8) for fixed 
T > 0. More closely related work can be found in [I], or [7]. 
1. APPROXIMATING CONES; PRELIMINARY RESULTS 
Let q~ be a fixed solution of V with ~(0, q) = q. The following well-known 
proposition is an immediate consequence of the fact that for any tl 3 0, 
v(t, , .): M + A! carries initial data homeomorphically. 
PROPOSITION 1.1. Let 9 be a solution of 97, ~(0) = p. Then 
p)(b) E int Wl , P, g) 3 v(t) E int W, P, C) Vt >, t1 . 
Equivalently, p(tl) E WZ(t, , p, U) (a denotes boundary) for some t, > 0 +- 
v(t) E acqt, p, q vo G t G tl . 
Campbell-Huusdorff Formula. Let X, YE V(M) and TX, T* denote, 
respectively, the flows they generate. 
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Then 
where 
TX(tl) o TY(t2) p = T$‘XsY’( 1) p, 
4x y> = 5x + t2y + (V,P)[X Yl + (t&$“/12)[[X, Y] + ..‘, 
TX(-t,) 0 TY(t2) 0 TX(t,)p = TE’X,Y’(l)p, 
(4) 
where 
6(X, Y) = t,Y - t,t,(ad X, Y) + (t2t12/2!)(ad2 X, Y) - ..., (5) 
with the formal series converging to an element of V(M) for 1 t, j, j t, 1 in 
some nbd of zero. 
We next examine tangent cones to GZ(t, p, 9). Let tl > 0, p1 = 
Tx(tl)p E t3?(tl , p, 59) and 0 < u1 < t, . Then 
q(c, ul) = TX(a,) 0 TX+y(~) 0 Tx(t, - u1 - c) p E cZ(tl , p, 9) 
for all 0 < E < (tl - ur) and q(O, ul) = pr. As a function of E, q(., ul) 
defines a smooth map of [0, t, - UJ into Ol(t, , p, 9). The tangent vector 
z, = lim r++O ~Q(E, CT,)/& belongs to the Pontriagin first order cone at pl and 
corresponds to a single variation of control made on the interval [tl - uI - E, 
t, - ur). (We could, equivalently, let 
Y(E, ul) = Tx+y(~) 0 TX@, - u1 - c)p E a(tl - ul , p, 9) 
and obtain v by carrying 79 = lim,+,, ~Y(E, a,)/& forward u1 units of time by 
the solution of the linear adjoint equation associated with X.) Computation 
using (5) shows v = Y( pl) + u,(ad X, Y)( pl) + u,a/2!(ad2 X, Y)( pl) + ... . 
Note that replacing X + Y by X - Y in the definition of p leads to a map 
of [0, t, - ur) into Gi!(t, , p, 9) with tangent vector at 0 being -v. More 
generally, let ui > 0, xf=, ui < t, , ei = + 1 or - 1, ci > 0. Then 
q(c) p1 = Tx(u,) o TX’-ekY(~k~) 0 ..’ 
0 Tx(ul) 0 T X+elY(~l~) 0 TX (-i (ui + +)) (p) (6) 
1 
belongs to @(tl , p, 9) for E > 0 and satisfying 0 < E 1 ci < t, - C ui ; 
q(0) = pl. If yi = & ui , we compute, again using (5), that 
lim i3q/& = i ejci f (r//v!)(adY X, Y)(p’). 
EGO i=l “=” 
(7) 
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The (first order) Pontriagin cone to @t, , p, 9) at pl is the closure of the set 
of such tangent vectors obtained by letting the perturbation data u6 , ci , ei 
used to define q, as above, vary. 
PROPOSITION 1.2. Let Kl be the Jirst order Pontriagin cone to (%‘(tl ,p, 9) 
at pr = T”(t,)p and let 
90 = {Y, (ad X, Y), (ad2 X, Y) ,... }. (8) 
Then Kl = span &$,I . 
Proof. The inclusion Kl C span W, O1 is an immediate consequence of (7). 
We need only prove the reverse inclusion. 
Let dim span B:, = m < n. Choose ir to be the smallest integer so that 
if Q1 = (Y(pl),..., (adi X, Y)(pl)), then rank Q1 = 1. Choose i2 to be the 
smallest integer so that if Q2 = { Y( pl),..., (adi* X, Y)( p’)}, then rankQ* = 2, 
etc. Thus, 0 < ir < i2 < ... < i, and rank Q” = m. From the construction 
of the ij , we have 
(*) g WW)(a~X, YW) 
= i. ((y%!) + o(yi”))(adimX, Y)(P’) 
Returning to (7), we must show that given any w E span B’$ 3 perturbation 
data oi > 0, ci > 0, ei = 51 defining a map q with tangent vector v. Since 
only the product e,cj appears in (7), we may conclude cj E [wl and drop 
reference to e, . Using (*) in the right side of (7), letting K = m (i.e., we make 
m perturbations) and s,~ = ((y?/i,!) + o(y$)) shows we must solve 
gl cj zl s&dim X Y>(P’) = TV. 
Choose (adi X, Y)( pl),..., (adim X, Y)( p’) as a basis. Consider v given with 
components relative to this basis, and let S(y) be the m x m matrix with 
components smj . Since the cj can be chosen arbitrarily in RI, we need only 
show we can choose 0 < y,,, < y+r < ... < ~1, (~9 = &j ui) SO that S(Y) 
is nonsingular. Let 6 > 0 and choose yj = S/j, j = l,..., m. For this choice, 
if the terms o(yp) are neglected the nonsingularity of the resulting matrix is a 
consequence of the theory of Vandermonde determinants. Then for 6 > 0 
but sufficiently small, S(y) is nonsingular. 
PROPOSITION 1.3. Assume dim span W,O = k. Then for su@citmtly small 
7 > 0, 3 a k-dim manifold, Nk( Tx(r)p), contained in O(r, p, 9) having 
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Tx(7)p as an interior point and span A?~.x~~,~ as tangent space at Tx(~)p. 
In particular, dim span %‘,a = n is a su$icient condition that Tx(t)p E 
int 6T(t, p, 9) Vt > 0. 
Proof. Span W,O = k * span S$ = k for p1 = TX(t,)p with tl > 0 
and sufficiently small. By Proposition 1.2, 36 > 0 and perturbation data 
defining maps ql(e)pl,..., q”(e) p1 of [0, 6) into @t, , p, 5P) such that if vi = 
limE+,o dqi/de then rank {v’ ,..., +} = k. 
If qi has perturbation data uji > 0, cji >, 0 and eji = 1 or - 1, let 
ri: [0,6) -+ QZ(tl , p, 9) be defined by replacing each eji in the definition of 
qi by -eji. From (7), lime+,, a#/& = -lim,+,, a#/&. Thus, we may extend 
pi to (-8, 6) by letting qi(r) = ~~(-6) for --6 < E < 0. This extension is 
a Cl map; consider ql,..., q” so extended. From the proof of Proposition 1.2, 
if dim span W,O = k we may always consider j = I,..., k in indexing the 
perturbation data. Then from (6), qa(,,) 0 ql(el) p1 E Ol(tl , p, .9) if ukl 3 
c: (uj2 + cj2e2), etc. We assume this, with no loss of generality, and define 
d Ed ,..., EJ = qk(Er) o q”-l(c& 0 ... 0 ql(E1)pl. Then q maps a nbd of 
0 E Iw” into OZ(t, p, 3) with q(0) = p1 and aq/+ , evaluated at 0, being zlj. 
Thus, rank Dq(0) = k; the implicit function theorem gives the existence of 
N*( TX(~) p). If k = n, we conclude int @(t, p, 9) # i~( for t > 0 and suffi- 
ciently small. By Proposition 1.1, this holds for all t > 0. 
An immediate corollary to Propositions 1.2 and 1.3 for the system d is 
PROPOSITION 1.4. The first order Pontriagin cone to @(tl , p, 8) at pl = 
TX(t,) p, t, > 0, is span 9’$ . Let k = dim span gP,O. Then for 7 > 0 and 
su#%iently small 3 a k-dim manifold, Nk( TX(~) p), contained in a(T, p, &), 
having Tx(7)p as an interior point, and span zY$~,~~ as tangent space at 
Tx(7)p. Furthermore, dim span $,O = n is a suficient condition that 
TX(~) p E int lZ(t, p, 8) Vt > 0. 
The maps q: [0, 6) + O!(t, , p, 9) whose tangent vectors generated the first 
order cone, were parametrized by E which depended linearly on the time 
spent following the flows of vector fields other than X. Let S > 0 and 
y: [0,6) + 6’l(tl , p, 9) smoothly with y(O) = pl. We define the tangent cone 
K to t2(tl , p, 9) at pr as the closure of the set of all vectors of the form 
er = lim,+,, dy/de. As pointed out in [4, I], Kr may well be a proper subset 
of K. In particular, for q(e)pl as given by (6), it may happen that 
lim,+,o dq/dc = 0 but lim,,,, d2q/de2 = w # 0. By letting r(e2) = q(e)pl, 
it follows easily that w E K, however, w may not.belong to Kr . Similarly, if 
q’(0) = lim,+,, dq/dc = 0, q”(0) = 0, then q”‘(0) belongs to K, etc. We 
illustrate this next by example. 
EXAMPLE 1.1. Let t, > 0, p1 = TX(t,)p and 0 < 4~ < t, . Define 
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r(e)p= Tr+r(r) 0 TX-“(2~) 0 P+r(e) 0 Tr(t, - 46)~. Thenr(E)pE Ol(t,,p,9) 
and up = pl. Repeated use of the Campbell-HausdorfI formulas shows 
r(c)p = TccX*Y)(l)pl, where 5(X, Y) = (2P/3)[[X, Y], Y] - 2e3[[X, Y], X] + 
o(8). Then r’(O)p = 0, r”(O)p = 0, w 1 e r”(O)p = 4[[X, Y], Y]( p’) - h’l
m-Y Yl, YI(P’). 
As a specific example, choose X(x) = (4, x2), Y(x) = (x, , l), p = (0, 0). 
We can compute (adkX, Y)(TX(t)p) = (0, 1) for all K = 0, I,..., so 
dim span 9?;, = 1. However, [[X, Y], Y](p) = (-2, 0), which is linearly 
independent of span .5$0. 
The above example shows that span so Pl is not a good description of the full 
tangent cone K to fl(li , p, 9) at pl. In particular, one cannot determine 
whether or not int a(ti , p, 9) # ,@ from dim span 5@il -= dim Kr . 
Theorem 3.2 of [2] shows dimLo( = 71 is a necessary and sufficient 
condition that int a(t, p, 9) # m Vt > 0. We next give a’useful, alternative, 
description of L,(g). 
PROPOSITION 1.5. I,,(.@) =L(.9?). 
Proof. Clearly, L(WO) C L,(g). We show the reverse inclusion. 
Let P(g) be the real linear span of 9, E(g) the span of the products of 
pairs of elements ing; writeU(@ = span[g, 21, and inductively letL”(g) = 
span[Q, L”-l(g)], K = I,2 ,... . Then the direct sum 0,” Lk(g) is the derived 
algebra of L(g) and L,(g) = L{ Y, W: WE @TL”(@}. Define Lk(&?) 
analogously and ok = @fGoU(*). Then L(*) = @rLk(*). Now 
Y E 9; hence, it suffices to show that for k > 1, WE Lk(9) G- WE Sk(Wo). 
We shall do this inductively. 
For K = 1, WE G(g) 3 W is a scalar multiple of [X, Y], and hence, in 
s(P). Now assume that U(g) C 5?j(P) for 1 <j < K. For the induction 
step, let V be in P+l(.@. It is well known (or can be seen with a moment’s 
reflection) that V admits the representation (adlm X, (adim- Y,..., (adie Y, 
(adi X, Y)) . ..). with the integers ij >, 0, & ij = k. 
If i, = 0 but i,-r # 0 then V is of the form [Y, WJ where W ELM; 
hence, by the induction hypothesis, WE P’;(aO). Since Y E @, we conclude 
v E Pk+yLP). 
Ifi, = 1 and i,-, # 0, we write V = [X, [Y, w] where W EL~-~(B); 
hence, WE P+-r(.%‘O). By the Jacobi identity, I’ = [Y, [X, w]] + [[X, Y], w]. 
Now [X, WJ ELM 3 [X, w] E Zk(P); both Y and [X, Y] belong to 
20 so v E LPfl(s2?y. 
In general, if i, = r and i,,-r # 0 (which we may assume with no loss of 
generality), we write V = (ad’ X, [Y, IVJ) with W ELM-+; hence, 
WE Zk--7(Wo). Analogous to the Leibnitz rule for the rth derivative of a 
product, we have V = CL0 (:)[(a& X, Y), (ad’-” X, W)]. For each Y = 0 ,..., Y 
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(ad”X, Y) E 99s while (ad+” X, IV) belongs to EC-y(~), and hence, to 
9+~(9?). It follows that V E Y~+l(B?), completing the induction step and 
proof. 
PROPOSITION 1.6. L(Y”) = L,(g). A necessary and suficient condition that 
int Gl(t,p, 8) # o Vt > 0 is that dimL(yO), = n. 
Proof. Let 9 = (X + CYV: -1 < 01 < l} and Bi = {Vi, (ad X, Vi), 
(ad2 X, Vi),...}. Clearly, L(Y”) CL,(b). Conversely, if IVEL~(&), it is a 
product of elements WI,..., Wk with Wj E Lo(S). By Proposition 1.5, 
Wj EL(W~); hence, WE L(YO). The final statement is now a restatement of 
[2, Theorem 3.21. 
. 
2. THE MAIN THEOREM 
Consider the system d as given by (1) and assume 
(a.11 X(P), V”(P),..., V”(p) are linearly independent, 
(a.2) V2,..., V’” are involutive. 
Assumption (a.1) implies the existence of a smooth one-form 2 on M, 
uniquely determined by 
(Z(x), X(x)> = 1, (Z(x), V”(x)) E 0, i = 2,..., n (9) 
and defined for x in some nbd of p. All analysis will be restricted to this 
neighborhood. 
Let t, > 0 and p1 = Tx(tl)p. If $ . is any solution of 8’ with $(O) = p, 
+(t2) = p2 and r = {a)(t) EM: 0 < t < t2}, then t, = srZ. If p)(7) = 
W(T)), 0 G T < 4 , is a reparametrization of #, t, = ~~ (Z((P(T)), T’(T)) dT. 
Our first goal is to reparametrize so the integrand in the above expression 
depends only on the point v(T). From assumption (a.2), through each point 
Tx(7)p, 0 < 7 < t, ,3 an (n - 1) dimensional integral manifold, Mn-l( Tx(7)p), 
for V2,..., V”. Define t(T) as the value of t such that #(t) E M”-l(TX(~) p). 
Choose an ordering, say V”,..., Vs; then there exist smooth functions 
S%(T),..., S2(T) such that #(t(T)) = p(T) = T”“&(T)) 0 “. 0 ?+(S,(T)) 0 TX(T) f. 
This reparametrization is as required. Indeed, for j = 2,..., n, TY’(sj): 
M”-l( TX(~) p) -+ M”-‘( TX(~) p). Now V2(q),..., V”(q) span TM,“-!; hence, 
for WE TMt-l, DTV3(sj) W(q) is a linear combination of V2(TY’(si)q),..., 
V”( T”‘(s,)q). In particular, let 
qi = T”‘(s~(T)) 0 ... 0 Tv’(s,(~)) o TX(~)p, j = 2,..., n. 
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Then q” = P(T) and 
T’(T) = S,‘(T) V”(q”) + s:&) my%(T)) v”-‘(q”-‘) 
+ ... + S2’(T) DT”“(S,(T)) ... DT”“(S,(T)) V(q2) 
+ DT”*(&(T)) ... DTqS,(*)) X(TX(T)P) = f CiV(cp(T)) 
i=2 
+ DTqSn(T)) ... DTqS,(T)) X(TX(T)P). 
Define 
g(s, *,p) = Tq,) 0 ... 0 Tqs,) 0 TX(T)P. (10) 
For fixed s, 7 in a nbd of zero, g(s, 7, .): M --+ M diffeomorphically; let 
g& 7, P): TM, - TIM,(,,,,,, denote the induced, linear, tangent space 
isomorphism. Noting that DTx(7) X(p) = X(Tx(7) p), which follows by 
differentiating both sides of the identity TX(~) 0 TX(t)p = T*(t + T)P with 
respect to t and setting t = 0, we see 
<%‘(T)), dT)) = (z(&(T), 7, I% g&(T), T, I? x( $‘)?a 
We now define 
H(S, 7) = (z(&, 7, P)), g&, 7, P) x(P)>- (11) 
To summarize, for any solution # of & as above, we reparametrize getting 
$(t(T)) = V(T) = g(s(T), 7, P), and have 
t, = 
s 
t1 H(S(T), T) dr. 
0 (12) 
His real, analytic for s, 7 in a nbd of 0 E IfP, and H(0, T) = 1. From (12), we 
see that the algebraic sign of H(s, T) - 1, for s in a nbd of 0 E iI?-l, 0 < 7 < 
tl , can be used to compare t, , the time taken to reach pr by the comparison 
solution +!I, with t, , the time to reach p1 via TX. Specifically, we have 
PROPOSITION 2.1. H(s, T) >, 1 (or H(s, T) < 1) for all 0 < T < tI and s 
in a nbd of 0 E UP-l =P TX(t) p E aOZ(t, p, 6’) for 0 < t < t, . Furthermore, 
if H(s, T) > 1 (H(s, 7) -=c 1) for 1 s 1 > 0, 0 < 7 < t, , then TX(.)p provides 
a strong, local, minimum (maximum) to the problem of extremizing transfer time 
from p to p1 = TX(t,) p for the system 8. 
PROPOSITION 2.2. For every T > 0, O~(T, p, 6) contains an (n - 1) 
dimensional manifold, Nn-l( TX(~) p), which has TX(~) p as un interior point; 
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its tmgefst space at TX(~) p is span{V2( Tx(7) p),..., V4(Tx(r) p)), and it is 
trumoerse (therefore) to Tx( *) p. 
Pmof. The argument is analogous, but easier, to that given in Proposi- 
tion1.3.Lete~=1if~~bOand-lif~S<O,j=2,...,n.ForC~~~~<~ 
define q(c2 ,..., E,J = Z’~+eJ’n(e,J 0 ..* 0 T~+@‘(GJ 0 T~(T - 22 1 E$ 1) p. 
Clearly, q(c) E @(~,p, 8’); q(0) = TX(~)p and ag/& , evaluated at 0, is 
Vi(TX(r)p), and thus, from assumption (a.l), rank Dq(0) = n - 1 and the 
result follows from the implicit function theorem. 
&murk 2.1. It is not necessarily true that IV~-~(TX(T)~) and M+l(TX(r)p) 
are the same. However if H = 1, these are equal. Note, from Proposition 1.3, 
for the system 9, if dim span(X u @), = n, then for T > 0, 6Y(7, p, 9) 
contains an (n - 1) dim manifold, N”-X( TX(~) p), having T”(T) p as interior 
point, transverse to TX(.)p, and having span &Y$,x~~)~ as tangent space at 
TX(T) P* 
PROPOSITION 2.3. 
H(s, 7) 3 1 o int CY(t, p, 8) = M Vt > 0 t> dimL(Y@), < 9t, 
Proof. The last implication is merely a restatement of part of Proposition 
I .s. 
AssumeH(s,r)= 1.Lett,>Oandr=(TX(r)p~M:OB7~t,)and 
y: [O, I] -+ M smoothly with values in a nbd of I’. We can then write ~(0) = 
g(s(o), ~(a), p); computation shows that 
= 
s 
o1 H(s(o), T(U)) ~‘(a) do = ~(1) - T(O). 
Thus, H zz 1 implies f Z is independent of path in a nbd N of I”. This 
implies the existence of a real valued, non~onstant, function f on FJ such that 
df = 2. Define F(x, t) = f(x) - t; then along any solution # of d in iV, 
d/dtF($(t), t) = (df(+(t)), q(t)} - 1 = {2($(t)), f(t)) - 1 = 0. Thus all 
solutions of 4 of &, with @lo) = p, satisfy (t, +(t)> E ((t, X) E @l x M:F(x, t) z 
F( p, 0)). Then @((t, p, 8) C (X E M: F(x, t) = F( p, O)), which (by Sard’s 
theorem) has empty interior for almost all t > 0. Since int @(t, , p, 8’) f: m s 
int @t,p, 8) # B Vt > t, , we must con&de int @(t,p, B) = or Vt > 0. 
For the converse, assume H(s, r) + 1, Since H is anaIytic, it cannot be 
constant in any open set. We know H(0, T) E 1; there must exist an open set 
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S C KY-l having 0 on its boundary and such that, say, H(s, T) < 1 if s E S, 
0 < 7 < t, . Then {g(s, T): s E S, 0 < T < td is an open set, N1, in M with 
{T’(T)$‘: 0 < 7 < t,> on its boundary. We may assume X(x), Y”(x),..., V”(x) 
are linearly independent for all x E N1. We claim 3 a solution # of 8 such that 
#(O) = p, #(ts) = TX(t,) p = p1 for some t, < t, . This will follow from (12) 
if {#(t) EM: 0 < t < t2} C IV. 
For any mapping a: [a, b] -+ M we refer to {u(T) EM: 7 E (a, b)} as the 
orbit of 0. Let y: [0, tl] -+ M smoothly be any map with y(O) = p, y(tl) = 
T*(t,)p and having orbit in Nr. (The map y is easily constructed using the 
gradient flow of H o g-l.) We shall show that if / y’(T) - X(y(t))l is sufficiently 
small for all 0 < 7 < t, 3 a solution 4 of & on some interval [0, t2] with orbit 
coinciding with that of y. For this to be true, we wzuld need y(T) = #(q(T)) or 
F+$ = #‘t%(d) C%‘(T) = ~~‘CT>[XCF~T>> + x2 %h(~)) W44>1. Define 
1 ,..., h, , Y’(T)) = ~S&WT>> -t C2 AW4~)N - Y’(T). Then W, O,..., 0, 
x(y(T))) = 0; rank D,G(l, O,..., 0, X(~(T))) = 71 so for 1 y’(T) - X(~(T))/ 
sufficiently small we can solve for continuous functions 81(T),..., ,&(T) near 
(1,O ,..., 0) such that G&(T) ,..., Pn(7), Y'(T)) = 0. Letting al(~) = si /II(u) da, 
%(T> = /$(&(T>),-., =A(‘-> = f&(@(T)) we see 
#‘(%(T>> = x(+(‘%(T))) + f %(O1dT)) vi(‘b(adT))). 
2 
Thus the solution 1,4 of y’(t) = X( y(t)) + xz q(t) V( y(t)), y(0) = p, maps 
the interval [0, al( -+ M and has orbit that of y. 
The orbit of y is in IV; thus, from (12), t, = al(tl) < t, , and both 
Tx(tl - t,) p1 and p1 = Tx(tl) p belong to O!(t, p, 8). By taking a family of 
maps y, as above, having orbits in Nl whose closures converge to the closure 
of the orbit of Tr( .) p (say in the Hausdorff topology), we can conclude in the 
above fashion that TX(T) p1 E fl(tl , p, 8) VO < 7 < t, - t, . For each such 7, 
Proposition 2.2 gives the existence of an (n - 1) manifold transverse to TX 
and having Tx(7)p1 in its interior. We conclude int Oi’(t, , p, 8) # a. Since 
t, > 0 was arbitrary, this gives the desired conclusion. 
Remark 2.2. Had we initially defined a solution, v, of family %? = 
{XY (Y E A}, to be a piecing together of integral curves of the XU (specifically 
if there exists a partition 0 = t, < t, < ... < t, = T and 01~ ,..., ollc E A 
such that dp/dt = X”(p(t)) on [t,-, , tJ, i = l,..., k), the previous argument 
becomes more complicated. The functions 82(T),..., p%(T) obtained via the 
implicit function theorem were continuous; with the restrictive notion of 
solution these would have to be approximated by piecewise constant functions, 
so that the “controls” a2(t),..., an(t) used to define z,4 are piecewise constant. 
Remark 2.3. We have shown that if H(s, T) < 1 for 0 < 7 < tl and s 
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in some open set S contained in OBn-l, then 3 a comparison solution II, of d 
having orbit in {g(s, T): 0 < T < t, , s E S}. A similar result holds for 
H(s, T) > 1. The major difficulty in obtaining a complete theory for 9 is the 
construction of such comparison solutions, even under the assumption that 
span(X U B”)p = n. 
LEMMA 2.1 (Main lemma). A necessary and sz@cient condition that 
TX(t) p E int Gf(t, p, 8) Vt > 0 is that for any E > 0, 3 a 7 E [0, C) such that 
H(s, T) - 1 changes sign as a function of s at s = 0. 
Proof. Suppose 3 a t, > 0 such that H(s, T) - 1 has the same sign, or is 
zero, for 0 < 7 < tl and all s in a nbd of 0 E IWn-l. If H(s, T) - 1 - 0, by 
Proposition 2.3, int O!(t,p, 8) = D for 0 < t < t, . If H(s, T) - 1 is not 
identically zero, but does not change sign, TX(T) p E a@(& p, &) for 0 < t < 
t, , by Proposition 2. I. Thus, H(s, T) - 1 must change sign as a function of s, 
at s = 0. 
For sufficiency, if H(s, T) - 1 changes sign as a function of s at s = 0 for 
some 7 E [0, l ) and any E > 0, 3 a t, > 0 and open sets S+, S- in 9?V1 each 
having 0 on its boundary and such that H(s, T) - 1 > 0 ifs E S+, 0 < 7 < t,; 
H(s, T) - 1 < 0 ifs E S-, 0 < T < tl . As noted in Remark 2.2, the proof of 
Proposition 2.3 shows that we can find comparison trajectories $+, $- of d 
such that #r(O) = Z,-(O) = p; #+(t2) = @(tJ = T*(t,)p and if #‘(t(T)) = 
g(s+(T), 7, p), #-(t(T)) = g(s-(T), 7, P), then H(s~(T>, 7) > 1 and H(s-(T), T) < 1 
for 0 < 7 < t1 . From (12), we conclude t, > tl , ts < tl . Without loss of 
generality, assume t, < 2t, . By first following $- from p to p1 and then 
proceeding from p1 along the solution TX, using total time 2t, , we find 
TX(3t, - t3) p E @(2t, , p, a). Replacing #- with $+ and proceeding similarly 
shows Tx(3tl - t2) p E a(2t,, p, 8). A s remarked in the proof of Proposi- 
tion 2.3, it follows that TX(a) o TX(2t,) p E 0!(2t, , p, 8) for all t, - t, < CJ < 
t, - t, . But this is a nbd of 0; for each such (T we apply Proposition 2.2 and 
conclude TX(2t,) p E int GZ(2t, , p, 8) for sufficiently small t, > 0. By 
Proposition 1.1, this holds for all t, > 0. 
For ease of statement of the main theorem, we introduce the following 
notation. 
n 
v = (v2 )...) v,) with vi a nonnegative integer, 1 v 1 = c vi 
2 
and V! = v,! ... 1 v,. 3 
a(v,j) = (Z(p), (ad’ X, (adY2 V2, ... (ad”% V’“, X) . ..)(p)). 
s = (s2 )..., s,) with si real and in a nbd of 0. 
9)mj(~) = , f; (l/v!)(-s,)“e (-ss)“s ... ( -sn)vn a(v,i), an “m-form.” 
v m 
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THEOREM 1. Let assumptions (a.l), (a.2) hold. A necessary and su@ient 
condition that a(t, p, 8) h ave nonempty interior tJt > 0 is that some m-form 
FJ&) f 0, m 2 Li > 0. If m* is the smallest integer m such that qrnej + 0 
for some j > 0 and j* the smallest j for which this happens, a suficient condition 
that TX(t)p E int G!(t,p, 8’) Vt > 0 is that Y~*~*(s) assumes both positive 
and negative values in every nbd of 0 E W-l. A suficient condition that 
Tx(~)p E X(t, p, &) for small t > 0 is that vnlej* be definite in some nbd of 
0 E W-l. 
Remark 2.4. If m, is odd, (pmei(s) = -v&-s); hence Tx(t)p E int a(t,p, &) 
Qt > 0. 
Remark 2.5. In the case n = 2, assumption (a.2) is vacuous, v = ve , 
s = se , cp,,Js) = (slll/m!)(Z( p), (adj X, (adnc V, X))(p)) and Corollary 1 to 
Theorem 1 for dim n = 2, stated in the Introduction, follows. 
Remark 2.6. If q+,&s) is semi-definite, further computation is needed. 
Specifically, the sign of h(s, T), as given in (14), yields a necessary and 
sufficient condition that TX(t) p E int hi?(t, p, &) Vt > 0. 
Proof. The idea is to use Lemma 2.1 and a series expansion of H(s, T). 
This leads to extreme computational difficulties, so we introduce an auxiliary 
function h(s, T). Let 
f(s)q = T”“(s,) o ... o T”*(s,)g. 
Then g(s, 7, p) = f(s) 0 TX(~) p. As noted prior to Eq. (1 l), DTx(r) X(p) = 
X( TX(~) p); hence, g*X( p) = f *X( TX(T) p) where g, , f * denote the induced 
linear tangent space isomorphisms of the maps g(s, 7, .), and f(s)(.), respec- 
tively, for fixed s, 7. Since V2,..., Vn are involutive, f*: TM;-’ -+ TMT$, , 
where Mn-l is (again) the integral manifold of V2,..., Vn. Define 
h(s, T) = (Z(TWP), f ?X(g(s, ~7 P))>. (13) 
The proof proceeds via a series of propositions. 
PROPOSITION 2.4. H(s, T) = y o h(s, T) = l/y; i.e., H - 1 changes sign 
if and only if h - 1 changes sign. 
xP;;f. g*X( p) = f *X(TW p) = yX(g(s, 7, P)) + Ci ci VYg(s, 7, P)) since 
3 ,‘.., V” span. Then H(s, T) = <z(g(s, 7, p)), g*x( p)) = y. Also, 
x(T+)p) = rf %(g(s> 7, P>) + f cif ;lVi(g(s, 7, p)) 
2 
= rf $x(g(s, 7~ p)) + i ci’Vi( T+)p). 
2 
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Dividing by y (which is near 1) shows h(s, T) = (Z( Tx(T)p),f;‘X(g(s, T, p))) = 
(z(TX(T)p), (l/r) X(Tx(7) p)} = l/y. The argument is reversible. 
Remark 2.7. It is important to note that H(s, 7) > 1 o h(s, T) < 1, and 
vice versa, when using Theorem 1 to test if Tx( .) p minimizes or maximizes 
time in an optimization problem. 
PROPOSITION 2.5. 
h(s, 7) = 1 + ,cl (l,/Y!)(-ss)y1 ... (-Sn)Yn 
Y 
x (Z(Tx(7)p), (aduS Vz, (...(a@ V’“, X)=..)(TX(r)p)). 
Proof. h(s, 7) = (Z( TX(~) p), f,‘X( f(s) 0 TX(~) p)). Now 
f,lX(f(s) 0 TX(T)P) = BT”“(-s2) “. DT”“(-s,) X(T”“(&J 0 .** 0 TX(7)p). 
For the first step in the expansion, note that if 4 -+ TVn(s& = @ then 
DT’“(-ss,): TM;-’ -+ TIM,“-l. From the Campbell-Hausdorff formula (5), 
we have DTc’“(-s,) X( Ty”(s,)q) = C,“,=, ((-s~~/v%!) x (adYn V”, X)(q). 
Continuing inductively gives the result. 
We will eventually need an expansion about p rather than about V(7) p, 
as given in Proposition 2.5. If, for fixed 7 3 0, we let 
l(P) = TYT)P, 
the technique used in the expansion, above, would be possible if 
(z(Tx(7)p), w(Tx(T)p)) = (Z(p), &‘W(TX(r)p)). In general, this is not 
true; however, it will be next shown to be valid precisely in the case we need. 
To stay closer to the standard notation of control theory, it is convenient 
to consider local coordinates on M and let X,(x) denote the matrix of partial 
derivatives aX,jax, . 
DEFINITION. Tx( .) p is a singular sohtion of &’ on [0, t,] if 3 a nonzero vector 
function 5 such that (5(t), X(TX(t)p)) = 1, (t(t), V(TX(t)p)) EE 0, 
i = 2 ,..., n, and d[/dt = -EX,( TX(t) p) on [0, tl]. 
PROPOSITION 2.6. Tx( *) p is singular on [0, tl] if and only if rank LYpO < n. 
Pyoof. One need only note that TX singular 5 d/dt([(t), V(TX(t)p)) = 
-(t(t), [X, V]( TX(t)p)), etc., for higher derivatives. Thus, TX singular * 
<t(t), W( TX(t)p)) = 0 for all WE 9’O 2 rank 9&t,p < n for all t E [0, tl] a 
rank 9,” < n. 
Conversely, suppose rank ya” < n. First we show that this means 
rank 9’&7Jp < n for 7 E [0, tl]. Rank .Y,O < n =S (Z(p), (adj X, Vi)(p)) = 0, 
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Vj > 0, 1 = 2 ,..., n, =t= for T > 0, <Z(p), Cps (-r)iti!(adj X, Vi)(p)) = 
0 + (Z(p), DTX(--7) V(F(7) p)) = 0, i = 2 ,..., n. Since X, Vz ,..., Vn are 
linearly independent in a nbd of p, for any k > 0, m = 2,..., n, we may write 
(ad” X, Vm)(TX(~) p) = yX(Tx(7) p) + zT=a ciVi(Tx(r) p); hence, 
(z(p), DTX(--7)(adk X, v”)(Tx(~)P)) 
= (z(P), F. (-T>i/j!(ad5+k XT v”)(P)) 
= 0 = G(P), Y DTX(--7) X(TX(4P)) 
= y = @(Tx(~)P), (ad” X V”)(Txk)P)), 
the latter following from (9). This shows rank Y~x~,,, < 71. 
For notational ease let f(t) = Z(F(t)p). We have shown that for any 
j < 0, i = 2,..., n, (t(t), (adj X, V)(TX(t) p)) = 0. In particular for j = 1, 
writing [X, V](Tr(t) p) = X,V - VziX, this gives (f(t), X,V) = 
<I(t), v,i-o* 
Also, 
so 
Since X, V2,..., V” are linearly independent, r(t) = --f(t) X,( TX(t)p) and 
Z’r( *) p is singular on [0, t;l as was to be shown. 
PROPOSITION 2.7. TX(-) p a singular solution of % e d/dt Z( TX(t) p) = 
-Z(TX(t)p) X,(TX(t)p) 0 &s) = 0 for all j. 
Proof. Since f(t) = Z(TX(t)p) is the unique vector function satisfying 
(f(t), X(TX(t)p)) E 1, (t(t), Vi(TX(t)p)) = 0, i = 2,..., n, the first implica- 
tion follows. Next, from Proposition 2.6, Tr( 0) p singular z- rank ya” < n G- 
(from the first part of the proof of Proposition 2.6) that f(O) = Z(p) satisfies 
(z(p), (ad5 X, Vi)(p)) = 0 Vi = 2 ,..., n, j = 0, l,... . This means a(v, j) = 0 
if ) v 1 = 1, j = O,..., i.e., pIi = 0. Conversely, ?rj(s) = 0 =- rank ya0 < n =+ 
Tx( .) p singular. 
At this point, we can conclude that if pIi + 0 for some j, then rank 
ya” = n, and from Proposition 1.4, F(t) p E int rZ(t, p, 8) Vt > 0. Here 
we have m, = 1 is odd, and hence, by Remark 2.4, vu(s) will change sign, 
which proves the theorem for the case m* = 1. 
PROPOSITION 2.8. If TX(*)p z’s a singular solution of &’ on [0, tJ, then for 
any a&ytic vectorfield w, (z( TX(~) p, w( TX(~) p)) f (z(p), &lw( T=(T) p)). 
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Proof. From the Campbell-Hausdorff formula (5), (Z(p), Z$W(Tx(~)p)) = 
CT=, (-~)i/i!(Z( p), (adi X, W)(p)>. On the other hand, from Proposition 2.7, 
4dGvx(~) PI, W(W) PI> 
= -@(TX(T) P), -&( TX(T) f’) w( TX(T) $‘)> + (z( TX(T) $3 WA> 
= --(z(Tx(~) P), (ad X, W>(WT) P>>. 
Continuing inductively, we find the Taylor series expansions of both sides 
are the same, giving the conclusion. 
PROPOSITION 2.9. If q~(s) E 0 for all j = 0, 1, 2 ,..., then 
h(s, T) = 1 + f (l/~!)(-s~)“~ ... (-sp) f ((-T’)/j!) a(v, j). 
14=2 j=O 
Proof. pn = 0 * Tx(.)p is singular. Thus Proposition 2.8 holds; 
applying it to each term in the expansion of h(s, T) given in Proposition 2.5, 
and using &lW(Tx(~)p) = C ((-T)jfi!)(adj X, W)(p), we get the expansion 
of h given above. 
To complete the proof of Theorem 1, since the case vu(s) $ 0 has already 
been dealt with, we assume vrj(s) = 0 and write, using Proposition 2.9, 
&, T) = 1 + f f ((-T?/j!) R&). 
nz=2 j=o 
(14) 
From the definition of h(s, T) (or also from Proposition 2.4), we see h(0, T) = 1. 
From the expansion for h, we see a necessary and sufficient condition that 
h(s, T) + 1 is that some m form vmj(s) + 0, m = 1, 2 ,... . By Proposition 2.4, 
this is necessary and sufficient that H(s, T) + 1; by Proposition 2.3, we 
conclude that some m-form v&s) + 0 is a necessary and sufficient condition 
that 6Y(t, p, 8) have nonempty interior Vt > 0. This completes the first part 
of Theorem 1. 
Next, assuming h(s, T) - 1 + 0, choose m* and j* as indicated in the 
statement of Theorem 1. Then, from the above expansion of h(s, T), we see 
(-T)‘*~m&) d e ermines the sign of h(s, T) - 1 for s in a sufficiently small t 
nbd of 0 E W-1 and 7 > 0 and sufficiently small. The conclusion of the 
theorem follows from Lemma 2.1. 
Propositions 2.1, 2.4, and the above expansion give 
COROLLARY 2. Let m*, j* be chosen as in Theorem 1. If (-T)~*QJ,,&s) > 0 
(< 0) for all s in a deleted nbd of zero and 7 > 0, then TX(.) p provides a 
strong, local, maximum (minimum) to the problem of extremizing transfer time 
from p to pl = Tx(t,) p for sufficiently small t, > 0. 
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3. EXAMPLES 
For notational ease, all vector functions will be written as row vectors. 
We begin with a two dimensional example; since the goal is to illustrate 
Theorem 1, we shall not use Corollary 1. 
EXAMPLE 3.1. Let X(x) = (0, 4 + x12xa), V = (1, 0), p = (0,O). Then 
X(p), Y(p) are linearly independent and Theorem 1 applies. Computing 
shows F’(T)P = (0,4t); Z(x) = (0, l/(4 + x12x2)), Z(p) = (0, l/4). Here 
a(~, j) = (Z(P), (a@ X, (aa V, X>)(p)). (ad V, X)(x) = (0, --2vJ, so 
a( 1,O) = 0. We have adj X, (ad V, X))(x) = (0, 8x?-l) for j 3 1, showing 
a(l,j) = 0 Vj 2 q&s) = 0 Vj, and we are in the singular case. 
Next, for v = 2, (ad2 V, X)(x) = (0, 2x,) => a(2,O) = 0; 
(ad X, (ad2 V, X))(x) = (0, -4 + xr2x2), 
and hence, ~(2, 1) = 1 and y2r(s) = (-l/2) 9. Then m* = 2, j* = 1, 
v2r(s) < 0 if s # 0, and Theorem 1 implies F(t) p E int c%‘(t, p,&) for sufficiently 
small t > 0. Note that var(s) + 0 does imply int @(t,p, 8) # o for all 
t > 0. Next, from Corollary 2, (--T)‘*~JJ~~+(s) = rs2/2 > 0 for all s in a nbd 
of zero, T > 0. Thus, TX(.) p provides a strong local maximum to the problem 
of extremizing transfer time from p to F(t,)p for sufficiently small t, > 0. 
For this two dimensional problem, this result can be verified by Green’s 
theorem approach (see [3] or [8]). 
EXAMPLE 3.2. Let X(x) = (4, x2 , 0), V2(x) =(x2x3, 1, I), V3(x) = (0, 0, I), 
P = (0, (-40). Then X(P), W P), v3( P> are linearly independent. Also 
[V, V3](x) = (0, 0, x2) a -x2V3(x) + [V2, V3](x) = 0 * V, Vs are invo- 
lutive. Computation shows Z(x) = (l/(-4 + x~~x~))(- 1, xzxs , 0), Z(p) = 
(l/4,0,0). Computing gives ~(1, 0, j) = a(0, 1, j) = 0 V’ * vu(s) E 0, and 
Tx(~)p = (4t, 0,O) in a singular arc. Next, (ad2 V2, X)(x) = (-2,0,0), 
qua,, = --~~~/4, m* = 2, j* = 0 but qzO(s) is only semi-definite. Further 
computation shows pmi(s) = 0 if m 3 2, j > 1 hence h(s, T) = 1 + qua,,. 
Remark 2.6 and Corollary 2 show P’(.)p provides a strong local minimum 
to the problem of minimizing transfer time from p to pr = TX(t,)p for 
small t, > 0. 
EXAMPLE 3.3. Consider the control system 
kl = 4 + x$41 + x$42 (R = dx/dt), 
ff, = x2 + Ul + u2 , 
23 = 241 ) 
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with -1 < ui(t), us(t) < 1, ur , us piecewise constant (or measurable), 
x(O) = p = (0, 0, 0). Then X(x) = (4, x2, 0), F(x) = (xs , 1, l), V3(x) = 
(x22, l,O); X(P), V”(P) are linearly independent and [V2, V3] = 0. Com- 
puting gives Z(p) = (l/4,0,0); (adj X, (ad V2, X))(x) = ((-l)jx2, +l,O), 
(adj X, (ad V3, X))(x) = (0, 1,O) so a(l,O,j) = a(0, 1,j) = 0 Vj =k I&) = 
0 * Tr(t)p = (4t, 0,O) is singular. Next, 
(adj X, (ad2 v3, X))(p) = 0 V, * a(0, 2, j) = 0; 
(ad V2, (ad v3, X))(x) = (-1, 0,O) * ~(1, 1,O) = -l/4; 
(ad2 V2, X)(x) = (-2,0,0) 3 a(2,0,0) = -l/2. 
Then m* = 2, j* = 0 and v2,s(s) = (-l/4) s22 - (l/4) s2s3 which is not 
definite; i.e., it assumes both positive and negative values in every nbd of 
0 E R2. Thus, F(t) p E int @(t, p, &) Vt > 0. 
4. THE SYSTEM 9 
Let 9 be as given in (2). If we can find analytic vector fields V3,..., ‘v” such 
that Y, V2,..., I’” are involutive and X(p), Y(p), V3( p),..., V”(p) are 
linearly independent, the theory of Section 2 applies to the “enlarged system” 
E = x + OrY + i a,v : -1 < ! a, Ly<  1, i = 3 ,...) n . i=3 I 
Clearly, O!(t, p, 9) C fYl(t, p, S) f or each t > 0; hence, TX(t) p E WZ(t, p, S) + 
TX(t)p E a&, p, 9). Thus, 
PROPOSITION 4.1. Suppose e? is any “enlarged system” associated with 9 
as above. Let my, j* be chosen as in Theorem 1, for b. If (-~)~*pl,+(s) 3 0 
(< 0) for a21 s in a nbd of zero and 7 > 0, then TX(+) p provides a strong, local, 
maximum (minimum) to the problem of extremizing transfer time from p to 
p1 = Tr(t,) p, t, > 0 and small, for the system 9. 
The next result was pointed out to me by Professor A. J. Krener. 
PROPOSITION 4.2. Assume X(p), Y(p) are linearly independent and rank 
(X v WO), = n, with 90 asgiven by (8). Then 3 analytic vector Jields V3,..., V” 
such that X( P>, Y(P), V3( P),..., V”( P> are linearly independent and, letting 
Y = V2, [Vi, Vj] = 0, Vi, j = 2 ,..., n, i.e., V2 ,..., Vln are involfftive. 
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Proof. For any as ,..., a, > 0, define 
Q(% >*.., $3 > T) = TY(s,) 0 TX(u3) 0 TY(SJ 0 ‘.. 
o Tx(o,) o TY(s,) 0 TX (T - 2 06) p. 
Then aq/& = Y(q(s, T). Let rj = &, ui . Using the Campbell-HausdorfF 
formula (5), evaluating at s = 0, 
i?q/i?s, = DTx(yj) Y(TX(--rj)p) = f ((rj)i/i!)(adi X, Y)(p). 
i=O 
The assumptions rank(X u go)* = 7t and X(p), Y(p) linearly independent, 
imply rank .%‘,O 3 n - 1 and Y(p) # 0. A s in the proof of Proposition 1.2, 
this means we can find values a, ,..., un > 0 such that if q is defined as above 
using these values, and if V(p) = aq(O, O)/$ , then V(p),..., V”(p) are 
linearly independent. This means q maps a nbd of 0 E W diffeomorphically 
onto a nbd of p. Define 
wds, 4 = %(s, T)Pj , j = 2,..., n. 
Then if x = q(s, T), 
0 = W,) w&, 4) - (wJ~,> WdS, 4) 
= [V, Vk](x). 
Assume the hypotheses of Proposition 3.2 for the system 9 and let & be 
the associated enlarged system. Again, define H(s, T) for d as in Section 2. 
Recalling Remark 2.1, it is not difficult to show that H(s, T) = 1 + 
int @(t,p, 9) # o Vt > 0. The argument proceeds in a similar fashion to 
that of Proposition 2.3. However, I have been unable to show that, if 
H(s, T) - 1 + 0, there exists a comparison solution # of 9 with C(O) = p, 
#(tr) = p1 = Tx(tJp, and such that, if #(t(T)) = g(s(T), T,p), then 
H(s(T), T) - 1 has the same sign for 0 < 7 < t, . This is a necessary step 
for the main Lemma 2.1, and for obtaining necessary and sufficient conditions 
that TX(t)p E int ol(t, p, 9) Vt > 0 analogous to those given in Theorem 1 
for the system 6’. 
To illustrate Proposition 3.1, we consider 
EXAMPLE 4.1. Let X(X) = (8,0, -4x, + xs), Y(x) = (2X, - X, ,1, 1) and 
p = (0, 0,O). Choose V(x) = (0, 0, 1). Then X(p), Y(p), Vs( p) are linearly 
independent; also, [Y, Vs] = 0, so Y, V3 are involutive. Computing 
shows Z(X) = (l/(8 - x,))(l, -x2, 0), Z(p) = (l/S, 0,O). Again, a(l,O, j) = 
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~(0, l,j) = 0 Vj 3 vu(s) = 0, so P’(t)p = (8t, 0,O) is a singular solution. 
Next, a(1, 1,0) = 0, ~(0, 2,0) = -l/4, but ~(0, 2, 0) = -l/4, and 
a(2, 0, 0) = -l/4; hence, q~~,~(s) = (-l/8)(sZz + sZ2). Then m* = 2, 
j* = 0, (--~)j*p,*~~(s) = (-l/8) sZ2 < 0 Vs in a nbd of zero; hence, F’(t) p 
minimizes transfer time from p to F’(t,)p for the system &, and hence, 
for the system B, if t, > 0 is sufficiently small. 
ACKNOWLEDGMENT 
The author would like to acknowledge helpful conversations and correspondence 
with Professor A. J. Krener. 
REFERENCES 
1. A. J. KRENER, The high order maximal principle, in “Geometric Methods in 
Systems Theory,” (D. Mayne and R. Brockett, Eds.), Reidel, Dordrecht, The 
Netherlands, 1974. 
2. H. J. SUSSMANN AND V. JURDJEVIC, Controllability of nonlinear systems, j. 
D&wntial Equations 12 (1972), 95-116. 
3. H. HERMES AND G. W. HAYNES, On the nonlinear control problem with control 
appearing linearly, SL4M J. Control 1 (1963), 85-108. 
4. R. GABASOV AND F. M. KIRILLOVA, High order necessary conditions for optimality, 
SIAM J. Control 10 (1972), 127-168. 
5. H. HERMES, On necessary and sufficient conditions for local controllability along 
a reference trajectory, in “Geometric Methods in Systems Theory” (D. Mayne and 
R. Brockett, Eds.), Reidel, Dordrecht, The Netherlands, 1974. 
6. H. J. KELLEY, R. E. KOPP, AND H. G. MOYER, Singular extremals, in “Topics in 
Optimization,” pp. 63-101, Academic Press, 1967. 
7. H. G. MOYER, Sufficient conditions for a strong minimum in singular control 
problems, SIAM J. Control 11 (1973), 620-636. 
8. H. HERMES AND J. P. LA SALLE, “Functional Analysis and Time Optimal Control,” 
Academic Press, New York, 1969. 
