If an optimal control problem (OCP) for hybrid systems with autonomous switching is solved by use of the hybrid minimum principle (HMP), it is necessary to apply the HMP to each possible discrete location sequence separately, i.e. the complexity is exponential in the number of switches. To reduce the combinatorial complexity, this paper proposes a graph search algorithm where the graph encodes the location sequence and the underlying OCP is solved by using the HMP. First, the hybrid OCP with autonomous switching is relaxed to a problem with controlled switching. When tightening the relaxation iteratively, a branch-and-bound scheme is used to prune the graph for reducing the search space for the optimal location sequence. The efficiency of the algorithm is illustrated for a numerical example.
INTRODUCTION
The synthesis of controllers for hybrid systems and especially the optimal control of this class of systems have attracted a lot of attention in recent years: among the proposed methods for optimally controlling such systems are mixed-integer quadratic programming (Bemporad and Morari (1999) ), the Bellman inequality and value function approach (Hedlund and Rantzer (1999) ), dynamic programming (Xu and Antsaklis (2000) ), and the hybrid maximum principle (Sussmann (1999) ). Some approaches considered the task of reducing the complexity of finding an optimal solution, e.g. see Stursberg (2004) , Bemporad and Giorgetti (2006) , and Stursberg and Panek (2002) .
Compared to other methods, approaches using the hybrid minimum principle 1 (HMP) have the advantage that the complexity does not increase exponentially with time or state dimension but only linearly (Alamir and Attia (2003) ). However, the HMP in its original form can be applied only for a fixed sequence of locations. This implies that a search with combinatorial complexity has to be performed for all possible sequences, and the costs of the feasible sequences have to be compared to find the optimal one. For the case of controlled transitions, some authors have been able to reduce the computational complexity to a linear one: in Shaikh and Caines (2003) , this is achieved by precomputing the optimal location for all possible pairs of entry and exit states and times based on combining a value function approach with the HMP. Bengea and DeCarlo (2005) solve the HMP for a relaxation of the discrete states leading sometimes to mixed dynamics. Also for controlled switches, Axelsson et al. (2005) insert a new mode in an existing schedule to decide based on gradients of the cost functional which sequence is locally optimal. However, for the case of autonomous transitions, it is still an open problem to reduce the combinatorial complexity. With this objective, a graph search algorithm based on branch-and-bound principles is proposed here. It applies the 1 also known as hybrid maximum principle originating from Pontryagin's maximum principle HMP to the considered class of hybrid systems by relaxing autonomous switching to controlled switching. These relaxations lead to upper and lower bounds on the optimal cost which are used in a branch-and-bound scheme to limit the search tree.
In the following, Sec. 2 defines the type of considered hybrid OCP, Sec. 3 specifies the HMP conditions, Sec. 4 introduces the proposed graph search algorithm, and Sec. 5 provides a numerical example.
THE HYBRID OCP FORMULATION
First, a class of hybrid systems similar to the one used in Bengea and DeCarlo (2005) ; Riedinger et al. (2003) is introduced, using the modification that autonomous transitions are included. In this class, a vector field
is given for each discrete state q ∈ Q = {1, 2, ..., N }. f q is assumed to be bounded with respect to the input variables u q ∈ U q and to fulfill a uniform Lipschitz condition, i.e.
The system dynamics for each location q is written as:
a.e. for t
, t e < ∞} is chosen in location q, such that z q = 1 and z i = 0 ∀i = q for i, q ∈ Q. This means only f q is active in q as z q (t) = 1, and z(t) = const. ∀t ∈ [t k , t k+1 ) is a piecewise constant variable. The time interval [t 0 , t e ] is divided in finitely many subintervals [t k , t k+1 ) closed from the left and open from the right; the last time interval is also closed from the right and t K = t e . The control inputs u q (t), q ∈ Q, t ∈ [t 0 , t e ], t e < ∞ are bounded measurable functions defined on compact sets U q . All permitted discrete transitions from i to j, i, j ∈ Q are stored in the discrete transition map Γ : Q × R n → Q. Guard sets are considered in the form m i,j ∈ C 1 (R n × R + 0 , R), i, j ∈ Q, where m i,j is a smooth switching manifold of codimension 1. The discrete dynamics consists of autonomous transitions that are triggered when the system trajectory x(t) hits ∂m i,j transversally, expressed by m i,j (x(t k ), t k ) = 0 with the switching instants t k for t 0 < t k < t e . Then, a jump from i to j for i, j ∈ Q, is executed. When a transition occurs, the continuous state
The switching times t k are well-defined, and ∀x(t k ) ∈ m i,j = 0 it applies that f i (x, u i , t) is transversal to ∂m i,j with i, j ∈ Q for the applied u i ∈ U i . ∂m i,j is without boundary except when ∂m i,j ∩ ∂m i,l = ∅ where (i, j) = (i, l) and i, j, l ∈ Q. It is assumed that in points lying on the manifold ∂m i,j ∩ ∂m i,l , it can be chosen if the system switches to j or l. Assumption 2. At the initial time t 0 with given initial conditions h(t 0 ) on (x(t 0 ), q(t 0 )) = (x 0 , q 0 ) ∈ X ×Q, for all guards it applies that m q0,i (x(t 0 ), t 0 ) = 0 ∀i ∈ Q. Definition 3. An execution of the hybrid system is denoted by σ = (τ, q, x, u, z), where τ = (t 0 , t 1 , ..., t e ) is a strictly increasing sequence of initial, switching and final times. q = (q 0 , q 1 , ..., q e ) denotes a sequence of locations and x = (x q0 , x q1 , ..., x qe ) a sequence of absolutely continuous state trajectories x q k : [t k , t k+1 ) → R n , which are also continuous over all switching instants t k . The continuous input u = (u q0 , u q1 , ..., u qe ) is a sequence of input trajectories
N , where only one element z q k ,i = 1 with i ∈ Q, can be active in a time interval.
Considering this dynamics, the hybrid OCP can be defined:
, q ∈ Q are bounded for bounded x, u q , and t. The maximum number of autonomous switches is denoted by K − 1 < ∞. An optimal solution σ * = (τ * , q * , x * , u * , z * ) of the hybrid OCP is obtained when u * and z * are found such that for given initial values x 0 and q 0 specified final conditions h(t e , x(t e ), q(t e )) ≤ 0 are met, while the cost functional
is minimized under consideration of the continuous and discrete dynamics specified above, where t K = t e and z q (t) = const. for t ∈ [t k , t k+1 ).
The approach proposed below for solving this problem requires a relaxed version of the hybrid system defined above: Definition 5. A relaxation R(0) of the hybrid system with autonomous switching is a system, where (1) and all further conditions given above are fulfilled except for the autonomous switching structure, which is relaxed to controlled switching. This means that switching is no longer bound to x(t) ∈ ∂m i,j , but it may occur in the whole state space X . Furthermore, switching is not limited to the entries of the transition map Γ any more, but it is permitted to switch to any discrete state in Q from each state i. Controlled switching may take place at every time instant t ∈ [t 0 , t e ] as long as only finitely many switching instances occur. The term R(a), a ∈ K ∪ {K}, denotes a relaxation that is only valid from the a-th switching instance of the original system on. a = 0 means that the system is relaxed from the initial time t 0 to the end t e , and R(K) is the original hybrid system with autonomous switching.
Introducing the relaxation is motivated by the ability to obtain the optimal location at each time instant t for controlled switches with the HMP in a similar way as the optimal continuous control u q (t) is found in each t. This means that the optimal discrete state sequence can be found directly, and it is not necessary to compare the costs of all the different possible sequences to find the optimal schedule as it is in the case of autonomous switching. The relaxation here differs from the relaxations often used in the context of the HMP or MIP, where usually the binary variables are relaxed to values in [0, 1]. Here, not the values of the binary variables z q (t), q ∈ Q, are relaxed but the time instants at which the variables are permitted to change their values. In the original system, z q (t) had to be constant until a guard set was hit -now z q (t) may always vary. An advantage of the proposed relaxation compared to other versions is that the dynamics imposed by the vector fields f q are never mixed. Definition 6. An optimal solution σ * R(a) , a ∈ K ∪ {K} of the relaxed system R(a) minimizes
+ . The dependence of the variables on t is omitted for brevity. Up to the a-th transition, the autonomously switched system must be fulfilled and from that switch on the relaxed system properties are considered.
The original system is a subclass of the relaxed system, as each feasible system execution σ of the autonomously switched system can also be performed by the relaxed system. The relaxed system includes hybrid system executions σ R(.) , however, which are not possible for the original system. An obvious consequence is that the global optimal solution of the relaxed system R(0) incurs the costs:
which are less or equal to the minimal achievable cost for the original system.
NECESSARY OPTIMALITY CONDITIONS
The method to be proposed for solution in Sec. 4 makes use of the HMP, such that the underlying necessary optimality conditions are briefly reviewed in Theorem 9. Definition 7. For a concise notation, an overall Hamiltonian:
(5) a.e. t ∈ [t k , t k+1 ), ∀k ∈ K and the sub-functions:
are established, where u(t) = {u q (t) : ∀q ∈ Q, a.e. t ∈ [t 0 , t e ]} is the collection of all u q (t). Assumption 8. It is assumed that an optimal solution for the hybrid system with autonomous switching as well as for the relaxed systems R(a) exists ∀a ∈ K ∪ {K}. Furthermore, it is assumed that no accumulation points of switching (Zeno points) occur.
The conditions given below apply to both, the original hybrid system with autonomous transitions and the relaxed system with controlled switching, unless it is specifically mentioned otherwise. In the case of a partly relaxation R(a), the specific conditions for the autonomous or controlled transitions apply in the corresponding parts. The optimality conditions stated in Theorem 9 form a combination of results found in literature and of new formulations. Theorem 9. If a hybrid system and a hybrid OCP is given as described in Sec. 2 and the Assumptions 1, 2, and 8 are met, then all controls u * (locally) minimizing the cost functional:
lead to an optimal system execution σ * = (τ * , q * , x * , u * , z * ), such that the following conditions are satisfied:
(1) The differential equation (1) is met. (2) There exists an optimal, absolutely continuous adjoint process λ * such that:
The following boundary conditions apply to λ * with free λ * (t 0 ): (a) terminal condition if x(t e ) is not specified:
with a constant Lagrange multiplier π * k ∈ R. (3) The Hamiltonian has to fulfill the following conditions:
(a) the terminal condition if t e is not specified:
(b) if a controlled switch at time t k , k ∈ L \ {0} from state i to j, i, j ∈ Q occurs, then:
(c) if an autonomous transition from state i to j, i, j ∈ Q, with m i,j (x(t k ), t k ) = 0, i, j ∈ Q is triggered at time t k , k ∈ K \ {0}, then:
(d) The minimization condition with respect to u *
The minimization condition with respect to the locations q * ∈ Q such that: z * q * (t) = 1 and z * i (t) = 0 ∀i ∈ Q, i = q * (16) if the condition holds:
in the sense of (15). (4) At an autonomous switching time t k , k ∈ K \ {0} the condition for hitting a guard must hold:
The optimality conditions form a collection of conditions derived by classical variational methods, e.g. see Bryson and Ho (1975) , combined with the minimum principle formulated by Pontryagin et al. (1963) . Specific extensions for hybrid systems can be found in Shaikh and Caines (2007) ; Bengea and DeCarlo (2005) .
To find the global minimizing solution σ * for the autonomously switched system, the optimality conditions stated above lead to a multi-point boundary value problem (MPBVP), which has to be solved for each possible sequence. The conditions are only valid for an arbitrary but beforehand fixed sequence respecting the possible transitions according to Γ. The amount of possible sequences increases exponentially with the amount of permitted switching. A major advantage in the solution of the system with controlled switching is that no sequence has to be chosen initially. By always switching to the discrete location q with the lowest Hamiltonian H q in the sense of (17), the optimal state sequence is found by solving the related MPBVP. The optimal trajectory can be found in this case by solving a single MPBVP, if no singular case appears (e.g. two (or more) minimizing Hamiltonians H i and H j are equal for a nonzero span of time). Approaches to deal with those cases can be found in Bengea and DeCarlo (2005) and Riedinger et al. (1999) . Assumption 10. It is assumed in the following that no singular cases occur, where two or more Hamiltonians are equal for a nonzero time interval. Furthermore, it is assumed that at most one optimal solution per discrete location sequence exists.
Note that the transversality conditions for autonomous switching (11) and (14) may not be satisfiable since we allow the guard sets to intersect. This implies that in the case of two intersecting guards each manifold practically cuts off some part of the other manifold. Considering that the guard m i,j (x(t k ), t k ) = 0 shall be met to switch from state i to j and that satisfying (11) and (14) would require x(t k ) to cross m i,l = 0 beforehand, then m i,l ≤ 0 can be interpreted as an inequality constraint on the states that is only valid on m i,j (x(t k ), t k ) = 0. Since the state constraint only appears at the single time instant t k , no tangency constraints on hitting the bound m i,l = 0 seem to be necessary, which are only required if one wants to stay on m i,l = 0 for a nonzero span of time. Thus, compared to the standard techniques to deal with inequality constraints on the state variables (e.g. Bryson and Ho (1975) ), no total time derivatives
dt γ , γ ∈ N, are needed. The largest γ is the one, where an explicit dependence on the control variable u i appears for the first time. As the time derivatives are not necessary, only the condition m i,l (x(t k ), t k ) ≤ 0 has to be additionally considered in the optimization. In the case of intersecting guard sets, (11) and (14) have to be replaced by
which can be derived with variational methods in a similar manner as the results in Theorem 9 have been proved. Here, it can be shown that π * k,2 is arbitrary (if m •,• , f , φ, ϑ ∈ C 2 , then π * k,2 ≥ 0) if m i,l = 0, also called active, and π * k,2 = 0 if m i,l < 0 (inactive). However, it is still assumed that reaching m i,j = 0 (including the codimension 2 manifold ∂m i,j ∩∂m i,l ) optimally does not require to move tangentially along m i,l = 0 before, as an optimal solution might not exist in that case. If m i,j cannot be reached at all without crossing m i,r = 0 ∀r = i, r ∈ Q before, the transition from i to j is declared to be infeasible. This reasoning extends to multiple intersecting switching manifolds.
ALGORITHM
The graph search algorithm is developed to reduce the necessary computational effort to find the globally optimal location sequence when the HMP is applied. The concept of the discrete part of the algorithm follows the one published in Stursberg (2004) and the well-known branch-and-bound method. The main differences lie in using the HMP in the underlying optimization compared to standard approaches embedding quadratic or other nonlinear programming techniques and in the definition of the hybrid system. In Stursberg (2004) , nodes of the graph correspond to changes of discrete inputs, which are not considered in the OCP solved here, while in the underlying optimization a nonlinear programming approach is applied. The key idea here is to assign a branch of the search tree to each possible sequence of locations such that the search tree represents a reachability graph, where a node n corresponds to a discrete state q in the location sequence. For a node, a successor is defined as representing a location which can be reached (from the current location) by hitting the relevant guard set and thus triggering the appropriate autonomous transition.
For using a branch-and-bound scheme, the optimization of the hybrid system with autonomous jumps is performed from the initial node n 0 to an intermediate node n i , i ∈ N = {0, 1, ..., N max }. N max is the maximum number of nodes depending on how many distinct guard sets are defined for transitions from state j to l. A node n i may also be a terminal node if the related discrete state q is in the set of terminal nodes N e . If after node n i more autonomous switching is permitted, the relaxed hybrid system is first solved from n i on to obtain a lower bound for the remaining costs. It is difficult to determine where to optimally stop on the guard manifold m j,l (x(t k ), t k ) = 0, j, l ∈ Q, k ∈ K, denoting the node n i . Here, m j,l is the last guard of the specified sequence before the solution continues with the relaxed dynamics. The difficulty arises from the fact that the optimal choice of the point x * (t k ) depends on the subsequent sequence taken to the target h(t e ). For different following sequences, x * (t k ) will possess different values. By considering the relaxed hybrid system from n i on, the optimal overall costs from n 0 over n i to h(t e ) provide a lower bound on the costs for all branches passing node n i . By this concept, it is ensured that x * (t k ) is picked on m j,l (x(t k ), t k ) = 0, such that no other choice of x(t k ) leads to smaller overall costs for branches going over n i . The optimal solution of the hybrid system with autonomous switching up to node n i and the relaxed system with controlled switching from n i on is denoted by σ * R(k,ni) and the corresponding lower bound costs with J * R(k,ni) . The information stored with each node is Ψ = (σ * R(k,ni) , J * R(k,ni) ). The concept of branch-and-bound is based on the fact that a branch can be pruned as soon as the lower bound on the minimally achievable costs in this branch is higher than the upper bound on the optimal cost over all branches known up to this point. This implies that whole bundles of branches originating from the same base branch up to node n i do not need to be investigated if J *
is the optimal cost for the location sequence finishing in the terminal node n j at time t e . Note that R(K, .) means that no relaxation is considered for the solution here, it does not give any statement on the number of autonomous switching (except being less than K) in this sequence. Any node in the graph can be a terminal node meaning that h(t e ) is fulfilled at the node n j , which implies that the number of switching contained in the optimal solution is not fixed beforehand. If a sequence does not possess a feasible solution as the relevant guard sets are not reached, then the costs are set to J * R(k,ni) = ∞. The graph search algorithm is shown in Algorithm 1 and is motivated by the one in Stursberg (2004) . The structure M contains all theoretically possible sequences of discrete states with increasing length up to K − 1 switching instances. The sequences are based on the autonomous switching structure specified by guard sets (function createSeq). The set E includes all possible extensions from node n i according to the sequences in M (found by the function getSeq), L is the set of live nodes from where the graph has still to be investigated further, G are the nodes generated in the last iteration and S is the set of nodes to be investigated at the moment. Following experience, a strategy of depth-first (S = {n best }, where n best is the node with lowest J * R(k,ni) from G), is selected initially, until a solution σ * R(K,ni) with an upper bound J * R(K,ni) on the optimal cost J * is found such that pruning of branches can start early. After obtaining an upper bound, a strategy of breadth-first (S = L) or best-first (S = {n best } with n best being the node with lowest costs from L) is applied. Which search mode is currently active is decided in the function select. The search begins at node n 0 corresponding to the initial state q 0 and moves stepby-step through parts of the graph where the costs indicate that the optimal solution may be found.
The function solve applies the HMP principle to find the optimal solution for the provided hybrid system R(k, n i ). The solution is found by solving the MPBVP gained from the conditions in Theorem 9 with a multiple shooting algorithm similar to the one in Riedinger et al. (2005) . In multiple shooting, the time interval [t 0 , t e ] is divided in several distinct subintervals directly following each other denoted by I p = [t p , t p+1 ), p ∈ P = {0, 1, ..., P max } with P max ≥ K − 1. All switching instants t k , k ∈ K ′ ⊆ P, form a boundary of such subinter-
∈ h(te)):
vals but further boundaries can be specified, where continuity conditions on x(t p ), λ(t p ) and H q (t p ), p ∈ P \ K ′ , q ∈ Q, have to hold. For each interval I p , initial values of x(t + p ) and λ(t + p ) have to be guessed at first. These values are used to integrate the system (1) and (8) under consideration of (15) in the specified time interval up to t − p+1 . At an autonomous transition at time t k , conditions (11), (14), (18) for the desired transition from discrete state i to j and x(t The considered problem belongs to the class of Mixed Integer Programming (MIP) problems. Four classes of approaches are known to solve such problems efficiently: cutting-plane methods, decomposition methods, logic-based methods, and branchand-bound methods, where several authors agree on the fact that branch-and-bound forms the most efficient one. For example, in Fletcher and Leyffer (1995) the superior efficiency of a branch-and-bound method compared to some implementations of the other approaches has been shown for Mixed Integer Quadratic Programming (MIQP) problems. Leyffer (2001) extends the efficient solution capabilities of a branch-and-bound algorithm to Mixed Integer Nonlinear Programming (MINLP) problems. Given these experiences, it is expected that the proposed method provides a significant reduction in computation time compared to a standard brute-force approach to a hybrid OCP. The efficiency of branch-and-bound concepts relies on pruning bundles of branches in an early stage of the search graph. Thus, it appears well-suited for hybrid systems which (a) contain guard sets that cannot be reached (with low costs), so that following sub-branches are irrelevant, and (b) have significantly differing dynamics in each discrete state to lead to large differences in upper and lower cost bounds. The more switches occur and discrete states exist, the larger the computational advantage of the method will be compared to algorithms investigating all possible sequences. In comparison to approaches which discretize time (e.g. those in Stursberg (2004) and Bemporad and Morari (1999) ), the introduced algorithm has the advantage that the size of the search tree is only determined by the number of switches but does not grow exponentially with the time required to meet the terminal state condition.
NUMERICAL EXAMPLE
The introduced graph search algorithm is applied to the following hybrid system with 4 discrete states, continuous state dimension of 2, a scalar control input u and the following linear dynamics:
with:
where the different dynamics result from the corresponding choices of the variables z q (t), q ∈ Q. For all discrete locations q, the cost function is φ q = 1 2 (x T x + u 2 q ). Initial and final time are t 0 = 0s and t e = 2s. The system shall be driven from the initial state x 0 = (−8, −6) T to the terminal state x e = (0, 0) T . The control variable is constrained in all locations to −10 ≤ u q ≤ 10. This leads to the following optimal control: u * q (t) = −10 forû < −10 u for −10 ≤û ≤ 10 10 for 10 <û , This implies that it cannot be switched directly from discrete state 1 to 4 with an autonomous transition. Allowing at most 3 autonomous transitions and a maximal number of 5 transitions for combining autonomous and controlled switching, the optimal state sequence found is q * = (1, 2, 3, 4) with a minimum cost J * = 21.6980. Fig. 1 shows the optimal location sequence, the state trajectory in the x 1 -x 2 -plane, as well as the state and adjoint state over time. The state trajectories are continuous as required, whereas at least one of the adjoint state trajectories has a discontinuity at a switching instant according to (11).
The path through the search tree is illustrated in Fig. 2 . The discrete state number is specified above the nodes and the edges are labeled with the minimal costs for the hybrid system which is relaxed from the following node on. A number below a node means that the node is a terminal node with the specified costs. The label nf denotes that the path to the next node is not feasible. nt marks that the next node cannot be terminal, since it does not correspond to the desired terminal discrete location but the last permitted autonomous switch leads to it. ub indicates that the minimal costs for the system relaxed from the previous node on is already higher than the lowest upper bound on the optimal costs. Fig. 2 shows that the complexity of computation is reduced since less location sequences are investigated than in a brute-force algorithm. An implementation of the latter algorithm found the optimal schedule in 424s, which is 2.4 times longer than the 177s for the proposed graph search method (computations were performed on a AMD Athlon 6000+ processor with 3GHz, 2GB RAM running Matlab 2008a).
CONCLUSION
The proposed graph search algorithm combines branch-andbound principles with the HMP for autonomously switched hybrid systems. The computational time is significantly reduced compared to algorithms that employ brute force search over sequences of locations combined with the HMP for computing the optimal continuous control. The computational complexity is here mainly determined by the number of switches between different dynamics but (almost) not by the time required to reach the terminal constraint.
Current investigations include the development of an adequate scheme to select initial values in the domain of convergence of the multiple shooting method. Furthermore, the extensions to state constraints, singular optimal control phases, Zeno phenomena, and controlled switches are considered.
