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Abstract
We present asymptotically faster approximation algorithms for the generalized flow prob-
lems in which multipliers on edges are at most 1. For this lossy version of the maximum
generalized flow problem, we obtain an additive ǫ approximation of the maximum flow in time
O˜ (m3/2 log2(U/ǫ)), where m is the number of edges in the graph, all capacities are integers in
the range {1, . . . , U}, and all loss multipliers are ratios of integers in this range. For minimum
cost lossy generalized flow with costs in the range {1, . . . , U}, we obtain a flow that has value
within an additive ǫ of the maximum value and cost at most the optimal cost. In many param-
eter ranges, these algorithms improve over the previously fastest algorithms for the generalized
maximum flow problem by a factor of m1/2 and for the minimum cost generalized flow problem
by a factor of approximately m1/2/ǫ2.
The algorithms work by accelerating traditional interior point algorithms by quickly solv-
ing the linear equations that arise in each step. The contributions of this paper are twofold.
First, we analyze the performance of interior point algorithms with approximate linear system
solvers. This analysis alone provides an algorithm for the standard minimum cost flow problem
that runs in time O˜ (m3/2 log2 U)—an improvement of approximately O˜ (n/m1/2) over previous
algorithms.
Second, we examine the linear equations that arise when using an interior point algorithm
to solve generalized flow problems. We observe that these belong to the family of symmetric
M-matrices, and we then develop O˜ (m)-time algorithms for solving linear systems in these
matrices. These algorithms reduce the problem of solving a linear system in a symmetric M-
matrix to that of solving O (logn) linear systems in symmetric diagonally-dominant matrices,
which we can do in time O˜ (m) using the algorithm of Spielman and Teng.
All of our algorithms operate on numbers of bit length at most O (lognU/ǫ).
∗This material is based upon work supported by the National Science Foundation under Grant Nos. CCF-0707522
and CCF-0634957. Any opinions, findings, and conclusions or recommendations expressed in this material are those
of the author(s) and do not necessarily reflect the views of the National Science Foundation.
1 Introduction
Interior-point algorithms are one of the most popular ways of solving linear programs. These
algorithms are iterative, and their complexity is dominated by the cost of solving a system of linear
equations at each iteration. Typical complexity analyses of interior point algorithms apply worst-
case bounds on the running time of linear equations solvers. However, in most applications the
linear equations that arise are quite special and may be solved by faster algorithms. Each family
of optimization problem leads to a family of linear equations. For example, the maximum flow and
minimum cost flow problems require the solution of linear systems whose matrices are symmetric
and diagonally-dominant. The generalized versions of these flow problems result in symmetric
M-matrices.
The generalized maximum flow problem is specified by a directed graph (V,E), an inward
capacity c(e) > 0 and a multiplier γ(e) > 0 for each edge e, and source and sink vertices s and t.
For every unit flowing into edge e, γ(e) flows out. In lossy generalized flow problems, each multiplier
γ(e) is restricted to be at most 1. In the generalized maximum flow problem, one is asked to find
the flow f : E → IR+ that maximizes the flow into t given an unlimited supply at s, subject to
the capacity constraints on the amount of flow entering each edge. In the generalized minimum
cost flow problem, one also has a cost function q(e) ≥ 0, and is asked to find the maximum flow of
minimum cost (see [AMO93]).
In the following chart, we compare the complexity of our algorithms with the fastest algorithms
of which we are aware. The running times are given for networks in which all capacities and costs
are positive integers less than U and every loss factor is a ratio of two integers less than U . For
the standard flow problems, our algorithms are exact, but for the generalized flow problems our
algorithms find additive ǫ approximations, while the other approximation algorithms have multi-
plicative error (1+ ǫ). However, we note that our algorithms only require arithmetic with numbers
of bit-length O (log(nU/ǫ)), whereas we suspect that the algorithms obtaining multiplicative ap-
proximations might require much longer numbers.
In the chart, C refers to the value of the flow.
Exact algorithms Approximation algorithms Our algorithm
Generalized Maximum Flow
O (m2(m+ n log n) logU) [GJO97] O˜ (m2/ǫ2) [FW02] O˜ (m1.5 log2(U/ǫ))
O (m1.5n2 log(nU)) [Vai89] O˜ (m(m+ n log logB) log ǫ−1)
[GFNR98][TW98][FW02]
Generalized Minimum Cost Flow
O (m1.5n2 log(nU)) [Vai89] O˜ (m2 log logB/ǫ2) [FW02] O˜ (m1.5 log2(U/ǫ))
Maximum Flow
O (min(n3/2,m1/2)m log(n2/m) logU) O˜ (m1.5 log2 U)
[GR98]
Minimum Cost Flow
O (nm log(n2/m) log(nC)) [GT87] O˜ (m1.5 log2 U)
O (nm(log logU) log(nC)) [AGOT92]
O ((m log n)(m+ n log n)) [Orl88]
1.1 The solution of systems in M-matrices
A symmetric matrix M is diagonally dominant if each diagonal is at least the sum of the absolute
values of the other entries in its row. A symmetric matrixM is anM -matrix if there is a positive di-
agonal matrix D for which DMD is diagonally dominant. Spielman and Teng [ST04, ST06] showed
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how to solve linear systems in diagonally dominant matrices to ǫ accuracy in time O˜ (m log ǫ−1).
We show how to solve linear systems in M -matrices by first computing a diagonal matrix D for
which DMD is diagonally dominant, and then applying the solver of Spielman and Teng. Our
algorithm for finding the matrix D applies the solver of Spielman and Teng an expected O (log n)
times. While iterative algorithms are known that eventually produce such a diagonal matrix D,
they have no satisfactory complexity analysis [Li02, LLH+98, BCPT05].
1.2 Analysis of interior point methods
In our analysis of interior-point methods, we examine the complexity of the short-step dual path
following algorithm of Renegar [Ren88] as analyzed by Ye [Ye97]. The key observations required by
our complexity analysis are that none of the slack variables become too small during the course of
the algorithm and that the algorithm still works if one O (1/√m)-approximately solves each linear
system in the matrix norm (defined below). Conveniently, this is the same type of approximation
produced by our algorithm and that of Spielman and Teng. This is a very crude level of approxi-
mation, and it means that these algorithms can be applied very quickly. While other analyses of
the behavior of interior point methods with inexact solvers have appeared [Ren96], we are unaware
of any analyses that are sufficiently fine for our purposes.
This analysis is given in detail in Appendix C.
1.3 Outline of the paper
In Section 2, we describe the results of our analysis of interior point methods using apprximate
solvers. In Section 3, we describe the formulation of the generalized flow problems as linear pro-
grams, and discuss how to obtain the solutions from the output of an interior-point algorithm. In
Section 4, we give our algorithm for solving linear systems in M-matrices.
2 Interior-Point Algorithm using an Approximate Solver
Our algorithm uses numerical methods to solve a linear program formulation of the generalized flow
problems. The fastest interior-point methods for linear programs, such as that of Renegar [Ren88]
require only O (√n) iterations to approach the solution, where each iteration takes a step through
the convex polytope by solving a system of linear equations.
In this paper, we consider stepping through the linear program using an only an approximate
solver, i.e. an algorithm x = Solve(M, b , ǫ) that returns a solution satisfying∥∥x −M−1b∥∥
M
≤ ǫ ∥∥M−1b∥∥
M
where the matrix norm ‖·‖M is given by ‖v‖M =
√
vTMv .
As mentioned above, we have analyzed the Renegar [Ren88] version of the dual path-folllowing
algorithm, along the lines of the analysis that found in [Ye97], but modified to account for the use
of an approximate solver.
In particular, using the approximate solver we implement an interior-point algorithm with the
following properties:
Theorem 2.1. x = InteriorPoint(A, b , c, λmin, T,y
0, ǫ) takes input that satisfies
• A is an n×m matrix;
b is a length n vector; c is a length m vector
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• AAT is positive definite, and λmin > 0 is a lower bound on the eigenvalues of AAT
• T > 0 is an upper bound on the absolute values of the coordinates in the dual linear program,
i.e.
‖y‖∞ ≤ T and ‖s‖∞ ≤ T
for all (y , s) that satisfy s = c −ATy ≥ 0
• initial point y0 is a length n vector where ATy0 < c
• error parameter ǫ satisfies 0 < ǫ < 1
and returns x > 0 such that ‖Ax − b‖ ≤ ǫ and cTx < z∗ + ǫ.
Let us define
• U is the largest absolute value of any entry in A, b , c
• s0min is the smallest entry of s0 = c −ATy0
Then the algorithm makes O
(√
m log TUm
λmins0minǫ
)
calls to the approximate solver, of the form
Solve
(
AS−2AT + vvT , ·, ǫ′)
where S is a positive diagonal matrix with condition number O
(
T 2Um2
ǫ
)
, and v , ǫ′ satisfy
log
‖v‖
ǫ′
= O
(
log
TUm
s0minǫ
)
In Appendix C, we present a complete description of this algorithm, with analysis and proof of
correctness.
3 Solving Generalized Flow
We consider network flows on a directed graph (V,E) with V = [n], E = {e1, · · · , em}, source
s ∈ V and sink t ∈ V . Edge ej goes from vertex vj to vertex wj . and has inward capacity c(ej),
flow multiplier γ(ej) < 1, and cost q(ej).
We assume without loss of generality that t has a single in-edge, which we denote as et, and no
out-edges.
The generalized max-flow approximation algorithm will produce a flow that sends no worse
than ǫ less than the maximum possible flow to the sink.
The generalized min-cost approximation algorithm will produce a flow that, in addition to being
within ǫ of a maximum flow, also has cost no greater than the minimum cost of a maximum flow
(see [FW02]).
3.1 Fixing Approximate Flows
The interior-point algorithm described in the previous section produces an output that may not
exactly satisfy the linear constraints Ax = b . In particular, when we apply the algorithm to a
network flow linear program, the output may only be an approximate flow:
Definition 3.1. An ǫ-approximate flow approximately satisfies all capacity constraints and flow
conservation constraints. In particular, every edge may have flow up to ǫ over capacity, and every
vertex besides s and t may have up to ǫ excess or deficit flow.
An exact flow satisfies all capacity constraints and has exact flow conservation at all vertices
except s and t.
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We are going to modify the graph slightly before running the interior-point algorithm, so that
it will be easier to obtain an exact flow from the approximate flow given by the interior-point
algorithm.
Let us compute the least-lossy-paths tree T rooted at s. This is the tree that contains, for each
v ∈ V − {s, t}, the path πs,v from s to v that minimizes L(v) =
∏
e∈πs,v γ(e)
−1, the factor by
which the flow along the path is diminished. We can find this tree in time O˜ (m), using Dijkstra’s
algorithm to solve the single-source shortest-paths problem with edge weights − log γ(e).
Next, we delete from the graph all vertices v such that L(v) > ǫ2mnU . Note that in a maximum-
flow, it is not possible to have more than ǫ2n flowing into such a v, since at most mU can flow out
of s. Thus, deleting each such v cannot decrease the value of the maximum flow by more than ǫ2n .
In total, we may decrease the value of the maximum flow by at most ǫ2 .
We define ǫFLOW =
ǫ2
64m2n2U3
. In the subsequent sections, we show how to use the interior-point
method to obtain an ǫFLOW -approximate flow that has a value within ǫ4 of the maximum flow.
Assuming that the graph had been preprocessed as above, we may convert the approximate flow
into an exact flow:
Lemma 3.2. Suppose all vertices v ∈ V − {s, t} satisfy L(v) ≤ ǫ2mnU . In O˜ (m) time, we are able
to convert an ǫFLOW -approximate flow that has a value within
ǫ
4 of the maximum flow into an exact
flow that has a value within ǫ2 of the maximum flow. The cost of this exact flow is no greater than
the cost of the approximate flow.
Proof. Let us first fix the flows so that no vertex has more flow out than in. We use the least-lossy-
paths tree T , starting at the leaves of the tree and working towards s. To balance the flow at a
vertex v we increase the flow on the tree edge into v. After completing this process, for each v we
will have added a path of flow that delivers at most ǫ
2
64m2n2U3
additional units of flow to v. Since
L(v) ≤ ǫ2mnU , no such path requires more than ǫ
2
64m2n2U3 · 2mnUǫ = ǫ32mnU2 flow on an edge, and so
in total we have added no more than ǫ32mU2 to each edge.
Next, let us fix the flows so that no vertex has more flow in than out. We follow a similar
procedure as above, except now we may use any spanning tree rooted at and directed towards t.
Starting from the leaves, we balance the vertices by increasing flow out the tree edge. Since the
network is lossy, the total amount added to each edge is at most ǫ
2
64m2n2U3
· n ≤ ǫ2
64m2nU3
.
Recall that we started with each edge having flow up to ǫ
2
64m2n2U3 over capacity. After balancing
the flows at the vertices, each edge may now be over capacity by as much as
ǫ
32mU2
+
ǫ2
64m2nU3
+
ǫ2
64m2n2U3
≤ ǫ
16mU2
Since the edge capacities are at least 1, the flow on an edge may be as much as (1 + ǫ
16mU2
) times
the capacity.
Furthermore, while balancing the flows we may have added as much as ǫ
16mU2
·mU = ǫ216U to
the total cost of the flow. Assuming that the value of approximate flow was at least ǫ4 , its cost
must also have been at least ǫ4 , and so we have increased the cost by a multiplicative factor of at
most (1 + ǫ4U ).
(If the approximate flow had value less than ǫ4 , then the empty flow trivially solves this flow
rounding problem.)
By scaling the entire flow down by a multiplicative factor of (1 + ǫ4U )
−1, we solve the capacity
violations, and also reduce the cost of the exact flow to be no greater than that of the approximate
flow. Since the value of a flow can be at most U , the flow scaling decreases the value of the flow by
no more than ǫ/4, as required.
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The above procedure produces an exact flow that is within ǫ/2 of the maximum flow in the
preprocessed graph, and therefore is within ǫ of the maximum flow in the original graph. Further-
more, the cost of the flow is no greater than the minimum cost of a maximum flow in the original
graph.
Thus to solve a generalized flow problem, it remains for us to describe how to use the interior-
point algorithm to generate a ǫFLOW -approximate flow that has a value within ǫ/4 of the maximum
flow, and, for the min-cost problem, also has cost no greater than the the minimum cost of a
maximum flow.
3.2 Generalized Max-Flow
We formulate the maximum flow problem as a linear program as follows: Let A be the (n− 2)×m
matrix whose nonzero entries are Avj ,j = −1 and Awj ,j = γ(ej), but without rows corrsponding
to s and t. Let c be the length m vector containing the edge capcities. Let u t be the length m
unit vector with a 1 entry for edge et. Let the vectors x 1 and x 2 respectively denote the flow into
each edge and the unused inward capacity of each edge. The max-flow linear program, in canonical
form, is:
min
x i
−uTt x 1 s.t.
[
A
I I
] [
x 1
x 2
]
=
[
0
c
]
and x i ≥ 0
The constraint Ax 1 = 0 ensures that flow is conserved at every vertex except s and t, while the
constraint x 1 + x 2 = c ensures that the capacities are obeyed.
Now, the dual of the above linear program is not bounded, which is a problem for our interior-
point algorithm. To fix this, we modify the linear program slightly:
min
x i
(
−uTt x 1 +
4U
ǫFLOW
(1Tmx 3 + 1
T
n−2x 4 + 1
T
n−2x 5)
)
s.t. x i ≥ 0
and
[
A I −I
I I −I
]
x 1
x 2
x 3
x 4
x 5
 =
[
0
c
]
(We use 1k to denote the all-ones vector of length k.)
Lemma 3.3. This modified linear program has the same optimum value as the original linear
program.
Proof. Let us examine the new variables in the modified program and note that x 3 has the effect
of modifying the capacities, while x 4 and x 5 create excess or deficit of flow at the vertices. Since
we have a lossy network, a unit modification of any of these values cannot change the value of the
flow by more than 1, and therefore must increase the value of the modified linear program. Thus,
at the optimum we have x 3 = x 4 = x 5 = 0 and so the solution is the same as that of the original
linear program.
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The modified linear program has the following equivalent dual linear program:
max
y i
cTy2 s.t. s i ≥ 0
and

AT I
I
−I
I
−I

[
y1
y2
]
+

s1
s2
s3
s4
s5
 =

−u t
0
(4U/ǫFLOW ) · 1m
(4U/ǫFLOW ) · 1n−2
(4U/ǫFLOW ) · 1n−2

Lemma 3.4. The above dual linear program is bounded. In particular, the coordinates of all feasible
dual points have absolute value at most (nU + 1) · 4UǫFLOW + 1.
Proof. Of the five constraints in the dual linear program, the last four give 4UǫFLOW as an explicit
bound on the absolute value of y coordinates. It then follows that 8UǫFLOW is a upper bound on
the coordinates of s2, s3, s4, s5, and the coordinates of s1 = −u t − ATy1 − y2 can be at most
(nU + 1) · 4UǫFLOW + 1.
We refer to the s i variables as the slacks. Recall that we must provide the interior-point
algorithm with an initial dual feasible point y0 such that the corresponding slacks s0 are bounded
away from zero. We choose the following initial point, and note that the slacks are bounded from
below by UǫFLOW : [
y01
y02
]
=
[
0
−(2U/ǫFLOW ) · 1m
]

s01
s02
s03
s04
s05
 =

(2U/ǫFLOW ) · 1m − u t
(2U/ǫFLOW ) · 1m
(2U/ǫFLOW ) · 1m
(4U/ǫFLOW ) · 1n−2
(4U/ǫFLOW ) · 1n−2

We must also provide the interior-point algorithm with a lower bound on the eigenvalues of the
matrix
[
A I −I
I I −I
]
AT I
I
−I
I
−I
 =
[
AAT + 2I A
AT 3I
]
Note that we may subtract 2I from the above matrix and still have a positive definite matrix, so
λmin = 2 is certainly a lower bound on the eigenvalues.
Using the above values for y0 and λmin, and the bound on the dual coordinates given in Lemma
3.4, we now call InteriorPoint on the modified max-flow linear program, using error parameter
ǫFLOW
2 . In the solution returned by the interior-point algorithm, the vector x 1 assigns a flow value
to each edge such that the flow constraints are nearly satisfied:
Lemma 3.5. x 1 is an ǫFLOW -approximate flow with value within ǫFLOW/2 of the maximum flow.
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Proof. Observe that the amount flowing into t is at least −1 times the value of the modified linear
program. Since the interior-point algorithm generates a solution to the modified linear program
within ǫFLOW/2 of the optimum value, which is −1 times the maximum flow, the amount flowing
into t surely must be within ǫFLOW/2 of the maximum flow.
Now, let us note more precisely that the modified linear program aims to minimize the objective
function computed by subtracting the amount flowing into t from 4U/ǫFLOW times the sum of the
entries of x 3, x 4, and x 5. Since the minimum value of this objective function must be negative, and
the solution returned by the interior-point algorithm has a value within ǫFLOW/2 of the minimum,
the value of this solution must be less than ǫFLOW/2 < U . The amount flowing into t is also at
most U , so no entry of x 3,x 4,x 5 can be greater than 2U/(4U/ǫFLOW ) = ǫFLOW/2.
The interior-point algorithm guarantees that
‖Ax 1 + x 4 − x 5‖ < ǫFLOW
2
and ‖x 1 + x 2 − x 3 − c‖ < ǫFLOW
2
and so we may conclude that
‖Ax 1‖ < ǫFLOW and x 1 ≤ c + ǫFLOW
Indeed, this is precisely what is means for x 1 to describe an ǫFLOW -approximate flow.
3.3 Generalized Min-Cost Flow
As a first step in solving the generlized min-cost flow problem, we solve the generalized max-flow
linear program as described above, to find a value F that is within ǫ8 of the maximum flow.
We now formulate a linear program for finding the minimum cost flow that delivers F units of
flow to t:
min
x i
qTx 1 s.t. x i ≥ 0
and
[
A
I I
] [
x 1
x 2
]
=
[
F · e t
c
]
where q is the length n vector containing the edge costs, and e t is the length n − 1 vector that
assigns 1 to vertex t and 0 to all the other vertices except s. A is the same matrix as in the
max-flow linear program, except that we include the row corresponding to t, which translates to a
new constraint that F units must flow into t.
We must again modify the linear program so that the dual will be bounded:
min
x i
(
qTx 1 +
(
4mU2
ǫFLOW
)(
1Tmx 3 + 1
T
n−1x 4 + 1
T
n−1x 5
))
s.t. x i ≥ 0
and
[
A I −I
I I −I
]
x 1
x 2
x 3
x 4
x 5
 =
[
F · e t
c
]
Lemma 3.6. This modified linear program has the same optimum value as the original linear
program.
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Proof. We examine the new variables and note that x 3 modifies the capacities, while x 4 and x 5
create excess supply (or demand) at the vertices. A unit modification to any of these values can at
best create a new path for one unit of flow to arrive at the sink. This new path has cost at least 1,
and it can replace an path in the optimum flow of cost at most nU , for a net improvement in the
cost of the flow of at most nU − 1, which is less than 4mU2ǫFLOW . Thus the value of the modified linear
program can only increase when these new variables are set to non-zero values.
Now, the dual linear program is:
max
y i
(
F · eTt y1 + cTy2
)
s.t. s i ≥ 0
and

AT I
I
−I
I
−I

[
y1
y2
]
+

s1
s2
s3
s4
s5
 =

q
0
(4mU2/ǫFLOW ) · 1m
(4mU2/ǫFLOW ) · 1n−1
(4mU2/ǫFLOW ) · 1n−1

Lemma 3.7. The above dual linear program is bounded. In particular, the coordinates of all feasible
dual points have absolute value at most (nU + 1) · 4mU2ǫFLOW .
Proof. Of the five constraints in the dual linear program, the last four give 4mU
2
ǫFLOW
as an explicit
bound on the absolute value of y coordinates. It then follows that 8mU
2
ǫFLOW
is a upper bound on
the coordinates of s2, s3, s4, s5, and the coordinates of s1 = q − ATy1 − y2 can be at most
(nU + 1) · 4mU2ǫFLOW .
Let us also note that y0 =
[
0
−(mU2/ǫFLOW )1m
]
is an initial interior dual point with all slacks
at least mU
2
ǫFLOW
.
Using the above initial point, the bound on the dual coordinates from Lemma 3.7, and λmin = 2
as in the previous section, we run InteriorPoint on the modified min-cost linear program, with
error parameter ǫFLOW2 . In the solution returned by the interior-point algorithm, the vector x 1
assigns a flow value to each edge such that the flow constraints are nearly satisfied:
Lemma 3.8. x 1 is an ǫFLOW -approximate flow with value within
5ǫ
32 of the maximum flow.
Proof. Note that any flow in total cannot cost more that mU2, even if all edges are filled to
maximum capacity. Therefore the value of the solution output by the interior-point algorithm can
be at most mU2 + ǫFLOW2 < 2mU
2, and so in particular no entry of x 3,x 4,x 5 can be greater than
ǫFLOW
2 .
Now, the interior-point algorithm guarantees that
‖Ax 1 + x 4 − x 5 − F · e t‖ < ǫFLOW
2
and ‖x 1 + x 2 − x 3 − c‖ < ǫFLOW
2
and so we may conclude that
‖Ax 1 − F · e t‖ < ǫFLOW and x 1 ≤ c + ǫFLOW
These inequalities imply that this is a ǫFLOW -approximate flow, and additionally that at least
F − ǫFLOW is flowing into t. Since F is within ǫ8 of the maximum flow, the amount flowing into t
must be within ǫ8 + ǫFLOW <
5ǫ
32 of the maximum flow.
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By scaling down the x 1 flow slightly, we obtain a flow that does not exceed the minimum cost
of a maximum flow:
Lemma 3.9. x ′1 = (1− ǫ12U )x 1 is an ǫFLOW -approximate flow with value within ǫ4 of the maximum
flow, and with cost at most the minimum cost of a maximum flow.
Proof. We may assume that the value of flow x 1 is at least
3ǫ
32 , because otherwise the maximum
flow would have to be at most 3ǫ32 +
5ǫ
32 =
ǫ
4 , and so the empty flow would trivially be within
ǫ
4 of
the maximum. Therefore, the minimum cost of a maximum flow must also at be least 3ǫ32 .
The interior-point algorithm guarantees that the cost of x 1 does not exceed this optimum cost
by more than ǫFLOW2 , and so must also not exceed the optimum cost by a multiplicative factor of
more than (1+ 16ǫFLOW3ǫ ) < (1+
ǫ
12U ). Thus. x
′
1 = (1− ǫ12U )x 1 must have cost below the optimum.
Furthermore, since the value of the flow x 1 can be at most U , scaling down by (1− ǫ12U ) cannot
decrease the value of the flow by more than ǫ12 . Therefore, the value of the value x
′
1 is within
ǫ
12 +
5ǫ
32 <
ǫ
4 of the maximum.
3.4 Running Time
The linear systems in the above linear programs take the form
A¯ =
[
A I −I
I I −I
]
so the running time of the interior-point method depends on our ability to approximately solve
systems of the form A¯S−2A¯T + vvT , where diagonal matrix S and vector v are as described in
Theorem 2.1. As it turns out, this is not much more difficult than solving a linear system in
AS−21 A
T , where S1 is the upper left submatrix of S.
The matrix AS−21 A
T is a symmetric M -matrix. In the next section, we describe how to ap-
proximately solve systems in such matrices in expected time O˜ (m log κǫ ), where κ is the condition
number of the matrix. We then extend this result to solve the systems A¯S−2A¯T + vvT in time
O˜
(
m log κ‖v‖ǫ
)
, where κ is the condition number of A¯S−2A¯T .
Theorem 3.10. Using out interior-point algorithm, we can solve the generalized max flow and
generalized min-cost flow problems in time O˜ (m3/2 log2(U/ǫ))
Proof. According to Theorem 2.1, the interior-point algorithm requires O
(√
m log TUm
λmins0minǫ
)
calls
to the solver.
Recall that T is an bound on the coordinates of the dual linear program, and s0min is the smallest
slack at the initial point. Above, we gave both of these values to be polynomial in mUǫ , for both the
max-flow and min-cost linear programs. We also gave λmin = 2 as a lower bound on the eigenvalues
of A¯A¯T . Thus, the total number of solves is O˜ (√m log Uǫ ).
Again referring to Theorem 2.1, we find that the condition number of A¯S−2A¯T is be polynomial
in mUǫ , as is the expression
‖v‖
ǫ . We conclude that each solve takes time O˜
(
m log Uǫ
)
.
The preprocessing only took time O˜ (m) so we obtain a total running time of O˜ (m3/2 log2(U/ǫ)).
3.5 Standard Min-Cost Flow
In this section we describe how to use interior-point algorithms to give an exact solution to the
standard (i.e. no multipliers on edges) min-cost flow problem.
We use the following property of the standard flow problem:
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Theorem 3.11 (see [Sch03, Theorem 13.20]). Given a flow network with integer capacities, and a
positive integer F , let ΩFLOW be the set of flow vectors x that flow F units into t and satisfy all
capacity and flow conservation constraints. Then ΩFLOW is a convex polytope in which all vertices
have integer coordinates.
Our goal is to find the flow in ΩFLOW of minimum cost. Since the cost function is linear, if
there is a unique minimum-cost flow of value F , it must occur at a vertex of ΩFLOW . By Theorem
3.11 this must be an integer flow, and we could find this flow exactly by running the interior-point
algorithm until it is clear to which integer flow we are converging.
Unfortunately, the minimum-cost flow may not be unique. However, by applying the Isolation
Lemma of Mulmuley, Vazirani, and Vazarani [MVV87], we can modify the cost function slightly
so that the minimum-cost flow is unique, and is also a minimum-cost flow under the original cost
function.
Let us first state a modified version of the Isolation Lemma:
Lemma 3.12 (see [KS01, Lemma 4]). Given any collection of linear functions on m variables
with integer cooefficients in the range {0, . . . , U}. If each variable is independently set uniformly at
random to a value from the set {0, . . . , 2mU}, then with probability at least 1/2 there is a unique
function in the collection that takes minumum value.
We now describe how to force the minimum-cost flow to be unique:
Lemma 3.13. Given a flow network with capacities and costs in the set {1, 2, . . . , U}, and a positive
integer F , modify the cost of each edge independently by adding a number uniformly at random from
the set
{
1
4m2U2
, 2
4m2U2
, . . . , 2mU
4m2U2
}
. Then with probability at least 1/2, the modified network has a
unique minimum-cost flow of value F , and this flow is also a minimum-cost flow of value F in the
original network.
Proof. The modified cost of a flow at a vertex of ΩFLOW is a linear function of m independent vari-
ables chosen uniformly at random from the set
{
1
4m2U2
, 2
4m2U2
, . . . , 2mU
4m2U2
}
. where the coefficients
are the coordinates of the flow vector, which by Lemma 3.11 are integers in the range {0, . . . , U}. So
the Isolation Lemma tells us that with probablity at least 1/2, there is a unique vertex of ΩFLOW
with minumum modified cost.
Now, any vertex that was not originally of minimum cost must have been more expensive than
the minimum cost by an integer. Since the sum of the flows on all edges can be at most mU , and
no edge had its cost increased by more than 12mU , the total cost of any flow cannot have increased
by more than 1/2. Thus, a vertex that was not originally of minimum cost cannot have minimum
modified cost.
We may now give an exact algorithm for standard minimum-cost flow. Note that this algorithm
works for any integer flow value, but in particular we may easily find the exact max-flow value by
running the interior-point max-flow algorithm with an error of 1/2, since we know the max-flow
value is an integer.
Lemma 3.14. To solve the standard minimum-cost flow problem in expected time O˜ (m3/2 log2 U),
perturb the edge costs as in Lemma 3.13, then run the min-cost flow interior point algorithm with
an error of 1
12m2U3
, and round the flow on each edge to the nearest integer.
Proof. Let us prove correctness assuming that the modified costs do isolate a unique minimum-cost
flow. The running time then follows directly from Theorem 3.10, and the fact from Lemma 3.13 that
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after a constant number of tries we can expect the modified costs to yield a unique minimum-cost
flow.
We first note that the modified edge costs are integer multiples of δ = 1
4m2U2
. Therefore, by
Theorem 3.11 the cost of the minumum-cost flow is at least δ less than the cost at any other vertex
of ΩFLOW .
Now, the flow returned by the interior-point algorithm can be expressed as a weighted average
of the vertices of ΩFLOW . Since the cost of this flow is within
1
12m2U3
= δ3U of the minimum
cost, this weighted average must assign a combined weight of at most 13U to the non-minimum-cost
vertices. Therefore, the flow along any edge differs by at most 1/3 from the minimum-cost flow.
So by rounding to the nearest integer flow, we obtain the minimum-cost flow.
4 Solving linear systems in symmetric M-Matrices
A symmetricM -matrix is a positive definite symmetric matrix with non-positive off-diagonals (see,
e.g. [HJ91, Axe96, BP94]). Every M -matrix has a factorization of the form M = AAT where each
column of A has at most 2 nonzero entries [BCPT05]. Given such a factorization of an M -matrix,
we we will show how to solve linear systems in the M -matrix in nearly-linear time. Throughout
this section, M will be an n×n symmetric M -matrix and A will be a n×m matrix with 2 nonzero
entries per column such that M = AAT . Note that M has O (m) non-zero entries.
Our algorithm will make use of the Spielman-Teng O˜ (m) expected time approximate solver
for linear systems in symmetric diagonally-dominant matrices, where we recall that a symmetric
matrix is diagonally-dominant if each diagonal is at least the sum of the absolute values of the other
entries in its row. It is strictly diagonally-dominant if each diagonal execceds each corresponding
sum.
We will use the following standard facts about symmetric M -matrices, which can be found, for
example, in [HJ91]:
Fact 4.1. If M =
[
M11 M12
MT12 M22
]
is a symmetric M -matrix with M11 a principal minor, then:
1. M is invertible and M−1 is a nonnegative matrix.
2. M12 is a nonpositive matrix.
3. M11 is an M -matrix.
4. The Schur complement S =M22 −MT12M−111 M12 is an M -matrix.
5. If all eigenvalues of M fall in the range [λmin, λmax], then so do all diagonal entries of S.
6. For any positive diagonal matrix D, DMD is an M -matrix.
7. There exists a positive diagonal matrix D such that DMD is strictly diagonally-dominant.
Our algorithm will work by finding a diagonal matrixD for whichDMD is diagonally-dominant,
providing us with a system to which we may apply the solver of Spielman and Teng. Our algorithm
builds D by an iterative process. In each iteration, it decreases the number of rows that are
not dominated by their diagonals by an expected constant factor. The main step of each iteration
involves the solution of O (log n) diagonally-dominant linear systems. For simplicity, we first explain
how our algorithm would work if we made use of an algorithm x = ExactSolve(M, b) that exactly
solves the system Mx = b , for diagonally-dominant M . We then explain how we may substitute
an approximate solver.
The key to our analysis is the following lemma, which says that if we multiply an M -matrix by
a random diagonal matrix, then a constant fraction of the diagonals probably dominate their rows.
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Lemma 4.2 (Random Scaling Lemma). Given an n × n M -matrix M , and positive real values
ζ ≤ 1 and r ≤ 14 , let D be a random diagonal n× n matrix where each diagonal entry di is chosen
independently and uniformly from the interval (0, 1).
Let T ⊂ [n] be the set of rows of MD with sums at least r times the pre-scaled diagonal, i.e.
T = {i ∈ [n] : (MD1)i ≥ rmii}
With probability at least 1−4r4r+7 , we have
|T | ≥
(
1
8
− r
2
)(
1− β − 2
3ζ
)
n
where β is the fraction of the diagonal entries of M that are less than ζ times the average diagonal
entry.
Note in particular that for r = 0, T is the set of rows dominated by their diagonals.
We will use the Random Scaling Lemma to decrease the number of rows that are not dominated
by their diagonals. We will do this by preserving the rows that are dominated by their diagonals,
and applying this lemma to the rest. Without loss of generality we write M =
[
M11 M12
MT12 M22
]
=[
A1A
T
1 A1A
T
2
A2A
T
1 A2A
T
2
]
, where the rows in the top section of M are the ones that are already diagonally-
dominant, so in particular M11 is diagonally-dominant. Let S =M22 −MT12M−111 M12 be the Schur
complement and let SD be the matrix containing only the diagonal entries of S.
We construct a random diagonal matrix DR of the same size as M22 by choosing each diagonal
element independently and uniformly from (0, 1). We then create diagonal matrix D =
[
D1
D2
]
where D2 = S
−1/2
D DR and the diagonal entries of D1 are given by −M−111 M12D21. We know that
the diagonal entries of D1 are positive because Fact 4.1 tells us that M
−1
11 is nonnegative and M12
is nonpositive.
We now show that the first set of rows ofDMD are diagonally-dominant, and a constant fraction
of the rest probably become so as well. Since M is an M -matrix and D is positive diagonal, DMD
has no positive off-diagonals. Therefore, the diagonally-dominant rows of DMD are the rows with
nonnegative row sums. The row sums of DMD are:
DMD1 =
[
D1M11D11+D1M12D21
D2M
T
12D11+D2M22D21
]
=
[
0
D2SD21
]
=
[
0
DRS
−1/2
D SS
−1/2
D DR1
]
Note that the diagonal entries of S
−1/2
D SS
−1/2
D are all 1. Thus by invoking Lemma 4.2 with r = 0
and ζ = 1, we find that there is a 1/7 probability that at least 1/24 of the row sums in the bottom
section of DMD become nonnegative. Furthermore, we see that row sums in the top section remain
nonnegative.
The only problem with this idea is that in each iteration it could take O˜ (mn) time to compute
the entire matrix S. Fortunately, we actually only need to compute the diagonals of S, (i.e. the
matrix SD). In fact, we only actually need a diagonal matrix Σ that approximates SD. As long
the diagonals of Σ−1/2SΣ−1/2 fall in a relatively narrow range, we can still use the Random Scaling
Lemma to get a constant fraction of improvement at each iteration.
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To compute these approximate diagonal values quickly, we use the random projection technique
of Johnson and Lindenstrauss [JL84]. In Appendix A, we prove the following variant of their result,
that deals with random projections into a space of constant dimension:
Theorem 4.3. For all constants α, β, γ, p ∈ (0, 1), there is a positive integer k = kJL(α, β, γ, p)
such that the following holds:
For any vectors v 1, . . . , vn ∈ IRm let R be a k ×m matrix with entries chosen independently at
random from the standard normal distribution, and let w i =
√
1
kRv i.
With probability at least p both of the following hold:
1.
∑n
i=1
‖v i‖2
‖w i‖2 ≤ (1 + γ)n
2.
∣∣∣{i : ‖v i‖2‖w i‖2 < 1− α}∣∣∣ ≤ βn
Let us note that
S = A2(I −AT1M−111 A1)AT2 = A2(I −AT1M−111 A1)2AT2
because (I − AT1M−111 A1) is a projection matrix. So if we let a i denote the ith row of A2, we can
write the ith diagonal of S as sii = ‖(I −AT1M−111 A1)aTi ‖2. Then if we use Theorem 4.3 to create a
random projection matrix R, ‖R(I−AT1M−111 A1)aTi ‖2 gives a good approximation to sii. Moreover,
we can use one call to ExactSolve to compute each of the constant number of rows of the matrix
P = R(I − AT1M−111 A1). Since A2 has O (m) entries, we can compute PAT2 in O (m) time, and
obtain all the approximations ‖PaTi ‖2 in O (m) time, yielding the desired approximations of all sii
values.
Our suggested algorithm, still using an exact solver, is given in Figure 1. To make this algorithm
fast, we replace the calls to the exact solver with calls to the approximate solver STSolve of Spielman
and Teng:
Theorem 4.4 (Spielman-Teng [ST04, ST06]). The algorithm x = STSolve(M, b , ǫ) takes as input
a symmetric diagonally-dominant n × n matrix M with m non-zeros, a column vector b, and an
error parameter ǫ > 0, and returns in expected time O˜ (m log(1/ǫ)) a column vector x satisfying
‖x −M−1b‖M ≤ ǫ‖M−1b‖M
We define the algorithm MMatrixSolve(A, b , ǫ, λmin, λmax) as a modification of the algorithm
ExactMatrixSolve in Figure 1. For this algorithm we need to provide upper and lower bounds
λmax, λmin on the eigenvalues of the matrix A, and the running time will depend on κ = λmax/λmin.
The modifications are that we need to set parameters:
δ = (1/24)λ
1/2
minκ
−1/2n−1 ǫ1 = .005(1.01κmn)−1/2 ǫ2 = (1/72)κ−5/2n−2
and substitute the calls to ExactSolve in lines 2c, 2h and 3 respectively with
• STSolve(D1M11D1,D1A1rTi , ǫ1)
• STSolve(D1M11D1,D1(−M12D′2 + δI)1, ǫ2)
• STSolve(DMD,Db , ǫ).
We may note that the final call to STSolve guarantees that
‖D−1x −D−1M−1b‖DMD ≤ ǫ‖D−1M−1b‖DMD
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x = ExactMMatrixSolve(A, b)
Given: n × m matrix A, where M = AAT is an M-matrix and A has at most 2 non-zeros per
column.
Returns: x satisfying Mx = b
1. Set D := I.
2. Until DMD is diagonally dominant do:
a. Permute so that DMD =
[
D1M11D1 D1M12D2
D2M
T
12D1 D2M22D2
]
=
[
D1A1A
T
1D1 D1A1A
T
2D2
D2A2A
T
1D1 D2A2A
T
2D2
]
has
the diagonally dominant rows in the top section. Let a1, . . .aν be the rows of A2.
b. Set k = kJL(
1
100 ,
1
5 ,
1
100 ,
1
3), and let R be a random k × m matrix with independent
standard normal entries. Let r i be the ith row of R.
c. For i = 1, . . . , k, compute qTi = ExactSolve(D1M11D1,D1A1r
T
i ).
d. Set Q =
[
qT1 · · · qTk
]T
.
e. Let Σ be the ν × ν diagonal matrix with entries σi = ‖(R −QD1A1)aTi ‖2.
f. Let DR be a uniform random ν × ν diagonal matrix with diagonal entries in (0, 1).
g. Set D′2 = Σ
−1/2DR
h. Set D′1 to be the matrix with diagonal D1 · ExactSolve(D1M11D1,−D1M12D′21)
i. Set D :=
[
D′1
D′2
]
3. Return x = D · ExactSolve(DMD,Db)
Figure 1: Algorithm for solving a linear system in a symmetric M-matrix. To speed up the algorithm
we will replace the exact solver with the Spielman Teng approximate solver.
or equivalently
‖x −M−1b‖M ≤ ǫ‖M−1b‖M
so the output fulfills the specification of an approximate solver, provided that the algorithm termi-
nates.
We can in fact bound the running time of this algorithm as follows:
Theorem 4.5. The expected running time of the algorithm MMatrixSolve is O˜ (m log κǫ ).
Proof. The running time is dominated by the calls to the Spielman-Teng solver. There are O (1)
such solves per iterations, each of which take time O˜ (m log κ), and at the conclusion of the algo-
rithm, there is one final call of time O˜ (m log ǫ−1).
So, to prove the running time, it suffices for us to give a O (logm) bound on the expected
number of iterations. In particular, it suffices to show that in each iteration, the number of non-
diagonally-domainant rows in DMD decreases by a constant fraction with constant probability.
In analyzing a single iteration, we let D =
[
D1
D2
]
denote the diagonal scaling at the start
of the iteration, and we let D′ =
[
D′1
D′2
]
denote the new diagonal scaling. In Appendix A, we
prove:
Lemma 4.6. D′ is a positive diagonal matrix.
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This implies that D′MD′ has no positive off-diagonals, thereby enabling us to check which rows
of D′MD′ are diagonally-dominant by looking for rows with nonnegative row sums.
We again let S = M22 −MT12M−111 M12 denote the Schur complement, and let SD denote the
matrix containing the diagonal entries of S. Let us also define S˜ = Σ−1/2SΣ−1/2. We know from
Facts 4.1.4 and 4.1.6 that S˜ is an M -matrix.
Let S˜D be the matrix containing the diagonal entries of S˜. In Appendix A, we show that the
row sums of MD′ are related to S˜ as follows:
Lemma 4.7.
MD′1 ≥
[
0
Σ1/2(S˜DR − 16 S˜D)1
]
The upper part of the above inequality tells us that all the row sums that were nonnegative in
DMD remain nonnegative in D′MD′. From the lower part of the inequality and by invoking the
Random Scaling Lemma on the matrix S˜ with r = 16 , we find that with probabilty at least
1
23 , the
fraction of remaining rows of D′MD′ that now have positive row sums is at least 124
(
1− β − 23ζ
)
,
where for some ζ < 1, β is the fraction of the diagonal entries of S˜ that are less than ζ times the
average diagonal entry. Indeed we prove in Appendix A:
Lemma 4.8. With probability at least 19 , at most
1
5 of the diagonal entries of S˜ are smaller than(
99
101
)3
times the average diagonal entry.
So with probability at least 19 · 123 , the fraction of rows with negative row sums in DMD that
now have positive row sums in D′MD′ is at least 124
(
1− 15 − 23
(
101
99
)3)
> 0.
Thus, we may conclude that MMatrixSolve is expected to terminate after O (log n) iterations,
as claimed.
5 Final Remarks
The reason that our interior-point algorithm currently cannot produce an exact solution to gen-
eralized flow problems is the dependence of our M-matrix solver on the condition number of the
matrix, even when approximating in the matrix norm. It would be of interest to eliminate this
dependence.
It would also be nice to extend the result to networks with gains. The main obstacle is that the
resulting linear programs may be ill-conditioned.
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A Proofs for Section 4
Lemma 4.3. Given vectors v 1, . . . , vn ∈ IRm and constants α, β, γ, p ∈ (0, 1), for positive constant
integer k = kJL(α, β, γ, p), let R be a k ×m matrix with entries chosen independently at random
from the standard normal distribution, and let w i =
√
1
kRv i.
With probability at least p both of the following hold:
(i)
∑n
i=1
‖v i‖2
‖w i‖2 ≤ (1 + γ)n
(ii)
∣∣∣{i : ‖v i‖2‖w i‖2 < 1− α}∣∣∣ ≤ βn
Proof. Let Zi =
‖v i‖2
‖w i‖2 and Z =
∑n
i=1 Zi.
Let r1, . . . , rk be the rows of R, and let wij = k
−1/2 〈r j, v i〉 be the jth entry of w i.
Without loss of generality, we assume that all the v i are unit vectors. Thus for any given i,
the expressions k1/2wi1, . . . , k
1/2wik are independent standard normal random variables. So the
expression
Zi
k
=
1
k ‖w i‖2
=
1∑k
j=1(
√
kwij)2
has inverse-chi-square distribution, with mean 1k−2 and variance
2
(k−2)2(k−4) . Therefore, Z has mean
kn
k−2 and variance at most
2k2n2
(k−2)2(k−4) , because
Var [Z] = Var
[
n∑
i=1
Zi
]
=
n∑
i,j=1
Cov [ZiZj ] ≤
n∑
i,j=1
√
Var [Zi]Var [Zj] = n
2Var [Zi] = k
2n2Var
[
Zi
k
]
So using Cantelli’s inequality, we may conclude that
Pr [Z > (1 + γ)n] <
Var [Z]
Var [Z] + (1 + γ − kk−2)2n2
≤ 2
2 + (k − 4)(1 − 2k )2(γ − 2k−2)2
(1)
By the same reasoning, kZi has chi-square distribution, with mean k and variance 2k. So using
Cantelli’s inequality, we find that
Pr [Zi < 1− α] = Pr
[
k
Zi
>
k
1− α
]
<
Var [k/Zi]
Var [k/Zi] + (
k
1−α − k)2
=
2
2 + ( α1−α )
2k
Thus, the set {i : Zi < 1− α} has expected cardinality less than 22+( α
1−α )
2k
n. So using Markov’s
inequality, we conclude that
Pr [|{i : Zi < 1− α}| > βn] < 2
β(2 + ( α1−α )
2k)
(2)
Combining inequalities 1 and 2 via the union bound, we find the probability that (i) and (ii) both
occur is at least
1− 2
2 + (k − 4)(1 − 2k )2(γ − 2k−2)2
− 2
β(2 + ( α1−α )
2k)
which is greater than p for sufficiently large k.
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Lemma 4.2 (Random Scaling Lemma). Given an n × n M-matrix M , and positive real values
ζ ≤ 1 and r ≤ 14 , let D be a random diagonal n× n matrix where each diagonal entry di is chosen
independently and uniformly from the interval (0, 1).
Let T ⊂ [n] be the set of rows of MD with sums at least r times the pre-scaled diagonal, i.e.
T = {i ∈ [n] : (MD1)i ≥ rmii}
With probability at least 1−4r4r+7 , we have
|T | ≥
(
1
8
− r
2
)(
1− β − 2
3ζ
)
n
where β is the fraction of the diagonal entries of M that are less than ζ times the average diagonal
entry.
Proof. Let MO denote the matrix containing only the off-diagonal elements of M . Thus, MO has
no positive entries.
Let B be the set of rows of M in which the diagonal entry is less than ζ times the average
diagonal entry. Thus |B| = βn.
We define a subset J of rows ofM whose sums are not too far from being positive. In particular,
we let J be the set of rows in which the sum of the off-diagonal entries is no less than −32 times
the diagonal entry:
J =
{
i ∈ [n] : (MO1n)i ≥ −3
2
mii
}
Let us prove that J cannot be too small. Let S be the sum of the diagonal entries of M . We have:
S = 1TnM1n −
∑
i∈[n]
(MO1n)i
≥ −
∑
i∈[n]
(MO1n)i (because M is positive definite)
≥ −
∑
i∈[n]−(J∪B)
(MO1n)i (because MO is non-positive)
≥ 3
2
∑
i∈[n]−(J∪B)
mii (by definition of J)
≥ 3
2
ζS
n
|[n]− (J ∪B)| (by definition of B)
≥ 3
2
ζS
n
(n− |J | − βn)
So we see that |J | ≥ (1− β − 23ζ )n
Next, let us show that the rows in J have a high probability of being in T . Consider the ith
row sum of MOD:
(MOD1)i =
∑
j 6=i
djmij =
1
2
∑
j 6=i
mij +
∑
j 6=i
(dj − 1
2
)mij =
1
2
(MO1)i +
∑
j 6=i
(dj − 1
2
)mij
Since each (dj − 12) is symmetrically distributed around zero, we may conclude that 12(MO1)i is
the median value of (MOD1)i. We may also note that (MD1)i = (MOD1)i + dimii, and that the
values of (MOD1)i and dimii are independent.
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We thus have, for i ∈ J :
Pr [(MD1)i ≥ rmii] ≥ Pr
[
(MOD1)i ≥ 1
2
(MO1)i
]
·Pr
[
dimii ≥ rmii − 1
2
(MO1)i
]
=
1
2
·Pr
[
dimii ≥ rmii − 1
2
(MO1)i
]
≥ 1
2
·Pr
[
dimii ≥ rmii + 1
2
· 3
2
mii
]
(by definition of J)
=
1
2
·Pr
[
di ≥ r + 3
4
]
=
1
4
− r
Thus the expected size of J − T is at most (r + 34) |J |. So we find
Pr
[
|T | >
(
1
8
− r
2
)
|J |
]
≥ Pr
[
|J ∩ T | >
(
1
8
− r
2
)
|J |
]
= Pr
[
|J − T | <
(
r
2
+
7
8
)
|J |
]
≥ 1− r +
3
4
r
2 +
7
8
(by Markov’s inequality)
=
1− 4r
4r + 7
The lemma then follows from the lower bound on |J | proven above.
Lemma 4.6. D′ is a positive diagonal matrix.
Proof. D′2 = Σ
−1/2DR is trivially positive diagonal by construction.
To check that D′1 is positive, we use Lemma A.1, which implies that
D′11 > −M−111 M12D′21n−ν + δ
(
M−111 1n−ν −
3
4
λ−1max1n−ν
)
To see why the above expression is positive, recall from Fact 4.1 that M−111 and −M12 are
positive matrices. Furthermore, note that the diagonals of M−111 are at least λ
−1
max.
Lemma A.1. ∥∥D′11−M−111 (−M12D′2 + δI)1∥∥ < 34δλ−1max
Proof. Recall from the algorithm that
D−11 D
′
11 = STSolve(D1M11D1,D1(−M12D′2 + δI)1, ǫ2)
Therefore, STSolve guarantees that∥∥D−11 D′11−D−11 M−111 (−M12D′2 + δI)1∥∥D1M11D1 ≤ ǫ2 ∥∥D−11 M−111 (−M12D′2 + δI)1∥∥D1M11D1
or equivalently∥∥D′11−M−111 (−M12D′2 + δI)1∥∥M11 ≤ ǫ2 ∥∥M−111 (−M12D′21+ δI)1∥∥M11
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which in turn implies that∥∥D′11−M−111 (−M12D′2 + δI)1∥∥ ≤ ǫ2κ1/2 ∥∥M−111 (−M12D′2 + δI)1∥∥
We can then see∥∥D′11−M−111 (−M12D′2 + δI)1∥∥ ≤ ǫ2κ1/2 ∥∥−M−111 M12D′21+ δM−111 1∥∥
≤ ǫ2κ1/2
∥∥M−111 M12D′21∥∥+ δǫ2κ1/2 ∥∥M−111 1∥∥
≤ ǫ2κ1/2
∥∥M−111 M12D′21∥∥+ δǫ2κ1/2λ−1minn1/2
≤ ǫ2κn1/2
∥∥D′21∥∥+ δǫ2κ1/2λ−1minn1/2 (by Lemma A.3)
≤ ǫ2κn1/2
∥∥∥Σ−1/21∥∥∥+ δǫ2κ1/2λ−1minn1/2 (D′2 < Σ−1/2 by construction)
≤ 2ǫ2κn1/2
∥∥∥S−1/2D 1∥∥∥+ δǫ2κ1/2λ−1minn1/2 (Σ−1/2 ≤ 2S−1/2D by Lemma 4.8)
≤ 2ǫ2κλ−1/2min n+ δǫ2κ1/2λ−1minn1/2 (S−1/2D 1 < λ−1/2min 1 by Fact 4.1.5)
=
(
2δ−1ǫ2κ2λ
1/2
minn+ ǫ2κ
1/2n1/2
)
δλ−1max
=
(
2
3
+
1
72
κ−2n−3/2
)
δλ−1max
<
3
4
δλ−1max
Lemma 4.8. With probability at least 19 , at most
1
5 of the diagonal entries of S˜ are smaller than(
99
101
)3
times the average diagonal entry.
Proof. Recall that the diagonal entries of S˜ are s˜ii =
sii
σi
, where sii =
∥∥(I −AT1M−111 A1)aTi ∥∥2 and
σi =
∥∥(R−QD1A1)aTi ∥∥2.
Let us define wi =
1
k
∥∥R(I −AT1M−111 A1)aTi ∥∥2, where k = kJL ( 1100 , 15 , 1100 , 13). By Lemma 4.3,
there is at least 13 probability that
1
ν
ν∑
i=1
sii
wi
≤ 1.01 and
∣∣∣∣{i : siiwi ≤ .99
}∣∣∣∣ ≤ 15ν
So, by Lemma A.2 below, there is at least a 13 − 29km > 19 probability that the average diagonal
entry of S˜ is at most
1
ν
ν∑
i=1
sii
σi
=
1
ν
ν∑
i=1
sii
wi
· wi
σi
≤ 1.01
k(.99)2
and similarly we have the following bound on the number of small diagonal entries:∣∣∣∣{i : siiσi ≤ .99k(1.01)2
}∣∣∣∣ ≤ 15ν
Lemma A.2. With probability at least 1− 29km it holds for all i that
1
k(1.01)2
≤ wi
σi
≤ 1
k(.99)2
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Proof. We have:∣∣∣σ1/2i − k1/2w1/2i ∣∣∣ = ∣∣‖(R −QD1A1)aTi ‖ − ‖(R −RAT1M−111 A1)aTi ‖∣∣
≤ ‖((R −QD1A1)− (R−RAT1M−111 A1))aTi ‖
= ‖(RAT1M−111 A1 −QD1A1)aTi ‖
≤ ‖a i‖
√√√√ k∑
j=1
‖r jAT1M−111 A1 − q jD1A1‖2
= ‖a i‖
√√√√ k∑
j=1
‖r jAT1M−111 D−11 − q j‖2D1M11D1
≤ λ1/2max
√√√√ k∑
j=1
‖r jAT1M−111 D−11 − q j‖2D1M11D1
(‖a i‖2 is ith diagonal of M22, so cannot exceed M22’s largest eigenvalue)
≤ λ1/2max(
sii
λmin
)1/2
√√√√ k∑
j=1
‖r jAT1M−111 D−11 − q j‖2D1M11D1 (using Fact 4.1.5)
= (κsii)
1/2
√√√√ k∑
j=1
‖r jAT1M−111 D−11 − q j‖2D1M11D1
≤ (κsii)1/2ǫ1
√√√√ k∑
j=1
‖r jAT1M−111 D−11 ‖2D1M11D1 (by guarantee of STSolve)
= .005 · s1/2ii (1.01mn)−1/2
√√√√ k∑
j=1
‖r jAT1M−111 A1‖2
= .005 · s1/2ii (1.01mn)−1/2
√√√√ k∑
j=1
‖r j‖2 (because AT1M11A1 is a projection matrix)
≤ .01 · s1/2ii k1/2(1.01n)−1/2
The above inequality does not hold with probability at most 29km , based on the fact that expression∑k
j=1 ‖r j‖2 has chi-square distribution with mk degrees of freedom.
≤ .01 · k1/2w1/2i (Lemma 4.3 implies that sii ≤ 1.01 · nwi)
So we conclude that ∣∣∣∣√ σwi − k1/2
∣∣∣∣ ≤ .01 · k1/2
Lemma 4.7.
MD′1 ≥
[
0
Σ1/2(S˜DR − 16 S˜D)1
]
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Proof.
MD′1 =
[
M11D
′
11+M12D
′
21
MT12D
′
11+M22D
′
21
]
=
[
0
SD′21
]
+M
[
D′11+M
−1
11 M12D
′
21− δM−111 1
0
]
+
[
δ1
δMT12M
−1
11 1
]
≥
[
0
SD′21
]
− λmax‖D′11+M−111 M12D′21− δM−111 1‖1+
[
δ1
−δ‖MT12M−111 1‖1
]
≥
[
0
SD′21
]
− 3
4
δ1+
[
δ1
−δκ1/2n1
]
(using Lemmas A.1 and A.3)
≥
[
0
SD′21− 2δκ1/2n1
]
=
[
0
SΣ−1/2DR1− 112λ
1/2
min1
]
≥
[
0
SΣ−1/2DR1− 112S
1/2
D 1
]
(using Fact 4.1.5)
≥
[
0
SΣ−1/2DR1− 16S
1/2
D S˜
1/2
D 1
]
(using Lemma 4.8)
Lemma A.3. For all positive vectors v ,
‖MT12M−111 v‖ ≤ κ1/2n1/2 ‖v‖
Proof. Define c = λ−1minκ
−1/2n−1/2 ‖v‖ = λ−1maxκ1/2n−1/2 ‖v‖.
‖MT12M−111 v‖ ≤ ‖MT12M−111 v‖1 = −1TMT12M−111 v (by Fact 4.1, M−111 and −M12 are nonnegtive)
=
1
2c
(
vTM−111 v + c
21TM221−
[
vTM−111 c1
T
]
M
[
M−111 v
c1
])
≤ 1
2c
(
vTM−111 v + c
21TM221
)
≤ 1
2
(
‖v‖2
cλmin
+ cλmaxn
)
= κ1/2n1/2 ‖v‖
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B Solving Matrices from the Interior-Point Method
In the interior-point algorithm, we need to solve matrices of the form
M + vvT =
[
AD21A
T +D22 AD
2
1
D21A
T D21 +D
2
3
]
+ vvT
where A is an n ×m matrix with entries bounded by U in absolute value, AAT is an M-matrix,
and D1,D2,D3 are positive diagonal matrices. We show how to do this using our MMatrixSolve
algorithm.
Consider the Schur complement of M :
MS = (AD
2
1A
T +D22)−AD21(D21 +D23)−1D21AT = AD21D23(D21 +D23)−1AT +D22 = ASATS
where AS =
[
AD1D3(D
2
1 +D
2
3)
−1/2 D2
]
. Note that MS is also an M-matrix, and that the eigen-
values of MS fall in the range [d
2
min, d
2
max(U
√
nm+ 1)] where dmin and dmax are respectively the
smallest and largest diagonal entry in D1,D2,D3.
We can build an solver for systems inM from a solver for systems inMS , by using the following
easily verifiable property of the Schur complement:
Lemma B.1. For M =
[
M11 M12
MT12 M22
]
and Schur complement MS =M11 −M12M−122 MT12, we have∥∥∥∥[x 1x 2
]
−M−1
[
b1
b2
]∥∥∥∥
M
=
∥∥x 1 −M−1S (b1 −M12M−122 b2)∥∥MS + ∥∥x 2 −M−122 (b2 −MT12x 1)∥∥M22
Then, to solve systems in M + vvT , we can use the Sherman-Morrison formula:
(M + vvT )−1 =M−1 − M
−1vvTM−1
1 + vTM−1v
In particular, we give the following algorithm, which runs in time O˜
(
m log κ‖v‖ǫ
)
:
x = Solve(M+vvT , b , ǫ) whereM =
[
AD21A
T +D22 AD
2
1
D21A
T D21 +D
2
3
]
and b =
[
b1
b2
]
and v =
[
v 1
v 2
]
• Define ǫ1 = ǫ2(1 + vTM−1v)−1 and ǫ2 = min
{
1
2 ,
ǫ
14(1 + v
TM−1v )−1
}
• y ′ = MMatrixSolve(AS , b1 −AD21(D21 +D23)−1b2, ǫ1, d2min, d2max(U√nm+ 1))
• y =
[
y ′
(D21 +D
2
3)
−1(b2 −D21ATy ′)
]
• z ′ = MMatrixSolve(AS , v 1 −AD21(D21 +D23)−1v 2, ǫ2, d2min, d2max(U√nm+ 1))
• z =
[
z ′
(D21 +D
2
3)
−1(v2 −D21AT z ′)
]
• Return x = y − zzT b
1+vT z
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Lemma B.2. x = Solve(M + vvT , b , ǫ) satisfies∥∥x − (M + vvT )−1b∥∥
M+vvT
< ǫ
∥∥(M + vvT )−1b∥∥
M+vvT
Proof. We first show that
∥∥y −M−1b∥∥
M
≤ ǫ1
∥∥M−1b∥∥
M
:∥∥y −M−1b∥∥
M
=
∥∥y ′ −M−1S (b1 −AD21(D21 +D23)−1b2)∥∥MS (by Lemma B.1)
≤ ǫ1
∥∥M−1S (b1 −AD21(D21 +D23)−1b2)∥∥MS (guaranteed by MMatrixSolve)
= ǫ1
(∥∥M−1b∥∥
M
− ∥∥M−122 b2∥∥M22) (by Lemma B.1)
≤ ǫ1
∥∥M−1b∥∥
M
By the same reasoning,
∥∥z −M−1v∥∥
M
≤ ǫ2
∥∥M−1v∥∥
M
.
Next, let us define the inner product 〈v 1, v 2〉M = vT1Mv2. We will use repeatedly the inequality
|〈v1, v2〉M | ≤ ‖v 1‖M ‖v 2‖M
Recall that we return the value x = y− zzT b
1+vT z
. So we begin by analyzing the expressions zz Tb
and vT z :∥∥zz Tb −M−1vvTM−1b∥∥
M
≤ ∥∥zz Tb − zvTM−1b∥∥
M
+
∥∥zvTM−1b −M−1vvTM−1b∥∥
M
=
∣∣〈z −M−1v ,M−1b〉
M
∣∣ ‖z‖M + ∣∣〈M−1v ,M−1b〉M ∣∣ ∥∥z −M−1v∥∥M
≤ ∥∥z −M−1v∥∥
M
∥∥M−1b∥∥
M
‖z‖M +
∥∥M−1v∥∥
M
∥∥M−1b∥∥
M
∥∥z −M−1v∥∥
M
=
∥∥z −M−1v∥∥
M
∥∥M−1b∥∥
M
(‖z‖M + ∥∥M−1v∥∥M)
≤ ∥∥z −M−1v∥∥
M
∥∥M−1b∥∥
M
(∥∥z −M−1v∥∥
M
+ 2
∥∥M−1v∥∥
M
)
≤ ǫ2(ǫ2 + 2)
∥∥M−1v∥∥2
M
∥∥M−1b∥∥
M
(3)
|vT z − vTM−1v | = ∣∣〈M−1v , z −M−1v〉
M
∣∣
≤ ∥∥M−1v∥∥
M
∥∥z −M−1v∥∥
M
≤ ǫ2
∥∥M−1v∥∥2
M
= ǫ2(v
TM−1v) (4)
We thus have:
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∥∥x − (M + vvT )−1b∥∥
M
(5)
=
∥∥∥∥(y − z z Tb1 + vT z
)
−
(
M−1b − M
−1vvTM−1b
1 + vTM−1v
)∥∥∥∥
M
≤ ∥∥y −M−1b∥∥
M
+
∥∥∥∥ zz Tb1 + vT z − M−1vvTM−1b1 + vT z
∥∥∥∥
M
+
∥∥∥∥M−1vvTM−1b1 + vT z − M−1vvTM−1b1 + vTM−1v
∥∥∥∥
M
=
∥∥y −M−1b∥∥
M
+
1
1 + vT z
(∥∥zz Tb −M−1vvTM−1b∥∥
M
+
|vT z − vTM−1v |
1 + vTM−1v
∥∥M−1vvTM−1b∥∥
M
)
≤ ∥∥y −M−1b∥∥
M
+
1
vT z
(∥∥zz Tb −M−1vvTM−1b∥∥
M
+
|vT z − vTM−1v |
vTM−1v
∥∥M−1vvTM−1b∥∥
M
)
≤ ∥∥y −M−1b∥∥
M
+
1
(1− ǫ2)vTM−1v
(
ǫ2(ǫ2 + 2)
∥∥M−1v∥∥2
M
∥∥M−1b∥∥
M
+ ǫ2
∥∥M−1vvTM−1b∥∥
M
)
(by equations 3 and 4)
=
∥∥y −M−1b∥∥
M
+
ǫ2(ǫ2 + 2)
∥∥M−1v∥∥2
M
∥∥M−1b∥∥
M
+ ǫ2
∣∣〈M−1v ,M−1b〉
M
∣∣ ∥∥M−1v∥∥
M
(1− ǫ2) ‖M−1v‖2M
≤ ∥∥y −M−1b∥∥
M
+
ǫ2(ǫ2 + 2)
∥∥M−1v∥∥2
M
∥∥M−1b∥∥
M
+ ǫ2
∥∥M−1v∥∥2
M
∥∥M−1b∥∥
M
(1− ǫ2) ‖M−1v‖2M
=
∥∥y −M−1b∥∥
M
+
ǫ2(ǫ2 + 3)
1− ǫ2
∥∥M−1b∥∥
M
≤
(
ǫ1 +
ǫ2(ǫ2 + 3)
1− ǫ2
)∥∥M−1b∥∥
M
≤ ǫ(1 + vTM−1v)−1 ∥∥M−1b∥∥
M
(6)
So we conclude∥∥x − (M + vvT )−1b∥∥
M+vvT
≤ (1 + vTM−1v )1/2
∥∥x − (M + vvT )−1b∥∥
M
by Lemma B.3(i)
≤ ǫ(1 + vTM−1v )−1/2 ∥∥M−1b∥∥
M
by equation (6)
= ǫ(1 + vTM−1v )−1/2 ‖b‖M−1
≤ ǫ ‖b‖(M+vvT )−1 by Lemma B.3(ii)
= ǫ
∥∥(M + vvT )−1b∥∥
M+vvT
Lemma B.3. For all vectors v , w , and symmetric positive definite M :
(i) ‖w‖M+vvT ≤ ‖w‖M (1 + vTM−1v)1/2
(ii) ‖w‖(M+vvT )−1 ≥ ‖w‖M−1 (1 + vTM−1v )−1/2
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Proof of (i).
‖w‖M+vvT = (wT (M + vvT )w)1/2
= (wTMw + (wTv)2)1/2
= (‖w‖2M +
〈
w ,M−1v
〉2
M
)1/2
≤ (‖w‖2M + ‖w‖2M
∥∥M−1v∥∥2
M
)1/2
= ‖w‖M (1 +
∥∥M−1v∥∥2
M
)1/2
Proof of (ii).
‖w‖(M+vvT )−1 = (wT (M + vvT )−1w)1/2
=
(
wT
(
M−1 − M
−1vvTM−1
1 + vTM−1v
)
w
)1/2
=
(
wTM−1w − w
TM−1vvTM−1w
1 + vTM−1v
)1/2
=
(
‖w‖2M−1 −
〈w , v 〉2M−1
1 + ‖v‖2M−1
)1/2
≥
(
‖w‖2M−1 −
‖w‖2M−1 ‖v‖2M−1
1 + ‖v‖2M−1
)1/2
= ‖w‖M−1
(
1− ‖v‖
2
M−1
1 + ‖v‖2M−1
)1/2
= ‖w‖M−1
(
1 + ‖v‖2M−1
)−1/2
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C Interior-Point Method using an Approximate Solver
Throughout this section, we take Solve to be an algorithm such that x = Solve(M, b , ǫ) satisfies∥∥x −M−1b∥∥
M
≤ ǫ ∥∥M−1b∥∥
We use the notational convention that S denotes the diagonal matrix whose diagonal is s. The
same applies for X and x , etc.
1k denotes the all-ones vector of length k.
Ω˚ denotes the interior of polytope Ω.
We are given a canonical primal linear program
z ∗ = min
x
{
cTx : Ax = b;x ≥ 0}
which has the same solution as the dual linear program
z ∗ = max
(y ,s)
{
bTy : ATy + s = c; s ≥ 0}
where A is an n×m matrix, x , s , c are length m, and y , b are length n, andm ≥ n. (Unfortunately,
this use of n and m is reversed from the standard linear programming convention. We do this to
be consistent with the standard graph-theory convention that we use throughout the paper.)
We let ΩD denote the dual polytope
ΩD =
{
(y , s) : ATy + s = c; s ≥ 0}
so we can write the solution to the linear program as z ∗ = max(y ,s)∈ΩD b
Ty .
In this appendix, we present an InteriorPoint algorithm based on that of Renegar [Ren88],
modified to use an approximate solver. Our analysis follows that found in [Ye97].
Theorem 2.1. x = InteriorPoint(A, b , c, λmin, T,y
0, ǫ) takes input that satisfy
• A is an n×m matrix; b is a length n vector; c is a length m vector
• AAT is positive definite, and λmin > 0 is a lower bound on the eigenvalues of AAT
• T > 0 is an upper bound on the absolute values of the dual coordinates, i.e.
‖y‖∞ < T and ‖s‖∞ < T for all (y , s) that satisfy s = c −ATy ≥ 0
• initial point y0 is a length n vector where ATy0 < c
• error parameter ǫ satisfies 0 < ǫ < 1
and returns x > 0 satisfying ‖Ax − b‖ ≤ ǫ and z∗ < cTx < z∗ + ǫ.
Let us define
• U is the largest absolute value of any entry in A, b , c
• s0min is the smallest entry of s0 = c −ATy0
Then the algorithm makes O
(√
m log TUm
λmins0minǫ
)
calls to the approximate solver, of the form
Solve
(
AS−2AT + vvT , ·, ǫ′)
where S is a positive diagonal matrix with condition number O
(
T 2Um2
ǫ
)
, and v , ǫ′ satisfy
log
‖v‖
ǫ′
= O
(
log
TUm
s0minǫ
)
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C.1 The Analytic Center
Standard interior-point methods focus on a particular point in the interior of the dual polytope.
This point, called the analytic center, is the point that maximizes the product of the slacks, i.e.
the product of the elements of s . For the purpose of our analysis, we use the following equivalent
definition of the analytic center:
Fact C.1 (see [Ye97, §3.1]). The analytic center of ΩD = {(y , s) : ATy + s = c; s ≥ 0} is the
unique point (
∗
y ,
∗
s) ∈ Ω˚D that satisfies ηA( ∗s) = 0, where we define
xA(s) = S
−1(I − S−1AT (AS−2AT )−1AS−1)1m
ηA(s) = ‖SxA(s)− 1m‖ =
∥∥S−1AT (AS−2AT )−1AS−11m∥∥ = ∥∥AS−11m∥∥(AS−2AT )−1
These definitions of xA and ηA satisfying the following properties:
Lemma C.2. Let (
∗
y ,
∗
s) be the analytic center of ΩD. For any point (y , s) ∈ Ω˚D we have
(i) AxA(s) = 0
(ii) ηA(s) < 1 implies xA(s) > 0
(iii) xA(
∗
s) =
∗
S−11m
(iv) For all x satisfying Ax = 0, it holds that ‖Sx − 1m‖ ≥ ηA(s)
The first three properties are straightforward from the definition. We present a proof of the
last:
Proof of C.2(iv). Note that SxA(s)− 1m is orthogonal to S(x − xA(s)), because
〈SxA(s)− 1m, S(x − xA(s))〉 =
〈
S−1AT (AS−2AT )−1AS−11m, S(x − xA(s))
〉
=
〈
(AS−2AT )−1AS−11m, A(x − xA(s))
〉
=
〈
(AS−2AT )−1AS−11m, 0
〉
= 0
We thus have
‖Sx − 1m‖ = ‖SxA(s)− 1m + S(x − xA(s))‖ ≥ ‖SxA(s)− 1m‖ = ηA(s)
It will be useful to note that the slacks of the analytic center cannot be too small. We can
bound the slacks of the analytic center away from zero as follows:
Lemma C.3 (compare [Ye97, Thm 2.6]). Let (
∗
y ,
∗
s) be the analytic center of ΩD. For every
(y , s) ∈ ΩD, we have ∗s > 1ms
Proof. ∥∥∥ ∗S−1s∥∥∥
∞
≤ 1Tm
∗
S−1s = 1Tm
∗
S−1 ∗s + 1Tm
∗
S−1(s − ∗s)
= m+ 1Tm
∗
S−1(s − ∗s)
= m+ 1Tm
∗
S−1
(
(c −ATy)− (c −AT ∗y))
= m+ 1Tm
∗
S−1AT ( ∗y − y)
= m
where we know from Lemmas C.2(i) and C.2(iii) that A
∗
S−11m = 0
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y+ = NewtonStep(A, c,y)
• Let s = c −ATy
• Let dy = Solve(AS−2AT ,−AS−11m, ǫ3) where ǫ3 = 120(√m+1)
• Return y+ = y + (1− ǫ3)dy
Figure 2: Procedure for stepping closer to the analytic center
Let us note that a point (y , s) ∈ Ω˚D that satisfies ηA(s) < 1 is close to the analytic center, in
the sense that the slacks s are bounded by a constant ratio from the slacks of the analytic center:
Lemma C.4 ([Ye97, Thm 3.2(iv)]). Suppose (y , s) ∈ Ω˚D satisfies ηA(s) = η < 1 and let ( ∗y , ∗s) be
the analytic center of ΩD. Then
∥∥S−1 ∗s − 1m∥∥ ≤ η1−η .
If (y , s) ∈ Ω˚D is sufficiently close to the analytic center (as measured by ηA), then with a single
call to the approximate solver, we can take a Newton-type step to find a point even closer to the
analytic center. This NewtonStep procedure is presented in Figure 2.
In the first part of the following lemma, we prove that the point returned by NewtonStep is
indeed still inside the dual polytope. In the second part, we show how close the new point is to the
analytic center:
Lemma C.5 (compare [Ye97, Thm 3.3]). Suppose (y , s) ∈ Ω˚D satisfies ηA(s) = η < 1.
Let y+ = NewtonStep(A, c,y) and s+ = c −ATy+
Then (i) s+ > 0 and (ii) ηA(s
+) ≤ η2 + 120η
Proof. (i) The solver guarantees that∥∥dy + (AS−2AT )−1AS−11∥∥AS−2AT ≤ ǫ3 ∥∥(AS−2AT )−1AS−11∥∥AS−2AT = ǫ3 · η
or equivalently∥∥S−1ATdy + S−1AT (AS−2AT )−1AS−11∥∥ ≤ ǫ3 ∥∥S−1AT (AS−2AT )−1AS−11∥∥ = ǫ3 · η (7)
and so ∥∥S−1ATdy∥∥ ≤ (1 + ǫ3)∥∥S−1AT (AS−2AT )−1AS−11∥∥ = (1 + ǫ3)η < 1 + ǫ3
We thus have ∥∥S−1s+ − 1∥∥ = ∥∥S−1 (s − (1− ǫ3)ATdy)− 1∥∥
= (1− ǫ3)
∥∥S−1ATdy∥∥
≤ (1− ǫ3)(1 + ǫ3) < 1
Thus S−1s+ is positive and so is s+.
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(ii) Let x = xA(s) and x
+ = xA(s
+). We have
ηA(s
+) ≤
∥∥Xs+ − 1m∥∥ (by Lemma C.2(iv))
=
∥∥X(s − (1− ǫ3)ATdy)− 1m∥∥
=
∥∥(1− ǫ3)XS(Xs − 1m − S−1ATdy)− (1− ǫ3)(XS − I)(Xs − 1m) + ǫ3(Xs − 1m)∥∥
≤ (1− ǫ3)
∥∥XS(S−1ATdy − Sx + 1m)∥∥+ (1− ǫ3) ‖(XS − I)(Xs − 1m)‖+ ǫ3 ‖(Xs − 1m)‖
≤ (1− ǫ3) ‖Sx‖
∥∥S−1ATdy − Sx + 1m∥∥+ (1− ǫ3) ‖Sx − 1m‖2 + ǫ3 ‖Sx − 1m‖
(using the relation ‖Vw‖ ≤ ‖v‖∞ ‖w‖ ≤ ‖v‖ ‖w‖)
≤ (1− ǫ3)(‖Sx − 1m‖+ ‖1m‖)
∥∥S−1ATdy − Sx + 1m∥∥+ (1 − ǫ3) ‖Sx − 1m‖2 + ǫ3 ‖Sx − 1m‖
= (1− ǫ3)(η +
√
m)
∥∥S−1ATdy − Sx + 1m∥∥+ (1− ǫ3)η2 + ǫ3η
= (1− ǫ3)(η +
√
m)
∥∥S−1ATdy + S−1AT (AS−2AT )−1AS−11m∥∥+ (1− ǫ3)η2 + ǫ3η
≤ (1− ǫ3)(η +
√
m)ǫ3η + (1− ǫ3)η2 + ǫ3η (by equation 7)
≤ ǫ3(η +
√
m)η + (1− ǫ3)η2 + ǫ3η
= η2 + ǫ3(
√
m+ 1)η
= η2 +
1
20
η
C.2 The Path-Following Algorithm
In a path-following algorithm, we modify the dual polytope ΩD =
{
(y , s) : ATy + s = c; s ≥ 0}
by adding an additional contraint bTy ≥ z, where z ≤ z∗. As we let z approach z∗, the center of
the polytope approaches the solution to the dual linear program.
Letting sgap = b
Ty − z denote the new slack variable, we define the modified polytope:
ΩDb,z =
{
(y , s , sgap) :
[
ATy + s
−bTy + sgap
]
=
[
c
−z
]
; s , sgap ≥ 0
}
Using a trick of Renegar, when we define the analytic center of ΩDb,z, we consider there to be m
copies of the slack sgap, as follows:
Definition C.6. The analytic center of ΩDb,z is the point (
∗
y ,
∗
s ,
∗
sgap) ∈ Ω˚Db,z, that satisfies
η˜(
∗
s ,
∗
sgap) = 0, where we define
η˜(s , sgap) = ηA˜(s˜) where A˜ =
[
A −b1Tm
]
and s˜ =
[
s
sgap1m
]
The central path is the set of analytic centers of the polytopes
{
ΩDb,z
}
z≤z∗
A path-following algorithm steps through a sequence of points near the central path, as z
increases towards z∗. It is useful to note that given any point on the central path, we may easily
construct a feasible primal solution x , as follows:
Lemma C.7. Let (
∗
y ,
∗
s,
∗
sgap) be the analytic center of Ω
D
b,z. Then the vector x =
∗
sgap
m
∗
S−11m
satisfies Ax = b. More generally, for any (y , s , sgap) ∈ Ω˚Db,z, the vector x = sgapm S−11m satisfies
‖Ax − b‖(A˜S˜−2A˜T )−1 =
sgap
m
· η˜(s , sgap)
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(y+, s+, s+gap, z
+) = Shift(y , s , sgap, z)
• Let z+ = z + sgap
10
√
m
• Let y+ = NewtonStep(A˜, c˜,y) where A˜ = [A −b1Tm] and c˜ = [ c−z+1m
]
• Let
[
s+
s+gap
]
=
[
c −ATy+
bTy+ − z+
]
Figure 3: Procedure for taking a step along the central path
Proof. We prove the second assertion:
‖Ax − b‖(A˜S˜−2A˜T )−1 =
sgap
m
∥∥AS−11m −ms−1gapb∥∥(A˜S˜−2A˜T )−1
=
sgap
m
∥∥∥A˜S˜−112m∥∥∥
(A˜S˜−2A˜T )−1
=
sgap
m
· η˜(s , sgap)
The first assertion now follows from the definition of analytic center.
Let us now describe how to take steps along the central path using our approximate solver.
In Figure 3, we present the procedure Shift, which takes as input a value z < z∗ and a point
(y , s , sgap) ∈ Ω˚Db,z satisfying η(s , sgap) ≤ 110 . The output is a new value z+ that is closer to z∗, and
a new point (y+, s+, s+gap) ∈ Ω˚Db,z+ satisfying η(s+, s+gap) ≤ 110 . The procedure requires a single call
to the solver.
Let us examine this procedure more closely. After defining the incremented value z+, if we
let s′gap = b
Ty − z+ = sgap − (z+ − z), then (y , s , s′gap) is a point in the shifted polytope ΩDb,z+.
However this point may be slightly farther away from the central path. One call to the NewtonStep
procedure suffices to obtain a new point (y+, s+, s+gap) ∈ Ω˚Db,z+ that is sufficiently close to the
central path, satisfying η˜(s+, s+gap) ≤ 110 .
We prove this formally:
Lemma C.8 (compare [Ye97, Lem 4.5]). Given z < z∗ and (y , s , sgap) ∈ Ω˚Db,z where η˜(s , sgap) ≤ 110 ,
let s′gap = b
Ty − z+ and (y+, s+, s+gap, z+) = Shift(y , s , sgap, z). Then
(i) z+ < z∗
(ii) s′gap > 0 and η˜(s , s′gap) <
21
100
(iii) s+, s+gap > 0 and η˜(s
+, s+gap) <
1
10
Proof. (i)
z+ = z +
bTy − z
10
√
m
< z + (bTy − z) = bTy < z∗
(ii) We note that s′gap = sgap − (z+ − z) =
(
1− 1
10
√
m
)
sgap > 0.
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Let us write s˜ =
[
s
sgap1m
]
and s˜ ′ =
[
s
s′gap1m
]
and note that
s˜ − s˜ ′ =
[
0
(sgap − s′gap)1m
]
=
[
0
(z+ − z)1m
]
=
[
0
sgap
10
√
m
1m
]
(8)
Let us define x˜ =
[
x
x gap
]
= x A˜(s˜). So we have
η˜(s , s′gap) = ηA˜(s˜
′) ≤
∥∥∥S˜′x˜ − 12m∥∥∥ (by Lemma C.2(iv))
≤
∥∥∥S˜x˜ − 12m∥∥∥+ ∥∥∥(S˜′ − S˜)x˜∥∥∥
=
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
√
m
‖sgapx gap‖ (by Equation 8)
≤
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
√
m
(‖sgapx gap − 1m‖+ ‖1m‖)
=
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
√
m
‖sgapx gap − 1m‖+ 1
10
≤
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
‖sgapx gap − 1m‖+ 1
10
≤
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
∥∥∥S˜x˜ − 12m∥∥∥+ 1
10
=
11
10
η˜(s , sgap) +
1
10
(9)
≤ 11
10
· 1
10
+
1
10
=
21
100
(iii) By Lemma C.5, we have s+, s+gap > 0 and
η˜(s+, s+gap) ≤ η˜(s , s′gap)2 +
1
20
η˜(s , s′gap) ≤
(
21
100
)2
+
1
20
· 21
100
<
1
10
We now present the complete path-following InteriorPoint algorithm, implemented using an
approximate solver, in Figure 4. For now we postpone describing the FindCentralPath subroutine,
which gives an initial point near the central path. In particular, it produces a zC < z∗ and
(yC , sC , sCgap) ∈ ΩDb,zC satisfying η˜(sC , sCgap) ≤ 110 . Once we have this initial central path point,
Lemma C.8 tells us that after each call to Shift we have a new value z < z∗ and new central path
point (y , s , sgap) ∈ Ω˚Db,z that satisfies η˜(s , sgap) ≤ 110 .
Later we will analyze the number of calls to Shift before the algortihm terminates. First, let
us confirm that the algorithm returns the correct output:
Lemma C.9. The output of x = InteriorPoint(A, b , c,y0, ǫ) satisfies
(i) x > 0
(ii) ‖Ax − b‖ ≤ ǫ
12
√
2·Tn1/2
(iii) cTx < z∗ + ǫ
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x = InteriorPoint(A, b , c,y0, ǫ)
• Compute (yC , zC) = FindCentralPath(A, b , c,y0) and
[
sC
sCgap
]
=
[
c −ATyC
bTyC − zC
]
• Set (y , s , sgap, z) := (yC , sC , sCgap, zC)
• While sgap > ǫ3 :
– Set (y , s , sgap, z) := Shift(y , s , sgap, z)
• Compute v = Solve(A˜S˜−2A˜T , A˜S˜−112m, ǫ4)
where A˜ =
[
A −b1Tm
]
and ǫ4 = min
(
1,
smin
TU
· m
1/2
n
)
and s˜ =
[
s
sgap1m
]
and smin is the smallest entry of s˜
• Return x = x ′mx′gap where
[
x ′
x′gap
]
=
[
S−11m − S−2AT v
s−1gap + s−2gapb
Tv
]
Figure 4: Dual path-following interior-point algorithm using an approximate solver
Proof. (i) To assist in our proof, let us define x˜ ′ =
[
x ′
x′gap1m
]
and note that x˜ ′ = S˜−112m−S˜−2A˜Tv .
We have∥∥∥S˜x˜ ′ − 12m∥∥∥ = ∥∥∥S˜−1A˜T v∥∥∥
= ‖v‖A˜S˜−2A˜T
≤
∥∥∥(A˜S˜−2A˜T )−1A˜S˜−112m∥∥∥
A˜S˜−2A˜T
+
∥∥∥v − (A˜S˜−2A˜T )−1A˜S˜−112m∥∥∥
A˜S˜−2A˜T
≤ (1 + ǫ4)
∥∥∥(A˜S˜−2A˜T )−1A˜S˜−112m∥∥∥
A˜S˜−2A˜T
(by guarantee of Solve)
= (1 + ǫ4) · η˜(s , sgap) ≤ 2 · η˜(s , sgap) ≤ 2 · 1
10
≤ 1
5
(10)
Since s˜ is positive, we conclude that x˜ ′ must also be positive, and so must be x .
(ii) We have
‖Ax − b‖ = 1
mx′gap
∥∥Ax ′ −mx′gapb∥∥
=
1
mx′gap
∥∥∥A˜x˜ ′∥∥∥
=
1
mx′gap
∥∥∥A˜S˜−112m − A˜S˜−2A˜T v∥∥∥
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Observe that the largest eigenvalue of the matrix A˜A˜T = AAT +mbbT is less than the trace, which
is at most 2nmU2. Thus, the largest eigenvalue of A˜S˜−2A˜T is at most 2nmU2s−2min. So we proceed
≤ (2nmU
2s−2min)
1/2
mx′gap
∥∥∥A˜S˜−112m − A˜S˜−2A˜T v∥∥∥
(A˜S˜−2A˜T )−1
=
(2n)1/2U
m1/2x′gapsmin
∥∥∥(A˜S˜−2A˜T )−1A˜S˜−112m − v∥∥∥
A˜S˜−2A˜T
≤ (2n)
1/2U
m1/2x′gapsmin
· ǫ4
∥∥∥(A˜S˜−2A˜T )−1A˜S˜−112m∥∥∥
A˜S˜−2A˜T
(by guarantee of Solve)
=
(2n)1/2U
m1/2x′gapsmin
· ǫ4 · η˜(s , sgap)
≤ (2n)
1/2U
m1/2x′gapsmin
· ǫ4 · 1
10
≤ (2n)
1/2U
m1/2x′gapsmin
· m
1/2smin
nTU
· 1
10
=
1
5
√
2 · Tn1/2 ·
1
x′gap
≤ 1
5
√
2 · Tn1/2 ·
5
4
· sgap (from equation 10, we know sgapx′gap ≥
4
5
)
≤ 1
5
√
2 · Tn1/2 ·
5
4
· ǫ
3
≤ ǫ
12
√
2 · Tn1/2 (11)
(iii) We have
sTx =
sTx ′
mx′gap
≥ 5s
Tx ′
6m
· sgap (from equation 10, we know sgapx′gap ≤
6
5
)
=
5 ‖Sx ′‖1
6m
· sgap
≥ 5
6m
(‖1m‖1 − ∥∥Sx ′ − 1m∥∥1) · sgap
=
5
6m
(
m− ∥∥Sx ′ − 1m∥∥1) · sgap
≥ 5
6m
(
m−√m ∥∥Sx ′ − 1m∥∥) · sgap
≥ 5
6m
(
m− 1
5
√
m
)
· sgap (by equation 10)
≥ 5
6m
· 4
5
·m · sgap
=
2
3
· sgap (12)
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sTx =
sTx ′
mx′gap
≤ 5s
Tx ′
4m
· sgap (from equation 10, we know sgapx′gap ≥
4
5
)
=
5 ‖Sx ′‖1
4m
· sgap
≤ 5
4m
(∥∥Sx ′ − 1m∥∥1 + ‖1m‖1) · sgap
=
5
4m
(∥∥Sx ′ − 1m∥∥1 +m) · sgap
≤ 5
4m
(√
m
∥∥Sx ′ − 1m∥∥+m) · sgap
≤ 5
4m
(
1
5
√
m+m
)
· sgap (by equation 10)
≤ 5
4m
· 6
5
·m · sgap
=
3
2
· sgap (13)
We then have
cTx − z∗ > cTx − bTy
= (cT − yTA)x + yT (Ax − b)
= sTx + yT (Ax − b) ≥ 2
3
· sgap + yT (Ax − b) (by Equation 13)
≤ . . . 2
3
· ǫ+ yT (Ax − b)
≤ 2
3
· ǫ+ ‖y‖ ‖Ax − b‖
≤ 2
3
· ǫ+ Tn1/2 ‖Ax − b‖
≤ 2
3
· ǫ+ 1
12
√
2
· ǫ (by Lemma C.9(ii))
< ǫ
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cTx − z∗ < cTx − z
= (cT − yTA)x + yT (Ax − b) + bTy − z
= sTx + yT (Ax − b) + sgap
≤ 5
2
· sgap + yT (Ax − b) (by Equation 13)
≤ 5
6
· ǫ+ yT (Ax − b)
≤ 5
6
· ǫ+ ‖y‖ ‖Ax − b‖
≤ 5
6
· ǫ+ Tn1/2 ‖Ax − b‖
≤ 5
6
· ǫ+ 1
12
√
2
· ǫ (by Lemma C.9(ii))
< ǫ
Next, we analyze the number of Shift iterations until the algorithm terminates. We can
measure the progress of the algorithm with the potential function B(z):
B(z) =
m∑
j=1
log
∗
sj +m log
∗
sgap where (
∗
y ,
∗
s,
∗
sgap) is the analytic center of Ω
D
b,z
Soon, we will show how a decrease in B(z) implies that sgap is decreasing and thus the algorithm
is making progress. Let us first show that the value of B(z) decreases by Ω(
√
m) after each iteration.
Lemma C.10 (compare [Ye97, Lem 4.6]). Given (y , s , sgap) ∈ Ω˚Db,z satisfiying η˜(s , sgap) < 110 , let
(y+, z+) = Shift(y , z). Then B(z+) ≤ B(z)−Θ(√m).
Proof. Let (
∗
y ,
∗
s ,
∗
sgap) and (
∗
y+,
∗
s+,
∗
s+gap) respectively be the analytic centers of Ω
D
b,z and Ω
D
b,z+.
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Following Lemma C.7, we define x =
∗
sgap
m
∗
S−11m that satisfies Ax = b. We have
e
B(z+)−B(z)
2m =
√√√√√ m∏
j=1
∗
s+j
∗
sj

1
m
·
∗
s+gap
∗
sgap
≤ 1
2m
m∑
j=1
∗
s+j
∗
sj
+
1
2
∗
s+gap
∗
sgap
≤ 1 + 1
2m
m∑
j=1
∗
s+j − ∗sj
∗
sj
+
1
2
∗
s+gap − ∗sgap
∗
sgap
= 1 +
1
2
∗
sgap
·
∗
sgap
m
(
∗
s+ − ∗s) ∗S−11m + 1
2
∗
sgap
(
∗
s+gap − ∗sgap)
= 1 +
1
2
∗
sgap
(
(
∗
s+ − ∗s)Tx + ( ∗s+gap − ∗sgap)
)
= 1 +
1
2
∗
sgap
((
(c −AT ∗y+)− (c −AT ∗y))T x + ( ∗s+gap − ∗sgap))
= 1 +
1
2
∗
sgap
(
(
∗
y − ∗y+)TAx + ( ∗s+gap − ∗sgap)
)
= 1 +
1
2
∗
sgap
(
(
∗
y − ∗y+)Tb + ( ∗s+gap − ∗sgap)
)
(by Lemma C.7)
= 1 +
1
2
∗
sgap
(
(bT
∗
y − ∗sgap)− (bT ∗y+ − ∗s+gap)
)
= 1 +
1
2
∗
sgap
(
z − z+) (14)
= 1− sgap
20
√
m · ∗sgap
≤ 1− 9
200
√
m
(
∗
sgap
sgap
≤ 10
9
by Lemma C.4)
≤ e− 9200√m
We conclude that B(z+)−B(z) ≤ − 9100
√
m.
Let us now show that a decrease in the potential function B(z) implies a decrease in the value
of sgap:
Lemma C.11 (compare [Ye97, Prop 4.2]). Given (y , s , sgap) ∈ Ω˚Db,z and (y+, s+, s+gap) ∈ Ω˚Db,z+
where z+ > z and η˜(s , sgap) ≤ η and η˜(s+, s+gap) ≤ η for η < 1. Then
sgap
s+gap
≤ (1 − 2η) ·
(
e
B(z1)−B(z2)
m − 1
)
Proof. Let (
∗
y ,
∗
s,
∗
sgap) and (
∗
y+,
∗
s+,
∗
s+gap) respectively be the analytic centers of Ω
D
b,z and Ω
D
b,z+ . We
define x =
∗
sgap
m
∗
S−11m and x+ =
∗
s+gap
m (
∗
S+)−11m, which by Lemma C.7 satisfy Ax = b = Ax+.
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We have
e
B(z)−B(z+)
m =
 m∏
j=1
∗
sj
∗
s+j

1
m
·
∗
sgap
∗
s+gap
≤ 1
m
 m∑
j=1
∗
sj
∗
s+j
 · ∗sgap∗
s+gap
=
1 + 1
m
m∑
j=1
∗
sj − ∗s+j
∗
s+j
 · ∗sgap∗
s+gap
=
(
1 +
1
∗
s+gap
(
∗
s − ∗s+)Tx+
)
·
∗
sgap
∗
s+gap
=
(
1 +
1
∗
s+gap
(
(c −AT ∗y)− (c −AT ∗y+))T x+) · ∗sgap∗
s+gap
=
(
1 +
1
∗
s+gap
(
∗
y − ∗y+)TAx+
)
·
∗
sgap
∗
s+gap
=
(
1 +
1
∗
s+gap
(
∗
y − ∗y+)Tb
)
·
∗
sgap
∗
s+gap
=
(
1 +
1
∗
s+gap
(
∗
y − ∗y+)TAx
)
·
∗
sgap
∗
s+gap
=
(
1 +
1
∗
s+gap
(
(c −AT ∗y)− (c −AT ∗y+))T x) · ∗sgap∗
s+gap
=
(
1 +
1
∗
s+gap
(
∗
s − ∗s+)Tx
)
·
∗
sgap
∗
s+gap
≤
(
1 +
1
∗
s+gap
∗
sTx
)
·
∗
sgap
∗
s+gap
=
(
1 +
∗
sgap
∗
s+gap
)
·
∗
sgap
∗
s+gap
≤
(
1 +
∗
sgap
∗
s+gap
)2
So
∗
sgap
∗
s+gap
≥ eB(z)−B(z
+)
2m − 1
Using Lemma C.4, we may conclude
sgap
s+gap
=
sgap
∗
sgap
·
∗
sgap
∗
s+gap
·
∗
s+gap
s+gap
≥
1− η1−η
1 + η1−η
·
(
e
B(z)−B(z+)
2m − 1
)
Corollary C.12. The InteriorPoint algorithm makes O
(√
m log
sCgap
ǫ
)
calls to Shift.
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Proof. Recall that the algorithm will terminate only when the value of sgap has decreased from its
initial value of sCgap to below
ǫ
3 . Thus, Lemma C.11 ensures us that sgap will be smaller than
ǫ
3 once
B(z) has decreased by Ω
(
m log
sCgap
ǫ
)
. According to Lemma C.10, this occurs after O
(√
m log
sCgap
ǫ
)
Shift iterations.
C.3 Finding the Central Path
It remains for us to describe how to initialize the path-following algorithm by finding a point
near the central path. Essentially, this is accomplished by running the path-following algorithm
in reverse. Instead of stepping towards the optimum given by b , we step away from the optimum
given by the vector
¯
b = A(S0)−11m that depends on our initial feasible point (y0, s0) ∈ Ω˚D.
Our analysis parallels that in the previous section. The following function
¯
η measures the
proximity of a point (y , s ,
¯
sgap) ∈ Ω˚D
¯
b,
¯
z to the central path given by ¯
b:
¯
η(s ,
¯
sgap) = η ˜
¯
A(˜¯
s) where ˜
¯
A =
[
A −
¯
b1Tm
]
and ˜
¯
s =
[
s
¯
sgap1m
]
To initialize the algorithm, we observe that (y0, s0,m) ∈ ΩD
¯
b,
¯
z0 is on the ¯
b central path, where we
define
¯
z0 =
¯
bTy0 −m:
Lemma C.13.
¯
η(s0,m) = 0
Proof. Defining ˜
¯
s0 =
[
s0
m1m
]
, we have
˜
¯
A( ˜
¯
S0)−112m =
[
A −
¯
b1Tm
] [(S0)−11m
m−11m
]
= A(S0)−11m −
¯
b · 1
T
m1m
m
=
¯
b −
¯
b = 0
Thus,
¯
η(s0,m) =
∥∥∥ ˜
¯
A( ˜
¯
S0)−112m
∥∥∥
( ˜
¯
A( ˜
¯
S0)−2 ˜
¯
AT )−1
= 0
We present the FindCentralPath algorithm in Figure 5. Starting with
¯
z =
¯
z0, we take steps
along the
¯
b central path, decreasing
¯
z until it is sufficiently small that the analytic center of ΩD
¯
b,
¯
z
is close to the analytic center of ΩD, and therfore also close to the analytic center of ΩDb,z for some
sufficiently small z.
Let us show that the Unshift procedure indeed takes steps near the
¯
b central path:
Lemma C.14 (compare Lemmas C.8). Given (y , s ,
¯
sgap) ∈ Ω˚D
¯
b,z satisfying
¯
η(s ,
¯
sgap) ≤ 140 . Let
¯
s′gap = b
Ty −
¯
z+ and (y+, s+,
¯
s+gap,¯
z+) = Unshift(y , s ,
¯
sgap,
¯
z) . Then
(i)
¯
η(s ,
¯
s′gap) ≤ 51400
(ii)
¯
η(s+,
¯
s+gap) ≤ 140 .
Proof of C.14(i). Following the proof of Lemma C.8(i) through equation 9, we have
¯
η(s ,
¯
s′gap) ≤
11
10
·
¯
η(s ,
¯
sgap) +
1
10
≤ 11
10
· 1
40
+
1
10
=
51
400
40
(y , s , sgap, z) = FindCentralPath(A, b , c,y
0)
• Define [
s0
¯
s0gap
]
=
[
c −ATy0
m
]
¯
b = A(S0)−11m
¯
z0 =
¯
bTy0 −
¯
s0gap
• Set (y , s ,
¯
sgap,
¯
z) := (y0, s0,
¯
s0gap,¯
z0)
• While
¯
sgap < 40λ
−1/2
min Tm ‖¯b‖:
– Set (y , s ,
¯
sgap,
¯
z) := Unshift (y , s ,
¯
sgap,
¯
z)
• Return (y , s)
and z = bTy − 40λ−1/2min Tm ‖b‖
and sgap = b
Ty − z
(y+, s+,
¯
s+gap,¯
z+) = Unshift(y , s ,
¯
sgap,
¯
z)
• Let
¯
z+ =
¯
z − ¯sgap
10
√
m
• Let y+ = NewtonStep( ˜
¯
A, ˜
¯
c,y) where ˜
¯
A =
[
A −
¯
b1Tm
]
and ˜
¯
c =
[
c
−
¯
z+1m
]
• Let
[
s+
¯
s+gap
]
=
[
c −ATy+
¯
bTy+ −
¯
z+
]
Figure 5: Algorithm for finding point near central path given feasible interior point
Proof of C.14(ii). By Lemma C.5, we have
η˜(s+,
¯
s+gap) ≤ η˜(s ,¯s
′
gap)
2 +
1
20
η˜(s ,
¯
s′gap) ≤
(
51
400
)2
+
1
20
· 51
400
<
1
40
Next, let us prove that the point returned by FindCentralPath is indeed near the original
central path (i.e. the path given by b):
Lemma C.15. For y0 satisfying ATy0 < c, let (y , s , sgap, z) = FindCentralPath(A, b , c,y
0).
Then (y , s , sgap) ∈ Ω˚Db,z and η˜(s , sgap) ≤ 110 .
Proof. Using the values at the end of the algorithm, we write s˜ =
[
s
sgap1m
]
and ˜
¯
s =
[
s
¯
sgap1m
]
.
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To begin, we note
¯
sgap ≥ 40λ−1/2min Tm ‖¯b‖
= 40m(T−2λmin)−1/2 ‖
¯
b‖
≥ 40m ‖
¯
b‖(AS−2AT )−1 (15)
where the last inequality follows because the smallest eigenvalue of AS−2AT is at least T−2λmin.
Similarly,
sgap = 40λ
−1/2
min Tm ‖b‖ ≥ 40m ‖b‖(AS−2AT )−1 (16)
We have
η˜(s , sgap) =
∥∥∥A˜S˜−112m∥∥∥
(A˜S˜−2A˜T )−1
≤
∥∥∥A˜S˜−112m∥∥∥
(AS−2AT )−1
(because A˜S˜−2A˜T −AS−2AT = ms−2gapbbT is positive semidefinite)
=
∥∥∥ ˜
¯
A ˜
¯
S−112m −ms−1gapb +m¯s
−1
gap¯
b
∥∥∥
(AS−2AT )−1
≤
∥∥∥ ˜
¯
A ˜
¯
S−112m
∥∥∥
(AS−2AT )−1
+m
¯
s−1gap ‖¯b‖(AS−2AT )−1 +ms
−1
gap ‖b‖(AS−2AT )−1
≤
∥∥∥ ˜
¯
A ˜
¯
S−112m
∥∥∥
(AS−2AT )−1
+
1
40
+
1
40
(by equations 15 and 16)
≤
(
1 +m
¯
s−1gap ‖¯b‖(AS−2AT )−1
)1/2 ∥∥∥ ˜
¯
A ˜
¯
S−112m
∥∥∥
( ˜
¯
A ˜
¯
S−2 ˜
¯
AT )−1
+
1
40
+
1
40
(by Lemma B.3, using the fact that ˜
¯
A ˜
¯
S−2 ˜
¯
AT −AS−2AT = m
¯
s−2gap¯
b
¯
bT )
≤
(
1 +
1
40
)1/2 ∥∥∥ ˜
¯
A ˜
¯
S−112m
∥∥∥
( ˜
¯
A ˜
¯
S−2 ˜
¯
AT )−1
+
1
40
+
1
40
(by equation 15)
=
(
1 +
1
40
)1/2
·
¯
η(s ,
¯
sgap) +
1
40
+
1
40
≤ 2 ·
¯
η(˜
¯
s ,
¯
sgap) +
1
20
≤ 2 · 1
40
+
1
20
(by Lemma C.14(ii))
=
1
10
To measure the progress of the FindCentralPath algorithm, we define
¯
B(
¯
z):
¯
B(
¯
z) =
m∑
j=1
log
∗
sj +m log
∗
¯
sgap where (
∗
y ,
∗
s,
∗
¯
sgap) is the analytic center of Ω
D
¯
b,
¯
z
Lemma C.16 (compare Lemma C.10). Given (y , s ,
¯
sgap) ∈ Ω˚D
¯
b,z satisfying
¯
η(s ,
¯
sgap) ≤ 140 . Let
(y+, s+,
¯
s+gap,¯
z+) = Unshift(y , s ,
¯
sgap,
¯
z). Then
¯
B(
¯
z+) ≥
¯
B(
¯
z) + Θ(
√
m).
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Proof. We will follow the proof of Lemma C.10, with some minor changes.
Before we proceed, let us recall the definition
¯
z+ =
¯
z − ¯sgap
10
√
m
to note that
¯
s′gap = ¯
sgap +
¯
z −
¯
z+ = 10
√
m(
¯
z −
¯
z+) +
¯
z −
¯
z+ ≤ 11√m(
¯
z −
¯
z+) (17)
Now, we switch the places of z and z+, and follow the proof of Lemma C.10 up to Equation 14:
e ¯
B(
¯
z)−
¯
B(
¯
z+)
2m ≤ 1 + 1
2
∗
¯
s+gap
· (
¯
z+ −
¯
z)
We continue:
≤ 1− ¯s
′
gap
22
√
m · ∗
¯
s+gap
(by Equation 17)
≤ 1− 1
22
√
m
· 349
400
(by Lemmas C.14 and C.4)
≤ e− 1694400√m
Corollary C.17. The FindCentralPath algorithm makes O
(√
m log TUm
λmins0min
)
calls to Unshift,
where s0min is the smallest entry of s
0 = c −ATy0.
Proof. Recall that the algorithm will terminate only when the value of
¯
sgap has increased from its
initial value of m to at least 40λ
−1/2
min Tm ‖¯b‖. So, by Lemma C.11, this will have happened once
¯
B(z) has increased by Ω
(
m log
(
λ
−1/2
min T ‖¯b‖
))
.
According to Lemma C.16, this occurs after O
(√
m log
(
λ
−1/2
min T ‖¯b‖
))
iterations.
To complete the proof, we note that
‖
¯
b‖ = ∥∥A(S0)−11m∥∥ ≤ n1/2mU
s0min
C.4 Calls to the Solver
In each call to Unshift, we solve one system in a matrix of the form
˜
¯
A ˜
¯
S−2 ˜
¯
AT = AS−2AT +m
¯
s−2gap¯
b
¯
bT
and in each call to Shift, we solve one system in a matrix of the form
A˜S˜−2A˜T = AS−2AT +ms−2gapbb
T
At the end of the interior-point algorithm we have one final call of the latter form.
In order to say something about the condition number of the above matrices, we must bound
the slack vector s . We are given an upper bound of T on the elements of s, so it remains to prove
a lower bound:
Lemma C.18. Throughout the InteriorPoint algorithm, s ≥ ǫ48nmTU s0
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Proof. At all times duing the algorithm, we know from Lemma C.4 that the elements of s are
bounded by a constant factor from the slacks at the current central path point
∗
s . In particular,
taking into account Lemmas C.8 and C.14, we surely have s ≥ 12
∗
s . So let us bound from below the
elements of
∗
s .
During the FindCentralPath subroutine, as we decrease
¯
z and expand the polytope ΩD
¯
b,
¯
z,
clearly the initial point s0 remains in the interior of ΩD
¯
b,
¯
z throughout. Thus, by Lemma C.3, we
have
∗
s ≥ 12ms0, and so s ≥ 12
∗
s ≥ 14ms0.
Unfortunately, during the main part of the algorithm, as we increase z and shrink the polytope
ΩDb,z, the initial point may not remain inside the polytope. In particular, once we have z ≥ bTy0,
the initial point is no longer in ΩDb,z, but we may define a related point (y
z, sz, szgap) that is in Ω
D
b,z.
Given our current point (y , s , sgap) ∈ ΩDb,z for z ≥ bTy0, let us define r = b
T y−z
2(bT y−bT y0) and note
that 0 < r < 12 . We then define
yz = ry0 + (1− r)y
[
sz
szgap
]
=
[
c −ATyz
bTyz − z
]
=
[
rs0 + (1− r)s
1
2(b
Ty − z)
]
> 0
Therefore Lemma C.3 gives
∗
s ≥ 1
2m
sz =
rs0 + (1− r)s
2m
≥ r
2m
s0
We then find
r =
sgap
2(bTy − bTy0) ≥
sgap
4nTU
≥ ǫ
24nTU
The last inequality follows because, when sgap decreased below
ǫ
3 on the final step, using Lemma
C.4 we find that it certainly could not have decreased by more than a factor of 12 .
We conclude s ≥ 12
∗
s ≥ r4ms0 ≥ ǫ48nmTU s0
We may now summarize the calls to the solver as follows:
Theorem C.19. The InteriorPoint(A, b , c,y0, ǫ) algorithm makes O
(√
m log TUm
λmins0minǫ
)
calls
to the approximate solver, of the form
Solve
(
AS−2AT + vvT , ·,Θ(m−1/2)
)
and one call of the form
Solve
(
AS−2AT + vvT , ·,Ω
(
s0minǫ
m1/2n2T 2U2
))
where S is a positive diagonal matrix with condition number O
(
T 2Um2
ǫ
)
, and v satisfies
‖v‖ = O
(
U(mn)1/2
s0minǫ
)
Proof. From Lemmas C.17 and C.12, the total number of solves isO
(√
m
(
log TUm
λmins0min
+ log
sCgap
ǫ
))
,
where we know from the FindCentralPath algorithm that sCgap = 40
Tm‖b‖
λ
1/2
min
= O
(
TUmn1/2
λ
1/2
min
)
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As we noted above, all solves are in matrices that take the form AS−2AT + vvT , where
v = m1/2s−1gapb or v = m
1/2
¯
s−1gapA(S
0)−11m
We know that sgap = Ω(ǫ) and
¯
sgap = Ω(m), so we obtain the respective bounds
‖v‖ = O
(
U(mn)1/2
ǫ
)
‖v‖ = O
(
U(mn)1/2
s0min
)
The condition number of S comes from Lemma C.18 and the upper bound of T on the slacks.
The error parameter for the solver is Θ
(
m−1/2
)
from the all NewtonStep calls. In the final
solve, the error parameter is sminm
1/2
TUn ≥ m
1/2
TUn ·
s0minǫ
48nmTU , again invoking Lemma C.18.
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