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1 Introduction
Finsler geometry is a branch of dierential geometry and it is considered as a gener-
alization of Riemannian geometry. It was originated by P. Finsler(1894-1970) in 1918,
but, the idea of it dates back to B. Riemann. He has already suggested a more general
geometry than what we call today Riemannian geometry in his lecture in 1854. After P.
Finsler, many geometers have developed Finsler geometry. In particular, in 1970 Makoto
Matsumoto completed the theory of Finsler spaces based on the theory of connections in
ber bundles which further was is developed by H. Akbar-Zadeh ([M1]).
An n-dimensional Finsler space (M;F ) is a dierential manifold M such that the
length s of a curve (xi(t)) of M is dened by the integral
s =
Z
F (x;
dx
dt
)dt:
The function F (x; dx
dt
) = F (x; y), where y = dx=dt, is called the fundamental function. It
is supposed to be dierentiable for y 6= 0 and to satisfy the conditions:
1. Positiveness : F (x; y) > 0, y 6= (0),
2. Positive homogeneous : F (x; y) = F (x; y),  > 0,
3. Strong convexity : gij =
1
2
@2F 2
@yi@yj
is positive-denite.
The Finsler space which satised the above conditions is denoted by (M;F ) and the
Hessian matrix (gij) in 3 is called the fundamental tensor of the Finsler space (M;F ).
Riemann himself further supposed the absolute homogeneity condition:
4. F (x; y) = F (x; y).
In the case of a Riemannian space (M; g) the fundamental function F (x; y) is given
by
F (x; y) =
p
g(y; y):
Obviously, a Riemannian metric satises the above four conditions. The condition 4
guarantees the independence of the length of the curves on the orientation, but in Finsler
geometry it is not necessarily requested.
Nowadays, the fundamental function F of a Finsler manifold is considered as a func-
tion
F : TM  ! [0;1)
which satises the following conditions ([BCS]):
1. Regularity: F is C1 on the entire slit tangent bundle TMnf0g.
2. Positive homogeneity: F (x; y) = F (x; y) for all  > 0.
3. Strong convexity : The n n Hessian matrix
(gij) :=
h1
2
@2F 2
@yi@yj
i
is positive-denite at every point of TMnf0g.
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The fundamental function F is also called Finsler metric. In the above, M and TM
stand for an n( 2)-dimensional dierential manifold and its tangent bundle, respectively.
Supposing that (x; U) denote a coordinate neighborhoods which cover M , we denote a
local coordinate system of TM over U by (xi; yi).
As the special Finsler metrics we have ones which are called (; )-metrics, where
 =
p
aij(x)yiyj is a Riemannian metric and  = bi(x)y
i is a one-form. They are Finsler
metrics which are positively homogeneous of degree one with two variables  and . As
simple examples of (; )-metric a Randers metric F =  +  and a Kropina metric
F = 2= are well-known.
In this paper, we represent the Riemanian metric  by  =
p
a(y; y).
  
The purpose of this thesis is to characterize Kropina metrics from a new perspective
and investigate the geometry of Kropina spaces.
A Kropina metric has its origin in thermodynamics ([AIM]). The concept of Kropina
spaces was coined in [K]. Namely, about fty years ago, V. K. Kropina considered
the problem of searching all projective two-dimensional Finsler spaces with the metric
F = 2= ([K]).
Later on, in 1978, Choko Shibata considered Kropina spaces in [Shi]. He has investi-
gated Cartan's and Berwald's connection coecients of a Kropina space and shown that
the curvature tensor Sijkl and T -tensor Tijkl of a Kropina space do not vanish. Further-
more, he investigated the conditions for a Kropina space to be a Berwald space or to be
a Minkowski space.
In 1991, Makoto Matsumoto obtained the necessary and sucient conditions for a
Kropina space to be of constant curvature ([M3]). He used the property that 2 is not
divisible by . Probably he did not suppose that the matrix (aij(x)) is positive denite.
Hence, he supposed that the dimension of a Kropina space is more than two ([M5]).
In these papers the study of Kropina metrics is mainly local using aij(x) and bi(x).
Moreover, some formulas are hard to verify and understand from geometrical point of
view.
However, considering Kropina metrics from the new point of view in this thesis claries
the geometrical meaning of Kropina metrics and the other relation. In 2005, the author
and K. Okubo rst considered a Kropina metric F = 2= on M as a solution of the
Zermelo's navigation problem on a Riemannian space and proved that it was characterized
by a new Riemannian metric h =
p
h(y; y), where h(y; y) = hij(x)y
iyj, on M and a
unit vector eld W = W i(x)(@=@xi) on (M;h) ([YO1]). Concretely speaking, for a
Riemannian metric h =
p
h(y; y) on M and a unit vector eld W = W i(x)(@=@xi) on
(M;h), consider a Finsler metric F which satises the condition y
F (x; y)
 W
 = 1;(1.1)
where jXj2 := h(X;X), X 2 TxM . Then putting
aij(x) = e
 (x)hij(x) and bi(x) = 2e (x)Wi(x);(1.2)
where Wi(x) = hir(x)W
r(x), we get
F (x; y) =
2

;  =
p
a(y; y);  = bi(x)y
i(1.3)
4
and
e(x)b2 = 1:(1.4)
Conversely, for a Kropina metric F in (1.3) dene a Riemannian metric h =
p
h(y; y)
and a vector eld W = W i(x)(@=@xi) by (1.2) and (1.4). Then it follows that W is a
unit vector eld with respect to h and F satises the equation (1.1).
The pair (h;W ) which characterizes a Kropina metric F is called the navigation data
of the Finsler metric F . From the equation (1.1) it follows that the indicatrix of a Finsler
metric is the W -translation of the indicatrix of a Riemannian metric h.
The author investigated the properties of Kropina metrics using the navigation data
(h;W ) instead of the pair (aij; bi). First, the author and K. Okubo considered the neces-
sary and sucient conditions for a Kropina space to be of constant ag curvature based
on some results of M. Matsumoto in [M3] ([YO2]) using the navigation data (h;W ).
Furthermore, in 2011 we obtained the necessary and sucient conditions for a Kropina
space (M;F = 2=) to be of constant ag curvature by straightforward calculations
using the navigation data (h;W ) ([YO3], [YO4]). Precisely speaking, a Kropina space is
of constant ag curvature K if and only if the following two conditions hold:
(a) the vector eld W is Killing with respect to the Riemannian metric h,
(b) the Riemannian space (M;h) is of constant sectional curvature K.
The geometrical meaning of these conditions are more geometrically clear than that of
the results of M. Matsumoto in [M3].
From the above results, it follows that if there exists a unit vector eld W on a
Riemannian space (M;h), a Kropina metric can be constructed on M and by supposing
that a unit vector eld W is Killing one can dene special Kropina spaces. Owing to
them, many examples of Kropina metrics can be presented.
On Kropina spaces of constant ag curvature the author and Sorin V. Sabau proved
that there exist ones of constant non-negative ag curvature and that there does not
exist ones of constant negative ag curvature ([YS1]). In fact, by obtaining a unit Killing
vector eld W on the n-dimensional Euclidean space En and the odd-dimensional sphere
S2m 1 we proved that Kropina spaces of constant ag curvature K = 0 and K > 0 could
be constructed on En and S2m 1, respectively. Furthermore, we have investigated the
moduli space MK of Kropina metrics of constant ag curvature K  0 and proved that
they are reduced to a single point for both cases K = 0 and K > 0.
In Riemannian geometry Beltrami's theorem, which states that a Riemannian space is
projectively at if and only if it is of constant sectional curvature, is well-known. But in
Kropina spaces a similar theorem does not hold. The author and Sorin V. Sabau proved
that while a Kropina space on En of constant ag curvature K = 0 is projectively at, a
Kropina space on S2m 1 of constant ag curvature K > 0 is not so ([YS1]).
We point out that there is an essential dierence between Kropina metrics and the
usual Finsler metrics, for example, a Randers metric F =  + . This is the domain of
denition of the fundamental function F that is dierent. From the non-negativeness of
the fundamental function, the domain of denition of a Kropina metric F = 2= on an
n-dimensional manifold M is expressed as
fy = (yi) 2 TxM j  = bi(x)yi > 0g;
for any x 2 M . These are half spaces of TxM for any x 2 M , which is a conic domain,
and not the whole tangent bundle TM . So, we must dene a new concept of Finsler
metrics, which is called the conic Finsler metrics. In [JS], M. A. Javaloyes and M.
Sanchez considered the denition of the conic Finsler metrics, which we referred to.
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In 2012, the author and Sorin V. Sabau investigated Kropina metrics on the conic
domain using the navigation data (h;W ) in [YS1].
We recall that Randers spaces were investigated from various points of view by many
geometers. In particular, Zhongmin Shen considered a Randers space (M; + ) from
a new perspective. In 2003, he identied the Randers metrics as the solution of the
navigation problem on some Riemannian space in [Sh1] and characterized the Randers
metrics by means of a new Riemannian metric h and a vector eld W on (M;h) with
jW j < 1.
In 2004 David Bao, Colleen Robles and Zhongmin Shen obtained the necessary and
sucient conditions for a Randers space to be of constant ag curvature and completed
the classication of strongly convex Randers metrics of constant ag curvature with the
Riemannian metric h and the vector eld W with jW j < 1 in [BRS].
In 2005, in the same situation as above, Colleen Robles investigated the geodesics of
a Randers space of constant ag curvature ([R]).
For a Randers space (M; + ) they dene a new Riemanian metric h :=
p
h(y; y)
and a vector eld W :=W i(@=@xi) as follows ([BRS]):
hij = (aij   bibj); W i :=  b
i

;
where  = 1   b2, b := paijbibj and (aij) is the inverse matrix of (aij). Here we must
notice that for a Randers metric to be strongly convex it is necessary and sucient to
have
b2 < 1:
Hence, we have  > 0 and jW j2 := h(W;W ) = hijW iW j < 1. Therefore, for a Randers
space (M; + ) one can construct a Riemannian metric h on M and a vector eld W
which satises jW j < 1 on the Riemannia space (M;h).
Conversely, suppose that (M;h :=
p
h(y; y)) is a Riemannian space and that W :=
W i(@=@xi) is a vector eld with jW j :=ph(W;W ) < 1 on the Riemannian space (M;h).
Putting ([BRS])
aij :=
hij

+
Wi

Wj

; bi :=  Wi

;
where Wi = hirW
r, one can get a Randers metric  +  since the inequality b2 < 1
holds. They got a Randers metric as a solution of Zelmelo's navigation problem on a
Riemannian space.
Furthermore, they have shown ([BRS]) that a strongly convex Randers metric F has
constant ag curvature K if and only if
1. F solves Zermelo's navigation problem on a Riemannian space (M;h) of constant
sectional curvature K + 1
16
2 for some constant , under the inuence of a vector
eld W .
2. The wind W satises h(W;W ) < 1, and it is coupled to h and  in such a way that
LWh =  h, where L denotes Lie dierentiation.
For non-at h,  must vanish, in which case W must be a Killing vector eld of h.
Taking into account Randers-Kropina L-duality, one wonders if one will be able to
obtain similar results on Kropina spaces from the above theorem by L-duality. But it is
impossible.
In [MHSS], it is proved that
Let (M;F =  + ) be a Randers space and b the Riemannian length of bi. Then
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1. If b2 = 1, the L-dual of (M;F ) is a Kropina space on T M .
2. If b2 6= 1, L-dual of (M;F ) is a Randers space on T M .
(Theorem 7.4.5.)
D. Bao , C. Robles and Z. Shen considered a Randers metric F =  +  with the
assumption b2 < 1 in [BRS]. But from above it follows that only in the case b2 = 1
a Randers space is L-dual to a Kropina space on T M . Hence, one cannot obtain the
results on Kropina spaces using L-duality.
  
We describe in the following the original concepts and the results which are obtained
by the author in this thesis.
(1) The Kropina metrics are not dened on the whole tangent bundle. Specically, for a
Kropina space (M;F = 2=), the domain of F on each tangent space TxM (x 2M)
is a half space of TxM . Hence, the author has dened the conic Finsler metric
F : A  ! (0;1), where A  TM and Ax = A \ TxM is a conic domain for any
x 2M [Section 2].
(2) The necessary and sucient condition for a classical Finsler metric to be of scalar
ag curvature is well-known. The author has shown that the necessary and sucient
condition for a conic Finsler metric to be of scalar ag curvature is the same as for
a classical Finsler metric [Proposition 4.1].
(3) The necessary and sucient conditions for a Kropina metric to be projectively at
are also well-known. The author has shown that the restriction (x; y) 2 A had no
inuence on these conditions [Subsection 9.2].
(4) For the rst time the author proved that a Finsler metric F = 2=, where  =p
a(y; y) and  = bi(x)y
i, is characterized by a new Riemannian metric h =
p
h(y; y)
on the same base manifold and a vector eld W = W i(@=@xi) of unit length with
respect to the metric h, where hij and W
i were dened by
hij(x) := e
(x)aij and 2Wi := e
(x)bi;
respectively [Chapter 3]. In the above equation, Wi = hijW
j and (x) is a function
of (xi) alone which satised the equation
e(x)b2 = 4;
where b2 = aijbibj and (a
ij) is the inverse matrix of (aij). We call the pair (h;W ) the
navigation data of a Kropina metric F .
(5) Let (M;F = 2=) be a Kropina space and (h;W ) the navigation data of F . Then
the author proved [Subsection 4.3] that a Kropina space (M;F ) is of constant ag
curvature K if and only if
(i) the unit vector led W is a Killing one with respect to h,
(ii) the Riemannian space (M;h) is of constant sectional curvature K.
7
(6) From the properties of unit Killing vector elds on the Riemannian space (M;h), it
follows that there do not exist globally dened Kropina spaces of constant negative
ag curvature K < 0 and even-dimensional Kropina spaces of constant positive ag
curvature K > 0 [Theorem 6.6, Corollary 6.7]. Therefore, up to locally isometric,
a Kropina space of constant ag curvature K can be constructed on either an n(
2)dimensional Euclidean space En or an odd-dimensional sphere S2m 1(m  2) only
[Theorem 6.8].
(7) A Kropina metric F = 2= is characterized by the navigation data (h;W ) dened
in (4). In other words, if there exists a unit vector eld W on a Riemannian space
(M;h), a Kropina metric can be constructed on M . Furthermore, if the unit vector
eld W is a Killing one, one have a special Kropina space which is called a strong
Kropina space ([YS2]). Hence, the author constructed many examples as follows
[Section 6].
(i) If M is one of the following:
(a) an n( 2)-dimensional Euclidean space,
(b) a non-compact Riemannian space,
(c) a torus, a cylinder, a Mobius band and a Klein bottle,
then a globally dened Kropina space can be constructed on M . In particular,
on an n( 2)-dimensional Euclidean space, a torus, a cylinder, a Mobius band
and a Klein bottle, a globally dened Kropina spaces which is not strong can
be constructed.
(ii) If M is one of the following:
(a) a compact connected simply connected three-dimensional Riemannian space,
(b) a Riemannian space which admits a nontrivial parallel vector eld,
(c) a two-dimensional Riemannian space which is locally Euclidean : Euclidean
plane, the cylinder, the torus, Mobius band and Klein bottle,
(d) a compact Lie group ,
(e) a Lie group with bi-invariant metric,
a globally dened strong Kropina space can be constructed on it,
(iii) If M is one of the following:
(a) a compact even-dimensional Riemannian space with positive sectional cur-
vature,
(b) a Riemannian space with negative Ricci tensor,
(c) a two-dimensional Riemannian space whose sectional curvature for a point
is negative,
(d) an n( 3)-dimensional Riemannian space of constant negative curvature,
a globally dened strong Kropina space cannot be constructed on it.
(8) We have considered the moduli spaces of Kropina metrics [Section 8]. One was the
moduli space of Kropina metrics on En of constant ag curvature K = 0. Another
was the moduli space of Kropina metrics on S2m 1 of constant ag curvature K > 0.
The author proved that both moduli spaces reduce to a single point [Theorem 8.4,
Theorem 8.5].
(9) Finally we have considered Kropina spaces which were projectively at and proved
that in Kropina spaces a similar theorem to Beltram's one in Riemannian geometry
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did not hold. To prove the above statement, the author obtained the concrete form
of a unit Killing vector eld on En and S2m 1 respectively and proved that while a
Kropina space on En of constant ag curvature K = 0 is projectively at [Theorem
9.7], a Kropina space on S2m 1 of constant ag curvature K > 0 is not projectively
at [Theorem 9.8] using the results in (3).
  
Now, we outline this thesis.
In Section 2, the conic Finsler metric is dened. LetM be an n-dimensional dierential
manifold and let Ax be a conic domain of the tangent space TxM for any x 2 M . Since
we except the case Ax = TxM , the origin of TxM does not belong to the conic domain
Ax. We dene the Minkowski conic norm on Ax. Using the Minkowski conic norm we
dene the conic Finsler metric F on a conic domain A of the tangent bundle TM :
F : A  ! (0;1):
Wemust remark that though the classical Finsler metric F satises the equation F (0) = 0,
it does not hold for the conic Finsler metrics.
In Section 3, we state the characterization of a Kropina metric. A Kropina metric
F = 2= on an n-dimensional dierential manifold M is characterized by a Riemannian
metric h on M and a unit vector eld W on (M;h) ([YO1], [YO2], [YO3], [YO4]).
In the case of Randers metrics, the length of the vector eld W is supposed to be
smaller than 1. This is a major dierence between Randers and Kropina metrics. Hence,
while in the case of a Randers metric the origin is contained inside the indicatrix, the
indicatrix of a Kropina metric passes through the origin. Therefore, the domain of the
denition of a Kropina metric is not the whole tangent space. The tangent hyperplane of
the indicatrix at the origin divides the tangent space into two half spaces. The domain
of the denition is the half space which contains the indcatrix. Due to this reason, a
Kropina metric is a conic Finsler metric (See Denition 2.3).
In Section 4, we dene the ag curvature of a conic Finsler space. The scalar curvature
and the constant curvature of conic Finsler spaces can be dened in a similar way to the
case of the classical Finsler spaces. Proposition 4.1, which states the necessary and
sucient condition for a conic Finsler space to be of scalar ag curvature, holds in a
similar way as for the classical Finsler spaces. Since a Finsler space of constant ag
curvature is a special case of a Finsler space of scalar ag curvature, we use the condition
(4.2) to obtain the necessary and sucient conditions for a Kropina space to be of constant
ag curvature K. Theorem 4.11 is the main theorem in this section and we obtain the
two conditions: one is that the vector eld W is a Killing one and another is that the
Riemannian space (M;h) is of constant sectional curvature K.
To make the investigation of the Kropina spaces easier, we divide the set of them into
the three classes. If there exists a nowhere vanishing vector eld W on a Riemannian
space (M;h), we can construct a Kropina space on M . We consider the set of such a
Kropina space as the rst class. Furthermore, if the vector eld W is a unit Killing one
on a Riemannian space (M;h), we can construct a Kropina space which satises some
condition. We call such a Kropina space a strong Kropina space. We consider the set of
such a Kropina space as the second class. Lastly, if the vector eld W is a unit Killing
one on a Riemannian space (M;h) of constant sectional curvature, we can construct a
Kropina space of constant ag curvature. We consider the set of such a Kropina space as
the third class.
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In Section 5, we recall the properties of unit Killing vector elds globally dened on the
Riemannian manifold (M;h). A Killing vector eld of constant length on a Riemannian
space M is closely related to the geodesics, the curvature and the dimension of M .
Lemma 5.2 is basic about the geodesics. For the question whether we can construct a
Kropina space of constant ag curvature on a space form, Berger's theorem (Theorem
5.10) and Theorem 5.13 ([BN1]) are fundamental. The former and the latter exclude
the construction of Kropina spaces of constant ag curvature on the even-dimensional
spheres S2m (m  1) and the n( 2)-dimensional hyperbolic spaces Hn, respectively.
In Section 6, we show the examples of three classes of globally dened Kropina spaces.
The rst examples are merely Kropina spaces constructed by unit vector elds which are
not necessarily Killing. The second examples are strong Kropina spaces constructed
by unit Killing vector elds. The third examples are Kropina spaces of constant ag
curvature K( 0).
A Kropina space of constant ag curvature is constructed on a Riemannian space of
constant sectional curvature. It is locally isometric to a space form and the models of the
space forms are Sn, En and Hn. From the results of Section 5, we exclude S2m (m  2)
and Hn (n  2). On the other hand, on S2m 1 (m  2) and En (n  1), we can easily
construct a unit Killing vector eld. Hence, we can get Kropina spaces of constant ag
curvature K( 0) (See Subsection 6.3).
In Section 7, we shall obtain the concrete form of a unit Killing vector eld on En
(n  2) and S2m 1 (m  2) (for simplicity, we denote it by En=S2m 1). In the case of
En (n  2), there exists a global coordinate system. But in the case of S2m 1 (m  2)
there is not such a coordinate system. So, we use the projective coordinate system (See
Subsection 7.2.1). The concrete forms of the unit Killing vector elds on En=S2m 1 are
given in Theorem 7.4 . It is an important result that we use in Section 8.
In Section 8, we consider the moduli space MK of Kropina metrics of constant ag
curvature on En=S2m 1, that is, the equivalence class of the set of Kropina metrics of
constant ag curvature on En=S2m 1 with respect to Finslerian conic isometry (See Def-
inition 8.1). For this problem, Lemma 8.2 is fundamental. Let a Kropina space on
En=S2m 1 be characterized by a Riemannian metric h and a unit vector eld W . From
the lemma, we have to consider only the set of vector elds (W ) mapped by an isometry
 : En=S2m 1  ! En=S2m 1 which leave the Riemannian metric h invariant. Our conclu-
sions are Theorem 8.4 and Theorem 8.5, which state that each moduli space reduces to
a single point and the dimension of it is 0. These conclusions are dierent from the case
of Randers spaces of constant ag curvature.
In Section 9, we consider the relation between the three classes of Kropina spaces
and the projectively at Kropina spaces. In Riemannian geometry, Beltlami's Theorem
is well-known. It states that a Riemannian space is projectively at if and only if it is of
constant sectional curvature. However, in the Kropina case a similar theorem does not
hold. A globally dened Kropina space of constant ag curvature K = 0 on En (n  2) is
projectively at, but a globally dened Kropina space of constant ag curvature K(> 0)
on S2m 1 (m  2) is not projectively at. Corollary 9.10 is the main result of this section.
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2 Conic Finsler metrics
2.1 Minkowski conic norms
Let V be a real vector space and A be a conic domain of V , i.e. A is open, non-empty
and satises that if v 2 A , then v 2 A for all  > 0. Especially, we must notice that
the origin of V does not belong to A, since we except the case A = V .
We dene a generalized notion of the classical Minkowski norm as follows:
Denition 2.1 ([JS]) Let V be a real vector space and A be a conic domain of V . A
Minkowski conic norm jj  jj on V is a map
jj  jj : A  ! (0;1);
which satises the conditions:
(i) strictly positive : jjvjj > 0 for any v 2 A,
(ii) positively homogeneous : jjvjj = jjvjj for all  > 0,
(iii) Positive denite Hessian :
(c1) jj  jj is smooth on A, so that the fundamental tensor eld g of jj  jj on A can
be dened as the Hessian of 1
2
jj  jj2,
(c2) g is pointwise positive denite on A.
Proposition 2.1 ([JS]) Given a Minkowski conic norm jj  jj : A  ! (0;1) and v 2 A,
the fundamental tensor gv is given as :
gv(u;w) :=
@2
@t@s
G(v + tu+ sw)

t=s=0
;
where v+ tu+ sw 2 A and G = 1
2
jj  jj2. Moreover, v  ! gv is positively homogeneous of
degree 0 (that is, gv = gv for  > 0) and it satises
gv(v; v) = jjvjj2; gv(v; w) = @
@s
G(v + sw)

s=0
;
where v + sw 2 A.
(Proof.) We have
gv(u;w) =
@
@t
 @
@vj
G(v+tu+sw)wj

t=s=0
=
 @2
@vi@vj
G(v+tu+sw)

uiwj

t=s=0
= gij(v)u
iwj
and
gv(v; v) = gij(v)v
ivj =
@G(v)
@vi
vi = 2G(v) = jjvjj2:
Furthermore, if v + sw 2 A,
@
@s
G(v + sw)

s=0
=
@G(v)
@vi
wi =
@2G(v)
@vi@vj
viwj = gv(v; w):
Lastly, we have
gv(u;w) =
@2
@t@s
G(v+tu+sw)

t=s=0
= 2
@2
@t@s
G(v+
t

u+
s

w)

t=s=0
= 2gv(u;w)
1
2
= gv(u;w):
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Let y 2 A and dene Wy by
Wy := fw 2 V jgy(y; w) = 0g:
Then we get the decomposition V = Ry Wy. Dene hy(u; v) (u; v 2 V ) by
hy(u; v) := gy(u; v)  1jjyjj2 gy(y; u)gy(y; v)
and we call hy the angular form. They read that the equations
hy(y; y) = 0; hy(y; w) = 0
hold good for any w 2 Wy. Then, for any v = w + y 2 V , where w 2 Wy, using the
above equations we have
hy(v; v) = gy(w;w)  0:(2.1)
The (0)-positively homogeneity is easily proved from the denition. 2
Proposition 2.2 (Remark 2.9 in [JS]) Given a Minkowski conic norm jj  jj : A  !
(0;1). Let v, w 2 A. If (1  t)w + tv 2 A for all t 2 (0; 1), then jj  jj satises
jjw + vjj  jjwjj+ jvjj:
Equality holds good if and only if w = v for some  > 0.
(Proof.) Put y(t) := (1   t)w + tv and (t) := jjy(t)jj. Since g is positive denite on A,
we have
0(t) =
@jjy(t)jj
@yi
(vi   wi) = 1jjy(t)jj
@G(y(t))
@yi
(vi   wi)
and
00(t)
=   1jjy(t)jj3
@G(y(t))
@yj
(vj   wj)@G(y(t))
@yi
(vi   wi) + 1jjy(t)jj
@2G(y(t))
@yi@yj
(vi   wi)(vj   wj)
=   1jjy(t)jj3
@2G(y(t))
@yj@yi
yi(t)(vj   wj)@
2G(y(t))
@yj@yi
yj(t)(vi   wi)
+
1
jjy(t)jj
@2G(y(t))
@yi@yj
(vi   wi)(vj   wj)
=
1
jjy(t)jj
n
gy(t)(v   w; v   w)  1jjy(t)jj2 gy(t)(y(t); v   w)gy(t)(y(t); v   w)
o
=
1
jjy(t)jjhy(t)(v   w; v   w)  0
using (2.1). This implies
2(
1
2
)  (0) + (1):
Namely,
jjw + vjj  jjwjj+ jjvjj:
2
From the above proposition, it follows that if A is convex, then the triangle inequality
holds.
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Proposition 2.3 ([JS]) Let jj  jj : A  ! (0;1) be a Minkowski conic norm. Then, the
unit sphere
SA := fv 2 A : jjvjj = 1g
is a hypersurface embedded in A as a closed subset, and the equation gv(v; w) = 0 holds
for a vector v 2 SA and the tangent vector w of SA at v, that is, the position vector at
each point is transverse to SA.
Furthermore, if A is convex, SA is also convex.
(Proof.) Since a Minkowski conic norm jj  jj : A  ! (0;1) is continuous on A and f1g
is a closed set of (0;1), the inverse image of 1 is a closed set of A.
Let v 2 SA and let v(t) be a curve on SA which satises the equation v(0) = v.
Dierentiating jjv(t)jj2 = 1 by t and putting t = 0, we have
0 =
d
dt
1
2
jjv(t)jj2

t=0
=
@G(v(t))
@vj
_vj(t)

t=0
=
@G(v)
@vj
_vj(0)
=
@2G(v)
@vi@vj
vi _vj(0)
= gij(v)v
i _vj(0)
= gv(v; _v(0)):
Since any position vector can be written as v (v 2 SA), any position vector at each point
is traverse to SA . So, the rst half of the Proposition follows.
Let v; w 2 SA. Since A is a conic domain, we have (1  t)w; tv 2 A (t 2 (0; 1)). Since
A is convex, from Proposition 2.2, we have
jj(1  t)w + tvjj  jj(1  t)wjj+ jjtvjj = (1  t) + t = 1:
Hence, it follows that SA is convex. 2
Denition 2.2 The unit sphere SA dened in Proposition 2.3 is called the indicatrix of
a Minkowski conic norm jj  jj.
Proposition 2.4 ([JS]) Let jj  jj : A  ! (0;1) be a Minkowski conic norm. Then
(1) The ball dened by
BA := fv 2 A : jjvjj  1g
is a closed subset of A which intersects all the directions Dv := fvj > 0g, where
v 2 A.
(2) BA is starshaped from the origin, i.e., v 2 BA implies v 2 BA for all  2 (0; 1).
(3) The boundary SA of BA in A is a smooth hypersurface and a closed subset of A such
that the position vector at each v 2 SA is transversal.
(4) For each v 2 BA there exists a (necessarily unique)  > 0 such that v= 2 SA.
(5) SA is homeomorphic to an open subset of the usual sphere.
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(Proof.) (1) Since jj  jj : A  ! (0;1) is continuous and the interval (0; 1] is a closed
set of (0;1), BA is a closed set.
(2) If v 2 BA, we have jjvjj  1. So, for  2 (0; 1) we have jjvjj = jjvjj   < 1,
that is, v 2 BA.
(3) The assertion follows from Proposition 2.3.
(4) For each v 2 BA we may take  = jjvjj.
(5) Consider an auxiliary Euclidean norm jj  jjE with unit sphere SE and put SEA :=
SE \ A. Then, the map
 : SEA  ! SA; v 7 !
v
jjvjj ;
is a homeomorphism, and the required property of SA follows. 2
Remark 2.5 Proposition 2.3 and 2.4 hold even if norm is pseudo norm ([JS] Prop. 2.6
and Prop. 2.13). But in our Kropina metric, pseudo norm does not occur because of
positive deniteness.
Lemma 2.6 ([JS]) Let jj  jj : A  ! (0;1) be a Minkowski conic norm. Then, for any
y(6= 0) 2 A, the inequality
gy(y; v)  jjyjjjjvjj(2.2)
holds for any v 2 A. Equality holds if and only if v = y for some  > 0.
(Proof.) Dene Wy by
Wy := fw 2 V jgy(y; w) = 0g:
Let v = y + w 2 A, where  2 R and w 2 Wy. Then we have
gy(y; v) = gy(y; y + w) = gy(y; y) = jjyjj2:
If   0, the inequality holds. If the equality holds, we have jjyjj = jjvjj. Since v 2 A,
jjvjj > 0. On the other hand, jjyjj  0. This is a contradiction. Hence, in this case, the
equality does not hold.
Next, assume that  > 0. Since A is a conic domain, we have y+ 1

w = 1

v 2 A. From
jjy + 1

wjj2 = gy(y + 1

w; y +
1

w; ) = gy(y; y) +
1
2
gy(w;w)  jjyjj2;
we have jjy + 1

wjj  jjyjj. Using this inequality, we have
gy(y; v) = jjyjj2  jjyjjjjy + 1

wjj = jjyjjjjy + wjj = jjyjjjjvjj:
The equality hold if and only if w = 0, i.e., v = y for some  > 0. 2
Remark 2.7 In Lemma 2.6, we do not use the property that A is convex. Hence, without
the convexity of A, the inequality (2.2) holds.
Lemma 2.8 (See Lemma 1.2.4 in [Sh2].) Let jj  jj : A  ! (0;1) be a Minkowski conic
metric. Suppose that y, v 2 A satisfy the following equation
gy(y; w) = gv(v; w)
for any w 2 A. Then, y = v.
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(Proof.) Taking w = v yields
jjvjj2 = gv(v; v) = gy(y; v)  jjyjjjjvjj
because of (2.2). Therefore, we have
jjvjj  jjyjj:(2.3)
Next, take w = y, we have
jjyjj2 = gv(v; y)  jjvjjjjyjj:
So, we have
jjyjj  jjvjj:(2.4)
From (2.3) and (2.4), we have
jjyjj = jjvjj
and
gy(y; v) = gv(v; v) = jjvjj2 = jjyjjjjvjj:
From Lemma 2.6, we obtain
y = v:
2
2.2 Conic Finsler metrics
In this subsection, we dene a conic Finsler metric using a Minkowski conic norm.
Denition 2.3 ([JS]) Let M be a dierentiable manifold and A be an open subset of the
tangent bundle TM such that (A) =M , where  : TM  !M is the natural projection,
and let F : A  ! (0;1) be a continuous function. Assume that (A;F ) satises:
(i) A is conic in TM , i.e., for each p 2M , Ap := A \ TpM is a conic domain in TpM .
(ii) F is smooth on A.
We say (A;F ), or simply F , is a conic Finsler metric if each Fp is a Minkowski conic
norm, i.e. the fundamental tensor eld g on A induced by all the fundamental tensor gp
on Ap for each p 2 M is positive denite for all p 2 M . A Finsler space with a conic
Finsler metric is called a conic Finsler space.
Observe that the fundamental tensor eld g can be thought as a section of a ber
bundle over A. To be more precise, denote the restriction to A of the natural projection
 : TM  !M
by
A : A  !M;
the cotangent bundle ofM by TM and its natural projection by ~ : TM  !M . Dene
by
~ : A(TM
)  ! A
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the ber bundle obtained as the pulled-back cotangent bundle of ~ : TM  ! M thor-
ough A : A  !M :
A(TM
)  ! TM
~ # # ~
A  ! M:
A
Then g is a smooth symmetric section of the ber bundle A(TM
)
 A(TM) over A.
Let us remark that if we x a vector v 2 A, then gv is a symmetric bilinear form on
T(v)M . Dene by
 : A(TM)  ! A
the ber bundle obtained as the pulled-back tangent bundle of  : TM  ! M through
A : A  !M :
A(TM)  ! TM
 # # 
A  ! M:
A
-

MTMA
x x
Ax
A(TM)
TxM TxM
Figure 1: The pulled-back tangent bundle A(TM)
In this situation, we can dene the Chern connection, which is a torsion-free connec-
tion of the pulled-back bundle  : A(TM)  ! A.
Denition 2.4 ([BCS], [Sh2]) Let feig be a local frame of A(TM) and f!j ig be the
Chern connection forms with respect to feig. One can dene the Chern connection r
which is a linear connection by
rX := (dX i +Xj!j i)
 ei;
where X = X i(x; y)ei 2 C1(A(TM)), (x; y) 2 A (See Subsection 10.3).
The Chern connection forms f!j ig is written as
!j
i =  j
i
kdx
k;  j
i
k =
1
2
gil
gkl
xj
+
glj
xk
  gjk
xl

;
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where

xi
:=
@
@xi
 Nij @
@yj
; Nj
i :=
@Gi
@yj
;
Gi =
1
2
gil slty
syt =
1
4
gil
@gtl
@xs
+
@gls
@xt
  @gst
@xl

ysyt; (x; y) 2 A:
The local function  j
i
k is called the Christoel symbol of the Chern connection.
We denote the tangent bundle of A by TA. Let f @
@xi
; @
@yi
g be the natural local frame
for TA. We have the horizontal distribution
HTA := span
n 
xi

(x;y)
(x; y) 2 Ao;
the vertical distribution
V TA := span
n @
@yi

(x;y)
(x; y) 2 Ao
and the direct decomposition
TA = HTA V TA:
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3 The characterization of Kropina metric
Imagine a ship sailing on the windy sea. We denote the sea by a Riemannian space
(M;h). Suppose that the ship can sail with a constant speed for a unit time on the calm
sea. Let the speed be a unit speed. We denote the velocity of the ship on the calm sea
by a unit vector u. And suppose that the wind is blowing with a unit speed which is the
same as that of the ship on the calm sea. We denote the wind and the velocity of the
ship on the windy sea by a unit vector eld W and the vector v, respectively. Then we
have the equation u+W = v. From it we get
jv  W j = 1:
The length of v is the speed of the ship on the windy sea for a unit time. The above
equation means that the tip of the velocity of the ship on the windy sea lies on the W-
translate of the indicatrix of the Riemannian space (M;h). In other words, the indicatrix
of the space in which we consider the velocity of the ship on the windy sea is the W-
translate of that of (M;h).
1i
6
M
TxM
x
uW
v
the indicatrix of (M;h)
the indicatrix of the Kropina metric
*]

uW
v
-
x
6y
Figure 2: The indicatrix of a Kropina metric
LetM be an n( 2)-dimensional dierential manifold and (xi; yi) be a local coordinate
system of the tangent bundle TM . In this section, we characterize a Kropina metric
F (x; y) = 2= on M , where 2 = aij(x)y
iyj and  = bi(x)y
i, by a Riemannian metric
h and a unit vector eld W on M . Since we suppose that the matrix (aij(x)) is positive
denite, it follows that the matrix (gij(x; y)) is also positive denite. (See Proposition
4.1 in [YS1]).
Dene Ax (x 2M) by
Ax := fy 2 TxM jbi(x)yi > 0g:
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This is a conic domain of TxM whose boundary is the hyperplane fy 2 TxM jbi(x)yi = 0g
and A =
S
x2M Ax is a domain of denition of a Kropina metric F = 
2= as a smooth
function F : A  ! (0;1). Hence, a Kropina metric is not dened on the whole tangent
bundle and is dierent from the classical Finsler metric. Therefore, a Kropina metric is
a conic Finsler metric and a Kropina space is a conic Finsler space.
The author and K. Okubo characterized a Kropina metric from the another point of
view ([YO2]).
Let (M;F = 2=) be a Kropina space. The Kropina metric F = 2= can be
rewritten as follows:
2
F 2
  
F
+
b2
4
=
b2
4
;
where b2 = aijb
ibj, bi = aijbj and (a
ij) = (aij)
 1. Let (x) be a function of (xi) alone and
multiplying the above equation by e(x), we have
e(x)aij
yi
F
yj
F
  e(x)aij y
i
F
bj +
1
4
e(x)aijb
ibj =
e(x)b2
4
:(3.1)
Dening a new Riemannian metric h =
p
h(y; y) and a vector eld W = W i(x)(@=@xi)
on M by
hij = e
(x)aij and 2Wi = e
(x)bi;(3.2)
where Wi = hijW
j, the equation (3.1) reduces to y
F (x; y)
 W
 = jW j:
In the above equation, the notation j  j stands for the length of the vector with respect
to the Riemannian metric h.
Remark 3.1 In usual books on Riemannian geometry, Riemannian space M with a met-
ric h = h(y; y) is denoted by (M;h). But, since we usually denote a Finsler space M
with a fundamental function F by (M;F ), we denote a Riemannian space in the same
way as the case of Finsler spaces in this paper except Section 5 and Subsection 10.1 
10.2. Namely we put h =
p
h(y; y) and denote a Riemannian space M with a Riemanian
metric h by (M;h). This is dierent from the usual style (M;h), where h = hij(x)y
iyj.
However, we use the following denition
h(V;W ) := hijV
iW j
for any vectors V = V i(@=@xi) andW = W i(@=@xi). Therefore, we denote h =
p
h(y; y).
We must notice that the equation jW j = 1 holds if and only if the function (x)
satises the condition
e(x)b2 = 4:(3.3)
Therefore, if for a Kropina metric F = 2= we dene a Riemannian metric h and a
vector eldW by the equations (3.2), where (x) is a function of (xi) alone which satises
the equation (3.3) (i.e., jW j = 1), we obtain y
F (x; y)
 W
 = 1:(3.4)
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Conversely, consider the metric F (x; y) dened by the equation (3.4), where jW j = 1.
Solving for F from (3.4), we get
F (x; y) =
jyj2
2h(y;W )
:
Dening aij and bi by aij := e
 (x)hij and bi := 2e (x)Wi, respectively, we have F (x; y) =
2=.
Summarizing the above discussion, we obtain
Theorem 3.2 ([YO2], [YO3]) For a Kropina space (M;F = 2=), where  =
p
a(y; y)
and  = bi(x)y
i, we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld
W = W i(@=@xi) by (3.2) and (3.3). Then, the Kropina metric F satises the equation
(3.4).
Conversely, suppose that h =
p
h(y; y) is a Riemannian metric and W = W i(@=@xi)
is a unit vector eld on (M;h). Consider the metric F dened by (3.4). Let (x) be a
function of (xi) alone which satises (3.3) and dene aij and bi by aij(x) := e
 (x)hij(x)
and bi(x) := 2e
 (x)Wi, respectively. Then, we have F = 2=.
Remark 3.3 Let (M;h) be an n( 2)-dimensional Riemannian space and TxM be the
tangent space at a point x 2 M . It is well-known that the indicatrix Ix in TxM of the
Riemannian space (M;h) is an ellipsoid with the center at the origin. The equation (3.4)
means that the parallel translation of Ix by W give an ellipsoid passing through the origin
and that omitting the origin from it yields the indicatrix Sx of the Kropina metric F (x; y)
(See Figure 2).
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4 The curvature of conic Finsler spaces and Kropina
spaces
4.1 The ag curvature of a conic Finsler space
Let (M; g) be an n-dimensional Riemannian space. We denote the tangent space at
x 2M by TxM and a local coordinate neighborhood of x by (U; xi). For a two-dimensional
subspace E of TxM , we dene K(x;E) by
K(x;E) :=
g(RX(Y ); Y )
g(X;X)g(Y; Y )  g(X;Y )2 ;(4.1)
where
X = X i
@
@xi
; Y = Y i
@
@xi
2 TxM;
RX(Y ) := R(Y;X)X is directional curvature operator ([P], p.26-29) and fX;Y g is a basis
of the plane E. It is well-known that K(x;E) is independent of the choice of the basis.
We call K(x;E) the sectional curvature of the plane E. If K(x;E) is independent of E
and x, we get
R(X;Y; Z;W ) = Kfg(X;Z)g(Y;W )  g(X;W )g(Y; Z)g;
K(x;E) = K = constant:
The Riemannian space is said to be of constant curvature K.
In conic Finsler geometry, we dene an analogy of the sectional curvature of a Rieman-
nian space ([M2], [M4]). Let (M;F ) be an n( 2)-dimensional conic Finsler space, where
F : A  ! (0;1) is a conic Finsler metric. The ag curvature of a conic Finsler space is
dened in the same way as the ag curvature of the classical Finsler space. Denoting a
local coordinate system of a neighborhood of x by (xi) and a global coordinate system of
the tangent space TxM by y = (y
i), we must have the restriction (yi) 2 Ax since (M;F )
is a conic Finsler space. Exchanging one of X = X i(@=@xi) and Y = Y i(@=@xi) in (4.1)
for
Y = yi @
@xi
2 A(TM)(x;y)
and another for any
X = X i @
@xi
2 A(TM)(x;y);
we dene the curvature as follows (See (10.6)):
Denition 4.1 Let (M;F ) be an n( 2)-dimensional conic Finsler space, where F :
A  ! (0;1) is a conic Finsler metric. Suppose that (x; y) 2 A and dene K(x; y;X ) by
K(x; y;X ) := gy(RY(X );X )
gy(Y ;Y)gy(X ;X )  gy(Y ;X )2
for
Y = yi @
@xi
2 A(TM)(x;y)
and any
X = X i @
@xi
2 A(TM)(x;y):
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We call K(x; y;X ) the ag curvature determined by yi and X i. If K(x; y;X ) is
independent of X i, the space is called to be of scalar ag curvature. Furthermore, if
K(x; y;X ) is constant, the space is called to be of constant ag curvature. (See Subsection
10.3.)
If a conic Finsler space (M;F ), where F : A  ! (0;1) is a conic Finsler metric, is of
scalar ag curvature, in the similar way to the classical Finsler geometry ([M3]) we get
Proposition 4.1 The necessary and sucient condition for a conic Finsler space (M;F ),
where F : A  ! (0;1) is a conic Finsler metric, to be of scalar ag curvature K is that
the equation
R0i0l = KF
2hil;(4.2)
where Rjikl := girRj
r
kl, Rj
r
kl are the components of the h(h)-curvature tensor of the
Cartan connection and
hil = gil   lill; li = @F
@yi
; R0i0l = Rrisly
rys;
holds. (See Subsection 10.3.)
We must notice that the relation between the components Rj
i
kl of the h(h)-curvature
tensor of the Cartan connection and the components of the h(h)-curvature tensor of the
Chern connection is given by
(0)Rj
i
kl = Rj
i
kl   Cj isRksl;
where (0)Rj
i
kl denote the components of the h(h)-curvature tensor of the Chern connection
and Rk
i
l = R0
i
kl.
Then we have
(0)R0
i
0l = R0
i
0l;
that is,
(0)R0i0l = R0i0l:
4.2 The coecients of the geodesic spray on a Kropina space
From the theory of Riemannian spaces, we have the following:
Theorem 4.2 ([Tac]) Let (M; g) and (M; g = eg), where g =
p
gij(x)yiyj and g
 =q
gij(x)yiyj respectively, be two n-dimensional Riemannian spaces which are conformal
to each other. Furthermore, let j
i
k and 

j
i
k
be the coecients of Levi-Civita connection
of (M; g) and (M; g), respectively. Then, we have
gij = e
2gij; g
ij = e 2gij; j
i
k
= j
i
k + j
i
k + k
i
j   igjk;
where i = @=@x
i and i = gijj.
From (3.2), we have hij = e
aij. Applying Theorem 4.2, we get
hj
i
k =
j
i
k +
1
2
j
i
k +
1
2
k
i
j   1
2
iajk;(4.3)
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where hj
i
k and
j
i
k are the coecients of Levi-Civita connection of (M;h) and (M;)
respectively, i = @=@x
i and i = aijj. Transvecting (4.3) by y
jyk, we get
h0
i
0 =
0
i
0 + 0y
i   1
2
h00
i;
where i = hijj and the index 0 means the transvection by y
i.
We denote the covariant derivative in the Riemannian space (M;) by (;i) and intro-
duce the following notations: sij :=
bi;j bj;i
2
, rij :=
bi;j+bj;i
2
, sj := b
isij, rj := b
irij.
In [BaCS], the authors have shown that the coecients Gi of the geodesic spray in a
Finsler space (M;F = (s)), where s = = and  is a dierential function of s alone,
are given by
2Gi = 0
i
0 + 2!s
i
0 + 2(r00   2!s0)
yi

+
!0
!   s!0 b
i

;
where ! := 
0
 s0 , and  :=
! s!0
2f1+s!+(b2 s2)!0g .
For a Kropina space, we have (s) = 1=s, hence by straightforward computations we
obtain
2Gi = h0
i
0   0yi +
1
2
h00
i   Fsi0   1
b2
(r00 + Fs0)(
2
F
yi   bi):
From Theorem 3.2, for a Kropina space (M;2=), a new Riemannian metric h =p
h(y; y) and a vector eldW = W i(@=@xi) are dened by (3.2) and (3.3). So, the vector
eld W satises the condition jW j = 1 and we have F = h00=2W0.
Therefore, we get
2Gi = h0
i
0 + 2
i;(4.4)
where
2i :=  0yi + 1
2
h00
i   h00
2W0
si0   1
b2
(r00 +
h00s0
2W0
)(
4W0
h00
yi   bi):(4.5)
Using (4.3), we have bi;j = 2e
 Wijjj+e (iWj jWi Wrrhij), where the notation
(jji) stands for the h-covariant derivative in the Riemannian space (M;h).
Remark 4.3 ([YO4]) We can introduce a Finsler connection   = (hj ik(x); Nj
i :=
hj
i
k(x)y
k; Cj
i
k) associated with the linear connection
hj
i
k(x) of the Riemannian space
(M;h). The h-covariant derivative are dened as follows ([M2]):
For a vector eld W i(x) on M ,
(1) W i(x)jjj =
@W i
@xj
  @W
i
@ys
Nj
s +h j
i
sW
s =
@W i
@xj
+h j
i
sW
s:
For a reference vector yi,
(2) yijjj =
@yi
@xj
  @y
i
@ys
Nj
s +h j
i
sy
s =  Nj i +Nj i = 0:
We put
Rij :=
Wijjj +Wjjji
2
; Sij :=
Wijjj  Wjjji
2
; Rij := h
irRrj; S
i
j := h
irSrj;
Ri := W
rRri; Si := W
rSri; R
i := hirRr; S
i := hirSr:
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It follows
rij = 2e
 

Rij   1
2
Wr
rhij

; sij = 2e
 

Sij +
iWj   jWi
2

:
Furthermore, we get
sij = 2S
i
j + 
iWj   jW i; si0 = 2Si0 +W0i   0W i;
si = 2e
 

2Si +Wr
rWi   i

; s0 = 2e
 

2S0 +Wr
rW0   0

;
r00 = 2e
 

R00   1
2
Wr
rh00

; bi = airbr = e
hir
2Wr
e
= 2W i:
Substituting the above equalities in (4.5), we have
2i =
h00
W0
(S0W
i   Si0) + (R00W i   2S0yi)  2W0
h00
R00y
i:(4.6)
Multiplying now the above equalities by 2h00W0, we get
4h00W0
i = (h00)
2Ai(1) + h00W0A
i
(2) + (W0)
2Ai(3);
where Ai(1) := 2(S0W
i   Si0), Ai(2) := 2(R00W i   2S0yi), Ai(3) :=  4R00yi.
4.3 The necessary and sucient conditions for a Kropina space
to be of constant ag curvature
In this section, we consider a Kropina space (M;F = 2=) of constant ag curvature
K, where  =
p
aij(x)yiyj and  = bi(x)y
i. Furthermore, we suppose that the matrix
(aij) is always positive denite and that the dimension n is greater than or equal two.
Hence, it follows that 2 is not divisible by . This is an important relation and is
equivalent to that h00 is not divisible by W0. Using this property, we shall obtain the
necessary and sucient conditions for a Kropina space to be of constant ag curvature.
4.3.1 The curvature tensor of a Kropina space
Let Rj
i
kl be the h(h)-curvature tensor of Cartan connection in Finsler space. The
Berwald spray curvature tensor is
(b)Rj
i
kl = A(kl)
n@Gj ik
@xl
+Gj
r
kGr
i
l
o
;(4.7)
where the symbol A(kl) denotes the interchange of indices k and l and subtraction. It is
well-known that the equality R0
i
kl =
(b) R0
i
kl holds good ([M2]).
From 2Gi = h0
i
0 + 2
i, it follows Gij =
h0
i
j + 
i
j and Gj
i
k =
hj
i
k + j
i
k,
where ij :=
@i
@yj
and ijk :=
@ij
@yk
. Substituting the these equalities in (4.7), we get
(b)Rj
i
kl =
hRj
i
kl + A(kl)
n
j
i
kjjl + j
r
kr
i
l
o
.
Since we suppose that the Finsler space (M;F = 2=) is of constant ag curvature,
we can consider it as a Finsler space of scalar ag curvature. So, we can use Proposition
4.1 for a constant ag curvature K. If the equality (4.2) holds and K is constant, then
the Finsler space is of constant ag curvature K.
For a Kropina space of constant ag curvature K, since F = h00=(2W0), we have
hil = 
i
l   lill = il   2W0h0l   h00Wl
h00W0
yi:
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Using the curvature we obtained above, we have
R0
i
0l =
hR0
i
0l + 2
ijjl   iljj0 + 2rril   rlir:
Substituting the above equalities in (4.2), we get
KF 2

il   2W0h0l   h00Wl
h00W0
yi

= hR0
i
0l + 2
ijjl   iljj0 + 2rril   rlir:(4.8)
Multiplying (4.8) by 16(h00)
4(W0)
4 and using F 2 = (h00)
2=f4(W0)2g, we have the
equality
4K(h00)
6(W0)
2hil = 16(h00)
4(W0)
4  hR0i0l + 8(h00)3(W0)2  4h00(W0)2ijjl
 4(h00)2W0  4(h00)2(W0)3iljj0 + 32(h00)4(W0)4rril   16(h00)4(W0)4rlir;
where hil = 
i
l  lill. Computing the quantities ijjl, il, iljj0, rril, rlir (see [YO2]
for detailed computations) in the above equality, by straightforward computations we
nally obtain
(h00)
4P i(5)l + (h00)
2Qi(9)l + (W0)
4Ri(9)l = 0;(4.9)
where P i(5)l
, Qi(9)l
and Ri(9)l
are homogeneous polynomials of degrees 5, 9, and 9 in yi,
respectively (see [YO3] for concrete expressions). They are called the curvature part, the
vanishing part and the Killing part, respectively.
We conclude:
Proposition 4.4 ([YO4]) The necessary and sucient condition for a Kropina space
(M;F ) with F = 2= = h00=(2W0) to be of constant ag curvature K is that (4.9) holds
good.
4.3.2 The Killing part.
We consider the Killing part Ri(9)l
and obtain the conclusion that the vector eld W
is Killing. By computation we have
Ri(9)l =  32h00R00

W0(2R00h00
i
l + 2h00R0ly
i + 7R00h0ly
i)
 8S0h00h0lyi + R00h00Wlyi

:
Substituting the above equality in (4.9) and dividing it by W0h00, we get
(h00)
3P i(5)l + h00Q
i
(9)l
(4.10)
 32(W0)4R00

W0(2R00h00
i
l + 2h00R0ly
i + 7R00h0ly
i)
 8S0h00h0lyi + R00h00Wlyi

= 0:
Lemma 4.5 ([YO4]) In the equation (4.10), it follows that R00 is divisible by h00.
(Proof.) Suppose that R00 is not divisible by h00 and since (hij) is positive denite, it
follows that (R00)
2 is not divisible by h00.
Taking into account that P i(5)l
and Qi(9)l
are homogeneous polynomials of yi and that
(W0)
2 is not divisible by h00, it follows that the equation h0ly
i = h00l
i(x), where
l
i(x) is a function of (xi) alone. Transvecting the above equation by W l, we get
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W0y
i = h00l
i(x)W l. Since h00 is not divisible by W0, the above equation is impossi-
ble. 2
Therefore, it follows that R00 is divisible by h00 and that R00 = c(x)h00, where c(x) is a
function of (xi) alone. Derivating the above equation by yi and yj, we get Wijjj +Wjjji =
2c(x)hij. Transvecting the previous relation byW
iW j, we getWijjjW iW j = c(x)hijW iW j
and using hijW
iW j = jW j2 = 1 and WijjrW i = 0, we obtain c(x) = 0. Therefore, it
follows that the equality
Rij = 0(4.11)
holds good. Hence, we have that W is a Killing vector eld. Therefore, we can state
Lemma 4.6 ([YO4]) If a Kropina space (M;2=) is of constant ag curvature K, then
1. W (x) is a Killing vector eld,
2. the Killing part Ri(9)l = 0.
Using (4.11), the equation (4.10) reduces to
(h00)
2P i(5)l +Q
i
(9)l
= 0(4.12)
and we have following equalities:
Wijjj = Sij; Sj =WijjjW i = 0; W0jjj = S0j; Wijj0 = Si0; W0jj0 = 0:(4.13)
4.3.3 The vanishing part
We obtain further that the equality Qi(9)l = 0 holds from the relation R00 = 0 obtained
in the previous subsection. Indeed, one can easily see that all coecients (h00)
i, (i =
1; 2; 3) and (W0)
j, j = 3; 4; 5 of Qi(9)l vanish respectively and hence Lemma 4.6 implies
Lemma 4.7 ([YO4]) If a Kropina space (M;2=) is of constant ag curvature K, then
we have Qi(9)l = 0 and P
i
(5)l = 0.
4.3.4 The curvature part
In this subsection, we shall see that Lemma 4.7 implies that (M;h) is a Rieman-
nian space of constant sectional curvature K. Indeed, by Lemma 4.7 and some further
computations, we have
 1
4
P i(5)l = (h00)
2W0(W
ijjrW r jjl +Kil) + (h00)2(W ijjrW r jj0Wl +KWlyi)(4.14)
+2h00(W0)
2(2W ijj0jjl  W ijjljj0) + 2h00W0(W ijj0jj0Wl  W ijjrW r jj0h0l  Kh0lyi)
 4(W0)3  hR0i0l   4(W0)2W ijj0jj0h0l = 0;
First, we consider the term (h00)
2(W ijjrW r jj0Wl+KWlyi) which does not contain W0.
Taking into account that (h00)
2 is not divisible by W0, we get the equality
W ijjrW r jj0Wl +KWlyi =W0cli(x);
where cl
i(x) are functions of (xi) alone.
Some computations shall lead to the relation (for details see [YO3]) hRk
i
jl = K(hjk
i
l 
hkl
i
j), that is, the Riemannian space (M;h) is of constant sectional curvature K.
Therefore, we obtain
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Theorem 4.8 ([YO3], [YO4]) Let M be an n( 2)-dimensional Riemannian manifold.
Put  =
p
a(y; y) and  = bi(x)y
i. Let (M;2=) be a Kropina space and dene a new
Riemannian metric h =
p
h(y; y) and a unit vector eld W by (3.2) and (3.3).
If the Kropina space (M;2=) is of constant ag curvature K, then the vector eld
W is a Killing one and the Riemannian space (M;h) is of constant sectional curvature
K .
4.3.5 The converse of Theorem 4.8
Let (M;2=) be a Kropina space and let us dene a new Riemannian metric h =p
h(y; y) and a unit vector eld W by (3.2) and (3.3). Suppose that the vector eld W is
a Killing one and that the Riemannian space (M;h) is of constant sectional curvature K.
To prove that the Kropina space (M;2=) is of constant ag curvature K, we have only
to show that the equality (4.9) holds by Proposition 4.4. Since the vector eld W is a
Killing one, we have R00 = 0. Taking into account 2 of Lemma 4.6 and the rst equation
of Lemma 4.7, the Killing part R and the vanishing part Q vanishes respectively, so we
have only to show that the curvature part P i(5)l represented by the rst equation in (4.14)
vanishes and we are going to prove it in the following.
First, we give the following result of Riemannian geometry (see [YO3] for a proof):
Lemma 4.9 ([YO4]) For a unit Killing vector eld W = W i(@=@xi), the equality
Wijjjjjk = Wr hRkrij(4.15)
holds good.
From the assumption that the Riemannian space (M;h) is of constant sectional cur-
vature K, we have
hRk
r
ji = K(hkj
r
i   hkirj):(4.16)
Using the above equality and (4.15), we get
W ijjjjjk = K(ikWj   hkjW i)(4.17)
and from here and yijjj = 0 (See Remark 4.3), it follows
W ijj0jjl = K(ilW0   hl0W i);(4.18)
W ijj0jj0 = K(yiW0   h00W i);(4.19)
W ijjljj0 = K(yiWl   h0lW i):(4.20)
From (4.16), we have
hR0
i
0l = K(h00
i
l   h0lyi)(4.21)
and applying the h-covariant derivative jji to the equality jW j2 = WrWshrs = 1, we get
WrjjiW r =  WijjrW r = 0. Furthermore, applying the h-covariant derivative jjl to the
above equality, we obtain WijjrW r jjl+WijjrjjlW r = 0. From the above equality and (4.15),
we have
WijjrW r jjl =  WijjrjjlW r = K(hlrWi   hliWr)W r = K(WlWi   hli):(4.22)
Substituting the equalities (4.18)-(4.22) in the rst equality in (4.14), we can easily rec-
ognize the curvature part P i(5)l
= 0. Therefore, from Proposition 4.4 we get
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Theorem 4.10 ([YO3], [YO4]) Let (M;2=) be an n( 2)-dimensional Kropina space,
where  =
p
a(y; y),  = bi(x)y
i and the matrix (aij) is positive denite. For this
Kropina space, we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld
W =W i(@=@xi) on (M;h) by (3.2) and (3.3).
If the vector eld W =W i(@=@xi) is a Killing one and the Riemannian space (M;h)
is of constant sectional curvature K, the Kropina space (M;2=) is of constant ag
curvature K.
From Theorems 4.8 and 4.10, we have
Theorem 4.11 ([YO3], [YO4]) Let (M;2=) be an n( 2)-dimensional Kropina space,
where  =
p
a(y; y),  = bi(x)y
i and the matrix (aij) is positive denite. For this
Kropina space, we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld
W =W i(@=@xi) on (M;h) by (3.2) and (3.3).
Then, the Kropina space (M;2=) is of constant ag curvature K if and only if the
following conditions hold:
1. Wijjj +Wjjji = 0, that is, W = W i(@=@xi) is a Killing vector eld.
2. The Riemannian space (M;h) is of constant sectional curvature K.
Let (M;F = 2=) be an n( 2)-dimensional Kropina space. From Theorem 3.2, for
this Kropina metric F = 2=, we can dene a Riemannian metric h =
p
h(y; y) and a
unit vector eld W = W i(@=@xi) on (M;h) by (3.2) and (3.3). We suppose only that
the vector eld W is a Killing one. Then, we have R00 = 0. From the assumption, we
get the second equation of (4.13), that is, S0 = 0. Substituting R00 = 0, S0 = 0 and
F = h00=(2W0) in (4.6), we obtain the equation 
i =  FSi0. Substituting this in (4.4),
we get
Theorem 4.12 ([YO3], [YO4]) Let (M;2=) be an n( 2)-dimensional Kropina space,
where  =
p
a(y; y),  = bi(x)y
i and the matrix (aij) is positive denite. For this
Kropina space, we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld
W =W i(@=@xi) on (M;h) by (3.2) and (3.3).
Suppose that the vector eld W is a Killing one, then the coecients Gi of the geodesic
spray of the Kropina space (M;2=) is written as 2Gi = h0
i
0   2FSi0, where hj ik are
the Christoel symbols of the Riemannian space (M;h).
4.4 Three classes of Kropina spaces
In this subsection, we shall discuss the existence of globally dened Kropina spaces
on an n( 2)-dimensional dierential manifold M . And furthermore we shall make a
classication of these.
By Theorem 3.2, the existence of a unit vector eld W which is globally dened on a
Riemannian space (M;h) ensures a globally dened Kropina space. And, from Theorem
4.11, ifW is a Killing vector eld and the Riemannian space (M;h) is of constant sectional
curvature K, the Kropina space is of constant ag curvature K. Therefore, we dene as
follows:
Denition 4.2 Let (M;h) be an n( 2)-dimensional Riemannian space and W be a
vector eld globally dened on M . Then, we have three classes of Kropina spaces as
follows:
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(1) If W is a unit vector eld, we can construct a globally dened Kropina space on
M .
(2) If W is a unit vector eld and furthermore Killing one, we can construct a
globally dened strong Kropina space.
(3) A Kropina space constructed by a unit Killing vector eld W on a Riemannian
space (M;h) of constant sectional curvature K is of constant ag curvature K.
Kropina spaces of constant ag curvature
strong Kropina spaces
Kropina spaces
Figure 3: Three classes of Kropina spaces
The set of the globally dened Kropina spaces includes the set of the globally dened
strong Kropina spaces and the set of the globally dened strong Kropina spaces includes
the set of the Kropina spaces of constant ag curvature (See Figure 3).
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5 Killing vector elds
From Theorem 3.2, to construct a Kropina space on a Riemannian space (M;h) we
need the existence of a unit vector eld which is globally dened on M . Furthermore, if
there exists a nowhere vanishing vector eld, we can normalize it.
In this section, we recall the fundamental properties of Killing vector elds on a
Riemannian space M . It is well-known that the one-parameter transformation group
ftg of a Riemannian space (M;h) is an isometry group if and only if the vector eld W
generated by ftg is a Killing vector eld. Killing vector elds are closely connected with
geodesics. In particular, suppose that W is a Killing vector eld, then it is of constant
length if and only if the integral curve of W is a geodesic (Lemma 5.2).
5.1 The fundamental properties of Killing vector elds
Let (M;h) be an n-dimensional Riemannian space and r be the Levi-Civita con-
nection on it. For a vector eld X on (M; g), Lie derivative along the vector eld X is
denoted by LX . Recall that X is a Killing vector eld if and only if the equality LXg = 0
holds.
The operator AX is dened by AX := LX rX . Sincer is the Levi-Civita connection,
the torsion tensor T (X; Y ) = 0, that is, rXY  rYX   [X; Y ] = 0. Hence, we have
AXY = LXY  rXY
= [X; Y ] rXY
=  rYX:
Then we have
Lemma 5.1 ([BN2], [KN]) Let X be a Killing vector eld on a Riemannian space (M; g).
Then, the following statements hold:
(1) For any vector elds U and V on M , the equality
g(rUX;V ) + g(U;rVX) = 0(5.1)
holds. In other words, the operator AX is skew-symmetric, that is, the equality
g(AXU; V ) + g(U;AXV ) = 0(5.2)
holds.
(2)For every vector eld U on M , the equality
R(X;U) = [rX ;rU ] r[X;U ] = [rU ; AX ]
holds, where R is the curvature tensor of (M;h).
(3) For any Killing vector eld X and for any vector elds U , V , W on a Riemannian
space (M; g), the following formula holds:
 g(R(X;U)V;W ) = g(rUrVX;W ) + g(rUV;rWX);
where R is the curvature tensor of (M; g).
The following lemma states the relation between a Killing vector eld with constant
length and geodesics on (M; g).
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Lemma 5.2 ([BN2]) Let X be a Killing vector eld on a Riemannian space (M; g).
Then, the following conditions are equivalent:
(1)X has constant length on M ,
(2)rXX = 0 on M ,
(3)every integral curve of the vector eld X is a geodesic in (M; g).
The following proposition is useful in considering the sectional curvature of a Rie-
mannian manifold on which there exists a globally dened unit Killing vector eld. (See
Theorem 5.13.)
Proposition 5.3 ([BN2]) Let Z be a Killing vector eld of constant length and let X,
Y be arbitrary vector elds on a Riemannian space (M; g). Then, the formula
g(rXZ;rYZ) = g(R(X;Z)Z; Y ) = g(R(Z; Y )X;Z)
holds on M .
Lemma 5.4 ([BN2]) For every Killing vector eld Z of constant length and any vector
eld X, Y on a Riemannian space (M; g), the following equalities hold:
g(R(X;Z)Z;rYZ) + g(R(Y; Z)Z;rXZ) = 0;
g(rZrYZ;rXZ) = g(R(X;Z)Z;rZY ):
Using Proposition 5.3 and Lemma 5.4, we get
Theorem 5.5 ([BN2]) For any Killing vector eld Z of constant length on a Riemannian
space (M; g), the equality
(rZR)(  ; Z)Z  0
holds.
The following propositions state the properties of integral curves of a Killing vector
eld.
Proposition 5.6 ([Tac]) Let X = i(@=@xi) be a Killing vector eld on a Riemannian
space (M; g) and c(t) be an integral curve of X. Then, the length of X is constant on
c(t).
Proposition 5.7 ([Tac]) Let X = i(@=@xi) be a Killing vector eld on a Riemannian
space (M; g). Suppose that the length of X is maximum (minimum) at a point p0, then
the orbit of p0 is a geodesic.
5.2 The sectional curvature of a Riemannian space on which
there exists a unit Killing vector eld
In this subsection, we consider the sectional curvature of a Riemannian space on which
there exists a unit Killing vector eld and obtain such Riemannian spaces.
Let (M; g) be a Riemannian space. Recall the denition of AX at the beginning of
Subsection 5.1. Let X be a Killing vector eld and let p 2 M . Then, AX is considered
as a map AX : TpM  ! TpM dened by AX(y) =  ryX for y 2 TpM .
The following lemmas are used to prove Berger's Theorem.
32
Lemma 5.8 ([V]) Suppose that X is a Killing vector eld on a compact Riemannian
space (M; g). Let f :M  ! R be given by p  ! g(Xp; Xp). Let p 2M be a critical point
of f . Then, for any vector eld V , the equalities
g(AX(Vp); AX(Vp)) =
1
2
Vp(V (f)) + g(R(X; V )V;X)p;
g(AXVp; X) = 0
hold.
Lemma 5.9 ([V]) Let V be a vector space over R with an inner product g and let f :
V  ! V be an antisymmetric isomorphism, i.e. an isomorphism satisfying
g(f(v); w) =  g(v; f(w)):(5.3)
Then, dimV is even.
Using Lemma 5.8 and 5.9, we obtain
Theorem 5.10 (Berger's theorem [BN1] [Ber] [V]) Every Killing vector eld on a com-
pact even-dimensional Riemannian space (M; g) with positive sectional curvature vanishes
at some point in M.
We consider the Ricci curvature of a manifold on which there exists a globally dened
unit Killing vector eld.
Denition 5.1 Let M be an n( 2)-dimensional Riemannian space. Let e1,   , en be
a coframe of TM and 1,   , n be a dual one-form of them. Let Rirjk be a Riemannian
curvature tensor and dene Rij by
Rij := Ri
r
jr:
We denote the Ricci curvature Ric by
Ric := Rij
i 
 j:
Since the equation grsRisjr = g
rsRjris holds, we have the equation Rij = Rji. So, we
get the Ricci form, which is symmetric,
Ric(X; Y ) = RijX
iY j =
nX
r=1
g(R(er; Y )X; er)(5.4)
for X = X iei and Y = Y
iei.
Denition 5.2 Let x = en be a unit vector in TpM and we take an orthonormal basis
fe1;    ; en 1g of the hyperplane in TpM orthogonal to x.
Ricp(x; x) =
n 1X
i=1
g(R(ei; x)x; ei):
Let fe1;    ; eng be an orthonormal basis of TpM .
K(p) :=
1
n
nX
i=1
Ricp(ei; ei):
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Theorem 5.11 ([BN1]) Let X be a unit Killing vector eld on an n-dimensional Rie-
mannian space (M; g). Then the Ricci curvature Ric of the space (M; g) satises the
condition Ric(X;X)  0. Moreover, the equality Ric(X;X)  0 is equivalent to the
parallelism of the vector eld X.
Corollary 5.12 ([BN1]) Every Riemannian space (M; g) with negative Ricci curvature
has no unit Killing vector eld.
We consider the relation between the Killing vector eld X of constant length on a
Riemannian space (M; g) and the sectional curvature of (M; g). From Proposition 5.3,
we have
Theorem 5.13 ([BN1]) Let (M; g) be a Riemannian space and let X be a unit Killing
vector eld. For any point p 2M , we have
K(w;Xp) = g(R(w;Xp)Xp; w)  0;
where w 2 TpM satises the condition jwj = 1 and w ? Xp.
The isometric action  : S1 M  ! M is useful tool to make a Killing vector eld
on M of constant length.
Denition 5.3 ([BN1]) A smooth action  : S1 M  ! M is called eective, if the
equality (s; x) = x, satised for all x 2 M , implies that s is the unit 1. A smooth
eective action  : S1 M  !M is called free (respectively, almost free) if the isotropy
group of each point x 2M relative to this action is trivial (respectively, discrete).
Theorem 5.14 ([BN1]) Let  : S1 M  ! M be a smooth eective and almost free
isometric action of the circle S1 on a smooth manifold M and let X be a Killing vector
eld on M generated by this action. Then, there is a Riemannian metric g on M such
that the vector eld X is a Killing vector eld of constant length on the Riemannian space
(M; g).
Proposition 5.15 ([BN1]) Every even-dimensional Riemannian space (M; g) with a
unit Killing vector eld X admits at every its point p a vector ~w ? Xp of constant
length 1 such that K(Xp; ~w) = 0.
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6 Examples of Kropina spaces
In this section, we give examples of Kropina spaces dened in Subsection 4.4.
6.1 The globally dened Kropina spaces
First, we shall give some examples of the globally dened Kropina spaces of non-
compact type.
Example 6.1 ( En, hij = ij) On the n-dimensional Euclidean space with the canon-
ical metric a globally dened Kropina space which is not strong can be constructed.
(Proof.) First, we consider a 2-dimensional Euclidean space E2 with the canonical metric
ij. Let a be any real number. Consider the set of the curves with a parameter s
ca(s) = (x
1(s); x2(s)) := (log (s+
p
s2 + 1);
p
s2 + 1 + a):
Putting W i = dxi=ds, we get
dca
ds
:= W(x1;x2) = (W
1;W 2) =
 1p
s2 + 1
;
sp
s2 + 1

and W(x1;x2) = 1;
where the notation j  j stands for the length of a vector with respect to the canonical
metric in E2. The image of the curves ca(s) and the unit vector eld W is sketched in
the gure below.
From x1(s) = log (s+
p
s2 + 1), we get
s =
ex
1   e x1
2
= sinh x1;
p
s2 + 1 = cosh x1; x2 = cosh x1 + a:
Using the above equations, we get
W 1 =
1
coshx1
; W 2 =
sinhx1
coshx1
:
Since Wi = ijW
j =W i, we have
W1 =
1
coshx1
; W2 =
sinhx1
coshx1
:
-
6
x1
x2
R
s
s -
3
3
R
s
s -
3
3
R
s
s -
3
3
R
s
s -
3
3
R
s
s -
3
3
W
Figure 4: The unit vector eld W on E2
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Paying attention to  j
i
k = 0 (i; j; k = 1; 2), we have
R11 =
@W1
@x1
=   sinhx
1
cosh2 x1
;
R22 =
@W2
@x2
=
@W2
@x1
@x1
@x2
=
cosh2 x1   sinh2 x1
cosh2 x1
 1
sinhx1
;
=
1
cosh2 x1 sinhx1
(x1 6= 0);
R12 = R21 =
1
2
@W1
@x2
+
@W2
@x1

=
1
2

  sinhx
1
cosh2 x1
1
sinhx1
+
cosh2 x1   sinh2 x1
cosh2 x1

= 0 (x1 6= 0):
Hence, the vector eldW on E2 are not Killing. Therefore, it follows that on (E2; hij = ij)
we can construct a globally dened Kropina space which is not strong.
The conic domain A(x1;x2) is
A(x1;x2) =
n
(y1; y2) 2 T(x1;x2)E2
y1 + (sinhx1)y2 > 0o;
which is a half plane of the tangent space T(x1;x2)E2 whose boundary is the straight line
passing through the origin which is perpendicular to the vector W(x1;x2).
We get the following results:
S11 = S22 = 0;
S12 =  S21 = 1
2
@W1
@x2
  @W2
@x1

=
1
2

  sinhx
1
cosh2 x1
1
sinhx1
  cosh
2 x1   sinh2 x1
cosh2 x1

=   1
cosh2 x1
(x1 6= 0):
Next, we generalize the above example to an n( 2)-dimensional Euclidean space En
with the canonical metric. For any real numbers a and bi (3  i  n), we dene the set
of the curves
H(a;b)(s) = (x
1; x2; x3;    ; xn) = (log (s+
p
s2 + 1);
p
s2 + 1 + a; b3;    ; bn);
where b = (b3;    ; bn). If a and bi (3  i  n) change all over the real numbers, the
curves H(a;b) cover the whole En and they are disjoint. Putting
dH(a;b)
ds
(s) =: W(x1;x2;;xn) = (W
1(s);W 2(s);    ;W n(s));
it is a globally dened vector eld on En and we have
(W 1(s);W 2(s);    ;W n(s)) =
 1p
s2 + 1
;
sp
s2 + 1
; 0;    ; 0

:
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By the similar way to the 2-dimensional case, we haveW(x1;x2;;xn) = 1;
where the notation jj stands for the length of the vector eld with respect to the canonical
metric on En.
Since hij = ij, we have Wi = hirW
r = W i (i = 1; 2;    ; n). Furthermore, since
 j
i
k = 0 (i; j; k = 1; 2;    ; n), we have
R11 =   sinhx
1
cosh2 x1
;
R22 =
1
cosh2 x1 sinhx1
(x1 6= 0);
R12 = R21 = 0 (x
1 6= 0)
and the others are zero.
Hence, the vector eld W is not Killing and it follows that on (En; hij = ij) we can
construct a globally dened Kropina space which is not strong.
The conic domain A(x1;x2;;xn) is
A(x1;x2;;xn) =
n
(y1; y2;    ; yn) 2 T(x1;x2;;xn)En
y1 + (sinhx1)y2 > 0o;
which is a half space of the tangent space T(x1;x2;;xn)En whose boundary is the hyperplane
passing through the origin which is perpendicular to the tangent vector W(x1;x2;;xn).
We will use the following results in Example 9.1:
S12 =  S21 =   1
cosh2 x1
(x1 6= 0)
and the others are zero.
More generally, since it is well-known that every connected non-compact manifold
admits a non-zero vector elds, we get:
Example 6.2 On every connected non-compact Riemannian space, a globally dened
Kropina space can be constructed.
Secondly, we show the examples of the globally dened Kropina spaces of compact
type. The following theorem is well-known:
Theorem 6.1 ([W], [WD]) (Hopf) Let M be a compact, orientable manifold. There
exists a nowhere vanishing vector eld on M if and only if its Euler characteristic (M)
is zero.
Hence, we have
Example 6.3 On a compact, orientable Riemannian space M whose Euler characteristic
is zero, a globally dened Kropina space can be constructed.
Since a torus is a compact, orientable Riemannian space whose Euler characteristic
is zero, we can construct a globally dened Kropina space. And, since every manifold of
odd dimension has zero Euler characteristic, we have
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Example 6.4 On a compact, orientable manifold M of odd dimension, a globally dened
Kropina space can be constructed.
On the other hand, since the Euler characteristics of 2m(m  1)-dimensional sphere
S2m, double torus and triple torus are 2,  2 and  4 respectively, it follows that there
does not exist a nowhere vanishing vector eld on them. Hence, we cannot construct a
globally dened Kropina space on them.
We consider some examples of 2-dimensional Riemannian space. A compact orientable
2-dimensional Riemannian manifold whose Euler characteristic is zero is only a torus. As
we mentioned above a globally dened Kropina space can be constructed on it. We shall
give a concrete example of a unit vector eld.
Example 6.5 (A torus surface T 1 = S1  S1) On a torus surface T 1 a globally dened
Kropina space which is not strong can be constructed.
(Proof.) A torus surface T 1 is a hypersurface of E3 dened by
x1 = (R + r cosu2) cos u1; x2 = (R + r cosu2) sin u1; x3 = r sinu2;(6.1)
where 0  u1 < 2, 0  u2 < 2, R > r > 0. The metric (hij) on T 1 is induced from the
canonical metric of E3. Using
dx1 =  (R + r cosu2) sin u1du1   r sinu2 cosu1du2;
dx2 = (R + r cosu2) cos u1du1   r sinu2 sinu1du2;
dx3 = r cosu2du2
and ds2 = (dx1)2 + (dx2)2 + (dx3)2, we get
ds2 = (R + r cosu2)2(du1)2 + r2(du2)2:
From the above equation, we have the induced metric (hij) (i; j = 1; 2) as follows:
h11 = (R + r cosu
2)2; h12 = h21 = 0; h22 = r
2:
And we get
 112 =  211 =   121 = 1
2
@h11
@u2
=  r sinu2(R + r cosu2);
 111 =  221 =  122 =  212 =  222 = 0:
Since
h11 =
1
(R + r cosu2)2
; h12 = h21 = 0; h22 =
1
r2
;
we get
 1
2
1 = h
22 121 =
sinu2(R + r cosu2)
r
;
 1
1
2 =  2
1
1 = h
11 112 =
 r sinu2
R + r cosu2
;
 1
1
1 =  1
2
2 =  2
2
1 =  2
1
2 =  2
2
2 = 0:
We consider the two examples of the unit vector elds.
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(Example 1) We consider the u2-curve cu1(u
2). We put
U = U1
@
@u1
+ U2
@
@u2
:=
dcu1(u
2)
du2
:
Since we have
U =
@x1
@u2
@
@x1
+
@x2
@u2
@
@x2
+
@x3
@u2
@
@x3
=  r sinu2 cosu1 @
@x1
  r sinu2 sinu1 @
@x2
+ r cosu2
@
@x3
and
@
@u1
=  (R + r cosu2) sin u1 @
@x1
+ (R + r cosu2) cos u1
@
@x2
@
@u2
=  r sinu2 cosu1 @
@x1
  r sinu2 sinu1 @
@x2
+ r cosu2
@
@x3
;
we get
U =
@
@u2
:
Hence, we have
U1 = 0; U2 = 1 and jU j =
p
h(U;U) = r:
Putting
W = W 1
@
@u1
+W 2
@
@u2
=:
1
r
U;
we have
W 1 = 0; W 2 =
1
r
; jW j = 1:
3

6
KI
Wu2-curve
Figure 5: The unit vector eld W along u2-curves on a torus
Since Wi = hijW
j, we have
W1 = h11W
1 + h12W
2 = 0;
W2 = h21W
1 + h22W
2 = r:
Therefore, we have
W1jj2 =
@W1
@u2
 W1 112  W2 122 = 0;
W2jj1 =
@W2
@u1
 W1 211  W2 221 = 0;
W1jj1 =
@W1
@u1
 W1 111  W2 121 =   sinu2(R + r cosu2);
W2jj2 =
@W2
@u2
 W1 212  W2 222 = 0:
39
So, we have
R11 =   sinu2(R + r cosu2); R12 = R21 = R22 = 0;
S11 = S22 = S12 = S21 = 0:
Hence, it follows that the unit vector eld W is not Killing. Therefore, we can
construct a Kropina space which is not strong on a torus.
We denote the tangent space fv1@=@u1 + v2@=@u2g at (u1; u2) and the tangent space
of E3 at (x1; x2; x3) by T(u1;u2)T 1 and T(x1;x2;x3)E3 := fy1@=@x1 + y2@=@x2 + y3@=@x3g,
respectively. Then, the tangent space T(x1;x2;x3)T
1 of T 1 at (x1; x2; x3) can be represented
by
T(x1;x2;x3)T
1 =
n
(y1; y2; y3) 2 T(x1;x2;x3)E3(x1   Rx1p
(x1)2 + (x2)2
)y1 + (x2   Rx
2p
(x1)2 + (x2)2
)y2 + x3y3 = 0
o
:
The conic domain A(u1;u2) in T(u1;u2)T
1 is
A(u1;u2) = f(v1; v2) 2 T(u1;u2)T 1jv2 > 0g:
On the other hand, since we have
rW =  r sinu2 cosu1 @
@x1
  r sinu2 sinu1 @
@x2
+ r cosu2
@
@x3
=   x
1x3p
(x1)2 + (x2)2
@
@x1
  x
2x3p
(x1)2 + (x2)2
@
@x2
+ (
p
(x1)2 + (x2)2  R) @
@x3
;
the conic domain A(x1;x2;x3) in T(x1;x2;x3)T
1 can be written as
A(x1;x2;x3)
=
n
(y1; y2; y3) 2 T(x1;x2;x3)T 1

x1x3p
(x1)2 + (x2)2
y1 +
x2x3p
(x1)2 + (x2)2
y2   (
p
(x1)2 + (x2)2  R)y3 < 0
o
:
(Example 2) Next, we give another unit vector eld which is not a Killing one.
Consider the u1-curve cu2(u
1) and dene the vector eld U by
U = U1
@
@u1
+ U2
@
@u2
:=
@cu2(u
1)
@u1
:
Since we have
U =  (R + r cosu2) sin u1 @
@x1
+ (R + r cosu2) cos u1
@
@x2
;
using the formula in Example 1 we get
U =
@
@u1
;
that is,
U1 = 1; U2 = 0:
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Since we have jU j = ph(U;U) = R + r cosu2, dene a unit vector eld W = W 1 @
@u1
+
W 2 @
@u2
by W = 1
R+r cosu2
U . Then, we get
W 1 =
1
R + r cosu2
; W 2 = 0:
N R
q -
:

u1-curve
W
Figure 6: The unit vector eld W along u1-curves on a torus
Since Wi = hijW
j, we have
W1 = R + r cosu
2; W2 = 0:
Hence, we get
W1jj1 =
@W1
@u1
 Wr 1r1 = 0;
W2jj2 =
@W2
@u2
 Wr 2r2 = 0;
W1jj2 =
@W1
@u2
 Wr 1r2 =  r sinu2   (R + r cosu2)
 r sinu2
R + r cosu2
= 0;
W2jj1 =
@W2
@u1
 Wr 2r1 =  (R + r cosu2)  r sinu
2
R + r cosu2
= r sinu2:
From the above equations, we get
R11 = R22 = 0; R12 = R21 =
r
2
sinu2:
So, it follows that W is not a globally dened Killing vector eld. Therefore, we can
construct a globally dened Kropina space which is not strong.
The conic domain A(u1;u2) is given by
A(u1;u2) = f(v1; v2) 2 T(u1;u2)T 1jv1 > 0g:
On the other hand, the conic domain A(x1;x2;x3) in T(x1;x2;x3)T
1 can be written as
A(x1;x2;x3) = f(y1; y2; y3) 2 T(x1;x2;x3)T 1j   x1y1 + x2y2 > 0g
because of
U =  x2 @
@x1
+ x1
@
@x2
:
For the use of later, we have
S11 = S22 = 0; S12 =  S21 =  r
2
sinu2:
We show an example of 2-dimensional space which is orientable but is not compact.
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Example 6.6 (A cylinder) On a cylinder a globally dened Kropina spaces which is not
strong can be constructed.
(Proof.) A cylinder S1  R, where R is the set of real numbers, is dened as a subset of
E3 by
S1  R := f(x1; x2; x3) 2 E3 : (x1)2 + (x2)2 = 1; x3 2 Rg
whose metric h is induced from the canonical metric on E3. Using the new parameters
u1 and u2, we put
x1 = cos u1; x2 = sin u1; x3 = u2:
Since we have
dx1 =   sinu1du1; dx2 = cos u1du1; dx3 = du2;
we get
ds2 = (dx1)2 + (dx2)2 + (dx3)2 = (du1)2 + (du2)2:
From the above equation we get the induced metric (hij) (i; j = 1; 2) as follows:
h11 = h22 = 1; h12 = h21 = 0:
Hence, we have
 j
i
k = 0 (i; j; k = 1; 2):
From the relation between (x1; x2; x3) and (u1; u2), we get
@
@u1
=   sinu1 @
@x1
+ cosu1
@
@x2
;
@
@u2
=
@
@x3
:
To dene a new vector eld, we consider the set of the curves fca(s) : 0  a <
cosh(2)  1g dened by
ca(s) = (cos u
1(s); sinu1(s); u2(s));
where
u1(s) = log (s+
p
s2 + 1); u2(s) =
 p
s2 + 1  1 + a (s  0)
 ps2 + 1 + 1 + a (s < 0):
Since we have s = sinhu1(s), we get
p
s2 + 1 = coshu1(s).
z
-
:
3z
-
:
3z
-
:
3
ca(s)
W
Figure 7: The unit vector eld W on a cylinder
We denote the tangent vector eld of the curves fca(s) : 0  a < cosh(2)   1g by
W :
W = W 1
@
@u1
+W 2
@
@u2
:=
dca(s)
ds
:
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Since we have
W =   sinu1(s)du
1(s)
ds
@
@x1
+ cosu1(s)
du1(s)
ds
@
@x2
+
du2(s)
ds
@
@x3
=
du1(s)
ds
@
@u1
+
du2(s)
ds
@
@u2
:
we get
W 1 =
du1(s)
ds
=
1p
s2 + 1
=
1
coshu1(s)
;
W 2 =
du2(s)
ds
=
sp
s2 + 1
=
sinhu1(s)
coshu1(s)
:
Since hij = ij, we get
jW j =
p
h(W;W ) =
s
1 + sinh2 u1
cosh2 u1
= 1
and
W1 = W
1; W2 =W
2;
where Wi = hijW
j (i = 1; 2).
Paying attention to the relation
u2(s) =

coshu1(s)  1 + a (0  s);
  coshu1(s) + 1 + a (s  0);
we have
R11 =
@W1
@u1
=   sinhu
1
cosh2 u1
;
R22 =
@W2
@u2
=
@W2
@u1
@u1
@u2
=
 1
cosh2 u1(s) sinhu1(s)
(0 < s);
  1
cosh2 u1(s) sinhu1(s)
(s < 0);
R12 = R21 =
1
2
@W1
@u2
+
@W2
@u1

=
1
2
@W1
@u1
@u1
@u2
+
@W2
@u1

=
1
2

  sinhu1(s)
cosh2 u1(s)
1
sinhu1(s)
+ 1
cosh2 u1(s)

(0 < s);
1
2

sinhu1(s)
cosh2 u1(s)
1
sinhu1(s)
+ 1
cosh2 u1(s)

(s < 0)
=

0 (0 < s);
1
cosh2 u1(s)
(s < 0):
Hence, it follows that the unit vector eldW is not a globally dened Killing one. There-
fore, we can construct a globally dened Kropina space which is not strong.
We denote the tangent space fv1 @
@u1
+v2 @
@u2
g at (u1; u2) by T(u1;u2)(S1R). The conic
domain A(u1(s);u2(s)) in T(u1(s);u2(s))(S1  R) is
A(u1(s);u2(s)) = f(v1; v2) 2 T(u1(s);u2(s))(S1  R)jv1 + sinhu1(s)  v2 > 0g
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which is a half plane of the tangent plane T(u1(s);u2(s))(S1R) whose boundary is a straight
line which is passing through the origin and perpendicular to the tangent vector W .
We denote the tangent space of E3 at (x1; x2; x3) by T(x1;x2;x3)E3 = fy1 @@x1 + y2 @@x2 +
y3 @
@x3
. Then the tangent space T(x1(s);x2(s);x3(s))(S1  R) at (x1(s); x2(s); x3(s)) of S1  R
is represented by
T(x1(s);x2(s);x3(s))(S1  R) = f(y1; y2; y3) 2 T(x1(s);x2(s);x3(s))E3jx1(s)y1 + x2(s)y2 = 0g:
Since we have
W =   sinu1(s)du
1(s)
ds
@
@x1
+ cosu1(s)
du1(s)
ds
@
@x2
+
du2(s)
ds
@
@x3
=   x
2(s)
coshu1(s)
@
@x1
+
x1(s)
coshu1(s)
@
@x2
+ tanhu1(s)
@
@x3
;
the conic domain A(x1(s);x2(s);x3(s)) in the tangent space T(x1(s);x2(s);x3(s))(S1  R) can be
represented by
A(x1(s);x2(s);x3(s)) =
n
(y1; y2; y3) 2 T(x1(s);x2(s);x3(s))(S1  R)x2(s)y1   x1(s)y2   sinhu1(s)y3 < 0o:
We will use the following results in Example 9.5:
S11 = S22 = 0;
S12 =  S21 = 1
2
@W1
@u2
  @W2
@u1

=
1
2
@W1
@u1
@u1
@u2
  @W2
@u1

=
1
2

  sinhu1(s)
cosh2 u1(s)
1
sinhu1(s)
  1
cosh2 u1(s)

(0 < s);
1
2

sinhu1(s)
cosh2 u1(s)
1
sinhu1(s)
  1
cosh2 u1(s)

(s < 0)
=
  1
cosh2 u1(s)
(0 < s);
0 (s < 0):
Example 6.7 (Mobius band) A globally dened Kropina space which is not strong can
be constructed on a Mobius band.
(Proof.) M obius band is represented as a subset of E3 as follows:
x1(u1; u2) =

1 +
1
2
u2 cos
1
2
u1

cosu1;
x2(u;1 u2) =

1 +
1
2
u2 cos
1
2
u1

sinu1;
x3(u1; u2) =
1
2
u2 sin
1
2
u1;
where 0  u1 < 4 and 0  u2  1. We denote the above M obius band by M . We
consider the metric h on M induced from the canonical metric on E3.
Since we have
dx1 = X1du1 +
1
2
cos
1
2
u1 cosu1du2;
dx2 = X2du1 +
1
2
cos
1
2
u1 sinu1du2;
dx3 = X3du1 +
1
2
sin
u1
2
du2;
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where
X1 =  

1 +
1
2
u2 cos
u1
2

sinu1   1
4
u2 sin
u1
2
cosu1;
X2 =

1 +
1
2
u2 cos
u1
2

cosu1   1
4
u2 sin
u1
2
sinu1;
X3 =
1
4
u2 cos
u1
2
;
we have
ds2 = (dx1)2 + (dx2)2 + (dx3)2
=

(X1)2 + (X2)2 + (X3)2

(du1)2
+

X1 cos
1
2
u1 cosu1 +X2 cos
1
2
u1 sinu1 +X3 sin
u1
2

du1du2 +
1
4
(du2)2
=
n
1 +
1
2
u2 cos
u1
2
2
+
1
16
(u2)2
o
(du1)2 +
1
4
(du2)2:
So, we get the induced metric (hij) (i; j = 1; 2) as follows:
h11 =

1 +
1
2
u2 cos
u1
2
2
+
1
16
(u2)2; h12 = h21 = 0; h22 =
1
4
:
Furthermore, we get
det (hij) =
1
4
n
1 +
1
2
u2 cos
u1
2
2
+
1
16
(u2)2
o
;
h11 =
1
1 + 1
2
u2 cos u
1
2
2
+ 1
16
(u2)2
; h12 = h21 = 0; h22 = 4:
We consider the set of the u1-curves cu2(u
1) = (x1(u1; u2); x2(u1; u2); x3(u1; u2)). Den-
ing a vector eld U =
P3
i=1 U
i(@=@ui) by U = dcu2(u
1)=du1, we get U = X1(@=@x1) +
X2(@=@x2) +X3(@=@x3), where X1, X2 and X3 were dened above. Since we have
@
@u1
= X1
@
@x1
+X2
@
@x2
+X3
@
@x3
;
@
@u2
=
1
2
cos
1
2
u1 cosu1
@
@x1
+
1
2
cos
1
2
u1 sinu1
@
@x2
+
1
4
sin
u1
2
@
@x3
;
we get U = @
@u1
, that is,
U1 = 1; U2 = 0:
From the equation jU j =ph(U;U), we get
jU j =
r
1 +
1
2
u2 cos
u1
2
2
+
1
16
(u2)2 > 0:
Putting f(u1; u2) =
q
(1 + 1
2
u2 cos u
1
2
)2 + 1
16
(u2)2, we dene a unit vector eld W by
W =W i(@=@ui) := 1
f(u1;u2)
U and we get
W 1 =
1
f(u1; u2)
; W 2 = 0:
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Furthermore, we have
W1 = h11W
1 + h12W
2 = f(u1; u2); W2 = h21W
1 + h22W
2 = 0:
From the induced metric (hij), we get
 111 =
1
2
@h11
@u1
= f
@f
@u1
;
 112 =  211 =   121 = 1
2
@h11
@u2
= f
@f
@u2
:
 221 =  122 =   212 = 1
2
@h22
@u1
= 0;  222 =
1
2
@h22
@u2
= 0
and
 1
1
1 = h
11 111 + h
12 121 =
1
f
@f
@u1
;
 1
1
2 = h
11 112 + h
12 122 =
1
f
@f
@u2
;
 2
1
2 = h
11 212 + h
12 222 = 0;
 1
2
1 = h
21 111 + h
22 121 =  4f @f
@u2
;
 1
2
2 = h
21 112 + h
22 122 = 0;
 2
2
2 = h
21 212 + h
22 222 = 0:
Then, we have
W1jj1 =
@W1
@u1
 W1 111  W2 121
=
@f
@u1
  f  1
f
@f
@u1
= 0;
W1jj2 =
@W1
@u2
 W1 112  W2 122
=
@f
@u2
  f  1
f
@f
@u2
= 0;
W2jj1 =
@W2
@u1
 W1 211  W2 221
=  f  1
f
@f
@u2
=   @f
@u2
=  cos
u1
2
+ 1
8
(4 cos2 u
1
2
+ 1)u2
2f
:
and
W2jj2 =
@W2
@u2
 W1 212  W2 222
= 0:
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Hence, we get
R11 = 0;
R12 = R21 =  
cos u
1
2
+ 1
8
(4 cos2 u
1
2
+ 1)u2
4f
;
R22 = 0:
It follows that since the equation R12 = R21 = 0 does not hold for all (u
1; u2), the
vector eld W is not a globally dened Killing one. Hence we can conclude that on
Mobius bandM a globally dened Kropina space which is not strong can be constructed.
Paying attention to
h(W; v) = fv1;
where v = vi(@=@ui), we get the conic domain A(u1;u2) which is represented by
A(u1;u2) = f(v1; v2) 2 T(u1;u2)M jv1 > 0g:
Example 6.8 On a Klein bottle a globally dened Kropina space which is not strong can
be constructed.
The Klein bottle is a topological object which can be dened as the closed square
[0; 2] [0; 2] with opposite sides identied according to the equivalent relation
(u1; 0)  (u1; 2); (0; u2)  (2; 2   u2):
-
6
u1
u2
- - - - -
- - - - -
u1   curve2   a
a
6
-
-
?
(0; 0) (2; 0)
(0; 2) (2; 2)
Figure 8: The Klein bottle and u1-curve
We consider the surface K in the four-dimensional Euclidean space R4 given by the
embedding f of the Klein bottle into R4 which is dened by
f : [0; 2) [0; 2)  ! R4
(u1; u2) 7 ! f(u1; u2) = (x(u1; u2); y(u1; u2); z(u1; u2); w(u1; u2));
where
x(u1; u2) = (a+ b cosu2) cosu1;
y(u1; u2) = (a+ b cosu2) sinu1;
z(u1; u2) = b sinu2 sin
u1
2
;
w(u1; u2) = b sinu2 cos
u1
2
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for constant numbers a and b such that a > b > 0 (See Subsection 10.4).
We adopt the induced metric (hij) (i; j = 1; 2) from the four-dimensional Euclidean
metric. Since we have
dx =  (a+ b cosu2) sin u1du1 + (a  b sinu2) cos u1du2;
dy = (a+ b cosu2) cos u1du1 + (a  b sinu2) sin u1du2;
dz =
b
2
sinu2 cos
u1
2
du1 + b cosu2 sin
u1
2
du2;
dw =   b
2
sinu2 sin
u1
2
du1 + b cosu2 cos
u1
2
du2;
we have
ds2 = (dx)2 + (dy)2 + (dz)2 + (dw)2
= f(a+ b cosu2)2 + b
2
4
sin2 u2g(du1)2 + f(a  b sinu2)2 + b
2
4
cos2 u2g(du2)2:
From the above equation, we have
h11 = (a+ b cosu
2)2 +
b2
4
sin2 u2 6= 0;
h12 = h21 = 0;
h22 = (a  b sinu2)2 + b
2
4
cos2 u2 6= 0:
From  jik =
1
2
(
@hji
@uk
+ @hik
@uj
  @hjk
@ui
), we have
 111 =
1
2
@h11
@u1
= 0;
 121 =  1
2
@h11
@u2
=   112;
 112 =  211 =
1
2
@h11
@u2
= (a+ b cosu2)(a  b sinu2) + b
2
4
sinu2 cosu2;
 222 =
1
2
@h22
@u2
= (a  b sinu2)(a  b cosu2)  b
2
4
sinu2 cosu2;
 212 =
1
2
(
@h12
@u2
+
@h12
@u2
  @h22
@u1
) = 0;
 221 =
1
2
(
@h22
@u1
+
@h21
@u2
  @h21
@u2
) = 0:
Since  j
i
k = h
ir jrk, we have
 1
1
1 = h
11 111 + h
12 121 = 0;
 1
2
1 = h
21 111 + h
22 121 = h
22 121 =  h22 112;
 1
1
2 =  2
1
1 = h
11 112 + h
12 122 = h
11 112;
 2
2
2 = h
21 212 + h
22 222 = h
22 222;
 2
1
2 = h
11 212 + h
12 222 = 0;
 2
2
1 =  1
2
2 = h
21 211 + h
22 221 = 0:
Consider a u1-curve ca(u
1) dened as follows:
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(i) If 0 < a < , a u1-curve ca(u
1) is one gotten by joining two curves f(u1; u2)
(0  u1 < 2; u2 = a) and f(u1; u2) (0  u1 < 2; u2 = 2   a).
(ii) If a = 0, , ca(u
1) = f(u1; u2) (0  u1 < 2; u2 = a).
Dening the vector eld V by
V = V 1
@
@u1
+ V 2
@
@u2
:=
dca(u
1)
du1
;
we get
V =  (a+ b cosu2) sin u1 @
@x
+ (a+ b cosu2) cos u1
@
@y
+
b
2
sinu2 cos
u1
2
@
@z
  b
2
sinu2 sin
u1
2
@
@z
=
@
@u1
;
that is,
V 1 = 1; V 2 = 0:
Since we have
jV j =
p
h11;
we dene a unit vector eld W =W r @
@ui
by W = 1p
h11
V . So, we have
W 1 =
1p
h11
; W 2 = 0:
For W1 = h1rW
r =
p
h11 and W2 = h2rW
r = 0, we have
W1jj2 +W2jj1 = (
@W1
@u2
 Wr 1r2) + (
@W2
@u1
 Wr 2r1)
=
@
p
h11
@u2
  2
p
h11 1
1
2
=
1
2
p
h11
@h11
@u2
  2 1p
h11
h1r 1
r
2
=
1
2
p
h11
@h11
@u2
  2 1p
h11
 112
=   1
2
p
h11
@h11
@u2
:
So, it follows that W is a unit vector eld which is not Killing.
From the above examples, we get the following theorem:
Theorem 6.2 ([YS1]) If M is one of the following:
(1) an n( 2)-dimensional Euclidean space,
(2) a non-compact Riemannian space,
(3) a torus, a cylinder, a Mobius band and a Klein bottle,
then a globally dened Kropina space can be constructed on M .
In particular, on an n( 2)-dimensional Euclidean space, a torus, a cylinder, a Mobius
band and a Klein bottle, a globally dened Kropina spaces which is not strong can be
constructed.
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6.2 The globally dened strong Kropina spaces
In this subsection, we shall show some examples of the globally dened strong Kropina
spaces. We have the following theorem:
Theorem 6.3 ([YS1]) If M is one of the following:
(1) a compact connected simply connected three-dimensional Riemannian space,
(2) a Riemannian space which admits a nontrivial parallel vector eld,
(3) a two-dimensional Riemannian space which is locally Euclidean : Euclidean plane,
a cylinder, a torus, a Mobius band and a Klein bottle,
(4) a compact Lie group,
(5) a Lie group with bi-invariant metric,
then a globally dened strong Kropina space can be constructed on it.
(Proof.) First, we shall prove that there exists a unit Killing vector eld on the round
sphere S3. S3 is considered as the subset of C2, where C is the set of complex numbers ;
S3 = fz = (z1; z2)jza 2 C(a = 1; 2); jz1j2 + jz2j2 = 1g:
Putting s = eit 2 S1, where i is the imaginary unit, and dening S1-action 't on S3 by
't : z = (z
1; z2) 7 ! (sz1; sz2) = (eitz1; eitz2);
we get a one-parameter isometry group f'tg of S3. The vector eld X dened by
Xz :=
d
dt
't(z)

t=0
= (iz1; iz2)
is a unit Killing vector eld because of
jXzj2 = jiz1j2 + jiz2j2 = jz1j2 + jz2j2 = 1:
So, we can construct a globally dened strong Kropina space on S3.
Recall Poincare conjecture ([BN1]) : arbitrary compact connected simply connected
metrizable topological 3-manifold M with the second countability axiom is homeomorphic
to the 3-sphere S3. Since in the year 2006 Poincare conjecture have been proved and
S3 with the canonical Riemannian metric of sectional curvature 1 admits a unit Killing
vector eld, (1) follows.
Let W be a parallel vector eld on a Riemannian space. Then, it follows that the
length jW j of W is constant. Therefore the normalized vector eld 1jW jW is also parallel.
In general a parallel vector eld is a Killing one. Hence we get a unit Killing vector eld.
Therefore (2) follows.
From Proposition 5.15, it follows that any two-dimensional Riemannian space (M; g)
with a unit Killing vector eld X is locally Euclidean, that is, M is isometric to the
Euclidean plane or to one of the at complete surfaces: a cylinder, a torus, a M obius
band or a Klein bottle. In fact, we can show the existence of a unit Killing vector eld
on the above surfaces.
(3)(i)Two dimensional Euclidean plane. On the Euclidean plane E2 = f(x1; x2)jx1; x2 2
Rg endowed with the canonical Euclidean metric, a unit Killing vector eld is given by
the parallel translation by a unit vector v = (h1; h2), where (h1)2 + (h2)2 = 1. We dene
the one-parameter isometry group ftg by
t : (x
1; x2)  ! (x1 + h1t; x2 + h2t)
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for every t 2 R. A vector eld W dened by
W(x1;x2) :=
d
dt
t(x
1; x2)

t=0
= (h1; h2)
is a unit Killing vector eld.
(ii)Cylinder. (Example 1) On the cylinder S1  R, where R is the set of real
numbers, endowed with the canonical metric h induced from the Euclidean metric of E3,
S1-action t : S1  (S1  R)  ! S1  R is dened by
t(w; r) = (e
tiw; r); eti 2 S1; (w; r) 2 S1  R:
Since for any vector (w; r) on the cylinder S1  R the length of it with respect to the
metric h is given by
j(w; r)j =
p
jwj2 + r2;
ftg is a one-parameter isometry group. Hence, the vector eld W is dened by
W(w;r) :=
d
dt
(etiw; r)

t=0
= (iw; 0)
is Killing and we have
jW(w;r)j = j(iw; 0)j = jiwj = 1:
Therefore, W is a unit Killing vector eld. Furthermore, by Lemma 5.2, the closed curve
t(w; r) = (e
tiw; r) is a geodesic through the point (w; r) on the cylinder S1  R.
q -
1
q -
1
q -
1
(w; r) W(w;r)
t(w; r)
Figure 9: The unit Killing vector eld W along the closed curves on a cylinder
(Example 2) We will show another example. We dene the S1-action t : S1(S1
R)  ! S1  R by
t(w; r) = (e
tiw; kt+ r); eti 2 S1; (w; r) 2 S1  R;
where k is a positive number. The metric h on the cylinder S1 R is given in the above
example. Since ftg is a one-parameter isometry group, the vector eld X dened by
X(w;r) :=
d
dt
(etiw; kt+ r)

t=0
= (iw; k)
is Killing. And, we have
jX(w;r)j = j(iw; k)j =
p
jiwj2 + k2 =
p
1 + k2:
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Hence, we dene a unit Killing vector eld ~W by ~W := 1p
1+k2
X.
Furthermore, by Lemma 5.2, the non-closed curve t(w; r) = (e
tiw; kt+r) is a geodesic
through the point (w; r) on the cylinder S1  R.
z
-
:
3z
-
:
3z
-
:
3
t(w; r)(w; r)
~W(w;r)
Figure 10: The unit Killing vector eld W along the non-closed curves on a cylinder
(iii)Torus. (Example 1) On the torus S1  S1 endowed with the canonical metric
h induced from the Hermitian metric on C2, S1-action t : S1  (S1  S1)  ! S1  S1 is
dened by
t(w; ~w) = (e
tiw; eti ~w); eti 2 S1; (w; ~w) 2 S1  S1:
Since for any vector (w; ~w) on the torus S1S1 the length of it with respect to the metric
h is given by
j(w; ~w)j =
p
jwj2 + j ~wj2;
ftg is a one-parameter isometry group. Hence, a vector eld X dened by
X(w; ~w) :=
d
dt
(etiw; eti ~w)

t=0
= (iw; i ~w)
is Killing and we have
jX(w; ~w)j = j(iw; i ~w)j =
p
jiwj2 + ji ~wj2 =
p
2:
Hence, a new vector eld W dened by
W :=
1p
2
X
is a unit Killing one. It follows that the curve (etiw; eti ~w) is a closed geodesic through
the point (w; ~w) by Lemma 5.2.
(Example 2) We will give another example of a unit Killing vector eld on S1S1.
Let q be a natural number and r be an irrational number. Dene a new S1-action
t : S1  (S1  S1)  ! S1  S1 by
t(w; ~w) = (e
qtiw; erti ~w); eit 2 S1; (w; ~w) 2 S1  S1:
Since ftg is a one-parameter isometry group, a vector eld X dened by
X(w; ~w) :=
d
dt
(eqtiw; erti ~w)

t=0
= (qiw; ri ~w)
is Killing. The length of X is
jX(w; ~w)j =
p
jqiwj2 + jri ~wj2 =
p
q2 + r2
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which is constant. Hence, a unit Killing vector eld W is dened by
W :=
1p
q2 + r2
X
and the curve (eqtiw; erti ~w) is a geodesic which is not closed.
(iii)Mobius band. Mobius band is represented in Example 6.7. We consider the tangent
vector of the u1-curve cu2(u
1) exchanging the metric h induced from the canonical metric
on E3 for a new metric ~h =
q
~hij(ur)duiduj satisfying the conditions
~hij(u
r) = ij:
Denoting the tangent vector of the u1-curve cu2(u
1) at (u1; u2) by ~W(u1;u2) = ~W
i @
@ui
,
we get
~W(u1;u2) =
@
@u1
;
that is, ~W 1 = 1 and ~W 2 = 0. From ~hij(u
r) = ij, we get ~W1 = 1, ~W2 = 0 and j
i
k = 0
(1  i; j; k  2). Hence, we get Rij = 0 and it follows that ~W is a unit Killing vector
eld.
By Lemma 5.2, it follows that the u1-curves cu2(u
1) are closed curves.
When u2 6= 0, we have (x1(0; u2); x2(0; u2); x3(0; u2)) = (x1(4; u2); x2(4; u2); x3(4; u2))
and (x1(0; u2); x2(0; u2); x3(0; u2)) 6= (x1(u1; u2); x2(u1; u2); x3(u1; u2)) for any u1 such
that 0 < u1 < 4. Hence, the length of the closed geodesic u1-curve cu2(u
1) isZ 4
0
~h(W(u1;u2);W(u1;u2))du
1 =
Z 4
0
du1 = 4:
When u2 = 0, we have (x1(u1; 0); x2(u1; 0); x3(u1; 0)) = (cosu1; sinu1; 0). Hence, the
length of the closed geodesic u1-curve cu2=0(u
1) isZ 2
0
~h(W(u1;0);W(u1;0))du
1 =
Z 2
0
du1 = 2:
(iv)Klein bottle. We consider the surface K in the four-dimensional Euclidean space
R4 dened by f in Example 6.8:
f : [0; 2) [0; 2)  ! R4
(u1; u2) 7 ! f(u1; u2) = (x(u1; u2); y(u1; u2); z(u1; u2); w(u1; u2));
where
x(u1; u2) = (a+ b cosu2) cosu1;
y(u1; u2) = (a+ b cosu2) sinu1;
z(u1; u2) = b sinu2 sin
u1
2
;
w(u1; u2) = b sinu2 cos
u1
2
for constant numbers a and b such that a > b > 0 (See Subsection 10.4).
We adopt the induced metric (hij) (i; j = 1; 2) from the four-dimensional Euclidean
metric and use the results obtained in Example 6.8.
53
Consider a u2-curve ~cb(u
2) which is dened by
~cb(u
2) := (u1; u2) (u1 = b; 0  u2 < 2);
where b is a constant number which satises 0  b < 2.
Dening the vector eld V by
V = V 1
@
@u1
+ V 2
@
@u2
:=
d~cb(u
2)
du2
;
we get
V = (a  b sinu2) cos u1 @
@x
+ (a  b sinu2) sin u1 @
@y
+b cosu2 sin
u1
2
du2
@
@z
+ b cosu2 cos
u1
2
@
@z
=
@
@u2
;
that is,
V 1 = 0; V 2 = 1:
-
6
u1
u2
6
6
6
6
u2   curve
b
6
-
-
?
(0; 0) (2; 0)
(0; 2) (2; 2)
Figure 11: The Klein bottle and u2-curve
Since we have
jV j =
p
h22;
we dene a unit vector eld W =W r @
@ui
by W = 1p
h22
V . So, we have
W 1 = 0; W 2 =
1p
h22
:
For W1 = h1rW
r = 0 and W2 = h2rW
r =
p
h22, we have
W1jj2 +W2jj1 = (
@W1
@u2
 Wr 1r2) + (
@W2
@u1
 Wr 2r1)
=  2
p
h22 1
2
2
= 0:
Therefore the vector eld W is a unit Killing vector eld.
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(4) Let G be a compact Lie group. Let Lh : G  ! G and Rh : G  ! G denote left
multiplication and right multiplication, respectively.
It is known ([V]) that a compact Lie group G admits a bi-invariant metric g which is
dened by
gp := L

p 1ge;
where ge is a conjugation invariant metric on TeG, p 2 G and e is the identity.
Choose a vector v 2 TeG such that ge(v; v) = 1. Then, there exist a left-invariant
vector eld V such that Ve = v. If t is the local ow of V through the identity, then the
ow of V is given by Rt , that is,
Vh =
@Rt(h)
@t

t=0
:
On the other hand, suppose that Y and Z are left-invariant vector elds. Since g is
a bi-invariant metric, we have
g(Y; Z) = g(RtL tY;RtL tZ):
Using the left invariance of Y and Z, we get
g(Y; Z) = g(RtY;RtZ):
This means that Rt is a isometry of G. Hence, it follows that the left invariant vector
eld V is a Killing vector eld and satises the condition gh(Vh; Vh) = ge(v; v) = 1.
(5) The fact that there exist a unit Killing vector eld is derived from the fact that a
compact Lie group admits a bi-invariant metric. Hence, it follows that there exist a unit
Killing vector eld using the discussion of (4). 2
Theorem 6.4 ([YS1]) If M is one of the following
(1) a compact even-dimensional Riemannian space with positive sectional curvature,
(2) a Riemannian space with negative Ricci tensor,
(3) a two-dimensional Riemannian space whose sectional curvature for a point is neg-
ative,
(4) an n( 3)-dimensional Riemannian space of constant negative curvature,
a globally dened strong Kropina space cannot be constructed on it.
(Proof.) (1) follows from Theorem 5.10 (Berger's theorem).
(2) follows from Corollary 5.12.
(3) and (4) follows from Theorem 5.13. 2
In the rest of this subsection, we consider the conic domain of the examples in the
proof of Theorem 6.3.
(1)The three dimensional sphere S3.
Put
z1 = cos u3(cosu1 + i sinu1); z2 = sin u3(cosu2 + i sinu2);
where 0  u1 < 2, 0  u2 < 2 and 0  u3 < =2. We consider S3 as a subset of E4
and induce the metric on S3 from the canonical metric of E4. So, we put
S3 = f(x1; x2; x3; x4) 2 E4j(x1)2 + (x2)2 + (x3)2 + (x4)2 = 1g
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and
x1 = cosu3 cosu1; x2 = cos u3 sinu1; x3 = sin u3 cosu2; x4 = sin u3 sinu2:
From the above equations, we have
dx1 =   cosu3 sinu1du1   sinu3 cosu1du3;
dx2 = cos u3 cosu1du1   sinu3 sinu1du3;
dx3 =   sinu3 sinu2du2 + cosu3 cosu2du3;
dx2 = sin u3 cosu2du2 + cosu3 sinu2du3:
Since we get
ds2 = cos2 u3(du1)2 + sin2 u3(du2)2 + (du3)2;
we have
h11 = cos
2 u3; h22 = sin
2 u3; h33 = 1; h12 = h21 = h13 = h31 = h23 = h32 = 0:
From the above equations, we get
 113 =  311 =
1
2
@h11
@u3
=  1
2
sin 2u3;
 131 =  1
2
@h11
@u3
=
1
2
sin 2u3;
 223 =  322 =
1
2
@h22
@u3
=
1
2
sin 2u3;
 232 =  1
2
@h22
@u3
=  1
2
sin 2u3;
and the others are zero.
Since we have
h11 =
1
cos2 u3
; h22 =
1
sin2 u3
; h33 = 1; h12 = h21 = h13 = h31 = h23 = h32 = 0;
we have
 1
1
3 =  3
1
1 = h
11 113 =   tanu3;
 1
3
1 = h
33 131 =
1
2
sin 2u3;
 2
2
3 =  3
2
2 = h
22 223 = cot u
3;
 2
3
2 = h
33 232 =  1
2
sin 2u3
and the others are zero.
Furthermore, we have
@
@u1
=   cosu3 sinu1 @
@x1
+ cos u3 cosu1
@
@x2
;
@
@u2
=   sinu3 sinu2 @
@x3
+ sinu3 cosu2
@
@x4
;
@
@u3
=   sinu3 cosu1 @
@x1
  sinu3 sinu1 @
@x2
+ cosu3 cosu2
@
@x3
+ cosu3 sinu2
@
@x4
:
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The S1-action 't : S3 3 (z1; z2)  ! (eitz1; eitz2) 2 S3 given in Theorem 6.3 can be
rewritten as follows:
't : (cosu
3 cosu1; cosu3 sinu1; sinu3 cosu2; sinu3 sinu2)
7 ! (cosu3 cos (u1 + t); cosu3 sin (u1 + t); sinu3 cos (u2 + t); sinu3 sin (u2 + t)):
We dene a vector eld W =
P3
i=1W
i(@=@ui) by
W (x1; x2; x3) =
d't(x
1; x2; x3)
dt

t=0
:
So, we get
W =   cosu3 sinu1 @
@x1
+ cosu3 cosu1
@
@x2
  sinu3 sinu2 @
@x3
+ sin u3 cosu2
@
@x4
=  x2 @
@x1
+ x1
@
@x2
  x4 @
@x3
+ x3
@
@x4
:
Hence, we get
W =
@
@u1
+
@
@u2
;
that is,
W 1 =W 2 = 1; W 3 = 0
and
W1 = cos
2 u3 = (x1)2 + (x2)2; W2 = sin
2 u3 = (x3)2 + (x4)2; W3 = 0
Since jW j =ph(W;W ) = pcos2 u3 + sin2 u3 = 1, W is a unit vector eld.
We get
W1jj1 =
@W1
@u1
 Wr 1r1 = 0;
W2jj2 =
@W2
@u2
 Wr 2r2 = 0;
W3jj3 =
@W3
@u3
 Wr 3r3 = 0;
W1jj2 =
@W1
@u2
 Wr 1r2 = 0;
W2jj1 =
@W2
@u1
 Wr 2r1 = 0;
W1jj3 =
@W1
@u3
 Wr 1r3
=   sin 2u3 + cos2 u3 tanu3
=   sinu3 cosu3;
W3jj1 =
@W3
@u1
 Wr 3r1
= sin u3 cosu3;
W2jj3 =
@W2
@u3
 Wr 2r3
= sin 2u3   sin2 u3 cotu3
= sin u3 cosu3;
W3jj2 =
@W3
@u2
 Wr 3r2
=   sinu3 cosu3:
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Therefore, since we get Rij = 0 (1  i; j  3), W is a Killing vector eld. The conic
domain is Au = f(v1; v2; v3) 2 TuS3jv1 cos2 u3+v2 sin2 u3 > 0g and Ax = f(y1; y2; y3; y4) 2
TxS3j   x2y1 + x1y2   x4y3 + x3y4 > 0g, where u = (u1; u2; u3) and x = (x1; x2; x3; x4)
respectively.
(3)-(i) Euclidean plane. Since W(x1;x2) = h
1 @
@x1
+ h2 @
@x1
, the conic domain A(x1;x2)
is
A(x1;x2) = f(y1; y2) 2 T(x1;x2)E2jh1y1 + h2y2 > 0g:
(3)-(ii) Cylinder. We use the notations in Example 6.6.
Since the S1-action t given in Theorem 6.3 is represented by
t : (cosu
1; sinu1; u2) 7 ! (cos (u1 + t); sin (u1 + t); u2);
we get
W :=   sinu1 @
@x1
+ cosu1
@
@x2
=
@
@u1
:
Hence, W 1 = 1 and W 2 = 0. We get Rij = 0 (1  i; j  2) and it follows that W is a
unit Killing vector eld. The conic domain A(u1;u2) is represented by
A(u1;u2) = f(v1; v2) 2 T(u1;u2)(S1  R)jv1 > 0g:
(3)-(iii) Torus. We use the notations given in the proof of Theorem 6.3 (2). We put
w = cosu1 + i sinu1 (0  u1 < 2) and ~w = cos u2 + i sinu2 (0  u2 < 2). Then (w; ~w)
is correspond to a point (x1; x2; x3; x4) of E4, where
x1 = cos u1; x2 = sin u1; x3 = cos u2; x4 = sinu2:
The metric on the torus is induced from the canonical metric on E4. So, we get
ds2 = (dx1)2 + (dx2)2 + (dx3)2 + (dx4)2
= (du1)2 + (du2)2;
that is,
h11 = h22 = 1; h12 = h21 = 0:
Since the S1-action t given in Theorem 6.3 is represented by
t : (cosu
1; sinu1; cosu2; sinu2) 7 ! (cos (u1 + t); sin (u1 + t); cos (u2 + t); sin (u2 + t));
we have
Xx =
d
dt
t(x)

t=0
=   sinu1 @
@x1
+ cos u1
@
@x2
  sinu2 @
@x3
+ cos u2
@
@x4
=
@
@u1
+
@
@u2
;
where x = (x1; x2; x3; x4).
Since we have jXxj =
p
2, we can dene a unit vector eld by W := 1p
2
X. Therefore,
W is a unit Killing vector eld.
The conic domain Ax is represented by
Ax = f(v1; v2) 2 Tx(S1  S1)jv1 + v2 > 0g:
We must remark that the metric in this example is dierent from the one in Example 6.5
which is induced from the canonical one of E4.
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6.3 Kropina spaces of constant ag curvature
Kropina spaces of constant ag curvature are constructed on Riemannian spaces of
constant sectional curvature by Theorem 4.11. Let (M;h) be one of such Riemannian
spaces. The Riemannian space (M;h) necessarily does not have to be complete. But,
it is well known that a Riemannian space M of constant sectional curvature is locally
isometric to a Riemannian space form. Namely, for any point p 2 M there exists a
coordinate neighborhood U of p which is isometric to a coordinate neighborhood ~U of
a space form. Denoting the isometry between U and ~U by , from Lemma 8.2 which is
shown later,  lifts to a conic isometry between the Kropina metric on U constructed
by a unit vector eld W and the Kropina metric on ~U constructed by the vector eld
(W ). Hence, we consider the Kropina spaces on the Riemannian space forms.
It is well-known that among the Riemannian space forms, there exists three models
in the following theorem.
Theorem 6.5 ([Ca]) Let M be an n-dimensional complete Riemannian manifold with
constant sectional curvature K (i.e. a Riemannian space form). Then, the universal
covering ~M of M , with the covering metric, is isometric to :
(a)Hn, if K =  1,
(b)En, if K = 0,
(c)Sn, if K = 1.
In the above Theorem 6.5, the universal covering ~M of M means that ~M is simply
connected and is a covering space of M . We must remark that if we use the canonical
metric of Hn and Sn multiplied by 1=K, we can make the space Hn and Sn to be of
constant sectional curvature K.
So, we may consider Kropina spaces on the only three models of the space forms.
But, we must notice that from Theorem 5.10 and Theorem 5.13 it follows that
S2m(m  1) and Hn(n  2) does not admit a globally dened unit Killing vector eld
of constant length. Hence, a globally dened Kropina space of constant ag curvature
cannot be constructed on them. Hence we have
Theorem 6.6 There are no Kropina spaces of constant ag curvature on Hn(n  2) and
S2m(m  1).
From the above theorem, we have
Corollary 6.7 ([YS2]) There does not exist a Kropina space of constant ag curvature
K(< 0).
On the other hand, we can easily prove that there exist a globally dened Killing
vector eld of constant length on En and S2m 1 as follows:
(a) A unit Killing vecter eld on En We have considered the case of E2 in the
proof of Theorem 6.3. We generalize it. Choose any unit vector a = (a1;    ; an) 2 Sn 1.
For any element x = (x1;    ; xn) 2 En, dene a mapping 't : En  ! En by
't : x = (x
1;    ; xn) 7 ! x+ ta = (x1 + ta1;    ; xn + tan):
Since f'tg is a one-parameter isometry group of En, the vector eld W dened by
Wx :=
d
dt
't(x)

t=0
= a
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is a Killing vector eld of constant length 1. A conic domain Ax  Enx is represented by
Ax = fy = (y1;    ; yn) 2 Enx j a1y1 +   + anyn > 0g:
(b) A unit Killing vecter eld on S2m 1 Secondly, we consider the case of
S2m 1. Here S2m 1 is considered as the subset of Cm :
S2m 1 = f(z1;    ; zm)jzi 2 C(1  i  m); jz1j2 +   + jzmj2 = 1g:
We put s = eit 2 S1 and dene S1-action 't on S2m 1 by
't : (z
1;    ; zm) 7 ! (sz1;    ; szm) = (eitz1;    ; eitzm):
Then f'tg is a one-parameter isometry group of S2m 1. The vector eld W dened by
Wz :=
d
dt
't(z)

t=0
= (iz1;    ; izm);
where z = (z1;    ; zm), is a Killing vector eld and its length is 1 since we have
jWzj2 = jiz1j2 +   + jizmj2 = jz1j2 +   + jzmj2 = 1:
So, we get
Theorem 6.8 ([YS1]) Let an n( 2)-dimensional Kropina space (M;2=) be of con-
stant ag curvature K. For this Kropina space, from Theorem 4.11, we have a Rieman-
nian metric h such that (M;h) is of constant sectional curvature K and a unit Killing
vector eld W on (M;h).
Then, the Riemannian space (M;h) of constant sectional curvature K is locally iso-
metric to one of the following two classes of space forms:
(i) an n( 2)-dimensional Euclidean space En if K = 0,
(ii) a 2m  1(m  2)-dimensioal sphere S2m 1 if K > 0.
To consider the conic domain of the case (b), we put zj = x2j 1+ ix2j (j = 1;    ;m),
where i is an imaginary unit. We consider S2m 1 as a subset of E2m:
S2m 1 = fx = (x1; x2;    ; x2m 1; x2m)j(x1)2 + (x2)2 +   + (x2m 1)2 + (x2m)2 = 1g:
Then, f'tg is represented by
't : x 7 ! x
0BBBBBBBB@
cos t sin t 0 0    0 0
  sin t cos t 0 0    0 0
0 0 cos t sin t    0 0
0 0   sin t cos t    0 0
...
...
...
...
...
...
...
0 0 0 0    cos t sin t
0 0 0 0      sin t cos t
1CCCCCCCCA
:
So, the tangent vector Wx of the curve 't(x) at t = 0 can be written as
Wx = x
0BBBBBBBB@
0 1 0 0    0 0
 1 0 0 0    0 0
0 0 0 1    0 0
0 0  1 0    0 0
...
...
...
...
...
...
...
0 0 0 0    0 1
0 0 0 0     1 0
1CCCCCCCCA
= ( x2; x1; x4; x3;    ; x2m; x2m 1):
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Let y = (y1; y2; y3; y4;    ; y2m 1; y2m) 2 E2m be any point of a conic domain Ax  S2m 1x.
Since y 2 S2m 1x, it satises the equation
P2m
i=1(y
i   xi)xi = 0, that is, P2mi=1 yixi = 1.
Furthermore, since y 2 Ax, it satises the inequality
Pm
i=1f (y2i 1   x2i 1)x2i + (y2i  
x2i)x2i 1g > 0, that is, Pmi=1( y2i 1x2i + y2ix2i 1) > 0. Hence, Ax can be written as
Ax = f(y1; y2;    ; y2m 1; y2m) 2 E2m j
2mX
i=1
yixi = 1;
mX
i=1
( y2i 1x2i + y2ix2i 1) > 0g:
In the rest of this subsection, we will show a special example of unit Killing vector
elds on S3.
Denition 6.1 ([DN]) An n-dimensional Riemannian manifold M is said to have the
Killing property if, in some neighborhood of each point of M , there exists an orthogonal
frame fX1;    ; Xng such that each Xi (i = 1;    ; n) is a Killing vector eld. Such a
frame will be called a Killing frame.
A Killing frame on S3
For any point p = (x1; x2; x3; x4) 2 S3 := f(x1; x2; x3; x4) 2 E4j(x1)2 + (x2)2 + (x3)2 +
(x4)2 = 1g, we set
X1 =  x2 @
@x1
+ x1
@
@x2
  x4 @
@x3
+ x3
@
@x4
;
X2 =  x3 @
@x1
+ x4
@
@x2
+ x1
@
@x3
  x2 @
@x4
;
X3 =  x4 @
@x1
  x3 @
@x2
+ x2
@
@x3
+ x1
@
@x4
:
They are a global orthnormal frame on S3.
The dierential 1-forms
!1 =  x2dx1 + x1dx2   x4dx3 + x3dx4;
!2 =  x3dx1 + x4dx2 + x1dx3   x2dx4
and
!3 =  x4dx1   x3dx2 + x2dx3 + x1dx4;
are dual to X1, X2 and X3.
Using the above 1-forms, we dene a Riemannian metric h on S3 by
h := !1 
 !1 + !2 
 !2 + !3 
 !3:
We denote Lie derivative with respect to a vector eldW on the Riemannian space (S3; h)
by LW . For a dierential 1-form !, we dene W! by W! := !(W ). It is well known
that the relation
LW! = Wd! + dW!(6.2)
(See Lemma 10.8) holds. Using (6.2), we get
LWh = d(!
1(W ))
 !1 + !1 
 d(!1(W ))
+d(!2(W ))
 !2 + !2 
 d(!2(W ))
+d(!3(W ))
 !3 + !3 
 d(!3(W )):
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First, put W = a1X1 + a
2X2 + a
3X3, where a
1, a2 and a3 are constant numbers with
(a1)2 + (a2)2 + (a3)2 = 1. Then, W satises the equation
LWh = 0;
that is , W is a unit Killing vector eld on S3 with respect to h. In particular, Xi
(i = 1; 2; 3) are unit Killing vector elds on S3 with respect to h (See Lemma 10.9).
Secondly, we will show that the curvature of the Riemannian space S3 with the metric
h is 1 (See Subsubsection 10.1.2). From the theory of the connection form of Riemannian
spaces, it is well-known that there exists only one matrix of the dierential 1-forms
! = (!j
i) satisfying the conditions
(a) dhij = hir!j
r + hjr!i
r;
(b) d!i   !r ^ !ri = 0:
In our case, we get0@!11 !12 !13!21 !22 !23
!3
1 !3
2 !3
3
1A =
0@ 0  !3 !2!3 0  !1
 !2 !1 0
1A :
For Riemannian tensors
Rj
i
kl = A(kl)
n@ j ik
@xl
+  j
r
k r
i
l
o
;
where A(kl) means interchange of indices k, l and subtraction, the equations
d!j
i   !jr ^ !ri =  1
2
Rj
i
kl!
k ^ !l
hold. After tedious calculation (See Subsubsection 10.1.2), it follows that for the distinct
integer i and j which belong to the set f1; 2; 3g the following equations hold:
Ri
j
ij = 1 =  Rijji
and the others are 0.
Paying attention to hij = ij, it follows that
Rijij = 1 =  Rijji
for the distinct integer i and j which belong to the set f1; 2; 3g and the others are 0.
So, it follows that the sectional curvature of h is 1 (See Lemma 10.5).
Therefore, fX1; X2; X3g is a Killing frame and for each unit Killing vector eld W =P3
i=1 aiXi, where
P3
i=1 ai = 1, there exists a Kropina space of constant curvature 1.
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7 The concrete form of Killing vector elds on En
and S2m 1
Let (M;F ) be a Kropina space of constant ag curvature K( 0) ( Corollary 6.7).
Then the base manifoldM is a Riemannian space of constant sectional curvature K( 0)
and is locally isometric to En or S2m 1 by Theorem 6.8.
As we mentioned at the beginning of Subsection 6.3, using Lemma 8.2, the Kropina
spaces on M and En=S2m 1 are locally conic isometric.
In the following two sections, we consider Kropina spaces of constant ag curvature
K( 0) on En and S2m 1. It is a natural question that how many Kropina spaces of
constant ag curvature K = 0 and K > 0, up to conic isometry, there exist on En and
S2m 1, respectively. To reach this aim, we shall obtain the dimension of the moduli space
MK in Section 8
Another aim is to consider the relation between Kropina spaces of constant ag cur-
vature K( 0) and projectively at Finsler spaces. In Section 9, we will obtain the
necessary and sucient conditions for a Kropina space to be projectively at and con-
sider the projectively atness of Kropina spaces of constant ag curvature on En and
S2m 1.
In this section, as the preparation for these aims, we will get the concrete form of a
unit Killing vector eld on En and S2m 1. In this section and the following two sections,
we regard (xi) as a row vector and (xi), where xi = hirx
r, as a column vector.
When we obtain a Killing vector eld, the following lemma is useful.
Lemma 7.1 ([BRS]) Let Pi = Pi(x) be solutions of the following system:
@Pi
@xj
+
@Pj
@xi
= 0:
Then
Pi = x
jQji + Ci;
where (Ci) is an arbitrary constant column vector and Q = (Qij) is an arbitrary constant
skew-symmetric matrix, i.e., Qij =  Qji.
7.1 The Euclidean case
First, we consider the case of the standard Euclidean space. In this case, the admissible
vector elds W are described in the following proposition.
Proposition 7.2 ([YS1]) Let (En; F = 2=) be a Kropina space and let F = 2= be
a Kropina metric corresponding to the at metric h =
p
h(y; y) =
p
ijyiyj and a vector
eld W = W i(@=@xi) of constant length 1 on En, where (xi) is a coordinate system of
En. Then, (En; F ) is of constant ag curvature K = 0 if and only if W has the form
W i(x) = Ci;
where (Ci) is a row vector of constant length 1.
(Proof.) Since (En; F ) is of constant ag curvature K = 0 if and only if W =
W i(@=@xi) is a Killing vector eld of constant length 1, that is, it satises the equations
Wijjj +Wjjji = 0;(7.1)
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where its index is lowered by hij = ij and the notation (jj) is the covariant derivative
with respect to the Euclidean metric h, and
nX
i=1
(Wi)
2 = 1:(7.2)
First, we consider the condition (7.1). Keeping in mind that the covariant derivative
(jj) is simply partial dierentiation, we have
@Wi
@xj
+
@Wj
@xi
= 0:
From Lemma 7.1, it follows that W is of the form
Wi = x
jQji + Ci;(7.3)
where (Ci) is an arbitrary constant column vector and Q = (Qij) is an arbitrary constant
skew-symmetric matrix, that is, Qij =  Qji. Therefore, W is a Killing vector eld if and
only if W is in the form (7.3).
Next, we consider the condition (7.2). Substituting (7.3) to (7.2), we have
nX
i=1
(xjQji + Ci)
2 = 1;
that is,
nX
i=1
xrxsQriQsi + 2
nX
i=1
xrQriCi +
nX
i=1
(Ci)
2 = 1:
Since the above equation must hold for any (xi), it follows that all Qij must vanish andPn
i=1(Ci)
2 = 1. Since W i = irWr and C
i = irCr, we get W
i = Ci with
Pn
i=1(C
i)2 = 1.
Hence, this proposition follows. 2
7.2 The spherical case
7.2.1 The projective coordinate system on a unit n-sphere
Referring to [BRS], we introduce the projective coordinate system on a unit n-sphere.
Consider the (n+ 1)-dimensional Euclidean space En+1 and an n-sphere
Sn := f(x0; x1;    ; xn)j(x0)2 + (x1)2 +   + (xn)2 = 1g:
We dene the eastern hemisphere and the western hemisphere by
Sn+ = f(x0; x1;    ; xn)j(x0; x1;    ; xn) 2 Sn; x0 > 0g
and
Sn  = f(x0; x1;    ; xn)j(x0; x1;    ; xn) 2 Sn; x0 < 0g;
respectively. We call the points p+ := (1; 0;    ; 0) and p  := ( 1; 0;    ; 0) the eastern
pole and the western pole, respectively.
We consider the tangent spaces TSn+ := f(1; x1; x2;    ; xn)g ' En and TSn  :=
f( 1; x1; x2;    ; xn)g ' En at the eastern pole and the western pole, respectively. The
projection
' : TSn ' En  ! Sn
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is dened by
' : x 7 !
 1p
1 + x  x ;
1p
1 + x  xx

;
where the notation "  " stands for the standard inner product on En (See Figure 12).
TSn+
x
'+(x)
p+
TSn 
x
' (x)
p 
Sn
Figure 12: The projection from the tangent spaces TSn on an n-sphere Sn
For the curve x(t) on TSn ' En, we get the curve
c(t) :=
 1p
1 + x(t)  x(t) ;
1p
1 + x(t)  x(t)x(t)

on Sn.
We get
c0(t)(7.4)
:=
 x(t)  x0(t)
(
p
1 + x(t)  x(t))3 ;  
x(t)  x0(t)
(
p
1 + x(t)  x(t))3x(t) +
1p
1 + x(t)  x(t)x
0(t)

:
Denoting the metric on Sn by h and putting x0(t) = y(t), we get
h(c0(t); c
0
(t))
=
(x(t)  y(t))2
(1 + x(t)  x(t))3 +
(x(t)  y(t))2(x(t)  x(t))
(1 + x(t)  x(t))3  
2(x(t)  y(t))2
(1 + x(t)  x(t))2 +
y(t)  y(t)
1 + x(t)  x(t)
=
y(t)  y(t)
1 + x(t)  x(t)  
(x(t)  y(t))2
(1 + x(t)  x(t))2 ;
that is, q
h(c0(t); c0(t)) =
p
(y(t)  y(t))(1 + x(t)  x(t))  (x(t)  y(t))2
1 + x(t)  x(t) :
Hence, the length of the tangent vector y 2 TxEn with respect to the metric h is given
by p
hx(y;y) =
p
(y  y)(1 + x  x)  (x  y)2
1 + x  x :
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7.2.2 The (2m  1)-sphere of constant sectional curvature K(>0)
We consider the globally dened unit Killing vector eld on Sn. From Theorem 5.10,
on an even dimensional n-sphere there does not exist such a vector eld. So, we consider
only the case n = 2m  1 (m  2).
Let (M;h) be a (2m  1)-sphere of constant sectional curvature K(> 0). Multiplying
the standard Riemannian metric by 1=K to eect constant sectional curvature, we get
p
hx(y;y) =
1p
K
p
(y  y)(1 + x  x)  (x  y)2
1 + x  x :
Since putting x = (x1;    ; x2m 1) and y = (y1;    ; y2m 1), we get
p
hx(y;y) =
1p
K
q
(1 + x  x)P2m 1i=1 (yi)2  P2m 1i;j=1 xixjyiyj
1 + x  x ;
where xi = ijx
j, we have
hij =
1
K
 ij
1 + x  x  
xixj
(1 + x  x)2

(1  i; j  2m  1):(7.5)
From (7.5), we have
hij = K(1 + x  x)(ij + xixj) (1  i; j  2m  1):(7.6)
Furthermore, since we have
@hij
@xk
=
1
K
n
  2xkij
(1 + x  x)2  
ikxj + jkxi
(1 + x  x)2 +
4xixjxk
(1 + x  x)3
o
from (7.5), we get
hjrk =
1
2
n@hkr
@xj
+
@hjr
@xk
  @hjk
@xr
o
=   1
K(1 + x  x)2

xjkr + xkjr   2xkxrxj
1 + x  x

:
Using (7.6), we get
hj
i
k =  
1
1 + x  x(
ir + xixr)

xjkr + xkjr   2xkxrxj
1 + x  x

=   1
1 + x  x

xj
i
k + xk
i
j

:
Denoting the covariant derivative with respect to hj
i
k on S
2m 1 by (jj), we have
Wijjj =
@Wi
@xj
 Wrhirj
=
@Wi
@xj
+
1
1 + x  x(xiWj + xjWi):
The equation for a Killing vector eld W can be written as follows:
@Wi
@xj
+
@Wj
@xi
+
2
1 + x  x(xiWj + xjWi) = 0:(7.7)
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Putting Pi = K(1 + x  x)Wi, we have
@Pi
@xj
= 2KxjWi +K(1 + x  x)@Wi
@xj
:
Then, the equation (7.7) is rewritten as
@Pi
@xj
+
@Pj
@xi
= 0;
because of xj = x
j. From Lemma 7.1, we get
Pi = x
jQji + Ci;
where (Ci) is an arbitrary constant column vector and Q = (Qij) is an arbitrary constant
skew-symmetric matrix. Therefore, we obtain
Wi =
xjQji + Ci
K(1 + x  x) :(7.8)
From (7.6) and (7.8) and using the equation xrxjQrj = 0, we get
W i = xrQr
i + Ci + (x  C)xi;
where Qj
i := isQjs and C
i := isCs.
From the condition jW j2 := hijW iW j = 1 and
jW j2 = 1
K(1 + x  x)

xrQrjx
sQs
j + 2xrQrjC
j + (C  C) + (x  C)2

;
we have
xrQrjx
sQs
j + 2xrQrjC
j + (C  C) + (x  C)2 = K(1 + x  x):(7.9)
Hence, it follows that the equation (7.9) holds for any x 2 E2m 1 if and only if the
equations
QrjQs
j + CrCs = Krs; QrjC
j = 0; C  C = K(7.10)
hold. Therefore we get
Proposition 7.3 ([YS1]) Suppose that a metric on a (2m  1)-sphere S2m 1 of constant
sectional curvature K(> 0) is given by multiplying a standard Riemannian metric by
1=K. Denote the eastern hemisphere and the western hemisphere of S2m 1 by S2m 1+ and
S2m 1  , and the tangent space at the eastern pole and the western pole by TS2m 1+ and
TS2m 1  , respectively. Then, using a projective coordinate system (xi) on S2m 1+ =S2m 1 
which is mapped from TS2m 1+ =TS2m 1  , a unit Killing vector led W on S2m 1+ =S2m 1  can
be written as
W i = xrQr
i + Ci + (x  C)xi;
where Qr
i and C i satisfy the conditions (7.10).
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7.3 Classication of Kropina spaces with constant ag curva-
ture K( 0)
7.3.1 Classication theorem
Theorem 7.4 (Classication)([YS1]) Let F = 2=, where  =
p
a(y; y) and  =
bi(x)y
i, be Kropina metric on a smooth manifold M of dimension n  2. Then, the
Kropina space (M;F ) is of constant ag curvature K if and only if the following condi-
tions are satised.
(1)There exists a Riemannian metric h =
p
h(y; y) of constant sectional curvature K
and W = W i(@=@xi) is a unit Killing vector eld with respect to h, where
hij := e
(x)aij; 2Wi := e
(x)bi and e
(x)b2 = 4
(2)Up to local isometry, the constant curvature Riemannian metric h and the vector
eld W must belong to one of the following two families.
(+) When K > 0 : the metric h is 1
K
times the standard metric on the unit (2m  1)-
sphere S2m 1 (m  2) in projective coordinates, and the unit vector eld W = W i(@=@xi),
where
W i = xrQr
i + Ci + (x  C)xi
for a constant skew-symmetric matrix (Qij) and a constant row vector (C
i), is Killing
with
QrjQs
j + CrCs = Krs; QrjC
j = 0; C  C = K:
In those coordinates, the quadratic form of h2, evaluated on y 2 TxS2m 1, satises
hx(y;y) =
1
K
n(y  y)(1 + x  x)  (x  y)2
(1 + x  x)2
o
:
(0) When K = 0 : the metric h is the Euclidean metric ij on En (n  2) and the
unit vector eld W = W i(@=@xi), where
W i = C i;(7.11)
is a Killing vector one with
Pn
i=1(C
i)2 = 1.
7.3.2 Globally dened solutions on the Euclidean space En
Since the Euclidean space En is covered by a single coordinate chart, the vector
W i(x) = C i in (7.11) is globally dened and is a unit constant vector. When a unit
constant vector is given on the Euclidean space En, a globally dened Kropina space of
constant ag curvature K = 0 can be constructed on it.
7.3.3 Globally dened solutions on the standard sphere S2m 1
For a row vector x = (x1;    ; x2m 1) and a skew-symmetric matrix Q = (Qij), we
denote a row vector (xrQrj) by xQ. Using this, we can denote the row vector W = (W
i)
given in (+) of Theorem 7.4 (2) by xQ+ C + (x  C)x.
Let W be a Killing vector eld on the tangent space TS2m 1+ ' E2m 1 at the eastern
pole. Projecting W to the eastern hemisphere by '+ and using the equation (7.4), we
get
'+(W )
=
   xW
(
p
1+xx)3 ;   xW(p1+xx)3x+ 1p1+xxW

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=
  fxxQ+xC+(xC)(xx)g
(
p
1+xx)3 ;  
xxQ+xC+(xC)(xx)
(
p
1+xx)3 x+
xQ+C+(xC)xp
1+xx

=
   xCp
1+xx ;
xQ+Cp
1+xx

=

  (
P2m 1
i=1 x
iCi)p
1+xx ;
(xjQj
i+Ci)p
1+xx

=
 
1p
1+xx ;
(xj)p
1+xx
 0 (Ci)
 (C i)t (Qj i)

;
where x is a row vector and t means transpose. In the above equation, we used the
equation x  xQ = 0. So, we get
'+(W ) = p
;(7.12)
where
p =
 
1p
1+xx ;
1p
1+xxx

; 
 =

0 C
 Ct Q

:(7.13)
We must notice that p in (7.13) is a point in the eastern hemisphere. We have
lim
jxj !1
1p
1 + x  x = 0:
Since we have
lim
jxj !1
 1p
1 + x  xx
 = 1;
we get
lim
jxj !1
1p
1 + x  xx = a
for x = ta (t > 0), a 2 S2m 2  E2m 1. For the sake of the continuity of W on the
whole of S2m 1 the value of the projection of W at any point p on the equator is dened
by p
. Furthermore, we extend W to the open western hemisphere by insisting that the
equation
' (W ) = p
; p =
   1p
1+xx
1p
1+xxx

holds. The result is
W = xQ  C   (x  C)x:
Therefore, there exists a skew-symmetric matrix 
 in (7.12) and (7.13) for a Killing
vector eld on S2m 1.
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8 The moduli space MK
In the previous section, we had obtained the unit Killing vector elds on the space
forms (En; h0) (n  2) and (S2m 1; h+) (m  2). Using the Riemannian metrics h
(h 2 fh0; h+g) and the unit Killing vector elds we can construct Kropina spaces of
constant ag curvature. We denote the set of such Kropina spaces by Kr(M;h), where
M = En=S2m 1 and h = h0=h+. But, there exists a redundancy among Kr(M;h).
Namely, among Kr(M;h) there are Kropina spaces which are Finslerian conic isometric
(See Denition 8.1) each other. We consider the set of Kropina spaces which are Finslerian
conic isometric as a point. Namely, paying attention to Lemma 8.2 and denoting the
isometry group of h by Iso(M ; h), we consider the quotient space Kr(M;h)=Iso(M;h),
which is called the moduli space and denoted by MK.
8.1 The isometry between two Kropina metrics
First, we dene the Finslerian conic isometricity of two Kropina spaces.
Denition 8.1 ([YS1]) Let (M1; F1) and (M2; F2) be two conic Finsler spaces, where
Fi : Ai  ! (0;1) (i = 1; 2) are conic Finsler metrics. Two conic Finsler spaces (M1; F1)
and (M2; F2) are said to be conic isometric if there exists a dieomorphism  :M1  !M2
which, when lifted to a map ~ : A1  TM1  ! A2  TM2, satises ~F2 = F1.
Remark 8.1 ([YS1]) We point out that in the denition above we assume ~(A1) =
(A1) = A2. This is always implicitly assumed when we discuss conic isometries.
Let Mi(i = 1; 2) be n( 2)-dimensional dierential manifolds. Consider two Kropina
metrics F1 on M1 and F2 on M2, where Fi = (i)
2=i, i =
p
(ai)jkyjyk and i = (bi)jy
j
(i = 1; 2). The metric Fi is constructed by a pair (hi;Wi) of a Riemannian metric hi and
a unit vector eld Wi on Mi, respectively. We get
Lemma 8.2 ([YS1]) Let (M1; F1) and (M2; F2) be two n( 2)-dimensional Kropina
spaces, where Fi = (i)
2=i : Ai  ! (0;1) (i = 1; 2) are Kropina metrics. Suppose
that they are constructed by a pair (hi;Wi) of a Riemannian metric hi and a unit vector
eld Wi on Mi (i = 1; 2), respectively. Let  : M1  ! M2 be a dieomorphism. The
following three statements are equivalent:
(i)  lifts to a conic isometry between F1 and F2.
(ii) 2 = e(x)=21 and 2 = e(x)1, where (x) = log ((b2)2)=(b1)2) is a function
of position alone.
(iii) h2 = h1 and W1 = W2.
(Proof.)
(i))(ii)
Assume (i) and remark that the isometry condition eF2 = F1 reads
(e2)2  1 = (1)2  e2:(8.1)
We point out that we regard the two Riemannian metrics 1, 2 as well as the linear
1-forms 1, 2 as mappings TMi  ! R, i = 1; 2, respectively.
Moreover, we see that (1)
2, (e2)2 and 1, e2 are homogeneous polynomials of
degree 2 and 1 in y, respectively. Since (1)
2 is not divisible by 1 (otherwise the rank of
the matrix (a1)ij would decrease and this is not allowed by denition for a Riemannian
metric), it follows that e2 must be divisible by 1, i.e. we must have e2 = f  1,
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for a function f : M1 ! R. Substituting this in (8.1) it results (e2)2 = f  (1)2 and
therefore we must have f > 0. By denoting (x) := log f(x) the rst two relations in (ii)
are obtained.
From here we have
(b2)2 = e(x)  (b1)2(8.2)
taking into account that
(b2)i = e(x)  (b1)i; (a2)ij = e(x)  (a1)ij;
Therefore the expression for (x) follows immediately.
The converse (ii))(i) follows immediately.
(ii))(iii)
Recall that the geometric data (i; i) are related to Zermelo's navigation data (hi;Wi)
by relations (3.2) making use of the functions ki(x), for i = 1; 2.
If we assume (ii), then from (8.2) it follows
 = k1   k2:
Relation (3.2) for hij implies
(h2)ij = (ek2  (a2)ij) = (ek2)  ((a2)ij) = ek2e  (a1)ij
= e k1+
k2  (h1)ij = (h1)ij
and similarly for W
(W2)i =
1
2
e
k2(b2)i =
1
2
e
k2e(x)(b1)i =
1
2
ek1(b1)i = (W1)i:
The conclusion follows immediately taking into account that, for Wi 2 TMi as vector
elds, W1 = W2 is equivalent to W1 = (W2), where W1  (W1)i(x)yi, and similarly
forW2, are regarded as mappings on TMi, i = 1; 2, respectively. 2
In the above Lemma, we must notice that the formulas of (ii) contain the conformal
factor, but the formulas in (iii) does not so. This is signicant and we can proceed the
argument by the similar way to Randers case in [BRS].
Let  be any element of Iso(M;h), where M = En=S2m 1 and h = h0; =h+, respec-
tively. We identify the group Iso(M;h) with a matrix subgroup G of GLnR=GL2mR.
Since for any point p 2M Wp is dened by
Wp =
d
dt
'(t; p)

t=0
;
where '(t; p) is the ow passing through p, we have
(W )q =
d
dt

  '(t;  1(q))

t=0
=  Wp =  W 1(q); q = (p);
that is,
(W ) =  W   1:(8.3)
Since we have LWh = 0 and  is isometry, we have L(W )h = 0 and j(W )jh = 1, that
is, (W ) is a unit Killing vector eld.
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Suppose that the isometry  corresponds to a matrix g 2 G. Denoting the Lie algebra
of G by g, W corresponds to a matrix 
 2 h, where h is a subset of g, because W is a
unit Killing vector eld. From (8.3), it follows that W 7 ! (W ) correspond to
h 3 
  ! Ad(g)
 = g
g 1 2 h:
The dimension of the quotient space of h gotten by considering the component which is
invariant under Ad(g) (g 2 G) as a point is equal to that of the moduli space MK.
We prepare the following proposition:
Proposition 8.3 (A compact case.)[BRS] Let 
 be a any real l  l skew-symmetric
matrix. Then, there exists an orthogonal matrix B 2 O(l) such that ~
 = B 1
B, where
the matrix ~
 dened as follows:
when l is even,
~
 := a1J      amJ; m = l
2
;
when l is odd,
~
 := a1J      amJ  0; m = l   1
2
;
where
a1  a2      am  0; and J =

0 1
 1 0

:
8.2 The (2m  1)-sphere
The isometry group G of (S2m 1; h) is O(2m), whose elements are orthogonal matrices
which implement rigid rotations by right multiplying the row vectors of E2m. Each Killing
vector eld W of (S2m 1; h) corresponds to a constant skew-symmetric 2m 2m matrix

 :=

0 C
 Ct Q

;
which is an element of the Lie subalgebra h of Lie algebra g = o(2m). This correspondence
between the Killing vector eld of (S2m 1; h) and h is a Lie algebra isomorphism.
Applying Proposition 8.3, we see that there exists a g 2 O(2m) such that
g
g 1 = ~
 = a1J      amJ:
The matrix ~
 represents the unit Killing vector eld ~W = W , where  is the
isomorphism which corresponds to the orthogonal matrix g. According to Theorem 7.4,
~W has the form x ~Q + ~C + (x  ~C)x with respect to the projective coordinates x which
parametrize the eastern hemisphere. Comparing the matrix
0 ~C
  ~Ct ~Q

of ~W with ~
, we conclude that
~C = (a1; 0;    ; 0)(8.4)
and
~Q = 0 a2J      amJ:(8.5)
72
From the equation (7.10), we have
~Qrj ~Qs
j + ~Cr ~Cs = Krs;(8.6)
~Qrj ~C
j = 0;(8.7)
~C  ~C = K:(8.8)
We have ~C1 = a1 and ~C
2 =    = ~C2m 1 = 0 from (8.4). Substituting them to (8.8),
we get
a1 =
p
K:
The equation (8.7) identically holds. Since ~Ci = ir ~C
r = ~C i, we have ~C1 = a1 =
p
K and
~C2 =    = ~C2m 1 = 0. We have
~C1 ~C1 = K
and the others ~Cr ~Cr are 0, and from (8.5) we have
~Q(2r 2)j ~Q(2r 2)j = ~Q(2r 1)j ~Q(2r 1)j = (ar)2 (r = 2;    ;m)
and the others ~Qrj ~Qs
j are 0. Substituting the above equations to (8.6), we get
(a2)
2 = (a3)
2 =    = (am)2 = K;
that is,
a2 = a3 =    = am =
p
K:
Hence, we get ~W = ( ~W 1; ~W 2; ~W 3;    ; ~W 2m 1), where
~W 1 =
p
Kf1 + (x1)2g;
~W 2r 2 =  
p
Kfx2r 1   x1x2r 2g (r = 2;    ;m);
~W 2r 1 =
p
Kfx2r 2 + x1x2r 1g (r = 2;    ;m):
Therefore, we get
Theorem 8.4 ([YS1]) The moduli spaceMK for (2m 1)-dimensional Kropina metrics
of constant ag curvature K(> 0) is a single point
(a1; a2;    ; am) = (
p
K;
p
K;   
p
K) 2 Em:
8.3 Euclidean space
The isometry group of (En; h0) consists of rotations, reections, and translations; it
is the Euclidean group G = E(n).
From Proposition 7.2, denoting a Killing vector eld on En by W = W i(@=@xi), we
have W i = Ci, where (Ci) is a unit vector. Let (Ci1) and (C
i
2) be two unit vectors.
Since Sn 1 is transitive, there exists a matrix g 2 SO(n) such that (C i1) = (C i2)g. Hence,
G-orbit of unit Killing vector elds on En is a single point. Therefore, we get
Theorem 8.5 [YS1]) The moduli space MK for Kropina metrics of constant ag cur-
vature K = 0 is a single point
(a1; a2;    ; am) = (1; 0;    0) 2 Em:
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9 Projectively at Kropina spaces of constant ag
curvature
9.1 Projectively at conic Finsler spaces
Let (M;F ) and (M;F ) be two classical Finsler spaces. The Finsler metric F is said
to be projective to F if any geodesic of (M;F ) coincides with a geodesic of (M;F ) as
a set of points and vice versa. Furthermore, if (M;F ) is a locally Minkowski space, the
Finsler space (M;F ) is said to be projectively at.
For a conic Finsler metric and a conic Finsler space, we dene the concept of "pro-
jective" and "projectively at" as follows:
Denition 9.1 ([YS1]) A conic Finsler space is projectively at if and only if the conic
Finsler space is with rectilinear extremals. Therefore, a conic Finsler space (M;F ) is
projectively at if and only if it satises the equations
Fxryjy
r   Fxj = 0 (Hamel0s relation):
In this case, Gi(x; y) = Pyi, where P (x; y) is given by P = 1
2F
Fxiy
i.
9.2 The necessary and sucient condition for a Kropina space
to be projectively at
Let (M;F ) be a Finsler space with (; )-metric F = F (; ), where  =
p
a(y; y)
and  = bi(x)y
i. A Kropina metric is one of the (; )-metrics and one of the conic
Finsler metrics. We denote the Christoel symbols of a Riemannian space (M;) by j
i
k
and dene the formulas as follows:
rij =
bi;j + bj;i
2
; sij =
bi;j   bj;i
2
; sij = a
irsrj;
bi = airbr; b
2 = arsbrbs; si = b
jsji; s0 = siy
i;
where (ars) is the inverse of (ars) and the symbol (; ) stands for the covariant derivative
with respect to .
M. Matsumoto got the necessary and sucient conditions for a Finsler space with
(; )-metric F (; ) to be projectively at in [M3]. Though a Kropina space is one of
Finsler spaces with (; )-metric, it is a conic Finsler space. So, without using Mtsumoto's
theorem we shall get the necessary and sucient conditions for a Kropina space to be
projectively at by straightforward calculations.
LetGi be the coecients of the geodesic spray of a Finsler space (M;F (; ) = (s)),
where s = = and (s) is a dierentiable function of s. We use the following formula in
[CS]:
Gi = G
i
+ !si0 +
n
r00   2!s0
onyi

+ bi
!0
!   s!0
o
(9.1)
where
 :=
!   s!0
2
;  := 1 + s!(s) + (b2   s2)!0(s); !(s) := 
0
  s0
and G
i
is the geodesic spray coecients of the associated Riemannian space (M;). The
formula (9.1) was obtained for a classical Finsler space (M;F = (s)). But, since in
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proving it we use only the dierentiability of , the formula holds for a conic Finsler
space. Hence, it holds for a Kropina space, too.
For a Kropina space, we have (s) = 1=s. After straightforward calculations, we
obtain
Gi =
1
2
0
i
0  
2
2
si0   
b2
(r00 +
2

s0)(
yi

  
2
bi):(9.2)
Suppose that a Kropina space (M;2=) is projectively at. Then from Denition
9.1, the following equation must hold:
1
2
0
i
0  
2
2
si0   
b2
(r00 +
2

s0)(
yi

  
2
bi) = Pyi;(9.3)
where P is positively homogeneous of degree one with respect to yi. Transvecting (9.3)
by yi, we get
1
2
000   
2b2
(r00 +
2

s0) = 
2P:(9.4)
Solving (9.4) for P and substituting it to (9.3), we get
1
2
0
i
0  
2
2
si0   
b2
(r00 +
2

s0)(
yi

  
2
bi) =
1
2
1
2
000   
2b2
(r00 +
2

s0)

yi;
that is,
(0
i
0  
000
2
yi)  
2

si0 +
r00 + 
2s0
b22
(
2

bi   yi) = 0:
Changing the form of the above equation, we get
(0
i
0
2   000yi)b2   b24si0 + (r00 + 2s0)(2bi   yi) = 0:
Furthermore, we get


(0
i
0
2   000yi)b2 + r00(2bi   yi)  2s0yi

= 4(b2si0   s0bi):(9.5)
Since we suppose that the matrix (aij(x)) is positive denite, 
2 is not divisible by .
Hence, it follows that the equation
b2si0   s0bi = ci(x)(9.6)
holds for a function ci(x) of (xi) alone. Derivating the equation (9.6) by yj, we get
b2sij   sjbi = bjci(x):(9.7)
Transvecting the equation (9.7) by bj, we get
ci(x) =  si:
So, the equation (9.7) reduces to
b2sij = bisj   bjsi:(9.8)
Using the equation (9.8), the equation (9.5) reduces to
(0
i
0
2   000yi)b2 + r00(2bi   yi)  2s0yi =  4si:
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We can rewrite the above equation as
2

0
i
0b
2 + r00b
i   s0yi + 2si

= (000b
2 + r00)y
i:
From the above equation, it follows that the equation
0
i
0b
2 + r00b
i   s0yi + 2si = yi
holds for a one-form  = i(x)y
i. Derivating the above equation by yi and yk, we get
2j
i
kb
2 + 2rjkb
i   sjik   skij + 2ajksi = j(x)ik + k(x)ij;
that is,
j
i
k =
(j(x) + sj)
2b2
ik +
(k(x) + sk)
2b2
ij   1
b2
(rjkb
i + ajks
i):(9.9)
Conversely, we suppose that the equations (9.8) and (9.9) hold.
Transvecting the equation (9.9) by yjyk
0
i
0 =
( + s0)
b2
yi   1
b2
(r00b
i + 2si):(9.10)
From the equation (9.10), we get
si0 =
s0
b2
bi   
b2
si:(9.11)
Substituting the equations (9.10) and (9.11) to the equation (9.2), we get
Gi =
( + s0)
2b2
yi   1
2b2
(r00b
i + 2si)  
2
2
(
s0
b2
bi   
b2
si)  
b2
(r00 +
2

s0)(
yi

  
2
bi)
=
( + s0)
2b2
yi   1
2b2
(r00b
i + 2si)  
2s0
2b2
bi +
2
2b2
si   
b22
(r00 +
2

s0)y
i
+
1
2b2
(r00 +
2

s0)b
i
=
(   s0)
2b2
  
b22
r00

yi:
Therefore, it follows that the Kropina space is projectively at.
As we proved above, the restriction y 2 Ax has no inuence on the proof. Summarizing
the above discussion, we have
Theorem 9.1 (M. Matsumoto [M3]) A Kropina space is projectively at, if and only
if bi satises b
2sij = bisj   bjsi and the space is covered by coordinate neighborhoods in
which there exist functions i(x) satisfying
j
i
k = 
i
jk + 
i
kj   1
b2
(siajk + b
irjk):(9.12)
From Theorem 3.2, for a Kropina space (M;2=) we can choose a Riemannian metric
h and a unit vector eld W satisfying (3.2) and (3.3). In the rest of this subsection, we
shall rewrite the conditions (9.8) and (9.12) by a Riemannian metric h and a unit vector
eld W . We use the notations in Subsection 4.2 and enumerate the results we need in
this section.
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We have
hj
i
k = j
i
k +
1
2
j
i
k +
1
2
k
i
j   1
2
iajk;(9.13)
where hj
i
k and j
i
k are the coecients of Levi-Civita connection of (M;h) and (M;)
respectively, i = @=@x
i and i = aijj.
Using (9.13), we have
bi;j = 2e
 Wijjj + e 

iWj   jWi  Wrrhij

;
where the notation (jji) stands for the h-covariant derivative in the Riemannian space
(M;h) and i = hirr = e
 i.
Putting
Rij :=
Wijjj +Wjjji
2
; Sij :=
Wijjj  Wjjji
2
; Rij := h
irRrj; S
i
j := h
irSrj
Ri :=W
rRri; Si := W
rSri; R
i := hirRr; S
i := hirSr;
we have
rij = 2e
 

Rij   1
2
Wr
rhij

; sij = 2e
 

Sij +
iWj   jWi
2

:(9.14)
Furthermore, we get
si = 2e
 

2Si +Wr
rWi   i

; bi = airbr = e
hir
2Wr
e
= 2W i:(9.15)
First, substituting (3.2), (3.3), (9.14) and (9.15) to (9.8), we get
4e   2e 

Sij +
iWj   jWi
2

= 2e Wi  2e 

2Sj +Wr
rWj   j

  2e Wj  2e 

2Si +Wr
rWi   i

;
that is,
2Sij + iWj   jWi = Wi

2Sj +Wr
rWj   j

 Wj

2Si +Wr
rWi   i

:
So, we get
Sij = WiSj  WjSi:
Secondly, we will rewrite the condition (9.12). We have
si = aiusu = a
iu  2e 

2Su +Wr
rWu   u

= 2hiu

2Su +Wr
rWu   u

= 2(2Si +Wr
rW i   i):
Using the above equation (3.2), (9.13) and (9.15), we can change the equation (9.12) as
follows:
hj
i
k  
1
2
j
i
k   1
2
k
i
j +
1
2
ihjk
= ijk + 
i
kj   e

4

2(2Si +Wr
rW i   i):e hjk + 2W i  e (2Rjk  Wrrhjk)

that is,
hj
i
k = 
i
j(k +
1
2
k) + 
i
k(j +
1
2
j)  Sihjk  W iRjk:
Therefore, we get
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Theorem 9.2 ([YS1]) Let (M;F ) be a Kropina space and suppose that it is characterized
by a Riemannian metric h and a unit vector eld W on M . Then, it is projectively at,
if and only if Wi satises Sij = WiSj   WjSi and the space is covered by coordinate
neighborhoods in which there exist functions i(x) satisfying
hj
i
k = 
i
jk + 
i
kj   Sihjk  W iRjk:(9.16)
9.3 The relation between three classes of Kropina spaces and
the projectively at Kropina spaces
In Riemannian geometry, it is well-known that
Theorem 9.3 [Tac] Let (M; g) be an n( 2)-dimensional Riemannian space. Then,
(M; g) is projectively at if and only if (M; g) is of constant sectional curvature.
This theorem is obtained from the following theorem:
Theorem 9.4 [Tac] Let j
i
k and j
i
k
be the coecients of two symmetric ane connec-
tions   and   on an n( 2)-dimensional dierential manifold M .   is projective to   if
and only if there exists a covariant vector eld (i) which satises the condition
j
i
k
= j
i
k + j
i
k + k
i
j:
In this subsection, we consider the relation between three classes of Kropina spaces
and projectively at Kropina spaces.
On a Kropina space of constant ag curvature, we have Theorem 4.11.
First, consider an n( 2)-dimensional globally dened strong Kropina space (M;2=)
and let h and W be a Riemannian metric and a unit Killing vector eld dened on it by
(3.2) and (3.3), respectively. Then, we have Rij = 0 and Si = 0.
Suppose that (M;2=) is projectively at. From Theorem 9.2, we have Sij = 0 and
hj
i
k = 
i
jk + 
i
kj. From the former, we have Wijjj = 0, that is, W is parallel. The
latter means that the Riemannian space (M;h) is projectively at. Hence, from Theorem
9.3, it is a Riemannian space of constant sectional curvature.
Conversely, suppose that W is parallel on (M;h) and the Riemannian space (M;h)
is projectively at. From the rst assumption, we have Wijjj = 0. So, we get Rij = Sij =
Si = 0. Hence, the two conditions in Theorem 9.2 hold and the Kropina space (M;
2=)
is projectively at.
Therefore, we get
Theorem 9.5 ([YS1]) Let (M;2=) be a globally dened strong Kropina space, where
2 = a(y; y),  = bi(x)y
i and the matrix (aij) is positive denite. For this Kropina space,
we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld W = W i(@=@xi)
on (M;h) by (3.2) and (3.3).
Then, (M;2=) is projectively at if and only if W is parallel on the Riemannian
space (M;h) and the Riemannian space (M;h) is projectively at.
Since the set of globally dened strong Kropina spaces contains the set of Kropina
spaces of constant ag curvature, the following corollary immediately follows:
Corollary 9.6 ([YS1]) Let (M;2=) be an n( 2)-dimensional Kropina space of con-
stant ag curvature K( 0), where 2 = a(y; y),  = bi(x)yi and the matrix (aij) is pos-
itive denite. For this Kropina space, we dene a new Riemannian metric h =
p
h(y; y)
and a unit vector eld W = W i(@=@xi) on (M;h) by (3.2) and (3.3).
Then, the Kropina space (M;2=) is projectively at if and only if the vector eld
W is parallel on (M;h), that is, Wijjj = 0.
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Using Corollary 9.6, we investigate the projectively atness of Kropina spaces of
constant ag curvature K = 0 and K > 0.
The Euclidean case. Since we have hij = ij from (0) of Theorem 7.4, the
covariant derivative on (M;h), which is denoted by (jj), is simply partial dierentiation.
Hence, the covariant derivative of Wi(x) = irW
r(x) = irC
r, where (Ci) is a row vector
of constant length 1, is as follows;
Wijjj =
@Wi
@xj
= 0:
Therefore, from Corollary 9.6 it follows that a Kropina space (En; F = 2=) of
constant ag curvature K = 0 is projectively at.
Theorem 9.7 ([YS1]) The Kropina space (En; 2=) of constant ag curvature K = 0
is projectively at.
The spherical case. From Subsection 7.2.2, we have
Wijjj =
@Wi
@xj
+
1
1 + x  x(xiWj + xjWi):
and
Wi =
xrQri + Ci
K(1 + x  x) ;
where
QrjQs
j + CrCs = Krs; QrjC
j = 0; C C = K:
From the above equations, we get
Wijjj =  2xj(x
rQri + Ci)
K(1 + x  x)2 +
Qji
K(1 + x  x) +
1
1 + x  x(xi
xrQrj + Cj
K(1 + x  x) + xj
xrQrj + Ci
K(1 + x  x))
=
Qji
K(1 + x  x) +
1
1 + x  x(xi
xrQrj + Cj
K(1 + x  x)   xj
xrQri + Ci
K(1 + x  x))
=
1
K(1 + x  x)2

(1 + x  x)Qji + xi(xrQrj + Cj)  xj(xrQri + Ci)

:
Suppose that the vector eld W is parallel, then we get (Qij) = O and (Ci) = (0). This
contradict to C C = K. Therefore, a Kropina space (S2m 1; 2=) of constant curvature
K(> 0) is not projectively at.
Theorem 9.8 ([YS1]) The Kropina space (S2m 1; 2=) of constant curvature K > 0 is
not projectively at.
Remark 9.9 ([YS1]) There exists no Kropina space of constant negative ag curvature.
The Kropina space of positive constant ag curvature K is constructed on the Riemannian
space (S2m 1; hij), where hij is 1K times the standard metric on the unit sphere. It is not
projectively at. On the other hand, the Kropina space of constant ag curvature K = 0
is constructed on the n-dimensional Euclidean space (En; ij). It is projectively at.
From Theorem 9.7 and Theorem 9.8, we can rewrite Theorem 9.5 as follows:
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Corollary 9.10 ([YS1]) Let (M;2=) be a globally dened strong Kropina space, where
2 = a(y; y),  = bi(x)y
i and the matrix (aij) is positive denite. For this Kropina space,
we dene a new Riemannian metric h =
p
h(y; y) and a unit vector eld W = W i(@=@xi)
on (M;h) by (3.2) and (3.3).
Then, (M;2=) is projectively at if and only if W is parallel on the Riemannian
space (M;h) and the Riemannian space (M;h) is locally isometric to (En; ij).
Remark 9.11 ([YS1]) From Theorem 9.3 and Theorem 9.5, it follows that the set of
globally dened strong Kropina spaces which are projectively at reduces to the set of
Kropina spaces of constant ag curvature K = 0 which is projectively at.
Kropina spaces of constant ag curvature
strong Kropina spaces
Kropina spaces
Projectively at Finsler spaces
Figure 13: The projectively at Finsler spaces and three classes of Kropina spaces
In the rest of this subsection, we will show some examples. First, we will show Kropina
spaces which are neither globally dened strong ones nor projectively at.
Example 9.1 (A globally dened non-strong Kropina space on En which is not projec-
tively at.)
From the results gotten in Example 6.1, R22, R12 and S12 is not dened at x
1 = 0. Hence
the conditions in Theorem 9.2 do not hold at least at x1 = 0.
Suppose that x1 6= 0. Using the result we have gotten in Example 6.1, we have
S1 = W
rSr1 =
sinhx1
coshx1
1
cosh2 x1
=
sinhx1
cosh3 x1
;
S2 =W
rSr2 =   1
coshx1
1
cosh2 x1
=   1
cosh3 x1
and Si = 0 (3  i  n).
Then we have
W1S2  W2S1 =   1
coshx1
1
cosh3 x1
  sinhx
1
coshx1
sinhx1
cosh3 x1
=   1
cosh2 x1
= S12:
In the other cases, the equation WiSj  WjSi = Sij are hold.
But, since we have
S1h11 +W
1R11 =
sinhx1
cosh3 x1
  1
coshx1
sinhx1
cosh2 x1
= 0;
S2h11 +W
2R11 =   1
cosh3 x1
  sinhx
1
coshx1
sinhx1
cosh2 x1
=   1
coshx1
;
S1h22 +W
1R22 =
sinhx1
cosh3 x1
+
1
coshx1
1
cosh2 x1 sinhx1
=
1
coshx1 sinhx1
;
S2h22 +W
2R22 =   1
cosh3 x1
+
sinhx1
coshx1
1
cosh2 x1 sinhx1
= 0
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and hj
i
k =  j
i
k = 0, using the rst and fourth equations we get 1 = 2 = 0 and using
the second and third equations the equation (9.16) does not hold.
Therefore, a globally dened non-strong Kropina space in Example 6.1 is not projec-
tively at.
Remark 9.12 From Theorem 9.7 and Example 9.1, it follows that the projectively at-
ness depends on the unit vector eld W given on En.
Example 9.2 (A globally dened non-strong Kropina space on a torus which is not pro-
jectively at.)
We consider the Kropina space dened by a Riemannian metric h and W in Example
6.5. From the rst example in Example 6.5, we have S1 = S2 = S
1 = S2 = 0. Hence, the
relations Sij =WiSj  WjSi hold.
From  1
1
1 = 21 S1h11 W 1R11 and  222 = 22 S2h2 W 2R22, we get 1 = 2 = 0.
Putting i = j = 1 and k = 2 in the right-hand side of (9.16) , we have
 S1h12  W 1R12 = 0:
But the left-hand side of (9.16) is  1
1
2 =   r sinu2R+r cosu2 . Hence, the condition (9.16) does
not hold.
Therefore, the rst example in Example 6.5 is not projectively at.
Next, consider the second example. We get
S1 = W
rSr1 = 0;
S2 = W
rSr2 =
1
R + r cosu2


  r
2
sinu2

=   r sinu
2
2(R + r cosu2)
;
S1 = h1rSr = 0;
S2 = h2rSr =   sinu
2
2r(R + r cosu2)
:
Then we have
W1S2  W2S1 = (R + r cosu2)

  r sinu
2
2(R + r cosu2)

=  r sinu
2
2
= S12:
Hence, the condition WiSj  WjSi = Sij holds.
From  1
1
1 = 0 and 
1
11+
1
11 S1h11 W 1R11 = 21, we get 1 = 0. From  222 = 0
and
222 + 
2
22   S2h22  W 2R22 = 22 + sinu
2
2r(R + r cosu2)
 r2;
we get
2 =   r sinu
2
4(R + r cosu2)
:
Then, we have  1
1
2 =   r sinu2R+r sinu2 and
112 + 
1
21   S1h12  W 1R12 =   r sinu
2
4(R + r cosu2)
  1
R + r cosu2
 r sinu
2
2
=   3r sinu
2
4(R + r cosu2)
:
So, we have  1
1
2 6= 112 + 211  S1h12 W 1R12 for any u2 with sinu2 6= 0. Hence, the
second condition does not hold.
Therefore, the second example in Example 6.5 is not projectively at.
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Example 9.3 (A globally dened non-strong Kropina space on a cylinder which is not
projectively at.)
We consider the Kropina space dened by a Riemannian metric h and W in Example
6.6. We have
S1 = W
rSr1 =
 sinhu1
coshu1
 1
2 cosh2 u1
= sinhu
1
2 cosh3 u1
(s > 0);
0 (s < 0);
S2 = W
rSr2 =
 1
coshu1


  1
2 cosh2 u1

=   1
2 cosh3 u1
(s > 0);
0 (s < 0):
Then we have
W1S2  W2S1
=
 1
coshu1


  1
2 cosh3 u1

  sinhu1
coshu1
 sinhu1
2 cosh3 u1
=   1
2 cosh2 u1
= S12 (s > 0);
0 = S12 (s < 0):
So, the relation Sij = WiSj  WjSi hold for all s (6= 0).
In the similar way to Example 9.2, it follows that the second condition (9.16) does
not hold.
Therefore, the Kropina space in Example 6.6 is not projectively at.
Example 9.4 ( A globally dened non-strong Kropina space on E2nf0g which is not
projectively at.)
We will consider a space E2nf0g. Let (x1; x2) be a global coordinate system of E2 and
give a metric h =
p
h(y; y), where
hij = e
(x)ij
and
(x) = log
4
(x1)4 + (x2)4
:
Then, we have
hj
i
k =
j
2
ik +
k
2
ij   
i
2
jk;(9.17)
where
i =  e(xi)3; i =  (xi)3:
We give a vector eld W = W i(@=@xi), where
W i =
1
2
(xi)2:
The length jW jof W is
jW j =
r
e
1
4
(x1)4 +
1
4
(x2)4

=
s
4
(x1)4 + (x2)4
1
4
(x1)4 +
1
4
(x2)4

= 1:
Since we have
Wi =
1
2
e(xi)2;
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we get
Wijjj =
@Wi
@xj
 Wrhirj
=
1
2
e

2xi   (x
1)5 + (x2)5
2

ij +
e2
4
(xi)2(xj)2(xi   xj);
where the notation (jj) stands for the covariant derivative with respect to the metric h.
Hence, we have
W1jj1 =
1
2
e

2x1   (x
1)5 + (x2)5
2

;
W2jj2 =
1
2
e

2x2   (x
1)5 + (x2)5
2

;
W1jj2 =
e2
4
(x1)2(x2)2(x1   x2):
Therefore, we get
R11 =
1
2
e

2x1   (x
1)5 + (x2)5
2

;
R22 =
1
2
e

2x2   (x
1)5 + (x2)5
2

;
R12 = 0
and
S11 = S22 = 0; S12 =  S21 = e
2
4
(x1)2(x2)2(x1   x2):
Furthermore, we get
S1 = W
rSr1 = W
2S21 =  e
2
8
(x1)2(x2)4(x1   x2);
S2 = W
rSr2 = W
1S12 =
e2
8
(x1)4(x2)2(x1   x2);
S1 =  e

8
(x1)2(x2)4(x1   x2);
S2 =
e
8
(x1)4(x2)2(x1   x2):
Now, we will check the conditions in Theorem 9.2.
Since we have
W1S2  W2S1 = = 1
2
e(x1)2  e
2
8
(x1)4(x2)2(x1   x2) + 1
2
e(x2)2  e
2
8
(x1)2(x2)4(x1   x2)
=
e2
4
(x1)2(x2)2(x1   x2)
= S12;
the equations Sij =WiSj  WjSi hold.
Next, we will consider the second condition. From (9.17), we have
h2
1
2 =  
1
2
=
(x1)3
2
:
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On the other hand, we have
122 + 
1
22   S1h22  W 1R22
=
e2
8
(x1)2(x2)4(x1   x2)  1
2
(x1)2  1
2
e

2x2   (x
1)5 + (x2)5
2

=
e
8
(x1)2

e(x2)4(x1   x2)  4x2 + (x1)5 + (x2)5

:
From the above two equations, it follows that the second condition (9.16) does not hold.
Therefore, the non-strong Kropina space constructed on the Riemannian space (E2nf0g;
hij = e
ij) by the vector eld W =
1
2
(xi)2(@=@xi) is not projectively at.
The Kropina space constructed in Example 9.4 is not complete. We will show some
globally dened strong Kropina spaces which are projectively at.
Example 9.5 (A globally dened strong Kropina space on a cylinder, which is projec-
tively at.)
We consider a Kropina space constructed on a cylinder in Theorem 6.3. For (x1; x2; x3) 2
S1  R, we put
x1 = cos u1; x2 = sin u1; x3 = u2
using a new coordinate system (u1; u2). Then, we have
dx1 =   sinu1du1; dx2 = cos u1du1; dx3 = du2;
@
@u1
=   sinu1 @
@x1
+ cos u1
@
@x2
;
@
@u2
=
@
@x3
:
The metric on the cylinder is induced from the canonical metric of E3. Since we have
ds2 = (dx1)2 + (dx2)2 + (dx3)2 = (du1)2 + (du2)2;
we get
h11 = h22 = 1; h12 = h21 = 0:
From them, we have
h11 = h22 = 1; h12 = h21 = 0; hj
i
k = 0 (1  i; j; k  2):
(Example 1)
The vector eld W is can be written as
W =   sinu1 @
@x1
+ cos u1
@
@x2
:
Using the coordinate system (u1; u2), the vector eld W = W i(@=@ui) can be written as
W =
@
@u1
;
that is,
W 1 = 1; W 2 = 0:
From them, we get W1 = 1 and W2 = 0, and it follows that W is a unit vector eld.
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Using the above results, we get
Rij =
1
2
@Wi
@uj
+
@Wj
@ui

= 0;
Sij =
1
2
@Wi
@uj
  @Wj
@ui

= 0;
Si = S
i = 0:
Hence, it follows that W is a Killing vector eld and that it satises the two conditions
in Theorem 9.2 if we choose i = 0 (i = 1; 2).
Therefore, from Theorem 9.2, this globally dened strong Kropina space is projectively
at.
(Example 2) The vector eld ~W is can be written as
~W =
1p
1 + k2

  sinu1 @
@x1
+ cosu1
@
@x2
+ k
@
@x3

:
Using the coordinate system (u1; u2), the vector eld ~W = ~W i(@=@ui) can be written as
~W =
1p
1 + k2
@
@u1
+
kp
1 + k2
@
@u2
;
that is,
~W 1 =
1p
1 + k2
; ~W 2 =
kp
1 + k2
:
From them, we get ~W1 =
1p
1+k2
and ~W2 =
kp
1+k2
. Using the above results, we get
Rij =
1
2
@ ~Wi
@uj
+
@ ~Wj
@ui

= 0;
Sij =
1
2
@ ~Wi
@uj
  @
~Wj
@ui

= 0;
Si = S
i = 0:
Hence, like Example:1, from Theorem 9.2, this globally dened strong Kropina space is
projectively at.
Example 9.6 (A globally dened strong Kropina space on a torus which is projectively
at.)
We consider a Kropina space constructed on a torus in Theorem 6.3. For (x1; x2; x3; x4) 2
S1  S1, we put
x1 = cos u1; x2 = sin u1; x3 = cosu2; x4 = sin u2
using a new coordinate system (u1; u2). Then, we have
dx1 =   sinu1du1; dx2 = cosu1du1; dx3 =   sinu2du2; dx4 = cosu2du2;
@
@u1
=   sinu1 @
@x1
+ cosu1
@
@x2
;
@
@u2
=   sinu2 @
@x3
+ cosu2
@
@x4
;
The metric on the torus is induced from the canonical metric of E4. Since we have
ds2 = (dx1)2 + (dx2)2 + (dx3)2 + (dx4)2 = (du1)2 + (du2)2;
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we get
h11 = h22 = 1; h12 = h21 = 0:
From them, we have
h11 = h22 = 1; h12 = h21 = 0; hj
i
k = 0 (1  i; j; k  2):
The unit vector eld W can be written as
W =
1p
2

  sinu1 @
@x1
+ cosu1
@
@x2
  sinu2 @
@x3
+ cosu2
@
@x4

:
Using the coordinate system (u1; u2), the vector eld W = W i(@=@ui) can be written as
W =
1p
2
 @
@u1
+
@
@u2

;
that is,
W 1 =
1p
2
; W 2 =
1p
2
:
From them, we get W1 =
1p
2
and W2 =
1p
2
. Using the above results, we get
Rij =
1
2
@Wi
@uj
+
@Wj
@ui

= 0;
Sij =
1
2
@Wi
@uj
  @Wj
@ui

= 0;
Si = S
i = 0:
Hence, it follows that W is a Killing vector eld and that the two conditions in Theorem
9.2 satisfy if we choose i = 0 (i = 1; 2). Therefore, this globally dened strong Kropina
space is projectively at.
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10 Appedix
10.1 A local frame and the curvature tensor of a Riemannian
space
In this subsection, we collect some results about a local frame and the curvature
tensor of a Riemannian space. We referred to [CS], [Ko] and [Ma].
10.1.1 The general theory
Let (M; g) be an n-dimensional Riemannian space. Let fe1;    ; eng be a local frame
on M and f!1;    ; !ng be the dual dierential one-forms of it. Then, the Riemannian
metric g can be written as
g = gij!
i 
 !j:
The following theorem on a connection of a Riemannian space is fundamental.
Theorem 10.1 ( [CS], [Ko]) Let (M; g) be an n-dimensional Riemannian space. Let
fe1;    ; eng be a local frame on M and f!1;    ; !ng be the dual dierential one-forms of
it. Then there is a unique set of local 1-forms ! = f!j ig on M such that
(1) d!i = !j ^ !j i;
(2) dgij = gik!j
k + gjk!i
k:
It follows that local 1-forms ! = f!j ig on M in Theorem 10.1 can be represented as
follows:
!j
i =  j
i
r(x)dx
r;
where
 r
k
i(x) =
1
2
gkj
@gij
@xr
+
@gjr
@xi
  @gri
@xj

:(10.1)
Denition 10.1 The connection dened in Theorem 10.1 on an n-dimensional Rieman-
nian space is called Levi-Civita connection.
Denition 10.2 Let r be the Levi-Civita connection on an n-dimensional Riemannian
manifold (M; g). Then for any vector eld X = X i(x) @
@xi
, rX is dened by
rX =

dX i +Xj!j
i


 @
@xi
and for any vector eld Z, rZX is dened by
rZX =

dX i(Z) +Xj!j
i(Z)
 @
@xi
:
Then we have
Proposition 10.2 The condition (2) in Theorem 10.1 means that the equation
Z(g(X; Y )) = g(rZX; Y ) + g(X;rZY )
holds for any vector elds X, Y ans Z on M . In other words, the equation rg = 0 holds.
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In the case of rg = 0, we say that the connection r preserves the metric g. Repre-
senting this in another way, we get gij;k = 0.
Next, we will consider the meaning of the condition (1). Then, we get
Proposition 10.3 The condition (1) in Theorem 10.1 means that the equation
rXY  rYX = [X;Y ]
holds, that is, Levi-Civita connection r is torsion free (the torsion of Levi-Civita connec-
tion is 0).
For any connection on (M; g), the equality (1) in Theorem 10.1 does not hold. In
general, we give the following denition:
Denition 10.3 Let !i and !j
i be 1-forms given in Theorem 10.1. Then the torsion
form i is dened by
i = d!i   !j ^ !j i:
Denition 10.4 Let !j
i be 1-forms dened in Theorem 10.1. Then the curvature form

 = (
j
i) is dened by

j
i = d!j
i   !jr ^ !ri:
In the rest of this subsubsection, we will recall the properties of the components of
the curvature tensor.
Since 
j
i is 2-form, we can put

j
i =  1
2
Rj
i
kl!
k ^ !l;(10.2)
where Rj
i
kl =  Rj ilk. Then, we get
Rj
i
us =

@ j
i
u(x)
@xs
+  j
r
u(x) r
i
s(x)

 

@ j
i
s(x)
@xu
+  j
r
s(x) r
i
u(x)

:
Denition 10.5 We call Rj
i
us the components of the curvature of the Riemannian space.
Using the condition (1) in Theorem 10.1 and (10.2), we get
Rr
i
su +Rs
i
ur +Ru
i
rs = 0.(10.3)
Using the condition (2) in Theorem 10.1 and (10.2), we get
Rjirs =  Rijrs,(10.4)
where
Rjirs := gikRj
k
rs;
Furthermore, from (10.3), we have
Rrisu +Rsiur +Ruirs = 0.(10.5)
Using (10.4) and (10.5), we get
Rrisu = Rsuri.
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10.1.2 The curvature of the Riemannian space (S3; h) dened in Subsection
6.3
We consider the Riemannian space (S3; h) dened in Subsection 6.3. The dierential
1-forms !1, !2 and !3 are dened by
!1 =  x2dx1 + x1dx2   x4dx3 + x3dx4;
!2 =  x3dx1 + x4dx2 + x1dx3   x2dx4;
!3 =  x4dx1   x3dx2 + x2dx3 + x1dx4:
We get
Lemma 10.4 For the dierential 1-forms !1, !2 and !3 dened above, the following
equations hold:
(a) d!1 = 2!2 ^ !3,
(b) d!2 = 2!3 ^ !1,
(c) d!3 = 2!1 ^ !2.
(Proof.) We shall show only the equation (a). We can change the left-hand side of (a) as
follows:
d!1 = 2(dx1 ^ dx2 + dx3 ^ dx4):
The right-hand side can be changed as follows:
!2 ^ !3 = dx1 ^ dx2 + dx3 ^ dx4:
In the above equations, we used
(x1)2 + (x2)2 + (x3)2 + (x4)2 = 1 and x1dx1 + x2dx2 + x3dx3 + x4dx4 = 0:
Therefore, we get the equation (a).
In the similar way, we can prove the equations (b) and (c). 2
From Lemma 10.4 and (1) of Theorem 10.1, we get0@!11 !12 !13!21 !22 !23
!3
1 !3
2 !3
3
1A =
0@ 0  !3 !2!3 0  !1
 !2 !1 0
1A :
From the above equation, we get0@ d!11 d!12 d!13d!21 d!22 d!23
d!3
1 d!3
2 d!3
3
1A =
0@ 0  d!3 d!2d!3 0  d!1
 d!2 d!1 0
1A
=
0@ 0  2!1 ^ !2 2!3 ^ !12!1 ^ !2 0  2!2 ^ !3
 2!3 ^ !1 2!2 ^ !3 0
1A :
Furthermore, we have0@!1r ^ !r1 !1r ^ !r2 !1r ^ !r3!2r ^ !r1 !2r ^ !r2 !2r ^ !r3
!3
r ^ !r1 !3r ^ !r2 !3r ^ !r3
1A =
0@ 0 !2 ^ !1 !3 ^ !1!1 ^ !2 0 !3 ^ !2
!1 ^ !3 !2 ^ !3 0
1A :
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Therefore, from the above two equations, we get0@
11 
12 
13
21 
22 
23

3
1 
3
2 
3
3
1A
=
0@ 0  !1 ^ !2 !3 ^ !1!1 ^ !2 0  !2 ^ !3
 !3 ^ !1 !2 ^ !3 0
1A
=  1
2
0@ 0 !1 ^ !2   !2 ^ !1 !1 ^ !3   !3 ^ !1 !1 ^ !2 + !2 ^ !1 0 !2 ^ !3   !3 ^ !2
 !1 ^ !3 + !3 ^ !1  !2 ^ !3 + !3 ^ !2 0
1A :
It follows that for the distinct integer i and j which belong to the set f1; 2; 3g the following
equations hold:
Ri
j
ij = 1 =  Rijji
and the others are 0.
Since the Riemannian metric h is dened by
h := !1 
 !1 + !2 
 !2 + !3 
 !3;
we have
hij := h(Xi; Xj) = ij;
where Xi are vector elds on S3 dened in Subsection 6.3. Therefore, we get
Rijij = 1 =  Rijji
for the distinct integer i and j which belong to the set f1; 2; 3g and the others are 0.
Hence, the equation
Rijkl = hikhjl   hijhkl
holds. Therefore, we obtain
Lemma 10.5 The Riemannian space (S3; h), where
h = !1 
 !1 + !2 
 !2 + !3 
 !3
and !i (i = 1; 2; 3) are given at the beginning of this subsubsection, is of constant sectional
curvature 1.
10.2 The proof of LXh = 0 in Subsection 6.3
10.2.1 General theory
Let (M;h) be an n-dimensional Riemannian manifold. From the general theory of
dierential forms, we have the following denitions:
Denition 10.6 For a vector eld X onM and p-covariant tensor eld T , Lie derivative
LXT of T by X is dened by
(LXT )(X1;    ; Xp) := X(T (X1;    ; Xp)) 
pX
i=1
T (X1;    ; [X;Xi];    ; Xp);
where X1,   , Xp are any vector elds on M . For a scalar eld f , LXf is dened by
LXf := Xf:
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Then, we have
Lemma 10.6 Let X be a vector eld on M . Lie derivative LX satises the following
equations:
(a) LX(T + S) = LXT + LXS.
(b) LX(T 
 S) = (LXT )
 S + T 
 (LXS), where T and S are a p-covariant tensor eld
and a q-covariant tensor eld respectively.
In particular,
(c) LX(f  T ) = LXf  T + f(LXT ).
(d) LX(! ^ ) = (LX!) ^  + ! ^ (LX), where ! and  are dierential forms on M .
We give the following denition:
Denition 10.7 For a vector eld X on M , the interior product X is dened as follows:
1. X(!) = !(X) for a dierential 1-form !,
2. X(!^ ) = (X!)^ +( 1)p!^ (X) for a dierential p-form ! and a dierential
q-form .
Then we get
Lemma 10.7 Let ! be a dierential p-form. Let X, X2,   , Xp be vector elds on M .
Then, the equation
X!(X2;    ; Xp) = !(X;X2;    ; Xp)
holds.
We give the following denition:
Denition 10.8 For a dierential p ( 1)-form ! on M , d! is dened by
(d!)(X1;    ; Xp+1) : =
p+1X
i=1
( 1)i+1Xi(!(X1;    ; X^i;    ; Xp+1))
+
X
i<j
( 1)i+j!([Xi; Xj]; X1;    ; X^i;    ; X^j;    ; Xp+1);
where X1,   , Xp+1 are p+ 1 vector elds on M .
Then, we get the following formula:
Lemma 10.8 Let ! be a dierential p ( 1)-form on an n-dimensional dierentiable
manifold M . Then the equation
LX! = Xd! + dX! (Cartan
0s formula)
holds for any vector eld X on M .
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10.2.2 The proof of LXh = 0 in Subsection 6.3
Lemma 10.9 For the vector elds X1, X2 and X3 on (S3; h) dened in Subsection 6.3,
we have
LXih = 0 (i = 1; 2; 3):
(Proof.) Using (b) of Lemma 10.6 and Lemma 10.8, we have
LX(!
1 
 !1) = LX(!1)
 !1 + !1 
 LX(!1)
= (Xd!
1 + dX!
1)
 !1 + !1 
 (Xd!1 + dX!1)
= 2X(!
2 ^ !3)
 !1 + d(!1(X))
 !1
+!1 
 2X(!2 ^ !3) + !1 
 d(!1(X))
= 2f!2(X)!3   !3(X)!2g 
 !1 + d(!1(X))
 !1
!1 
 2f!2(X)!3   !3(X)!2g+ !1 
 d(!1(X))
= !2(X)(!3 
 !1 + !1 
 !3)  !3(X)(!2 
 !1 + !1 
 !2)
+d(!1(X))
 !1 + !1 
 d(!1(X)):
In the similar way, we get
LX(!
2 
 !2) = !3(X)(!1 
 !2 + !2 
 !1)  !1(X)(!3 
 !2 + !2 
 !3)
+d(!2(X))
 !2 + !2 
 d(!2(X));
LX(!
3 
 !3) = !1(X)(!2 
 !3 + !3 
 !2)  !2(X)(!1 
 !3 + !3 
 !1)
+d(!3(X))
 !3 + !3 
 d(!3(X)):
From the above three equations, we get
LXh = d(!
1(X))
 !1 + !1 
 d(!1(X))
+d(!2(X))
 !2 + !2 
 d(!2(X))
+d(!3(X))
 !3 + !3 
 d(!3(X)):
Putting X = Xi(i = 1; 2; 3), we have !
j(Xi) = 
j
i. So, we get
LXih = 0:
2
10.3 The Chern connection on A(TM) and the several curva-
tures of Finsler spaces
10.3.1 The Chern connection
For classical Finsler spaces (M;F ), the Chern connection on (TM) is dened and
the several curvatures of the Finsler space are dened ([CS]).
In this subsection, we will consider the Chern connection on the pulled-back bundle
A(TM) of a conic Finsler space (M;F ), where F : A  ! (0;1) is a conic Finsler metric.
How does the restriction (x; y) 2 A aect the argument ?
Let x = (xi) be a local coordinate system on M and y = yi @
@xi
belong to Ax. So,
(xi; yi) is a local coordinate system on A. Let f @
@xi
j(x;y); @@yi j(x;y)g and fdxij(x;y); dyi(x;y)g,
where (x; y) 2 A, be a natural local frame and coframe for TA and T A, respectively.
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For any (x; y) 2 A, the ber A(TM)(x;y) of the pulled-back bundle A(TM) is a copy
of TxM . Hence, denoting a basis of 

A(TM)(x;y) by @ij(x;y) = (x; y; @@xi jx), we have the
following identication:
A(TM)(x;y)  ! TxM(10.6)
vi@ij(x;y)  ! vi @
@xi
jx:
On the ber A(TM)(x;y), we will introduce an inner product gy = gij(x; y)dx
i 
 dxj,
where
gij :=
1
2
@2F 2
@yi@yj
(x; y)
and the matrix (gij) is positive denite. With this metric gy the length and the angle of
two vectors in A(TM)(x;y) can be measured.
Since gij(x; y) is (0)-positively homogeneous in y, that is, the equation
gij(x; y) = gij(x; y)
holds for any  > 0. For a conic domain Ax, a family of the inner products fgy; y 2 SAg
are endowed.
Then f@ij(x;y)g is a local frame for A(TM). The canonical section Y(x;y) = (x; y; y)
in the vector bundle A(TM) is represented by
Y(x;y) = yi@ij(x;y); (x; y) 2 A:
-

MTMA
x x
Ax (x; y)
A(TM)
6 6
A(TM)(x;y)
TxM
@
@xi
jx@ij(x;y)
Figure 14: The identication A(TM)(x;y) with TxM
Then V A := spanf @
@yi
g is well-dened sub-bundle of TA whose ber VyA at y is
just the tangent space Ty(Ax)  TyA (y 2 Ax). It is called the vertical tangent bundle.
A(T
M) can be identied with the horizontal cotangent bundle HA := spanfdxig of A.
Let
Cijk :=
1
4
@3F 2
@yi@yj@yk
(x; y); (x; y) 2 A:
Dene
C := Cijkdx
i 
 dxj 
 dxk:
g, which is dened above, and C are tensor on A.
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Theorem 10.10 ([CS], the extension of Chern's Theorem) Let (M;F ), where F : A  !
(0;1) is a conic Finsler metric, be an n-dimensional conic Finsler space. For arbitrary
local frame feig for A(TM) and its dual coframe f!ig for A(T M), there is a unique
set of local 1-form f!j ig on A such that
d!i = !j ^ !j i;(10.7)
dgij = gkj!i
k + gki!j
k + 2Cijk!
n+k;(10.8)
where
!n+i := dyi + yj!j
i;(10.9)
where Y(x;y) := yiei ((x; y) 2 A), gij := g(ei; ej) and Cijk := C(ei; ej; ek).
(Proof.) We will prove the theorem in a standard local system (xi; yi) in A. So, we
take ei =
@
@xi
and !i = dxi. Since !j
i is a 1-form, we can put
!j
i =  j
i
kdx
k +j
i
kdy
k:
From the equation (10.7), we get
0 = d(dxi) = dxj ^ ( j ikdxk +j ikdyk):
From the above equation, we get
 j
i
k =  k
i
j; j
i
k = 0;
that is,
!j
i =  j
i
kdx
k:(10.10)
Substituting (10.10) to (10.8), we get
@gij
@xr
dxr +
@gij
@yr
dyr = dgij = gkj i
k
rdx
r + gki j
k
rdx
r + 2Cijk(dy
k + ys s
k
rdx
r):
Since
@gij
@yr
= 2Cijk, the above equation reduces to
@gij
@xr
= gkj i
k
r + gki j
k
r + 2Cijky
s s
k
r:(10.11)
Permuting the indices i, j and r, we get
@gjr
@xi
= gkr j
k
i + gkj r
k
i + 2Cjrky
s s
k
i;(10.12)
@gri
@xj
= gki r
k
j + gkr i
k
j + 2Criky
s s
k
j:(10.13)
Adding (10.11) and (10.12), and subtracting (10.13), we get
1
2
@gij
@xr
+
@gjr
@xi
  @gri
@xj

= gkj i
k
r + Cijky
s s
k
r + Cjrky
s s
k
i   Crikys skj:(10.14)
Transvecting (10.14) by yiyr, we get
gkj i
k
ry
iyr =
1
2
@gij
@xr
+
@gjr
@xi
  @gri
@xj

yiyr;
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that is,
2Gk :=  i
k
ry
iyr =
1
2
gkj
@gij
@xr
+
@gjr
@xi
  @gri
@xj

yiyr:(10.15)
Transvecting (10.14) by yr, we get
1
2
@gij
@xr
+
@gjr
@xi
  @gri
@xj

yr = gkj i
k
ry
r + Cijky
s s
k
ry
r
that is,
 i
k
ry
r =
1
2
gkj
@gij
@xr
+
@gjr
@xi
  @gri
@xj

yr   2gkjCijuGu:(10.16)
From (10.14), we get
 i
k
r(10.17)
=
1
2
gkj
@gij
@xr
+
@gjr
@xi
  @gri
@xj

  gkj

Cijty
s s
t
r + Cjrty
s s
t
i   Critys stj

=
1
2
gkj
gij
xr
+
gjr
xi
  gri
xj

;
where

xi
:=
@
@xi
 Nir @
@yr
; Nj
i :=  j
i
ry
r:(10.18)
It follows that  i
k
ry
r is completely determined by gij from (10.15) and (10.16). Fur-
thermore, it follows that  i
k
r is completely determined by gij from (10.16) and (10.17).
2
Remark 10.11 From (10.15), we have
2
@Gk
@yi
=
1
2
@
@yi

gkj
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ysyr

=
1
2
h@gkj
@yi
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ysyr + 2gkj
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ys
= gkj
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ys   gkuCuitgtj
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ysyr
= gkj
@gsj
@xr
+
@gjr
@xs
  @grs
@xj

ys   4gkuCuitGt
= 2 i
k
ry
r
= 2Ni
k;
that is,
@Gk
@yi
= Ni
k:(10.19)
Denition 10.9 The 1-forms !j
i determined in Theorem 10.10 are called the Chern
connection forms with respect to a local frame feig for A(TM). And Nir in (10.18) and
(10.19) are called the nonlinear connection on TA.
Using the nonlinear connection on TA, we obtained a horizontal bundle HA =
spanf 
xi
g which is a sub-bundle of T (TA) such that T (TA) = HA V A.
With the Chern connection forms, we dene a linear connection r on A(TM).
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Denition 10.10 For X = X i(x; y)ei which any C
1-section of A(TM), a linear con-
nection r, which is called the Chern connection, is dened by
rX := (dX i +Xr!ri)
 ei:
For any C1-section X = X i(x; y)ei of A(TM) and any section Y^ of TA, we have
rY^X =

dX i(Y^ ) +Xr!r
i(Y^ )

ei:(10.20)
Using (10.20), we get
r 
xj
X =

dX i(

xj
) +Xr r
i
sdx
s(

xj
)

ei
=
X i
xj
+Xr r
i
j

ei
and
r @
@yj
X =

dX i(
@
@yj
) +Xr r
i
sdx
s(
@
@yj
)

ei
=
@X i
@yj
ei:
Denition 10.11 Put
X i;j : =
X i
xj
+Xr r
i
j;
X i:j : =
@X i
@yj
:
The former and the latter are called the horizontal covariant derivative and the vertical
covariant derivative of the section X, respectively.
From the Denition 10.11, we have
dX i +Xr r
i
sdx
s = X i;jdx
s +X i:jy
j;(10.21)
where
yj := dyj +Nr
jdxr:
For any tensor elds we dene the horizontal covariant derivative and the vertical
derivative of them in a similar way to (10.21). For example, we consider a smooth local
section T := Ti
j(x; y) @
@xj

 dxi of (TA) 
 T A. The horizontal covariant derivative
Ti
j
;k and the vertical derivative Ti
j
;k of Ti
j are dened by
dTi
j   Trj irkdxk + Tir rjkdxk = Tij ;kdxk + Tij :kyk:
Hence, we have
Ti
j
;k =
Ti
j
xk
  Trj irk + Tir rjk;
Ti
j
:k =
@Ti
j
@yk
:
Since the horizontal covariant derivative gij;k and the vertical derivative gij:k of the
fundamental tensor gij are dened by
dgij   grj irkdxk   gir jrkdxk = gij;kdxk + gij:kyk:
Therefore, we have
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Remark 10.12 The condition (10.8) in Theorem 10.10 means that the two equations
gij;k =
gij
xk
  grj irk   gir jrk = 0;
gij:k = 2Cijk
hold.
We consider the meaning of the condition (10.7). Dening  : TA  ! A(TM) by
(
@
@xi

(x;y)
) = @ij(x;y); ( @
@yi

(x;y)
) = 0
and taking ei = @ij(x;y) and !i = dxi, we get
rY^ (X^) =
n
dX i(Y^ ) +Xr r
i
sdx
s(Y u
@
@xu
+ ~Y u
@
@yu
)
o
@ij(x;y)(10.22)
=
n
Y u
@
@xu
+ ~Y u
@
@yu

X i +Xr r
i
sY
s
o
@ij(x;y)
=

Y u
@X i
@xu
+ ~Y u
@X i
@yu
+  r
i
sX
rY s

@ij(x;y)
for
X^ = X i(x; y)
@
@xi

(x;y)
+ ~X i(x; y)
@
@yi

(x;y)
; Y^ = Y i(x; y)
@
@xi

(x;y)
+ ~Y i(x; y)
@
@yi

(x;y)
:
Since we have
[X^; Y^ ] =
h
X i
@
@xi
+ ~X i
@
@yi
; Y j
@
@xj
+ ~Y j
@
@yj
i
=

X i
@Y j
@xi
+ ~X i
@Y j
@yi
  Y i@X
j
@xi
  ~Y i@X
j
@yi
 @
@xj

(x;y)
+

X i
@ ~Y j
@xi
+ ~X i
@ ~Y j
@yi
  Y i@
~Xj
@xi
  ~Y i@
~Xj
@yi
 @
@yj

(x;y)
;
we get
[X^; Y^ ] =

X i
@Y j
@xi
+ ~X i
@Y j
@yi
  Y i@X
j
@xi
  ~Y i@X
j
@yi

@ij(x;y):(10.23)
From (10.22) and (10.23), we get
rX^(Y^ ) rY^ (X^)
=

Xu
@Y i
@xu
+ ~Xu
@Y i
@yu
+  r
i
sY
rXs

@ij(x;y)  

Y u
@X i
@xu
+ ~Y u
@X i
@yu
+  r
i
sX
rY s

@ij(x;y)
=

Xu
@Y i
@xu
+ ~Xu
@Y i
@yu
  Y u@X
i
@xu
  ~Y u@X
i
@yu

@ij(x;y)
= [X^; Y^ ]:
Therefore, we have
Remark 10.13 The condition (10.7) in Theorem 10.10 means torsion free in the above
sense.
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10.3.2 The curvature form of the Chern connection
We dene the curvature form 
j
i using a local coframe f!i; !n+ig for T A.
Denition 10.12 The the curvature form 
j
i is dened by

j
i := d!j
i   !jr ^ !ri:
Since 
j
i is a two-form, we can put

j
i =  1
2
Rj
i
kl!
k ^ !l   Pj ikl!k ^ !n+l  
1
2
Qj
i
kl!
n+k ^ !n+l;(10.24)
where Rj
i
kl +Rj
i
lk = 0 and Qj
i
kl +Qj
i
lk = 0.
From (10.7), we have
0 = d(d!i)
= d!r ^ !ri   !r ^ d!ri
= (!s ^ !sr) ^ !ri   !r ^ d!ri
=  !r ^ (d!ri   !rs ^ !si)
=  !r ^ 
ri:
The above identity
!r ^ 
ri = 0
is called the rst Bianchi identity.
Using this, we get
0 = !j ^ 
j i
=  1
2
Rj
i
kl!
j ^ !k ^ !l   Pj ikl!j ^ !k ^ !n+l  
1
2
Qj
i
kl!
j ^ !n+k ^ !n+l;
From this, we get
Rj
i
kl +Rk
i
lj +Rl
i
jk = 0;
Pj
i
kl = Pk
i
jl;
Qj
i
kl = 0:
Therefore the equation (10.24) reduces to

j
i =  1
2
Rj
i
kl!
k ^ !l   Pj ikl!k ^ !n+l:(10.25)
In a standard local coordinate system (xi; yi) in A, the local framef!i; !n+ig on A are
given by
!i = dxi; !n+i = yi := dyi +Nj
idxj;
where Nj
k =  j
k
sy
s.
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Since we have !j
i =  j
i
ldx
l, we get

j
i = d( j
i
ldx
l)   jrldxl ^  rikdxk
=
@ j
i
l
@xk
dxk ^ dxl + @ j
i
l
@yk
dyk ^ dxl    jrl rikdxl ^ dxk
=
@ j il
@xk
+  j
r
l r
i
k

dxk ^ dxl + @ j
i
l
@yk
dyk ^ dxl
=
@ j il
@xk
+  j
r
l r
i
k

dxk ^ dxl   @ j
i
l
@ys
Nk
sdxk ^ dxl
+
@ j
i
l
@yk
yk ^ dxl
=
 j il
xk
+  j
r
l r
i
k

dxk ^ dxl + @ j
i
l
@yk
yk ^ dxl:
Comparing this with (10.26), we get
Proposition 10.14 The curvature form 
j
i can be written as follows:

j
i =  1
2
Rj
i
kldx
k ^ dxl   Pj ikldxk ^ yl;
where
Rj
i
kl =
 j ik
xl
+  j
r
k r
i
l

 
 j il
xk
+  j
r
l r
i
k

;
Pj
i
kl =
@ j
i
k
@yl
:
Denition 10.13 
i is dened by

i := d!n+i   !n+j ^ !j i:
Using (10.9), we get

i = d(dyi + ys!s
i)  !n+j ^ !j i
= dys ^ !si + ysd!si   !n+j ^ !j i
= (!n+s   yr!rs) ^ !si + ys(
si + !sr ^ !ri)  !n+j ^ !j i
= 
0
i:
From (10.26), we get

i =  1
2
Rikldx
k ^ dxl   P ikldxk ^ yl;
where Rikl := R0
i
kl, P
i
kl := P0
i
kl and R
i
kl +R
i
lk = 0.
Dierentiating (10.8), we have
0 = dgkj ^ !ik + gkjd!ik + dgki ^ !jk + gkid!jk + 2dCijk ^ !n+k + 2Cijkd!n+k
= (gkr!j
r + gjr!k
r + 2Ckjr!
n+r) ^ !ik + gkj(
ik + !ir ^ !rk)
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+(gkr!i
r + gir!k
r + 2Ckir!
n+r) ^ !jk + gki(
jk + !jr ^ !rk)
+2dCijk ^ !n+k + 2Cijk(
k + !n+r ^ !rk)
= 2Ckjr!
n+r ^ !ik + gkj
ik
+2Ckir!
n+r ^ !jk + gki
jk
+2dCijk ^ !n+k + 2Cijk(
k + !n+r ^ !rk)
= gkj
i
k + gki
j
k + 2Cijk

k
+2(dCijk   2Crjk!ir   2Crik!jr   2Cijr!kr) ^ !n+k:
Considering the coecients of !r ^ !s, we get
gkjRi
k
rs + gkiRj
k
rs + 2CijkR
k
rs = 0:
Putting Rijrs := gkjRi
k
rs, we get
Rijrs +Rjirs + 2CijkR
k
rs = 0:
Using the above equation, we get
Rijrs  Rrsij =  (Rrjsi +Rsjir) + (Risjr +Rjsri)
=  Rrjsi +Risjr + (Rsjri +Rjsri)
= Rjrsi + 2CjruR
u
si  Rsijr   2CsiuRujr   2CjsuRuri
=  Rirjs  Rsrij + 2CjruRusi +Rjirs +Rrisj   2CsiuRujr   2CjsuRuri
= Rirsj +Rrisj + (Rrsij + 2CsruR
u
ij) + 2CjruR
u
si   (Rijrs + 2CijuRurs)
 2CsiuRujr   2CjsuRuri;
that is,
Rijrs  Rrsij
=  CiruRusj + CsruRuij + CjruRusi   CijuRurs   CsiuRujr   CjsuRuri:
Transvecting the above equation by yryi and putting Rij = girR
r
0j, we get
Proposition 10.15 Ris is symmetric with respect to the indices i and s, that is, the
equation
Ris = Rsi:
holds.
Denition 10.14 The tensor eld R(x;y) is dened by
R(x;y) = Rij!i 
 !j:
Using the above tensor eld R(x;y), the ag curvature K(x; y;X ) in Denition 4.1 can be
written as
K(x; y;X ) = R(x;y)(X ;X )
gy(Y ;Y)gy(X ;X )  gy(y;X )2
for
Y = yi@ij(x;y) 2 A(TM)(x;y)
and any
X = X i@ij(x;y) 2 A(TM)(x;y):
100
Denition 10.15 We dene the tensor eld RY by
RY := Rijei 
 !j;
where Rij := R0
i
0j.
For X = X i(x; y)ei, using Proposition 10.15 we have
gy(RY(X );X ) = gy(RijXjei; Xkek) = RijXjXkgik = RikXjXkgij
= gy(X
jej; R
i
kX
kek) = gy(X ; RY(X )):
Furthermore, from the above equation, we get
gy(RY(X );X ) = RijXjXkgik = R0i0jXjXkgik = RrksjyrXkysXj:
Therefore the denition of the ag curvature in Denition 4.1 can be written as
K(x; y;X ) := Rrksj(x; y)y
rXkysXj
(grs(x; y)gkj(x; y)  grj(x; y)gks(x; y))yrXkysXj ;
The necessary and sucient condition for K(x; y;X ) to be independent of X is that
the equation
Rkj = K(x; y)fgy(y; y)gkj   grjyrgksysg
holds. Since gy(y; y) = F
2(x; y) and hjk = gjk   grj yrF gsk y
s
F
, the above equation reduced
to
Rkj = K(x; y)F
2(x; y)hkj;
that is,
R0k0j = K(x; y)F
2(x; y)hkj;
Therefore, we get Proposition 4.1.
10.4 The embedding of a Klein bottle into the four dimensional
Euclidean space R4
In this subsection we consider a Klein bottle dened in Figure 8 and Figure 11, and show
that the function
~f : [0; 2] [0; 2]  ! R4
(u; v) 7 ! ~f(u; v) = (x(u; v); y(u; v); z(u; v); w(u; v));
where
x(u; v) = (a+ b cos v) cos u;
y(u; v) = (a+ b cos v) sin u;
z(u; v) = b sin v sin
u
2
;
w(u; v) = b sin v cos
u
2
for constant numbers a and b such that a > b > 0, is an embedding of the Klein bottle
into the four dimensional Euclidean space R4. We denote the surface by K.
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First, we will show that the function ~f satises the property stated in Figure 8.
Putting u = 0 and u = 2, we have
~f(0; v) = (a+ b cos v; 0; 0; b sin v) and ~f(2; v) = (a+ b cos v; 0; 0; b sin v);
respectively. It follows that ~f(0; v) = ~f(2; 2   v) (0  v  2). Putting v = 0 and
v = 2, we have
~f(u; 0) = ((a+ b) cos u; (a+ b) sin u; 0; 0) and ~f(u; 2) = ((a+ b) cos u; (a+ b) sin u; 0; 0);
respectively. It follows that ~f(u; 0) = ~f(u; 2) (0  u  2).
Secondly, we will show that the function f = ~f j[0;2)[0;2) is bijection on [0; 2) 
[0; 2). Suppose that for 0  u, v, u, v < 2 the equations
(a+ b cos v) cos u = (a+ b cos v) cos u;(10.26)
(a+ b cos v) sin u = (a+ b cos v) sin u;(10.27)
b sin v sin
u
2
= b sin v sin
u
2
;(10.28)
b sin v cos
u
2
= b sin v cos
u
2
:(10.29)
From (10.28) and (10.29), we have
sin2 v = sin2 v:
From the above equation, we have
cos2 v = cos2 v:(10.30)
From (10.26) and (10.27), we have
(a+ b cos v)2 = (a+ b cos v)2:
Using (10.30), we get
cos v = cos v:(10.31)
Since a+ b cos v = a+ b cos v > 0, from (10.26) and (10.27) we have
cosu = cos u and sinu = sin u:
Paying attention to the assumption 0  u, u < 2, we get
u = u:
Using the above equation, (10.28) and (10.29), we get
sin v = sin v:(10.32)
Using (10.31) and (10.32) and paying attention to the assumption 0  v, v < 2, we get
v = v:
Hence the function f is injection on [0; 2) [0; 2). It is trivial that the function f
is surjective. Therefore, the function f is bijection.
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Lastly, we have
@f
@u
= ( (a+ b cos v) sinu; (a+ b cos v) cos u; b
2
sin v cos
u
2
;  b
2
sin v sin
u
2
);
@f
@v
= ((a  b sin v) cos u; (a  b sin v) sin u; b cos v sin u
2
; b cos v cos
u
2
);
So, the two vector @f
@u
and @f
@v
are non-zero vectors which are orthogonal. Hence, it follows
that the dierential map df is an isomorphism from the tangent space of the square in
Figure 8 at (u; v) to the tangent space of the surface K at f(u; v).
From the discussion above, we can conclude that the surface K is an embedding of
the Klein bottle into the four dimensional Euclidean space R4.
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