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図 1 提案モデル 1の構成
2.2 提案モデル 2
提案モデル 2では，AttnGANの一部に使用されている Vari-
ational Autoencoder[5] の機能を用いて，一度に 4 つの文章を
入力し，それを元にモーフィング画像の生成を行い，各文章の重
要度をユーザーの選択により情報として入力する機構を追加し
た．提案モデル 2 の構成を図 2 に示し，実際に生成されるモー
フィング画像の例を図 3に示す．




設定し，定量的な数値による評価として Bag of Visual Words
という評価指標と，主観的評価として実際に人間に評価しても
らうという 2つの観点でシミュレーションを行った．


























ル 1は 100枚，提案モデル 2は 100枚の計 300枚を用意した．
3.2 定量的評価
定量的評価では，生成画像そのまま使用した場合と，背景除








提案モデル 1 8/10 9/10






提案モデル 1 6/10 8/10
提案モデル 2 4/10 8/10
従来モデル 0/10
3.3 主観的評価
主観的評価では，被験者に 2 種類の鳥について 3 つのモデル
の生成画像を見せ，1は最も似ていない，5は最も似ているとし
て 5 段階評価で似ているかどうかの判定を行った．5 段階評価
における結果を表 3に示す．
表 3 人間による評価
　種類 モデル A B C D E 平均
カラス 従来モデル 3 2 4 1 3 2.6
提案モデル 1 2 3 3 3 1 2.4
提案モデル 2 4 4 4 4 4 4
夜鷹 従来モデル 1 2 3 1 3 2
提案モデル 1 4 3 3 3 4 3.4






表 4 提案モデル 1の 1枚目の精度比較
従来モデル 提案モデル 2
提案モデル 1 6/10 3/10
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