Abstract This work proposes a new hierarchical multiscale optimization technique to improve the performance of lifecycle production optimization. This approach represents a combination of two previous multiscale approaches presented in the literature and is theoretically motivated by the concept of refinement indicators. The new algorithm is applied to two example problems, and its performance is compared with other life-cycle production optimization algorithms that have been proposed in the literature including the two hierarchical multiscale optimization methods on which it is based. In a separate paper (Oliveira and Reynolds 2015), the proposed algorithm is successfully applied to a field case.
Introduction
The life-cycle production optimization is applied in a general framework called closed-loop reservoir management (CLRM) to estimate optimal operational well settings based on the updated knowledge of the reservoir [2, 4, 7, 10, 12, 14, [16] [17] [18] [19] [20] [23] [24] [25] . The optimization aims to maximize an objective function for the remaining life of the reservoir, which is typically defined as the hydrocarbon recovery or the life-cycle net-present-value (NPV) of production.
In the standard optimization procedure, we divide the reservoir lifetime into a fixed number of controls steps and perform a single optimization. These control steps are usually uniformly distributed in time, and all wells usually are assigned the same number of control steps. The choice of the number and length for the control steps is ad hoc and may affect the optimization result. Although widely applied in the oil industry, the standard procedure of defining a fixed set of control steps is not a straightforward task, since we do not know a priori the best control parametrization for each problem. A choice of few controls may not provide enough degrees of freedom to estimate the optimum solution, whereas an excessively high number of controls may lead to badly ill-conditioned problems, which are difficult to solve.
Multiscale techniques are a possible optimization strategy to overcome the inherent difficulty to determine a priori the ideal set of control steps. In multiscale optimization approaches, the control variable parametrization is progressively modified as the optimization proceeds, seeking for an appropriate parametrization which leads to the best estimate of the optimum well controls. For the life-cycle optimization problem, multiscale optimization has already been considered in the literature [1, 11, 14, 22] .
We previously proposed a hierarchical multiscale approach [14] for adaptively selecting the lengths of control steps during the optimization, which we refer to as Hi-MO. With Hi-MO, we can merge and split the well controls as the optimization proceeds, but the splitting procedure is simple and straightforward, where we simply refine the controls eligible for splitting into a predetermined number of new controls evenly distributed. We propose an extension of Hi-MO where we keep the same merging step, but we propose a refinement procedure based on the refinement indicator concept following the ideas presented by Lien et al. [11] .
This paper is organized as follows: first, we state the waterflooding optimization problem which we apply to evaluate the performance of our new hierarchical technique. Thereafter, we present details of the refinement-indicator based splitting procedure. Finally, we present the results for two numerical examples, a channelized reservoir and the Brugge field. Then, we summarize the results and present the conclusions of this work.
Waterflooding optimization problem
Our focus in this work is on waterflooding optimization processes, where we aim to maximize the net present value (NPV) over the remaining life of the reservoir which is given by J (u) = 
where r o ($/STB) is the oil revenue; r w ($/STB) is the cost of disposal of produced water; r wi ($/STB) is the water injection cost, and b is the discount rate for a particular reference time τ r . In the results presented here, we use τ r = 365 days. The time at the end of the n th time step is denoted by t n ; t n is the size of the n th time step; and N t is the total number of time steps. P and I, respectively, are the number of producing and injecting wells; q n o , j (STB/D) and q n w , j (STB/D), respectively, denote the average oil rate and the average water rate at the j th producing well over the n th time step, whereas q n wi , j (STB/D) is the average water injection rate at the j th injector well for the n th time step.
We let u denote the column vector of all well controls and let N u denote the total number of controls. Thus, u is a N udimensional column vector. To evaluate the NPV function as defined in Eq. 1 for a given u, it is necessary to perform a reservoir simulation run and compute the NPV from the outcomes of the a simulation run. Here, we simply apply the gradient-based steepest ascent method [13] , thus the reservoir simulator used must be able to compute the gradient of the objective function with respect to the vector of control variables (∇ u J (u)) and the adjoint method is the only computationally efficient method to obtain an accurate gradient of the objective function. In this work, we use the commercial simulator Eclipse 300 [21] to obtain both the objective function and its gradient. However, Eclipse 300 does not output gradients for nonlinear state-dependent constraints, thus, only linear constraints are considered when applying the steepest ascent algorithm to solve the optimization problem defined below by Eqs. 2a, 2b, and 2c.
The dynamic optimization of a waterflooding process over the reservoir life-cycle subject to bound and linear constraints can be expressed as
where is a n i -dimensional column vector of with constant entries which represent the inequality constraint values, n i denotes the number of inequality constraints, and A I is the n i ×N u Jacobian matrix of the inequality constraint functions. Since we do not have gradients of nonlinear state-dependent constraints, here we consider only linear constraints as in Eq. 2c. In this work, we enforce bound constraints by using a logarithm transformation [9, 23] , and the general inequality linear constraints (Eqs. 2c) are handled with the augmented Lagrangian method [6, 13] . We denote the objective function to be maximized as L a , which refers to the augmented Lagrangian function [6, 13] . Because the log-transformation is applied to handle bound constraints, if the optimization problem does not contain constraints in the form of Eq. 2c, then we simply have that L a (u) ≡ J (u).
Well control vector representation
For the life-cycle production optimization problem, the optimization control variables are well operational settings (typically either well fluid rates or flowing bottom-hole pressures) at different times throughout the reservoir lifetime. Letting u w denote the vector of well controls at all control steps for well w, the vector u can be written as
where N w is the total number of wells. Denoting the number of control steps for a particular well w by N w c , u w , w = 1, 2, . . . , N w , is a N w c -dimensional column vector and N u = 
for c = 1, 2, . . . , N w c and with t w 0 = 0, where the control variables are specified constant along each interval defined in Eq. 4.
Considering the numerical aspects of reservoir simulators which select time-steps adaptively, it is useful to specify the finest time-scale that will be used to define controls steps. To do so, we define the total number of fine-scale steps, N s , and compute the fine-scale time interval
where L (days) is the remaining life of the reservoir. N s must be a non-zero natural number. For convenience, we should select N s to be some power of two and require that any coarser control step considered be the union of fine scale steps. Given t, the finest time-scale for control intervals (steps) is defined by the timest n =t n−1 + t, where for simplicity, we assumet 0 = 0. The fine-scale time intervals are given byÎ n = t n−1 ,t n , for n = 1, 2, . . . , N s . Note that no two distinct fine-scale time intervals intersect and the fine-scale steps (intervals) can be defined the same for all wells so that we can also express any control step for any well w in terms of an union of fine-scale time intervals. Therefore, we can define the set of fine-scale intervals that pertains to control step c of well w as
We denote the number of elements of J w c by n w c , i.e., the coarse control step interval I w c contains n w c contiguous fine-scale intervals. Thus, given a specific u w c for I w c , we can define, for each fine-scale control interval contained in I w c , a corresponding fine-scale control variable,û w j for j = 1, 2, . . . , N s , such that
By the adjoint method, we can compute all partial derivatives ∂L a ∂û j , for j = 1, 2, . . . , N s × N w , where N s is the total number of fine-scale steps and N w is the total number of wells. However, we need to compute , for i = 1, 2, . . . , N u . We can write L a in terms ofû, which allows us to apply the chain rule to obtain
where j k is the index of the first fine-scale variable correspondent to the k th control and n k is the number of fine-scale control intervals contained in the interval which represents the control step for the k th control variable. From Eq. 8, it follows that
We know that ∂û j k +j ∂u i = 0, for j = 0, 1, . . . , n k − 1 and k = i. Moreover, from Eq. 7, we see that for k = i,
3 Refinement-indicator based hierarchical multiscale optimization Oliveira and Reynolds [14] presented the hierarchical multiscale method (Hi-MO) for adaptively selecting the number and the lengths of control steps as the overall optimization proceeds and we begin by reviewing their procedure. After maximizing L a for a specific level of parametrization, they then select the new set of control steps for the next level. The reparametrization step consists of a merging procedure and a splitting procedure. The coarsening procedure is based on three criteria (see [14, 16] for details), which are checked well-by-well as follows:
Control-Variation criterion
For i = 2, 3, . . . , N w c , verify whether
where ξ u is the control-variation tolerance for merging well controls; u w i is the i th control at well w, and u w i,ref is a reference control value corresponding to the average among all consecutive controls previous to the i th control which were merged, i.e.,
where w i−1 is the set of control steps which were merged with the control step i−1 and n i−1 is the number of elements
Gradient-Variation criterion
If after optimization at the previous level of parametrization, two temporarily consecutive controls are approximately equal (verified with Eq. 11) and the derivatives of L a with respect to these two controls are also approximately equal, these controls should be merged. Specifically, to verify if a control step is eligible for merging according to the gradient-variation criterion, we check whether
where ξ g is the gradient-variation tolerance for merging well controls, g w max = max{ |g w j | } 
Gradient-Magnitude criterion The third criterion requires that we should not merge controls which correspond to gradient components of large magnitude, so, specifically, we require that
where ρ g is the gradient-magnitude tolerance for merging well controls in order to merge the control interval for u w i with the set of control steps which were merged with the control step i − 1 and ρ g ≡ (1 − ξ g ).
A particular control step is merged with the preceding control step only if all three criteria hold. Controls that were not merged should be split in a predefined number of evenly distributed new controls, which is the uniform splitting procedure for Hi-MO (see details in [14, 16] ). This splitting procedure is quite simple and straightforward but is heuristic. The purpose of this work is to present a procedure for splitting control steps which has a more theoretical foundation. In the multiscale algorithm presented here, the merging criteria is identical to the one outlined above [14, 16] but the splitting criteria have a more fundamental basis.
Theoretical motivation of the refinement procedure
Based on the ideas discussed originally by Chavent and Bissell [5] and Ben Ameur et al. [3] , and applied to the optimal well control problem by Lien et al. [11] , we consider using so-called Refinement Indicators (RI) to determine the best way to split a particular control step at each refinement level of our hierarchical multiscale algorithm. The refinement-indicator concept is based on the equivalence of two optimization solutions for two different parameterizations of control variables, or, for the problem of interest here, two different levels of refinement.
Without loss of generality, consider for simplicity a problem with one single control variableũ, which may be split into two new control variables,ũ (1) andũ (2) . The onedimensional optimization problem based onũ is given by
which has a solution denoted byũ . Similarly, the twodimensional optimization problem basedũ (1) andũ (2) can be stated as maximizẽ u (1) ,ũ (2) ∈R L a (ũ (1) ,ũ (2) ),
whose solution is denoted byũ , (1) andũ , (2) . We may think ofũ as the optimal control for a time interval [0, L] when only one control step is used for the entire time interval and [ũ , (1) ,ũ , (2) (1) ,ũ (2) ) over all t 1 such that 0 < t 1 < L, then the solution of problem in Eq. 17 is the same as the solution of the following constrained problem maximizẽ u (1) ,ũ (2) ∈R L a (ũ (1) ,ũ (2) ),
where δũ = δũ . However, we do not know a priori the optimal perturbation δũ , so we instead consider the generic equality constraint in Eq. 18b in terms of an unknown perturbation, δũ, and investigate the sensitivity of the optimum value of the objective function L a to this perturbation. Chavent and Bissell [5] , and other authors who followed their ideas [3, 11] , derived the sensitivity of the optimum value of the objective function L a to the perturbation δũ and Lien et al. [11] showed that the Lagrange multipliers associated with the constrained problem in Eq. 18 represent the sensitivity of L a to δũ. For the simple problem considered here, the Lagrange multiplier at the optimal (ũ (1) ,ũ (2) ) associated with the equality constraint in Eq. 18b is given by λ = ∂L a ∂ũ (1) = − ∂L a ∂ũ (2) , (19) where λ must be nonnegative to satisfy the optimality conditions. It follows that 2λ = ∂L a ∂ũ (1) − ∂L a ∂ũ (2) = ∂L a ∂ũ (1) − ∂L a ∂ũ (2) , (20) where the last equality of Eq. 20 follows from the fact that λ ≥ 0 by standard optimality conditions [13] . Higher values of λ correspond to higher values of the sensitivity of L a (ũ (1) ,ũ (2) ) toũ (1) −ũ (2) = δũ. This suggests that given a set of choices for the splitting of a givenũ into two controls, (ũ (1) andũ (2) ), i.e., given a set of choices for t 1 , a good choice is to split the control step into the two steps that correspond to the highest sensitivity. More specifically, given a optimal controlũ i for a control step 
where the derivatives required in Eq. 21 are evaluated at (ũ (1) ,s ,ũ (2) ,s ) = (ũ i ,ũ i ). Then we choose the value oft s that gives the highest value of π s . Consider a choice oft 1 that divides [t i−1 ,t i ) into two nonempty subintervals and letũ (1) andũ (2) denote the corresponding partition ofũ i such thatũ i is the optimal based on the non-partitioned control interval. It follows from Eqs. 10, 19 and the optimality ofũ (i) that
so if we try to perform an iteration of the steepest ascent method based onũ i , the optimization will terminate because ∇ũL a = 0. However, Eq. 22 does not imply that ∇ũ(1) ,ũ (2) L a evaluated at (ũ (1) ,ũ (2) ) = (ũ i ,ũ i ) is equal to zero. Thus, if one splitsũ intoũ (1) andũ (2) , it may be possible to obtain at greater value of L a based on the refined control steps. As discussed in more detail immediately below, our choice is to chooset 1 to maximize the refinement indicator (Eq. 21) as this choice maximizes the sensitivity of L a to the new control variables. Similar to the above discussion, we now consider the i th control variable of well w, u w i , which is defined on the control step (interval) I w i = t w i−1 , t w i ; see Eq. 4. Consider that we cut I w i at a time t w i,s ∈ t w i−1 , t w i to form the two new potential control intervals given by
and
which define, respectively, two new control variables u 
where the derivatives presented in Eq. 25 are evaluated at (u
Note that the derivatives in Eq. 25 are easily computed from the derivatives of the finescale control variables as defined in Eq. 7, so computing the refinement indicators, π w i,s , is virtually cost free; thus, we can compare a large number of potential cuts in u w i without increasing substantially the computational cost.
RI-based splitting procedure
As discussed previously, the multiscale method that we propose below incorporates refinement indicator (RI) values to split control intervals but in all other details follows the steps of the Hi-MO algorithm of [14, 16] . The new algorithm is referred to as Refinement Indicator-based Hierarchical multiscale method (RHi-MO). Similar to Hi-MO, the RI-based splitting procedure is applied only for the control steps that were not obtained by merging two or more control intervals in the merging procedure. We check the control step refinement on a well-by-well basis, so for each control interval eligible for splitting, I w i , which corresponds to the i th control step at well w, we find the time-cut, t w i,s , which provides the highest RI (π w i,s ) among all potential cuts considered for I w i , denoting by n w pot,i the number of potential cuts of the i th control interval of well w. Lien et al. [11] proposed setting n pot = 6 for all controls. However, since the computational cost required to evaluate the refinement indicators is negligible, we propose a procedure to specify the number of potential cuts for each control interval by solving
for n w pot,i , where t w i = t w i −t w i−1 and t is defined in Eq. 5. Then, we define the potential time-cuts as s=1 . For those controls not eligible for refinement, i.e., those which were obtained by merging two or more controls steps, we simply set π w i = 0. Once we have computed the best cut for each control step of well w, we propose three options on how to implement the best local split. The splitting procedure is performed according to one option which defines the number of control steps per well to be refined. Denoting the highest refinement indicator value among all control steps of well w as
, the three options available are as follows:
1. Split ONE: Only one single control step per well is split.
The control step selected for splitting corresponds to the one with the highest refinement indicator at that particular well (π w max ); 2. Split FEW: The i th control steps at a particular well w will be split if and only if π w i ≥ ρ g π w max where ρ g ∈ (0, 1) and i = 1, 2, . . . , N w c ; 3. Split ALL: All control steps that were not obtained by merging two or more control intervals in the merging step are split.
We set the scalar ρ g required when the splitting option is chosen as FEW equal to the gradient-magnitude tolerance for merging well controls (see Eq. 15). Note that if ρ g = 0, then all control steps are selected for splitting, which is equivalent to selecting the option ALL. On the other hand, if ρ g = 1, then only the control steps which have a refinement indicator equal to maximum indicator are selected for splitting, which is virtually always equivalent to selecting the option ONE. After defining the control steps at any refinement level, the solution of the resulting optimization problem is solved using the augmented Lagrangian method where at each inner iteration, the augmented Lagrange function is maximized by the steepest ascent algorithm; see [8, 13] for theoretical convergence results. In terms of the initial set of control variables, similar to the method of Lien et al., we always initialize RHi-MO with one single control step per well. However, we perform one RI-based splitting procedure before the first optimization step is conducted followed by checking whether new control steps should be remerged. This initialization may provide a better initial set of control steps without introducing any additional cost since all required gradients can be obtained from the fine-scale gradients already computed for the initial guess.
For the sake of comparison, we also consider the other multiscale methods defined in [14] , namely, the Hi-MO of Oliveira and Reynolds [14] , the successive splitting multiscale optimization (SS-MO) [11, 22] , and the method proposed by Lein et al. [11] based on refinement indicators (RI-MO); see [14] for details. We specify ξ u = 0.01, ξ g = 0.10, and ρ g = 0.90 as the reparameterization tolerances for the examples presented in this paper. The maximum number of allowable reservoir simulations is set equal to 150 for the problems with only bound constraints, whereas we set 1000 as the maximum allowed number of simulation runs for the constrained problems solved with the augmented Lagrangian method. In terms of the tolerances for the change in the objective function and for the change in the control variables, we use ε 0 f = 0.1 and ε 0 u = 0.1, where ε 0 f and ε 0 u , respectively, are the initial convergence tolerances for the change in the objective function and for the change in the control variables. We also use ε f = 1×10 −4 and ε u = 1×10 −3 , where ε f and ε u , respectively, are the final convergence tolerances for the change in the objective function and for the change in the control variables. 
Examples
In this section, we apply the refining and coarsening procedures to two examples and the performance of RHi-MO is compared to the performance of the other methods. In the examples considered, the objective is to optimize the overall NPV for a reservoir under waterflooding. The first example pertains to a two-dimensional reservoir with a geological heterogeneity represented by a channelized depositional environment. The second example considers a large fieldscale reservoir with a complex geological description. The reservoir contains several wells under control, both producers and injectors. The specified reservoir life is long enough to observe significant water production in many production wells. In all examples, we apply two possible constraint scenarios. First, we consider only bound constraints (Eq. 2b).
In the second scenario, in addition to the bound constraints, we also consider linear inequality constraints (Eq. 2c).
Example 1: three-channel case
The three-channel model is based on a uniform grid with 25 × 25 × 1 grid blocks, x = y = 100 ft, and the thickness of the reservoir is 20 ft. The permeability distribution, which is shown in Fig. 1 in terms of ln k h , represents a channelized reservoir, which contains nine producers and four injectors arranged in four five-spot patterns; the reservoir is produced under a waterflooding strategy with relative permeability curves presented in Fig. 2 , and properties summarized in Table 1 . The total liquid rates of each producing well and the water injection rate of each injector are controlled for the waterflooding optimization problem during the anticipated total project lifetime, which is 1800 days. The upper bounds for the total liquid rate at the producers is 200 STB/D and for the water injection rate at the injecting wells is 500 STB/D. For both producers and injectors, the lower bound is 0 STB/D. We define 80 STB/D as the initial guesses for the total liquid producing rates and 200 STB/D as the initial guess at the injectors. In this example, we optimize the NPV, considering the oil revenue is $50.0 /STB; the water production cost is $5.0 /STB; the cost of injecting water is $2.0 /STB; and an annual discount rate of 10.0 %.
Only bound constraints
We optimize the three-channel case using the steepest ascent method based on the adjoint-gradient. The multiscale techniques SS-MO, Hi-MO, RI-MO, and RHi-MO are compared against the base parametrization case. For the base case, there are 10 fixed control steps of 180 days duration for each well; i.e., there are 130 control steps (and 130 control variables). We also consider a fine parametrization such that each well contains 128 fixed control steps which results in 1664 control variables. We start SS-MO with two control steps per well, each of duration equal to 900 days, and set n split = 2. For RI-MO, we apply one initial control step per well as in Lien et al. [11] . For Hi-MO, we consider the cases where either n split = 2 or n split = 4 which are applied in two possibilities for the initial set of control steps, 2 and 10 initial control steps per well. In terms of RHi-MO application, we vary the number of control steps actually split by using the options ONE, FEW, and ALL. Table 2 presents the summary of all results obtained for the three-channel case. The results are compared in terms of the final NPV obtained by each approach, the number of reservoir simulation runs required to reach that final NPV, and the number of control variables used by each technique. We note from the results presented in Table 2 that, except for RI-MO (method of Lien et al.) and for Hi-MO (10 initial control steps; n split = 2), all multiscale techniques outperform the base parametrization. The results of SS-MO and the majority of the Hi-MO applications are superior to the base parametrization, however, by a small margin of 0.25 % for SS-MO and at most 0.7 % for Hi-MO. For this example, all Hi-MO schemes lead to results better than SS-MO in terms of the final NPV and the number of simulation runs required, except for the case with 10 initial control steps and n split = 2, but the difference on the final NPV is small. On the other hand, the results obtained with the three different versions of RHi-MO give fairly close optimal values of NPV and the final NPVs for these methods are more than 3 % higher than the NPV obtained with the base parametrization or any other method. Additionally, RHi-MO is particularly efficient in terms of its computational cost for this example, since the best result obtained with RHi-MO requires the same number of simulation runs as the base parametrization but leads to a final NPV that is 3.5 % higher.
We also note from the results presented in Table 2 that we do not obtain better results by introducing an extremely refined set of control steps as we have for the fine parametrization case. In fact, the fine parametrization leads to a final NPV 1.1 % lower than the base parametrization and requires more simulation runs. This fact is not unexpected since a certain level of ill-conditioning may exist for large scale optimization problem, which can affect the overall optimization performance in terms of both the final objective function and the number of simulation runs required. In terms of the final number of control variables, RHi-MO with splitting option ONE and FEW utilizes far fewer control variables than all other methods except RI-MO which yields a much lower NPV than the RHi-MO method. Note that SS-MO leads to an extremely large number of controls but results in essentially the same NPV as is obtained with the base parameterization.
Although the final number of control variables is not a performance criterion per se, it is important to highlight that optimization approaches which require fewer well controls are preferable from the operational point of view as long as they still ensure a reasonably high final NPV. Strategies which result in a small number of well controls correspond to strategies which require few changes in the well operational settings in the field production operation.
Optimum well controls obtained by the methods considered are presented in Figs. 3 and 4 , which depict the controls obtained with the base parametrization (10 fixed controls steps), the fine parametrization (128 fixed control steps), SS-MO, RI-MO, Hi-MO with 10 initial control steps (n split = 4), and RHi-MO with option split FEW. In Figs. 3 and 4, the well controls are presented in a color map, where the horizontal axis represents the time (days) and the vertical axis indicates the wells. The producer well controls are displayed in Fig. 3 , whereas Fig. 4 shows the controls for the injecting wells.
Although the well controls depicted in Figs. 3 and 4 vary as the algorithm used to generate them varies, there are some qualitative similarities. For instance, we note that in the pair PRO-02/INJ-01, which are connected through a highly permeable channel in the North part of the reservoir, we tend to produce PRO-02 at high rates at early time, decreasing the total liquid production at PRO-02 later; on the other hand, we inject at low rates at the beginning, when the reservoir still provides a good pressure support, then we increase the water injection rate at INJ-01. All methods somehow capture this trend, except for RI-MO whose solution for the controls of well PRO-02 contains only one control step. It is important to note that the controls at each well exhibit significant temporal smoothness although we do not explicitly impose any correlation between the well controls.
Bound plus linear inequality constraints
We reconsider here the three-channel model with the same bound constraints plus two linear inequality constraints. The first linear inequality constraint is that the total liquid production rate is less than or equal to 900 STB/D at all times. The second linear inequality constraint is that the total injection rate is less than or equal to 1000 STB/D at all times. The constrained optimization problem is solved using the augmented Lagrangian method applied with the adjoint-based steepest ascent method.
We summarize in Table 3 the results obtained for the constrained problem associated with the three-channel case. Table 3 presents the results for the base and fine parametrization, successive splitting, and the hierarchical optimization methods (Hi-MO and RHi-MO). The original method of Lien et al. [11] was not designed for constrained optimization problems, particularly within the augmented Lagrangian framework; so we do not apply RI-MO here or in any other constrained optimization problem in this paper. Similar to the problem with only bound constraints, the base parametrization case has 10 fixed control steps per well (130 controls at total), whereas in the fine parametrization we consider 128 control steps per well (1664 controls at total). As usual, SS-MO starts with two control steps per well and uses n split = 2 at every level of parametrization. We consider two initialization strategies for Hi-MO, where in one From the results in Table 3 , we note that the optimization with fine-scale parametrization performs just slightly better than the base parametrization, both in terms of the final NPV and the number of simulation runs required to obtain that final NPV. One might expect that the finescale parametrization problem is more difficult to solve due to the higher dimensionality of the problem, but for this constrained case, the solution of the fine-scale problem is particularly efficient in comparison to the base parametrization, leading to a higher final NPV with fewer reservoir simulation runs. However, the excessive number of control variables in the fine-scale parametrization would be more difficult to implement in field operations than the base-case controls. The results we observe from Table 3 implicitly suggest that ill-conditioning effects due to the high dimensionality of the problem have a low impact for this particular example. Because of this lack of ill-conditioning, only very small increases in NPV can be obtained with the hierarchical multiscale methods.
Regarding the linear constraints imposed for this problem, the total liquid production rates obtained with the different methods are presented in Fig. 5 , and the total injection rate is shown in Fig. 6 . Figures 5 and 6 present the rates cumulatively, i.e., they also show the individual contribution of each well. We can clearly see from Figs. 5 and 6 that all inequality constrains are honored at all times within the specified tolerance. In all results, the constraint on the total liquid production rate remains active at almost all control steps, whereas the limit on the total injection rate is not reached at any time by any method. Finally, we observe that the optimum controls are in general quite smooth, but SS-MO and Hi-MO with 10 initial control steps provide the roughest set of well controls.
Example 2: Brugge field
The second example corresponds to the Brugge field, which is a reservoir model built by TNO [17] as a benchmark example to analyze different approaches to closed-loop reservoir management. According to the available data, 104 geological realizations were generated and provided to the participants in the benchmark study. A full description of the Brugge field can be found in [17] .
The reservoir simulation model was built based on the geological information provided and it consists of a 138 × 48 areal grid and nine layers. The reservoir contains only oil and water, and the initial reservoir pressure is 2465 psi (17 × 10 3 kPa). The Brugge reservoir contains 30 vertical wells, including 20 smart production wells and 10 smart water injection wells. Wells are equipped with inflow control valves (ICVs) to individually control production or injection from distinct geological zones. Most of the producing wells are equipped with three ICVs, which are completed in the top three zones, however, some producers have only one or two ICVs. All the injectors are equipped with three ICVs which are completed in the bottom three geological formations. Considering all wells, we have 84 ICVs installed in the field.
The reservoir lifetime is 30 years, which includes a history-matching step for the first 10 years. We focus exclusively on the production optimization step for the last 20 years of the reservoir life. Moreover, instead of optimizing well controls based on the unknown true model, we optimize the well controls for years 10 through 30, based on the reservoir properties of one particular realization provided by TNO. We have selected the particular realization FY-SF-KP-7-33, where the reservoir is subdivided into facies classes with associated poro-permeable characteristics of the fluvial reservoir zone modeled as channel objects in a shale background. The permeability was generated stochastically with co-Kriging on porosity. Figure 7 shows the top structure map as well as the well locations.
The control variables are the liquid production rate at each individual segment for the producers and the water injection rate at each individual segment for the injectors. During optimization, the liquid production rate for each production segment is constrained to the interval [0, 3000] STB/D with a lower bound on bottom-hole pressure (BHP) equal to 725 psi; the injection rate for each injector segment is constrained to the interval [0, 4000] STB/D with an upper bound on the injection pressure equal to 2611 psi. These pressure constraints, which represent nonlinear constraints, are not taken into account in the example in this paper. The oil price is $80.0/STB and both the water production and the injection costs are $5.0/STB. The annual discount rate is 0.1. For the base parametrization, there are 40 fixed control steps, each one half-year long, and 84 control variables for Only bound constraints We optimize the Brugge example using the base parametrization (40 fixed control steps for each well segment), SS-MO, RI-MO, Hi-MO, and RHi-MO. Since the control variables here are the production or injection rates at each smart completion, the bound constraints refer to the rates at each well segment. Here, we consider the steepest ascent method with adjoint-gradient algorithm in our hierarchical multiscale framework. Table 4 summarizes the adjoint-based steepest ascent results obtained for the Brugge reservoir model when the only constraints are bound constraints. The hierarchical optimization method Hi-MO starts with 10 equally distributed control steps for each well segment and uses either n split = 2 or n split = 4, whereas for RHi-MO we once more focus on the splitting options ALL, ONE, and FEW. SS-MO starts with two uniform control steps at each well segment, and for RI-MO, we consider only the case where we initialize with one single control step per well as in Lien et al. [11] . We note from the results in Table 4 that again the multiscale approaches achieve higher final values of NPV than we obtain with the base parametrization, except for RHi-MO (ONE), which reaches basically the same NPV as the base case, and RI-MO of Lien et al., whose final NPV is 0.5 % lower than we obtain with the base parametrization.
Later, we present a comparative discussion on the results obtained with RHi-MO (ONE) and RI-MO.
Both results obtained with Hi-MO lead to a NPV higher than SS-MO; 0.2 % higher for n split = 4 and 0.6 % higher for n split = 2, however, the number of simulation runs required in both cases are larger than is required for SS-MO. In terms of the results for RHi-MO with splitting options ALL and FEW, we achieve a final NPV similar to the results obtained with Hi-MO and also higher than the SS-MO result. The best NPV is attained with RHi-MO using option ALL, a result that is 0.74 % higher than SS-MO and 1.1 % higher than the base parametrization. However, RHi-MO (ALL) requires almost three times as many simulation runs as SS-MO. On the other hand, the result for RHi-MO with the splitting option FEW also gives a reasonably good result in terms of the NPV, 0.2 % higher than the result with SS-MO and requires almost the identical number of simulation runs as SS-MO.
The performance of the parametrization strategies is compared in Fig. 8 , which presents a plot of NPV versus the number of simulation runs required to obtain that NPV. Figure 8 contains the results for the base parametrization, SS-MO, RI-MO, and the best results obtained with Hi-MO and RHi-MO. We see that all SS-MO, Hi-MO, and RHi-MO perform similarly at early iterations and then they asymptotically converge to their final NPV. We can also see that the convergence rate becomes very slow at later iterations. Hi-MO and RHi-MO terminate due to reaching the maximum allowable number of simulation runs, which in this case is 150, whereas SS-MO terminates at its fourth level of parametrization (with 16 control steps per well segment) because the algorithm fails to find an optimum different from the optimum at the end of the third level. We can also note from the results depicted in Fig. 8 that RI-MO performs poorly for this example.
In terms of the optimal solution, Figs. 9 and 10, respectively, display the optimal well controls obtained for well segments I5-2 and P7-3. Although the methods yield distinctly different well controls, the qualitative behavior of the variation in the controls with time obtained with the base parametrization, SS-MO, Hi-MO, and RHi-MO are vaguely similar. In general, the well controls vary smoothly, however, we can observe abrupt chances in the controls for some cases, loosely resembling bang-bang responses. We also observe for the Brugge example that the RHi-MO approaches result in far fewer control variables than the other techniques; few well control steps represents a potential advantage in terms of field implementation as fewer controls steps means we avoid excessive changes in the well settings.
As we note from the results presented in Table 4 , RI-MO and RHi-MO with splitting option ONE perform poorly in comparison to the other multiscale methods. Even in comparison to the base parametrization, the results for RI-MO and RHi-MO (ONE) are not satisfactory. Apparently for this large-scale problem, the strategy of not performing many refinements is not efficient. RI-MO requires that we refine one single control variable per cycle/iteration and we note that this is not sufficient to obtain a final NPV better than the base case, although RI-MO leads to far fewer control variables than the other multiscale techniques. In fact, the optimization with RI-MO leads to a NPV 0.5 % lower than we obtain with the base parametrization and 1.6 % lower than the best NPV result.
The optimum well controls for segments I5-2 and P7-3 obtained with RI-MO and RHi-MO (ONE) are presented in comparison in Fig. 11 . It is observed that for RI-MO the controls for some well segments end up without any refinement (see, e.g., the solution for well segment I-5-2 in Fig. 11a ). In fact, the controls obtained with RI-MO for 45 well segments end up with no refinement whatsoever. The procedure we implemented for RHi-MO, where we split one control step per well, rather than simply refine one single control variable per cycle as in RI-MO, improves the result of RI-MO both in terms of the optimum NPV and the computational cost (see Table 4 ).
Bound plus linear inequality constraints
The Brugge example is reconsidered here; however, we add an inequality constraint that the total liquid production rate is less than or equal to 3000 STB/D at each production well at all times and that, at each water injection well, the total injection rate is less than or equal to 4000 STB/D for all times. Thus, when a particular well has multiple completions, we require that the sum of the segment liquid rates at each producer is less than or equal to 3000 STB/D and the sum of the segment water injection rate at each injector is less than or equal to 4000 STB/D. The bound constraints are that each production segment rate is in the interval [0, 3000] STB/D and each injection segment rate is in the interval [0, 4000] STB/D. As in previous examples, we use the augmented Lagrangian method to solve the constrained optimization problem using the steepest ascent algorithm with the adjoint-gradient. Table 5 summarizes the results for base parametrization, successive splitting, and hierarchical optimization (Hi-MO and RHi-MO) considering the inequality constrained problem. Here, we use three strategies for Hi-MO. In the first Hi-MO strategy, we initialize the multiscale optimization using only two control steps for each well and set n split = 2, reproducing the simplicity of SS-MO. The other two Hi-MO strategies we set n split = 4 and vary the initial set of control steps, using 2 or 10 initial control intervals per well segment. We applied RHi-MO with the splitting option FEW, because results from the previous examples show that, in terms of the three objectives of (i) maximizing final NPV, (ii) minimizing the number of simulation runs required, and (iii) minimizing the final number of control variables, it is a highly competitive method. However, we also consider RHi-MO with splitting option ONE for this example.
Again, all multiscale strategies outperform the base parametrization in terms of the optimal NPV. We observe an increase of 10.7 % in the final NPV over the base parametrization when we use either Hi-MO strategy, whereas RHi-MO (split FEW) leads to a NPV 11.2 % higher than the base case. SS-MO also improves the optimal NPV by 9.4 % in comparison to the base parametrization. The hierarchical technique based on refinement indicators obtains the highest optimum NPV, which is $16 million more than the best Hi-MO strategy and $67 million more than SS-MO. Although the computational cost required by all multiscale methods is considerable, an impressive increase in the final NPV is obtained compared to the NPV of the base case. Although the optimum NPV estimated with Hi-MO using two initial control steps per well and n split = 2 is still higher than the result obtained with SS-MO, we note that this Hi-MO strategy leads to a result inferior to the other hierarchical approaches we applied. Note that, for this example, when we initialize Hi-MO (n split = 4) with only two control steps per well, the number of simulation runs required is about the same as when we use 10 initial control steps for each well (n split = 4), and both estimates for the optimum NPV are quite close. In terms of the RI-based strategies, we see that using the splitting option ONE is not as good as using the splitting option FEW in terms of the final NPV obtained. RHi-MO (FEW) requires about 20 % more simulation runs than both Hi-MO approaches, but it also obtains a final NPV slightly higher (about 0.3 % higher). SS-MO utilizes fewer simulation runs than any other multiscale technique in this example. We also observe from the results in Table 5 that all hierarchial strategies (HI-MO and RHi-MO) require far fewer control variables than the successive splitting approach and the base parametrization. In particular, RHi-MO (split FEW) obtained the highest final NPV requiring the smallest number of control variables.
Figures 12 and 13 display the optimal total injection rate for well I4 and the optimal total liquid rates for well P7 obtained with the base parametrization, SS-MO, Hi-MO with two initial control steps (n split = 4) and RHi-MO (FEW). Rates are presented cumulatively in Figs. 12 to 13 which also show the individual contribution of each well segment. We note that, for these three wells, the solutions we obtain with the different methods are similar. In all cases, the constraints are honored within 1 % tolerance and the controls are reasonably smooth, which is preferable for field implementation.
Remarks and conclusions
We proposed a new hierarchical multiscale optimization strategy, RHi-MO, for adaptively selecting the number of control steps and their lengths as the overall optimization procedure progresses. Like the Hi-MO method of Oliveira and Reynolds [14] , RHi-MO can merge control intervals when it is appropriate, but for the splitting step RHi-MO uses refinement indicators which potentially result in a better refinement because splitting based on refinement indicators has a theoretical motivation. The new hierarchical multiscale optimization method was successfully applied to linearly constrained and unconstrained problems. Based on the applications considered in this work, the following conclusions are warranted:
1. The proposed multiscale methodology, RHi-MO, always outperforms the base parametrization strategy based on a fixed number of control steps which is set a priori and used throughout the optimization; 2. We always obtain a higher NPV with Hi-MO and RHi-MO than SS-MO. However, occasionally the NPVs obtained with Hi-MO and RHi-MO will be insignificantly higher than the SS-MO's final NPV; 3. Typically, the higher NPV obtained with Hi-MO will come at a higher computational cost than the SS-MO result; RHi-MO may also require more simulation runs than SS-MO in some cases, although this happens less often than it happens for Hi-MO; 4. RHi-MO consistently outperforms the method of Lien et al. [11] (RI-MO) in terms of both the final NPV and the number of simulation runs required for the examples presented here as well as an addition example shown in [16] , even though both methods use refinement indicators to drive the splitting procedure. In fact, since RHi-MO can be viewed as a combination of RI-MO and HI-MO, one should expect that RHi-MO will generally outperform RI-MO and HI-MO; 5. In general, RHi-MO performs better than Hi-MO, both in terms of the final NPV and the number of simulation runs required; 6. The results obtained with the new proposed multiscale technique, RHi-MO, usually lead to fewer control variables than other approaches. This aspect can be relevant for field implementation, because a control strategy with few interventions at the wells would be preferable due to operational reasons.
