When an ultrafast optical pulse with high intensity is propagating through transparent material a supercontinuum can be coherently generated by self-phase modulation, which is essential to many photonic applications in fibers and integrated waveguides. However, the presence of dispersion causes stagnation of spectral broadening past a certain propagation length, requiring an increased input peak power for further broadening. We present a concept to drive supercontinuum generation with significantly lower input power by counteracting spectral stagnation via alternating the sign of group velocity dispersion along the propagation. We demonstrate the effect experimentally in dispersion alternating fiber in excellent agreement with modeling, revealing almost an order of magnitude reduced peak power compared to uniform dispersion. Calculations reveal a similar power reduction also with integrated optical waveguides, simultaneously with a significant increase of flat bandwidth, which is important for on-chip broadband photonics.
Introduction
Supercontinuum generation (SCG) is a nonlinear optical process where injecting intense, ultrashort pulses in transparent optical materials generates light with ultra-wide spectral bandwidth [1] [2] [3] . Maximum coherence is achieved when spectral broadening is dominated by selfphase modulation based on the intensity dependent Kerr index 4 . The achieved bandwidths, often spanning more than two octaves [5] [6] [7] [8] [9] [10] [11] have become instrumental in a plethora of fields 12 . Examples are metrology based on optical frequency combs [13] [14] [15] [16] [17] , optical coherence tomography [18] [19] [20] [21] , ranging 22 , or sub-cycle pulse compression [23] [24] [25] . The widest spectral bandwidths at lowest input power are typically achieved in waveguiding geometries, such as in fibers [26] [27] [28] and integrated optical waveguides on a chip 10, 11, 29, 30 because transverse confinement of light enhances the intensity, which promotes the nonlinear generation of additional frequency components. However, although significant spectral broadening can be achieved with low input power using highly nonlinear materials 31 , generating bandwidth beyond one or two octaves still requires significant input peak powers in the order of several kilowatt 11, 32, 33 , hundreds of kilowatt 34 , or close to megawatt levels 3, 35 . The reason is that dispersion terminates spectral broadening beyond a certain propagation length, which means that the peak power required for a desired bandwidth cannot be reduced by extending the propagation length.
Such lack of scalability towards lower input power constitutes a critical limitation for implementations of supercontinuum generation, specifically, in all-integrated optical systems. In case of normal dispersion (positive group velocity dispersion) the reason for termination of broadening is that initial pulse duration gets stretched and the waveguide-internal peak power is lowered vs propagation. This brings self-phase modulation, the main mechanism of coherent spectral broadening 36 , to stagnation past a certain propagation length 4, 36, 37 . Lower input peak powers are sufficient with anomalous dispersion because negative group velocity dispersion leads to pulse compression by making use of the additionally generated bandwidth. However, spectral stagnation occurs again, here due to soliton formation, because self-phase modulation comes into balance with anomalous dispersion 1, 38 . At that point, typically also soliton fission and Raman red-shifting occurs, and dispersive waves are generated. However, fission does not increase the bandwidth 1, 36 , dispersive waves generate only disconnected components of narrowband radiation, and Raman conversion red-shifts the frequency bandwidth, without increasing it.
For avoiding both pulse stretching and soliton formation, it seems desirable to provide zero group velocity dispersion (GVD), to keep self-phase modulation ongoing and to increase the bandwidth proportional to the interaction length. However, this would not yield the maximum possible broadening with length, because newly generated spectral bandwidth is not used for pulse compression during propagation.
We present a novel concept (see Fig.1 ) based on alternating the sign of group velocity dispersion along propagation in a segmented medium. The alternation overcomes spectral stagnation and thereby lowers the input peak power and pulse energy required for supercontinuum generation. In its simplest setting, self-phase modulation in normal dispersive segments generates spectral broadening and subsequent segments with anomalous dispersion make use of the newly generated bandwidth for pulse re-compression and peak power increase, which lets spectral broadening continue. An approximate analysis reveals close-to-exponential growth of bandwidth vs propagation at weak dispersion and linear growth at strong dispersion. This scaling with interaction length enables to generate a given spectral bandwidth with substantially reduced pulse energy and peak power as compared to conventional supercontinuum generation based on uniform dispersion. Figure 1 shows calculated developments of the optical spectrum and pulse along propagation for a dispersion alternated waveguide (Fig. 1A ) made of normal dispersive (ND) segments (positive group velocity dispersion) and anomalous dispersive (AD) segments (negative group velocity dispersion). For unveiling the novel spectral dynamics caused by alternating dispersion, the calculations retain only the two main physical processes, which are self-phase modulation (SPM) causing coherent spectral broadening and second-order dispersion responsible for temporal stretching or compressing the pulse. For convenience, we take transform limited Gaussian pulses as input and consider spectral broadening only in the ND segments. Other situations, e.g., non-Gaussian input pulses, spectral broadening in both types of segments, higher-order dispersion, or propagation loss are taken into account as well, when comparing with experimental data as in Figs. 2 and 3. Figure 1 B shows the increase in spectral bandwidth vs propagation coordinate as obtained by numerical integration of the nonlinear Schrödinger equation (NLSE) using parameters as in telecom ND and AD fiber (Supplementary Section 1). It can be seen that there is an initial spectral broadening through SPM in the first ND segment, but broadening stagnates beyond approximately 1 =15 cm. The reason for stagnation in this ND segment is loss of peak intensity and increased duration by normal dispersive temporal broadening of the pulse (Fig. 1C) .
Results

Basic dynamics with alternating dispersion
To re-initiate spectral broadening by re-establishing high peak intensity, the pulse is temporally re-compressed in an AD segment back to its transform limit (between 1 and 2 =30 cm). Waveguide with segments of normal dispersion (ND, red) and anomalous dispersion (AD, yellow). The basic pulse and spectral propagation dynamics is modelled with Gaussian input pulses using parameters as in telecom fiber (Supplementary Section 1), accounting for second-order dispersion in ND and AD segments, and self-phase modulation in the ND segments. B: Normalized energy density spectrum vs. propagation with alternating dispersion. C: Intensity and shape of the pulse vs propagation. Undesired pulse stretching in the bandwidth generating (ND) segments is repeatedly compensated by anomalous dispersive (AD) segments. D: Spectral bandwidth of supercontinuum generation in alternating dispersion (ND-AD) compared to zero uniform dispersion (zero GVD), and to uniform normal and anomalous dispersion (uniform AD, uniform ND). For direct comparison with the uniform waveguides the graph omits non-generating AD segments. With the chosen fiber parameters and input pulse, alternating dispersion yields close-to-exponential growth (blue-shaded exponential fit curve under blue trace). Supercontinuum generation in uniform ND and AD exhibits spectral stagnation. E: Calculated spectral bandwidth increasement factor, , in single ND segments vs the relative strength of dispersion and self-phase modulation, , in terms of the ratio of nonlinear length to dispersive length ( = / ).
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The pulse at 2 is shorter and has a higher intensity than the incident pulse ( 0 = 0 cm) because SPM in the first ND segment has increased the bandwidth above that of the input pulse. The consequence of higher intensity and shorter pulse duration is that SPM in the second ND segment yields more additional bandwidth (between 2 and 3 ) than what was gained in the first ND segment (between 0 and 1 ). Also, the rate of bandwidth growth and dispersion are higher, so that spectral stagnation is reached after a shorter propagation distance than in the first ND segment. Following this concept, further dispersion alternating segments keep the bandwidth growing and let the pulse become shorter as shown. Fig. 1 D provides a bandwidth comparison with conventional supercontinuum generation (uniform AD, uniform ND) where the growth of bandwidth stagnates. In alternating dispersion (ND-AD), bandwidth generation remains ongoing with each next ND segment (AD segments omitted in for direct comparison with generation in uniform AD and ND media). With the chosen fiber and pulse parameters, the spectral bandwidth grows close-to-exponential (see blue-shaded exponential fit curve) and reaches about 200 THz via SPM in 50 cm of bandwidth generating ND segments. In uniformly dispersive fiber (ND or AD) there is spectral stagnation, limiting the bandwidth to 15 THz (after 20 cm) and 20 THz (after 10 cm), respectively.
The bandwidth at stagnation in uniform dispersion may be increased as well, however, this requires significantly increased power, because the bandwidth grows approximately only with the square-root of the input power 1, 4, 36 . For instance, generating 200 THz in uniform dispersion with the fiber parameters used in Fig.1 , would require about 180-times higher power (with ND), and 100-times higher power with uniform AD. The bandwidth comparison in Fig. 1 D is thus indicating that alternating dispersion allows to significantly reduce the power required for generating a given bandwidth.
Scaling of bandwidth with segment number and input power
Many applications benefit from a broad spectral bandwidth particularly if there is significant power also at the edges of the specified bandwidth, i.e., if spectra are approximately flat in the range of interest 36, 37 . The standard definition of bandwidth for supercontinuum generation leads to wider bandwidth values as it accepts low power at the edges, typically at the -30-dB level. To follow a conservative definition of bandwidth addressing approximately flat spectra, we chose as bandwidth, Δ , the full width frequency bandwidth at the 1/e-level of the energy spectral density.
To provide spectra with minimum interference structure 4,36,37 , we continue considering that spectral broadening is generated in the ND segments with Gaussian pulses, and that the AD segments just re-compress the pulse to the transform limited duration, Δ • Δ = 2⁄ , where Δ is the 1/e half-width duration.
For calculating the bandwidth increase in a particular ND segment when a transform limited pulse enters the segment, it is important to realize that the achievable broadening is ruled by only two parameters. The first is the nonlinear length, = 1/( ), depending reciprocally on the peak power , where is the nonlinear coefficient of the ND segment.
denotes the propagation length where the bandwidth increases by a factor √5 if dispersion were absent 39 . The second parameter is the dispersion length, = Δ 2 /| 2 | depending quadratically on the pulse duration, where 2 is the coefficient for second-order (group velocity) dispersion 39 . denotes the propagation length after which the pulse duration increases by a factor of √2 if SPM were absent.
Given a certain length of the ND segment, it is the ratio of and which determines the bandwidth gained in that segment. For instance, if dispersion is weak compared to spectral broadening, i.e., if the ratio = ⁄ is small ( ≪ 1), one expects the bandwidth to increase by a factor of = √5 if the segment length is chosen equal to the nonlinear length. If dispersion is strong vs SPM, due to a short pulse duration and thus a wide spectrum ( ≫ 1), there will still be broadening in the beginning of the segment, but the bandwidth increasement factor will only be slightly above unity, ≳ 1.
To quantify the relation between the ratio and spectral broadening in an ND segment, we devise a lower-bound calculation of the bandwidth increasement factor, ( ), and display the result in Fig.1E (see derivation of ( ) in Supplementary Section 2). For the calculation, we chose the length of the ND segment to be its nonlinear length, to encompass all nonlinear generation up to the point where the bandwidth stops increasing. It can be seen that varies with as expected, i.e., having its values close to √5 at small and reducing asymptotically to unity towards increasing .
We note that ( ) does not only determine the broadening in a single ND segment, but it determines also the broadening in all following ND segments. To illustrate this, we recall Fig.1 where, due to recompression in AD segments, the peak power increases and pulse duration shortens before entering a next ND segment. This causes to increase with each ND segment since ∝ 1 Δ ⁄ . More specifically, because the -value of a previous ND segment determines the bandwidth increasement factor in the according segment (see Fig. 1 E) , it also determines the bandwidth, transform limited pulse duration and peak power in front of the next ND segment. The peak power and pulse duration then set the -value of the next ND segment and, via ( ), the next bandwidth increase. Labelling the ND segment number with , the recursive dependence of on −1 is why the first segment, 1 , pre-determines the bandwidth growth along the entire structure.
The bandwidth at the end of the structure with a number of ND segments, if Δ 0 is the frequency bandwidth of the incident pulse, can then be expressed as a product of broadening factors,
Here ≡ Δ Δ −1 ⁄ is the bandwidth increasement factor of the ℎ ND segment, where Δ −1 is the bandwidth in front of the segment and Δ is the bandwidth behind the segment.
Particularly strong growth is obtained from Eq.1 if generation remains in the range of relatively weak dispersion ( ≤ 1)). In this case remains close to its maximum value ( (0) = √5 ≈ 2.23) or decreases only slowly with segment number. The bandwidth growth then remains approximately exponential with the number of ND segments, resulting in
as is found also numerically for the example in Fig. 1D . In the other limit of strong dispersion ( ≫ 1), we find (more details in Supplementary Section 3) that the decrease in with each additional ND segment reduces Eq.1 to a linear growth of bandwidth with the number of ND segments,
with ≈ 0.81 being a constant related to the Gaussian pulse shape, and with = √
• Δt being the pulse energy. Equations 2 and 3 display that the basic dynamics of supercontinuum generation in alternating dispersion is a growth of spectral bandwidth vs propagation length, while with uniform dispersion spectral stagnation occurs. The growth may remain close to exponential if remains small throughout all segments, show transition from exponential to linear growth at around a certain segment number where ≈ 1, or is close to linear if dispersion is strong in the first and thus also in all segments ( 1 ≫ 1).
Using these properties, we find approximate bandwidth-to-input peak power scaling laws (more details in Supplementary Section 3) shown in Table 1 . In uniform dispersion there is only a square-root growth of bandwidth vs input peak power. With alternating dispersion, the bandwidth increases in a mixture of exponential and linear growth vs input peak power, where the slope and exponent can be increased monotonically with the total number of ND segments. Correspondingly, the generated bandwidth changes much more strongly with input peak power in the alternating dispersion structure. Therefore, the power required to achieve a given bandwidth can be much reduced by increasing the number of ND segments.
Relative strength of dispersion over self-phase modulation in first segment Scaling of bandwidth with input peak power using alternating dispersion
Scaling of bandwidth with uniform dispersion Table 1 : Scaling of bandwidth vs input peak power, , and number of segments, , compared to power scaling in uniform dispersion. Alternating dispersion yields a mixture of linear and exponential growth vs the input peak power, depending on the relative strength of dispersion over self-phase modulation in the first ND section (expressed as the ratio of nonlinear length to dispersive length,
is the segment number where exponential growth transits into linear growth (where ≈ ), and is a constant (see Supplementary Section 3 regarding the definition of and )
Experimental results
For demonstrating increased spectral broadening with alternating dispersion, we use supercontinuum generation with ultra-short optical pulses injected into a dispersion alternated optical fiber structure shown in Fig. 2A . The incident pulses have 74 fs FWHM pulse duration at 50 mW average power and 79.9 MHz repetition rate (central wavelength of 1560 nm). The pulses are provided by a mode-locked Erbium doped fiber laser, amplifier and a temporal compressor system. The power coupled into the fiber is 35.6 mW (446 pJ pulse energy) and is held constant throughout the main experiments. The dispersion alternated fiber structure is selected to comprise alternating segments of standard single-mode ND and AD telecom fiber with well-characterized linear and nonlinear properties (see Fig. 2B and parameters in Supplementary Section 4) because this enables numerical modeling with high reliability. We note that the wavelength range across which the sign of the dispersion can be alternated and the concept can be applied, is ultimately given by the ND and AD zero-dispersion wavelengths indicated with dashed lines in Fig. 2B .
In the experiment, ND and AD segments are added sequentially, with the choice of segment length guided by intermittent recordings of the energy spectrum and the pulse duration (see Methods). Due to the almost five-times higher nonlinear coefficient in the ND fiber compared to the AD fiber, spectral broadening comes almost entirely from the ND segments, similar to the setting used for illustrating the basic dynamics in Fig.1 . Figure 2C shows supercontinuum spectra measured behind each added ND segment. Starting with the injected light, the spectral bandwidth increases with each ND segment. For better analysis, Fig. 2D displays the measured bandwidth growth vs segment number (red dots). To identify the regime of growth, we determine the experimental ratio = ⁄ using the measured peak power and pulse duration. We find ≤ 1 for the first two segments, suggesting that the initial growth would be closer to exponential growth, while the third and fourth segments would introduce a transition towards linear growth. This is confirmed by finding a slightly upwards curved growth along the first three data points, followed by a transit towards more linear growth with the remaining segments.
The maximum number of ND segments before no further spectral broadening occurs is seen to be four. This can be addressed to the finite width of the spectral interval across which dispersion parameters show opposite signs (Fig. 2B) , i.e., the range in which alternating dispersion can be applied with the used fibers. Figure 2E shows supercontinuum spectra generated with dispersion alternated fiber with four ND segment (trace 1). For direct bandwidth comparison, we generate supercontinuum also in uniform fiber (trace 2 and 3 for uniform ND and AD fiber, respectively), using the same input pulse parameters and fiber length. The comparison shows that alternating dispersion increases the full 1/e bandwidth by a factor of 1.4 and 2.5 with regard to uniform ND and AD fiber, respectively. The full-width at -30 dB increases by a factor of 2.5 and 3.1, respectively. The dashed traces are numerical solutions of the generalized nonlinear Schrödinger equation, accounting for all orders of dispersion, the experimental pulse shape, loss between segments, and also weak SPM in the AD segments (see parameters in Supplementary Section 4). It can be seen that there is very good agreement with the experimental data in all cases, i.e., for supercontinuum generation in uniform ND and AD fiber, and also for the dispersion alternated fiber.
Figures 2F compares the development of the pulse duration with according measurements of the intensity autocorrelation (Fig. 2G ). We find good agreement between the modelled oscillation of the pulse duration with that of the autocorrelation measurements.
Motivated by the agreement and given the spectral bandwidth generated with dispersion alternated fiber, we use the model to extrapolate the pulse energy needed to generate the same bandwidth with uniform ND fiber. The model predicts that approximately one order of magnitude higher pulse energy is required with uniform dispersion. We note that this factor is a conservative number due to splice loss between segments (about 8% per splice) which lowers the intensity available for SPM towards the later segments. Lower required powers are expected with post-processing the splices. The presence of non-compensated third and higher-order dispersion (see Fig. 2B ) is indicating a certain robustness of sign-alternating dispersion vs higher-order dispersion. ⁄ ), vs wavelength of the AD and ND fiber segments. The wavelengths of zero second-order dispersion are indicated with dotted vertical lines. C) Relative spectral energy density of supercontinuum generation measured behind each ND segment (NDS) in the alternating waveguide structure. The spectral bandwidth grows in steps with added ND segments. D) Measured bandwidth vs ND segment number retrieved from the spectra in C. The measured pulse duration and peak power entering the segments, used to determine the -value for each segment (not separately shown), suggest an approximately exponential growth via the first two segments (compare to exponential curve beginning at input bandwidth). Thereafter, weaker growth transiting to linear is expected. E) Measured normalized spectral energy density at the end of the dispersion alternating fiber (violet trace). For direct bandwidth comparison, measured supercontinuum spectra obtained with uniform ND fiber (yellow trace) and AD fiber (red) of the same length are shown, generated with the same input pulse parameters. The dotted traces show theoretical spectra obtained with the generalized nonlinear Schrödinger equation, using the experimental input spectrum, containing the full fiber dispersion (B) and weak SPM also in the AD segments. F) Calculated normalized intensity (color coded) vs time (horizontal axis) and vs the propagation coordinate (vertical axis). Dotted white lines indicate the transitions between ND and AD segments. G) Measured width of auto-correlation trace (FWHM) versus propagation distance in the dispersion alternated fiber. The dotted trace connects experimental data. The re-compressed pulse is becoming shorter after each further AD segment.
Integrated optical waveguides with alternating dispersion
Particularly promising is supercontinuum generation in integrated optical waveguides because tight guiding reduces the required input power to provide high intensities. Further advantages are that lithographic fabrication methods provide increased freedom and precision in dispersion engineering 40 . For instance, different from fiber splicing, transitions between segments can be shaped as desired, and also the spectral shape of ND and AD dispersion may be designed to widen the wavelength range between ND and AD zero dispersion wavelengths.
To investigate the options for additional spectral broadening and reduced peak power in such systems, we use the generalized nonlinear Schrödinger equation 11, 39, 41 to model supercontinuum generation in integrated optical waveguides. Figure 3A compares generation in uniform anomalous dispersion with that in alternating dispersion (see parameters in Supplementary Section 5). With uniform dispersion (see Fig. 3B , red curve), the assumed input pulse energy and duration (450 pJ and 120 fs), the shape of the calculated spectrum (Fig. 3A , blue trace) and the 1/e full bandwidth (21 mm) are comparable with previous modelling that matched according experiments 10 . For modelling with alternating dispersion, we select four ND segments (see dispersion in Fig 3B , blue curve) and three AD segments, beginning with an ND segment (parameters in Supplementary Section 5). We note that in this structure, different than with the investigated fibers, both types of segments contribute to spectral generation and high-order dispersion is included.
The second trace in Fig. 3A (red) shows the spectrum obtained with the alternating structure and 80 pJ input pulse energy. Both approaches yield approximately the same -30-dB bandwidth, however, the input pulse energy is about 5.6-times lower with alternating dispersion. A second, difference is the much larger 1/e-bandwidth (550nm), which is a factor of about 26 wider. 
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Conclusions
Alternating the sign of dispersion in supercontinuum generation is a novel and highly promising concept for increasing the generated spectral bandwidth and for reducing the required input peak power or pulse energy. Even in a situation where the -30-dB bandwidth is already extremely wide, the flat part of the spectrum specified via the 1/e bandwidth can be much increased and, simultaneously, the required power can be much reduced.
We note that, in the limit of linear optics, dispersive sign alternation is well known in optical fiber communications for preventing pulse stretching, and to ensure that the dynamics remains in the linear regime, to avoid cross-talk of pulses 42, 43 . Periodic dispersion oscillation is also known for providing quasi-phase matching (QPM) of dispersive waves with solitons, for enhancing spectrally narrowband modulation instability, or to generate soliton trains 44, 45 . The concept of alternating dispersion presented here goes far beyond, because it offers wider bandwidth at reduced power. Due to its generality, we expect that the concept can have important impact in a large variety of waveguiding systems that aim at coherent generation of broadband optical light fields. Examples may include photonic crystal fibers 46 , low-power broadband generation for dual-comb applications in the mid-infrared 47 , on-chip generation of frequency combs 48 , and coherent spectral broadening in liquid 49 and gaseous media 50 . The basic concept as presented, encourages further investigations into various directions. For instance, spectrally shaping normal and anomalous dispersion via dispersion engineering in photonics waveguides can be explored to extend the range between zero-dispersion wavelengths. Emphasizing self-phase modulation in normal dispersive segments, rather than in anomalous dispersion, might be used to reduce undesired spectral structure, nonlinear phase spectra, and noise from modulation instability, as is found in supercontinuum generation with anomalous dispersion 4,36,37 . For optimum results, i.e., maximally wide spectra at lowest possible power, alternating dispersion requires an optimum choice of the segment lengths. Sets of adjacent waveguide structures on chip may be used to cope with wider variations of the input power or pulse shape. Nevertheless, because alternating dispersion always counteracts the detrimental effects of uniform dispersion, we observe that noticeably increased bandwidth and lowered power requirements can be obtained even with non-optimally matched segment lengths, for instance with simple periodic sign-alternation. 
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Methods
To assemble the dispersion alternated fiber, we use segments of standard single-mode dopedsilica step-index optical fiber (Corning Hi1060flex for ND, Corning SMF28 for AD). The structure is assembled using fiber splicing and cut-back, starting with a 25 cm piece of ND fiber. While measuring the power spectrum at the fiber output with an optical spectrum analyzer, the length is cut back until a slight reduction of the spectral width becomes noticeable at the −30 dB level. Terminating the first segment at this length ensures that the spectral generation is ongoing throughout the entire segment but stagnates at the end of the segment. The cutback also removes further pulse defocusing by second and higher-order dispersion while no further broadening takes place. Removing higher-order phase contributions improves pulse compression in the following AD segment because the AD fiber compensates for second-order dispersion but, in our demonstration, cannot compensate for the high-order dispersion of the ND fiber.
To assemble the next segment, a 20 cm piece of AD fiber is spliced, the splice loss is measured with a power meter and the pulse duration is measured with an intensity autocorrelator (APE, Pulse Check). The AD fiber segment is cut down until the autocorrelation trace (AC) indicates a minimum pulse duration, i.e., that the pulse is closest to its transform limit at the end of the AD segment. The procedure is then repeated with the next pieces of ND and AD fibers. The lengths of the fiber segments obtained with this method and the measured splice loss are summarized in Supplementary Section 4.
Supplementary Information
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Supplementary Section 1
In the following table S1, S2 the parameters are shown that have been used for the simulations presented in Fig.  1B and C and Fig. 1D . 
Supplementary Section 2 Hyperbolic Bandwidth and Duration Growth of Propagating Optical Pulses
In this appendix we present a derivation of the analytic expressions used to calculate the lower bound increasement factor, , presented in Fig. 1E for SPM in normal dispersion (ND). In general, it is hard to avoid full numerical simulations for systems based even on the simplest generalized nonlinear Schroedinger equations (GNLSE) [1] and input conditions, such as with Gaussian pulses. The following analytic expressions aim on providing more insight, give a lower bound estimate, and clarify how the spectral bandwidth increases across the sign-alternating dispersion structures. As well, they allow for the design of such structures to meet a certain bandwidth criterion, without the need of extensive numerical simulations based on parameter variation. In the main text, we use the frequency bandwidth ∆ for easy comparison with experiments. In the following derivations we use, for convenience, the angular frequency, = 2 • and Δω = 2π • Δ . The bandwidth increasement factor, , remains independent of this choice.
We assume, as input, transform limited Gaussian pulses, although our expressions allow for chirped inputs as well. Our lower bound estimate treats dispersion and SPM up to second order, so the pulse remains Gaussian as it propagates. It can be shown that this is sufficient for tracing the lower bound 1/e bandwidth evolution for Gaussian inputs. It can also be shown, that even with higher order dispersion, taking the largest absolute group velocity dispersion (GVD) value within the considered range between two zero-dispersion frequencies (Δ ) for our method, would guarantee a lower bound estimate. Our lower bound estimate lies closest to actual values for systems where the GVD is a slow varying function ,i.e., 2 Δ 2 > 3Δ 3 ,with 2 , 3 being the second and third order dispersion coefficients at the carrier frequency.
Under constant second order dispersion, propagation along z leads to a spectrum with quadratic phase [1] :
where,
2 is the initial transform limited input with an −1 intensity half duration of ∆ 0 . is a constant related to the peak input amplitude = 2 ( − 0 ), with being the central frequency.
In the time domain, Eq. S1 represents a temporally chirped Gaussian pulse with an −1 intensity half duration ∆ that grows along :
Describing SPM spectral generation in the time domain, neglecting GVD, yields that the temporal Gaussian function is multiplied by a nonlinear (i.e., power dependent) temporal phase function represented as:
where is the peak power of the pulse. is the time dependent power of the input pulse given as =
We use a Taylor series expansion of up to the second order term, yielding:
Substituting this into S3 yields:
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The first term in the square bracket can be omitted without loss of generality. It can be seen that the expression becomes formally analogous to Eq. S1 with swapped for . Therefore, using the analogous derivation, as for Eq. S2 , ∆ ( ), the −1 spectral energy density value half angular bandwidth is given as:
To derive how depends on 0 , we find the analogous quantities to the expression of . The . In analogy to , represents the length necessary for the spectral bandwidth to increase by a factor of √2 (without the inclusion of dispersive effects). Note that is not the nonlinear length as used in the main text, but related to it as = /2. We define as such to reduce the complexity of Eq. S6 and expressions that follow.
Lower Bound Calculation in Region 1
To start the lower bound calculation, we first derive its value at the end of region ∈ [0, ], labelled as region 1. By defining regions as multiples of , simple expressions emerge due to the normalization with respect to in the expression for spectral propagation.
To accomplish this goal, we first find the upper bound of the duration of the pulse, of which in reality the pulse's temporal profile cannot reach throughout region 1 (indexed as R1). This will enable us to construct a lower bound estimate of the spectral increase since this is inversely related to temporal duration.
As the transform limited input pulse nonlinearly broadens in region 1, in the presence of dispersion and SPM (we refer to this pulse, here, undergoing full SPM and dispersion as the "actual pulse", labelled 1 ), the pulse duration would be upper bounded by the duration obtained from the following:
Firstly, we omit dispersion and propagate 1 in the waveguide until = . Here, due to SPM we obtain a temporally linearly chirped Gaussian pulse (labelled as 2 ), with the same duration as 1 . Since 2 is obtained where SPM is maximized (due to omitted dispersion), it has an upper bound bandwidth, given by Eq. S6 at = , that cannot be obtained in reality.
To account for dispersion as the next step, we use 2 as the input condition in region 1 instead of the original 1 . Accounting only for dispersion and omitting, SPM we propagate 2 until the end of region 1 (i.e., = ). Here, the duration of the pulse at = would be the upper bound duration of the actual pulse within ∈ [0, ]. This is the case because the upper bound bandwidth is now used as an initial condition, thus, maximizing the temporal broadening by dispersion (by minimizing ∆ 0 , refer to Eq. S2).
Translating the above into quantitative terms for the upper bound pulse duration (labelled as ∆ 1 ), it can be shown that it is then given by Eq. S2 : And therefore, the transform limit of this Gaussian pulse, ∆ 2 , is:
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This is then substituted for the input transform limited temporal duration in Eq. S7. Likewise, the that is applicable for Eq. S7 (labelled as 1 ) is calculated using this input duration, yielding the expression of 1 given above. With Eq. S7 we are in the position to choose an input pulse that guarantees that the bandwidth would be lower than that of an actual pulse at the end of region 1. If choosing an input pulse that has 1) the same 1 bandwidth as 1 but 2) has a lower peak power and larger duration than the actual pulse 1 throughout region 1 this would yield a lower bound bandwidth at the end of region 1. Moreover, this pulse would spectrally broaden less even when only considering SPM compared to the actual input pulse undergoing both SPM and dispersion at the end of region 1. Thus, calculating this lower bound only involves considering SPM with such a pulse. To satisfy both conditions, we take a temporally linearly chirped pulse with duration, ∆ , that is strictly greater than 1 (i.e., ∆ = ∆ 1 ) and with matching bandwidth and pulse energy, at the input. The corresponding for this pulse is labelled as 1 . To find the spectral bandwidth for such a temporally chirped pulse, it can be shown that Eq. S6 becomes:
Eq. S10 is derived by noting that a chirped pulse is identical to a transform limited pulse of bandwidth
that traversed a virtual distance in the waveguide, under only SPM, such that when it enters region 1 it is linearly temporally chirped.
is found such that Eq. S10 satisfies the input condition 1): At = 0, ∆ = ∆ 0 , then,
Since a lower bound spectral broadening is guaranteed using the above pulse choice, then applying Eq. S10 at = gives the lower bound bandwidth as:
Using Eq. S13 we obtain a strict lower bound spectral bandwidth ratio (labelled as R1 ) between the input spectrum and the spectrum at = as:
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As the next step, at the end of region 1, as input for a next region, we assume that there is a temporally chirped pulse of temporal duration ∆ 1 and bandwidth ∆ R1 . Such assumption warrants that an actual pulse will strictly have a broader spectral bandwidth and a shorter temporal duration. Thus, this assumption will enable us to derive the lower bound spectral bandwidth and lower bound broadening factor, 2 , encompassing also the next region of propagation, ∈ ( , 2 ], labelled as region 2. This factor is the bandwidth increasement factor used in the main text.
Lower Bound Calculation in Region 2 Yielding Bandwidth Increasement Factor
We now continue this analysis for region 2 ( ∈ ( , 2 ]) to obtain a more relevant , at the end of region 2, as this encompasses bandwidth generation and dispersion across the full nonlinear length of the generating segment ( ). The procedure for region 2 mirrors that for region 1. Here too, the actual pulse spectral bandwidth will be strictly greater than the bandwidth found by this estimate at the end of region 2.
As in region 1, we first start by finding an unattainable upper bound pulse duration. In order to do this, first, we find the spectral bandwidth by omitting waveguide dispersion and just considering the nonlinearity:
Eq. S15 gives the unattainable maximal spectral bandwidth at the end of region 2. We assume that this maximal bandwidth corresponds to a temporally chirped pulse (labelled 3 ) matching at least the same temporal duration of the actual pulse at the start of region 2. Thus, at the end of region 2 the temporal duration of 3 would then be an upper bound temporal duration.
However, since we do not know the actual pulse duration at the start of region 2, we need to use a pulse duration that is known to be greater than that of the actual pulse duration, 1 , here, because this choice would still render that the temporal duration we find using this input condition is still an upper bound temporal duration. Thus, we use ∆ 1 as this pulse duration since it meets this condition, as shown in the previous section. To find this upper bound pulse duration we first obtain the expression for the temporal duration with a temporally linearly chirped pulse input, having the same bandwidth as Eq. S15 and temporal duration ∆ 1 . This is given as:
where, is analogous to , 2 = − . This is derived using the corresponding dispersion length
) 2 and Eq. S16 is a generalization of Eq. S7 used to find ∆ 1 . At the start of region 2 for Eq. S16 to match the initial conditions,
Rearranging for we obtain:
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The upper bound pulse duration at the end of region 2, i.e. = 2 (labelled as ∆ 2 ) becomes:
Once this upper bound pulse duration, ∆ 2 , is obtained, the procedure follows exactly the procedure in region 1 to calculate the lower bound spectral bandwidth at = 2 , but with ∆ 2 substituted for ∆ 1 and
substituted for R1 . The lower bound spectral bandwidth at = 2 then becomes:
To solve for the term 2 in Eq. S21, we must use the appropriate initial spectral bandwidth into region 2 to obtain 2 : I.e., this bandwidth must be less than or equal to the actual spectral bandwidth of the pulse going into region 2, to obtain a strictly lower bound bandwidth at the end of region 2. We could for example use ∆ 0 as the input spectral bandwidth, however, to obtain a more realistic lower bound at the end of region 2, we use instead ∆ R1 , because this is strictly lower than the actual pulse bandwidth input into region 2 (meeting the condition that needs to be upheld) but greater than ∆ 0 . Then, by rearranging Eq. S21 for 2 and using the expression for ∆ R1 (Eq. S13) we obtain: is then the bandwidth at the end of region 2 which, by the above derivation, is guaranteed to be a strict lower bound bandwidth. Dividing Eq. S23 by the input bandwidth into the segment, ∆ 0 , we obtain a strict lower bound for the bandwidth ratio (now labelled as R2 ) between the input bandwidth and output bandwidth at the end of region 2, i.e., corresponding to = 2 = . This is the bandwidth increasement factor for the segment, , as defined in the paper for segment length = . 
S24b
Important for the generality of the results is that no explicit knowledge of the values of ∆ 0 , ∆ 0 , , are needed. Given the above dependencies, it can easily be shown that all that is needed as input to calculate R2 and thus, , is the ratio (or equivalently 2 , recalling that ≡ , as shown in the main text).
Finally, we note that the analysis of minimum spectral broadening in the considered segment can be further refined, and somewhat larger values for can be obtained, by considering additional propagation regions of length (e.g., ∈ (2 , 3 ] ) in the identical way as done for region 2. We find the following recursion relationship for the at the end of region + 1 ( = ( + 1) ) in terms of the at the end of region ( = ( ) ):
where, ∆ +1 is given by :
In order to provide additional insight to the dynamics of the bandwidth increasement factor, , versus in the alternating dispersion structure, we obtain the and values at every ℎ ND segment in the numerical alternating fiber example of Fig. 1D (numbered from ND1 to ND11) obtained from the full GNLSE under constant 2 . A plot of the values (solid blue curve) versus values is shown in Fig. S1 . For comparison, and as a proof that Eq. S24 is a lower-bound expression for the bandwidth increase in a ND segment, we also plot the calculated values, using Eq. S24, for the values given by the numerical example. The results of the calculation are shown as a dotted trace in Fig. S1 . It can be seen that Eq. S24 displays the same type of dependence vs. , while remaining below the results from the numerical calculation.
Also shown in Fig. S1 is numerical proof that the decreases and increases for increasing ND segment numbers (increasing ) in the sign-alternating dispersion structure as described in the main text. 
Derivation of Main Text Eq. 2
Eq. 1 can be approximated by an exponential function shown in Eq. 2, for segments whose = ≤ 1. As a first approximation for the base of this exponential function, in the limit ( ≪ 1), we omit dispersive effects deriving , by substituting = = 2 into Eq. S6 to obtain: as base. However, even for segments where ≪ 1, the R value always increases and reduces, as a function of segment number. Nevertheless, it can be shown that is sufficiently slowly decreasing such that Eq. 1 can still be approximated by an exponential function with some average base (i.e., Eq. 2). The best fitting exponential function within this range (i.e., for Eq. 2), would then be constructed by taking as base the geometrical mean of the segment values [1] .
We now explicitly prove that the range, where Eq. 1 can be approximated by Eq. 2 is ≤ 1, because reduces sufficiently slowly as a function of segment numbers located in this range. In order to do this, we approximate Eq. 1 as an exponential function when each additional segment in the product is reduced sufficiently slowly such that the bandwidth buildup due to that additional segment is not linear. We correspondingly find the range of values where the growth is not linear and where it may be approximated as exponential. This approximation works within the degree of accuracy we accept for a general understanding of our approach. Further, the validity of this approximation is justified as it can be shown that the transitory region between exponential spectral increase and linear occupies a small fraction of this range. Finally, the corresponding range matching this interval of values is then the range of validity of Eq. 2. Proceeding, we prove by induction. To start, if the spectral increase is linear for two neighboring generating segments ( 1 , 2 , labels the of first, second segment), the following can be derived:
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Then if the actual 2 (labelled as 2 ( ) ) satisfies 2 ( ) < 2 , the growth would be greater than linear across these two segments, which we then assume in our approximation as exponential.
As the maximal value 1 can be √5, 2 would be maximized as well. This has the effect that the corresponding for 2 would be at the minimum possible. Eq. S28 gives 2 = 1.57. From this, the corresponding = 0.8. We take this value as our range here as it is the most conservative. Therefore, for < 0.8, 2 ( ) < 2 and the exponential range is then determined as valid for ≤ 0.8. In reality, since 1 < √5, we take this as justification to round up the range of comprising approximately exponential growth as ≤ 1.
For the next pair of neighboring segments, we obtain 3 = 2 − 1 2 ( ) for linear growth, since monotonically decreases as a function of , 2 ( ) < 1 . Then, 3 < 2 and the corresponding for 3 to satisfy linear growth would be even greater than = 1 . Thus, if 3 < 1, exponential growth is maintained between generating segment 2 and 3. The above can be extended for the additional neighboring generating segment pairs, i.e., in general,
) , is not satisfied for < 1. Consequently, for all segments where < 1, Eq. 1 can be approximated by an exponential function, i.e., Eq. 2.
Having determined the range of where Eq. 2 is approximately valid, we conclude this section by addressing how the validity of Eq. 2 increases just by decreasing 1 (i.e., by increasing pump power, or by manipulating the nonlinear coefficient, of materials). This result shows that increasing input peak power into the alternating structure, would increase the validity of the approximation of Eq. 1 to reducing to Eq. 2. To prove this, first, since
) and 1 saturates or is slowly growing when 1 < 1, as 1 → 0 the interval between 2 and 1 reduces. In general, since
the interval between 3 and 2 would then reduce and so forth. Thus, the values of more segment lie within ≤ 1 as 1 → 0 and there are increasingly more segments per propagation distance. Consequently, the intervals between adjacent segment 's reduce, strongly satisfying the conditions for exponential build up, namely that the values vary slowly and the approximation of Eq. 1 by Eq. 2 becomes better.
In general, when < 1, the interval spacing of segments here are smaller, and thus the region has more segments per a fixed interval than when > 1, where the R interval spacing of segments are larger due to −1 being greater than unity (in Eq. S28). In fact, since the transitory R region where exponential growth becomes linear growth is located at ≈1, the amount of segments in this region is therefore less than in the exponential case. Thus, the dynamics are dominated by exponential buildup and then linear build up throughout the structure. The figure for the lower bound estimate is shown in a log-log plot to capture this interval structure of segment 's and 's.
Supplementary Section 3 Derivation of Main text Eq. 3
To begin the derivation of main text Eq. 3, we note that in dispersion dominated systems ( , ≪ , ), simple closed form expressions describing the spectral increase can be found. They describe in a lower bound fashion the expected spectral increase, and indicate that the spectral increase is linear with pulse energy, and linear across increasing ND segment numbers in the alternating structure.
To begin deriving these expressions, the first approximation we use is that the maximal instantaneous frequency endpoints (blue and red side) that occur in the temporal profile of the pulse are the endpoints of the frequency bandwidth. This is always true for Gaussian pulses, who have propagated a distance equal to the dispersion length, in the dispersive limit , ≪ , . Also true for ≥ , is that the intensity gradient at these endpoints integrated over the propagation distance is directly proportional to the additive bandwidth increase. For distances less than the dispersion length, we assume that there is zero spectral generation. This is a strict criterion which enables us to warrant that the spectral bandwidth generation in the segment is greater than or equal to the right side term in Eq. 3. Thus, from the above approximations we obtain
Here, is the peak power, Δ is the blue side angular frequency bandwidth addition, and Δ the red side angular frequency bandwidth addition.
We have used the expression for the temporal evolution of a transform limited Gaussian pulse undergoing only ND 2 nd order dispersion to represent the actual temporal evolution here with SPM. This is justified when the amount of spectral generation is small compared to the initial bandwidth of the pulse, which arises when , ≪ , . From Eq. S2, the expression for Gaussian peak power as it broadens, and the expression for the maximum absolute values for derivatives of a Gaussian function, make the temporal intensity derivatives of Eq. S29 equate to : Here, = √ ∆ is the pulse energy, = 0.81 is a constant related to the Gaussian pulse shape. The integral representation of the differential Eq. S28, in the region of interest past one dispersion length is :
We proceed by substituting Eq. S30 into Eq. S31and solving the trigonometric integral that results to obtain: 
Power Scaling Laws Derivation
When is in the low power limit, such that 1 ≫ 1, then at the first segment, Eq. 3 applies with = 1 and therefore, the growth is linear with input peak power, (but upper bounded by a function ∝ √ ) . It is always true that +1 > due to the increasing bandwidth across the ND segments of the chain, so if 1 ≫ 1 , also ≫ 1 is fulfilled. Under this limit, accordingly main text Eq. 3 (Eq. S33) applies for all segments and they will scale linearly with (since Eq. 3 scales linearly with through its linear scaling with pulse energy). Thus, Δ = [ 2 2| 2 | ] ∝ . While for the uniform dispersion waveguide, seen as one segment, Δ ∝ in this limit. As increases, the first segment (1) becomes smaller than unity at some input peak power. It can be shown that when < 10 −1 , at least scales close to √ here as well . Thus, we use ∝ √ in Eq. 2 and then the scaling here would be: Δ = √ + ( − 1) (if only the first segment < 1) , where, > and are scaling constants. As increases further, the approximate exponential regime is valid for an increasing number of segments in the structure, since < 1 is satisfied for more segments (e.g., 1 , 2 , 3 , . . < 1 ). It can be proved from the lower bound calculation that the geometrical mean (see discussion in Eq. 2 derivation section) for the exponential function describing the spectral build-up across these segments would have base ∝ √ . This continues until the bandwidth grows to high values and the linear regime applies for segments whose > 1.
To quantify the transition from exponential to linear growth, segment number labels the first segment where > 1. While growth for segments in the transitory region is still somewhat greater than linear (e.g. polynomial), for the sake of simplicity we lump these segments together with the linear growth segments, making the power scaling laws we present here a conservative estimate. In this power region then, Δ = ( √ ) −1 + ( − + 1) . For a more compact expression we replace the equation with constants , with a proportionality law and represent this overall as Δ ∝ ( √ ) −1 + ( − + 1) , ≡ − +1 > 1.
We note that when we increase further, at the extreme power limits, the lower bound estimate presented above (Δ ∝ ( √ ) −1 + ( − + 1) ), must be adjusted. The reason is that at very small values (i.e., < 10 −2 ), the lower bound estimate would have to be extended past region 2, i.e., > , because the stagnation length now is much greater than the nonlinear length. Here, is ∝ √ 1 for all segments in the region ≪ 1 (translating to ∝ √ , where, is the peak power entering segment number ) as given in main text references. This translates to a fast build up the spectrum and large relative jumps for subsequent segments (in the region ≪ 1). It can be shown through the recursive relationships that govern and (Eq. S28) that the following power scaling law can be derived here : Δ = ( ) −1 + ( − + 1) = [ −1 + ( − + 1)] . Where we preserve the conservative scaling by ignoring segments within the range between ≪ 1 and > 1. To give an overview, the described results are summarized in the following table of power scaling that rules spectral broadening in the dispersion alternating structure, compared to spectral broadening in a conventional structure with uniform dispersion. Table S3 . Overview on spectral bandwidth vs input peak power scaling laws An interesting case arises when the generating segment is the same (i.e. comprises the same material, geometry, with the same length or with a length up to where spectral broadening stagnates, i.e., stops increasing) as the uniform dispersion waveguide being compared to. Then, the spectral bandwidth in the alternating structure will be greater for any power regime, in addition to the steeper scaling.
Regime
The above power scaling laws apply where losses and third order dispersion are negligible for both ND and AD segments. Otherwise they are valid over a restricted number of segments in the structure. However, we note that, already at = 2, wider bandwidths are achieved than with conventional power scaling laws in uniform media.
Supplementary Section 4
The full experimental splice losses, lengths and material nonlinear coefficients are listed in this section, under table S4. 
