Le lien entre le décrochage scolaire et les politiques qui encouragent plus de scolarité et le taux de criminalité by Pangou, Chanel Frankie
Université de Sherbrooke 
Faculté d'administration 
Département d'économique 
Le lien entre le décrochage scolaire et les 
politiques qui encouragent plus de scolarité et le 
taux de criminalité 
Par: 
Chanel Frankie Pangou 
Sous la direction de 
Mircea Trandafir 
Maitrise en économique 
Mémoire présenté à la Faculté d'administration 
En vue de l'obtention du grade de maître ès sciences 
avril 2013 
© Chanel Frankie Pangou, 2013 
Page I ii
REMERCIEMENTS
J'aimerais tout d'abord remercier Dieu de m'avoir donné la force et l'opportunité
d'aller au bout de cette maîtrise en économique.
A toute ma famille, et Dieu sait que ce serait long de tous les citer, pour leur
amour, leur soutien financier et moral. Une pensée spéciale à Jeanne Mouvangou,
ma grand-mère. J'aurais aimé qu'elle soit là pour me voir.
À une femme importante dans ma vie Floriane Olivier, pour l'amour qu'elle a
manifesté à travers ses encouragements et sa patience à mon égard.
À mes amis de promotion, tout spécialement Serge Ngueho pour sa présence.
À mon directeur de recherche Mircea Trandafir, un grand pédagogue. Même
quand on se trompe, il sait nous ramener en douceur vers ce qui est juste.
À mon responsable de maîtrise Luc Savard, pour avoir été là quand j'avais besoin
d'une main tendue.
À mes lecteurs Nicolas Martineau et Jean-François Rouillard pour leurs
commentaires sur ce travail, et leur patience lors de mon séminaire.
A tous mes professeurs de l'Université de Sherbrooke, pour le savoir qu'ils m'ont
apporté, pour les fous rires en classe et pour leur disponibilité.
Page I iii
RÉSUMÉ
Le but de notre étude est d'évaluer l'influence du niveau d'étude sur le taux de
criminalité. Nous prendrons en compte la possibilité pour chaque individu
d'abandonner les études ; cette possibilité est liée à de nombreux facteurs, et pas
seulement aux lois sur la scolarité obligatoire. Nous avons dû faire face à un
problème d'endogénéité de la variable éducation. Pour y remédier, nous avons
tenté de générer une variable instrumentale corrélée à l'éducation, et non corrélée
aux caractéristiques inobservées qui. Cette variable est le trimestre de naissance.
Nos tests, comme des études antérieures, ont confirmé que notre instrument était
pertinent. Pour autant, pour de nombreux auteurs, le trimestre de naissance
demeure un instrument assez limité pour estimer l'impact de l'éducation sur un
phénomène tel que la criminalité.
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INTRODUCTION
La criminalité est un fléau qui n'épargne aucune région dans le monde. Pourtant,
de nombreuses politiques publiques sont mises en place pour faire baisser le
nombre d'actes illégaux. Certains chercheurs affirment, à tort ou à raison, que la
criminalité dans les grandes villes est celle qui est la plus violente. Il est vrai que
les chiffres du crime dans certaines parties du globe sont très inquiétants. Prenons
une ville comme New-York par exemple. En 2009, cette agglomération
(d'environ huit millions d'habitants comptabilisait) 471 homicides lorsqu'un pays
entier comme la France (avec plus de soixante millions d'habitants) en enregistrait
682. New-York représenterait donc plus de 50% des homicides en France.
Toutefois, cette réalité ne doit pas nous faire oublier que la criminalité ne se
manifeste de différentes manières : cambriolage, larcins, meurtre, etc. Il existe
plusieurs types de crimes et leurs causes sont variées. Par exemple, en matière de
vol à l'étalage, la cause du délit peut être le désir de satisfaire un besoin
élémentaire comme celui de se nourrir. Cette assertion est simpliste, car elle ne
tient pas compte des caractéristiques individuelles qui conduisent certains à
commettre des délits. Mais, elle a au moins mérite d'ouvrir le débat sur les causes
de la criminalité.
Dans nos sociétés modernes, l'éducation est perçue comme un excellent moyen
d'éloigner de la rue un individu « à risque ». Pour ce faire, chaque État met
généralement en place un vaste programme de scolarisation afin de maintenir plus
longtemps les jeunes à l'école. On constate que ce sont surtout les jeunes qui sont
vulnérables à toutes sortes d'appel à participer à des actes illicites. L'adolescence
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est sans aucun doute un moment important dans la vie d'un individu. C'est à ce
moment qu'on essaye de se forger une personnalité. On peut alors faire de
mauvais choix dont les conséquences subsisteront jusqu'à l'âge adulte et au-delà.
Par exemple, vers la fin de l'adolescence, en fonction de l'âge, la loi donne le
droit à chaque étudiant de continuer ou non ses études s'il le souhaite. En effet, un
État peut obliger un individu, à travers des lois sur la scolarité obligatoire, à
continuer ses études même s'il ne le souhaite pas.
Notre étude revisite, entre autres, la littérature sur la criminalité et l'éducation.
Nous nous intéressons au lien qui pourrait exister entre ces deux notions. L'une
des difficultés majeures dans ce type d'étude renvoie à la description complète des
mécanismes qui déterminent pourquoi certaines personnes atteignent des niveaux
d'études plus élevés que d'autres, et pourquoi d'autres préfèrent contribuer au
phénomène de délinquance. Des caractéristiques personnelles existent, et elles se
doivent d'être prises en compte.
Le but final de notre recherche est de déterminer comment le niveau d'éducation
d'un individu peut influencer sa participation à une activité criminelle. Nous
aurons à considérer implicitement les lois sur la scolarité obligatoire dont nous
parlions plus haut. En effet, il nous faut tenir compte du fait qu'un individu a tout
de même le dernier mot, quant à la possibilité d'abandonner ses études lorsqu'il
a atteint l'âge minimum requis.
Notre plan de travail s'articulera autour de quatre points. Nous tenterons d'abord,
dans une première section, d'avoir un regard relativement exhaustif sur la
littérature entourant notre thème de recherche. Cette revue de littérature nous
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permettra, entre autres, d'avoir une vue globale des différents instruments utilisés
par des auteurs qui auraient visé à matérialiser les effets de la criminalité ou de
l'éducation. Ensuite, dans une deuxième section, nous modéliserons de manière
empirique le lien entre l'éducation et la criminalité, tout en tenant compte des
caractéristiques propres au système éducatif américain. Dans une troisième
section, nous expliquerons le choix de nos données et de nos variables en nous
appuyant sur une statistique descriptive de l'échantillon choisi. Enfin, nous
présenterons les résultats de notre étude dans une dernière section. Celle-ci servira
aussi d'espace de discussion et de comparaisons de nos résultats avec ceux de la
littérature, afin de mieux mettre en exergue nos conclusions.
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1. REVUE DE LITTERATURE
1.1. MARCHE ILLICITE
Nous croyons que l'éducation reçue dans une structure académique vise, entre
autres, à vanter les mérites du travail, et de l'effort accompli. Le marché du travail
est le lieu par excellence où les compétences académiques sont récompensées.
Celui-ci se veut un cadre légal d'interactions où cohabitent l'offre et la demande
de main d'œuvre. Pour autant, certains individus ne semblent pas croire que ce
marché offre les meilleures perspectives pour s'épanouir ; ils décident alors de
créer un marché « parallèle », ou plutôt « illicite. » Il nous faut reconnaître que les
connaissances acquises à l'école, par des criminels, peuvent aussi s'avérer très
productives sur le marché du travail illicite.
Becker (1968) pense que certains individus se tournent vers le crime par appât du
gain, en connaissance de cause des risques encourus. Selon lui, il existe des
criminels qui, en optimisant leur fonction d'utilité, justifient leur « choix
professionnel »; l'utilité procurée par un crime est considérée bien plus élevée que
celle que procurerait toute activité légale. La probabilité d'être arrêté et celle
d'être condamné ne sont pas jugées assez grandes, selon ces criminels, pour se
détourner du marché illégal. L'auteur montre qu'il existe une sorte de fonction
d'offre et de demande de crime. Les dépenses en matière de sécurité, que la
population est prête à supporter, répondent à la nécessité de se protéger contre le
crime. Le but étant de décourager assez fortement les comportements criminels.
Helen Tauchen et al. (1994) traite de l'effet dissuasif réel du renforcement des lois
répressives contre ces jeunes. Ils mettent en évidence l'existence d'un effet de
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dissuasion causé par les moyens donnés à la justice; cet effet est plus marquant
chez les individus ayant déjà eu un contact mineur avec la justice. Quand on
augmente par exemple les ressources mises à la disposition de la police, ceci va
faire décroître le taux d'arrestations. Sur les 7 ans de l'étude, en accroissant ces
ressources de 10 %, on a constaté que le nombre d'années sans arrestation s'est
accru de 4,7 % pour chaque individu.
Ehrlich (1996) pense que la protection des citoyens a un coût social qu'ils sont
prêts à supporter, mais pas à n'importe quel prix. Les citoyens évaluent leur
probabilité d'être victime et s'y adaptent. Ils peuvent aussi se prémunir d'une
assurance-vie ou prendre des mesures pour veiller à leur protection par eux-
mêmes, telles que les alarmes antieffraction, des compagnies de gardiennage, etc.
Pour autant, Ehrlich (1996) croit qu'il est possible d'atteindre un certain équilibre
du nombre de crimes commis; cela dépend de la satisfaction de chaque partie : les
criminels, les citoyens en liberté et l'État. Si chaque groupe atteint un certain
niveau qui le satisfait tout en ne lésant pas l'autre, alors une quantité optimale de
crimes est possible; cette quantité étant jugée supportable et relativement
avantageuse par tous.
Pour que cela soit possible, nous pensons qu'il faudrait que le criminel soit
satisfait de ses rendements, que le citoyen en liberté soit satisfait de sa probabilité
d'être victime en fonction du risque et de ses dépenses en matière de protection.
Ces dépenses peuvent représentées des impôts ou les coûts d'une protection
personnelle contre le crime. Il faut aussi que l'État se satisfasse du coût social de
la criminalité. Se satisfaire du crime fait appel à un seuil de tolérance des activités
criminelles, sans pour autant les cautionner.
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Or, aux yeux de nombreux individus, il existe de fortes incitations à commettre
des crimes. On remarque, par exemple, en période de ralentissement de l'activité
économique, lorsque des discriminations salariales de toutes sortes ne sont pas
suffisamment combattues, que des personnes peuvent trouver le rendement d'une
activité illégale plus avantageux que celui d'une activité légale. A fortiori, il
faudrait davantage renforcer les mesures de protection de la population pour
augmenter, chez le criminel, la peur d'être arrêté et incarcéré. Il est aussi
nécessaire de ne pas limiter à l'emprisonnement le pouvoir de dissuasion qui crée
la peur chez des délinquants.
D'autres mesures, telles que les amendes, peuvent dissuader des individus de
commettre un certain type de crimes. Même l'emprisonnement n'a pas le même
effet dissuasif pour tous les crimes; commettre un homicide jugé volontaire n'a
pas tout à fait la même répercussion juridique qu'un homicide volontaire avec
préméditation. Globalement, tous les facteurs qui tendront à davantage élever le
rendement des activités légales par rapport aux activités illégales vont s'avérer
bénéfiques pour réduire le taux de criminalité.
Pour autant, Cohen-Cole et al. (2009) montre dans leur étude que le retour à la
peine capital, dans certains États américains, a un faible effet dissuasif sur
l'ensemble de la criminalité des États-Unis. De plus, ces auteurs montrent que
l'adoption de cette loi a souvent une consonance politique, surtout en période
électorale ; en particulier dans le camp du parti Républicain.
A la lumière de leur étude, on constate que toute politique visant à réduire le
crime devrait tenir compte des spécificités de chaque État. Dans le cas de la peine
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de mort par exemple, sur un pian démographique, si cette peine est adoptée dans
une zone qui enregistre peu d'homicides par rapport à son nombre d'habitants,
elle pourrait avoir peu de chances d'être efficace.
1.2. ÉDUCATION ET SALAIRES/EMPLOIS
La majorité des études trouvent un rendement positif et significatif de l'éducation
sur les salaires (et l'emploi).
Gard (1999) développe un modèle statique dans lequel un individu doit faire face
à une demande du marché du travail pour un certain type de qualification. Le but
étant de démontrer à quel point chaque individu cherchera à s'adapter aux besoins
du marché du travail, afin de pouvoir s'y insérer. Il va sans doute choisir de
consacrer son temps aux études. Pour ce faire, le coût marginal d'une année
supplémentaire à des études ne doit pas augmenter plus vite que le manque à
gagner occasionné par la décision de ne pas travailler. L'auteur trouve que 20 à 35
% de la variation de gains d'un individu s'explique par sa scolarité et son
expérience professionnelle.
La production par tête d'un individu sera toujours plus grande si celui-ci élève son
niveau d'études, selon Acemoglu & Angrist (2000).
Dans une étude similaire, Angrist & Krueger (1991) mettait en avant le fait que la
poursuite d'études plus longues assure un salaire plus élevé dans le futur. Tout
cela devrait ainsi profiter à une plus grande partie de la population, en l'obligeant
à continuer des études plus longtemps, grâce aux lois sur la scolarité obligatoire.
Eckstein & Wolpin (1999) ont découvert que la perspective de s'adonner à de
longues études n'était pas forcément le souhait de nombreux décrocheurs, lesquels
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souhaitent plutôt postuler à des métiers ne nécessitant pas d'être diplômé, pour
une rémunération moindre cependant. Pour autant, selon ces auteurs, l'État
pourrait obliger les décrocheurs potentiels à davantage rester aux études; ce qui
accroitrait le nombre de diplômés du secondaire sur le marché du travail.
Oreopoulos (2007) démontre que les lois sur la scolarité obligatoire favorisent une
augmentation des gains aimuels attendus par les jeunes une fois sur le marché du
travail. L'avantage de telles lois est qu'elles peuvent accroître le niveau d'études
d'un individu en le forçant à poursuivre des études plus longues qu'il ne le
souhaiterait. Par exemple, une année d'études supplémentaires accroîtrait de 10 à
14 % les gains de nombreux jeunes provenant d'Irlande ou du Royaume-Uni. Les
auteurs continuent en constatant que quand ces lois existent, elles ont aussitôt des
vertus sur les gains futurs espérés par les étudiants au terme de leur scolarité; une
année supplémentaire au secondaire accroît de deux à trois fois la valeur des gains
espérés à vie par un individu.
L'apport de l'éducation sur les gains futurs est assez difficile à quantifier selon
Barro & Lee (2000). Ils pensent qu'il y a un risque de corrélation entre
l'éducation et des caractéristiques individuelles non mesurées.
Par exemple, Lochner (2004) soutient que tous les programmes d'assistance
sociale peuvent encourager la fraude chez les usagers. Pour cet auteur, les
travailleurs qualifiés sont tentés de déclarer de faux revenus dans le but de
recevoir certaines prestations sociales, une grande partie de ces revenus pouvant
provenir du travail au noir.
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1.3. DÉLINQUANCE ET SALAIRES/EMPLOIS.
Cantor & Land (1985) ont réfléchi sur la relation de causalité entre le taux de
chômage et le niveau de criminalité dans les sociétés capitalistes, et plus
particulièrement aux États-Unis. Pour cela, les auteurs ont répertorié 7 types de
crimes : le meurtre, le viol, l'agression physique, le vol à main armée, le
cambriolage, le vol de voitures et le « vol simple ». Ils concluent que le chômage
aurait plus d'impact au niveau des délits sur la propriété privée; c'est-à-dire les
vols et larcins, ainsi que les cambriolages, etc. Ce type de délit répond à la
nécessité de satisfaire un besoin élémentaire, comme celui de manger ou de se
vêtir. La période de chômage est normalement un moment où un individu vit avec
de faibles revenus, comparativement à la moyenne. Il n'est donc pas rare que pour
assouvir un besoin primaire, certains individus puissent être tentés d'acquérir des
biens de manière illicite.
Selon Freeman (1991), le chômage affecte particulièrement des jeunes issus de
milieux défavorisés. Ceux-ci n'hésitent pas à se tourner vers des activités illicites
au mépris des sanctions prévues par la loi. Une grande partie d'entre eux ont ainsi
déjà un casier judiciaire avant l'âge adulte. Durant les années 1980, les
décrocheurs du secondaire représentaient une grande partie des jeunes impliqués
dans les activités criminelles ; sur un plan racial, les jeunes noirs étaient les plus
impliqués. L'auteur continue, en montrant que de nombreux jeunes trouvent plus
lucratifs de « travailler dans la rue » que de se tourner vers des activités légales. «
Travailler dans la rue » renvoie au travail illégal. Malgré le fait qu'un tiers des
revendeurs de drogues passent leur vie criminelle en prison, rien ne semble
décourager ceux-ci de vivre dans l'illégalité.
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Combattre la criminalité en luttant contre le chômage n'est pas toujours la
solution selon Chiricos (1987). La tentation de faire plus d'argent « dans la rue »
est très forte chez les jeunes, selon Freeman (1996); la faible perspective de gains
licites explique le choix de basculer dans le crime, pour certaines personnes.
Freeman (1996) s'est en partie intéressé à l'effet de l'incarcération sur la sécurité
des individus en liberté. Il a débuté par un constat relatif aux moyens mis en place
pour incarcérer des individus aux États-Unis. Les centres de détentions
provisoires et permanentes avaient alors presque triplé leur nombre de détenus,
entre 1970 et la moitié des années 1990. Le nombre de détenus est passé de 23
500 à 126 000, et 17 nouvelles prisons avaient été construites. L'auteur remarque
des caractéristiques spécifiques à la grande majorité des criminels: soit ils sont les
moins instruits comparativement aux autres individus, soit ils sont de race noire.
Une grande partie avait un âge compris entre 18 et 34 ans. L'auteur pense que la
propension à commettre des crimes est fortement liée à l'appât du gain.
Durant la période 1970 et milieu des années 1990, il n'a pas été possible de
combattre réellement ces gains illicites; des mesures visant à réduire les inégalités
sociales auraient pu s'avérer plus efficaces. On aurait alors été capable de réduire
considérablement ces gains illicites, et de dissuader plus d'un individu de
participer à une activité criminelle. L'auteur pense que cela aurait réduit de 11%
ces gains illicites. D'un autre côté, le faible niveau d'étude des délinquants n'aide
pas vraiment à mesurer réellement la portée de leurs actes criminels, selon
Freeman (1996). Les faibles salaires horaires, sur le marché du travail, rendent
alléchants des gains illicites.
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Grogger (1998) continue dans ce même ordre d'idée, en soutenant qu'une
augmentation du salaire réel pourrait réduire fortement le taux de criminalité et en
particulier, la participation des jeunes à des activités criminelles. Il exclut les
femmes de son étude, car leur participation est mineure dans la criminalité. Le but
étant d'offrir des incitations salariales qui dissuaderaient les jeunes d'abandonner
le marché du travail légal, pour les gains illicites, avec le danger que cela
comporte au niveau du risque d'emprisonnement.
Toutefois, Grogger (1998) soutient que les jeunes ne s'impliqueront réellement
dans le marché du travail licite, que s'ils trouvent des métiers qui leur sont
adaptés. D'où la nécessité de comprendre avec précision le type de carrière
qu'aimeraient embrasser ces jeunes potentiellement délinquants, afin de pouvoir
les aider. Sans pour autant parler de discrimination, l'auteur conçoit que la
participation ostentatoire des individus de race noire à la criminalité semble liée à
des différences salariales avec les individus de race blanche. Celles-ci expliquent
à hauteur de 35 % les différences raciales dans les taux de criminalité. Quant à la
chute de la participation criminelle chez un individu, Grogger (1998) la situe entre
la fin de l'adolescence et le début de la vingtaine.
David P. Farrington et al. (1986) pensent que pour basculer jusqu'à la
délinquance, un jeune passe par une phase de transition entre le moment où il
termine ses études et le moment où il obtient un emploi. La gestion de ce.temps de
transition apparaît primordiale pour eux. Dans cette étude, élaborée à partir de
données entre 1961 et 1962, la majorité des délinquants étaient de race blanche.
Cette description d'un groupe racial prédominant dans la criminalité correspond à
notre statistique descriptive donnée plus bas. Entre l'âge de 16 et 18 ans, ces
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individus commettaient trois fois plus d'actes illicites durant leur période de
chômage que durant leur période de travail; déjà durant leurs études, ils
commettaient moins d'actes illicites.
Avant eux, Pronovost & Leblanc (1980) avaient constaté que le taux de
délinquance des décrocheurs montréalais du secondaire baissait aussitôt après la
sortie des études. Mais, ce taux pouvait augmenter si ces décrocheurs étaient
insérés trop tard sur le marché du travail. En général, les décrocheurs « à risque »
vivent certaines « frustrations » durant leurs études; ce qui peut expliquer que leur
degré de dangerosité ait baissé dès l'abandon de ces études. Ces décrocheurs sont
aptes à commettre des crimes suite à une accumulation de frustrations. En effet,
ils ne vivent plus pendant un moment dans un environnement qu'ils ne
supportaient plus.
Toutefois, si cette période de transition perdure, Pronovost & Leblanc (1980)
pensent qu'on peut craindre un retour à des actes criminels chez ce groupe de
personnes. Transition qui marque la période d'abandon des études et l'entrée sur
le marché du travail. Dans le fond, chaque individu a un désir d'appartenance à un
groupe donné qui lui permettra de s'épanouir; il a un désir d'acquérir un statut
social valorisant. Le travail vient jouer ce rôle de socialisant, selon les auteurs, en
offrant une sorte de statut social sociétal au travailleur; le taux de délinquance
baisse deux fois plus chez ces travailleurs que chez ceux qui n'ont pas trouvé un
emploi. Si un emploi accompagne aussitôt la sortie des études, il y a moins de
chances qu'un individu bascule dans la criminalité.
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Leung (2004) montre qu'il est important d'occuper le temps des jeunes afin de les
éloigner de la délinquance; les faire basculer trop vite dans le monde du travail
n'est pas toujours une solution adéquate. Il met beaucoup l'accent sur le rôle de la
famille dans la perception qu'à un jeune de la criminalité; en particulier, la
perception que les adolescents ont des gains gagnés illicitement dans la rue. Il
constate que les jeunes ayant vécu avec leurs deux parents, ont augmenté leur
probabilité de terminer l'école; au détriment de toute participation anticipée au
marché du travail. L'attrait pécuniaire du marché du travail est réduit
proportionnellement à l'augmentation de l'argent de poche octroyé par les parents
aux enfants.
Ces propos de Leung (2004) font penser au « dilemme du bon samaritain » de
Buchanan (1975). Ce dernier a utilisé cette expression entre guillemets pour
illustrer le fait qu'un individu qui veut venir en aide à un autre dans le besoin se
demande s'il doit le faire ou non. Le danger à éviter étant de créer un éternel
assisté si rien n'est demandé en échange au bénéficiaire de l'aide. A partir de cette
théorie, on peut tirer une manière de donner aux adolescents une éducation dans
laquelle on les récompenserait pour leurs efforts. Tout en leur montrant que le
véritable bénéficiaire, en termes de salaire futur, d'une scolarité aboutie est
l'individu qui a accepté de rester suffisamment longtemps aux études.
1.4. CRIMINALITÉ ET L'ÉDUCATION : PRISE EN COMPTE DU
DÉCROCHAGE SCOLAIRE
David Bjerk (2011) distingue deux catégories de décrocheurs scolaires : ceux qui
sortent volontairement du système éducatif (pour rentrer sur le marché du travail)
et ceux qui se sont sentis « poussés » vers la sortie (peu préparés au monde du
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travail). Cette sortie volontaire répond à une nécessité personnelle telle que
l'envie de subvenir aux besoins de sa famille, ou la prise en compte d'une
opportunité d'emploi. Ceux qui se sentent « poussés » ont des résultats scolaires
trop bas ; une exclusion de leur établissement scolaire parait inéluctable. Dans
cette étude, chaque individu répond volontairement à un que.stionnaire.
Dans l'étude de David Bjerk (2011), les individus ont été amenés à donner leur
avis sur le système éducatif. Il ressort de cela que ceux qui avaient abandonné
volontairement les études au secondaire, par désamour, pour se tourner vers le
monde de l'emploi, ont de bons résultats; leur adaptation est meilleure que ceux
qui n'ont pas abandonné volontairement les études. Il s'en suit que les volontaires
au décrochage scolaire succombent moins facilement à la tentation de sombrer
dans le crime, que ceux qui ne semblent pas l'avoir vraiment voulu. Le début de
l'adolescence jusqu'à la vingtaine est une période importante qui détermine la
participation criminelle d'un individu.
Ainsi, Bjerk découvre que tout en faisant face aux mêmes types de priorités', les
volontaires au décrochage au secondaire ne commettent pas de crimes au début de
la vingtaine alors que ceux qui se sont sentis poussés vers la sortie des études ont
une participation criminelle réelle au début de la vingtaine.
Thomberry et al. (1985) ne trouvent pas d'effet immédiat du décrochage scolaire
sur le taux de criminalité. Toutefois, ils ne peuvent nier le fait que les individus
liés aux activités criminelles ont souvent complété moins d'années d'études que
ceux qui vivent dans la légalité. Le taux de décrochage scolaire, quand il est
^ Problèmes familiaux, vivre dans un quartier défavorisé, etc.
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contrôlé, peut ne pas accroître le taux de criminalité. Il est important de créer des
politiques publiques qui permettront de récupérer ces décrocheurs avant qu'ils ne
soient attirés par le crime. La période post-abandon est importante à gérer.
Farrington et al. (1986) ont révélé que les jeunes entre 16 et 18 ans commettaient
moins d'actes illicites pendant leurs études. De fait, ils commettaient également
moins de crimes lorsqu'ils obtenaient un emploi suite à la fin des études.
Selon Lochner & Moretti (2004), en prenant pour acquis qu'un fort taux de
scolarisation accroît les rendements du travail licite, on peut espérer que le taux de
salaire augmente suffisamment pour dissuader quiconque de basculer dans le
travail illicite. Ces auteurs découvrent qu'en augmentant l'âge minimum
d'abandon des études, on baisse le taux de décrochage du secondaire et cela agit
sur la probabilité d'être incarcéré de tous les individus. Peu importe la race ou le
sexe des personnes. Cette probabilité se réduit ainsi pour chaque année de
scolarisation supplémentaire. De fait, le niveau d'éducation impacte très fortement
sur la probabilité d'emprisonnement d'un individu. D'un point de vue racial, cette
probabilité est deux fois plus grande chez les Noirs que chez les blancs. Un plus
grand niveau d'éducation réduirait donc fortement la participation criminelle des
individus de race noire. Une année supplémentaire de scolarité réduirait la
probabilité d'incarcération de 0,1 % chez les blancs, et de 0,4% chez les Noirs. Les
auteurs ont utilisé les résultats d'une enquête longitudinale^ dans laquelle chacun
pouvait dire s'il avait déjà participé à une activité criminelle; l'avantage étant de
capter dans l'étude, les individus n'ayant jamais eu affaire avec la justice, ainsi
que ceux qui n'ont jamais été reconnus coupables. En mettant en avant le lien
^ National Longitudinal Survey of Youth (NLSY)
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entre les lois sur la scolarité obligatoire et le taux de criminalité, ces auteurs vont
contribuer fortement à notre réflexion sur la prise en compte de la possibilité qu'a
chaque individu d'abandonner les études.
Jacob & Lefgren (2003) montrent que les délits sur les biens commis par les
mineurs sont plus élevés hors des sessions de cours, tandis que les crimes violents
commis par ces mineurs augmentent durant ces sessions de cours.
D. Mark Anderson et al. (2012) pensent qu'en scolarisant plus longtemps certains
étudiants violents, on entretient le trouble dans l'enceinte de l'école. Les éloigner
du système scolaire peut s'avérer bénéfique pour permettre aux plus jeunes
garçons et aux filles d'étudier sereinement. Cette étude met en évidence
l'existence dans les écoles d'un important phénomène de victimisation des jeunes
par les plus âgés.
D'où la proposition précédente sur l'encadrement des jeunes dans le système
scolaire; le but étant de permettre à ceux qui veulent étudier de le faire. Cette
mesure pourrait réduire les journées manquées ou le temps d'étude perdu par les
plus jeunes, souvent victimes des plus vieux.
Leung, (2004) soutient que les jeunes mineurs risquent de devenir matérialistes, si
on leur accorde une trop grande liberté financière par le travail ou l'argent de
poche provenant des parents, ce qui pourrait les faire basculer dans la
délinquance, afin d'obtenir rapidement toujours plus d'argent.
Selon Bowen & Bowen (1999), nous devons tenir compte du milieu
environnemental dans lequel vivent les jeunes (urbain ou rural) et du type
d'individus qu'ils rencontrent. Il faut déceler les adolescents les plus susceptibles
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de créer de la violence et les traiter. Un environnement scolaire sain favorise de
meilleurs résultats chez les étudiants.
Deming (2011) pensent qu'on devrait laisser les enfants choisirent eux-mêmes
leur lieu d'étude et leur type de formation. Cette approche créerait plus de
motivation chez des jeunes qui se retrouveraient par exemple dans le collège
voulu et non pas dans un second choix, ou autre. L'auteur part du constat que les
prisonniers, voire les délinquants, sont les moins éduqués; la majorité des
prisonniers n'ont pas obtenu leur diplôme du secondaire, quand la plupart des
personnes en liberté l'ont eu. 35% des prisonniers américains ont au moins
complété le secondaire, contre 82% pour le reste de la population.
Deming (2011) croit qu'en augmentant la qualité des établissements scolaires
publics, il est possible de combattre le crime, en encourageant les jeunes à
poursuivre des études. L'auteur se base sur une loterie faite aux États-Unis et qui
attribue à des étudiants leur future école secondaire; les postulants font des choix,
mais ils peuvent ne pas être orientés où ils le souhaiteraient. Si on augmentait la
qualité des écoles publiques, on réduirait peut-être la déception de l'étudiant qui
n'a pas vu son choix validé.
Pour Ted R. Miller et al. (2001), les victimes de violence se concentrent
principalement dans les zones urbaines. Le taux de victimisation y étant très élevé,
cela expliquerait en partie les mauvais résultats scolaires. En effet, les jeunes
peuvent subir des sévices. Cette étude fait également ressortir une augmentation
des dépenses publiques afin de lutter contre ce phénomène; l'allocation des
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ressources pour les victimes de délinquance juvénile est presque égale à celle
allouée aux délinquants mineurs.
Pour revenir sur Tauchen et al. (1994), ceux-ci ont tenté de mesurer l'effet des
décisions juridiques comme élément dissuasif sur la volonté de commettre un
crime par un individu. Ils ont utilisé un modèle d'estimation qui a révélé, entre
autres, que le niveau d'éducation n'était pas significatif; sans doute à cause d'un
problème de colinéarité. Mais, ils ont conclu quand même que les décisions
juridiques avaient moins d'impact sur la conscience collective que des descentes
policières.
Leur recherche nous intéresse en particulier quant aux conclusions portant sur le
type d'établissement scolaire que fréquenteraient en majorité les délinquants, à
savoir les établissements scolaires publics. Les jeunes issus d'établissements
scolaires publics ont une plus forte probabilité d'être emprisonnés. Le privé étant
plus sélectif dans le recrutement, on peut comprendre qu'il soit épargné par cette
tendance.
Bien qu'il soit communément admis qu'il existe un lien entre le niveau de
criminalité d'un pays et le niveau d'éducation de sa population, toute méthode
d'inférence du phénomène doit tenir compte de nombreux paramètres. Sinon,
nous risquons de rencontrer à la fois un problème de spécification et d'estimation
du modèle. Griliches (1977) en parlait déjà quand il cherchait à déterminer les
différentes variables qui expliqueraient les gains d'un individu; en clair, sa
fonction de revenus. Avant lui, de nombreux auteurs, en économie de l'éducation,
avaient simplement expliqué que les revenus d'un individu dépendent du temps
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passé aux études. Griliches (1977) pense qu'il peut exister un problème
d'endogénéité lié au niveau de scolarité. Le temps passé à l'école dépendrait lui-
même de facteurs familiaux, entre autres, mais aussi d'une certaine notion
« d'habilité » à continuer de longues études.
Dans ce sens, Acemoglu & Angrist (2000) cherchent à contourner ce problème
d'endogénéité en générant une variation exogène par le niveau d'éducation moyen
qu'auraient engendré les lois sur la scolarité obligatoire.
Lochner (2004) présente un modèle mettant en avant l'amélioration du capital
humain chez un individu, par une meilleure allocation du temps, pour acquérir un
certain niveau de compétence qui l'éloignera de toute criminalité grâce à des gains
licites attractifs. Lochner (2004) croit fermement qu'il faut trouver comment
occuper le temps des jeunes. Dans son étude, il constate que la participation
criminelle des jeunes débute vers l'âge de 15 ans, atteint un niveau de paroxysme
entre 16 et 18 ans, pour s'estomper fortement après 25 ans.
Levitt (1998) remarque aussi, en étudiant une cohorte d'adolescents (entre 15 et
17 ans), que leur propension à commettre des crimes s'estompe considérablement
durant le passage à l'âge adulte.
Quand il aborde les rendements de l'éducation, Li (2006) précise combien le
temps passé à l'école est affecté par les lois sur la fréquentation scolaire
obligatoire. Ces lois opèrent des changements non linéaires sur le niveau de
scolarisation de chaque individu, et contribuent à une hétérogénéité de ce même
niveau parmi les étudiants du secondaire. Cela augmente par exemple, la
fréquentation scolaire des 16 à 18 ans.
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Oreopoulos (2006) pense aussi que ces lois augmentent le niveau de scolarité. Il
constate qu'au Canada, ces lois ont fortement accru le niveau de diplomation chez
les jeunes, en restreignant la possibilité de décrocher des études avant un âge
minimum d'abandon.
Gard (1999) précise que les rendements de l'éducation peuvent s'avérer biaisés
pour deux raisons : la corrélation entre la scolarisation et l'ordonnée à l'origine de
la fonction de gains d'une part et la corrélation entre la scolarisation et la pente de
la fonction de gains d'autre part. Il est difficile d'évaluer l'effet de la famille sur le
niveau d'éducation moyen d'un groupe d'individu. Sans compter que les
changements dans les frais de scolarité peuvent influencer le choix d'éducation.
Cook & Kang (2013), en étudiant une cohorte d'adolescents de Caroline du Nord,
trouvent que les plus âgés performent mieux que les plus jeunes au début des
études secondaires. Ces adolescents plus âgés sont moins susceptibles de sombrer
dans la délinquance, entre 13 et 15 ans. Mais, une grande partie de ceux-ci
décroche avant le diplôme du secondaire et devient plus disposée à commettre des
actes illégaux dès son passage à l'âge adulte ; donc entre 17 et 19 ans. Le travail
de ces auteurs est intéressant pour notre étude dans le fait qu'il est un des travaux
les plus récents qui tiennent compte du trimestre de naissance comme déterminant
du niveau d'éducation. Par rapport au choix de l'instrument que nous ferons par la
suite, comparer leurs résultats avec les nôtres pourrait s'avérer instructif.
Levitt & Lochner (2001) vont dresser des tendances sur les tranches d'âges les
plus impliquées dans les activités criminelles. Ils découvrent que la criminalité
juvénile occupe une place prépondérante dans l'ensemble de l'activité criminelle.
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En effet, selon leur condensé, quel que soit le type de crime, le taux de criminalité
atteint d'abord un niveau assez élevé à 16 ans, puis un sommet à 18 ans, et baisse
finalement à des niveaux très bas après 25 ans.
D'un autre côté, Donofrio & O'hare (1969), et DiPasquale & al. (1980) ont
introduit la saisonnalité comme élément pour comprendre les problèmes
d'adaptation aux études chez les enfants. Ils soutiennent que la période de
naissance pour des individus nés la même année va déterminer le niveau
d'éducation de chacun d'eux.
DiPasquale et al. (1980) parlent de difficultés d'apprentissage. Pour s'en assurer,
ils vont diviser une année civile en six parties (de deux mois) et comparer le
niveau d'éducation de chaque cohorte d'individus nés la même année; les plus
vieux étant ceux qui sont nés de janvier à février, et les moins âgés étant ceux de
novembre à décembre. Selon eux, dès l'école primaire, les plus jeunes rencontrent
le plus de difficultés d'apprentissage, et se rattrapent par la suite en grandissant.
Ces plus jeunes finissent alors à tellement bien s'adapter, qu'après l'école
primaire, ils prennent un ascendant sur les plus âgés; cela se matérialise par plus
d'années de scolarité que leurs aînés.
Angrist & Krueger (1991) reprennent en partie cette idée directrice. Ils tentent de
déterminer quel est l'effet de l'éducation sur les gains futurs. Afin d'éviter que les
années de scolarité soient corrélées avec des variables omises (telle que l'habilité
ou la famille), leur estimation utilisera la « saison de naissance » pour générer une
variation exogène dans l'éducation, ce qui constitue leur instrument, que nous
utiliserons par ailleurs dans notre étude. Cette méthode consiste s'appuyer à la
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fois sur les lois sur la scolarité obligatoire, qui déterminent l'âge minimum
d'entrée et d'abandon des études et sur les dates d'anniversaire de chaque
individu.
De ce fait, Angrist & Krueger (1991) vont utiliser une régression par les Doubles
Moindres Carrés Ordinaires (DMCO) pour affiner leur instrument. Une estimation
du niveau d'éducation grâce à la variation exogène générée par la saisonnalité est
introduite dans l'estimation de la fonction de gains. Ceci donne un instrument
corrélé avec le niveau d'éducation, à travers les lois sur la scolarité obligatoire,
sans pour autant être lié aux résidus de l'équation du salaire.
Contrairement à DiPasquale et al. (1980), Angrist & Krueger (1991) divisent
l'année civile en quatre trimestres selon plusieurs cohortes d'individus faites à
partir des années de naissance. Ils vont se rendre compte que dans la majorité des
cas, les enfants nés au trimestre ont un niveau d'éducation moyen inférieur à
celui des enfants nés le reste des trimestres de l'année.
Les lois sur la scolarité obligatoires dans chaque état américain recommandent
généralement que l'enfant qui veut débuter pour la première fois l'école atteigne
son 6^""^ anniversaire avant le janvier de l'année académique. Selon son
trimestre de naissance, un individu va donc pouvoir atteindre l'âge autorisé pour
abandonner les cours (16 ans) avant qu'il puisse obtenir au moins le diplôme du
secondaire. Les résultats des auteurs démontrent que les individus sur lesquels ont
été appliqués ces lois sur la scolarité obligatoire ont des revenus futurs plus
élevés, parce qu'ils ont reçu une meilleure éducation.
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2. MÉTHODOLOGIE UTILISEE
Pour construire le modèle économétrique qui va nous permettre d'estimer l'impact
de l'éducation sur la criminalité, nous allons fortement nous inspirer d'Angrist &
Krueger (1991). Ils mettaient en avant le fait que la poursuite d'études plus
longues assure un salaire plus élevé dans le futur. Comme pour notre étude, ces
auteurs avaient comme défi d'évaluer l'effet de l'éducation sur une variable
donnée. Aussi, notre méthodologie va ressembler à quelques degrés près à la leur.
Nous allons d'abord tenter de trouver les déterminants de l'éducation d'un
individu, et cela une fois résolu, nous étudierons la corrélation qui existerait entre
le niveau d'éducation et la participation criminelle effective d'une personne.
2.1. MÉTHODE DES VARIABLES INSTRUMENTALES
2.1.1. L'estimateur des Moindres Carrés Ordinaires (MCO)
Soit le modèle de régression linéaire multiple suivant :
Y=X p+e
Où Y est la variable explicative du modèle (ou variable endogène), X est la
matrice des variables exogènes du modèle, P est le vecteur des paramètres à
estimer. On dénombre K paramètres à estimer parce qu'il y a K variables
explicatives dans le modèle, e le terme d'erreur prend en compte le fait que la
variable dépendante (ou variable endogène) et ses variables explicatives ne sont
pas totalement corrélés de manière exacte. Justement, pour résoudre ce problème
de corrélation précise, il est possible d'utiliser comme méthode de résolution les
MCO. Cette dernière permet de vérifier l'existence d'un effet des variables
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explicatives sur la variable dépendante, quantifier^ cet effet et le prévoir dans le
futur si nécessaire. Le résultat, ou prévision, nous donne un estimateur
efficace PmcO' sous l'hypothèse d'homoscédasticité, dont l'espérance et la matrice
de variance-covariance sont telles que :
Var{p^co) =
Avec X' la transposée de la matrice X.
L'utilisation des MCO repose sur l'hypothèse principale d'exogénéité des
variables explicatives. Pour que l'estimateur des MCO soit le meilleur estimateur
linéaire non biaisé, il faut que le modèle respecte les 4 hypothèses de Gauss
Markov; à savoir :
•  La moyenne conditionnelle des erreurs doit être nulle
E(s\x) = 0
Ce qui conduit à conclure que : fC/lX) = Xp
•  Les résidus sont non autocorrélés (leur variance est nulle). La matrice
variance-covariance des résidus est exprimée ainsi, pour un individu i dans
un N observations ;
/ Par(ei) - Coi;(£if;v)\ - 0\
Par(£)= : ••• : =
yCov(£;vfi) - VarisN) j Vo - aV
^ Cela nous permet de voir si le paramètre est statistiquement significatif.
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Pour i observation: (ff) = E(jEi — Eisi)y = E{eiY = ; i=l, N
Cov{ei,£j) = E ((fi -EiSi)) (sj - E(£j)^^ = E(£i£j) = 0; N; i+j
•  Le rang de la matrice des variables explicatives est égal à K paramètres à
estimer; les variables explicatives sont donc linéairement indépendantes.
Sur la base de ces hypothèses, on peut se dire que si les variables explicatives sont
corrélées aux résidus, notre estimateur des MCO n'est pas convergent. Il faut alors
trouver un estimateur convergent de P; de tel sorte que :plim P = P
Les moindres carrés ordinaires ont comme avantage principal celui de donner des
informations précises sur l'influence d'une variable explicative sur la variable
dépendante. Cependant, l'utilisation de cette technique statistique suppose qu'il
n'y ait pas d'hétérogénéité; il faut donc être capable de bien interpréter le terme
d'erreur. Sinon, entre plusieurs régressions expliquant la même variable
dépendante, une spécification différente des variables explicatives peut donner des
résultats variés. Il y a donc une nécessité de veiller à ce qu'un modèle soit spécifié
de manière. A moins de connaître précisément les variables qui influencent une
autre, on peut craindre que tout modèle omette certains effets. On court alors le
risque d'utiliser une ou plusieurs variables endogènes dans la régression. Quand
de manière intuitive, on décèle un risque de corrélation entre nos variables et le
terme d'erreur il faut faire appel à un estimateur à variables instrumentales. Ce
dernier permet, en présence d'une variable endogène (ou de plusieurs), d'estimer
des paramètres sans biais.
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2.1.2. L'estimateur des variables instrumentales
La méthode des variables instrumentales tient compte de l'endogénéité des
variables explicatives dans un modèle. Quand nous tentons d'estimer un modèle,
il est important de bien identifier les paramètres, sinon nous risquons de voir nos
résidus corrélés aux régresseurs. Il faut au moins autant d'instruments que de
variables endogènes dans le modèle.
Soit le modèle suivant : Vi = /Îq + PiXi + Uj
Si cov(Xi,Ui) ^  0 , il est préférable d'utiliser un estimateur de variables
instrumentales. Notre variable instrumentale, nommons-la Z, va essayer de trouver
une partie de Xf qui n'est pas corrélée avec le terme d'erreur Uj, afin d'estimer
Un bon instrument doit remplir deux critères; Il doit être corrélé avec le
régresseur"* dont il est le substitut et ne pas l'être avec le terme d'erreur^.
Trois raisons peuvent expliquer que les variables explicatives, dans le cadre d'une
estimation par les MCO, soient corrélées aux régresseurs, et donc endogènes ;
• Une erreur de mesure des variables;
Supposons que notre modèle de départ soit : Y = Xp + u, u~llD (0, /) (1)
Où X est un vecteur de variables explicatives qui est mesuré avec erreur. Si d'un
autre côté, nous observons une variable X* corrélée à X de tel sorte que ;
X* =X + v, u~llD (0, /) (2)
^ Corr (Z, X) 0
^ Corr (Z, u) = 0
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Si nous admettons que les résidus u et v ne sont pas corrélés, et que £"(171^) = 0,
alors le modèle de départ peut se réécrire de la manière suivante :
Y = Xp + liv-u
Le problème est que les résidus du modèle (2) sont corrélés avec le vecteur de
variables explicatives du modèle (1) : v = X* — X
Il existe de fait un problème d'endogénéité ; Corr(u,X) ^  0
•  Biais de simultanéité;
Ce biais existe lorsqu'il y a un problème de causalité entre au moins une variable
explicative et la variable dépendance; chacune engendre l'autre. On peut le
résumer de la manière suivante :
= Po +
Mais :Xi = aQ + a^Yi + Vi ; i=l,...,N
X cause Y, et Y cause aussi X. Alors : Corr(u, X) ^ 0
•  Biais d'omission
Dans ce cas de figure, on aurait oublié une variable significative, qui est aussi
corrélé avec X, pour expliquer la variable dépendante. Alors, l'estimateur MCO
est biaisé, et on doit rajouter cette variable manquante si on la connaît. Sinon,
l'utilisation de l'estimateur des variables instrumentales reste une solution.
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2.2. LE SYSTÈME ÉDUCATIF AUX ÉTATS-UNIS
Le système éducatif aux États-Unis est relativement similaire à celui en vigueur
au Canada. Il se caractérise par les cycles d'études suivants : pre-school,
elementary school, middle school, high school, collège ou university. On
commence à compléter des années d'études dès elementary school, qui est le cycle
élémentaire. Les niveaux middle school et high school constituent, dans le fond,
le secondaire: ou la 12®""® année d'études. Chaque district de chaque État est libre
de diviser ou non son cycle secondaire en deux étapes; il doit toutefois s'assurer
que les 6^""®, et 8^""^ années d'études soient les plus bas du secondaire. Après,
un étudiant a le choix de continuer vers le collège ou l'université. Avec les lois sur
la scolarité obligatoire, institué dès le 19ème siècle, un enfant américain doit
commencer à compléter des années d'études dès l'âge de 6 ans; donc au niveau
elementary school. Selon les districts scolaires, un enfant peut même débuter à
l'âge de 5 ans^ et quelques mois. L'important étant qu'au 1" janvier de l'année
scolaire en cours, l'enfant ait 6 ans. Les cours débutent en septembre. Selon, leur
mois de naissance deux individus ne débutent pas forcément leur scolarité avec le
même âge. Par exemple, prenons le cas d'un enfant né en décembre 1970 et un
autre né en janvier de l'année suivante (1971). Us ont tous les deux presque le
même âge, mais celui né en décembre commence l'école en 1975, car il aura 6 ans
au 1er janvier de l'année scolaire 1975-1976, tandis que celui né en janvier 1971
doit commencer l'école en 1976. Ainsi, quand ils auront 16 ans au même moment,
l'enfant né en décembre 1970 sera à sa IL""^ année d'études, tandis que celui né
^ Cf. the Bureau of International Information Programs (IIP).
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en janvier 1971 sera à sa année. Donc, s'ils décident de décrocher au même
âge, il y aura une différence d'une année d'études entre les deux personnes.
Si tout va bien dans sa scolarité, un étudiant devrait terminer son secondaire entre
17 et 18 ans. Depuis le 19®™ siècle environ, l'âge minimum obligatoire d'abandon
des études est de 16 ans en moyenne dans la plupart des États américains; entre
1960 et 1980, certains États ont même adopté l'âge de 18 ans comme minimum.
Certains États, comme Hawaï (de 16 à 18 ans) ou le Maine (de 15 à 17 ans, ont
changé cet âge entre 1960 et 1980. L'organisation des États-Unis par États dorme
une certaine marge de manœuvre à chaque région pour légiférer sur cet âge
minimum obligatoire d'abandon des études. Si un étudiant commence sa scolarité
à l'âge de 6 ans environ, il devrait terminer ses études vers l'âge de 18 ans;
certains la finiront avant, selon leur date de naissance. De fait, on parle d'années
de scolarité complétées à partir du niveau elementary school.
2.3. LA RELATION ENTRE L'ÉDUCATION ET LA CRIMINALITÉ
La mesure des effets de l'éducation sur la criminalité est un défi majeur de
nombreux chercheurs. La distinction des différents types de crime est parfois
faite. Dans le cadre de notre étude, il est important d'évaluer les déterminants de
l'éducation, afin d'éviter tout biais qui pourrait nous empêcher d'estimer son
impact réel sur la décision d'un individu de participer à une activité criminelle.
Pour autant, nous ne chercherons pas à explorer ce phénomène de criminalité à
travers ses différentes formes. Au départ, nous avions tenté de modéliser, sous une
forme réduite, la relation entre la criminalité et l'éducation, tout en tenant compte,
par moment, de certaines caractéristiques individuelles:
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Ci — ^ Yic^Pc + pEi +Pi
Où Ci représente la probabilité de participer à une activité criminelle. Cette
variable traduit en fait la probabilité d'emprisonnement d'un individu. Pour
déterminer cette probabilité, nous comparons les caractéristiques individuelles
d'un individu en liberté et d'un individu incarcéré. £",• traduit le niveau
d'éducation en nombre d'années d'études pour un individu i, Xi est un vecteur de
covariables^, Vjc indique si l'individu i est né durant l'année c (c=l,...,10).
Or, si nous décidons d'estimer ce modèle par les moindres carrés ordinaires, nous
ferions sans doute face à un problème d'endogénéité avec la variable ff. Des
études comme celles que Lxjchner & Moretti (2004), ou Angrist & Krueger
(1991), peuvent en témoigner. La détermination du niveau d'éducation d'un
individu dépend de nombreux facteurs ; comme l'habilité d'un individu, elle-
même pouvant dépendre aussi du type d'enviroimement familial dans lequel a
grandi l'enfant. La motivation d'une personne intervient aussi dans sa
détermination à obtenir un diplôme quelconque, ou à atteindre un niveau d'études
donné. Nous risquons donc d'avoir un estimateur qui va biaiser des effets de
l'éducation, parce que la variable Ei est corrélée à des variables omises comprises
dans le terme d'erreurs :
cov (£*1, u) ^  0
Il nous faut donc d'abord couper cette corrélation entre le niveau d'éducation et le
terme d'erreurs. Pour ce faire, on devra générer une variation exogène dans ; le
^ Exemples : homme, femme, hispanique, blanc non hispanique, etc.
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but étant que cette variation soit corrélée à l'éducation et non au terme d'erreurs.
En gros, nous faisons appel à l'utilisation d'une variable instrumentale (VI) ;
nommons-la z. La résolution du modèle se fera donc en deux étapes ; par la
méthode des doubles moindres carrés ordinaires (DMCO). Dans une 1^^® étape,
nous allons régresser la variable Ej sur la variable instrumentale z et les autres
variables exogènes, tels que :
Ei = Po+
Où X représente une matrice de covariables, z la variable instrumentale et Vj le
terme d'erreur.
Dans une deuxième étape, il s'agira de régresser le niveau de criminalité sur la
valeur prédite du niveau d'éducation Êi et le reste des régresseurs non corrélés
avec le terme d'erreur. Il faudra que l'on fasse attention aux erreurs-types car elles
doivent être corrigées pour palier au problème d'hétéroscédasticité dû au fait que z
est une variable prédictive.
2.4. UTILISATION DU TRIMESTRE DE NAISSANCE
Tout comme Cook & Kang (2013), nous tiendrons compte du trimestre de
naissance de chaque individu pour estimer son niveau d'éducation. Nous
rejoignons entièrement Angrist & Krueger (1991) dans le choix de l'instrument
pour corriger le biais d'endogénéité de l'éducation.
Nous utiliserons les Doubles Moindres Carrés Ordinaires (DMCO) pour estimer
l'impact de ce niveau d'éducation sur la criminalité. Pour ce faire, nous allons
d'abord nous rappeler que la date d'anniversaire d'un individu appartient à un des
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4 trimestres d'une année civile. L'effet de la saisonnalité est de créer des
différences entre le nombre d'année de scolarité obtenues par des individus qui ont
presque le même âge. La prise en compte de ces trimestres a cela de particulier
qu'elle nous permettra aussi de considérer la possibilité de chaque individu
d'abandonner ses études s'il le souhaite. Implicitement, nous tiendrons ainsi
compte des lois sur la scolarité obligatoire.
Sur ce point, notre instrument est différent de celui de Lochner et Moretti (2004),
mais l'intuition est similaire. Bien que légèrement variées d'un État américain à
un autre, ces lois tiennent compte de l'âge d'une personne selon sa date
d'anniversaire pour statuer sur le droit à débuter et à terminer des études. Selon sa
date de naissance, qui fait partie d'un trimestre de l'année, un individu aura la
possibilité ou non d'abandonner ses études même en cours d'année académique
dès qu'il atteint l'âge minimum requis. Même dans des États où l'âge minimum
d'abandon est de 18 ans (Comme l'Ohio, l'Oklahoma ou l'Oregon), un individu
ayant atteint cet âge avant la fin de sa dernière année du secondaire (12®""® année
d'études) aura quand même le droit de stopper ses études s'il le souhaite.
2.5. MODELE EMPIRIQUE
Après la prise en compte du problème d'endogénéité de la variable
EDUCATION, il nous faut donc reconstruire un modèle qui instrumente
l'éducation. Notre choix de variable instrumentale s'étant porté sur le trimestre de
naissance, notre estimation des effets de l'éducation sur la criminalité sera réalisée
en deux étapes, par la méthode DMCO, comme ce qui suit :
Ei = XiY + Yicù)c + ^ YicQicj ajc + Cj
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Ci - XiP + ^  Yic(pc + pEi + Pi
Où Ei traduit le niveau d'éducation de l'individu i. Xi est un vecteur de
covariables^ Yic indique si l'individu i est né durant l'année c (c=l,...,10), Qi^j
indique si l'individu est né dans le trimestre j (j=l, 2, 3), p est le rendement de
l'éducation, etpi sont les termes d'erreur. Prendre seulement en compte les 3
premiers trimestres de l'année permet à la fois de capter l'effet d'entrée à l'école
dès l'âge de 6 ans et la possibilité d'en sortir dès l'âge de 16 ans grâce aux lois sur
l'âge minimum d'abandon des études. La période janvier-février-mars constituent
le trimestre 1, avril-mai-juin le trimestre 2 et juillet-août-septembre le trimestre 3.
L'indice c ici représente la cohorte d'individus dont la tranche d'âge se situe entre
16 et 25 ans durant l'année du recensement pris en compte.
® Exemples : homme, femme, hispanique, blanc non hispanique, etc.
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3. DONNÉES, VARIABLES ET STATISTIQUE DESCRIPTIVE
3.1. SOURCE DE DONNEES
Les données proviennent des recensements américains de 1960, 1970 et 1980.
Pour le recensement de 1960, on tient compte de la cohorte d'individus est née
entre 1934 et 1943. Pour le recensement de 1970, on tient compte de la cohorte
d'individus est née entre 1944 et 1953. Pour le recensement de 1980, on tient
compte de la cohorte d'individus est née entre 1954 et 1963. Ces données ont été
rendu disponibles par le Bureau de Recensement américain et nous les avons
récupérées grâce à VIntegrated Public Use Microdata Sériés (IPUMS) pour le
compte des États-Unis ; un site intemet qui facilite l'obtention des données. Ce
Bureau de Recensement offre une collection de doimées composée entièrement
d'échantillons de la population allant d' 1 à 5%.
IPUMS est un site qui recense et diffuse gratuitement des micro-données de
recensement de population à travers le monde; l'unité d'observation est l'individu.
Les variables utilisées sont généralement codées, et leur compréhension assez
claire grâce aux explications mises à la disposition du chercheur. Des
pondérations peuvent être utilisées afin de simplifier une étude. Par exemple, avec
PERWT qui donne la population représentée par chaque individu d'un
échantillon, et HHWT qui donne le nombre de ménages dans la population que
représente chaque ménage pris dans un échantillon. Bien que la plupart des
échantillons regroupe des ménages, ceux qui les composent sont quand même
répertoriés avec leurs caractéristiques individuelles. A partir de ce travail, tout
chercheur peut établir lui-même une étude statistique sur les conditions socio-
économiques auxquelles font face les personnes recensées. Les données sont
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disponibles dans des formats supportés par des logiciels d'analyse statistique tels
que STATA, SAS et SPSS.
Les données que nous allons utiliser sont celles des recensements américains de
1960 à 1980. Ces recensements se faisant tous les 10 ans; nous aurons donc à
étudier les données distinctes ou conjointes de 1960, 1970 et 1980. Le choix de
ces années de recensement repose principalement sur la disponibilité des données
sur le trimestre de naissance de chaque individu. On pourrait aussi dire que cette
période est aussi propice pour percevoir les effets de l'éducation sur la criminalité
sans trop craindre que d'autres variables inhabituelles, non prises en compte,
influencent grandement notre variable dépendante. Par exemple, on sait que dans
les années 1990, on note un fort recul de la criminalité, à cause de mesures
exceptionnelles de l'administration fédérale américaine, et aussi à cause de
l'embellie économique aux États-Unis ^ . C'est une période durant laquelle,
l'administration américaine construit de nouvelles prisons, alourdit les sanctions
judiciaires, augmentent les moyens mis à la disposition de la Police et durcit les
lois sur le contrôle des armes à feu ; tout en permettant, grâce au permis de port
d'arme, à de nombreux citoyens d'avoir une arme à feu sur eux. Après 1980, il y a
aussi un boom de la vente de crack qui a accentué le phénomène de criminalité ;
précisément vers 1985, selon Levitt (2004). Nonobstant tout cela, il nous faut
admettre que l'impossibilité de disposer de données suffisantes au-delà de 1980 a
aussi guidé nos choix. La variable trimestre de naissance n'est pas disponible par
la suite.
® Cf. Levitt (2004)
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3.2. DESCRIPTION DES VARIABLES
Grâce à la base de données d'IPUMS, nous avons pu utiliser plusieurs variables,
que nous avons parfois dû modifier pour les adapter à notre étude.
Dans le but de différencier les individus en liberté de ceux qui sont emprisonnés,
nous utiliserons la variable GQTYPE. Celle-ci désigne le type de résidence
institutionnelle dans laquelle demeure le répondant au questionnaire. Nous avons
choisi la valeur 2 de GQTYPE, qui désigne les maisons correctionnelles comme
résidence institutionnelle ; autrement dit, les établissements pénitenciers. De la
valeur 2 de GQTYPE, nous avons créé une variable binaire PRISON pour
désigner quels sont les individus en liberté (valeur zéro), et quels sont les
individus incarcérés (valeur 1 ) au moment du recensement.
La variable SEX désigne si l'individu est de sexe masculin ou féminin. Nous
avons dû à sa suite des variables binaires afin de mieux distinguer le sexe d'un
individu de l'échantillon. Les nouvelles variables binaires ont donc été Homme et
femmes ; chacune prenant la valeur 1 si le sexe de l'individu leur correspond, et la
valeur zéro sinon.
La variable URBAN donne l'emplacement urbain ou rural d'un ménage.
Généralement un environnement urbain regroupe plus de 2500 habitants, et un
rural, moins de ce nombre. Nous avons dû diviser cette variable en deux variables
binaires. Les nouvelles variables binaires ont donc été URBAIN et RURAL ;
chacune prenant la valeur 1 si l'individu vivait dans son milieu, et la valeur zéro
sinon.
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La variable BIRTHQTR reporte le trimestre de naissance durant lequel un
individu est né. Les trimestres étant bien sûr désignés par janvier-février-mars,
avril-mai-juin, juillet-août-septembre, et octobre-novembre-décembre. A partir de
BIRTHQTR, nous avons créé des variables binaires TRIMN qui désignent avec
plus de précision le trimestre de naissance d'un individu, à savoir : TRIMN 1 pour
trimestre 1 (janvier-février-mars), TRIMN2 pour trimestre 2 (avril-mai-juin),
TRIMN3 pour trimestre 3 (juillet-août-septembre) et TRIMN4 pour trimestre 4
(octobre-novembre-décembre).
La variable BIRTHYR désigne l'année de naissance de chaque individu. Cette
année a parfois été déduite à partir de la variable AGE, qui donne l'âge du
répondant au moment du recensement ; l'année de naissance est déduite selon la
date du recensement et l'âge déclaré. Toutefois, la variable BIRTHQTR permet de
mieux s'ajuster quand nous cherchons avec précision l'âge du répondant.
La variable ANNEE jointe à une année (exemple, 1939) est une variable binaire
qui désigne si oui où non un individu est né durant une année donnée ; elle est
ajustée grâce à la variable BIRTHQTR.
Les variables Ql, Q2 et Q3 désignent les produits croisés entre l'année de
naissance ANNEE et le trimestre de naissance TRIMN. Ces produits sont le
résultat de l'interaction entre 10 variables binaires pour l'année de naissance et 3
variables binaires pour le trimestre de naissance. En pratique ce processus donne
lieu à la création de 30 instruments, mais en théorie il n'y a qu'un seul
instrument : le trimestre de naissance.
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La variable AGEQ désigne les valeurs de la variable AGE élevé au carré ; ce
terme quadratique autorise un effet non constant de l'âge sur la probabilité
d'emprisonnement.
La variable RACE répertorie les origines raciales de chaque individu. Elle donne
principalement les catégories suivantes : blanc, noir, Amérindien ou natif de
l'Alaska, Chinois, Japonais, autre asiatique ou habitant d'une île du pacifique, etc.
Nous avons regroupés 3 grands groupes raciaux en créant les variables BLANC,
NOIR et HISPANIQUE. Le reste des groupes raciaux sont désignés par la
variable AUTRES_RACES, que nous avons créé. Afin de mieux distinguer les
hispaniques, nous avons utilisé la variable HISPAN offerte par IPUMS ; cette
variable spécifie avec plus de précision les individus blancs, noirs ou autres qui
sont hispaniques. Grâce à cette distinction, nos variables BLANC, NOIR et
AUTRES_RACES ne prennent pas en compte les hispaniques. Les 4 variables
(BLANC, NOIR, HISPANIQUE et AUTRES_RACES) que nous avons créés sont
binaires ; chacune prenant la valeur 1 si l'individu est de la race désigné, et la
valeur zéro sinon.
La variable REGION désigne la zone géographique dans laquelle vit l'individu ;
cette variable localise l'individu selon son État, et de ce dernier situe sa région
dans les États-Unis. Les différentes zones sont : la nouvelle Angleterre, le mid-
ouest, le sud, l'ouest et les États inconnus ; ces derniers désignent des zones qui
échappent à un quadrillage à cause de leur aspect confidentiel. Ce sont
généralement des zones militaires.
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La variable HIGRADE désigne la dernière année d'études complétée par un
individu; tout en précisant si l'individu a au moins assisté à des classes en dessous
de la 1^*^^ année d'études. A partir de cette variable, nous en avons créé une
nouvelle qui s'appelle ÉDUCATION; cette dernière désigne le nombre d'année
d'études maximum complété par un individu, et par extension son niveau
d'études. Cette variable ÉDUCATION a été créé dans le but de mieux recoder la
variable HIGRADE qui attribuait des valeurs inappropriées pour notre étude à
chaque individu. Ainsi, nous avons spécifié les années d'études maximum
achevées par chaque personne.
3.3. STATISTIQUE DESCRIPTIVE
De l'ensemble des caractéristiques des détenus et non détenus, il ressort
principalement les conclusions suivantes. Les principales personnes emprisonnées
sont de sexe masculin. Leur profil raciale s'exprime par un plus grand nombre
d'individus blancs, suivi des Noirs, des Hispaniques et des autres races. On les
retrouve principalement dans les lieux urbains. Les 16 à 25 ans représentent la
tranche d'âge la plus exposée semble-t-il à la criminalité, car c'est la plus présente
en prison. En prenant en compte qu'un étudiant entre au secondaire généralement
à 12 ans, on constate que la proportion d'individus emprisonnés ayant un niveau
d'études secondaires a quelque peu baissé entre les trois recensements ; la
proportion des détenus ayant au moins un niveau collégial a augmenté. Cette
réalité est sans dû en grande partie aux lois sur la scolarité obligatoire appliquée
par chaque état américain ; les étudiants sont obligés de poursuivre des études
pour au moins une année supplémentaire. Dans la population en liberté, on se
contente de moins en moins d'obtenir ce niveau d'études secondaires ; la
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concurrence sur le marché du travail doit obliger de nombreuses personnes à
acquérir un niveau d'étude toujours plus élevé afin d'obtenir de meilleurs
salaires
10
Dans les lignes qui vont suivre, nous présenterons ces résultats selon la date du
recensement. Nous avons volontairement exclus des données les individus ayant
moins de 16 ans, car leur participation criminelle est peu significative pour tenter
d'expliquer la criminalité en général.
3.3.1. Choix de l'échantillon
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Années de recensement et trimestres de naissance
Graphique 1 : Nombre d'années de scolarité et trimestres de naissance
(1960, 1970 et 1980).
Comme nous nous y attendions quand nous discutions du choix de l'instrument, le
graphique 1 nous montre que la période de naissance semble corrélée avec niveau
d'éducation d'un individu. Les individus nés au premier trimestre de l'année ont
moins d'années de scolarité que le reste de la population né dans les autres
Angrist & Krueger (1991) explique sur ce point que les différences de niveau d'éducation
expliquent les différences salariaies entre les individus
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trimestres. Et ce phénomène s'accentue d'années en années. L'écart en années de
scolarité entre celui qui est né au trimestre et au 2^""^ trimestre était en
moyenne de 0,22 années en 1960, puis de 0,37 années en 1960 et de 0,38 années
en 1980. Les écarts sont relativement similaires avec ceux qui sont nés le 3^""® et
4®*"^ trimestre de l'année ; les individus nés au trimestre d'une année ont
toujours moins d'années de scolarité que les autres.
Ce constat explique encore mieux pourquoi nous nous focalisons sur une tranche
d'âge sensible de la population ; les 16 à 25 ans. Nous tiendrons compte de la race
des individus, ainsi que des conditions socio-économiques dans lesquels ils vivent
telles que : vivre en zone rurale ou en zone urbaine, la race de l'individu ou encore
la région dans laquelle vit l'individu. Le sexe sera pris en considération, parce que
de nombreuses études démontrent la faible place des femmes dans la
criminalité" ; nous mesurerons le niveau de criminalité en fonction du nombre
des détenus existants dans les maisons de corrections. Nous ne n'utiliserons pas le
nombre d'arrestations comme une indication du taux de criminalité ; une personne
arrêtée peut s'avérer iimocente et relâchée par la suite, tandis qu'un détenu a été
reconnu coupable et condamné par la justice. Pour cela, nous utiliserons le
nombre d'observations répertorié dans le tableau ci-dessous :
Années de recensement
Tranche d'âge 1960 1970 1980
Tous 1 208 342 2 810 253 10 250 970
16 à 25 ans 235 101 672 960 2 531 920
Tableau 1 : Nombre d'observations utilisé dans l'étude
Lochner & Moretti (2004), D.M Anderson (2012), R.B. Freeman (1991), etc.
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3.3.2. Distribution de l'âge de l'ensemble de l'échantillon
Tableau 2 : Distribution de l'âge des individus de l'échantillon
Recensement de 1960*
Tranche d'âge Libre** Prison**
16-25 ans 19,42 32,62
26-34 ans 17,06 27,60
35-45 ans 21,91 22,99
Plus de 45 ans 41,61 16,79
*nombre d'observations : 1 208 462
**en pourcentage des répondants
D'après les données du recensement de 1960, du tableau 2, la proportion
d'individus incarcérés ayant entre 16 et 25 ans est presque deux fois plus élevée
(32,62%) que celle des individus du même âge en liberté (19,42%). De plus, cette
tranche d'âge est la plus représentée parmi les détenus. Ces faits éveillent notre
curiosité. Il serait intéressant de comprendre pourquoi cette tranche d'âge semble
aussi impliquée dans la criminalité. Les individus ayant entre 16 et 25 ans forment
donc une population à risque.
Tableau 3 : Distribution de l'âge des individus de l'échantillon
Recensement de 1970*
Tranche d'âge Libre** Prison**
16-25 ans 23,90 41,91
26-34 ans 15,67 26,52
35-45 ans 18,03 18,88
Plus de 45 ans 42,39 12,70
*nombre d'observations : 2 810 253
**en pourcentage des répondants
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D'après les données du recensement de 1970, du tableau 3, la population carcérale
est aussi principalement représentée, dans une plus grande proportion,
relativement au recensement de 1960, par les 16 à 25 ans (environ 41,9%) ; plus
de 9 points de pourcentage en plus entre 1960 et 1970. Cette population à risque
est toujours presque deux fois plus représentée en prison qu'en liberté. Et
pourtant, La proportion des 16 à 25 ans en liberté s'est appréciée d'au moins 4
points de pourcentage.
On observe une sorte d'effet d'entormoir, par rapport au recensement de 1960. La
proportion des détenus ayant entre 16 et 25 ans (41,91%) est supérieure d'au
moins 15 points de pourcentage à celle des 26 à 34 ans (26,52%). Et cette dernière
est également plus élevée, de plus de 7 points de pourcentage, à celle des 35 à 45
ans (18,88%), qui est elle-même supérieure de plus de 6 points de pourcentage à
celle des plus de 45 ans (12,70%). Le phénomène est relativement identique dans
la population en liberté où ce sont les plus de 45 ans qui ont une proportion
supérieure de plus de 24 points de pourcentage sur les 35 à 45 ans, qui a elle-
même plus de 2 points de pourcentage en proportion sur les 26 à 34 ans. Cette
tendance n'atteint pas les 16 à 25 ans en liberté ; leur proportion est supérieure
d'au moins 8 points de pourcentage sur les 26 à 34 ans et de 5 points de
pourcentage sur les 35 à 45 ans.
Tableau 4 : Distribution de l'âge des individus de l'échantillon
Recensement de 1980*
Tranche d'âge Libre** Prison**
16 - 25 ans 24,64 45,65
26-34 ans 19,28 33,52
35-45 ans 16,30 13,57
Plus de 45 ans 39,78 7,27
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*nombre d'observations : 10 250 970
**en pourcentage des répondants
D'après les données du recensement de 1980, La population carcérale est toujours
principalement représentée, et dans une plus grande proportion (versus
recensement de 1960 et 1970), par les 16 à 25 ans (environ 45,65%).
Quand on observe les personnes incarcérées, les bonds dans les chiffres sont assez
élevés en comparaison avec les recensements précédents. Relativement au
recensement de 1970, la proportion des détenus ayant entre 16 et 25 ans s'est
accrue d'au moins 3 points de pourcentage et celle des 26 à 34 ans d'au moins 6
points de pourcentage. Tandis que la proportion des détenus ayant 35 ans et plus,
a diminué d'au moins 5 points de pourcentage. L'ensemble des données du
recensement de 1980, comparé aux deux précédents recensements, nous indique
donc qu'il existe à la fois un fort rajeunissement de la population carcérale et de la
population en liberté.
Toutes ces tableaux nous encouragent en somme à focaliser l'attention de notre
étude sur cette tranche d'âge des 16 à 25 qui est si représenté tant dans la
population carcérale que dans la population en liberté.
3.3.3. Distribution du sexe des individus entre 16 et 25 ans
D'après le recensement de 1960, environ 95% des personnes emprisonnées sont
des hommes contre de 4,9% de femmes. Par contre, parmi les personnes non
incarcérées, 50,98% sont des femmes et 49,02% sont des hommes. D'après le
recensement de 1970, environ 94,9% des prisonniers sont des hommes contre
5,1% de femmes. Parmi les personnes non incarcérées, environ 51% sont des
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femmes et 48,9% sont des hommes. On constate une augmentation légère de la
présence des femmes, au détriment des hommes, aussi bien parmi la population
carcérale (versus recensement de 1960), dans la population en liberté.
En 1980, environ 95% des prisonniers sont des hommes contre environ 4,94% de
femmes. Parmi les personnes non incarcérées, 50,18% sont des femmes et
49,82% sont des hommes. On constate (versus le recensement de 1970) que la
présence des hommes a augmenté, au détriment des femmes, dans la population
carcérale tout comme dans la population en liberté.
Si on faisait un bilan des trois recensements (1960, 1970 et 1980), on constate que
95,04% des prisonniers sont des hommes contre environ 4,96% de femmes. Parmi
les personnes non incarcérées, 50,4% sont des femmes et 49,6% sont des
hommes. La proportion de ces derniers est plus prépondérante en prison qu'en
liberté. On peut donc se dire logiquement que les hommes sont les plus impliqués
dans les activités criminelles ; si nous prenions bien sûr le nombre
d'emprisonnement comme mesure de la criminalité. D'où le besoin d'analyser les
hommes et les femmes séparément.
3.3.4. Distribution de la race des individus entre 16 et 25 ans
Tableau 5: distribution de la race des individus en liberté
Recensement de 1960*
Race Libre**
Hispanique 3,94
Blanc 84,28
Noir 10,86
Autres races 0.92
*nombre d'observations : 1 208 462
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**en pourcentage des répondants
Tableau 6 : distribution de la race des individus en liberté
Recensement de 1970*
Race Libre**
Hispanique
Blanc
Noir
Autres races
4,39
83,05
11,33
1,23
*nombre d'observations ; 1 208 462
**en pourcentage des répondants
Tableau 7 ; distribution de la race des individus en liberté
Recensement de 1980*
Race Libre**
Hispanique
Blanc
Noir
Autres races
7,49
77,29
12,90
2,33
*nombre d'observations : 1 208 462
**en pourcentage des répondants
□ hispanique
■ blanc
■ noir
□ autres races
Graphique 2 ; distribution de la race des individus en liberté (1960, 1970 et
1980).
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Grâce au graphique 2, qui fait une synthèse des trois recensements (1960, 1970 et
1980), on se rend compte de la prépondérance des individus de race blanche (non
hispanique) dans la tranche d'âge des 16 à 25 ans. Cette synthèse se fait par le
calcul d'une moyenne sur l'ensemble des recensements.
Depuis le recensement de 1960, la proportion des individus blancs non
hispaniques a baissé d'au moins 6 points de pourcentage dans la population en
liberté ; passant de 84,28% (recensement de 1960) à 83,05% (recensement de
1970), puis à 77,29% (recensement de 1980). Les individus de race noire (non
hispaniques) représentent la 2^™^ tranche de la population la plus nombreuse. Leur
nombre s'est accru entre 1960 et 1980, passant de 10,86% à 12,90% de la
population en liberté.
Les hispaniques et les autres races représentent respectivement 6,64% et 2,02% de
la population en liberté sur l'ensemble des trois recensements. Leur nombre est
certes moins élevé que celui des blancs (non hispaniques) et des noirs (non
hispaniques), mais on constate tout de même une croissance continue de leur
proportion dans la population à travers les années ; hausse d'au moins 3 points de
pourcentage chez les Hispaniques (entre 1960 et 1980) et de plus d'un point pour
les autres races (asiatiques, indieimes et autres).
En résumé, la population américaine en liberté, entre 1960 et 1980, est largement
dominé dans sa composition par la communauté blanche non hispanique, viennent
ensuite les noirs non hispaniques et les hispaniques. Les autres communautés étant
très minoritaires, et très disparates, leur influence même conjointe dans la
composition de l'ensemble de la population est peu significative ; elles ne
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représentent qu'environ 2% des individus. Soit, au minimum, 3 fois moins que le
reste des communautés (blanche, noire et hispanique).
Tableau 8: distribution de la race des détenus
Recensement de 1960*
Race Prison**
Hispanique 4,73
Blanc 59,38
Noir 13,57
Autres races 2,32
*nombre d'observations : 1 208 462
**en pourcentage des répondants
Tableau 9 : distribution de la race des détenus
Recensement de 1970*
•  Race Prison**
Hispanique 4,46
Blanc 50,29
Noir 43,65
Autres races 1,61
*nombre d'observations : 1 208 462
**en pourcentage des répondants
Tableau 10 : distribution de la race des détenus
Recensement de 1980*
Race Prison**
Hispanique 9,97
Blanc 45,71
Noir 41,65
Autres races 2,32
*nombre d'observations : 1 208 462
**en pourcentage des répondants
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□ hispanique
■ blanc
■ noir
□ autres races
Graphique 3 ; distribution de la race des individus incarcérés (1960, 1970 et
1980).
Grâce au graphique 3, qui fait aussi une synthèse des trois recensements (1960,
1970 et 1980), on constate que la population carcérale est composée
majoritairement d'individus de race blanche (non hispaniques, environ 47,4%) et
d'individus de race noire (non hispanique, environ 41,4%). De fait, sur l'ensemble
des recensements, la proportion des Blancs en liberté (78,89%) est largement
supérieure à celle de la même race parmi les détenus. Du côté des noirs, leur
proportion des individus en prison est plus de trois fois supérieure à celle des
individus en liberté (12,45%).
Bien qu'on note une présence plus accrue des hispaniques entre 1960 et 1980 ;
augmentation de plus de 5 points de pourcentage. S'il fallait mesurer le
phénomène de criminalité par le niveau d'emprisonnement, on serait alors en droit
de penser que parmi cette population des 16 à 25 ans, les individus de race
blanche (non hispanique) et noire (non hispanique) participent le plus à la
recrudescence de la criminalité. Sur l'ensemble des recensements, les Noirs et les
Blancs sont à la fois les plus nombreux parmi les individus en liberté (91,34% à
tous les deux) et parmi les détenus (88,86% à tous les deux).
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Pour autant, on observe une tendance haussière alarmante chez les Noirs non
hispaniques. En effet, entre 1960 et 1980, la proportion de détenus noirs (non
hispaniques) s'est accrue de plus de 8 points de pourcentage ; passant de 33,56%
en 1960 à 41,65% en 1980. Dans le même temps, selon le recensement de 1960, la
proportion des Noirs en liberté (10,86%) était trois fois moins élevée que celle des
Noirs incarcérés.
La proportion de noirs en prison est souvent presque 4 fois plus élevée que celle
des noirs en liberté. Par exemple, les noirs en liberté en 1970 représentent 11,33%
de la population en liberté et 43,65% de la population carcérale. Les Noirs sont
mieux représentés parmi les détenus que parmi la population en liberté.
D'un autre côté, les individus blancs (non hispaniques) ont vu leur population
carcérale baissée de plus de 13 points de pourcentage parmi l'ensemble des
détenus entre 1960 (59,38%) et 1980 (45,71%). De même, la proportion des
Blancs en liberté sur l'ensemble de la population en liberté a connu cette même
tendance. Les Blancs représentaient 84,28% de la population en liberté en 1960, et
77,29% de cette même population en liberté en 1980.
Par ailleurs, la proportion de détenus hispaniques s'est accrue de plus de 5 points
de pourcentage entre 1960 et 1980; bien qu'elle ait très légèrement baissé en
1970 (de 0,27 points de pourcentage en moins). Aussi bien dans la masse
d'individus en liberté que dans la population carcérale, la représentativité des
hispaniques est très faible.
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3.3.5. Lieu de résidence
Pour l'ensemble de l'échantillon (1960 à 1980), il n'a pas été possible de recueillir
au moins d'une majorité des répondants que chacun indique s'il habitait en zone
rurale ou en zone urbaine. Toutefois, à partir des trois recensements, on note que
dans la population en liberté 9,34% affirme vivre en zone rurale, contre 28,63%
en zone urbaine. Dans la population carcérale, 16,84% des individus affirment
vivre normalement en zone rurale, contre 19,42% en zone urbaine. Pour rappel,
les variables URBAN/RURAL définissent le lieu d'habitation du ménage/individu
au moment du recensement.
3.3.6. Compléter des années d'études et trimestre de naissance, chez
les 16 à 25 ans
12.00
11.00
Graphique 4 : Aimées d'éducation et saison de naissance, recensement de 1960.
Note : les trimestres de naissances sont notés au-dessus et en dessous des points
de la courbe.
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Graphique 5 : Années d'éducation et saison de naissance, recensement de 1970.
Note : les trimestres de naissances sont notés au-dessus et en dessous des points
de la courbe.
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Graphique 6 : Années d'éducation et saison de naissance, recensement de 1980.
Note : les trimestres de naissances sont notés au-dessus et en dessous des points
de la courbe.
A partir des données du recensement de 1960, on constate, grâce au graphique 4,
que la cohorte des personnes nées entre le 2^""^ trimestre de 1934 et le 1^*^ trimestre
de 1944 ont fréquenté l'école secondaire mais, dans leur totalité, ne l'ont pas
complété.
Page I 53
Les individus nés durant le trimestre de 1944 abandonnent très vite l'école
secondaire ; avant leur année d'études. Pour eux, la moyenne des années
d'études complétées se situe autour des 8,68. Cela sous-entend qu'ils abandonnent
des études en cours de 9®""^ année d'études. Ayant eu 16 ans dès le 1" trimestre de
1960, année du recensement, beaucoup en ont profité pour abandonner l'école
secondaire. Les autres personnes nées un trimestre entre 1934 et 1943 ont déjà
eu la possibilité de stopper leurs études bien avant l'année 1960 ; elles avaient
plus de 16 ans'^ cette année-là. Quand tous les individus de la cohorte'^ dépassent
l'âge de 16 ans, ils semblent de moins en moins enclins à s'arrêter en cours
d'études secondaires, même si aucuns ne terminera ce cursus. Pour preuve, ceux
qui ont 24 ans en 1960, nés au 1^"^ trimestre de 1935, ont quand même complétés
leur 1 année d'études; même si la moyenne des années d'études complétées de
11,27 suggère que certains individus ont décroché en cours de IL*"^ année
d'études.
Si nous nous mettons à comparer le niveau d'études d'individus nés la même
année, mais à des trimestres différents, on observe des tendances bien
particulières. Par exemple, les individus nés le 1®"^ trimestre, entre 1941 et 1942,
complètent plus d'années du secondaire que ceux qui sont nés la même année à
des trimestres différents ; en 1960, ceux qui sont nés le trimestre de l'année
1942 ont 10,30 années complétées contre 10,15 pour le et 3^""^ trimestre, et
10.11 pour le 4^""^ trimestre. Parmi les personnes nés entre 1938 et 1941, la
différence d'années d'études est à la fois favorable à l'un, ou équivalente à l'autre,
en ce qui concerne ceux dont la date d'anniversaire se situe au 1®"^ trimestre, et le
Au moins 16 ans et 1 jour, en fonction de leur date d'anniversaire.
" Entre le trimestre de 1934 et le 4®"'° trimestre de 1943.
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reste. Par contre, parmi ceux qui sont nés les 3 derniers trimestres de l'année, on
constate que les personnes nées le 4^™ trimestre, qui complétaient timidement
leurs études au départ, réduisent leur retard sur les autres. Les individus nés entre
1935 et 1937 au 4^™ trimestre complètent plus d'années d'études que ceux qui
sont nés dans les autres trimestres durant cette période ; en 1935, 11.50 d'années
d'études complétées contre 11.39 pour le 3^™^ trimestre, 11.33 pour le 2®™
trimestre et 11.27 pour le trimestre. Ce descriptif confirme les attentes que
nous avions en choisissant le trimestre de naissance comme instrument ; on
s'attendait à ce que ceux nés dans le 4^""^ trimestre obtiennent plus d'éducation que
ceux nés dans le L"" trimestre qui suivrait.
Pour rappel, les individus nés au trimestre d'une année donnée sont par essence
plus âgés que ceux qui sont nés le reste des trimestres de cette même année. On
peut donc conclure que sur la durée, entre individus nés la même année, ce sont
ceux dont la date d'anniversaire se situe au 4^'"'' trimestre qui font de plus longues
années d'études ; en somme, ceux qui sont nés le trimestre complètent moins
d'années d'études que les autres. Sur l'ensemble de la cohorte, personnes nées
entre 1934 et 1944, en tenant compte des différences de trimestres de naissance,
les plus jeunes, nés entre le 2™^ et le 4^""^ trimestre démarrent plus difficilement
les études secondaires, mais terminent mieux que ceux nés le trimestre ; peut-
être que cela est dû à un problème d'adaptation. Car, par la suite, ils vont plus loin
dans les études que ceux qui sont nés le trimestre.
Toute cette tendance générale tirée du recensement de 1960 se vérifie toujours
dans les données des recensements de 1970 et 1980. En comparant les cohortes
d'individus nés la même année entre elles, on se rend compte que les individus
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nés le 1^"^ trimestre complètent à la longue moins d'années d'études que les
individus nés le reste des trimestres de la même année. Parmi ceux qui sont nés en
1953, les individus nés au l*^"^ trimestre ont complété en moyenne 9.73 années
d'études, contre 9.59 années d'études pour le 2®""^ trimestre, 9.51 pour le 3^*"^
trimestre et 9.26 pour le 4®"*^ trimestre. Tandis que parmi ceux qui sont nés en
1944, les individus nés au 1^' trimestre ont complété en moyenne 8.68 années
d'études, contre 12.22 années d'études pour le 2^""® trimestre, 12.26 pour le 3^""^ et
le 4^""^ trimestre.
Dans la même tendance, parmi ceux qui sont nés en 1963, les individus nés au 1®"^
trimestre ont complété en moyenne 9.72 années d'études, contre 9.65 années
d'études pour le 2'^'"^ trimestre, 9.58 pour le 3^""^ trimestre et 9.21 pour le 4^*"^
trimestre. Tandis que parmi ceux qui sont nés en 1964, les individus nés au 1®"^
trimestre ont complété en moyenne 8.79 années d'études, contre 12.52 années
d'études pour le 2^™ trimestre, 12.53 pour le 3^""^ trimestre et 12.57 pour le 4^™
trimestre.
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3.3.7. Niveau d'éducation
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Graphique 7: Études maximum complétées chez les 16 à 25 ans (1960, 1970 et
1980), population carcérale et en liberté.
De notre échantillon, grâce au graphique 7 ci-dessus, nous constatons qu'il existe
une plus forte proportion d'individus dont le niveau d'études maximum est le
secondaire.
Parmi la proportion d'individus en liberté, 39.63% a complété au maximum des
études secondaires, et environ 28% des études post-secondaires. Tandis que
26.33% de la population carcérale a complété au maximum des études
secondaires, et environ 8% des études post-secondaires. Parmi ceux qui ont
complétés au maximum des études post-secondaires, la proportion d'individus en
liberté est au moins trois fois plus élevée que celle des détenus. La population
carcérale, qui représentent moins de 1% de l'ensemble de la population, a une
proportion plus faible d'individus ayant complétés au maximum des études
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assorties d'un diplôme par rapport à la population en liberté. A la lumière de ces
chiffres, on constate que ceux qui sont diplômés ont moins de chance de se
retrouver en prison.
Quand on regarde aux études complétées au maximum avant la 12^"'^ année
d'études, on constate une tendance inverse. Par rapport à la population en liberté,
ce sont les détenus qui ont, en leur sein, les plus fortes proportions d'individus
n'ayant jamais au moins obtenu de diplôme secondaire. Ces proportions sont
même par moment 10 fois plus grandes celles de la population en liberté. Par
exemple, ils sont 1,41% de la population en liberté avoir juste complété leur u®*"®
année d'études contre 14,28% parmi la population carcérale. Ces derniers chiffres
doivent s'expliquer par le fait que durant la 1 année d'études, la majorité des
étudiants doit avoir atteint les 16 ans minimum donnant le droit légal
d'abandonner des études. Certains usent donc de ce droit quand d'autres décident
de continuer des études plus longues. La très faible proportion (1,41%) de la
population en liberté qui a juste complété la année d'études semble
confirmer cette hypothèse ; nombreux sont ceux qui choisissent de continuer des
études au-delà de cette 1 année.
Si nous considérons l'ensemble de la population, ils sont plus de 60% qui ont
complété au maximum des études secondaires (39,56%) et post-secondaires
(27,91%). Pourtant, par rapport aux détenus, la population en liberté est à la fois la
plus nombreuse (environ 99% de l'ensemble de la population) et celle qui a la
plus forte proportion d'individu ayant complété des études assorties d'un diplôme.
Il semble donc exister une forte corrélation entre le fait de ne pas posséder de
diplôme et le fait qu'on puisse se retrouver en prison.
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3.3.7.1. Dernière année d'études comvlétée. selon le sexe
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Graphique 8: distribution des études maximum complétés par les 16 à 25 ans
(1960, 1970 et 1980, chez les hommes.
Le graphique 9 ci-dessus illustre à la fois le nombre d'année maximum de
scolarité fait par les hommes âgés entre 16 et 25 ans, et le phénomène d'abandon
des études. Notre échantillon stipule que la IS^'"^ année est la dernière année
d'études complétée par ces hommes; ce qui devrait correspondre à des études
post-universitaires. En effet, plus les bâtons de l'histogramme sont de faibles
hauteurs au début de la distribution, plus cela traduit le fait qu'une grande
majorité de la population passe encore plus de temps dans le système éducatif. En
effet, si nous avons une faible proportion d'individus qui choisit d'arrêter les
études au niveau primaire, cela signifie qu'il y en beaucoup plus qui continue plus
loin ; au moins jusqu'au secondaire.
En général, un étudiant termine son cycle secondaire vers l'âge de 18 ans''^ (cela
dépend de l'âge d'entrée aux études) ; 6 ans étant l'âge minimum pour débuter au
primaire. D'un État à un autre, entre 1960 et 1980, l'âge minimum obligatoire
' cf. INFO USA du département d'État américain.
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autorisé pour tout abandon des études varie entre 16 et 18 ans'^. Le secondaire est
donc souvent le niveau d'étude maximal que peut imposer un état américain à ses
étudiants.
Dans le graphique 9, on constate que la proportion d'hommes qui ont n'ont pas au
moins complétés la 1"^ année d'études et ceux qui n'ont pas pu atteindre le niveau
secondaire (en dessous de la 6^""^ aimée d'études), n'atteint pas 1%, dans le cas
d'individus en liberté. Et même dans le cas de ceux qui n'ont complété que la 1ère
armée du secondaire (6ème année d'études). Par contre, dans la population
carcérale, 1% des hommes entre 16 et 25 ans n'ont pas atteint le cycle primaire.
Pour le reste, avant le secondaire, le niveau d'étude de la population carcérale
n'atteint pas 1% avant la dernière armée du primaire (S®""® armée d'études) ; par
contre, cette barre des 1% est atteinte durant la dernière année du primaire. Au fur
et à mesure des années du secondaire, le taux de décrochage va augmenter ; entre
la 6^*"^ armée et la armée, la proportion d'hommes libres qui abandonnent
leurs études varie entre 1 et 8% ; du côté des prisonniers, ces chiffres se
transforment au moins par le double de ces valeurs. Excepté à la 9ème année
d'études qui était pour 1,71% la dernière année d'études complétées. Nous ne
saurions trop expliquer ce paradoxe.
Un individu débute son secondaire entre l'âge de 11 ans et de 12 ans ; donc vers la
10^""^ armée d'études, nombreux sont ceux qui ont déjà atteint déjà atteint l'âge
autorisé pour abandonner les études. On peut constater l'ampleur du phénomène
de décrochage scolaire entre la armée à la armée d'études pour les
individus en liberté. Par contre, une année avant la dernière année du secondaire.
" U.S Office of Education, Digest of Education Statistics (Washington, DC: GPO, various years).
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cette tendance au décrochage ralentit. Ainsi, pour les individus libres, on note que
13,26% choisissent de juste compléter la 10®*"^ année d'étude; ils deviennent
moins nombreux à compléter la 11™^ année d'études, soit 12,79% des 16 à 25
ans. Ceci doit s'expliquer psychologiquement ; certains doivent se dire que cela
ne vaut pas la peine d'arrêter si près du but.
Le même phénomène se produit chez les détenus ; environ 19% ne complètent
que la année d'études, puis 16,42% complètent la 11^"^ année d'études.
Mais, c'est la 12^""^ année d'études (fin des études secondaires) qui enregistre la
plus forte proportion des individus qui complètent leurs études ; 33,72% pour les
individus libres et 30,29% pour les individus incarcérés. Après la 12®*"® année
d'études, la proportion d'individus en liberté qui complètent une année de plus
atteint les 8,21% à la 13®""® année d'études, puis s'étiole fortement pour atteindre
0,45% à la 18®""® année d'études. Toutefois, ces chiffres représentent au moins le
double des années supplémentaires d'études complétées par des hommes
incarcérés.
Les hommes incarcérés sont ceux qui ont abandonnés des études plus vite. Ce qui
devrait s'expliquer en partie par le fait qu'ils sont impliqués, outre les études
durant la période précédant l'incarcération, dans des activités illicites. D'autres
raisons peuvent expliquer cet abandon ; les problèmes financiers, le fait d'être issu
d'une famille explosée et autres.
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Graphique 9 : Dernière année d'études complété par les 16 à 25 ans (1960, 1970
et 1980), chez les femmes.
L'analyse du graphique 10 nous montre un phénomène qui va à l'opposé des
croyances que l'on pourrait avoir sur le lien entre la criminalité et l'éducation ; on
admet qu'un individu moins éduqué a plus de chances de terminer en prison qu'un
autre plus éduqué.
Dans le cas des femmes âgées de 16 à 25 ans, on observe que la proportion des
femmes en prison qui a complété des études est bien plus grande, jusqu'à la 1
année d'études, que dans le cas de femmes en liberté. 11 est vrai que la proportion
des femmes détenues qui n'ont complété aucune année d'études est presque 4 fois
(4.23%) plus grande que celle des femmes en liberté (0.57%). Pendant que la
proportion des femmes en liberté complétant des années d'études n'atteint même
par 1% jusqu'à la 8^™® année d'études, celle des femmes incarcérées l'atteint déjà
dès la 6®""^ année d'études (1,09%). A partir de cette 8^""^ année, de plus en plus de
femmes vont abandonner des études, en choisissant de compléter seulement les
années d'études avant la fin du secondaire. Dès la 10^""^ année d'études, qui
devrait traduire la période d'âge légal d'abandon des études, de plus en plus de
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femmes en liberté arrêtent les études ; elles sont environ 13,24% à compléter et à
partir, contre 7,81% à la 9'^'"® année d'études. Selon l'âge d'entrée aux études, à la
lOème année d'études, les élèves devraient avoir les 16 ans leur permettant
d'abandonner les études s'ils le veulent.
Par contre, les détenues sont presque aussi nombreuses à avoir compléter leurs
études entre la 9^™^ année (12,44%) et la 10^™^ année d'études (13,89%). Mais, la
12^""^ année d'études (fin du secondaire) est certainement celle où il y a une plus
forte proportion de femmes qui choisissent d'arrêter leurs études après leur
diplôme. Ainsi, 37,54% des femmes en liberté contre 27,78%, arrêtent leurs
études après la fin du secondaire. La proportion des femmes en liberté qui
décrochent après le secondaire est légèrement plus élevée que celle des hommes ;
37,54% pour les femmes contre 33,72% pour les hommes.
Sur un plan global, la proportion de femmes en liberté, que celles incarcérées, qui
ont complétées des études post secondaires est bien plus grande (respectivement
25,89% et 11,71%) que pour leurs homologues hommes; 24,47% pour les
hommes libres, et 9.02% pour les détenus. Par contre, quand on y regarde de plus
près, on se rend qu'après la 16^*"^ année d'études, une proportion moins grande de
femmes complète des études; 0,83% parmi les femmes en liberté contre 1,11%
chez les hommes libres, pour année d'études, et 0% parmi les détenues
contre 0,18% chez les hommes incarcérés. La même tendance se retrouve à la
18^""^ année d'études.
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3.3.7.2. Dernière année d'études complétés, selon la race
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Graphique 10 : Selon la race, Dernière année d'études complétée par les
individus en liberté âgés entre 16 et 25 ans (1960, 1970 et 1980).
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Graphique 11 : Selon la race, dernière année d'études complétée par les
individus incarcérés âgés entre 16 et 25 ans (1960, 1970 et 1980).
D'une manière générale, le graphique 11 et le graphique 12 montrent que le
secondaire est le niveau d'étude où se concentre la plus grande proportion
d'individu, aussi bien pour des individus en liberté que pour ceux qui sont
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incarcérés. Plus spécifiquement, nous nous rendons compte ici que terminer le
secondaire, ou aller au-delà, est une réalité qui diffère d'un groupe racial à un
autre. Quand un groupe est fortement représenté à un niveau d'étude donné, cela
signifie quelque part que ce groupe décroche difficilement à des études avant
l'année d'études désignée.
Quand nous regardons aux individus blancs'^ en liberté, on constate globalement
que 36,98% de ce groupe n'a pas complété d'études secondaires. Ce qui
représente presque la moitié de la proportion d'individus blancs incarcérés
n'ayant pas complété d'études secondaires (61,19%). Entre la 9^""^ année (7.58%)
et la 10^™^ année d'études (12,69%), il y a eu un bond de plus de 5 points de
pourcentage. Cette augmentation doit être liée au moment où de nombreux
étudiants atteignent l'âge minimum leur permettant d'abandonner leurs études.
Après, la proportion d'individus blancs en liberté qui atteint la année
d'études et au-delà débute à 8,84%, puis s'effrite jusqu'à la année d'études à
0,4% de la population blanche ayant un âge entre 16 et 25 ans. De la 13*^™ année à
la année d'études, la proportion de détenus blancs ayant complété des études
est au moins deux fois moins grandes que celle des individus blancs en liberté.
Quant aux individus noirs en liberté ou en incarcération, ils ont globalement des
proportions moins importantes que celles des personnes de race blanche, dans des
niveaux d'études post secondaires ; et plus importantes dans des niveaux d'études
en dessous du diplôme secondaire. Pour autant, ceux qui sont en liberté ont une
proportion moins grande d'individus n'ayant pas complété d'études secondaires
Quand nous parlerons de la communauté blanche ou noir, nous ne tenons pas compte des
blancs hispaniques ou des noirs hispaniques. Ici, hispaniques renvoie d'abord à la communauté,
et pas à la couleur de peau.
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(49,88 %) par rapport aux détenus (69,51%). Concernant les diplômés du
secondaire, ils sont 32,27% parmi les Noirs en liberté et 23,06% parmi les
détenus. Ce qui veut dire que la proportion des détenus noirs n'ayant pas de
diplôme du secondaire est au moins deux fois plus élevée que celle des noirs en
liberté ayant un diplôme du secondaire. Etre en prison et être moins éduqué
apparaît fortement corrélé, avant même de faire tout test statistique. Au-delà de la
12^""^ année d'études, cette hypothèse est encore plus appuyée. Juste en
considérant les 7,34% de Noirs en liberté qui ont complété la 13^™ armée
d'études, on se rend compte qu'ils représentent presque l'ensemble des détenus
noirs qui ont complété des années d'études entre la 13^""^ et la 18®^™.
Pour autant les hispaniques en liberté sont 56,82% à n'avoir pas complété le
secondaire. Contre 73,20% pour les détenus hispaniques. Ces derniers
représentent presque deux fois, dans les proportions, la part d'hispaniques en
liberté qui a complété le secondaire (27,85%). Bien que les détenus hispaniques
ont complété le secondaire pour 21% d'entre eux. On remarque que cette
communauté enregistre des taux de non diplomation par rapport aux blancs
comme aux noirs. Cette différence doit s'expliquer en grande partie par le
phénomène d'immigration. C'est une communauté qui regorge de nouveaux
venus aux États-Unis, souvent mal insérés au système éducatif et au monde du
travail.
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3.3.8. Probabilité d'emprisonnement et saison de naissance chez les
16 à 25 ans
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Graphique 12 : Probabilité d'emprisonnement et saison de naissance,
recensement de 1960.
Note : Les trimestres de naissances sont notés au-dessus et en dessous des points de la
courbe, par des chiffres allant de 1 (1er trimestre) à 4 (4ème trimestre)
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Graphique 13 : Probabilité d'emprisonnement et saison de naissance,
recensement de 1970.
Note : Les trimestres de naissances sont notés au-dessus et en dessous des points de la
courbe, par des chiffres allant de 1 (1er trimestre) à 4 (4ème trimestre)
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Graphique 14 : Probabilité d'emprisonnement et saison de naissance,
recensement de 1980.
Note : Les trimestres de naissances sont notés au-dessus et en dessous des points de la
courbe, par des chiffres allant de 1 (1er trimestre) à 4 (4ème trimestre)
Grâce aux données du recensement de 1960, le graphique 13 montre par exemple
que parmi les individus nés entre 1939 et 1943, ceux dont la date de naissance se
situe au 1^"^ trimestre ont une probabilité d'être emprisonné plus grande que celle
des personnes nées dans les autres trimestres ; la comparaison étant faite entre
individus nés la même année.
Avant cette cohorte de naissance entre 1938 et 1943, précisément pour ceux nés
entre 1935 et 1938, les plus personnes moins âgées qui ont une probabilité
d'emprisonnement plus grande que celle des plus âgées nées la même année ; par
exemple, parmi les personnes nées en 1936, cette probabilité est de 0,00706 pour
celles nées au 1^"^ trimestre, et 0,00830 pour celles nées au 3'^""^ trimestre.
Cependant, il faut relativiser un peu ces résultats, si nous considérons qu'entre
individus nés la même année ceux qui sont nés durant le premier trimestre sont
" En fonction du trimestre de naissance.
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plus âgés que le reste du groupe né dans les autres trimestres. De ce fait, on peut
dire que dans les données, lorsque nous disons qu'une cohorte née au 1^"^ trimestre
a une probabilité plus grande d'être emprisonné, nous voulons dire par là que dans
les autres trimestres, aucune probabilité n'est plus élevée. La comparaison sera
toujours faite entre les individus nés le trimestre et le reste des trimestres d'une
même année de naissance.
A partir de 1944 jusqu'en 1953, graphique 14, la prépondérance de la cohorte née
un trimestre dans la probabilité d'emprisonnement est assez mitigée. Les
individus nés un trimestre ont bien plus souvent (environ 7 fois sur 11) une
probabilité d'emprisonnement plus élevée que celle des autres nés la même année
qu'eux, mais dont le mois de naissance se situe dans les autres trimestres. Par
contre, une tendance se dégage; plus les individus sont jeunes'®, plus la
probabilité d'emprisonnement des personnes nées un trimestre est plus grande
que celle des personnes nées le reste des trimestres.
Au début de la cohorte, parmi les personnes nées en 1944, la probabilité
d'emprisonnement est de 0,00059 pour les individus nés le trimestre, de 0,0054
pour ceux du 2^*"^ trimestre, de 0,0072 pour ceux du trimestre et de 0,0057
pour ceux du 4®""^ trirnestre. Par moment, comme pour les individus nés en 1948,
la tendance change légèrement ; 0,0067 pour ceux nés le trimestre, 0,0069 pour
ceux nés au 2™^ trimestre, 0,0058 pour ceux du 3^*"^ trimestre, et 0,0064 pour
ceux du 4^""® trimestre. Mais, la tendance reste la même ; dans la cohorte 1944-
1953, c'est de plus en plus parmi les plus jeunes que la probabilité
Selon leur année de naissance et non selon la comparaison par trimestre de naissance entre
individus nés la même année.
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d'emprisonnement est plus grande entre des individus nés au 1^"^ trimestre et ceux
nés dans l'un des autres trimestres de la même année de naissance. On se rend
compte que c'est même la tendance qui se dégageait aussi entre les individus nés
entre 1934 et 1943.
Le recensement de 1980 ne viendra pas démentir cette constatation générale. Au
début de la cohorte de naissance 1954-1963, précisément entre 1954 et 1957, les
personnes nées un 1®"^ trimestre ont une probabilité d'emprisonnement plus basse
par rapport à celles qui sont nés dans au moins un des trimestres restants de la
même année de naissance. En 1956, par exemple, les individus nés un l®"^ trimestre
ont une probabilité d'emprisonnement de 0,0069, contre 0,0058 pour ceux du 3^™
trimestre, 0.0070 pour ceux du 2^™ trimestre et 4^™^ trimestre. Dès 1958 jusqu'en
1963, ce sont ceux qui sont nés un trimestre qui ont une probabilité
d'emprisonnement plus élevée ; en 1958, la probabilité était de 0,0073 pour ceux
nés au trimestre, 0,0065 pour ceux du 2^""^ trimestre, 0,0061 pour ceux du 3®"®
trimestre et 0.0067 pour ceux du 4®""® trimestre. En 1963, cette probabilité est de
0,0009 pour ceux nés le 1®"^ trimestre, 0,007 pour ceux qui sont nés au 2®™®
trimestre, 0,0006 pour le 3^"® trimestre et 0,003 pour le 4®""® trimestre.
Finalement, des 3 recensements, on peut tirer deux enseignements. Le premier est
qu'entre individus nés la même année, durant le début de l'adolescence, ce sont
ceux qui sont nés un 1®"^ trimestre qui ont une probabilité d'emprisonnement plus
élevée que celle des autres individus nés durant le reste des trimestres de la même
année de naissance. Plus les individus vont vieillir en années, plus les plus jeunes
en trimestre de naissance vont prédominer sur le 1®"^ trimestre. Le deuxième
enseignement est que cette probabilité d'emprisonnement a fortement baissé en
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valeur, entre le recensement de 1960 et celui de 1980. Par exemple, en 1935, pour
des individus nés un trimestre 0,00494 de probabilité, et en 1963, 0,0009 de
probabilité d'emprisonnement. Nous remarquons que moins un individu est âgé,
en année de naissance, moins sa probabilité d'emprisonnement est élevée. Les
individus ayant 25 ans, en 1980, selon le recensement, ont une probabilité
d'emprisonnement plus grande que ceux qui ont l'âge de 16 ans la même année.
Il se peut la différence d'années d'études complétées crée des frustrations ou un
sentiment de complexe chez les individus nés un trimestre. Une décision
d'abandonner les études peut s'en suivre. A la sortie de l'école, les jeunes doivent
alors faire face à la nécessité de se prendre en main financièrement. Mais, leurs
faibles années d'études les handicapent sur le marché du travail. De nouvelles
frustrations peuvent alors naitre. Si le jeune n'a pas de débouchés, il peut alors
être plus tenté de se faire de l'argent illégalement dans la rue. Toutefois, ce lien
entre frustration, abandon scolaire et criminalité pourraient s'avérer possible avec
des individus nés durant les autres trimestres. Les individus nés un trimestre
sont juste ceux qui ont le plus des dispositions à participer à une activité
criminelle à cause de l'oisiveté dans laquelle ils peuvent sombrer suite au
décrochage scolaire.
Page I 71
4. RESULTATS
4.1. RÉGRESSION PAR LES MOINDRES CARRÉS ORDINAIRES (MCO)
Il s'agira dans cette section de régresser la prison sur de potentielles variables
explicatives, afin de mesurer le degré de significativité de ces dernières. Les
femmes ne seront pas prises en compte dans cette régression car leur participation
est faible dans la criminalité. Nous émettrons 3 hypothèses quant au seuil de
risque ; 5%, 1% et 0,1%. Ces différents seuils seront respectivement représentés
par une étoile, deux étoiles et trois étoiles. Nous fixons le seuil de risque de notre
étude à 5%. Dans ce contexte, deux types d'erreurs nous guettent. Celle de rejeter
l'hypothèse nulle alors qu'elle est vraie (erreur dite de première espèce) ; situation
qui se produit si nous fixons un seuil trop bas. Et l'erreur de ne pas rejeter
l'hypothèse nulle alors qu'elle est fausse (erreur dite de seconde espèce) ; situation
qui se produit quand nous fixons un seuil de risque trop bas.
Variables
éducation
ageq
f* hispanique
coefficients
-0,00301***
~(0,Ô0015)
0,00004
(0,00002)
(000072)
oir
(0,00160)
^-0,0007fg
(0.00171)
Les écarts-types sont représentés entre parenthèses.
Tableau 11 : Régression par MCO de la prison sur des variables explicatives,
1960.
Note : Les variables binaires pour les années sont inclus dans les régressions, mais pas
dans les tableaux 11, 12 et 13.
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Variables
j urbain
BÎvISWki
coefficients
(0.00010)
"(oTooooi)"
-0.00945***^
(0.00046)__
M)252M*^
(0.00093)
ispaniQue d.O()dO
(0.00079)
Les écarts-types sont représentés entre parenthèses.
Tableau 12 : Régression par MCO de la prison sur des variables explicatives,
1970.
Variables coefficients
éducation
ageq
-0.00355***!
(0.00008)
0.00002*J'g|
(0.00001)"
100382*^
(0.00025)
(0.00060)
^50î92*'f
(aooo5i7
Les écarts-types sont représentés entre parenthèses.
Tableau 13 : Régression par MCO de la prison sur des variables explicatives,
1980.
La régression par MCO de la prison sur des variables explicatives montre que
tous les coefficients sont significatifs. Notre estimation ne supporte pas
l'hypothèse selon laquelle les coefficients seraient nuls.
Tout comme on l'avait vu dans la revue de littérature, il est possible que
l'estimation des effets de l'éducation soit biaisée par le fait qu'il dépende de
variables omises ou non observables comme l'habilité ou l'environnement
familial. Il devrait y avoir un problème d'endogénéité qui empêche d'estimer
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correctement nos paramètres. A priori, la variable qui doit être corrélée au terme
d'erreur est l'éducation. Ce biais affecte sûrement la valeur des coefficients de nos
variables.
Pour contourner ce problème, nous allons par la suite utiliser la saisonnalité
comme instrument. Parce que nous en avions déjà parlé précédemment, nous
allons pouvoir ne pas réexpliquer la méthode.
4.2. PERTINENCE DES INSTRUMENTS CHOISIS
Nous allons tester la saisonnalité comme instrument pour exprimer le niveau
d'éducation. A cet effet, nous régresserons le niveau d'éducation sur les
instruments correspondants, et d'autres variables explicatives afin de vérifier le
degré de significativité de ces instruments ; le produit croisé de l'année de
naissance et le trimestre de naissance de chaque personne née durant une année
donnée.
La régression que nous avons faite porte sur l'éducation sur les instruments et
d'autres variables qui peuvent être corrélées avec la variable dépendante. Ces
autres variables sont par exemple : âge au carré, noir, hispanique, la région de
domiciliation et l'année de naissance. Nous nous sommes concentrés sur les
individus de sexe masculin, car la participation criminelle des femmes n'apparait
pas importante au vue de notre statistique descriptive. Par la suite, un test de
significativité a été effectué pour analyser la valeur de la statistique-F et
l'interpréter ; ce test consiste à émettre l'hypothèse que les coefficients des
variables trimestres de naissance sont égaux à zéro, en fonction d'autres variables
de contrôle.
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Bien que dans les faits nous ayons plusieurs instruments, en réalité nous utilisons
qu'un seul instrument : le trimestre de naissance ; en pratique, il produit 30
variables instrumentales. Il est donc possible de tester la validité des instruments
et de faire le test de puissance des instruments grâce au test-F. Autrement dit, nous
observerons par ce test le degré de corrélation entre le trimestre de naissance et le
niveau d'éducation.
Une statistique-F largement au-dessus de la valeur 10 (qui est beaucoup plus
élevé que le seuil à 95%) indiquerait que les instruments sont forts ; et le contraire
si cette statistique-F est en dessous de 10. Si notre instrument s'avère faible, donc
faiblement corrélé à la variable endogène EDUCATION, alors cela signifiera que
notre estimateur est biaisé pour de petits échantillons; où « petits » est très relatif.
Toutefois, comparativement au MCO, l'utilisation de variables instrumentales est
mieux adaptée si la corrélation entre la variable endogène et le terme d'erreur est
réduite.
Les résultats sont synthétisés dans les lignes qui vont suivre, selon le recensement.
On choisit, comme souvent en statistique, un niveau de confiance de 95%; soit un
seuil de risque de 5%, qui correspond à la probabilité de ne pas accepter
l'hypothèse nulle alors qu'elle est vraie.
Test F (Homme)
Urbain Prob>F
Recensement de 10,77
1960 F(29, 115727) 0.0000
Recensement de
1970
58,43
F (29, 330703)
0.0000
Recensement de
1980
410.88
F (29, 1267218)
0.0000
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Tableau 14 : Test F pour les valeurs jointes des variables binaires de l'année et du
trimestre de naissance, selon le sexe (1960, 1970 et 1980).
Lorsque nous testons la signifieativité de nos instruments, on constate, grâce au
tableau 14, qu'ils sont significatifs dans le cas où nous utilisons la variable
URBAN. Pour précision, le nombre de degré de liberté qui est de 29 au lieu de 30
s'expliquent par le fait qu'entre chaque cohorte d'individus, le trimestre d'une
année de naissance donnée se retrouve dans la cohorte précédente. Ce qui fait que
le trimestre de la année d'une cohorte n'est pas complet ; et donc la 1^*^^
aussi n'est pas complète. D'où 29 instruments au lieu des 30 qui sont créés.
Avec les données du recensement de 1960, la valeur de la statistique-F est
largement supérieure au seuil de risque de 5% et légèrement supérieure à la
valeur 10 que nous nous étions fixé pour affirmer si un instrument était jugé fort.
On rejette donc l'hypothèse que nos variables instrumentales soient égales à zéro.
De plus, la p-value (Prob>F) est égale à zéro, donc en dessous du seuil de risque ;
ce qui confirme la signifieativité de nos instruments.
Avec les données du recensement de 1970, la valeur du test de Fisher est non
seulement supérieure au seuil de risque de 5%, mais il est largement à la valeur
10; les valeurs de ce test sont au moins dix fois plus élevées que ce seuil. On
rejette donc l'hypothèse que nos variables instrumentales soient égales à zéro. De
plus, la p-value (Prob>F) est égale à zéro, donc en dessous du seuil de risque ; ce
qui confirme la signifieativité de nos instruments.
Avec les données du recensement de 1980, la valeur du test de Fisher est
largement supérieure au seuil de risque de 5% ; les valeurs de ce test sont au
moins 70 fois plus élevées que ce seuil. On rejette donc l'hypothèse que nos
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variables instrumentales soient égales à zéro. Pour autant, il faut bien admettre
que ces chiffres très élevés du niveau du test sont surprenants ; nous n'en
saisissons pas la cause. Malgré tout, la p-value (Prob>F) est égale à zéro, donc en
dessous du seuil de risque ; ce qui confirme la significativité de nos instruments.
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4.3. COMPARAISON DES MCO AVEC LES DMCO
Tout le long de notre revue littérature, nous avons vu que moins un individu est
éduqué, plus il a de chance de participer à une activité criminelle. Certains auteurs
(Freeman [1991] [1996]) pensent même que cette activité criminelle a une forte
consonance raciale ; c'est-à-dire que certains groupes raciaux semblent plus que
d'autres liés aux activités criminelles. Cela serait dû par exemple à des différences
salariales, ou de qualité des écoles fréquentées. Nous allons donc tenter de voir
quels sont les effets de l'éducation, et de certaines variables de contrôle, sur les
comportements criminels probables de quelques groupes ethniques.
MCO VI/DMCO MCO VI/DMCO MCO Vl/DMCO
Noir Noir Blanc Blanc Hispanique Hispanique
éducation -0.00354*" 0.0238* -0.00285*** 0.00311 -0.00163*** -0.0113
(0.000560) (0.0119) (0.000157) (0.00309) (0.000453) (0.00612)
ageq 0.0000243 0.0000493 0.0000368* 0.0000292 -0.0000362 -0.0000511
(0.0000955) (0.000103) (0.0000171) (0.0000184) (0.000103) (0.000107)
urbain -0.0460*** -0.0778*** -0.00450*** -0.00861*** -0.0275*** -0.0158
(0.00460) (0.0149) (0.000633) (0.00229) (0.00661) (0.00937)
_cons 0.101 -0.152 0.0191 -0.0298 0.0292 0.106
(0.0622) (0.0981) (0.0109) (0.0240) (0.0269) (0.0565)
Obs. 12 296 12 296 97 950 97 950 4 469 4 469
ajusté 0.029 -0.156 0.009 -0.019 0.014 -0.064
test de
Hausman
X'(l) 3.979 2.387 4.123
p-value 0.0461 0.1223 0.0423
Les écart-types sont entre parenthèses
Le niveau de significativité est défini comme suit: * p<0.05, ** p<0.01, *** p<0.001
Ce tableau ne contient pas toutes les variables estimées. Pour retrouver les coefficients des autres variables,
voir Annexe.
Tableau 15 : différences entre l'estimateur MCO et l'estimateur DMCO, 1960.
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MCO VI/DMCO MCO VI/DMCO MCO Vl/DMCO
Noir Noir Blanc Blanc Hispanique Hispanique
éducation -0.00515*** -0.00464 -0.00227*** 0.000758 -0.00190*** 0.00985
(0.000415) (0.00838) (0.0000929) (0.00115) (0.000348) (0.00536)
ageq 0.000134* 0.000133* 0.0000265** 0.0000207* -0.0000736 -0.0000764
(0.0000589) (0.0000649) (0.00000868) (0.00000952) (0.0000434) (0.0000463)
urbain -0.0593*** -0.0598*** -0.00416*** -0.00600*** -0.0273*** -0.0365***
(0.00337) (0.00828) (0.000366) (0.000812) (0.00437) (0.00671)
_cons 0.0692*** 0.0653 0.0154*** -0.00857 0.0582*** -0.0259
(0.0174) (0.0621) (0.00238) (0.00880) (0.0148) (0.0369)
Obs. 36 729 36 729 275 735 275 735 14 177 14 177
ajusté 0.034 0.034 0.007 -0.001 0.018 -0.108
Test de Hausman
X'(l) 1.332 8.566 4.962
p-value 0.2484 0.0034 0.0259
Les écart-types sont entre parenthèses
Le niveau de significativité est défini comme suit: * p<0.05, ** p<0.01, *** p<0.001
NB : Ce tableau ne contient pas toutes les variables estimées. Poiu retrouver les coefficients, voir Annexe.
Tableau 16 : différences entre l'estimateur MCO et l'estimateur DMCO, 1970.
MCO Vl/DMCO MCO Vl/DMCO MCO Vl/DMCO
Noir Noir Blanc Blanc Hispanique Hispanique
éducation -0.0111*** 0.00733 -0.00268*** 0.00223*** -0.00173*** -0.00167
(0.000402) (0.00462) (0.0000807) (0.000660) (0.000167) (0.00423)
ageq 0.0000804* 0.0000468 0.0000125* 0.00000279 0.00000288 0.00000296
(0.0000373) (0.0000415) (0.00000634) (0.00000675) (0.0000292) (0.0000287)
urbain -0.0178*** -0.0201*** -0.00104*** -0.00201*** -0.00819*** -0.00820***
(0.00121) (0.00136) (0.000232) (0.000264) (0.000960) (0.000999)
_cons 0.0895*** -0.0641 0.0201*** -0.0208*** 0.0222* 0.0216
(0.0110) (0.0371) (0.00179) (0.00545) (0.00882) (0.0384)
Obs 159 108 159 108 981 753 981 753 96916 96916
ajusté 0.027 -0.012 0.006 -0.009 0.006 0.006
Test de Hausman
X^(l) 17.182 97.122 5.908
p-value 0.0000 0.0000 0.0151
Les écart-types sont entre parenthèses
Le niveau de significativité est défini comme suit: * p<0.05, ** p<0.01, *** p<0.001
NB : Ce tableau ne contient pas toutes les variables estimées. Pour retrouver les coefficients des autres
variables, voir Annexe.
Tableau 17 : différences entre l'estimateur MCO et l'estimateur DMCO, 1980.
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Les tableaux 17, 18 et 19 présentent les résultats d'estimation par Doubles
moindres carrés ordinaires (DMCO) pour des individus selon leur race ayant entre
16 et 25 ans sur différentes cohortes d'années de naissance, dans les 3 périodes de
recensement; 1960, 1970 et 1980. Dans ces tableaux, sont aussi présentés pour les
mêmes variables, leurs estimations par MCO afin d'en comparer les résultats.
On remarque dans les 3 tableaux que quand l'éducation est significative par
l'estimation DMCO, son coefficient est bien plus élevé que celui de l'estimation
par MCO. C'est le cas par exemple, pour le recensement de 1960, l'estimation par
DMCO de l'effet de l'éducation chez un noir donne un coefficient de 0,0238
contre -0,00354 pour l'estimation par MCO. Ce résultat par DMCO nous ferait
dire qu'une année supplémentaire d'éducation ferait croître la probabilité
d'emprisonnement chez les Noirs. Cette conclusion est peu probable. Il est
possible que nos résultats aient été biaisés par le fait qu'en prison, les détenus
puissent étudier s'ils le souhaitent ; exemple du programme GED qui vise à offrir
la possibilité aux détenus d'obtenir leur diplôme du secondaire. Ce qui aurait pour
effet de leur permettre d'acquérir un niveau d'études bien plus élevé que celui
qu'ils avaient au début de leur incarcération. La mise en place d'un tel programme
peut aussi expliquer pourquoi dans le graphique 9, plus haut, on constate que la
plus grande partie des détenus a complété au maximum le niveau secondaire.
Des données du recensement de 1960, si nous tentons d'exprimer la probabilité
d'emprisonnement, grâce à une estimation par MCO, nous constatons que le
coefficient de l'éducation (-0,00354) est significatif, chez les Noirs, avec une p-
value très faible; soit 0,001. L'interprétation de ce résultat étant qu'une année
supplémentaire d'éducation ferait décroître la probabilité d'emprisonnement d'un
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noir de -0,00354. Si cela est exact, nous devrions admettre, dans ce cas de figure,
que nous avons moins de 1% de chance d'attribuer nos résultats au hasard. Aussi
bien avec les données de 1970 que celle de 1980; les coefficients de la variable
EDUCATION sont aussi tous significatifs pour une p-value inférieur à 0,001. Nos
ajustés sont tous inférieurs de loin à 10%; ce qui signifie que nos variables
explicatives dans leur ensemble, n'expliquent que très faiblement les variations du
taux d'emprisonnement dans nos régressions par MCO. Par exemple, ce ajusté
est de 0,029, selon les données de 1960, si l'individu est de race noire et de 0,009
si la personne est de race blanche non hispanique.
Dès lors que nous instrumentons la variable EDUCATION, nous obtenons des
résultats différents par la méthode des variables instrumentales (IV/DMCO).
Contre toute attente, par la méthode IV/DMCO, l'efficacité de l'éducation sur la
probabilité d'être emprisonné est inexistante (0,00223), quand par MCO (-
0,00268) elle apparaît réelle. Avec la première approche MCO, une année
supplémentaire d'éducation nous donnait l'impression qu'elle réduirait la
probabilité d'emprisonnement de 0,00268. En utilisant IV/DMCO, on se rend
compte que le niveau d'éducation ne réduit pas cette probabilité
d'emprisoimement; le coefficient est positif. De plus, le signe des coefficients de
l'éducation change souvent quand on change d'échantillon. Par exemple, pour des
individus de race blanche, avec les données de 1980, le coefficient de l'éducation
est de -0,00268 par la méthode MCO, et de 0,00223 par IV/DMCO. De même,
qu'avec les données de 1960 pour les noirs, les résultats par IV/DMCO présentés
dans cet exemple doivent trouver leur explication dans les programmes de
formation disponibles en prison.
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Nous avons fait un test d'endogénéité'^ de la variable EDUCATION pour valider
le fait que nous l'instrumentions pour déterminer l'impact de nos variables
explicatives sur la possibilité d'être emprisonner ou non. La valeur de la p-value
dans ce test est généralement inférieur au seuil de 5%, ce qui confirme que notre
variable instrumentée est bien endogène. Par exemple, à partir des données de
1960, la p-value est de 0,0461 pour les noirs et 0,0423 pour les hispaniques. Par
contre, dans deux cas de figure, cette tendance ne se réalise pas. C'est le cas avec
les données de 1960, dont le test de Hausman^® donne une p-value de 0,1223 pour
les individus blancs, et avec les données de 1970 dont le test de Hausman donne
une p-value de 0,2484 pour les individus noirs. Le fait que ces p-Value soient
largement supérieur à 10% ne permet pas de rejeter l'hypothèse nulle pour ces cas
précis. Ce résultat est peut-être dû au fait que la variable testée soit exogène dans
ce cas, ou que les instruments ne soient pas appropriés pour ce cas de figure. Nous
n'expliquons pas vraiment par cela; une étude ultérieure pourrait approfondir le
sujet.
En utilisant la période de naissance comme instrument, on aurait pu s'attendre à
voir l'année de naissance être une variable fortement significative expliquant la
période dans laquelle un individu est vulnérable à se laisser aller à toute
participation criminelle, au détriment de faire des études. Mais, ceci n'est qu'une
supposition qui serait difficilement réalisable car nous utilisons la saisonnalité à
l'intérieur de la même année, et non l'année elle-même. Quelle que soit la race
des individus, par une estimation MCO, les coefficients de l'année de naissance
" Utilisation du test de Hausman
Ce test de Hausman, ou test d'endogénéité, va nous servir à spécifier les effets du niveau
d'éducation sur la probabilité d'emprisonnement.
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sont presque toujours significatifs, et constamment de signe positif; au moins pour
un seuil de risque de 0,1%. Par exemple, pour les données de 1980, chez un
individu hispanique né en 1954, le coefficient significatif est 0,0209 pour un seuil
de risque de 5%. Avec l'estimation VI/DMCO, ces coefficients des années de
naissance ne sont pas tous significatifs, dans tous les recensements. Avec celui de
1980, par exemple, pour les individus blancs, ce sont seulement les années 1962 et
1963 qui ont des coefficients significatifs; respectivement avec des valeurs de -
0,00245 et de -0,00152. Respectivement pour des seuils de risque de 5% et de 1%.
Nous remarquons aussi que lorsque le coefficient de l'éducation est significatif
par IV/DMCO, les écarts-types sont bien plus élevés (souvent 10 fois plus)
qu'avec l'estimation par MCO. Cette tendance des valeurs de ces écarts-types
suggèrent que nos instruments sont faibles. Pour autant, ce constat permet de
mieux appréhender l'utilisation de tels instruments dans des études ultérieures.
4.4. COMPARAISON AVEC LOCHNER & MORETTI (2004) ET COOK &
KANG (2013)
De remarquables travaux tels que celui de Lochner & Moretti (2004), et celui de
Cook & Kang (2013) partagent en commun, avec notre étude, le désir de relier le
niveau d'éducation avec la décision d'un individu de participer à des activités
criminelles. De plus, comme nous le disions dans notre revue de littérature, leur
apport est intéressant pour nous dû à la prise en compte du trimestre de naissance
(Cook & Kang, 2013) et des lois sur la scolarité obligatoire (Lochner & Moretti,
2004) pour estimer l'impact de l'éducation sur les individus. La construction de
notre variable dépendante est relativement différente de celles de ces auteurs. La
criminalité n'est pas directement observée, mais déduite de la probabilité
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d'incarcération et d'emprisonnement. Ils prennent en compte les données des
recensements américains et les recoupent avec celles du FBI (Fédéral Bureau of
Investigation) qui enregistrent le nombre et types de crimes commis. Dans notre
cas, nous tenons compte de la probabilité d'emprisonnement, en définissant qu'un
criminel est celui qui a été jugé coupable comme tel et emprisonné pour ses
fautes dans une maison d'arrêt.
En utilisant le trimestre de naissance comme instrument, il n'apparaît pas
automatique que l'éducation réduise fortement le taux d'emprisonnement. Nous
n'avons que très rarement trouvé une réelle significativité à cette variable
éducation. Même en dissociant les individus selon leur race rien ne nous permet
de considérer réellement que plus on a fait des études, moins on a de chances de
commettre un crime; ou tout simplement de finir en prison. Certains individus,
même en ayant étudié, peuvent préférer gagner les gains élevés que pourrait
promettre l'exercice d'une activité illégale.
On peut s'accorder avec Cook & Kang (2013) sur un point, le temps passé par un
individu dans les études est lié à son trimestre de naissance au moins à cause du
moment de son entrée dans le système éducatif. Pour autant, notre instrument peut
s'avérer pertinent, et pas fort. Dans ce cas, il nous faut reconnaître que le trimestre
de naissance demeure un instrument peu fiable dans l'estimation d'impact de
l'éducation sur un phénomène donné. Pour contourner ce problème, la solution la
plus directe serait tout simplement de changer d'instrument. Ou, dans les
équations, il faudrait éliminer les instruments les plus faibles afin d'augmenter la
statistique-F.
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Il nous faut reconnaître que notre instrument (trimestre de naissance) n'est pas
considéré comme fiable par certains chercheurs. Déjà Buckles & Hungerman
(2008) ont démontré que sous certaines conditions, l'utilisation du trimestre de
naissance comme instrument peut donner lieu à des estimations inconsistantes.
Dans leur étude, ils montrent que la période de naissanee d'un individu peut être
soigneusement planifié par une mère plutôt que dicté par le hasard. Les auteurs
parlent aussi de la nécessité que les earactéristiques familiales ne soient pas liées à
la période de naissance si on ne veut pas obtenir des résultats inconsistants.
A ce titre, Imbens & Rosenbaum (2005) remettent en cause le fait que nous
considérions avoir théoriquement un seul instrument. Selon eux, la prise en
compte de tous nos instruments cause un problème technique dans l'utilisation des
IV/DMCO. Les intervalles de confiance seraient le résultat d'approximations
asymptotiques pauvres dues à la faiblesse de l'instrument.
Par contre, nous rejoignons Lochner et Moretti (2004) dans le fait que dans nos
régressions, les coefficients de l'éducation sont différents selon la méthode
d'estimation utilisée; quelle que soit la race des individus. Ces auteurs constatent
que l'estimateur MCO donne généralement à l'éducation un coefficient moins
élevé que celui engendré par l'estimateur IV/DMCO; ceci s'accentue avec l'ajout
d'autres variables de contrôle. De plus, tout comme dans nos résultats, l'erreur-
type est plus élevé avec un estimateur IV/DMCO qu'avec un estimateur MCO.
Or, on sait que plus l'erreur-type de l'estimateur IV/DMCO est élevé, moins
l'instrument est corrélé à la variable instrumentée ; en l'occurrence le trimestre de
naissance. Par contre, dans leurs régressions, aussi bien avec les MCO que
IV/DMCO, le signe des coefficients ne changent pas comme dans nos estimations.
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Nous pouvons aussi supposer, grâce à Cook & Kang (2013), que cette différence
de résultats entre estimateur peut provenir d'une erreur de mesure de la variable
EDUCATION ou d'un problème de colinéarité; ce qui cause un biais qui est
amplifié par l'estimation IV/DMCO. On constate, par exemple, dans certains
états américains, que de nombreux enfants peuvent débuter bien plus jeunes les
études grâce à des écoles privées; la loi donne une directive pour l'âge d'entrée au
jardin d'enfants, mais pas à la année du primaire. Il existe donc une certaine
discontinuité dans la détermination des années d'études de chacun; ce qui cause
un biais d'atténuation dans la mesure du nombre d'années d'éducation. De ce fait,
on peut faire le choix de faibles instruments, sans pour autant remettre en cause
leur pertinence.
Le choix des tranches d'âges peut aussi justifier nos résultats. Cook & Kang
(2013) avaient choisi de se focaliser sur les 11 à 19 ans, et Lochner & Moretti
(2004) sur les 20 à 40 ans. Les premiers auteurs semblent se focaliser sur la
période traduisant le début de la délinquance, et les autres sur la période
exprimant le déclin des comportements criminels. D'une certaine manière, notre
étude fait office d'arbitrage dans ce cas de figure, car nous nous intéressons à une
tranche d'âge qui représente le sommet de criminalité.
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CONCLUSION
Notre étude a examiné principalement les effets du niveau d'éducation d'un
individu sur sa décision de participer à une activité criminelle. Dans notre
modélisation de cette influence, nous avons fait face à un problème d'endogénéité
lié à la difficulté de déterminer de manière exhaustive les déterminants de la
variable EDUCATION.
Grâce aux travaux de certains auteurs, tels qu'Angrist & Krueger (1991), nous
avons décidé d'utiliser le trimestre de naissance comme instrument pour déduire
le niveau d'éducation d'un individu. Le but étant de comprendre l'influence de
cette éducation sur le choix de s'impliquer dans des actes illicites. Nous n'avons
trouvé que très peu de significativité qui nous font douter de la validité de
l'instrument utilisé. Nos estimations par IV/DMCO, censées corriger tout biais,
montrent qu'un accroissement du niveau d'éducation ne réduit pas la probabilité
d'emprisonnement d'un individu.
Toutefois, nous nuancerons ces résultats, au vue des données de la littérature, qui
soutiennent l'existence d'une relation de causalité entre la criminalité et
l'éducation. Bien qu'il nous ait semblé pertinent de choisir le trimestre de
naissance en tant qu'instrument, à cause de son lien avec l'éducation à travers les
lois sur la scolarité obligatoire, son efficacité en matière d'estimation de la
criminalité n'est pas à la hauteur de nos espérances. Nous nous attendions à ce
que notre instrument soit démontré comme fort à la suite de nos tests. Pour autant,
notre étude a été intéressante par le choix de l'instrument pour déterminer le
niveau d'éducation d'un individu et son impact sur sa probabilité de devenir un
criminel.
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ANNEXES
Récapitulatif des lois sur la scolarité obligatoire
Etats Américains Date de promulgation de
la È" loi
Age d'entrée et de sortie
obligatoire de l'école
Alabama 1915 7-16
Alaska 1929 7-16
Arizona 1899 6-16
Arkansas 1909 5-17
Californie 1874 6-18
Colorado 1889 7-17
Connecticut 1872 7-18
Delaware 1907 5-16
District of Columbia 1864 5-18
Horida 1915 6-16
Géorgia 1916 6-16
Hawaii 1896 6-18
Idaho 1887 7-16
minois 1883 7-16
Indiana 1897 7-16
lowa 1902 6-16
Kansas 1874 7-18
Kentucky 1896 6-16
Louisiana 1910 7-17
Maine 1875 7-17
Maryland 1902 5-16
Massachusetts 1852 6-16
Michigan 1871 6-16
Mirmesota 1885 7-16
Mississippi 1918 6-17
Missouri 1905 7-16
Montana 1883 7-16
Nebraska 1887 7-16
Nevada 1873 7-17
New Hampshire 1871 6-16
New Jersey 1875 6-16
New Mexico 1891 5-18
New York 1874 6-16
North Carolina 1907 7-16
North Dakota 1883 7-16
Ohio 1877 6-18
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Oklahoma 1907 5-18
Oregon 1889 7-18
Pennsylvania 1895 8-17
Rhode Island 1883 6-16
South Carolina 1915 5-16
South Dakota 1883 6-16
Tennessee 1905 6-17
Texas 1915 6-18
Utah 1890 6-18
Vermont 1867 6-16
Virginia 1908 5-18
Washington 1871 8-17
West Virginia 1897 6-16
Wisconsin 1879 6-18
Wyoming 1876 6-16'
Source: Digest of Education Statisiic.s. 2004 & Colorado Depariment of Education. 2013
Système éducatif américain
Pre-School
2-6 ans Nursery school, preschool, pre-kindergarten
et Kindergarten
Elementary school
6-7 ans l'" année d'études
7-8 ans 2"™ année d'études
8-9 ans 3'"" année d'études
9-10 ans 4""" année d'études
10-11 ans 5*""" année d'études
Middle school
11-12 ans 6""' année d'études
12-13 ans 7™° année d'études
13-14 ans 8*'"' année d'études
14-15 ans 9'"" année d'études
Senior High School
15-16 ans 10'""^ année d'études
16-17 ans 11"™ année d'études
17-18 ans 12"™ année d'études
Collège et Université
18-27 ans Bachelor, Master et Ph.D
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Régions et divisions aux États-Unis
Census Régions and Divisions of the United States
WBsr NORTHEAST
MiDWEST
CtN
REGION
SOUTH
o
RÉGION 1: NORTHEAST
Division 1: New Division 2:
England Middie Atlantic
Connecticut New Jersey
Maine New York
Massachussets Pennsylvania
New Hampshire
Rhode Island
Vermont
RÉGION 2: MIDWEST
Division 3: East
North Central
Division 4: West North Central
Indiana lowa Nebraska
lllinois Kansas North Dakota
Michigan Minnesota South Dakota
Chio Missouri
Wisconsin
RÉGION 3: SOUTH
Division 5: South
Atlantic
Division 6; Division 7:
East South West South
Central Central
Delaware Alabama Arkansas
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District of Columbia
Florida
Georgia
Maryland
North Carolina
South Carolina
Virginia
West Virginia
Kentucky
Mississippi
Tennessee
Région 4: West
Louisiana
Okiahoma
Texas
Division 8: Mountain Division 9; Pacifie
Arizona Mountana Alaska
Colorado Utah Californie
Idaho Nevada Hawaii
New Mexico Wyoming Oregon
Washington
3
Etudes maximum complétées chez les 16 à 25 ans (1960,1970 et 1980)
Années
d'études
En liberté Détenus % en liberté % des détenus
0 21583 177 0,71 1,06
1 2 484 14 0,08 0,08
2 3 551 38 0,12 0,23
3 4 731 55 0,16 0,33
4 5 876 99 0,19 0,59
5 8 799 152 0,29 0,91
6 22 105 386 0,73 2,31
7 34 763 779 1,14 4,67
8 107 348 1693 3,53 10,15
9 280 992 2 453 9,25 14,70
10 447 973 2 727 14,74 16,35
11 42 768 2 382 1,41 14,28
12 1 204 214 4 392 39,63 26,33
13 291425 689 9,59 4,13
14 226 761 379 7,46 2,27
15 130 175 119 4,28 0,71
16 157 558 108 5,19 0,65
17 32 773 25 1,08 0,15
18 12 507 16 0,41 0,10
TOTAL 3 038 386 16 683
totaux 3 055 069
Moyenne 99,45 0,55
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Niveau moyen d'éducation
Années de recensement et trimestres de naissance
1960 1970 1980
1er 2e 3e 4e 1er 2e 3e 4e 1er 2e 3e 4e
10,67 10,89 10,96 10,90 11,29 11,66 11,63 11,54 11,54 11,92 11,88 11,74
Répartition des individus de l'âge de 16 ans à plus
Recensement de 1960 Recensement de 1970 Recensement de 1980
Observatio
ns
Libre
m
Prison
*
Observatio
ns
Libre
*
Prison
*
Observatio
ns
Libre
*
Prison
♦
Âge 1 208 462 2 810 253 10 250 970
[16;25 235 101 19,4 32,62 23,9 41,91 24,6 45,65
1 2 0 4
[26;34 206 573 17,0 27,60 15,6 26,52 19,2 33,52
1 6 7 8
[35;45 264 846 21,9 22,99 18,0 18,88 16,3 13,57
] 1 3 0
>45 501942 41,6 16,79 42,3 12,70 39,7 7,27
1 9 8
•en pourcentage du nombre de répondants.
Education, trimestre de naissance et année de naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1934 1935 1936 1937
2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
11,29 11,45 11,40
11,2
7
11,3
3
11,3
9
11,5
0
11,3
8
11,3
5
11,4
8
11,5
0
11,4
0
11,3
6
11,4
7
11,5
0
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1938 1939 1940 1941
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
11,4
2
11,3
2
11,4
1
11,4
0
11,3
3
11,2
6
11,3
3
11,2
8
11,1
1
11,0
0
11,1
1
11,0
4
10,8
6
10,7
9
10,8
7
10,7
3
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Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1942 1943 1944
1 2 3 4 1 2 3 4 1
10,30 10,15 10,15 10,11 9,59 9,39 9,30 9,16 8,68
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1944 1945 1946 1947
2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
12,22 12,26 12,26
12,1
4
12,3
0
12,2
7
12,2
7
12,2
1
12,3
3
12,3
7
12,4
3
12,3
8
12,4
4
12,3
7
12,3
9
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1948 1949 1950 1951
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
12,2
6
12,3
0
12,2
9
12,2
4
12,1
1
12,0
8
12,0
4
11,9
9
11,7
7
11,7
0
11,7
0
11,5
9
11,3
2
11,2
9
11,2
3
11,0
2
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1952 1953 1954
1 2 3 4 1 2 3 4 1
10,56 10,45 10,42 10,18 9,73 9,59 9,51 9,26 8,79
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1954 1955 1956 1957
2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
12,52 12,53 12,57
12,6
1
12,6
8
12,6
8
12,6
4
12,6
1
12,6
6
12,6
5
12,6
2
12,5
3
12,5
8
12,5
5
12,5
0
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
Année et trimestre de
naissance
1958 1959 1960 1961
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
12,3
9
12,4
3
12,3
9
12,3
0
12,1
7
12,1
7
12,1
5
12,0
2
11,8
1
11,8
2
11,8
0
11,6
5
11,4
3
11,4
0
11,3
5
11,0
1
Année et trimestre
de naissance
Année et trimestre
de naissance
Année et trimestre de
naissance
1962 1963 1964
1 2 3 4 1 2 3 4 1
10,63 10,56 10,48 10,15 9,72 9,65 9,58 9,21 8,79
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Nombre d'individus entre 16 et 25 ans ayant complété leur dernière année
d'études, selon la race
Blanc Noir Hispanique Autres races
Prison Prison Prison Prison
Années d'études 0 1 0 1 0 1 G 1
0 14 159 97 3 139 50 3 368 27 917 3
1 1366 5 437 2 622 7 59 0
2 1708 16 582 13 1161 9 100 0
3 1675 15 830 18 2 083 21 143 1
4 2 309 36 1085 42 2 307 20 175 1
5 3 379 70 1685 55 3 457 25 278 2
6 8 129 158 3 608 140 9 795 76 573 12
7 20 610 370 7 555 313 5 810 78 788 18
8 71468 829 19 338 658 14 235 177 2 307 29
9 204 733 1081 44 761 1097 26 001 216 5 497 59
10 342 761 1127 65 537 1307 31229 226 8 446 67
11 326 442 1038 64 013 1109 29 122 178 8 103 57
12 983 294 2 364 137 512 1594 63 319 305 20 089 129
13 238 665 348 31276 277 14 737 44 6 747 20
14 189 145 207 22 018 141 9 891 25 5 707 6
15 110 575 58 11099 48 4 913 9 3 588 4
16 140 452 69 9 522 32 3 872 4 3 712 3
17 28 832 13 1603 11 1018 1 132 0
18 11005 12 569 4 430 0 503 0
Observations 2 700 707 7 913 426 169 6 911 227 370 1448 67 864 411
Proportion (en %) de la population des 16 à 25 ans ayant complété sa
dernière année d'études, selon la race
Blanc Noir Hispanique Autres races
Prison (=1) Prison (=1) Prison (=1) Prison (=1)
année d'études G 1 G 1 G 1 G 1
G 0,52 1,23 0,74 0,72 1,48 1,86 1,35 0,73
1 0,05 0,06 0,10 0,03 0,27 0,48 0,09 0,00
2 0,06 0,20 0,14 0,19 0,51 0,62 0,15 0,00
3 0,06 0,19 0,19 0,26 0,92 1,45 0,21 0,24
4 0,09 0,45 0,25 0,61 1,01 1,38 0,26 0,24
5 0,13 0,88 0,40 0,80 1,52 1,73 0,41 0,49
6 0,30 2,00 0,85 2,03 4,31 5,25 0,84 2,92
7 0,76 4,68 1,77 4,53 2,56 5,39 1,16 4,38
8 2,65 10,48 4,54 9,52 6,26 12,22 3,40 7,06
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9 7,58 13,66 10,50 15,87 11,44 14,92 8,10 14,36
10 12,69 14,24 15,38 18,91 13,73 15,61 12,45 16,30
11 12,09 13,12 15,02 16,05 12,81 12,29 11,94 13,87
12 36,41 29,87 32,27 23,06 27,85 21,06 29,60 31,39
13 8,84 4,40 7,34 4,01 6,48 3,04 9,94 4,87
14 7,00 2,62 5,17 2,04 4,35 1,73 8,41 1,46
15 4,09 0,73 2,60 0,69 2,16 0,62 5,29 0,97
16 5,20 0,87 2,23 0,46 1,70 0,28 5,47 0,73
17 1,07 0,16 0,38 0,16 0,45 0,07 0,19 0,00
18 0,41 0,15 0,13 0,06 0,19 0,00 0,74 0,00
Probabilité d'emprisonnement et saison de naissance chez les 16 à 25 ans
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1934 1935 1936
2 3 4 1 2 3 4 1 2 3 4
0,00530 0,00626 0,00526 0,00494 0,00601 0,00756 0,00445 0,00706 0,00661 0,00830 0,00678
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1937 1938 1939
1 2 3 4 1 2 3 4 1 2 3 4
0,00663 0,00435 0,00839 0,00525 0,00714 0,00493 0,00502 0,00833 0,00802 0,00658 0,00704 0,00621
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1940 1941 1942
1 2 3 4 1 2 3 4 1 2 3 4
0,00579 0,00636 0,00576 0,00639 0,00572 0,00402 0,00382 0,00454 0,00510 0,00357 0,00231 0,00185
Année et trimestre de naissance Année et trimestre de naissance
1943 1944
1 2 3 4 1
0,00151 0,00071 0,00130 0,00071 0,00059
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1944 1945 1946
2 3 4 1 2 3 4 1 2 3 4
0,0054 0,0072 0,0057 0,0059 0,0052 0,0058 0,0052 0,0070 0,0050 0,0049 0,0056
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1947 1948 1949
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1 2 3 4 1 2 3 4 1 2 3 4
0,0060 0,0048 0,0047 0,0054 0,0067 0,0069 0,0058 0,0064 0,0061 0,0050 0,0054 0,0050
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1950 1951 1952
1 2 3 4 1 2 3 4 1 2 3 4
0,0050 0,0040 0,0043 0,0042 0,0031 0,0038 0,0042 0,0030 0,0025 0,0016 0,0013 0,0016
Année et trimestre de naissance Année et trimestre de naissance
1953 1954
1 2 3 4 1
0,0011 0,0008 0,0009 0,0006 0,0005
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1954 1955 1956
2 3 4 1 2 3 4 1 2 3 4
0,0060 0,0059 0,0066 0,0062 0,0066 0,0068 0,0063 0,0069 0,0070 0,0058 0,0070
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1957 1958 1959
1 2 3 4 1 2 3 4 1 2 3 4
0,0064 0,0065 0,0071 0,0072 0,0073 0,0065 0,0061 0,0067 0,0069 0,0067 0,0064 0,0061
Année et trimestre de naissance Année et trimestre de naissance Année et trimestre de naissance
1960 1961 1962
1 2 3 4 1 2 3 4 1 2 3 4
0,0063 0,0060 0,0058 0,0053 0,0045 0,0035 0,0043 0,0036 0,0028 0,0018 0,0015 0,0014
Année et trimestre de naissance Année et trimestre de naissance
1963 1964
1 2 3 4 1
0,0009 0,0007 0,0006 0,0003 0,0005
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Régression par MCO de l'éducation sur les instruments et toutes les autres
variables, avec erreurs-types robustes (recensement de 1960)
HOMME
xi: reg éducation ageq noir hispanique urbain anneel935-anneel943 Q135-Q143
Q234-Q243 Q334-Q343 i.region [pweight = perwt] if homme=l, robust
i.région _iregion_ll-42 (naturally coded; _iregion_ll omitted)
(sum of wgt is 1.1533e+07)
Lmear régression Number of obs = 115778
fC 50,115727) = 651.88
Prob > F = 0.0000
R-squared = 0.1873
Root MSE s: 2.4093
Robust
éducation Coef. Std. Err. t P>|t| [95% Conf. Interval]
ageq .0077737 .0001761 44.15 0.000 .0074286 .0081189
noir -1.449255 .0259792 -55.79 0.000 -1.500174 -1.398336
hispanique -2.212361 .0503604 -43.93 0.000 -2.311066 -2.113655
u rbai n .778386 .015491 50.25 0.000 .7480238 .8087482
anneel935 .496233 .0784422 6.33 0.000 .3424875 .6499785
anneel936 .8143861 .0716848 11.36 0.000 .6738851 .9548872
anneel937 1.072668 .0663836 16.16 0.000 .9425574 1.202779
anneel938 1.323962 .0595838 22.22 0.000 1.207179 1.440745
anneel939 1.439753 .0550448 26.16 0.000 1.331866 1.54764
anneel940 1.556996 .050151 31.05 0.000 1.458701 1.655291
anneel941 1.519784 .0419824 36.20 0.000 1.437499 1.602069
anneel942 1.147396 .0368698 31.12 0.000 1.075132 1.21966
anneel943 .5208401 .03716 14.02 0.000 .4480071 .593673
Q135 -.6573686 .0838021 -7.84 0.000 -.8216194 -.4931178
Q136 -.5373766 .0815548 -6.59 0.000 -.6972226 -.3775305
Q137 -.4116398 .0784139 -5.25 0.000 -.5653299 -.2579497
Q138 -.3289448 .071822 -4.58 0.000 -.4697148 -.1881748
Q139 -.2113132 .0666828 -3.17 0.002 -.3420104 -.080616
Q140 -.2176922 .0616176 -3.53 0.000 -.3384618 -.0969227
Q141 -.1590529 .0529792 -3.00 0.003 -.2628913 -.0552145
Q142 -.0861658 .0444234 -1.94 0.052 -.1732351 .0009034
Q143 .1201366 .0381628 3.15 0.002 .0453381 .1949351
Q234 -.1051093 .0860442 -1.22 0.222 -.2737547 .063536
Q235 -.3030508 .0842725 -3.60 0.000 -.4682236 -.1378779
Q236 -.1763698 .0825263 -2.14 0.033 -.33812 -.0146196
Q237 -.1192307 .0771535 -1.55 0.122 -.2704503 .0319889
Q238 -.1034145 .0713158 -1.45 0.147 -.2431924 .0363635
Q239 .0610637 .0677108 0.90 0.367 -.0716485 .1937759
Q240 .0118022 .061846 0.19 0.849 -.109415 .1330194
Q241 .0817279 .0511362 1.60 0.110 -.0184982 .181954
Q242 .0449051 .0430687 1.04 0.297 -.0395088 .1293191
Q243 .1993492 .0377594 5.28 0.000 .1253413 .2733571
Q334 .0295347 .0827802 0.36 0.721 -.1327132 .1917827
Q335 -.0831327 .0817554 -1.02 0.309 -.243372 .0771066
Q336 -.10062 .0799894 -1.26 0.208 -.2573981 .056158
Q337 .0422634 .07424 0.57 0.569 -.1032459 .1877726
Q338 .0430198 .0688041 0.63 0.532 -.0918353 .1778748
Q339 .1486853 .06453 2.30 0.021 .0222076 .2751631
Q340 .0605953 .0589625 1.03 0.304 -.0549702 .1761609
Q341 .088639 .0484353 1.83 0.067 -.0062935 .1835715
Q342 .0564668 .0399508 1.41 0.158 -.0218361 .1347697
Q343 .0741199 .0378468 1.96 0.050 -.0000593 .1482991
_lregion_12 .1003583 .0349661 2.87 0.004 .0318253 .1688913
_iregion_21
_lregion_22
.0565354 .0342266 1.65 0.099 -.0105482 .1236191
.3039752 .0378629 8.03 0.000 .2297644 .3781859
_iregion_31
_lregion_32
-.3693802 .0363012 -10.18 0.000 -.4405299 -.2982305
-.6198356 .0429127 -14.44 0.000 -.7039438 -.5357273
_iregion_33
_lregion_41
-.0789687 .0388367 -2.03 0.042 -.1550881 -.0028493
.2867211 .0455758 6.29 0.000 .1973933 .3760489
_lregion_42 .3694286 .0358148 10.31 0.000 .2992322 .439625
_cons 6.313869 .0683534 92.37 0.000 6.179897 6.44784
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Régression par MCO de l'éducation sur les instruments et toutes les autres
variables, avec erreurs-types robustes (recensement de 1970)
HOMME
xi: reg éducation ageq urbain noir hispanique anneel945-anneel953 Q145-Q153
Q244-Q253 Q344-Q353 i.region [pweight = perwt] if honime==l, robust
^. régi on
(sum of wgt is
Linear régression
_Iregion_ll-42
3.307Se+07)
Cnaturally coded; _Iregion_ll omitted)
Number of obs
fC 50,330703)
Prob > F
R-squared
Root MSE
330754
3385.60
0.0000
0.2544
2.1805
éducation Coef.
Robust
Std. Err. t P>|t| [95% Conf. Interval]
ageq .0097936 .0001029 95.21 0.000 .009592 .0099952
urbain .6445876 .009074 71.04 0.000 .6268028 .6623725
noi r -1.03314 .0132391 -78.04 0.000 -1.059089 -1.007192
hispanique -1.554193 .0242887 -63.99 0.000 -1.601799 -1.506588
anneel945 .4379575 .0472988 9.26 0.000 .3452532 .5306618
anneel946 1.039819 .0382442 27.19 0.000 .9648614 1.114777
anneel947 1.475972 .0361333 40.85 0.000 1.405152 1.546793
anneel948 1.692861 .0327424 51.70 0.000 1.628687 1.757035
anneel949 1.792972 .0276069 64.95 0.000 1.738863 1.84708
anneel950 1.740369 .0242849 71.66 0.000 1.692771 1.787966
anneel951 1.507078 .0213567 70.57 0.000 1.46522 1.548937
anneel952 1.03836 .0191676 54.17 0.000 1.000792 1.075928
anneel953 .4545359 .0182012 24.97 0.000 .4188621 .4902097
Q145 -.5945137 .0515119 -11.54 0.000 -.6954755 -.493552
Q146 -.6390974 .0459604 -13.91 0.000 -.7291785 -.5490163
Q147 -.4777952 .0403919 -11.83 0.000 -.5569621 -.3986282
Q148 -.348781 .0385001 -9.06 0.000 -.4242402 -.2733219
Q149 -.2324237 .0342505 -6.79 0.000 -.2995538 -.1652936
Q150 -.1707206 .029535 -5.78 0.000 -.2286084 -.1128328
Q151 -.0493439 .0259969 -1.90 0.058 -.1002971 .0016093
Q152 .0333303 .0228184 1.46 0.144 -.0113932 .0780538
Q153 .1564742 .0193342 8.09 0.000 .1185797 .1943688
Q244 -.0253773 .0514184 -0.49 0.622 -.126156 .0754013
Q245 .0598417 .0513416 1.17 0.244 -.0407862 .1604697
Q246 -.139594 .0448725 -3.11 0.002 -.2275428 -.0516453
Q247 .0043668 .0400749 0.11 0.913 -.0741788 .0829125
Q248 .0604138 .0386581 1.56 0.118 -.0153549 .1361826
0249 .0738373 .0341543 2.16 0.031 .0068959 .1407787
Q250 .0971982 .0304833 3.19 0.001 .0374518 .1569446
Q251 .2641373 .0252671 10.45 0.000 .2146146 .3136599
Q252 .2681302 .0221005 12.13 0.000 .2248138 .3114466
Q253 .3266734 .0187768 17.40 0.000 .2898713 .3634755
Q344 .0005837 .0502855 0.01 0.991 -.0979744 .0991418
Q34S .0428388 .0498291 0.86 0.390 -.0548247 .1405024
Q346 -.0549125 .0399017 -1.38 0.169 -.1331188 .0232937
0347 -.0525779 .0397207 -1.32 0.186 -.1304294 .0252735
0348 .0283091 .0375057 0.75 0.450 -.045201 .1018192
0349 .0438652 .0330214 1.33 0.184 -.0208559 .1085862
0350 .0930014 .0285692 3.26 0.001 .0370066 .1489963
0351 .2109457 .0244148 8.64 0.000 .1630935 .258798
0352 .2340695 .0205055 11.41 0.000 .1938792 .2742598
0353 .2450243 .01847 13.27 0.000 .2088236 .281225
_Iregion_12 .0189802 .0187354 1.01 0.311 -.0177408 .0557011
_Iregion_21 -.060469 .0181864 -3.32 0.001 -.0961139 -.0248242
_Iregion_22 .1045859 .0202305 5.17 0.000 .0649348 .144237
_Iregion_31 -.2938466 .0191665 -15.33 0.000 -.3314124 -.2562808
_Iregion_32 -.4662171 .023294 -20.01 0.000 -.5118726 -.4205616
_Iregion_33 -.2105354 .020873 -10.09 0.000 -.2514458 -.169625
_Iregion_41 .2297714 .0235485 9.76 0.000 .1836171 .2759257
_Iregion_42 .1280158 .0187549 6.83 0.000 .0912568 .1647749
_cons 6.035239 .0365291 165.22 0.000 5.963643 6.106835
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Régression par MCO de réducation sur les instruments et toutes les autres
variables, avec erreurs-types robustes (recensement de 1980)
HOMME
xi:reg éducation noir hispanique urbain anneel955-anneel963 Q155-Q163 Q254-
Q263 Q354-Q363 i.region [pweight = perwt] if homme==l, robust
i.région _iregion_ll-42 (naturally coded; _lregion_ll omitted)
(sum of wgt is 4.2270e+07)
Linear régression Number of obs = 1267268
F( 49,1267218) = 7713.90
Prob > F = 0.0000
R-squared = 0.2292
Root MSE = 2.0586
éducation Coef.
Robust
Std. Err. t P>|t| [955È Conf. Interval]
noi r -.5595305 .0072334 -77.35 0.000 -.5737077 -.5453534
hispanique -1.423147 .012929 -110.07 0.000 -1.448487 -1.397807
urbain .188793 .0057126 33.05 0.000 .1775965 .1999896
anneel9S5 2.010126 .0260715 77.10 0.000 1.959027 2.061225
anneel956 1.942472 .0244201 79.54 0.000 1.89461 1.990335
anneel9S7 1.809005 .0229335 78.88 0.000 1.764056 1.853954
anneel958 1.608029 .0214946 74.81 0.000 1.5659 1.650158
anneel959 1.310107 .0205291 63.82 0.000 1.269871 1.350343
anneel960 .922441 .0193249 47.73 0.000 .8845648 .9603172
anneel961 .2849985 .0191495 14.88 0.000 .2474662 .3225308
anneel962 -.5409358 .0180898 -29.90 0.000 -.5763913 -.5054803
anneel963 -1.462115 .0177158 -82.53 0.000 -1.496837 -1.427393
QlSS -.0366768 .0300774 -1.22 0.223 -.0956275 .0222738
Q1S6 .0115724 .0269354 0.43 0.667 -.0412201 .0643649
Q157 .0450386 .0247707 1.82 0.069 -.003511 .0935883
Q158 .0860639 .0217953 3.95 0.000 .0433458 .1287819
Q159 .1602981 .0191383 8.38 0.000 .1227877 .1978084
Q160 .1828914 .0168156 10.88 0.000 .1499333 .2158494
Q161 .4458913 .0152155 29.31 0.000 .4160696 .4757131
Q162 .4880278 .0129509 37.68 0.000 .4626444 .5134111
Q163 .5267027 .0112348 46.88 0.000 .5046829 .5487226
Q254 1.81966 .0301647 60.32 0.000 1.760538 1.878782
Q255 .0700589 .0296916 2.36 0.018 .0118643 .1282535
Q256 .065493 .0272452 2.40 0.016 .0120934 .1188926
Q257 .0753607 .0247457 3.05 0.002 .0268601 .1238614
Q2S8 .1103783 .0217438 5.08 0.000 .0677613 .1529954
Q259 .1557513 .0189004 8.24 0.000 .1187071 .1927955
Q260 .2038852 .0162393 12.56 0.000 .1720567 .2357137
Q261 .4011712 .0152039 26.39 0.000 .3713721 .4309703
Q262 .4087407 .0130818 31.25 0.000 .3831009 .4343805
Q263 .4525851 .0109846 41.20 0.000 .4310556 .4741145
0354 1.846992 .0283143 65.23 0.000 1.791497 1.902487
Q355 .0347749 .0287483 1.21 0.226 -.0215708 .0911206
Q356 .0775546 .0258449 3.00 0.003 .0268995 .1282097
Q357 .051004 .0234351 2.18 0.030 .005072 .096936
Q358 .0546307 .0210658 2.59 0.010 .0133424 .095919
Q359 .1519907 .0183207 8.30 0.000 .1160828 .1878987
Q360 .1573795 .0157735 9.98 0.000 .126464 .1882951
Q361 .356759 .0144526 24.68 0.000 .3284323 .3850856
Q362 .3222493 .0124537 25.88 0.000 .2978404 .3466581
Q363 .3609975 .0109899 32.85 0.000 .3394577 .3825373
_iregion_12 .0113743 .0122595 0.93 0.354 -.0126539 .0354025
_lregion_21 -.1475523 .0117341 -12.57 0.000 -.1705508 -.1245539
_lregion_22 -.0652691 .0131228 -4.97 0.000 -.0909893 -.039549
_lregion_31 -.2645561 .012201 -21.68 0.000 -.2884696 -.2406426
_lregion_32 -.4508778 .0145583 -30.97 0.000 -.4794116 -.422344
_lregion_33 -.2236588 .0131657 -16.99 0.000 -.249463 -.1978545
_iregion_41 -.0175294 .0144842 -1.21 0.226 -.0459179 .010859
_lregion_42 -.0713269 .0124276 -5.74 0.000 -.0956847 -.0469692
_cons 10.84784 .01877 577.94 0.000 10.81105 10.88462
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Comparaison MCO et DMCO
Les écart-types sont entre parenthèses
Le niveau de significativité est défini comme suit: * p<0.05, ** p<O.OL ' 'p<O.OOI
Recensement de 1960
Prison
Méthode des MCO
Noir Blanc Hispanique
Méthodes des IV/DMCO
Noir Blanc Hispanique
éducation -0.00354***
(0.000560)
-0.00285***
(0.000157)
-0.00163***
(0.000453)
0.0238*
(0.0119)
0.00311
(0.00309)
-0.0113
(0.00612)
anneel934 0.0208
(0.0382)
-0.00860
(0.0415)
-0.0138
(0.00964)
0.0373
(0.0412)
anneel935 0.00199
(0.00943)
0.00141
(0.00152)
0.0246
(0.0349)
-0.00898
(0.0386)
-0.0124
(0.00931)
0.0410
(0.0380)
anneel936 0.0167
(0.0125)
0.00395
(0.00202)
0.0301
(0.0293)
0.000246
(0.0355)
-0.0102
(0.00909)
0.0431
(0.0315)
anneel937 -0.00198
(0.0150)
0.00601*
(0.00267)
0.0251
(0.0266)
-0.0167
(0.0314)
-0.00834
(0.00884)
0.0409
(0.0292)
année 1938 0.00217
(0.0188)
0.00684*
(0.00330)
0.0324
(0.0211)
-0.0145
(0.0286)
-0.00724
(0.00858)
0.0489*
(0.0243)
anneel939 0.0115
(0.0226)
0.00947*
(0.00398)
0.0181
(0.0163)
-0.00643
(0.0271)
-0.00415
(0.00820)
0.0326
(0.0193)
anneel940 0.00213
(0.0256)
0.00889
(0.00461)
0.0171
(0.0140)
-0.0134
(0.0246)
-0.00346
(0.00748)
0.0329
(0.0172)
anneel941 -0.0101
(0.0291)
0.00693
(0.00519)
0.0122
(0.00936)
-0.0171
(0.0195)
-0.00389
(0.00664)
0.0280*
(0.0139)
anneeI942 -0.0183
(0.0323)
0.00453
(0.00577)
0.00739
(0.00515)
-0.0142
(0.0141)
-0.00239
(0.00461)
0.0196*
(0.00970)
anneel943 -0.0305
(0.0353)
0.000543
(0.00628)
0.00194
(0.00292)
-0.0119
(0.00777)
-0.00163
(0.00225)
0.00830
(0.00540)
anneel944 -0.0336
(0.0360)
-0.00202
(0.00643)
ageq 0.0000243
(0.0000955)
0.0000368*
(0.0000171)
-0.0000362
(0.000103)
0.0000493
(0.000103)
0.0000292
(0.0000184)
-0.0000511
(0.000107)
urbain -0.0460***
(0.00460)
-0.00450***
(0.000633)
-0.0275***
(0.00661)
-0.0778***
(0.0149)
-0.00861***
(0.00229)
-0.0158
(0.00937)
_Iregion_12 0.0154
(0.0149)
0.00103
(0.00101)
0.0164***
(0.00481)
0.0197
(0.0163)
0.000326
(0.00108)
0.00819
(0.00908)
_Iregion_2I 0.00713
(0.0147)
0.00233*
(0.00104)
0.0115*
(0.00501)
0.0126
(0.0162)
0.00200
(0.00106)
0.00639
(0.00896)
_Iregion_22 -0.00275
(0.0170)
0.000158
(0.00113)
0.0274
(0.0194)
-0.00753
(0.0186)
-0.00162
(0.00148)
0.0411
(0.0227)
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_Iregion_31 -0.0241 0.00179 0.0189* 0.000724 0.00370* 0.0272*
(0.0144) (0.00115) (0.00959) (0.0192) (0.00153) (0.0119)
_Iregion_32 -0.0329* 0.000823 -0.00613 -0.00436 0.00451 0.0146
(0.0146) (0.00144) (0.00492) (0.0202) (0.00244) (0.0160)
_Iregion_33 -0.0228 0.00271* 0.0149*** -0.00759 0.00243 -0.000402
(0.0145) (0.00126) (0.00413) (0.0173) (0.00128) (0.0120)
_Iregion_41 0.0188 0.00153 0.0136** 0.00544 -0.000828 0.00884
(0.0286) (0.00155) (0.00526) (0.0310) (0.00199) (0.00828)
_Iregion_42 0.0126 0.00536*** 0.0218*** -0.00999 0.00352* 0.0218**
(0.0162) (0.00123) (0.00457) (0.0200) (0.00160) (0.00762)
_cons 0.101 0.0191 0.0292 -0.152 -0.0298 0.106
(0.0622) (0.0109) (0.0269) (0.0981) (0.0240) (0.0565)
N 12296 97950 4469 12296 97950 4469
adj. R2 0.029 0.009 0.014 -0.156 -0.019 -0.064
F 11.85 19.62 2.417 9.725 12.48 1.961
Recensement de 1970
Prison
Méthode des MCO Méthode des VI/DMCO
Noir Blanc Hispanique Noir Blanc Hispanique
éducation -0.00515*" -0.00227"* -0.00190*" -0.00464 0.000758 0.00985
(0.000415) (0.0000929) (0.000348) (0.00838) (0.00115) (0.00536)
anneel944 0.0133 0.00567 0.0503** 0.0124 -0.00373 0.0266
(0.0224) (0.00327) (0.0169) (0.0234) (0.00420) (0.0178)
annee1945 0.0169 0.00564 0.0394** 0.0160 -0.00396 0.0188
(0.0201) (0.00293) (0.0151) (0.0216) (0.00408) (0.0156)
annee1946 0.0182 0.00813" 0.0436*" 0.0172 -0.00188 0.0196
(0.0171) (0.00252) (0.0131) (0.0203) (0.00402) (0.0144)
annee1947 0.0225 0.00926*** 0.0308** 0.0214 -0.00113 0.00497
(0.0146) (0.00216) (0.0112) (0.0204) (0.00400) (0.0138)
annee1948 0.0365" 0.0115*** 0.0328*" 0.0353 0.00138 0.00646
(0.0122) (0.00184) (0.00984) (0.0201) (0.00384) (0.0134)
annee1949 0.0345*" 0.0102*** 0.0293*** 0.0334 0.000671 0.00330
(0.00995) (0.00145) (0.00757) (0.0189) (0.00353) (0.0121)
annee1950 0.0292*" 0.00847*** 0.0192" 0.0281 0.000106 -0.00456
(0.00769) (0.00111) (0.00589) (0.0180) (0.00310) (0.0109)
annee 1951 0.0243*** 0.00734*" 0.0140" 0.0234 0.000360 -0.00689
(0.00567) (0.000820) (0.00428) (0.0156) (0.00258) (0.00958)
annee1952 0.00990** 0.00418*** 0.00616" 0.00923 -0.000510 -0.00797
(0.00360) (0.000492) (0.00210) (0.0109) (0.00173) (0.00623)
annee1953 0.00402 0.00204*** 0.00123 0.00370 -0.000124 -0.00521
(0.00237) (0.000292) (0.000706) (0.00558) (0.000843) (0.00303)
ageq 0.000134* 0.0000265** -0.0000736 0.000133* 0.0000207* -0.0000764
(0.0000589) (0.00000868) (0.0000434) (0.0000649) (0.00000952) (0.0000463)
urbain -0.0593*** -0.00416*** -0.0273*" -0.0598*** -0.00600*** -0.0365***
(0.00337) (0.000366) (0.00437) (0.00828) (0.000812) (0.00671)
_Iregion_l
2
0.00111 -0.0000906 0.00493 0.00129 -0.000280 0.00182
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(0.00752) (0.000540) (0.00637) (0.00810) (0.000549) (0.00728)
_Iregion_2
1
0.000657 0.000603 -0.00600 0.000810 0.000770 -0.0118
(0.00746) (0.000550) (0.00613) (0.00796) (0.000555) (0.00758)
_Iregion_2
2
0.0122 0.000242 -0.00546 0.0124 -0.000109 -0.0207*
(0.00924) (0.000619) (0.00608) (0.00961) (0.000637) (0.0102)
_Iregion_3
1
-0.0188* 0.000700 0.000325 -0.0185* 0.00162* -0.0163
(0.00738) (0.000604) (0.00653) (0.00860) (0.000696) (0.0102)
_Iregion_3
2
-0.0347*" 0.000255 -0.00771 -0.0344*** 0.00171 -0.0309*
(0.00752) (0.000756) (0.00625) (0.00945) (0.000936) (0.0132)
_Iregion_3
3
-0.0162* 0.00143* -0.00170 -0.0159 0.00187" -0.00101
(0.00751) (0.000670) (0.00625) (0.00851) (0.000697) (0.00703)
_Iregion_4
1
-0.00476 0.00113 -0.00339 -0.00484 0.000467 -0.0164
(0.0123) (0.000818) (0.00640) (0.0124) (0.000859) (0.00951)
_Iregion_4
2
0.00316 0.00335*** 0.00272 0.00300 0.00313*** -0.00772
(0.00797) (0.000635) (0.00617) (0.00838) (0.000643) (0.00848)
_cons 0.0692"*
(0.0174)
0.0154***
(0.00238)
0.0582***
(0.0148)
0.0653
(0.0621)
-0.00857
(0.00880)
-0.0259
(0.0369)
N
F
adj. R-
36 729
34.03
0.034
275 735
41.50
0.007
14 177
5.494
0.018
36 729
32.36
0.034
275 735
34.35
-0.001
14 177
4.676
-0.108
Recensement de 1980
Prison
Méthode des MCO
Noir Blanc Hispanique
Méthode des VI/DMCO
Noir Blanc Hispanique
éducation -0.0111
(0.000402)
-0.00268"*
(0.0000807)
-0.00173***
(0.000167)
0.00733
(0.00462)
0.00223"*
(0.000660)
-0.00167
(0.00423)
anneel954 0.0550***
(0.0142)
0.0119***
(0.00241)
0.0169
(0.0110)
0.00592
(0.0158)
-0.00383
(0.00289)
0.0168
(0.0143)
anneel955 0.0575***
(0.0127)
0.0139***
(0.00218)
0.0156
(0.0101)
0.00755
(0.0149)
-0.00318
(0.00286)
0.0155
(0.0136)
anneel956 0.0629***
(0.0110)
0.0139***
(0.00191)
0.0209*
(0.00859)
0.0117
(0.0143)
-0.00335
(0.00271)
0.0207
(0.0128)
anneel957 0.0614***
(0.00944)
0.0141***
(0.00162)
0.0175*
(0.00734)
0.00972
(0.0135)
-0.00279
(0.00253)
0.0173
(0.0121)
anneel958 0.0605***
(0.00777)
0.0148***
(0.00136)
0.0182"
(0.00607)
0.00894
(0.0130)
-0.00155
(0.00235)
0.0180
(0.0115)
anneel959 0.0584***
(0.00637)
0.0144***
(0.00110)
0.0186***
(0.00495)
0.00884
(0.0122)
-0.000987
(0.00215)
0.0185
(0.0107)
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annee1960 0.0545'"
(0.00497)
0.0137*"
(0.000869)
0.0158***
(0.00385)
0.00901
(0.0110)
-0.000183
(0.00189)
0.0157
(0.00941)
anneel961 0.0375"'
(0.00352)
0.0104*"
(0.000635)
0.0135***
(0.00310)
-0.00160
(0.00939)
-0.00133
(0.00160)
0.0134
(0.00819)
annee1962 0.0228'"
(0.00221)
0.00539*"
(0.000369)
0.00672"
(0.00209)
-0.00336
(0.00635)
-0.00245*
(0.00104)
0.00663
(0.00563)
annee1963 0.00800*"
(0.00128)
0.00210***
(0.000202)
0.000623
(0.00139)
-0.00398
(0.00316)
-0.00152"
(0.000506)
0.000585
(0.00279)
ageq 0.0000804* 0.0000125* 0.0000028
8
(0.0000292
)
0.0000468 0.00000279 0.0000029
Z
(0.0000373
)
(0.0000063
4)
(0.0000415
)
(0.0000067
5)
D
(0.0000287
)
urbain -0.0178*"
(0.00121)
-0.00104*"
(0.000232)
-0.00819***
(0.000960)
-0.0201***
(0.00136)
-0.00201***
(0.000264)
-0.00820***
(0.000999)
_Iregion_l
9
0.000701 -0.000828* 0.00396 0.00542 -0.00106" 0.00397
z.
(0.00473) (0.000403) (0.00428) (0.00492) (0.000407) (0.00432)
_Iregion_2
1
-0.000911 0.000699 -0.00539 0.00334 0.00133" -0.00535
(0.00469) (0.000419) (0.00431) (0.00486) (0.000430) (0.00481)
_Iregion_2
9
0.00489 0.000562 -0.00212 0.00609 0.000862 -0.00214
Zm
(0.00570) (0.000478) (0.00514) (0.00578) (0.000484) (0.00534)
_Iregion_3
1
-0.00810 0.00315*" -0.00234 -0.000940 0.00458*** -0.00236
(0.00457) (0.000473) (0.00435) (0.00497) (0.000518) (0.00470)
_Iregion_3
9
-0.0201*" 0.000594 -0.00122 -0.0128* 0.00302*** -0.00124
(0.00467) (0.000549) (0.00629) (0.00506) (0.000637) (0.00652)
_Iregion_3 -0.00710 0.00219*" -0.00612 -0.00150 0.00322*** -0.00608
D
(0.00470) (0.000510) (0.00409) (0.00497) (0.000536) (0.00474)
_Iregion_4
1
-0.00448 0.000639 -0.00393 -0.00766 0.000849 -0.00393
(0.00664) (0.000559) (0.00424) (0.00676) (0.000564) (0.00425)
_Iregion_4
9
-0.00157 0.00168*** -0.00406 -0.00553 0.00179*" -0.00401
Zf
(0.00488) (0.000462) (0.00408) (0.00501) (0.000465) (0.00496)
_cons 0.0895*"
(0.0110)
0.0201*"
(0.00179)
0.0222*
(0.00882)
-0.0641
(0.0371)
-0.0208***
(0.00545)
0.0216
(0.0384)
N
adj.
F
159108
0.027
106.1
981753
0.006
107.1
96916
0.006
23.98
159108
-0.012
97.83
981753
-0.009
96.86
96916
0.006
22.34
