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Zusammenfassung 
Exakte Lösungen der Ratengleichungen für· verschwindenden und nichtverschwin-
denden Rekombinationskoeffizienten a werden im Detail studiert. 
Es wird ein allgemeiner Existenz- und Eindeutigkeitsbeweis der Lösungen für 
beliebige Quell- und Senkenstärken für a I o angegeben. 
Exact solutions of rate equations for the calculation of super-
saturations of defects and growth rates for voids 
Abstract 
Exact solutions of the rate equations are discussed in detail for vanishing 
and nonvanishing recombination coefficient a. 
The existence and uniqueness of the solutions are shown for arbitrary sources 
and sinks and for a I o. 
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Die Be?trahlung von Metallen mit energiereichen Teilchen führt zur Erzeu-
gung von Zwischengitteratomen und Leerstellen, die im Festkörper diffun-
dieren können. Dieser Diffusionsprozeß ist ein Materietransport innerhalb 
des Metalls und ist u.a. abhängig von der Temperatur, dem Gittertyp, den 
Gitterfehlern, der Mikrostruktur (Gefüge) und den außen angelegten mechani-
schen Spannungen. Nach dem heutigen Stand der Modellbildung ist man noch 
weit davon entfernt, eine umfassende analytische Beschreibung oder gar 
Vorhersage der komplizierten Diffusionsvorgänge geben zu können. In den 
let~ten Jahren ist es allerdings gelungen, Teilaspekte der Strahlenschädi-
gung von Metallen genauer zu untersuchen und durch geeignete Modelle zu 
beschreiben. Einer der erfolgreichsten Wege zum Verständnis des Schwellens 
von stationär bestrahlten Werkstoffen (z.B. Strukturmaterialien von Kern-
reaktoren) ist die Ratentheorie, wie sie von Brailsford, Bullough et al. 
/1,2/ entwickelt wurde: 
Die beiden Hypothesen der Theorie lauten: 
i) die individuellen Leerstellen- und Zwischengitteratome 
bestimmen weitgehendst das Diffusionsgeschehen 
ii) es gilt der Erhaltungssatz der Masse 
Man beschreibt deshalb die primären Gitterfehler (Punktdefekte), d.h. die 
Leerstellen und Zwischengitteratome, durch Konzentrationen cv (~acancy) 
und c. (interstitial) und erhält auf Grund der Massenbilanz Diffusionsglei-, -
chungen. Berücksichtigt man die jeweiligen Quell- und Senkenterme für cv 
und ci, sowie die Wechselwirkung mit einem äußeren Potenti~l U(t), so er-
gibt sich das folgende System gekoppelter partieller Differentialgleichungen: 
ß~v = cli.v ( }" crrul Cv + ,ß })" Cv cra.cL u.) + Kv - R~ "}\ Cv - o{ ct Cv 
.t (1.1a) 
V Ci.= dLv ( 'D~ ~ C.t + ß ])t CL cracL U.) + Kt- ~i. Pt CL - o- Ct_ C.v 
C>t (1.1b) 
Die Notation ist im Anhang A erläutert. Da im stationären Fall die Verlust-
rate von Leerstellen gleich der Verlustrate von Zwischengitteratomen an den 
jeweiligen Senken ist, erhält man für bekannte Quell- und Senkenterme die 
Schwellrate ~ /2/: 
(1 . 2) 
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wobei cv und ci aus den Ratengleichungen (1.1) zu bestimmen sind. 
Experimentelle Vorhersagen mit Hilfe der Ratentheorie sind relativ schwierig, 
da nicht alle Parameter hinreichend genau bekannt sind (z.B. Senkenstärken). 
Eine Erweiterung dieser Theorie zur Beschreibung der Strahlenschäden von 
nicht stationär bestrahlten Werkstoffen wurde von Ghoniem, Kulcinski et al. 
/3/ ausgearbeitet, worauf wir hier nicht eingehen können. 
Dieser Primärbericht soll zum mathematischen Verständnis der Ratengleichun-
gen (1.1) beitragen. Wir beschränken uns durchweg auf den Fall U ~ 0. In 
Kap. 2 geben wir zunächst einen allgemeinen Existenz- und Eindeutigkeitsbe-
weis der Lösungen der Ratengleichungen für orts- und zeitabhängige Quell-
und Senkenstärken. In Kap. 3 diskutieren wir sodann spezielle Lösungen für 
verschwindende und nicht verschwindende Rekombinationskoeffizienten. 
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2. Existenz- und Eindeutigkeitssatz 
In diesem Kapitel geben wir einen allgemeinen Beweis, daß die Ratengleichun-
gen (1.1) unter den folgenden Annahmen eine eindeutige Lösung besitzen: 
i ) das äußere Potential U(x) ist identisch null 
i i ) die Diffusionskoeffizienten D und D. sind örtlich und 
V 1 
zeitlich konstant 
iii) es werden nur Frenkelpaare erzeugt, Kv = Ki = K(x,t) 
iv) die Senkenterme sind orts- und zeitabhängig, J = !l(x,t) 
Die Gln (1.1) lauten somit 
(2.1a) 
(2.1b) 
Wir benutzen nunStandardmethoden aus der Theorie der partiellen Differen-
tialgleichungen, um die Existenz und Eindeutigkeit der Lösungen von (2.1) 
zu zeigen /4,5/. Insbesondere verallgemeinern wir einen Beweis, der in /6/ 
für einfachere Systeme gegeben ist. 
Wir diskutieren die Gln (2.1) in d Raumdimensionen, d = 1,2,3. Zunächst fas-
sen wir cv(x,t) und ci(x,t) in eine vektorwertige Funktion zusammen: 
--t- - ( V..A (X, t ) ) ( Cv (X, t) ') 
l.l(X,t)= := 
. u..t,(X,t) C[_.lX';t) 
( 2. 2) 
und schreiben die Gln (2.1) in der folgenden Form: 
-F ( u) (2.3) 
11 die 2x2 Einheitsmatrix, ++ Hierbei bezeichnet und F ( u) ist durch ( 2. 1) de-
fi ni ert als 
( ' r(-cr) K - Rv ::bv Ll-1 - o<. ~. ~~) ·-·- (2.4) K- 1( J)t u..~, - cX. L\,A lt~ 
-+( ) + + 
Seien u 1 und u( 2) zwei beliebige vektorwertige Funktionen, so erfüllt F 
die Lipschitzbedingung 
( 2. 5) 
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Zum Beweis beginnen wir mit der linken Seite von (2.5) und erhalten durch 
verschiedene Abschätzungen 
f. au.p ( ~: 1 ~ ~ ) II lt(.J.)- [L"> II + :L <><, II Ll~~) U. ~~)- \.l~A) Ll~,q II 
>tt 
~u.p ( ~~~ ~~) II ~\.~),_ llt-t>ll + .lQ\ II u~~> ( U.~~)_ u.~))- u.~~\lA~~>_ u.~>) II 
x,t 
L ( 4 o( + IJ u. p ( ~~~V I ~ ~ ) ) ~ tr ~) - ~l-1 ) II 
x,t 
wobei wir benutzt haben, daß 
und 
gilt. 
0 '= Cv f:. -1 
0 f:. C1., L 1 
) 
Die Abschätzungskonstante A aus (2.5) ergibt sich somit zu 
zu·r Zeit t = o sei die Anfangsbedingung für ü vorgegeben: 






-+ + d 
wobei f(x) eine beschränkte Funktion in IR ist. Für die Anwendung ist 
f(x) i .a. durch 
...., ( co~h ) f = (2.10) 
gegeben. 
Wir suchen nun die Fundamentallösungen von (2.3). Dazu führen wir den fol-
genden linearen Differentialoperator Lein, 
(2.11) 
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und definieren zwei Funktionen Gv(d~(X,t): 
) 1 
-.l-
_4_])~;-i. t-) ett). (2.12) 
e(t) bezeichnet wie üblich die Stufenfunktion. Für t ~ o gilt die Normierung 
+oc 
S J. (cl) __., c1 X G V; (_ ( X I t ) -= ~ • 
- 00 




c;. (cl\ X, t) 0 ) 
G c x; t ) : = 0 G ~d.\x, t) 
so i s t G ( d ) (X' t ) die Fundamentallösung von (2.3) in 
es gilt 
i ) L 
Cd..) 
G CX,t) = S (x, t) 1 
i i ) (~) G ~x,t) = S on1 
Die Lösung des linearen Problems 
L _". (O) -U (x, t) - 0 
mit - to> -.. - _,.f (-""x ) Ll <.x, o) 
d 
( 2. 13) 
J (2.14) 
Raumdimensionen, d.h. 





läßt ~ich mit Hilfe der Fundamentallösung als Faltungsintegral schreiben: 
(2.19) 
Wir haben nun alle Hilfsmittel bereitgestellt, um eine Folge {u{i )}iE.IN 
definieren zu können, die gegen die exakte Lösung der Ratengleichungen ° 
( 2. 1) konvergiert: 
t -1-o<:! 
~lL+A) _ -...to> _ ( ( J.. .tel)...,.-+ -f['"'"Lt>(- )] 





i i ) 
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l ~l+A) = L u_<o> + F [tt,Li.)J .,. ~ ["U_lt)] 
"U_Li.+-1) \ x, 0 ) = f (X) 
(2.2la) 
(2.2lb) 
Somit erfüllt ~(i+l) für alle i EIN die Ratengleichungen (2.1) und die An-o 
fangsbedingung (2.9). 
Wir zeigen nun die Konvergenz der Folge. Dazu beweisen wir, daß die "maxi-
male" Differenz zwischen zwei aufeinanderfolgenden Elementen ~er Folge für 
große i gegen Null strebt. Wir definieren 
(2.22) 
und erhalten mit Hilfe der Lipschitzbedingung (2.5) 
Mu"\tl"' A ?.!....: Mtt\...:l . (2.23) 
0 
Benutzt man die Cauchy-Schwarz•sche Ungleichung und erneut die Lipschitzbe-
dingung (2.5), so kann man jedes M(i) nach oben abschätzen: . ( "t )~ 
. I 
(., . M ) 
wobei wir M durch 
definiert haben. Im Limes i+oo erhalten wir aus (2.24) 
lL) 
M lt) ~ 
. 







d.h. die Folge (2.20) konvergiert gegen einen Grenzwert u(x,t),der die Ra-
tengleichungen exakt erfüllt: 
t tOQ (d.) -
"ittX,t)- Ül0\X:t)+ ~o:c il~ G lx-f,t-'t) r[ulr,"C)] . (2.27) 
0 - oO 
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Zum Schluß beweisen wir, daß der Limes eindeutig ist. Seien ülund ~zwei 
verschiedene Lösungen von (2.27), dann gilt -- _ _,.. u. ("X I t ) - V <. >< I 't ) 
t t o<) . ( 2 . 28) 
=, ~cb: ~ clol! Gtd.)(;- r} t-l:). t F[lt(.x>uJ- F[vc..xlt )] 1 . 
0 - 1.')0 
+ + + + 
Führt man die "maximale 11 Differenz zwischen u(x,t) und v(x,t) ein, 
Nlt) := tti\M. l'.l\.lf 11 U:<.~"t.)-- v\x,""t)ll, (2.29) 
"'c:f.t 
so erhält man. mit Hilfe der Lipschitzbedingung (2.5) 
t 
N l t) ~ \ ~ <l -r N ( "( } ( 2 • 3o ) 
() 
Hieraus folgt sofort 
N lt) = 0 . (2.31) 
Somit gilt 
-+- -4>- - ...... 
LU,x 1 t) = VlX,t) 1 (2.32) 
d.h. die Lösung der Ratengleichungen ist eindeutig. 
Insgesamt haben wir damit gezeigt, daß die Ratengleichungen (2.1) eine ein-
deutige Lösung besitzen, die durch den Grenzwert der Folge (2.20) gegeben 
ist. 
In Kap. 3 diskutieren wir spezielle Lösungen der Ratengleichungen, die man 
entweder auf direktem Weg durch Lösen der Differentialgleichungen oder durch 
Ausführen des Limes der Folge (2.20) erhalten kann. 
- 8 -
3. Spezielle Lösungen der Ratengleichungen 
3.1 Lösungen für a = o 
3.1.1 Allgemeine Lösung der parabolischen Differentialgleichung 
In diesem Abschnitt diskutieren wir die Ratengleichungen (1.1) für verschwin-
dendes äußeres Potential U(X) und vernachlässigen den Rekombinationskoeffi-
zienten a. Für viele Anwendungen ist die Approximation 
(3.1) 
im Hochtemperaturbereich zulässig. In diesem Fall entkoppeln die beiden 
Differentialgleichungen (1.1) und wir erhalten die folgende partielle Dif-
ferentialgleichung vom parabolischen Typ: 
(3.2) 
mit X~G. Wir bezeichnen mit G stets ein beschränktes Gebiet im IRd, d = 1,2,3 
und mit S dessen Rand, der eine stückweise glatte Fläche darstellen soll. 
Zur Vervollständigung von (3.2) benötigen wir die dazugehörigen Rand- und 
Anfangswerte, die durch die folgenden Gleichungen vorgegeben sind: 
i) Randwerte für t > o: 
(a 1 c + a2 grad c)1s = o 
ii) Anfangswerte: 





Wir setzen stets "hinreichend schöne Eigenschaften" voraus, d.h. es soll 
gelten 
i ) J)e.CA(G.) 
I 
K e. cCG) 
I 
...... - -"Dlx) >0 tmd K(><) ~ o für X €. G 
; i ) a.,., €. c c.. s) a.~ e. ClS) J (3.5) 
+ o.l-<.x) ~ o mit Q.ll ( )() ~ 0 / - - x e. .s . Q,.,( X ) + a. L \X ) > 0 für 
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Im folgenden diskutieren wir Lösungen von (3.2) mit den Rand- und Anfangs-
werten (3.3) und (3.4), die man durch Separation der Variablen (Fourier 1 sche 
Methode) erhält. Diese Standardmethode ist aus der Theorie der partiellen 
Differentialgleichungen bekannt /5/. In diesem Abschnitt folgen wir insbe-
sondere dem Buch von Wladimirow /7/. 
Zunächst definiert man den folgenden linearen Differentialoperator L, 
:!. L : = - d." V ]) ~o..cl + R }) ) (3.6) 
wodurch sich die Gl. (3.2) auf die folgende Form reduziert: 
= - lc, + k ( 3. 7) 
L ist ein hermitescher, positiver Operator, dessen diskretes Eigenwertspek-
trum mit Hilfe der Randbedingung (3.3) berechnet werden kann: 
( 3. 8) 
Hierbei bezeichnen {~t}t~~ die orthonormierten Eigenfunktionen von L und 
{ \e_l.te.IN die dazugehörigeR Eigenwerte. Für die gesuchte Konzentration 
C(X,t) maght man nun den folgenden Separationsansatz: 
00 
c<.X,t) = L: ~lt) "t"Lt7) 
t== 0 
(3.9) 
Die zunächst unbekannten Funktionen {Tt(t)} te.~ ergeben sich aus dem Cauchy 
Anfangswertproblem (3.4). Löst man dazu die Gl . 0 (3.9) nach Tt(t) auf, so 
erhält man unter Benutzung der Orthonormalität der { ~t} teiN 
0 
- ( ~ - -1-t lt) = ~ J.: x cc..x,t) ~.tlX ), 
G 
(3.10) 
.t = 0, A1 ~, ••• 
Für t + 0+ kann Tt(t) mit Hilfe der Anfangsbedingung (3.4) berechnet werden: 
1 ( o) = ~ t X C(.~ 0) "Y .t (x) 
G; 
= S cl d >< f <. x) 't ,t t -x) 
G-
(3.11) 
t = 01 A, :L1 ••• 
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Zur Vereinfachung der folgenden Formeln definieren wir 
(3.12) 
und 
,ß-,t t t ) : = ~ f X K (X, t ) "ft (X) (3.13) 
G l """ 01 A, ~~ ••• 
Bei vorgegebenen f(X) und K(X, t) sind {a.e} .Q..E.IN und {b~} Q.EIN bekannten 
Größen. Man setzt nun den Produktansatz (3.9) ßnter Berücksi8htigung der 
Definitionen (3.12) und (3.13) in die ursprüngliche Differentialgleichung 
(3.2) ein und erhält 
(3.14) 
Die Integration dieser gewöhlichen Differentialgleichung liefert schließ-
lich die gesuchten Funktionen Tt(t): 
0 
Setzt man nun n,e(t)}~E.IN aus (3.15) in den Separationsansatz (3.9) 
so erhält man die allgeme~ne Lösung der Differentialgleichung (3.2), 





Die Schwierigkeit dieser Methode besteht i .a. im Lösen des Eigenwertprob-
lems (3.8). In einigen Fällen ist es jedoch möglich, die Eigenwertgleichung 
(3.8) direkt zu lösen oder aber auf eine bekannte Differentialgleichung 
zurückzuführen. Im folgenden Abschnitt geben wir dazu Beispiele an. 
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3.1.2 Ortsabhängige Senkenverteilung 
In diesem Abschnitt diskutieren wir eine Anwendung der allgemeinen Lösung 
(3.16) für den folgenden Spezialfall: 
i) eine Raumdimension, d = 1 
ii) Kund D sind konstant 
iii) ~ = ~IL + ~~;_s t -1- c.o.sh-~(t\X-Xo )) j 
(3.17) 
Die Ortsabhängigkeit der Senkenstärke in (3.17) ist in Abb. 1 dargestellt 
und tritt im Zusammenhang mit der Diskussion des Schwellens von martensiti-
schen Werkstoffen unter Neutronenbestrahlung auf /8/. Unter Berücksichti-
gung der speziellen Senkenverteilung (3.17) nimmt die Differentialgleichung 
(3.2) die folgende Form an: 
-v c. r;;~ c I t t s -l, J 
~ =] CO X~ + '( - ~IL}) C. - R]ts) c. l-1 - Co>h (( l><-Xo ))J (3.18) 
Formuliert man getreu dem obigen Schema das dazugehörige Eigenwertproblem, 
so erhält man 
(3.19) 
Hierbei haben wir die folgende Notation verwendet: 
E "'.IL :t ~ .l : = J) - Rr.L - ~~i.S 1... 0 
t = o, 11, ~, ••• 
(3.20) 
Zur Vereinfachung der Differentialgleichung (3.19) führen wir die Transfor-
mation 
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so läßt sich (3.19) auf die Standardform der zugeordneten Legendre Differen-
tialgleichung zurückführen: 
(3.24) 
R,""' O, ~I ~I'" 
Die Lösungen dieser Gleichung sind bekannt und nur unter der Bedingung 
) (3.25) 
für lxl + oo endlich /9/. Wir fordern deshalb, daß p eine natürliche Zahl 
ist, was keine wesentliche Einschränkung unseres physikalischen Problems 
darstellt. (Die Form der Senkenverteilung wird unwesentlich verändert). 
Zu vorgegebenen Q gibt es auf Grund der Bedingung (3.25) nur endlich viele 
Eigenwerte E~, 
(3.26) 
t::. 01 A1 .11 ••• 1 Jl.Nv\a.x 
Die dazugehörigen Eigenfunktionen sind die zugeordneten Legendre Funktionen, 
die sich durch die Kugelflächenfunktionen Wnmausdrücken lassen: 
( 3. 27) 
mit t = 
0 I Al .t I • • • J 1. I'MO..X 
c.os /J' ~= f (3.28) 
und 8 e.IN. 
Wir haben z.B. 8 = 3 gewählt und erhalten mit der Anfangsbedingung c(x,o) = cth 
das folgende Ergebnis: 
Die Größen {a1}l=o, {bt}~=o, {t.QJi=o ergeben sich aus (3.12), (3.13) und 
(3.20) zu 
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lii ~ a -~ ltTt Cth 0 
a1 0 
a2 Ii ~ = ..... ~ ltu C.th (3.30) 
b = -';!,\\V* K 0 ~ ~ lfif 
b1 = 0 (3.31) 
bz - _!L ßJ; K ~l, 411 
Ao ]){ ~ ~ l~ 1)t~ + ~I L - 9 rt i 
A" ] { 
~ ~ 
- 4 <I~ 1 ~l>t!!. + ~IL (3.32) 
A:t = ]) { t \{' R'l):.s. + IL ~t j 
mit 0 : = J A~ ~Dl.s I (3.33) 
Die Eigenfunktionen {~f}t=o sind 
und lauten explizit: 
die Kugelflächenfunktionen Y31 , Y32' Y33 
'\'o(.~) =- _1_ ~· ( ~- !~) Lt Lt ll 
1'-1 ( ~) = .i.J A05 I 't ~II (1-~t,)~ 
"t'~ l1) =- ~ v J,A . ( lj - ~t) ( 6 ~~- -1 ) J (3.34) lt II 
mit 
~ t.~{r(x-xo)1 = c.o.sÄr (3.35) . - . 
Will man die Lösung (3.29) numerisch auswerten, so muß man wegen der gros-
sen Absolutbeträge von k2Dis und kiL die Differentialgleichung (3.19) vor-
her geeignet skalieren. In Abb. 2 haben wir eine auf 1 normierte Lösungs-
kurve cv wiedergegeben. Man beobachtet minimale Werte von cv, wo die Sen-
kenstärke am höchsten ist. Ein ähnliches Verhalten erhält man für ci, was 
im Einklang mit anderen Rechnungen steht /10/. Zur Diskussion dieser Ergeb-
nisse verweisen wir auf /8/. 
Im folgenden Abschnitt geben wir eine zweite, einfachere Anwendung der all-
gemeinen Lösung (3.16). 
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3.1.3 Freie Oberflächen 
Zur weiteren Diskussion der allgemeinen Lösung (3.16) untersuchen wir nun den 
Fall, daß 
i) d = 1 ist (nur eine Raumdimension) 
ii) die Senkenstärke und die Defekterzeugungsrate ortsunabhängig sind 
iii) bei x = o und x = x
0 
eine freie Oberfläche vorliegt. 
Zur Erläuterung verweisen wir auf die Abb. 3. Die Differentialgleichung 
(3.2) hat nun die einfache Form 
(3.36) 
Die Randbedingung (3.3) sei 
C. (X 
1 
t ) 1 : : :. - 0 J (3.37) 
und die Anfangsbedingung (3.4) sei durch 
c.<.x, o) = cth (3.38) 
gegeben. Die beiden Oberflächen werden hierbei wie absolute Senken betrach-
tet. Die Eigenwertgleichung (3.8) lautet 
L "\'.t (.X ) - \.t ~ .t (.X) I (3.39) 
wobei L in diesem Beispiel durch 
(3.40) 
definiert ist. Die Differentialgleichung (3.39) läßt sich durch den Ansatz 
"V, tx) = A ~l\'\ ( '(, X + s.t ) ) 
t .t J.. 
(3.41) 









Die Bestimmung der Größen {a!}tsiN und {bt}ß.t:dN nach (3.11), (3.12) und 
(3.13) liefert 0 o 
für 9, gerade 
für 9, illlgerade 
bzw. 
0 für 9, gerade 
für 9, illlgerade 
Die gesamte Lösung (3.16), die den Rand- und Anfangswerten (3.37) und 
(3.38) genügt, läßt sich somit schreiben als 
00 
J,H+A 
.tH+A ) e.- AU+A t 1· C\X,t)=L{ + ( QHH-
AthA .t= 0 AH+A 
. ~ ;o' ~LRf\\ \fllt+l\) ·X) Xo 
mit 
c.th { :LV lxo' .;1 Q~.t+A := ~..t+ J1 
hu. +II ·- k A J.. J J., Xo 
1 /1 ·- .Li+ 11 II 





Bei der numerischen Auswertung von (3.46) muß die Reihe bei einem endlichen 
Wert ~max abgebrochen werden. In den Abb. 4-6 haben wir einige Beispiele 
für verschiedene ~max zusammengestellt. In diesem Fall ergeben sich erst 
für fmax ~ 200 physikalisch sinnvolle Lösungen. 
Die folgenden Abschnitte sind speziellen Lösungen der Differentialgleichung 
(3.2) gewidmet, die man durch verschiedene Orts- und/oder Zeitabhängigkei-
ten der Parameter erhält. 
3.1.4 x,t-abhängige Defekterzeugungsrate 
t-abhängige Senkenverteilung 
In diesem Abschnitt betrachten wir die Differentialgleichung (3.2) mit den 
folgenden Bedingungen: 
der Diffusionskoeffizient D ist konstant i ) 
i i ) + die Defekterzeugungsrate ist eine Funktion von X und t, 
K = K(X, t) 






Die Differentialgleichung (3.2) lautet somit 
Als Anfangsbedingung für c wählen wir 




In diesem Fall läßt sich die in Kap. 2 geschilderte Vorgehensweise erheblich 
verkürzen und man erhält die allgemeine Lösung von (3.49) als Faltungsinte-
gral über die Greensfunktion (2.12): Zum Beweis transformieren wir zunächst 
c(X,t): 
t 
C ( }(, t ) = C.t h + t ( X, t ) .!LX f c- ~ cl 't: ~ l "C ) J) J 
0 
(3.51) 
Die Differentialgleichung (3.49) reduziert sich dadurch auf die Form 
~ ~ 
~~ =-j).L1c+ \ K- ~~:Dcth) txr(+~d.t~('t)]) 
0 
(3.52) 
Völlig analog zu den Ausführungen im Kap. 2 kann man nun zuerst die Funda-
mentallösung G(X,t,d) suchen und dann die Folge (2.20) konstruieren. Da 
die Funktion F unabhängig von~ ist, sind alle Elemente der Folge (2.20) 
identisch und man erhält 
t +00 




Die Greensfunktion G(X,t,d) in d Raumdimensionen lautet nach (2.12) 
--1 )d. -~ 
GCx~,t 1 cL) =( 'J-JJ>Iit .tx\(- lt~t ) EHt) . (3.54) 
Berücksichtigt man schließlich (3.51), so schreibt sich die gesuchte Kon-
zentration c(X,t) als 
(3.55) 
t .t .j.-00 
c(.1,t) = c.th + .txr\- SJ.~'~l't')]))· ~!l1: {I!{ KCit)-
o o -.oo 
Für t + o+ geht c(X,t) in die geforderte Anfangsbedingung (3.50) über. Die 
Lösung c(X,t) gehört zu einer Klasse von Funktionen, die für t < o verschwin-
den und in allen Zeitstreifen o < t < t beschränkt sind. Wie aus der Theo-
- - 0 
rie der Wärmeleitungsgleichung bekannt ist /7,11/, gilt 
I C( ~t) I L 
(3.56) 
für t > o. 
Die Auswertung der Formel (3.55) für konstante Defekterzeugungsrate und kon-
stante Senkenstärke ergibt die zeitabhängige Lösung 
(3.57) 
für t > o. In Abb. 7 geben wir den schematischen Kurvenverlauf wieder. Ins-
besondere erhält man für t + o+ 
(3.58) 




Als letztes Beispiel im Kap. 3.1 betrachten wir den Fall, daß der Diffusi-
onskoeffizient ortsabhängig ist. Die allgemeine Lösung ergibt sich nach 
dem im Abschnitt 3.1.1 geschilderten Verfahren. Hier untersuchen wir nur 
den stationären Fall in einer Raumdimension mit konstanter Defekterzeugungs-
rate und mit konstanter Senkenstärke, d.h. 
i) d = 1 (eine Raumdimension) 
ii) D = D(x) wird als bekannt vorausgesetzt 
iii) K und k2 sind konstant. 
Die so vereinfachte Differentialgleichung (3.2) lautet somit 
0 = _L ( j) As) +I/ - l{] c. 
d.X d.X r\ 
(3.60) 
(3.61) 
Eine Anfangsbedingung muß diesmal nicht berücksichtigt werden, wohl aber 
eine Randbedingung. Hierzu fordern wir 
i ) C.\X=O) = Cth (3.62) 
i i ) 
!c 1 = 0 (3.63) 
d. X )( "'Xo 
Physikalisch gesehen geben wir bei X = o eine freie Oberfläche vor, während 
wir bei x = x
0 
verlangen, daß sich die Konzentration c nicht mehr (wesent-
lich) ändern soll. Die Integration von (3.61) ist sehr einfach und man er-
hält nach kurzer Rechnung 
C(X) = 
_ { cth-
{ Cth- ~y } AA 







e - e. 
A ))' ±J( J>' t + b.t mit A. .. ,~ :=- '"i" T ~J) (3.65) 
Wie üblich bezeichnet D' die Ableitung von D(x). 
Im folgenden Kapitel untersuchen wir einfache analytische Lösungen der 
Ratengleichungen (1.1), die den Rekombinationskoeffizienten a enthalten. 
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3.2 Lösungen für a f o 
Die exakte Lösung der Ratengleichungen (1.1) für beliebige Quell- und Sen-
kenterme und für nichtverschwindenden Rekombinationskoeffizienten a ist 
durch die Folge (2.20) gegeben. Leider ist es bisher in nur geringem Umfan-
ge gelungen, auch 11 geschlossene Lösungen 11 von (1.1) zu finden. Wir geben 
nachstehend drei Beispiele. 
3.2.1 Reine Rekombination 
Wir betrachten zunächst den einfachen Fall, daß sich die Ratengleichungen 
auf das folgende System gewöhnlicher Differentialgleichungen reduzieren: 
d.Gv - K - c(. Ci...Cv 
d.t 
(3.66) 
d. c k - K - ol. Ci.. C.v clt (3.67) 
Die Defekterzeugungsrate K ist dabei für Leerstellen und Zwischengitter-
atome gleich, lediglich die Anfangsbedingungen sollen sich unterscheiden: 
i ) 
; i ) 
C.v \ t = 0) 
CL ( t = 0) = 0 
(3.68) 
(3.69) 
Dieses Beispiel beschreibt die Situation, daß Leerstellen und Zwischengit-
teratome in gleicher Anzahl erzeugt werden und nur durch Rekombination dem 
System verloren gehen. Bildet man nun die Differenz der Gln (3.66) und 
(3.67), so erhält man unter Berücksichtigung der Anfangsbedingungen (3.68) 
und ( 3. 69) 
c. ;:::: 
V (3.70) 
Dies in Gl. (3.66) eingesetzt, führt auf eine Riccati~Differentialgleichung. 





:?,C.p + C.v 





Der Kurvenverlauf von (3.71) ist in Abb. 7 schematisch dargestellt. Insbeson-





3.2.2 Das stationäre Problem 
Wir suchen nun nach Lösungen der allgemeinen stationären Ratengleichungen, 
wobei alle Parameter als konstant angesehen werden. Führt man für die Leer-
stellen und Zwischengitteratome verschiedene Defekterzeugungsraten ein, K 
V 
bzw. K ., so erhält man das folgende nichtlineare Gleichungssystem: 
l 
't 
0 = K.., - Rv ))v Cv - « C..t Cv (3.76) 
0 = K i, - R: ) ~ c. t, -- 01. G l. c. V (3.77) 
Löst man (3.77) nach cv auf und setzt dies in (3.76) ein, so ergibt sich 
eine quadratische Gleichung für ci. Entsprechendes erhält man für cv. Daraus 
erhält man die asymptotischen Werte von cv und ci im Limes t + oo: 
'-v • - ~ + J ( +) t + CVv 1 
Gt :- ~ +J \ ~ t + 'Vi-
Zur Vereinfachung der Formeln haben wir die folgenden 
A ·-.l 
c( t Ki, - Kv 1 + R~i. Dc. R~" ]v 
p (V <~!:-(-~,._ i.) 
V 








Zum Abschluß dieses Berichtes geben wir im folgenden Abschnitt eine Lösung 
der Ratengleichungen für den Fall an, daß man 
(3.84) 
setzen kann. Dies ist physikalisch sicher nur in Ausnahmefällen gerecht-
fertigt. 
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3.2.3 Proportionalität zwischen cv und c. _ _,__ ________ , ___ ,_ 
Wir betrachten den Spezialfall, daß cv und ci proportional zueinander sind. 
Vernachlässigt man sämtliche Ortsabhängigkeiten, so erhält man für konstante 
Parameter die folgende Differentialgleichung vom Typ Riccati: 
fdc.. ~ \ ~ 
- = K - ~.: :Dc.. - ot.l\ c ~t ~ . (3.85) 
Hierbei bezeichnet\ die Proportionalitätskonstante zwischen cv und ci. Unter 
Beachtung der Anfangsbedingung 
(3.86) 
kann die Riccati-Dgl nach den üblichen Verfahren /12/ gelHst werden, und 
man erhält nach etwas längerer Rechnung 
cLt) = u. + vLt) 
mit p / ( p )t __K_ 
1A. := - ~ +V \~ + cv 
Vlt) ·- (P+lug,)lcth-u.) 
(pttu.")t t p + ~ Ll ~ + q, ( (t h - U. ) ~ e. - 9, ( Cth - ll) 
und 
p == ~t}) 
~ := c:x A 
(3.87) 
Für t + o+ ist die Anfangsbedingung (3.86) erfüllt, während c(t) für t + oo 
gegen den asymptopischen Wert 
C ( t -> 00 ) = LL (3.88) 
strebt. Den prinzipiellen Kurvenverlauf kann man aus Abb. 7 ablesen. 
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4. Ergebnisse 
In diesem Bericht haben wir gezeigt, daß die Ratengleichungen wie sie von 
Bullough et al. für stationäre Bestrahlungsphänomene aufgestellt wurden, 
eine eindeutige Lösung besitzen, die durch den Grenzwert einer Folge gegeben 
ist. Wir haben einen konstruktiven Beweis vorgeführt. 
Vernachlässigt man den Rekombinationsterm, so entkoppeln die beiden Raten-
gleichungen und man erhält zwei partielle Differentialgleichungen vom para-
bolischen Typ. Die allgemeine Lösungsmethode dieser Differentialgleichungen 
wurde erläutert und an mehreren Beispielen demonstriert. 
Zum Schluß haben wir einige "geschlossene Lösungen" der Ratengleichungen 
aufgelistet. 
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Anhang A: Parameter der Theorie 
Im folgenden geben wir eine kurze Zusammenstellung der wichtigsten Standard-
definitionen und Formeln /13/: 
Bezeichnungen: 
Indices für vacancies, interstitials: 
Diffusionskoeffizienten: 
Defekterzeugungs rate: 
Defekterzeugungsrate von vacancies 






Radius der Inters ti ti a 1 Loops: 
Dichte der I n te rs t it i a 1 Loops: 
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Zusammenstellung der Formeln: 
1) 1 ß:= D . B 
2) Atommasse: 
~~ = a l . AME re 
3) Diffusionskoeffizienten: 
D . = Do (- Ev,i) v,1 v,i exp ß m 
Do 2 (Sv'i) .: = g . v . a exp V,1 V,1 V,1 m 
g .: Geometriefaktor 
V, 1 
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Für bcc-, fcc-Gitter und kubische Kristalle ist 
g . = 1 
V, 1 
4) Sprungfrequenzen: 
i) Seeger-Mehrer Modell: ff 
E V, 1 
1 m a -M- fcc-Gitter 
i~ 























Die Summe läuft dabei über alle im Metall betrachteten Senken, z.B. Poren 
kv2(P
1
.), Interstitial Loops k 2v(!~), Vacancy Loops k2(YL), Versetzungsnetz-
' ,1 V,1 
werke k 2 (~), Korngrenzen k 2 (~B), etc. Die wichtigsten Senken neben den Poren 
V,l V,l 
sind die Versetzungen und die Interstitial Loops: 
i) Versetzungen (Dislocations): 
k2(D~s) = Z .. P . 
V' 1 V' 1 Dl s 
(A.ll) 
ii) Interstitial Loops: 
2 (I L) 
k . = Z . 21r RIL PrL V,l V,1 (A.12) 
7) Rekombinationskoeffizient: 
Hierbei werden i.a. zwei Modelle für das Rekombinationsvolumen betrach-
tet: 
1. ) a = 
mit~ r
0
3 % lOOn 
und n = 41T r3 T n 
1. 1.) (D ) (1)2 a = i + 0v o 
8) Thermische Gleichgewichtskonzentrationen: 
c~h = exp (S~/k8 ) exp (-ßE~) 
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Abbildungen: 
Abb. 1: Ortsabhängige Senkenstärke der Form 




Abb. 2: Analytische Lösung für ortsabhängige Sehnkenstärke 
(normierte Funktionen). 
Kurve 1: cv Kurve 2: lf 
Abb. 3: System mit zwei freien Oberflächen (hier bei x = o und 
2 x
0 
= 0.8) und mit konstanter Senkenstärke (k = 0.3) 
(in willkürlichen Einheiten) 
Abb. 4: Analytische Lösung für cv (normiert) 
Qmax = 30 t = 1s 
Abb. 5: Analytische Lösung für cv (normiert) 
2 = 100 t = 1s max 
Abb. 6: Analytische Lösung für cv (normiert) 
~ = 200 t = 1s max 
Abb. 7: Analytische Lösungen der Form 
c(t) = A - [A-ß] e-yt 
bzw. 
c(t) = A + --;-1--
Beyt + E 
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