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The Problem: Many important learning problems involve a compromise between competing sources of informa-
tion. For example, in semi-supervised classiﬁcation the available training examples typically include a limited set
of labeled data as well as a large dataset of unlabeled examples. A number of other problems share the same ab-
stract structure: in estimating graphical models we often need to determine the equivalent sample size, i.e., how
the prior model should count relative to the available data. While such “allocation” problems are ubiquitous, it is
not clear how they should be solved in general. In other words, what principle we should use to determine how
one privileged source (labeled set, prior) should be balanced relative to the other source (unlabeled set, observed
data). In this work we introduce a general method for combining two information sources that continuously visits
all possible weightings of the data sources and identiﬁes the one that achieves maximal stability.
Motivation: Theoretical homotopy continuation [4] considerations as well as empirical results [1] demonstrate
that source allocation problems are not stable in the sense that small changes in source weighting can lead to drastic
changes in performance. Because such sudden changes in performance can occur only at a few speciﬁc critical
weightings of the sources, an estimation algorithm could take advantage of the location of critical weightings to
improve its stability.
Typical estimation algorithms are unaware of the sensitivity to source weighting, and assume implicitly or ex-
plicitly a weighting which is arbitrary in regards to the problem objective. For example, in semi-supervised classiﬁ-
cation the standard maximization of joint likelihood of labeled and unlabeled samples via EM [2] biases estimation
towards the more abundant unlabeled source, which may result in poor classiﬁcation. An estimation algorithm that
is aware of the critical weightings when allocating between the data sources could train more stable and reliable
parameters than standard algorithms.
Previous Work: While the allocation of different sources of information in a joint criterion is a problem that occurs
in many contexts, we are unaware of any work that reveals the existence of critical weightings. The choice of
the weighting of multiple sources is usually a simple heuristic with no theoretical guarantees. For example, in
document classiﬁcation with labeled and unlabeled data Nigam et al. [2] recognize that assigning more weight to
the labeled source than that given by maximum likelihood increases robustness, but they provide no principled
way of choosing a smaller weighting.
Homotopy (arc-length) continuation, the main tool behind the identiﬁcation of critical weightings, is a current
areaof researchin the dynamical systems and numerical computation communities. The theory of continuation has
strong theoretical backing [4], and there are sophisticated software packages implementing it. [3] [5]
Approach: We introduce a general algorithm based on globally convergent homotopy continuation that combines
ap r eferential data source with another by following a continuous path of stationary points of the optimization
criterion for possible weightings of the sources. The path of ﬁxed points found by the algorithm is unique and has
strong theoretical existence guarantees, and provides a rich basis for analyzing problems that feature a competition
between potentially conﬂicting sources. We demonstrate, in particular, how continuation methods can be used to
identify critical weightings of the two sources, i.e., weightings around which dramatic changes can take place with
minimal changes in the weight. Such critical events can be exploited either to guarantee stability of estimation, or
to ensure a substantial deviation from the initial data source.
For a concrete example, consider a document classiﬁcation task with few labeled and abundant unlabeled train-
ing samples. Given a generative model P(x,y|θ) of the documents in each class, we can train a classiﬁer by maxi-
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Figure 1: Evolution of classiﬁcation error and weighting parameter (allocation) of the labeled and unlabeled sources
in a homotopy continuation run on a document classiﬁcation problem (20-newsgroups data set, na¨ ıve Bayes docu-
ment model). After the weighting reaches its critical value (ﬁrst dotted line), further increasing it drastically affects
error rate.
mizing the joint log-likelihood of the two data sources:
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where λ ∈ [0,1] is the weighting parameter that trades off labeled vs. unlabeled information.
The continuation method ﬁnds local maxima of Lλ(θ) at all values of λ by starting at the labeled-only, λ =0 ,
unique maximum, and continuously following the set of parametersat a local maxima while differentiallychanging
λ. The continuous path of maxima (θ(s),λ(s)) can be uniquely extended and necessarily reaches λ =1 . Points
where λ changes monotonicity along the path are critical weightings that mark sudden changes in stability and
should be avoided for the purpose of classiﬁcation. We show a sample continuation run in Figure 1.
Impact: We introduce a new methodology for addressing a variety of learning tasks that feature a competition
between two conﬂicting sources of information. The homotopy continuation method follows a continuous path of
stationary points of the mixed optimization criterion, by solving a differential equation based on stationarity condi-
tions in Q(n3) in the number of optimized parameters. By identifying critical points along such paths we can better
determine the ideal allocation of the sources. The method is deterministic and avoids the typical combinatorial
complexity of non-convex optimization problems.
Future Work: The basic methodology admits a number of important extensions from active learning (with the
idea of regaining stability) to game theoretic problems more generally.
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