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INTRODUCTION
Accurate seismic hydraulic fracturing monitoring (HFM) can mitigate many of the environ-
mental impacts by providing a clear real-time image of where the fractures are occurring outside
of the shale and how efficiently they are formed within the gas deposit. Although simple in prin-
ciple, real time monitoring of hydraulic fracturing is extremely difficult to perform successfully
due to high noise levels generated by the pumping equipment, anisotropic propagation of seismic
waves through shale, and the multi-layered stratigraphy leading to complex seismic ray propaga-
tion, [1, 2, 3]. In addition the complexity of the source mechanism affects the relative amplitudes
across the seismometers, [4] introducing extra parameters in the system. Typical approaches
for microseismic localization consists of de-noising of individual traces [5, 6] followed by time
localization of the events of interest and then using a forward model under known stratigraphy
to match the waveforms and arrival times, [7, 8]. The polarization estimation is achieved via
Hodogram analysis [9] or max-likelihood type estimation [8]. In contrast to these approaches,
recently the problem of moment tensor estimation and source localization was considered in [10]
for general sources and in [11] for isotropic sources which exploit sparsity in the number of mi-
croseismic events in the volume to be monitored. This approach is shown to be more robust and
can handle processing of multiple events at the same time.
Although our approach is very similar to the approach in [10] the main difference lies in
the use of amplitude information from the Green’s function. Here we don’t use the amplitude
(of the received waveform) information but only the temporal support information or arrivals
which is completely dictated by the velocity model of the stratigraphy and the source receiver
configuration. Since we are not using any amplitude information, we usually have more error in
estimation and require more receivers for localization. Nevertheless, when the computation of
Green’s function is costly or accurate computation is not available our method can be employed.
Furthermore, due to amplitude independent processing our methods can be extended to handle
the anisotropic cases using just the travel-time information for inversion, [12, 13].
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FIGURE 1: This figure shows the geometry and coordinate system
used in this paper.
In this paper we focus on isotropic
layered media as the model for stratig-
raphy. The set-up is shown in Fig-
ure 1 where a seismic event with a
symmetric moment tensor M ∈ R3×3 is
recorded at a set of J tri-axial seis-
mometers indexed as j = 1,2, ...,J with
locations r j. Let the location of the
source/seismic event be denoted by l.
All these locations are with respect to
a global co-ordinate system. The seis-
mometer records compressional wave
denoted by p, and vertical and horizon-
tal shear waves denoted by sv and sh
respectively. Assuming ([2], [Chapter
4]) that the volume changes over time does not change the geometry of the source, the particle
motion magnitude vector (say) uc(l, j, t) at the three axes of the seismometer j as a function of
time t , can then be described by the following equation,
uc(l, j, t)=
Rc(θ,φ)
4πdl jρc
3
P
l j
c ψc
(
t−
dl j
vc
)
(1)
where dl j is the radial distance from the source to receiver; c ∈ {p, sh, sv} is the given wave type,
and ρ is the density, and Rc is the radiation pattern which is a function of the moment tensor,
the take off direction parameters θ j,φ j with respect to the receiver j. P
l j
c is the unit polarization
vector for the wave c at the receiver j. Up to a first order approximation [14] we assume that
ψc(t)≈ψ(t) for all the wave types and henceforth will be referred to as the source signal. Note that
for isotropic formations and for compressional waves P
l j
p is aligned with the incidence direction as
determined by the ray propagation. The polarization vectors for the sh and sv correspond to the
other mutually perpendicular directions. The radiation pattern depends on the moment tensor M
and is related to the take off direction at the source with respect to the receiver j defined as the
radial unit vector er j relative to the source as determined by (θ j,φ j), see Figure 1. Likewise we
denote by unit vectors eθ j and eφ j the radial coordinate system orthogonal to radial unit vector.
The radiation pattern for a compressional source Rp(θ j,φ j) is then given by,
Rp(θ j,φ j)= e
T
r j
Mer j =
[
er jx er j y er jz
] Mxx Mxy MxzMxy Myy Myz
Mxz Myz Mzz



 er jxer j y
er jz

 (2)
The radiation pattern can then be simplified and described as the inner product of the vectorized
compressional unit vector product, ep j , and the vectorized moment tensor,
Rp(θ j,φ j)=
eTp j︷ ︸︸ ︷[
e2r jx 2er jx er j y 2er jx er jz e
2
r j y
2er j y er jz e
2
r jz
]
m (3)
where m =
[
Mxx,Mxy,Mxz,Myy,Myz,Mzz
]T
and (·)T denotes the transpose operation. The mea-
surements regarding the moment tensor at the receivers can then be thought of as the mea-
sure of the corresponding radiation energy from the source. The above expression can then be
used to construct a vector of radiation pattern ap ∈ R
J across the J revivers, with take off an-
gles of (θ j and φ j) corresponding to compressional unit vectors ep j , given by ap = Epm where
Ep = [ep1 ,ep2, ...,epJ]
T . Similarly we have ash = Eshm and asv = Esvm. Therefore we can write
the radiation pattern across J receivers for the three wave types as the product of an augmented
matrix with the vectorized moment tensor.
a=

 apash
asv

=

 EpEsh
Esv


︸ ︷︷ ︸
E
m (4)
Thus the radiation pattern across the receivers a can then be described as the product of the E
matrix, which is entirely dependent on the location of the event and the configuration of the array,
and the vectorized moment tensor, which is entirely dependent on the geometry of the fault.
Under the above model for seismic source and wave propagation, given the noisy data at the
tri-axial seismometers, the problem is to estimate the event location and the associated moment
tensor. In contrast to existing work, our strategy for recovering the moment tensor consists of the
following. First, we estimate the location of the source and the radiation pattern (vector) across
the receivers using a sparsity penalized algorithm which is similar to the one used in [11] but
modified to account for estimation of radiation pattern for non-isotropic sources. Following this
we estimate the source signal and the radiation pattern using a singular value decomposition
(SVD). The estimated radiation pattern is then used for the inversion for the moment tensor
using the model given by Equation (4).
FORMULATION AS A LINEAR INVERSE PROBLEM
Our methodology rests on construction of a suitable representation of the data acquired at
the receiver array under which seismic event can be compactly represented. This compactness or
sparsity in representation is then exploited for robust estimation of event location. We begin by
FIGURE 2: Left: This figure shows the block sparsity we exploit in our dictionary construction. Note that the slice of
the dictionary coefficients corresponding to the correct location of the event can be written as the outer product of the
source signal and the amplitude pattern. Right: This shows an example propagator.
outlining the following construction.
Representation of array data using space time propagators - Assume that the source
volume is discretized and the locations l are indexed by l = l1, l2, ..., l i, .., lnV where nV is the
number of discretized locations. For a given location l = l i of the event, a fixed receiver j ∈
{1,2, ...,J} and wave type c, define Γ
i, j,k
c = {Γ
i, j,k
j′c
(t)}J
j′=1
, t ∈Tr, with Tr being the set of recording
time samples at the receiver array, as the collection of the waveforms,
Γ
i, j,k
j′c
(t)=
{
δ(t− tk−τci j )P
i j
c if j
′ = j
~0 if j′ 6= j,
(5)
which corresponds to noiseless data at the single receiver, j, as excited by an impulsive hypothet-
ical seismic event i at location l i and time tk as shown in Figure 2 right. Note that τci j =
dli j
vc
is
the time delay and Γ
i, j,k
j′c
∈R|Tr |×J×3. For a given event location l i we collect these propagators to
build
Γ
i,k
c = [Γ
i,1,k
c (:),Γ
i,2,k
c (:), . . . ,Γ
i,J,k
c (:)]∈R
3J |Tr |×J (6)
where (:) denotes the MATLAB colon operator which vectorizes the given matrix starting with
the first dimension. With this basic construction of the temporal and polarization response at the
set of receivers for a given location l i, we construct a dictionary of propagators across the entire
physical search volume indexed from 1 to nV , time support of the signal tk ∈Ts,
Φc =
[
Γ
1,1
c ,Γ
1,2
c , . . .,Γ
i,k
c , . . .,Γ
nV ·|Ts |
c
]
(7)
We collect the overall dictionary of propagators for the three wave types into a single one,
Φ=
[
Φp Φsh Φsv
]
(8)
Clearly by construction and under assumption of superposition the data denoted as Y ∈R|Tr |×3×J
can be written as Y(:)=ΦX(:)+N where N denotes the additive noise assumed to Gaussian, [5]
and the coefficient vector X(:) is formed of the 3-D matrix X ∈ R3·J×|Ts|×nV which captures the
event location, excitation time of the source waveform ψ(t) and the radiation pattern across the
receivers for the three types of waves.
Under this modeling the problem is converted to estimation of X from Y given (constructed)
Φ which is a linear inverse problem. In presence of noise and under the severely ill-posed nature
of the problem we will employ a regularized approach to inversion. In this context we note the
following regarding the coefficient matrix X.
1. Under the assumption that the number of primary seismic events per unit of time is small
the matrix X is sparse along the third (location index) dimension, i.e. consists of a few
non-zero frontal slices.
2. Each non-zero frontal slice (corresponding to the location of the event) is equal to ψaT
representing the amplitude (energy) variation of the source waveform across the receivers
as a function of the moment tensor. This implies that each slice is a rank-1 matrix. This is
illustrated in Figure 2 for a single event.
ALGORITHM FOR LOCATION AND MOMENT TENSOR ESTIMATION
We now present an algorithmic workflow which systematically exploits these structural as-
pects for reliable and robust estimation of event location and moment tensor. The algorithmic
workflow consists of three steps.
Step 1: Sparsity penalized algorithm for location estimation - Under the above formula-
tion, we exploit the block-sparse, i.e. simultaneously sparse structure of X for a high resolution
localization of the micro-seismic events. The algorithm corresponds to the following mathemati-
cal optimization problem also known as group sparse penalization in the literature [15, 16].
Xˆ= argmin
X
||Y(:)−ΦX(:)||2+λ
nV∑
i=1
||X(:, :, i)||2 (9)
where ||X(:, :, i)||2 denotes the ℓ2 norm of the i-th slice, λ is a sparse tuning factor that controls
the group sparseness of X, i.e. the number of non-zero slices, versus the residual error. The min-
imization operation was solved using the convex solver package TFOCS [17]. The parameter λ is
chosen depending on the noise level and the anticipated number of events. The location estimate
is then given by l iˆ where iˆ = argmax
i
||Xˆ(:, :, i)||2. In the following we denote the corresponding
estimate of the iˆ-th slice X(:, :, iˆ) by Xˆiˆ .
Step 2: Estimation of waveform and radiation pattern vector - Once the optimization
operation described in Equation (9) is completed, the recovered slice, Xˆiˆ, represents the source
signal ψ(t) modulated by the amplitude pattern across the receivers and wave types, a, i.e. Xˆiˆ =
ψaT . In order to estimateψ and a we take the rank-1 SVD of Xˆiˆ, where the right singular vector
corresponds to the estimated source signal and the left singular vector to the estimated radiation
pattern as shown in Figure 2.
Note: The low-rank structure of the estimated matrix can then be used to detect if position
and velocity model of the event were correctly estimated. If the event is estimated correctly then
the singular values of Xˆi should decay very rapidly. If the decay is slow, then it is likely that
the location is estimated incorrectly 1. We discuss some methods to deal with incorrect location
estimates in Section 5.
Step 3: Estimation of the moment tensor - Using the location estimate l iˆ and the knowledge
of the source-receiver array configuration we construct the matrix E which is a function of l iˆ and
the receiver configuration which is known and fixed. Then using the estimate of the radiation
pattern aˆ from Step 2 we can write the simple inverse problem aˆ = Em. However due to errors
in estimation of a and ill-conditioning of E due to possible bad source-receiver configuration, one
needs to again regularize for inversion. For this we use simple Tikhonov regularization approach
where the moment tensor vector m is estimated via,
mˆ= ((ETE+λmI)
−1ET )aˆ (10)
1Incorrect location estimates can result from poor resolution in discretization of the search volume or as a result of
high degree of coherence between neighboring location which are equally capable of explaining the data.
where λm is again tuned using some estimates on the uncertainty in estimation of a and according
to the amount of ill-conditioning of E.
PERFORMANCE OF THE PROPOSED ALGORITHM ON SYNTHETIC DATA
Simulation set-up - To test our proposed algorithm, synthetic data was generated for a
single vertical well in a single layer isotropic medium with compressional velocity of 1500 m/s
and shear velocity of 900 m/s. Although an isotropic earth model is often unrealistic, we choose to
use it in order to reduce the computational burden of a complex layered stratigraphy ray tracer.
It is clear that our approach does not take advantage of the isotropic model and can be easily
extended to anisotropic and layered media without loss of generality. The well is located at the
origin with 10 sensors spaced 100 meters apart from a depth of 0 to 1000 meters. For the first
experiment a seismic event was simulated at (550,550,550) meters, in moderate noise resulting
in an SNR of 46 dB, with three different moment tensors: (a) isotropic mixed with shear slip, (b)
compensated linear vector dipole mixed with isotropic and, (c) pure slip. The true values of the
simulated moment tensor are denoted by the blue dots in Figure 5. A 200 by 200 by 200 meter
search volume was used with a spacing of 25 meters centered around the event. The minimization
operation in Equation (9) was then used to determine the location of the event with the resulting
localization by picking the slice with the largest ℓ2 norm shown in Figure 3.
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FIGURE 3: Left: This figure shows the simulated traces along the x-axis for two noise levels. Top Middle: This
figure shows the value of the recovered dictionary coefficients. Bottom Middle: This figure shows the vector of the
ℓ2 norms of the slices of the coefficient matrix. The largest value is taken as the location of the event. Right: This
figure shows the dictionary coefficients of the corresponding location (slice) reshaped as a matrix. Note that the source
signal is common across the receivers and wave types.
Radiation Pattern & Moment Tensor Recovery - A rank 1 truncated SVD was then used to
recover the source function and radiation pattern, as shown in figure 4. The estimated amplitude
pattern was then inverted using a rank 5 truncated SVD and Tikhonov inversion with a λ of
10−6, the ideal choice of truncation and λ will vary as function of source receiver geometry and
noise. The simulation and estimation of the moment tensor and amplitude pattern was then
repeated 20 times for each of the three cases. For all instances the events were located at the
correct location and the estimated moment tensors are shown in figure 5. Both Tikhonov and
truncated SVD significantly resulted in nearly identical recovery of the moment tensor for cases
(b) & (c) and greatly improved the estimations of the non-regularized solution. However, for test
case (a) Tikhonov, SVD, and the non-regularized inverse provided poor estimates of the moment
tensor.
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FIGURE 4: Top: This figure shows the true amplitude pattern and the estimated amplitude pattern. Bottom: This
figure shows the true and estimated source function. For each of the two plots the reconstruction are shown for when
the location of the event was estimated correctly and incorrectly.
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FIGURE 5: This figure shows the true moment tensor and estimated moment tensor using the pseudo inverse with
Tikhonov regularization and truncated SVD. Without the regularization the estimates prove wildly inaccurate for all
three of the test cases. Regularization improves the estimated moment tensor in cases (b) and (c) but provides mixed
results for test case (a).
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FIGURE 6: This figure shows depth z, down range x,
and cross range y error as a function of SNR from 30 to
50 dB. Both depth and down range estimations are much
more robust to noise than the cross range estimate.
Location Accuracy - In the second experi-
ment we generated a seismic event with the mo-
ment tensor (a) with at the same location of
(550,550,500) with an increased dictionary res-
olution of 5 meters. Gaussian noise was then
added to the simulated trace for 20 noise levels
with a resulting SNR of 25 to 50 and the location
was estimated using equation 9 with a λ of 3. At
each of the noise levels the process was repeated
20 times. Figure 6 shows the resulting location
accuracy (one standard deviation) as a function
of SNR. Depth z and down range x estimation
proved to much more robust to noise than cross
range estimations y. The poor accuracy across
the y axes location is likely due to the fact that
the estimation of the cross range of the event is
highly dependent on the polarization amplitudes
of the incident ray which is much more sensitive to noise than the estimate of arrival times.
CONCLUSION & FUTURE WORK
In this paper we have presented comprehensive approach for HFM. The approach is robust
towards uncertainties in stratigraphy models and is flexible to incorporate prior information at
each step. For example, in Step 3 of the algorithmic framework one can use prior information on
m and make the inversion more robust. In this context we are currently looking to incorporate
the distribution of eigenvalues of the matrix M [18] and exploit them in recovery of the moment
tensor. Similar approach can be used in recovery of location estimate where prior information on
location can be incorporated via a weighted penalty term like so
∑nV
i=1
wi||X(:, :, i)||2 in Equation (9)
where if wi is in inverse proportion to the likelihood of location l i.
Estimation of the moment tensor proved difficult when the location of the event was estimated
incorrectly. When the location was estimated incorrectly the slice corresponding to the highest
group norm could no longer be well approximated by a rank-1 outer product (figure 7). The
resulting recovered radiation pattern and source function somewhat matched the simulated data
but the source function was often time shifted and the radiation pattern was more noisy (figure
4). Note that instead of a two step procedure to estimate the location followed by taking the SVD
of the resulting estimates of the coefficient slices one can modify the algorithm of Equation 9 to
the following.
Xˆ= argmin
X
||Y(:)−ΦX(:)||2+λ
nV∑
i=1
||X(:, :, i)||∗ (11)
where ||X(:, :, i)||∗ represents the nuclear norm of the i-th slice. In addition to implementing this
proposed norm, we plan to validate our results using a more complex ray tracer on a anisotropic
layered model.
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FIGURE 7: Left: This shows the unwrapped dictionary slice for a seismic event when its location was estimated
correctly. Middle: The unwrapped slice for an incorrectly located event. Note that for the incorrect event the pattern
of the source signal across the receivers is less constant and thus higher rank. Right: this figure shows the normalized
eigenvalues for the two matrices. For the correctly estimated matrix the eigenvalues decay rapidly.
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