We give a simple and natural proof of (an extension of) the identity P (k, l, n) = P 2 (k − 1, l − 1, n − 1). The number P (k, l, n) counts noncrossing partitions of {1, 2, . . . , l} into n parts such that no part contains two numbers x and y, 0 < y − x < k. The lower index 2 indicates partitions with no part of size three or more. We use the identity to give quick proofs of the closed formulae for P (k, l, n) when k is 1, 2, or 3.
Introduction
By a partition we mean a pair P = (X, L), where X = {1, 2, . . . , l} is finite ground set and L ⊂ exp(X) is a set of non-empty disjoint sets, union of which is X. The elements of L are called parts. We use the symbols |P | and P to refer to the cardinalities |X| and |L|, respectively. The symbol (P ) denotes the minimum distance |y − x| of two distinct elements of a part of P . In the case that all parts of P are singletons we put (P ) = ∞. P is said to be noncrossing if there are no four distinct numbers a < b < c < d in X and no two distinct parts A, B in L such that a, c ∈ A and b, d ∈ B. A partition is poor if each part has at most two elements.
Let P(k, l, n) be the set of all noncrossing partitions P for which |P | = l, P = n, and (P ) ≥ k. Let P 2 (k, l, n) ⊂ P(k, l, n) be the subset consisting of poor partitions. Our first goal is to prove via bijection the following identity. Theorem 1.1 For any triple of integers k ≥ 2 and l, n ≥ 1 it is true that |P(k, l, n)| = |P 2 (k − 1, l − 1, n − 1)|.
(1)
The identity appeared first in Simion and Ullman [13] in a coarser version (with two parameters k and l). In [5] we gave a generating functions proof of the present version.
In the next section we prove, constructing a bijection matching partitions of both kinds, a further generalization which explains in a natural and simple way why the identity must hold. Our second goal is to remind the following formulae and to give bijective proofs for them.
, and (3)
Formula (2) was proved already by Kreweras [7] . Formula (3) was derived by means of generating functions by Gardy and Gouyou-Beauchamps [3] . Our bijective proof is new and so is the formula (4). However, we will see that (4) is via Theorem 1.1 equivalent to a result of Schmitt and Waterman [10] . We prove (2), (3), and (4) in the beginning of the next section. Our proofs are bijective, the proofs of (3) and (4) use (1) . After that we introduce the sequential form of partitions and we prove a general bijective result that implies (1) . Before closing this section we want to mention some ideas hidden behind noncrossing partitions. We know of three different motivations which led to noncrossing partitions (or to an equivalent structure).
1 Partitions lattice. All partitions of {1, 2, . . . , l} with the refinement order form a lattice. In the papers [7] , [8] , [2] , [12] , [13] , . . . noncrossing partitions are treated from the point of view of that general theory.
2 Davenport-Schinzel sequences. One of the special cases of these sequences is when we forbid in a finite sequence any subsequence of the type abab. Then noncrossing partitions arise, only the language is different. Davenport-Schinzel sequences have geometric motivation and they found many applications in computational geometry. Their definition, more information and more references can be found in [11] , [6] , [3] , or [4] .
3 Nucleic acids. Noncrossing partitions, namely the partitions in P 2 (k, l, n), are used to describe secondary structure of molecules of nucleic acids (e.g. [10] and [14] ). The reader will find more information and references in [15] .
The proofs
By a tree we mean here a finite rooted tree in which each set of children of a vertex is linearly ordered. We do not distinguish two trees which are isomorphic via an isomorphism of rooted trees preserving the linear orders. It is well known that the number of different trees on n vertices is
the nth Catalan number. There is a well known bijection between the set of trees with n vertices and the set of proper bracketings with n − 1 brackets. Hence (5) counts bracketings as well. For a bijective proof of (5) using bracketings see [9] . Another classical enumerative result concerning trees is the formula for the number N (a, b) of different trees with a vertices and b leaves (vertices with no child). Namely,
the Narayana (or Runyon) number. For a bijective proof see [1] .
Now we proceed to the proof of Theorem 1.2. We will see that (2) and (4) reduce to Narayana numbers and (3) to Catalan numbers.
The proof of formula (2) . Although this is well known, we include, for the sake of completeness, the reduction to (6) . Let P = (X, L) ∈ P(1, l, n) and let x < y be two elements of X. We say that x covers y if they lie in different parts of P and there is a number z, z > y, that lies in the same part as x. We define a graph T = (V, E), where V = {0} ∪ X = {0, 1, . . . , l} and {x, y} is an edge iff (a) x and y lie in the same part and are not separated by another element of that part or (b) y is the minimum element of some part and x is the maximum element covering it or (c) y is the minimum element of some part, x = 0, and no element covers y. Obviously, T is a graph-theoretical tree. Defining 0 to be the root and ordering any set of children of a vertex by the standard ordering of integers, we change T into a tree in our sense.
Clearly, T has l + 1 vertices and n leaves (the maximum elements of the parts). It is not difficult to revert the procedure and, given a T with l + 1 vertices and n leaves, to recover the P we started with. We leave this to the interested reader as an exercise. Thus, we have a bijection between P(1, l, n) and the set of trees with l + 1 vertices and n leaves. Formula (2) follows from (6) .
The proof of formula (3) . In view of (1) it suffices to find the cardinality The proof of formula (4) . Again, by (1) , it suffices to find the cardinality |P 2 (2, l − 1, n − 1)|. This was done by Schmitt and Waterman in [10] , for the readers convenience we repeat their nice simple bijective argument. Let P = (X, L) ∈ P 2 (2, l − 1, n − 1). We define a graph T = (V, E), where V = L ∪ { * } and {A, B} is an edge iff (a) x is the maximum element covering y (see the proof of (2)) for some x ∈ A, y ∈ B or (b) A = * , y ∈ B and no element covers y. It is easy to see that T is a tree (with the root * and linear orders of children of a vertex induced by the standard linear order of integers). Obviously, T has n vertices and its leaves are exactly the singleton parts of P . Thus, the number of leaves equals to 2n − l − 1. It is straightforward to verify that the mapping P → T is a bijection between P 2 (2, l − 1, n − 1) and the set of trees with n vertices and 2n − l − 1 leaves. Thus, (4) follows by (1) and (6).
The rest of the paper is devoted to the proof of (1). We will use a restricted class of trees.
By T we denote the set of binary trees in which each vertex has at most two children. If T is a binary tree and its root has one child, resp. two children, we denote by T c , resp. by T l and T r , the subtree rooted in the child, resp. the subtrees rooted in the left child and in the right child. By the left tail of a binary tree T we mean any sequence of vertices (v 1 , v 2 , . . . , v j ) such that v i+1 is a child of v i , v 2 is the left child of v 1 , and v j is a leaf. The number j is the length of the left tail.
We find it more convenient for the proof to work with partitions expressed as finite sequences. Any sequence u = a 1 a 2 . . . a l of some symbols determines a unique partition P = (X, L), where X = {1, 2, . . . , l} and i and j are in the same part iff a i = a j . Given a partition P , there are many sequences u = a 1 a 2 . . . a l determining P . It is clear that the two following requirements -(a) {a 1 , a 2 , . . . , a l } = {1, 2, . . . , n} and (b) 1 ≤ i < j ≤ n implies that the first i-occurrence in u precedes the first j-occurrence -make u unique. We call finite sequences u = a 1 a 2 . . . a l having properties (a) and (b) normal sequences. The process of replacing a sequence v by a normal sequence that determines the same partition is called normalization. Thus, any partition P = ({1, 2, . . . , l}, L) is determined by exactly one normal sequence u. From now on we work with u instead of P .
We transfer the terminology and notation from partitions to sequences. The symbols |u|, u , and (u) mean the length of u, the number of distinct symbols in u, and the minimum distance of two distinct occurrences of the same symbol in u. That u is poor means that each symbol appears in u at most twice. A (normal) sequence u is noncrossing if it contains no subsequence of the type abab (cf. Davenport-Schinzel sequences).
To illustrate the notion of normal sequences we list the partitions which are involved in the instance of (1) k = 2, l = 5 and n unrestricted. We have listed the sequences in the lexicographical order. Looking at them more carefuly we notice that not only there is equal number of sequences u ∈ P(2, 5, ·) with u = n as sequences u ∈ P 2 (1, 4, ·) with u = n − 1, but that those sequences even appear on the same positions. For instance, for n = 3 on the sixth and nineth positions.
And this is the case in general. Before we state the general result we need a few more definitions. We use the standard lexicographical ordering: u = a 1 a 2 . . . a m ≺ v =  b 1 b 2 . . . b l iff either there is an i such that a 1 = b 1 , . . . , a i−1 = b i−1 , a i < b i or u is a proper initial segment of v. By A we denote the set of all normal noncrossing sequences u satisfying |u| > 0 (i.e. u is nonempty) and (u) ≥ 2 (i.e. u has no two immediate repetitions of a symbol). By B we denote the set of all poor normal noncrossing sequences u, the empty sequence is included.
The following theorem implies (1) and much more (we mean the phenomenon we have illustrated by the example -sequences with corresponding parameters occupy the same lexicographical positions). 
Proof. We define recursively two mappings Thus, (7) is satisfied. It remains to be proven that Φ is increasing with respect to ≺. This will be accomplished by defining a linear ordering (T , ≺) and showing that both F A and F B are increasing mappings.
The linear order on T is again defined recursively. Let T and U be two distinct binary trees. If T has only one vertex then T ≺ U . If both T and U have roots with one child, then T ≺ U iff T c ≺ U c . If their roots have two children and T l = U l , then T ≺ U iff T l ≺ U l . If T l = U l then T ≺ U iff T r ≺ U r . Finally, let T have root with one child and U with two children. If T c = U l then T ≺ U iff T c ≺ U l . If T c = U l then T ≺ U .
To verify that (T , ≺) is a linear order and that both mappings are increasing is a matter of a straightforward induction on the number of vertices. As to the linear order, we omit the details. As to the monotonicity, we discuss in details one case, the other cases are similar. Let T ≺ U and let T and U have roots with two children. Let F A (T ) = t = 1t 1 1t 2 and F A (U ) = u = 1u 1 1u 2 , where the splittings of t and u are given by the recursive definition. If T l ≺ U l then, by induction, t 1 ≺ u 1 and this implies t ≺ u (note that -for the case when t 1 is a proper initial segment of u 1 -there is no 1 in u 1 ). If T l = U l and T r ≺ U r then 1t 1 = 1u 1 and, by induction, t 2 ≺ u 2 . Again t ≺ u. 
