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LIMITES DE CHAMP MOYEN BOSONIQUES A` TEMPE´RATURE
POSITIVE
par
Nicolas Rougerie
Re´sume´. — Je pre´sente des re´sultats re´cents de me´canique statistique quantique, obtenus
avec Mathieu Lewin et Phan Tha`nh Nam. Nous conside´rons une certaine limite de champ
moyen pour l’ensemble grand-canonique d’un gaz de bosons a` tempe´rature positive. Dans
cette limite, les matrices de densite´ re´duites de la the´orie quantique convergent vers leurs
pendants en the´orie des champs classiques, donne´es par une mesure de Gibbs non-line´aire.
Nous traitons en particulier de cas ou` cette dernie`re doit eˆtre de´finie via une proce´dure de
renormalisation. La renormalisation correspondante au niveau du proble`me grand-canonique
de de´part, avec des champs non commutatifs, est une des difficulte´s majeures.
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1. Introduction
Le but de cette introduction est de de´finir de manie`re informelle les mots du titre. La
lectrice qui les connaˆıt de´ja` tous pourra sauter directement a` la section suivante.
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Qu’est-ce qu’une limite de champ moyen ? Par convention souvent tacite il s’agit
d’un re´gime asymptotique ou` l’on peut justifier une approximation de champ moyen. C’est-
a`-dire, e´tant donne´ un syste`me physique fait de nombreuses particules interagissantes via un
certain Hamiltonien microscopique, de´montrer que les proprie´te´s macroscopiques du syste`me
peuvent s’approcher via une approximation en apparence assez crue: supposer que toutes
les particules sont inde´pendantes et inde´pendamment distribue´es, et calculer la distribution
typique d’une particule ge´ne´rique sous l’effet d’un champ auto-consistant (de´pendant de
la distribution ge´ne´rique elle-meˆme) qui est une repre´sentation “en moyenne” du champ
ressenti par une particule ge´ne´rique a` cause de l’influence de toutes les autres.
En me´canique statistique classique, l’e´tat d’un ensemble de N particules dans l’espace
R
d est de´crit par une mesure de probabilite´ µ(x1, . . . , xN ; p1, . . . , pN ) donnant la densite´
de probabilite´ pour que les particules occupent les positions x1, . . . , xN ∈ Rd et aient les
vitesses/moments/impulsions(1) p1, . . . , pN ∈ Rd. Si les particules sont toutes du meˆme
type elles sont par de´finition indiscernables, et donc µ doit eˆtre invariante sous tous les
e´changes de jeux de coordonne´es (xi, pi) ↔ (xj , pj). La loi la plus simple que l’on puisse
alors imaginer correspond a` des particules inde´pendantes et identiquement distribue´es:
µ(x1, . . . , xN ; p1, . . . , pN ) =
N∏
j=1
f(xj; pj). (1.1)
Justifier une approximation de champ moyen consiste a` prouver que l’on peut le´gitimement
faire cette simplification pour calculer au moins les grandeurs macroscopiques du syste`me.
L’importance de l’enjeu est e´vident si l’on se rappelle qu’essentiellement toute la physique
aux e´chelles macroscopiques (the´orie cine´tique des gaz, me´canique des fluides ...) est base´e
sur ce genre d’approximation au niveau microscopique.
Qu’est-ce qu’une limite de champ moyen bosonique ? Tout d’abord le terme
“bosonique” ne fait sens que dans un cadre quantique. En me´canique statistique quan-
tique, l’e´tat d’un ensemble de N particules dans l’espace Rd est de´crit par un ope´rateur a`
trace positif ΓN agissant sur l’espace de Hilbert
HN := L
2(RdN ,C) =
N⊗
L2(Rd,C). (1.2)
On normalise ΓN pour que sa trace soit 1. L’interpre´tation de ce formalisme est un peu
moins aise´: le principe d’incertitude d’Heisenberg postule que les observables de position et
de moment ne commutent pas entre elles. En fait, on postule que xj , pj ne sont plus des
(multiplications par des) nombres mais des ope´rateurs ayant un commutateur
[xj , pj ] = i~ (1.3)
avec ~ la constante de Planck re´duite. Discuter en de´tail de ce postulat nous emme`nerait
trop loin. Contentons-nous d’observer que si l’on de´cide que xj est l’ope´rateur de mul-
tiplication par la coordonne´e xj sur l’espace (1.2) et pj l’ope´rateur de multiplication en
Fourier par pj := ~kj avec kj la variable duale de xj, nous construisons effectivement une
repre´sentation(2) des relations de commutation (1.3).
(1)Je serais dans ce texte tre`s vague quant aux unite´s et dimensions.
(2)De manie`re e´quivalente, on peut voir le moment comme pj = −i~∇xj .
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L’interpre´tation de notre ope´rateur a` trace ΓN passe alors par ses noyaux inte´graux
ΓN (x1, . . . , xN ; y1, . . . , yN ) et Γ̂N (p1, . . . , pN ; q1, . . . , qN ) en variables directes et de Fourier
respectivement:
µposN (x1, . . . , xN ) := ΓN (x1, . . . , xN ;x1, . . . , xN )
repre´sente la densite´ de probabilite´ des particules dans l’espace des positions, et
µmomN (p1, . . . , pN ) := Γ̂N (p1, . . . , pN ; p1, . . . , pN )
la densite´ de probabilite´ des particules dans l’espace des moments.
Pour des particules indiscernables, il nous faut bien suˆr imposer que ces distributions
soient invariantes par permutation des coordonne´es des particules. Incoporer cette con-
trainte de manie`re logiquement consistante est une longue taˆche(3) dont nous donnerons
seulement la conclusion: il y a deux choix physiquement pertinents, donnant une dichotomie
fondamentale de la nature (a` l’origine, entre autres, de la table de Mendele¨ıev et du principe
du laser).
Soit les particules de´crites par ΓN sont des bosons et on impose alors que ΓN agisse
seulement sur la version syme´trise´e de (1.2):
HN := L
2
sym(R
dN ,C) =
⊗
sym
L2(Rd,C) (1.4)
c’est-a`-dire qu’il vit uniquement sur le sous-espace des fonctions syme´triques satisfaisant
Ψ(xσ(1), . . . , xσ(N)) = Ψ(x1, . . . , xN )
pour toute permutation σ.
Soit les particules de´crites par ΓN sont des fermions et on impose alors que ΓN agisse
seulement sur la version anti-syme´trise´e de (1.2):
HN := L
2
asym(R
dN ,C) =
⊗
asym
L2(Rd,C) (1.5)
c’est-a`-dire qu’il vit uniquement sur le sous-espace des fonctions anti-syme´triques satis-
faisant
Ψ(xσ(1), . . . , xσ(N)) = (−1)sign(σ)Ψ(x1, . . . , xN )
pour toute permutation σ, avec sign(σ) la signature de σ.
On remarquera que pour des particules bosoniques, un ansatz “particules inde´pendantes”
inspire´ de (1.1) est le´gitime, alors que les fermions ont toujours des corre´lations minimales
(principe d’exclusion de Pauli) qui les empeˆche d’eˆtre inde´pendantes. Une limite de champ
moyen bosonique est donc une limite ou` l’on pourra justifier de la validite´ d’un ansatz de
forme
ΓN = γ
⊗N
ΓN (x1, . . . , xN ; y1, . . . , yN ) =
N∏
j=1
γ(xj ; yj) (1.6)
pour de´crire le syste`me e´tudie´, au premier ordre dans la limite N → ∞. Ici γ est un
ope´rateur sur L2(Rd) et la deuxie`me e´quation est dans le sens des noyaux inte´graux. Un
(3)Et lorsque l’on se de´cide a` la mener re´ellement a` bien, on de´couvre des surprises fort inte´ressantes [30].
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ansatz de cette forme a la syme´trie bosonique si et seulement si γ = |u〉〈u| = u(x)u(y) est
un projecteur orthogonal (e´tat pur) sur une fonction u normalise´e dans L2.
Qu’est-ce qu’une limite de champ moyen bosonique a` tempe´rature positive ?
Commenc¸ons par rappeler que les tempe´ratures sont par de´finition positives ou nulles, et
par expliquer le cas de la tempe´rature nulle. Dans cette situation, les e´tats d’e´quilibre d’un
syste`me sont donne´s par la minimisation de l’e´nergie (associe´e a` un ope´rateur Hamiltonien)
correspondante. On sait montrer [31, 32, 38, 46, 45] avec une ge´ne´ralite´ satisfaisante que
l’ansatz (1.6) est valide pour de tels minimiseurs (en un sens approprie´ qu’il faut discuter
assez soigneusement). On sait aussi montrer [4, 20, 47] que la factorisation (1.6) est (a`
nouveau dans un sens approprie´) pre´serve´e par l’e´volution temporelle ade´quate (flot de
Schro¨dinger a` N corps associe´ au Hamiltonien).
Alors, quid des limite de champ moyen bosoniques a` tempe´rature positive ? Dans ce
texte, je de´signerais par ce terme une limite ou` on doit aller au dela` de l’ansatz (1.6) pour
de´terminer les e´tats d’e´quilibre d’un syste`me. A tempe´rature non nulle, il convient de
minimiser l’e´nergie libre: e´nergie − tempe´rature × entropie. On sait beaucoup moins de
choses avec un degre´ de rigueur mathe´matique suffisant dans ce cas (voir cependant [5, 48,
49, 50, 56, 15]). Le but de cette note est de discuter une situation ou` l’on obtient en
fait une superposition statistique (convexe) non-triviale d’e´tats factorise´s de forme (1.6).
L’entropie favorise cet “e´talement” dans l’espace des configurations possibles.
Annonce du the`me. Il s’agit donc de pre´senter une variation sur le the`me des limites de
champ moyen bosoniques, au sens ou` l’on ira au-dela` de l’ansatz iid habituel. Le cas des
tempe´ratures nulles, ou` l’ansatz iid est suffisant, est beaucoup mieux connu, et je renvoie
aux re´fe´rences ci-dessus. Les questions que l’on aura a` se poser ici seront les suivantes:
• Quelle est la nature de la superposition statistique d’ope´rateurs de forme (1.6) approprie´e
a` notre contexte ?
• Comment la de´finir pre´cise´ment ? On verra que le choix naturel ame`ne a` des difficulte´s
d’analyse: des proble`mes de renormalisation se posent, rappelant celles apparaissant en
the´orie constructive des champs [14, 19, 51, 54], dans la the´orie de Cauchy probabiliste
pour l’e´quation de Schro¨dinger non-line´aire [29, 7, 8, 9, 10, 11, 41], dans l’e´tude de
l’e´quation de la chaleur non-line´aire stochastique [13, 12, 22, 28, 39, 44, 55].
• Comment effectuer la limite de champ moyen liant la superposition statistique aux e´tats
du syste`me physique originel ?
• Comment controˆler la renormalisation lorsqu’elle est ne´cessaire a` la de´finition de l’objet
limite ? Des termes de renormalisation sont alors ne´cessaires au niveau du proble`me a` N
corps, et il faut pouvoir passer a` la limite dans ceux-ci e´galement.
2. Limites de champ moyen a` tempe´rature nulle
Les e´nonce´s de cette section sont volontairement garde´s vagues. On renvoie a` la lite´rature
cite´e pour leur mise en forme pre´cise.
2.1. Mode`le de de´part: Schro¨dinger N-corps. — Le Hamiltonien pour N particules
quantiques non relativistes, interagissant via un potentiel de paire w : Rd 7→ R et avec un
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potentiel exte´rieur V : Rd 7→ R s’e´crit(4) (en choisissant les unite´s telles quem = 1/2, ~ = 1):
HN,λ =
N∑
j=1
(−∆xj + V (xj))+ λ ∑
16i<j6N
w(xi − xj) (2.1)
avec λ ∈ R une constante de couplage. On suppose en ge´ne´ral que w(x) = w(−x), voir que
w(x) = w(|x|) est une fonction radiale. Dans ce texte on se focalisera plus particulie`rement
sur le cas d’un potentiel exte´rieur confinant:
V (x) −→
x→∞
+∞.
Comme discute´ ci-dessus, pour des particules bosoniques il convient de ne conside´rer l’action
de cet ope´rateur que sur l’espace a` N corps syme´trique (1.4). Sous des hypothe`ses standard,
HN est auto-adjoint avec le meˆme domaine que la version sans interaction (λ = 0). Les
objets d’inte´reˆt sont le spectre et les fonctions propres associe´es, trouve´es comme valeurs
min-max de l’e´nergie
EN,λ[ΨN ] = 〈ΨN |HN,λ|ΨN 〉L2(RdN ) (2.2)
pour ΨN ∈ L2sym(RdN ) sous la contrainte de masse∫
RdN
|ΨN |2 = 1. (2.3)
L’e´volution en temps d’une fonction d’onde initiale Ψ0N est donne´e par le flot de Schro¨dinger
N corps {
i∂tΨN = HN,λΨN
ΨN (t = 0) = Ψ
0
N .
(2.4)
En quoi tout ceci est-il spe´cifique a` la tempe´rature nulle ? Essentiellement parce que tous
les e´tats ΓN au sens de la section pre´ce´dente sont ici des e´tats purs, i.e. des projecteurs
orthogonaux:
ΓN = |ΨN 〉〈ΨN |
ayant une entropie nulle (l’entropie quantique d’un e´tat est toujours positive ou nulle.)
2.2. Limite de champ moyen. — Deux proble`mes sont plus particulie`rement
inte´ressants:
• minimisation de l’e´nergie (2.2) par rapport a` ΨN sous la contrainte de masse (2.3). A
tempe´rature nulle, les minimiseurs (ou plus pre´cise´ment les projecteurs orthogonaux as-
socie´s) sont les e´tats d’e´quilibre du syste`me.
• l’e´volution suivant un flot de type (2.4) de minimiseurs d’e´nergie. Typiquement (et cela
correspond a` une large classe d’expe´riences) on prend comme donne´e initiale Ψ0N un min-
imiseur de l’e´nergie correspondant a` HN,λ pour un certain V , et on le fait e´voluer suivant
le flot (2.4) correspondant a` un autre V .
On a alors les e´nonce´s ge´ne´riques suivants, que je ne chercherai pas a` formuler rigoureuse-
ment:
(4)On pourrait e´ventuellement inclure un champ magne´tique et des effets pseudo-relativistes, mais restons
aussi simples que faire se peut.
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Enonce´ 2.1 (Fondamental a` tempe´rature nulle). —
Sous des hypothe`ses raisonnables sur V et w, soit E(N,λ) le minimum de l’e´nergie (2.2)
sous la contrainte de masse (2.3). On a, dans la limite
N →∞, λ = g
N
(2.5)
avec g une constante fixe, le re´sultat
E(N,λ) = min
{
EN,λ[u⊗N ]
∣∣ ∫
Rd
|u|2 = 1
}
(1 + o(1)). (2.6)
Si de plus le minimum dans le membre de droite est atteint par un unique u ∈ L2(Rd),
alors, tout minimiseur ΨN de (2.2) satisfait
ΨN ≈ u⊗N
en un certain sens dans la limite (2.5).
Quelques commentaires:
(1) En termes un peu vagues, on peut restreindre la minimisation de l’e´nergie aux fonctions
factorise´es (ansatz de champ moyen, particules iid)
u⊗N (x1, . . . , xN ) =
N∏
j=1
u(xj).
Les minimiseurs des proble`mes restreints et ge´ne´raux coincident dans la limite N →∞.
(2) La fac¸on de choisir λ dans (2.5) est motive´e par des conside´rations un peu ad-hoc (N
termes dans la premie`re somme de (2.1), ∼ N2 dans la seconde, λ choisi pour rendre les deux
sommes comparables). Ce n’est pas la fac¸on la plus physique d’obtenir une approximation de
champ moyen, on pre´fe`rera souvent une limite dite dilue´e. Encore une fois, restons simples
pour ce texte, et contentons-nous de pre´ciser que ce cas (plus difficile !!) est e´galement
couvert par les techniques mathe´matiques existantes.
(3) Il y a une tre`s importante subtilite´ conceptuelle cache´e derrie`re les mots “en un
certain sens” a` la fin de l’e´nonce´. Les fonctions ΨN et u
⊗N ne sont PAS proches en norme
L2 par exemple. Je reporte a` plus tard dans l’expose´ la formulation rigoureuse de la limite
de champ moyen pour des e´tats quantiques, qui ne´cessite la notion de matrice de densite´
re´duite.
Le choix de donne´es initales pour le proble`me dynamique est motive´ par l’e´nonce´
pre´ce´dent: sous des hypothe`ses ge´ne´riques, un fondamental (minimiseur de l’e´nergie) est
factorise´. On souhaite voir si cette proprie´te´ est pre´serve´e par l’e´volution temporelle:
Enonce´ 2.2 (Dynamique a` tempe´rature nulle). —
Sous des hypothe`ses raisonnables sur V et w, soit ΨN (t) la solution de l’e´quation de
Schro¨dinger a` N corps (2.4). Si en un sens approprie´
ΨN (t = 0) ≈ u⊗N0
pour un certain u0 ∈ L2(Rd) alors, dans le meˆme sens approprie´ et dans la limite (2.5)
ΨN (t) ≈ u(t)⊗N (2.7)
pour un certain u(t) ∈ L2(Rd).
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Quelques commentaires:
(1) Je reste a` nouveau vague sur le “en un sens approprie´”. On peut toutefois mentionner
que ce “certain sens” est le meˆme que celui a` la fin de l’e´nonce´ 2.1, de sorte que les deux
e´nonce´s se combinent e´le´gamment.
(2) L’approximation (2.7) est valable pour des temps t fixes dans la limite (2.5). Obtenir
des bornes efficaces sur la de´pendance en N du temps pour lequel l’approximation reste
valable est un proble`me ouvert.
2.3. Mode`le d’arrive´e: Schro¨dinger non-line´aire. — Les re´sultats rappele´s ci-dessus
nous indiquent le mode`le de champ moyen approprie´: on l’obtient en remplac¸ant les fonc-
tions d’onde a` N particules ΨN par des fonctions factorise´es u
⊗N . On obtient alors la
fonctionnelle d’e´nergie de champ moyen (MF = mean-field)
EMFg [u] =
∫
Rd
|∇u|2 + V |u|2 + g
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy
= N−1
〈
u⊗N |HN,λ|u⊗N
〉
(2.8)
ou` la deuxie`me e´galite´ demande le choix
λ =
g
N − 1 .
Le proble`me de minimisation de l’e´nergie devient
EMFg = min
{
EMFg [u]
∣∣ ∫
Rd
|u|2 = 1
}
(2.9)
et il fournit l’e´nergie et les minimiseurs associe´s apparaissant dans l’Enonce´ 2.1.
Il est naturel que l’e´volution correspondante soit donne´e par le flot Hamiltonien associe´
a` (2.9):
i∂tu = ∂u¯EMFg [u, u¯]
= −∆u+ V u+ g(w ⋆ |u|2)u. (2.10)
La fonction u(t) apparaissant dans l’Enonce´ 2.2 est solution de cette e´quation de Schro¨dinger
non-line´aire, que l’on peut e´galement obtenir en supposant que la solution de (2.4) reste
factorise´e a` temps positif (ce qui n’est pas vrai, mais au moins approximativement vrai
selon l’Enonce´ 2.2).
3. Mode`les a` tempe´rature positive
3.1. L’ensemble canonique et l’approximation de champ moyen. — A tempe´rature
nulle, les e´tats d’e´quilibre (fondamentaux) minimisent l’e´nergie. A tempe´rature positive,
ils doivent trouver un compromis entre minimiser l’e´nergie et maximiser l’entropie. On
formalise ceci en introduisant la fonctionnelle d’e´nergie libre (e´nergie − tempe´rature ×
entropie)
FN,λ[ΓN ] = Tr (HN,λΓN ) + T Tr (ΓN log ΓN ) . (3.1)
Ici ΓN est un e´tat (ope´rateur positif de trace 1) sur l’espace syme´trique (1.4) et les traces
sont prises sur cet espace. Noter que si ΓN = |ΨN 〉〈ΨN | est un e´tat pur, le premier terme
devient (2.2) et le second vaut 0. Le point est que pour une tempe´rature T > 0, le second
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terme favorise un e´tat qui ne soit pas un projecteur. En fait, on peut re´soudre explicitement
le proble`me de minimisation
FN,λ = min {FN,λ[ΓN ] | ΓN > 0,TrΓN = 1} . (3.2)
On obtient comme minimiseur l’e´tat de Gibbs
ΓN,λ =
1
ZN,λ exp
(
− 1
T
HN
)
(3.3)
ou` la fonction de partition ZN,λ normalise la trace et est relie´e a` l’e´nergie libre minimale
par la relation
FN,λ = −T logZN,λ.
Par quoi pourrait-on approximer (3.3), gardant une partie de l’esprit de la limite de
champ moyen ? L’ide´e est que (3.3) doit eˆtre vue comme une probabilite´ sur les e´tats a` N
particules ΨN :
〈ΨN |ΓN,λ|ΨN 〉 = 1ZN,λ
∑
j
exp
(
−E
j
N
T
)∣∣∣〈ΨjN |ΨN〉∣∣∣2
ou` les EjN ,Ψ
j
N sont les valeurs propres, et fonctions propres associe´es, de HN,λ (restreint a`
l’espace syme´trique (1.4)). Modulo normalisation le poids
exp
(
−E
j
N
T
)
est la probabilite´ que le syste`me soit dans l’e´tat ΨjN .
Les re´sultats de la section pre´ce´dente sugge`rent que, dans une limite de champ moyen,
seuls survivent les e´tats factorise´s ΨN = u
⊗N . Il est donc naturel de chercher une mesure
de probabilite´s sur de telles fonctions, donc une mesure sur les fonctions a` une particule
u ∈ L2(Rd). En invoquant a` nouveau les re´sultats a` tempe´rature nulle, on aurait assez envie
d’associer a` la fonction u⊗N le poids〈
u⊗N |ΓN,λ|u⊗N
〉
=
1
ZN,λ
〈
u⊗N | exp
(
− 1
T
HN
)
|u⊗N
〉
≈ 1ZN,λ exp
(
− 1
T
〈
u⊗N |HN,λ|u⊗N
〉)
=
1
ZN,λ exp
(
−N
T
EMFg [u]
)
,
en faisant une manipulation assez formelle en deuxie`me e´tape: on espe`re que les u⊗N qui
seront charge´s par la mesure sont quasiment des fonctions propres de HN,λ. Vu que l’on
voudrait obtenir une mesure de probabilite´, on aimerait ensuite de´corer la dernie`re ligne
avec une mesure du sur les fonctions L2(Rd). On arrive ainsi a` un candidat “naturel” pour
approximer (3.3) dans la limite de champ moyen:
µ(du) :=
1
zMF
exp
(
−1
t
EMFg [u]
)
du (3.4)
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ou` t, g sont des parame`tres donnant une tempe´rature et une constante de couplage effectives
respectivement, et zMF une fonction de partition, normalisant l’objet pour en faire une
mesure de probabilite´.
Comme la lectrice peut s’en douter, il n’est pas si e´vident de donner un sens pre´cis a` la
formule (3.4), en particulier a` cause de la pre´tendue “mesure de Lebesgue sur L2(Rd)” du.
La premie`re e´tape est de se´parer les parties quadratiques et quartiques de l’e´nergie pour
e´crire (on prendra g = t = 1 dans toute la suite)
µ(du) =
1
zr
exp
(
−1
2
∫∫
Rd×Rd
|u(x)|2w(x − y)|u(y)|2dxdy
)
︸ ︷︷ ︸
poids non line´aire
1
z0
exp (−〈u| −∆+ V |u〉) du︸ ︷︷ ︸
mesure gaussienne
(3.5)
avec zr une fonction de partition relative.
3.2. Mesures (gaussiennes) sans interaction. — Le point est de voir la mesure
comple`te comme absolument continue par rapport a` la mesure gaussienne, que l’on peut
de´finir de manie`re naturelle. Pour simplifier la suite de l’exposition on se limitera a` des
ope´rateurs de Schro¨dinger a` une particule de forme
h = −∆+ V = −∆+ |x|s =
∞∑
j=1
λj |uj〉〈uj | (3.6)
avec s > 1 et on utilisera les espaces de type Sobolev associe´s a` la de´composition spectrale
ci-dessus
Ht = D(ht/2) =
u =
∞∑
j=1
αjuj |
∑
λj |αj|2 <∞
 .
A t = 0 on a l’espace L2(Rd) usuel, a` t = 1 l’espace d’e´nergie, mais on sera aussi amene´ a`
travailler dans des espaces a` t < 0 qui sont a priori (et dans beaucoup de cas, a posteriori
aussi) des espaces de distributions plutoˆt que de fonctions.
Lemme 3.1 (Mesure gaussienne). —
Supposons que
Tr(h−p) =
∞∑
j=1
λ−pj <∞. (3.7)
Soit, pour K un entier positif,
µ0,K(du) :=
K∏
j=1
λj
π
exp
(
−λj |〈u|uj〉|2
)
d〈u|uj〉
avec d〈u|uj〉 la mesure de Lebesgue usuelle sur C ≡ R2. La suite de mesures (µ0,K)K est
tendue sur H1−p et il existe une unique mesure de probabilite´ sur H1−p telle que µ0,K soit
la projection cylindrique de µ0 sur l’espace engendre´ par u1, . . . , uK .
On appelle µ0 la mesure gaussienne de covariance h
−1. On voit qu’elle n’est a priori pas
de´finie sur des espaces fonctionnels tre`s re´guliers, puisque p > 0 et meˆme assez souvent p > 1.
Il est en fait connu que les conditions de support trouve´es ci-dessus ne peuvent s’ame´liorer
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(the´ore`me de Fernique): si p est le meilleur (plus petit) nombre tel que (3.7) ait lieu, µ0
est supporte´e sur H1−p mais assigne une mesure 0 a` H1−p
′
pour tout p′ < p. En particulier,
un fait quelque peu non intuitif est que, bien que la mesure soit de forme “exponentielle
de moins l’e´nergie”, l’e´nergie est en fait presque partout infinie sur son support, puisque la
mesure de H1 est nulle. L’explication intuitive est que, dans un espace de dimenion infinie,
il y a tellement de place qu’il est favorable de rendre l’e´nergie infinie en chargeant de plus
gros espaces fonctionnels, ceci favorisant l’entropie.
Remarque 3.2 (Valeurs de p ayant une pertinence particulie`re)
Par la suite on sera plus particule`rement inte´resse´s par deux cas du lemme ci-dessus:
Cas a` trace, p 6 1 et en particulier, h−1 est un ope´rateur a` trace (ses valeurs propres
forment une suite sommable). C’est le cas le plus simple. En particulier, µ0 charge (un
sous-espace de) L2(Rd).
Cas Hilbert-Schmidt, 1 < p 6 2 et en particulier h−1 est un ope´rateur Hilbert-Schmidt
(ses valeurs propres forment une suite de carre´ sommable). Ici l’analyse devient beaucoup
plus complexe: le support de µ0 ne contient a priori que des distributions et pas de
fonctions.
⋄
Il est assez facile de de´cider dans quel cas on se trouve en utilisant des ine´galite´s semi-
classiques de type Lieb-Thirring (voir [37, Chapitre 4] et re´fe´rences cite´es). Dans le cas (3.6)
on obtient (3.7) pour tout
p >
d
2
+
d
s
et donc:
Exemple 3.3 (Mesures associe´es a` des ope´rateurs de Schro¨dinger)
Le support de la mesure gaussienne de´finie ci-dessus, dans le cas (3.6) de´pend assez
fortement de d la dimension d’espace et de s l’exposant fixant la croissance du potentiel a`
l’infini. On inclut formellement le cas de h = −∆+ 1 sur un ouvert borne´ avec conditions
de bord a` choisir(5) en prenant s =∞.
Une dimension d’espace. Le meilleur p possible vaut 1/2 + 1/s. On est donc dans le
cas a` trace pour s > 2. La distinction avec le cas Hilbert-Schmidt n’est cependant pas tre`s
pertinente en 1D, voir plus bas et [35].
Deux dimensions d’espace. Le meilleur p possible vaut 1 + 2/s. On est donc jamais
dans le cas a` trace. On reste dans le cas Hilbert-Schmidt pour s > 2.
Trois dimensions d’espace. Le meilleur p possible vaut 3/2 + 3/s. On est a` nouveau
jamais dans le cas a` trace. On reste dans le cas Hilbert-Schmidt pour s > 6.
⋄
(5)
−∆ + 1 plutoˆt que −∆ pour e´viter un mode d’e´nergie nulle et pouvoir de´finir h−p quelle que soit la
condition de bord.
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3.3. Mesures (non-line´aires) avec interaction. — A ce stade nous avons de´fini
pre´cise´ment le deuxie`me facteur du membre de droite de (3.5). Il nous reste a` ge´rer le
premier facteur, et les difficulte´s sont apparentes. Contentons-nous pour simplifier de
chercher a` de´finir l’interaction pour un potentiel w re´gulier. Meˆme dans ce cas, il n’est pas
toujours clair de donner un sens a` l’argument de l’exponentielle. A part dans le cas a` trace,
u est presque suˆrement une distribution. Que signifient les produits dans ce cas ?
Avant de re´soudre cette difficulte´, de´barassons-nous du cas a` trace, beaucoup plus simple
(vu l’Exemple 3.3 le cas a` trace est assez spe´cifiquement 1D).
Lemme 3.4 (Mesure avec interactions, cas a` trace). —
Supposons que (3.7) ait lieu avec p = 1. Soit alors µ0 la mesure gaussienne de´finie par le
Lemme 3.1 et w un potentiel d’interaction de forme
0 6 w ∈ L∞(R) + cδ0
avec δ0 la masse de Dirac a` l’origine. La fonction
u 7→ D[|u|2] := 1
2
∫∫
R×R
|u(x)|2w(x− y)|u(y)|2dxdy > 0 (3.8)
est dans L1(dµ0). Conse´quemment
µ(du) :=
1
zr
exp
(−D[|u|2]) dµ0(u) (3.9)
fait sens comme mesure de probabilite´.
Remarquons que en 1D, (3.7) peut cesser d’avoir lieu avec p = 1 sans que de grosses
difficulte´s conceptuelles ne soient associe´es [35]. La raison en est qu’il est fort possible
que (3.8) continue de faire sens, bien que µ0 ne vive pas sur H0 = L
2(R). En fait, la mesure
continue de vivre sur L4(R) tant que s > 1, ce qui permet de donner un sens a` l’interaction
cf [9, 10, 35].
Quittons maintenant le cas a` trace et ses satellites. Le proble`me pour de´finir le premier
facteur du membre de droite de (3.5) est que, u e´tant µ0-presque suˆrement une distribution,
il n’y a aucune chance que (3.8) fasse sens dans ce cas. C’est une difficulte´ bien connue
dans tous les domaines qui utilisent de telles mesures: the´orie constructive des champs,
the´orie de Cauchy probabiliste pour l’e´quation NLS, e´tude en temps longs de l’e´quation de
la chaleur stochastique non line´aire (voir re´fe´rences cite´es plus haut) ...
La solution pour de´finir une mesure base´e sur la de´composition (3.5) est de renormaliser
l’interaction en soustrayant des contre-termes formellement infinis. Plus pre´cise´ment, on
projette la mesure en dimension finie, et on s’assure que les contre-termes divergent de la
meˆme fac¸on que le terme principal lorsque la dimension tend vers l’infini, afin d’avoir un
objet final bien de´fini. Trouver les contre-termes approprie´s et controˆler cette proce´dure
constitue une the´orie en soi, surtout pour des interactions singulie`res. Mentionnons
pour me´moire le travail intense de´voue´ a` la de´finition de la mesure dite Φ43 (interactions
ponctuelles Φ4 en trois dimensions d’espace) et tournons-nous vers les cas, beaucoup plus
simples, qui vont nous inte´resser ici. La lectrice a peut-eˆtre de´ja` rencontre´ la construction
de Φ42, essentiellement due a` Nelson [40], et a peut-eˆtre lu dans [52] que c’e´tait la plus
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simple des renormalisations possibles. Ce dernier point est en fait errone´, voici la plus
simple(6) des renormalisations possibles:
Lemme 3.5 (Mesure avec interactions, cas Hilbert-Schmidt.)
Supposons que (3.7) ait lieu avec p = 2. Soit alors µ0 la mesure gaussienne de´finie par le
Lemme 3.1 et, pour f une fonction de L1(dµ0), la valeur moyenne associe´e:
〈f(u)〉µ0 :=
∫
f(u)dµ0(u).
Soit w un potentiel d’interaction dont la transforme´e de Fourier ŵ satisfait
0 6 ŵ ∈ L1(Rd).
Soit PK le projecteur orthogonal sur les K premiers modes propres de h. La fonction
u 7→ DRK [|u|2] :=
1
2
∫∫
Rd×Rd
(|PKu(x)|2 − 〈|PKu(x)|2〉µ0)w(x− y) (|PKu(y)|2 − 〈|PKu(y)|2〉µ0) dxdy
> 0 (3.10)
de´finit une suite de Cauchy dans L1(dµ0). Conse´quemment elle converge pour K →∞
dans L1(dµ0) vers une fonction DR[|u|2] et
µ(du) :=
1
zr
exp
(−DR[|u|2]) dµ0(u) (3.11)
fait sens comme mesure de probabilite´.
Quelques commentaires:
(1) On retrouve bien l’esprit de la renormalisation. Tout est d’abord projete´ en dimension
finie en utilisant PK , des termes sont soustraits dans (3.8) pour obtenir une limite bien
de´finie. L’intuition est ici que |u(x)|2 est infini µ0 presque suˆrement, mais que cet infini “est
le meˆme” µ0 presque suˆrement. Il suffit donc de soustraire sa moyenne a` chaque occurence
de |u(x)|2 dans la de´finition de l’interaction.
(2) Le controˆle de la proce´dure est beaucoup plus simple que dans les cas emble´matiques
tre`s e´tudie´s ou` w est une masse de Dirac. Un potentiel plus re´gulier facilite la taˆche et
constitue de´ja` un cas inte´ressant dans le cadre qui nous occupe (on re´alise en fait ici un
ordre de Wick partiel, au lieu de l’ordre de Wick complet ne´cessite´ par Φ42). Remarquons
qu’en supposant ŵ > 0, l’interaction reste positive apre`s la renormalisation, ce qui est une
simplification de plus par rapport a` la proce´dure usuelle.
(3) Notons que cette proce´dure fonctionne, pour un potentiel w relativement re´gulier, dans
tout le cas Hilbert-Schmidt, donc en 2D et en 3D, cf Exemple 3.3. Nous serons amene´s
a` plus de restrictions dans le cas quantique ci-dessous, nous limitant a` deux dimensions
d’espace.
Finalement, une dernie`re remarque me´rite d’eˆtre isole´e, comme plus importante pour la
suite de cet expose´:
(6)La tournure un peu ironique de cette phrase dissimule le fait que cette construction est sans inte´reˆt pour la
the´orie constructive des champs quantiques, puisqu’elle traite d’interactions non-locales. De plus, les experts
du domaine la connaissent suˆrement, bien que je ne l’ai pas vue imprime´e avant [8].
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Remarque 3.6 (Renormalisation : termes direct et d’e´change)
Il est instructif de calculer formellement l’espe´rance des interactions renormalise´es et
non-renormalise´es dans la mesure de Gibbs libre µ0. En utilisant le the´ore`me de Wick
satisfait par la mesure gaussienne on trouve, pour la version non-renormalise´e∫ (∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy
)
dµ0(u)
=
∫∫
Rd×Rd
G(x, x)w(x − y)G(y, y)dxdy +
∫∫
Rd×Rd
|G(x, y)|2w(x− y)dxdy (3.12)
et pour la version renormalise´e∫
DR[|u|2]dµ0(u) =
∫∫
Rd×Rd
|G(x, y)|2w(x− y)dxdy (3.13)
avec G(x, y) la fonction de Green du Hamiltonien h (noyau inte´gral de h−1):
(−∆x + V (x))G(x, y) = δx=y.
Bien suˆr le premier terme de (3.12) est purement formel puisque dans le cas qui nous
inte´resse la densite´ de matie`re
ρ(x) := G(x, x) ≡ +∞
G(x, y) ayant, en dimensions 2 et supe´rieures une singularite´ au moins logarithmique pour
x ∼ y. Par contre, dans le cas Hilbert-Schmidt p = 2, (x, y) 7→ G(x, y) est au moins L2 et
donc le deuxie`me terme de (3.12) fait sens. Ces deux termes portent les noms de terme
direct et terme d’e´change, le premier correspondant a` l’interaction classique, de type
champ moyen, de la densite´ de matie`re correspondant a` µ0 avec elle-meˆme. On voit que
l’effet de la renormalisation dans (3.13) est de de´truire ce terme, infini (ou plus
pre´cise´ment, divergent dans l’ultraviolet), et de ne garder que le terme d’e´change, fini
(convergent dans l’ultraviolet). ⋄
4. Re´sultats principaux a` tempe´rature positive
Nous nous attelons maintenant a` rendre rigoureuses les connections informelles esquisse´es
a` la Section 3.1. Les de´finitions des objets limites ayant e´te´es rappelle´es ci-dessus, il nous
faut maintenant eˆtre plus pre´cis sur les objets de de´part et sur le re´gime de parame`tres
permettant de faire la connection. Ceci nous occupera dans la Section 4.1. Dans les
Sections 4.2 et 4.3 respectivement nous pourrons ensuite e´noncer les re´sultats obtenus
dans [33, 16] et [34], portant sur le cas a` trace et le cas Hilbert-Schmidt respectivement
(voir e´galement [17] pour des re´sultats dans un cadre de´pendant du temps). La nouveaute´
principale des re´sultats que nous allons exposer est qu’ils traitent de me´canique statistique
quantique avec un espace a` une particule de dimension infinie. En dimension finie les choses
sont beaucoup plus simples, voir [27, 21] et [46, Appendice B].
Faute de place nous ne discuterons pas de la lite´rature physique consacre´e a` des questions
connexes, mais voir [1, 2, 3, 23, 26, 6, 18, 24, 25, 43, 42, 53].
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4.1. Ensemble grand-canonique. — A la Section 3.1 nous avons de´crit le formalisme
approprie´ pour un nombre fixe´ de bosons a` tempe´rature positive. Cependant, les objets
limites naturels de´finis a` la Section 3.3 n’ont pas un nombre de particules fixe:
∫
Rd
|u|2
est une variable ale´atoire dans ce contexte. Il est de`s lors clair qu’il nous faut partir d’un
cadre N -corps quantique permettant des fluctuations du nombre de particules: l’ensemble
grand-canonique. D’un point de vue de physique statistique ce changement de perspective
n’est pas tre`s important: on s’attend a` ce que les ensembles canoniques et grand-canoniques
donnent des re´ponses similaires dans les situations et limites d’inte´reˆt physique.
Espace de Fock, seconde quantification. On rassemble tous les espaces a` N particules
dans une somme directe, l’espace de Fock bosonique
F := C⊕ H⊕ H2 ⊕ . . .⊕ Hn ⊕ . . . (4.1)
avec comme ci-dessus
Hn = L
2
sym(R
dn).
Un e´tat (grand canonique) Γ sur l’espace de Fock est un ope´rateur auto-adjoint positif de
trace 1 sur F . Si il commute avec le nombre de particules (qui devient un ope´rateur dans
ce contexte)
N :=
⊕
n
n1Hn (4.2)
on peut l’e´crire
Γ = Γ0 ⊕ Γ1 ⊕ . . .⊕ Γn ⊕ . . . (4.3)
i.e comme une superposition d’ope´rateurs positifs a` nombre de particules fixes, lie´s par la
normalisation
TrF Γ =
∑
n
TrHn Γn = 1.
Etant donne´ un ope´rateur a` k particules Ak agissant sur Hk on peut e´tendre son action a`
l’espace de Fock entier (seconde quantification) en posant
Ak :=
⊕
n>k
∑
16i1<...<ik6n
(Ak)i1,...,ik (4.4)
ou` (Ak)i1,...,ik est l’ope´rateur Ak agissant sur les variables i1, . . . , ik de l’espace Hn. De
manie`re duale, on s’inte´resse la plupart du temps a` l’action de tels ope´rateurs a` nombre de
particules donne´ sur un e´tat grand canonique. Ceci de´finit la notion de matrice de densite´
re´duite Γ(k), agissant sur l’espace a` k particules Hk:
TrHk
(
AkΓ
(k)
)
= TrF (AkΓ)
pour tout ope´rateur borne´ Ak. Si Γ est (comme dans tous les cas qui nous inte´resseront) de
forme (4.3) on a alors en termes de traces partielles sur les dege´s de liberte´ exce´dentaires
Γ(k) =
∑
n>k
Trk+1→n Γn.
Les physiciens pre´fe`rent (avec raison(s)) une de´finition e´quivalente(7) des matrices de densite´
re´duites, utilisant les ope´rateurs de cre´ation/annihiliation.
(7)La lectrice familiarise´e verra l’e´quivalence facilement, et nous pardonnera d’e´pargner un autre e´le´ment de
formalisme au lecteur non familiarise´.
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Hamiltonien, e´nergie libre et e´tat de Gibbs. Nous e´tendons de manie`re naturelle le
formalisme e´voque´ a` la Section 3.1 au cadre de l’espace de Fock. La contrainte de nombre
de particules fixe´ est remplace´e par l’inclusion d’un potential chimique ν ∈ R servant a`
re´gler le poids de l’ope´rateur nombre de particules (4.2). L’e´nergie libre d’un e´tat Γ sur F
est donne´e par
Fλ[Γ] = TrF ((Hλ − νN +E0) Γ) + T TrF (Γ log Γ) . (4.5)
Le second terme est l’oppose´ de l’entropie, multiplie´ par la tempe´rature T comme il se doit.
Le premier terme contient
• l’e´nergie proprement dite, encode´e par le Hamiltonien Hλ. Ce dernier est l’extension
naturelle de (2.1) a` l’espace de Fock:
Hλ :=
⊕
n
Hn,λ
avec λ > 0 une constante de couplage.
• l’ajustement du nombre de particules au moyen d’un potentiel chimique ν > 0, ce qui
remplace sa de´termination exacte et fixe dans le cadre canonique.
• une e´nergie de re´fe´rence E0, utile uniquement pour faciliter certains e´nonce´s ci-dessous.
Nous nous inte´resserons a` la minimisation de l’e´nergie libre parmi tous les e´tats grands-
canoniques:
Fλ = min
{Fλ[Γ] ∣∣Γ ope´rateur a` trace positif sur F,TrF(Γ) = 1} . (4.6)
La minimisation est “explicite” et donne l’e´tat de Gibbs comme unique minimiseur:
Γλ =
1
Zλ exp
(
− 1
T
Hλ
)
(4.7)
avec la fonction de partition
Zλ = TrF
(
exp
(
− 1
T
Hλ
))
satisfaisant la relation
Fλ = −T logZλ.
Nous nous inte´resserons par la suite au comportement asymptotique de l’e´nergie libre Fλ
et des (matrices de densite´ re´duites des) e´tats de Gibbs associe´s, dans un certain re´gime
T → ∞ impliquant d’ajuster pre´cise´ment les parame`tres λ, ν,E0 pour obtenir une limite
non triviale.
4.2. Une dimension d’espace, pas de renormalisation. — Conside´rons d’abord la
limite des e´tats de Gibbs grand-canoniques ci-dessus dans le cas a` trace, c’est-a`-dire essen-
tiellement en une dimension d’espace, et pour un potentiel exte´rieur assez confinant. La
relation entre les objets quantique et classique (introduits au Lemme 3.4) est alors assez
imme´diate (a` e´noncer, pas a` prouver !). Le re´sultat suivant a e´te´ prouve´ dans [33], puis
dans [16] avec une preuve diffe´rente:
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The´ore`me 4.1 (Limite de champ moyen a` tempe´rature positive en 1D)
Soit Γλ l’e´tat de Gibbs grand-canonique associe´ a` (2.1) avec d = 1 et
h = −∆+ V = −∂2x + |x|s, s > 2.
On suppose que le potentiel d’interaction w satisfait les hypothe`ses du Lemme 3.4. On
choisit les parame`tres de (4.5) comme suit:
T →∞, λ = 1
T
, ν < λ1 fixe, E0 = 0
avec λ1 la premie`re valeur propre de h.
Soit µ la mesure de Gibbs non-line´aire de´finie au Lemme 3.4, avec cette fois
h = −∂2x + |x|s − ν
et µ0 la mesure gaussienne associe´e a` cet ope´rateur. On a alors, dans la limite T →∞,
1. Asymptotique de l’e´nergie libre: avec Fλ l’e´nergie libre associe´e a` (4.7) et zr la
fonction de partition relative classique de´finie au Lemme 3.4
Fλ − F0
T
−→
T→∞
− log zr. (4.8)
2. Asymptotique des matrices de densite´s re´duites: soit Γ
(k)
λ la k-e`me matrice de densite´
re´duite de l’e´tat de Gibbs (4.7). On a, pour tout k ∈ N,
TrHk
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣ −→T→∞ 0. (4.9)
Quelques commentaires:
(1) La limite T →∞ (avec le choix de potentiel chimique ν fixe ci-dessus) permet de mimer
une limite de champ moyen usuelle, canonique, ou` l’on ferait tendre le nombre de particules
vers l’infini. Dans le cas a` trace qui nous inte´resse pre´sentement, le nombre de particules
est proportionel a` T (comme montre´ a posteriori par (4.9)), et il alors naturel de choisir une
constante de couplage λ ∝ T−1 pour balancer l’effet des interactions et celui du Hamiltonien
a` une particule. L’e´nergie de re´fe´rence E0 ne joue pas de roˆle ici.
(2) Il est assez naturel que l’asymptotique de l’e´nergie libre (4.8) concerne la diffe´rence
entre l’e´nergie avec interactions et celle sans interactions (λ = 0). Les deux quantite´s prises
se´pare´ment divergent beaucoup plus vite que T .
(3) On voit ici le “sens pre´cis” qu’il faut donner a` la convergence d’e´tats quantiques dont
le nombre de particules augmente: convergence des matrices de densite´ re´duites.
(4) La convergence des matrices de densite´ re´duites (4.9) a lieu en norme de trace, la
topologie la plus naturelle. Elle montre que l’on peut penser a` l’e´tat de Gibbs originel
comme a` une superposition statistique
Γλ ≈
∫
|ξ
(√
Tu
)
〉〈ξ
(√
Tu
)
|dµ(u)
d’e´tats cohe´rents
ξ(v) = e−||v||
2 ⊕
n
v⊗n
n!
qui jouent, dans le contexte grand-canonique, le meˆme roˆle que les e´tats factorise´s v⊗N dans
le contexte canonique.
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(5) Ce re´sultat a une extension au cas ou` s > 1. A nouveau, aucune renormalisation n’est
ne´cessaire dans ce cas, bien que cela soit moins directement visible. Voir [35] et sa liste de
re´fe´rences.
4.3. Deux dimensions d’espace, renormalisation. — Nous e´nonc¸ons ici une partie
des re´sultats principaux de [34], un re´sume´ plus succinct et partiel se trouvant dans [36].
Ils couvrent une partie des mesures de´finies au Lemme 3.5. La conjecture naturelle est
que les re´sultats ci-dessous s’e´tendent dans tous les cas couverts par le Lemme 3.5 (i.e.
1 < p < 2) mais ceci reste un proble`me ouvert. Au prix d’une modification quelque peu ad-
hoc de l’e´tat de Gibbs de de´part (4.7), cette extension est contenue dans [16] (qui pre´ce`de
chronologiquement [34]).
Il y a une diffe´rence majeure dans la formulation des re´sultats pour les cas a` trace (Sec-
tion 4.2 ci-dessus) et Hibert-Schmidt (pre´sente section), qui refle`te le besoin de renormaliser
l’objet limite discute´ pre´ce´dement. On a vu a` la Remarque 3.6 que la renormalisation reve-
nait a` ignorer le terme direct de l’e´nergie d’interaction. Or ce terme a bel et bien un pendant
dans l’e´nergie libre quantique (4.5). Il se trouve que, dans les cas qui nous occupent ici, et
contrairement au cas a` trace de la Section 4.2, ce terme a un poids si important qu’il modifie
la mesure gaussienne de re´fe´rence. La mesure approprie´e est en fait singulie`re par rapport a`
la mesure non-interagissante qui serait le choix na¨ıf de mesure de re´fe´rence. Notre premie`re
taˆche est donc, en suivant [16], de trouver la bonne mesure de re´fe´rence en re´solvant un
proble`me non line´aire de type champ moyen.
Etat quasi-libre de re´fe´rence. Une premie`re approximation commune´ment utilise´e pour
le proble`me de minimisation (4.6) est de restreindre la minimisation aux e´tats quasi-libres,
plus pre´cise´ment a` ceux de la forme
Γ =
exp
(−T−1dΓ(h))
TrF (exp (−T−1dΓ(h))) (4.10)
avec h un Hamiltonien a` une particule et dΓ(h) sa seconde quantification donne´e par (4.4).
Trouver le bon e´tat quasi-libre de re´fe´rence comprend les e´tapes suivantes:
(1) Minimiser l’e´nergie libre (4.5) restreinte aux e´tats de forme (4.10) et obtenir un min-
imiseur Γ˜0.
(2) Associer a` Γ˜0 le Hamiltonien de champ moyen h˜ tel que
Γ˜0 =
exp
(
−T−1dΓ(h˜)
)
TrF
(
exp
(
−T−1dΓ(h˜)
)) .
La relation entre Γ˜0 et h˜ est non-line´aire.
(3) Observer que, si on ajuste correctement le potentiel chimique ν apparaissant dans (4.5),
le Hamiltonien a` une particule h˜ (qui de´pend de tous les parame`tres du proble`me) a une
limite h∞ quand T →∞ (en un certain sens).
(4) La mesure gaussienne approprie´e pour de´finir les objets limites du proble`me quantique
complet est celle associe´e a` h∞.
Ce programme a e´te´ mene´ a` bien dans [16], et le the´ore`me qui suit est une reformulation
de certains de ces re´sultats. Nous faisons une petite entorse simplificatrice au point (1)
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ci-dessus: on minimisera parmi les e´tats quasi-libres l’e´nergie libre dite de Hartree (par
opposition a` Hartree-Fock), sans terme d’e´change. Techniquement cela facilite l’e´tude,
conceptuellement cela n’a pas d’importance: le terme d’e´change sera pris en compte plus
tard.
Une autre fac¸on de pre´senter le programme ci-dessus est sous la forme de la recherche
d’un contre-terme approprie´ compensant la divergence de l’e´nergie d’interaction directe. Le
point le plus de´licat est de montrer que (comme de´crit ci-dessus) ce contre-terme peut eˆtre
fourni en ajustant seulement le potentiel chimique ν. Nous renvoyons aux articles originaux
pour plus de commentaires et passsons maintenant a` l’e´nonce´ du
The´ore`me 4.2 (Etat quasi-libre de re´fe´rence). —
Conside´rons la fonctionnelle d’e´nergie libre de Hartree(-Fock re´duite), de´finie pour un
ope´rateur a` trace positif γ sur H:
F rH[γ] = Tr [(−∆+ V − ν)γ] + λ
2
∫∫
γ(x;x)w(x − y)γ(y; y) dx dy
− T Tr [(1 + γ) log(1 + γ)− γ log γ] . (4.11)
Prenons V (x) = |x|s avec s assez grand, et w ∈ L1(Rd) a` transforme´e de Fourier ŵ ∈
L1(Rd) positive. Les faits suivants sont vrais:
1. La fonctionnelle (4.11) a un unique minimiseur γrH, qui est la premie`re matrice de
densite´ re´duite de l’e´tat quasi-libre
Γ˜0 =
exp
(
−T−1dΓ(h˜)
)
TrF
(
exp
(
−T−1dΓ(h˜)
)) (4.12)
avec h˜ = −∆+ VT et
VT = λγ
rHF(x;x) ∗ w + V − ν. (4.13)
2. Prenons une constante κ > 0 et fixons ν comme suit:
ν := λŵ(0)̺κ0 − κ, ̺κ0 :=
∫
k∈Rd
1
e
|k|2+κ
T − 1
dk. (4.14)
Alors, si κ est assez grand (inde´pendement de T et λ), il existe une fonction V∞
satisfaisant
V
2
6 V∞ − κ 6 3V
2
telle que
lim
T→∞
∣∣∣∣∣∣∣∣VT − V∞V
∣∣∣∣∣∣∣∣
L∞(Rd)
= 0
et
lim
T→∞
Tr
∣∣(−∆+ VT )−1 − (−∆+ V∞)−1∣∣p = 0 (4.15)
avec p le meilleur exposant tel que (3.7) ait lieu.
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Quelques commentaires:
(1) Ici et dans la suite on assimile un ope´rateur a` trace γ et son noyau inte´gral γ(x; y). La
partie diagonale γ(x;x) peut se de´finir plus pre´cise´ment par
γ(x;x) :=
∑
j
λj|uj(x)|2
ou` λj , uj sont les valeurs et fonctions propres de γ.
(2) On obtient l’e´nergie libre (4.11) en inse´rant un e´tat quasi-libre (4.10) dans l’e´nergie
libre comple`te (4.5) et en ne´gligeant le terme d’e´change. En fait, un e´tat quasi-libre Γ est
entie`rement de´termine´ par sa premie`re matrice de densite´ re´duite γ, et son e´nergie libre est
donne´e par
Fλ[Γ] = F rH[γ] + λ
2
∫∫
w(x− y)|γ(x; y)|2dxdy.
Le dernier terme est retire´ pour simplifier l’approche de preuve du The´ore`me 4.2, et parce
qu’il sera pris en compte de manie`re diffe´rente (comparer avec la Remarque 3.6).
(3) Derrie`re le choix de potentiel chimique (4.14) se trouve l’intuition que la densite´ de
matie`re des e´tats qui nous inte´ressent diverge, certes, mais de manie`re uniforme en espace,
avec le taux ̺κ0 . Ainsi, il est possible de compenser cette divergence en ajustant le potentiel
chimique, c’est a` dire en pe´nalisant la densite´ de particules globale.
(4) La deuxie`me partie du the´ore`me (la plus difficile) est celle qui donne le Hamiltonien a`
une particule renormalise´
h∞ = −∆+ V∞
qui nous servira par la suite.
Limite des e´tats de Gibbs quantiques. Nous avons maintenant de´fini tous les objets
ne´cessaires pour e´tudier la limite des e´tats de Gibbs quantiques (4.7) en 2D. Comme de´ja`
mentionne´, nous ne pouvons traiter le cas Hilbert-Schmidt en toute ge´ne´ralite´. L’e´nonce´
suivant est une version simplifie´e des re´sultats principaux de [34]:
The´ore`me 4.3 (Limite de champ moyen a` tempe´rature positive en 2D)
Soit Γλ l’e´tat de Gibbs grand-canonique associe´ a` (2.1) avec d = 2 et
h = −∆+ V = −∆+ |x|s
avec s assez grand (ce qui implique que (3.7) a lieu avec p suffisament proche de 1, voir
Exemple 3.3).
On suppose que w ∈ L1(R2) est une fonction paire satisfaisant
ŵ(k) > 0,
∫
R2
ŵ(k)
(
1 + |k|1/2
)
dk <∞,
∫
R2
|w(x)|V (x)2 dx <∞. (4.16)
On fixe le potentiel chimique comme dans (4.14):
ν = λŵ(0)̺κ0 − κ (4.17)
avec κ une constante assez grande.
Soit γrHF la matrice de densite´ re´duite de´finie par le The´ore`me 4.2, et fixons dans (4.5)
E0 =
λ
2
∫∫
R2×R2
γrHF(x;x)w(x − y)γrHF(y; y)dxdy.
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Soient µ0 et µ les mesure de Gibbs gaussienne et non-line´aire de´finies aux Lemmes 3.1
et 3.5, avec cette fois
h = h∞ = −∆+ V∞
comme de´fini par le The´ore`me 4.2.
On a alors, dans la limite T →∞, λ ∼ T−1
1. Asymptotique de l’e´nergie libre: avec Fλ l’e´nergie libre associe´e a` (4.7), F˜0 celle
associe´e a` (4.12), et zr la fonction de partition relative classique de´finie au
Lemme 3.5
Fλ − F˜0
T
−→
T→∞
− log zr. (4.18)
2. Asymptotique des matrices de densite´s re´duites: soit Γ
(k)
λ la k-e`me matrice de densite´
re´duite de l’e´tat de Gibbs (4.7). On a, pour tout k ∈ N,
TrHk
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣2 −→T→∞ 0. (4.19)
3. Asymptotique pour la premie`re matrice de densite´ re´duite relative:
TrH
∣∣∣∣ 1T (Γ(1)λ − γrHF)−
(∫
|u〉〈u|dµ(u) −
∫
|u〉〈u|dµ0(u)
)∣∣∣∣ −→T→∞ 0. (4.20)
Quelques commentaires:
(1) On trouvera dans l’article original [34] des bornes explicites sur s, p sous lesquelles nous
pouvons de´montrer le the´ore`me. Elles sont loin d’eˆtre optimales, c’est pourquoi j’ai pre´fe´re´
pre´senter le the´ore`me sous la forme simplifie´e ci-dessus.
(2) Il est ici fondamental de bien choisir l’e´tat quasi-libre de re´fe´rence, de lui associer un
hamitonien renormalise´ et la mesure gaussienne correspondante. Cette mesure et la mesure
sans interaction sont mutuellement singulie`res.
(3) Le choix de potentiel chimique (4.17) a deux parties: le premier terme diverge de fac¸on
a` compenser la divergence de la partie directe des interactions, le second donne le potentiel
chimique de la the´orie classique limite.
(4) L’asymptotique d’e´nergie libre (4.18) indique que la contribution de loin la plus grande
est donne´e par le proble`me re´duit aux e´tats quasi-libres du The´ore`me 4.2. Calculer l’ordre
suivant, −T log zr est toutefois fondamental pour trouver la mesure limite correcte. Essen-
tiellement, savoir que le membre de gauche de (4.18) est borne´ indique seulement que la
mesure limite est absolument continue par rapport a` µ0.
(5) On s’attend a` ce que (4.19) ne soit pas seulement une convergence en norme Hilbert-
Schmidt, mais dans la classe de Schatten associe´e au plus petit p satisfaisant (3.7). Ceci
reste un proble`me ouvert, sauf si k est assez petit, voir [34].
(6) Le dernier re´sultat (4.20) est important en pratique car la norme de trace donne la
topologie naturelle sur les matrices de densite´ re´duites. C’est toutefois seulement la matrice
de densite´ relative (celle du proble`mes complet moins celle de l’e´tat quasi-libre de re´fe´rence)
qui peut converger en norme de trace.
(7) L’e´nonce´ du pendant de ce the´ore`me pour le cas ou` les particules sont confine´es dans
une boˆıte pe´riodique est beaucoup plus simple, car l’e´tat quasi-libre de re´fe´rence est dans
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ce cas e´gal a` l’e´tat de Gibbs sans interactions. Voir [36] pour une pre´sentation re´sume´e de
ce cas.
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