ABSTRACT
INTRODUCTION
Embedded system designers often must tailor a system's memory hierarchy to meet strict performance/cost constraints. Unfortunately, the wide range of options in the memory hierarchy (e.g., number, size, and type of caches, on-chip SRAM, DRAM, EPROM, etc.) leads to an exponential number of possibilities for memory hierarchy configuration. Changing the size of the cache Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SAC'07, March 11-15, 2007 may effect how much on-chip SRAM (also known as Scratchpad memory) is required. With hundreds or thousands of possibilities, it becomes prohibitively expensive to do a full simulation for each possible memory configuration. Such simulations typically take hours, and thousands of simulations may take weeks or months and are often impractical given the fast time-to-market constraints of many embedded systems. Worse yet, the program itself may evolve during the development of an ASIC processor. An extra memory reference in a critical loop could change what is the most appropriate configuration.
To produce designs that meet performance and cost constraints, system designers need fast, effective methods to determine the cost and relative performance of many different possible memory configurations. Figure 1 contains an example of a graph that a designer may use to evaluate the cost and performance of different memory configurations. The figure shows the cost (kilobytes of cache and on-chip SRAM) and the total memory latency for the adpcm decode benchmark when run for 80 different memory configurations. A designer can use this information to choose the memory configuration which best meets the design criteria. For example, a designer may know that the program needs to execute in less than five million memory cycles, and consume no more than 25 KB of cache and SRAM space. The figure shows that only configurations 60-76 meet those requirements.
Note that Figure 1 plots the total time the program took to access memory for each configuration. The total memory access time is plotted because the goal is to estimate the performance of the Fast, Accurate Design Space Exploration of Embedded Systems Memory Configurations memory hierarchy, not the performance of the surrounding core. Furthermore, the performance of the chip is often tied directly to the memory system's performance.
The graph in Figure 2 plots actual total memory access time and total cycles to execute the program, again for the adpcm decode benchmark. This graph represents data from a two-issue out-oforder processor. See Section 4 for details of the processor and memory configurations used. The figure shows that the two measurements have the same trend, and thus processor performance is tied directly to the memory system performance. This paper makes the following contributions. It describes the MCDSE process (memory configuration design space exploration) a fast, accurate process for exploring the design space of memory hierarchy configurations for embedded systems. MCDSE couples an existing algorithm for assigning program variables to memory partitions and a novel cache performance estimation technique to compute total memory access time curves for the memory configuration design space.
In this work we refer to a memory partition as a component of the memory hierarchy in which data is stored on a permanent basis. On-chip SRAM, and DRAM are examples of a memory partition. A cache, although part of the memory hierarchy is not considered a memory partition. Each memory partition is considered homogeneous and compiler-visible. This model is distinct from the models used by work that selects portions of main memory to convert to faster SRAM based on program access characteristics [2, 4] .
The MCDSE process is fast-two orders of magnitude faster than using detailed simulation to evaluate a candidate memory hierarchy. MCDSE is also accurate-extensive measurements show that 70% of the estimates were within 1 percentage point of the actual cycle count and over 99% of all estimates were within 10 percentage points of the actual cycle count.
The MCDSE process is easily incorporated into existing compilation and simulation frameworks. Furthermore, the speed of the technique allows it to be employed in an iterative design environment where hundreds or thousands of possible memory hierarchies may need to be considered to find one that meets cost/performance/resource design constraints.
The remainder of the paper is organized as follows: Section 2 describes how the MCDSE process can be integrated into a design process. Section 3 describes how the total memory access time is estimated, while Section 4 discusses the experimental setup and results with a focus on the accuracy of the technique. Section 5 discusses related work in this area, and Section 6 summarizes our findings. Figure 3 illustrates how the memory system design space exploration technique can be used to accelerate the hardware design process.
THE DESIGN PROCESS
The inputs to the hardware design process are the target application codes, any hardware restrictions, and the performance goals. After determining an appropriate processor core, the designer is faced with selecting the most appropriate memory system configuration. † The designer uses the MCDSE process (shaded box) to quickly eliminate memory configurations that do not meet the design constraints. For example, MCDSE produced the data in Figure 1 allowing the designer to focus on just 16 candidate memory configurations. From these few candidate memory configurations, the designer may select some or all to be evaluated using cycle-accurate simulation. Using the results of the detailed simulation, the designer may complete the design process or make changes to the core or memory system and repeat the process. Figure 3: Design process. † We assume that the designer has some methodology for selecting an initial core that is appropriate for the application. As the figure shows, the MCDSE process does support subsequent changes to the core architecture. Figure 4 expands the shaded box of Figure 3 . The first step in the MCDSE process is to collect a profile of the variable accesses in the program. The profile contains information about which variables (global, stack, and heap) are accessed and where in the target code they are accessed.
MEMORY CONFIGURATION DESIGN SPACE EXPLORATION
To collect the profile, an existing compiler and simulator were modified. The compiler was modified to collect static information about variable accesses. Using interprocedural analysis, the compiler classifies variable accesses according to region (global, stack, and heap) and also records where in the program the variables were accessed. This information is made available to the simulator.
The simulator (based on SimpleScalar [7] ) was modified to use the compiler collected information to monitor each load and store instruction to a particular variable and compute "dynamic" live ranges for each variable. A dynamic live range for a variable v is a triple (s, e, n), where s is the start cycle, e the end cycle, and n is the number of accesses to v between s and e. The dynamic live ranges are maintained in a hash table indexed by variable. When an address is accessed, the simulator determines which variable is accessed and updates the appropriate live range list.
We were able to use a fast functional simulator (sim-profile) because obtaining the profile does not require a cycle-accurate simulation. Furthermore, the profile information only needs to be collected once (unless the application or processor core is changed). Consequently, the simulator's runtime was sufficiently fast for our purposes (profile simulations took less than 25 minutes per benchmark to complete.)
The dynamic live range information, a description of the candidate memory hierarchies, and the program text itself are then used to assign variables to memory partitions. The choice of partitioning algorithm is arbitrary although the accuracy of MCDSE could be affected by the use of a poor algorithm. For the results reported in this paper, a previously published algorithm that has been shown to produce excellent results was used [11] .
Estimating Cache Hit Rates
Once partition assignments are made, the data profile can be used to estimate the access patterns to each cache. In this work, the cache hit rate for each cache in the memory hierarchy is calculated first. To calculate hit rates, the estimation phase calculates an effective cache size (ESize) for each cache, C, in a top-down fashion, as follows:
where tcf(v 1 , v 2 ) is defined as the total conflict factor between variable v 1 and v 2 assigned to the same memory partition. We use the calculation of tcf as defined in our previous publication [11] .
P C is the partition cached by C. The sum of the tcfs is divided by the cache's associativity, C assoc , to account for the reduced conflicts from higher associativity. The sum is also divided by Accesses C , the accesses to cache C, to convert the summation into a percentage estimating the amount of conflict.
Next, using the data profile sorted by access count, the estimation phase counts the accesses to variables until the sum of the variables' size exceeds the effective cache size. Figure 5 gives an example. In the figure, the accesses to variables 1, 2, and 3 are included in the summation. Also, part of the accesses to variable 4 are included. † Call this sum S. The estimate for C's hit rate is defined as:
where LineSize C is C's line size, and Accesses C is the number of accesses to C. The idea is that most of the S accesses will be hits and most of the remaining accesses will be misses. However, we also want to take into account that while traversing an array, which is common in embedded codes, about 1/LineSize C accesses will probably be misses.
Once HitRate C is calculated, the estimation of misses can be passed down to lower level caches as cache accesses, and the calculation is repeated (omitting the variables cached by the upper level caches, such as Var 1-3 in the example) to calculate hit rates for lower level caches.
Estimating Average Access Times
Once the estimated hit rate of all caches have been computed, the estimated average access time (EAAT) for each cache is calculated. ESize C Size C 1 1
Since the access time of a first level cache depends on access times for second level caches, the calculation is done in a bottom-up fashion. The EAAT for a cache is:
where t C is the time to access C, and t m is the time to satisfy a miss (either the EAAT of a lower level cache, or by the access time of the backing partition.)
Next, once an EAAT has been calculated for each cache, the average access time for each partition can be calculated. EAAT P is the minimum of the access time to the partition or the minimum EAAT of the caches that satisfy requests for variables in partition P.
Lastly, the total access time is calculated:
This calculation provides an estimate of how long the processor will spend satisfying memory requests if the program were run on the training input with the given memory configuration. Of course, we are interested in the time satisfying memory requests for the program run on actual data. Section 4.2 discusses the accuracy of the MCDSE estimation when compared to cycle-accurate simulations using real data.
EVALUATION

Experimental Setup
For the experiments reported in this paper, we used a compiler targeted to SimpleScalar PISA instruction set [5, 7] . PISA is a variant of the MIPS R4000 instruction set, commonly used in many embedded applications.
SimpleScalar was configured to use a two-issue out-of-order processor in all experiments [6] . The CPU has two integer execution units, and one floating-point execution unit, along with a memory unit for each partition. All on-chip caches and SRAM are modeled as having a one cycle latency, while an off-chip (level-2) cache is modeled using a 10 cycle latency. All caches were direct mapped caches. DRAM is modeled as having 100 cycle latency. All these parameters can be adjusted to reflect the operating parameters of the target system and memory components. Table 1 lists the 80 memory hierarchies used to evaluate the accuracy of the MCDSE technique. Additional experiments and measurements using other configurations were performed and yield similar results. Due to space limitations this data cannot be presented.
The configurations range from memory hierarchies with 0-4kb of on-chip SRAM, 0-32kb on-chip cache, and 0-256kb of off-chip, L2 cache. Some configurations, such as configuration 50, may have 0kb of on-chip cache, but still access an off-chip cache. Note that different configurations have significantly different cache and SRAM sizes. Thus cycle times may be significantly different between configurations and two configurations may not be directly comparable. However, since the goal of the work is to estimate the cycle count accurately, it is not important to compare configurations. Instead, it is important that the estimates trend in the same fashion as the cycle-accurate measurements. Table 2 describes the benchmarks that are used in this work, and also the inputs used for profiling and for the evaluation. We selected a benchmark set that had a wide range of qualities that made the benchmarks suitable for testing our algorithm. Some benchmarks, such as dijkstra, use significant amounts of dynamic memory allocation. Others, such as pegwit and mpeg2.decode, have large, complex code segments, which would make static analysis complicated. All of the benchmarks are long-running and most have been used in prior memory partitioning research [17, 3] .
Experimental Results
To evaluate the accuracy of the MCDSE cache hit rate estimates, one could compare the estimates to those obtained via cycle-accurate simulation. However, some cache hit rates are more important than others. Consider Figure 6a . Since many more accesses are to the SRAM (indicated by the wide arrow between the SRAM and CPU), the hit rate of the cache is relatively unimportant. In Figure  6b however, the cache hit rate is very important as it strongly determines the performance of the system. Furthermore, it may not be necessary to accurately estimate the cache hit rates when it is possible to representatively estimate the change in cache hit rate caused by changes in partition assignments or cache configuration. Figures 7-9 show the results of evaluating our estimation technique for each of the five benchmarks. Each graph plots the estimated memory cycles for the benchmark and the actual memory cycles used. The actual memory cycles used was obtained by running a cycle-accurate simulation using the evaluation input. Notice that the data are plotted using different scales. The data must be plotted using different scales because the estimation phase has no way to estimate the run time of the program on reference input, and the reference runs execute longer than the training runs.
The key observation is that the trends are the same. The figures show that the estimate curve tracks very closely to the actual curve. On 500Mhz UltraSparc-IIe's with 1GB of RAM the curves corresponding to the actual memory cycles took over 200 hours to cal- 
culate while the estimate curves were produced in under two hours of elapsed time-a two order of magnitude reduction in elapsed time.
To measure how closely the estimated memory access time matches the actual memory access time, both the estimated values and the actual values were scaled so they were in the 0-1 range. The scaling effectively makes each point a percentage of the maximum value. On this adjusted data set, the mean absolute error (MAE) and root mean square error (RMSE) were calculated. The MAE and RMSE are the equivalent of the average and standard deviation for this type of data set. Table 3 contains the error estimates. The percent errors average only 1.5%. The small RMSE indicates that the errors are relatively consistent, and few are off by more than the MAE. Figure 10 contains a histogram of the percentage errors. Each bar represents how many estimates deviate from the actual memory access time by more than 1, 3, 5, 10, and 20 percentage points, respectively. The average bar shows that over 70% of the data points deviate by less than 1 percentage point and 99% of the estimates deviate by less than 10 percentage points. The CRC benchmark does the best with all estimated memory cycles deviating by less than 3 percentage points.
Some points, however, have significant error. In particular, configuration 68 for the dijkstra and pegwit benchmarks shows errors of 11.4 percentage points and 8.4 percentage points respectively. This increased error stems from configuration 68 itself and the dynamic nature of these benchmarks. Configuration 68 has no SRAM, no second-level cache, and a very small first-level cache. Since a program that has much dynamic memory allocation and large variables makes estimating conflict in the cache extremely difficult, the MCDSE estimation model has difficulty predicting the cache hit rate. Small errors in the estimated cache hit combined with a large discrepancy between the cost of a cache hit and miss (such as having no L2 cache) yield these larger errors in estimated memory access times.
An embedded system designer may be less interested in the amount of error and more interested in the fidelity of the memory performance estimates. The fidelity of the estimates is defined as the percentage of time the estimates of a memory configuration's performance can be used to select the memory configuration that actually provides the best performance.
Consider Figure 11a which shows a magnified view of a section of a graph plotting the design space estimates of memory cycles expended and the actual memory cycles expended as determined by a cycle-accurate simulator. Comparing the estimates and choosing the one with the lowest cycle count results in the selection of the memory configuration H 1 that, in fact, does provide the best performance (in terms of cycles). Figure 11b shows a similar graph where choosing the estimate with the lowest cycle count (E 2 )
results in the selection of the memory configuration H 4 that, in fact, does not provide the best performance (in terms of cycle count).
To measure the fidelity of the MCDSE estimates, a pairwise comparison of all estimates was performed to determine the number of times the comparison of two estimates would result in the selection of a memory configuration that, in fact, was not the memory configuration that provided the best actual performance. Thus, for n configurations, there are n(n-1)/2 comparisons. An estimator has 100% fidelity if the estimator, when used to compare two memory configurations, always selects the configuration that has the best actual performance. Table 4 presents the results of this pairwise comparison of the 80 estimates for the five benchmarks. The table shows the breakdown of correct, incorrect, and total comparisons per benchmark in columns 2, 3, and 4, respectively. The fidelity ranges from 73% to 90% across the benchmarks. The average is 80.7%.
However, savvy system designers understand that estimates have some amount of inherent error. A designer may see that two memory configurations were estimated to perform very similarly. Knowing that there is some inherent error allows the designer to fall back to detailed simulations when two memory configurations are estimated to have similar performance. To determine how well this approach may work for a designer, the previous calculation was redone, but comparisons in which the estimates differ by less than the MAE for that benchmark were rejected. Table 4 shows that, on average, 94.9% of the time, a designer is able to select the best candidate memory hierarchy using this scheme. Column 5 shows the average for each benchmark.
RELATED WORK
Due to the importance of the problem addressed in this paper, there has been much research in this area. Jacob, et al. describe cache modes that address memory hierarchy design for generic workloads [12] . Such models are not applicable to ASIC-based systems because in an ASIC, the workload is fixed by the application and need not perform well on a wide range of workloads like a desktop machine. Other work focuses on statically predicting the cache behavior for each kernel loop of a program [21, 9] . Unfortunately, some benchmarks, dijkstra for example, cannot be analyzed by static techniques because of function calls, pointers, and dynamic allocation.
Other work aims to solve the memory configuration evaluation problem in a different way, by speeding up simulation time. This can be done by simulating multiple caches in one simulation run, taking advantage of cache properties such as the inclusion property or how associativity affects caches [20, 22] . These techniques, however, still require many simulations to fully examine the spectrum of possible memory hierarchies and may still take extensive time to complete. Also, it is difficult to reason about some properties when multiple first-level caches are backed by lower-level caches (such as having first-level instruction and data caches backed by a level 2 cache.) Other work only addresses part of the problem, how to choose first-level cache parameters (size, associativity, line size, etc.) or how to choose the number of memory partitions assuming there is a first-level cache [18, 19, 14, 1] . Unfortunately, a single simulation run, no matter how many cache parameters are evaluated, cannot take into account varying SRAM size. Varying the partition size changes which variable accesses are serviced by a cache, and can significantly change the access patterns. Thus, to get a picture of how the entire memory hierarchy works, a chip designer may still need a very large number of detailed simulations.
Still other work aims to speed up simulation by taking samples of the memory trace and replaying just those samples to the memory subsystem [8, 23, 16, 15] . These techniques also yield accurate results. Although such techniques can be significantly faster than full simulation, sampling a small fraction of memory references can still be expensive and replaying them for each candidate memory configuration would be more expensive than an approach that combines simulation with analytical modeling.
SUMMARY
The memory system is a critical component of many embedded systems. Increasingly designers are using partitioned memory architectures to meet cost/performance constraints. Unfortunately, the range of options (e.g., number, size, and type of caches, onchip SRAM, DRAM, EPROM, etc.) complicates choosing an appropriate memory configuration.
To address this problem, this paper has presented an approach for quickly exploring the design space of possible memory configurations for an embedded system. The technique is fast and accurate. It is two orders of magnitude faster than detailed simulation. It is also accurate. For five commonly used embedded benchmarks, we found that the estimations show the same trends as the applica- Table 4 : Per benchmark memory hierarchy comparisons.
tion. The mean absolute error of the scaled data is 1.5% of the maximum estimate, on average. Furthermore, we see that over 70% of all estimates were within 1 percentage point of the actual, while over 99% of all estimates were within 10 percentage points.
