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1. Een binnen de empirisch-analytische methode wijdverbrei-
de werkwijze is het doen van uitspraken omtrent verande-
ringen binnen eenheden op basis van gekonstateerde
verschillen tussen eenheden. De risiko' s welke hieraan
zijn verbonden, Zijn niet in overeenstemming met de
aandacht die wordt gegeven aan de methodologie en de
toepassing van diachronisch onderzoek.
2. Indien het krearen van een nieuwe werkelijkheid datgene
is wat wetenschap gemeenschappelijk heeft met kunst,
dan kan hieruit worden geleerd dat het wetenschappelijk
onderwijs vooral dient te zijn gekenmerkt door een aktief
bezig zijn met materiaal, eerder dan door kennisover-
dracht  sec. Deze stelling is zelfs van kracht wanneer
men onder het kreEren van een nieuwe werkelijkheid niet
meer wenst te begrijpen dan het formuleren van weten-
schappelijke theorie8n.
3. Veel resultaten van wetenschappelijk onderzoek kunnen in
een ander daglicht komen staan wanneer men zich bij
het bepalen van de maatschappelijke relevantie ervan
niet uitsluitend baseert op een beoordeling van de mate
waarin onderzoeksresultaten toepasbaar zijn op maatschap-
pelijke problemen, maar tevens  op de verwachting  van
de mate waarin deze resultaten daadwerkelijk een uitwer-
king zullen hebben.
4. Het mag worden verwacht dat feministisch onderzoek op
basis van materiaal dat is verzameld op 66n bepaald
tijdstip, zal resulteren in een uitbreiding van femi-
nistische theoriean alsook in een verhoogde maatschappe-
lijke relevantie; het laatstgenoemde   met name indien   dit
tijdstip wordt gekozen   anno   1980.
5. Gevreesd moet worden dat de nadruk welke de minister
van onderwijs en wetenschappen voornemens is te gaan
leggen op de samenwerking tussen wetenschappelijk onder-
zoekers zoals is uitgewerkt  in de BUOZ-nota, zal leiden
tot  het  plaatsen van onderzoeksprojekten onder abstrakte
gemeenschappelijke noemers, eerder  dan  tot het schrijven
van gemeenschappelijke publikaties.
6. Als het waar is dat tegenstellingen elkaar aantrekken en
gelijkenissen elkaar afstoten, dan ligt hierin wellicht de
verklaring   voor  het  feit  dat in onderwijsprogramma' s  van
sociale wetenschappen de vakken statistiek en methoden
van onderzoek nog steeds niet zijn geintegreerd.
7. In een tijd dat in Nederland de P.K. wordt afgeschaft als
eenheid van energie, getuigt de uitbreiding van het
aantal paarden in dit land van een grote luxe.
8. Het veelvuldig voorkomen van promotiefeesten is een van
de weinige voordelen van het op individuele wijze schrij-
ven van proefschriften.
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Het is Anneli Vos geweest die het lastige typewerk met uitzonder-
lijke vaardigheid heeft verricht.
INLEIDING
Een klacht die men veel hoort bij beoefenaars van sociale
wetenschappen betreft het bestaan van een kloof tussen
theorie  en  onderzoek.  Met  enig  cynisme  zou  men  kunnen
stellen dat de scheiding van arbeidsterreinen slechts een
andere formulering is van hetzelfde probleem. Zij brengt ons
evenmin dichter bij een oplossing gezien de niet te stuiten
specialisering van wetenschappelijke arbeid. Een nadere be-
zinning op de praktijk van zowel theorievorming als onder-
zoek   lijkt   een meer vruchtbare weg. Bekijken we eerst   het
probleem vanuit de theorie. Het grootste deel van wat in
sociale wetenschappen als politikologie en sociologie heeft
plaatsgevonden, is de formulering van verbale theoriedn.
Deze bevatten meestal een verzameling nominaal gedefinieerde
begrippen  alsmede  een verzameling uitspraken waarin rela-
ties worden gelegd tussen de begrippen.
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Allereerst de relaties. In veel theoriean geven deze
aanleiding tot komplikaties. Hoewel soms met een relatie
niets anders is bedoeld dan een meer dan toevallig samen-
gaan van verschijnselen, gaat de betekenis van het relatie-
begrip in veel gevallen verder. Zo spreken theoretici over
"vloeit voort uit", "is geinduceerd door", "is een effekt
van" en dergelijke. Ondanks het feit dat vele, met name
positivistische, wetenschappers anders willen doen geloven,
meen ik dat hier onontkoombaar sprake is van een kausale
denkwijze. Reden dat zo weinig theoretici het begrip kausa-
liteit expliciet hanteren, zou kunnen   zijn   het   feit   dat   het
een uitermate lastig begrip  is. Om dezelfde reden geven  zij
ook zelden precies aan wat wordt verstaan onder kausali-
teit, noch behandelen zij de vraag wat de betekenis is van
het begrip oorzaak in en voor hun theoriean.
Ook de tweede komponent van theoriean, de begrippen,
zorgen  vaak  dat  de  afstemming  van theorie  en onderzoek
problematisch is. Zo zijn veel theoriean ingewikkeld als
gevolg van het grote aantal gehanteerde begrippen. Dit
leidt tot een dermate komplex relatiepatroon dat een adekwa-
te empirische toetsing nauwelijks uitvoerbaar is. Merton
lanceerde in dit kader zijn idee van "middle-range" theorie-
en. Een ander minstens zo  belangrijk  probleem  is  dat
begrippen veelal  vaag  en  van een zeer hoog abstraktienivo
zijn. Dit is temeer een probleem daar in de theorie8n zelf
slechts bij uitzondering aanwijzingen zijn te vinden voor de
operationalisering van begrippen. Slaast de onderzoeker
niet   in een adekwate operationalisering,  dan  is een steekhou-
dende empirische toetsing van de theorie niet mogelijk. Wor-
den immers de verwachte relaties niet in de empirie gevon-
den dan blijft onzeker of dit komt doordat de theoretische
relaties niet kloppen of doordat de vertaling van theoreti-
sche begrippen in onderzoeksvariabelen op invalide of onbe-
trouwbare wijze is geschied.
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Bezien we vervolgens het probleem vanuit de onderzoeks-
praktijk. Behoudens allerlei   ad hoc procedures voor operatio-
nalisering, meting, logische en empirische toetsing  zijn  voor
de ontwikkeling van politikologische en sociologische theorie-
en vooral van belang multivariate benaderingen als simula-
tie-modellen, graphen-theorie en kausale modellen. Gezien
een eerdere konstatering aangaande de aard van theoreti-
sche relaties, lijken met name kausale modellen geschikt
voor  ondersteuning van theoriekonstruktie.
Het doel van deze studie is een methodologische bestude-
ring van de toepassing van kausale modellen als representa-
tie van theoriean. Meer in het bijzonder gaat het om
schattingsproblemen welke optreden zodra theoretische varia-
belen worden opgenomen in een kausaal model.
Alvorens hiertoe  over  te gaan, komen  in de eerste  twee
hoofdstukken problemen aan de orde welke indirekt aan de
vermelde problematiek zijn verbonden. Voor kausale modellen
geldt in het algemeen een onvoldoende explicitering van het
kausaliteits- en modelbegrip. 1n hoofdstuk 1 wordt getracht
enige duidelijkheid dienaangaande te scheppen.
Een tweede probleem betreft de in het hedendaags politi-
kologisch en sociologisch onderzoek meest toegepaste techniek
voor analyse van kausale modellen, te weten de pad-analy-
se. Het is onvoldoende bekend dat deze techniek kan worden
gezien als een bijzonder geval van een in de ekonometrie
reeds ver uitgewerkte theorie, te weten   die van strukturele
vergelijkingen. Dit wordt in hoofdstuk 2 verduidelijkt, ter-
wijl in hoofdstuk 3 de analyse van modellen met theoretische
variabelen wordt behandeld, waarbij psychometrische en eko-
nometrische inzichten en procedures op kritische wijze aan
de orde worden gesteld.
Een fundamentele kritiek op procedures zoals die zijn
uitgewerkt    in de psychometrie, ekonometrie en sociologie,
procedures bedoeld voor analyse van modellen met theoreti-
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sche variabelen, volgt in hoofdstuk 4. De lijn waarlangs
deze kritiek zich beweegt, wordt gevormd door een nadere
analyse van het begrip meetfout. In de traditionele behande-
ling van de meetfoutenproblematiek wordt deze geacht geheel
en al te zijn gelokaliseerd in de fase van dataverzameling
en  -verwerking.  Dit  heeft  tot  gevolg  dat  de  aandacht
vrijwel uitsluitend is gericht op de kategorie van random
meetfouten. Het begrip meetfout kan evenwel worden uitge-
breid in die zin dat elke verstoring in de representatie van
theoretische begrippen door onderzoeksvariabelen als een
meetfout kan worden opgevat. Dat betekent dat deze versto-
ring zich niet alleen in beide genoemde fasen kan voordoen,
maar tevens tijdens de fasen van operationalisering en
analyse. Deze verstoring heeft steeds een systematisch karak-
ter, zodat kan worden gesproken van nonrandom meetfouten.
Dit houdt in een uitbreiding van meetfouten als betrouwbaar-
heidsprobleem naar een geldigheidsprobleem.
Dergelijke meetfouten treden onder andere op zodra de
analyse van een kausaal model met meervoudig geoperationa-
liseerde theoretische variabelen wordt uitgevoerd op basis
van afzonderlijke indikatoren. Zoals analyses in hoofdstuk 4
laten zien, ontstaat aldus een mengeling van strukturele  en
epistemische aspekten, welke de semantische eigenschappen
van theoretische variabelen ongunstig beinvloeden. In de
hoofdstukken 5 en 6 wordt als oplossing voor dit probleem
voorgesteld de analyse van konseptmodellen voorafgaand aan
de analyse van een struktureel model als geheel.
Bij de bespreking van het kausaliteitsbegrip in hoofdstuk 1
heb ik niet de pretentie van filosofische deskundigheid.
Veeleer is het de bedoeling na te gaan hoe het kausaliteits-
begrip met het oog op sociologisch en politikologisch empi-
risch onderzoek op zinvolle wijze kan worden omschreven.
De statistische problemen betreffende de relatie steekproef-
populatie blijven goeddeels buiten beschouwing. De diskus-
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sies worden gevoerd op modelnivo waardoor een notatie in
parameters  in plaats  van  steekproef-grootheden  is  gerecht-
vaardigd. Slechts in gevallen waarin een bespreking  en
notatie op het nivo van waarnemingen onvermijdelijk lijkt,
is zulks gedaan.
Veel aandacht is besteed aan het ontwikkelen van een
begrippenkader. Zo wordt gesproken over hoofd- en hulptheo-
rie, strukturele en epistemische relaties, strukturele en
epistemische bias, errorvrije en latente variabelen, een
typologie van meetfouten en konseptmodellen. De achterliggen-
de gedachte is dat de bruikbaarheid van multivariate tech-
nieken in sterke mate afhangt van de aanwezigheid van een
bijpassend begrippenapparaat.
Tenslotte de volgende opmerking: elke procedure   voor   het
onderzoeken van kausale  hypothesen,  inklusief de door mij
uitgewerkte, brengt risiko's mee. Dit bij gebrek aan metho-
den met behulp waarvan een sluitende bewijsvoering mogelijk
is.   Dit   zal   in nog sterkere mate gelden voor modellen
waarin ongemeten variabelen zijn opgenomen. Deze konstate-
ring betekent evenwel allerminst een aantasting van het
bestaansrecht  van deze studie. W61 geeft zij aanleiding  tot
het besef dat het maximaal haalbare van kausaal onderzoek
steeds is de aanname van kausale hypothesen zo plausibel
mogelijk te maken. De risiko's welke hierbij optreden zijn
even noodzakelijk als onvermijdelijk.
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1. KAUSALITEIT EN KAUSALE RELATIES
In  de  afgelopen  decennia  is  er  bij  wetenschappers  een
tendens merkbaar naar het uitbannen van het begrip kausali-
teit. Liever spreekt  men over funktionele relaties, voorspel-
ling en wetmatigheid dan zich te wagen aan de voetangels
van  kausaliteit. Het meest duidelijk heeft deze tendens  zich
voorgedaan in de fysika en, naar aanleiding van ontwikke-
lingen hierin, tevens  in de natuurfilosofie. Hier ontwikkelde
zich gedurende de 17e eeuw een kausaliteitsbegrip dat sterk
verwant is met de begrippen wetmatigheid en voorspelbaar-
heid. Deze opvatting, met name aangehangen door Laplace,
wordt aangeduid met de term "mechanicisme", dit vanwege
het  feit  dat de gebeurtenissen in de natuur werden gezien
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als de opeenvolgende fasen in een mechanisch proces. Zij
volgen elkaar in onwrikbare volgorde op. Geheel passend in
de klassieke visie op het natuurgebeuren is het postulaat
van absolute voorspelbaarheid. In het mechanicistischewereld-
beeld van Laplace zou iemand die de momentele toestand van
het universum precies zou kennen, en bovendien alle wetten
die  in dit universum gelden ter beschikking   had,   elke
gebeurtenis in het verleden en in de toekomst exakt kunnen
berekenen, dan wel voorspellen.
Tegen deze veronderstelling van absolute voorspelbaar-
heid kwamen bij de opkomst van de kwantummechanika aan
het begin van de twintigste eeuw steeds meer bezwaren. De
bezwaren hielden in dat er in de realiteit sprake is van
een absoluut indeterminisme ofwel van een primaat van het
toeval. Volgens de kwantumtheorie is het onmogelijk om
tegelijkertijd de positie en de snelheid van een subatomair
deeltje exakt te bepalen. De exakte bepaling  van de positie
sluit de bepaling van de snelheid uit en omgekeerd. In de
kwantummechanika noemt men dit het beginsel van onbepaald-
heid, ook wel bekend als de "onzekerheidsrelaties van
Heisenberg".
Uit dit beginsel nu hebben velen gemeend te kunnen
afleiden een principidle onvoorspelbaarheid van de gebeurte-
nissen en als gevolg daarvan een afwijzing van het kausali-
teitsbeginsel. Indien de gebeurtenissen elkaar op absoluut
onvoorspelbare wijze opvolgen, is het onmogelijk dat deze
gebeurtenissen gehoorzamen aan kausale wetten. Deze konklu-
sie welke door fysici werd getrokken en later werd overgeno-
men door neopositivisten als Carnap, Russell en Schlick,
wordt    door zeer velen bestreden.    Men zie bijvoorbeeld   Van
Melsen  (1961),  Bunge  (1959),  Welten (1961) en Nagel (1961).
Hun tegenargumenten betreffen voornamelijk de onjuistheid
van gelijkstelling van kausaliteit en voorspelbaarheid, het
zelfkontradiktorische van ordeloosheid  in  de  natuur en  de
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stelling dat determinisme niet onverenigbaar is met het
statistische karakter van wetten in de kwantummechanika.
Mede beTnvloed door genoemde ontwikkelingen in de fysi-
ka, ontwikkelden neopositivisten een kausaliteitsbegrip  dat
praktisch samenvalt met wetmatigheid en voorspelbaarheid.
Van kausaliteit is volgens hen slechts sprake daar waar
door middel van wetten de toekomstige ontwikkeling van
gebeurtenissen kan worden voorspeld op basis van de huidi-
ge toestand en de thans geldende wetten. Zo stelt Carnap
(1969:    193) : "Ein Ereignis   Y   zur   Zeit   T   wird von einem
vorhergehenden  Ereignis  X dann und nur dann verursacht
wenn Y aus X mit Hilfe der Gesetz G, die zur Zeit bekannt
sind, ableitbar ist." Het is deze erfenis uit de natuurweten-
schappen die waarschijnlijk verantwoordelijk is voor een
tendens in de sociale wetenschappen naar uitbanning van
het kausaliteitsbeginsel.
1. KAUSALE RELATIES
De toonzetting hierboven doet reeds vermoeden dat de zojuist
beschreven opvatting   in dit geschrift niet wordt gedeeld.
Het meest wezenlijke van kausaliteit lijkt mij een produktie-
karakter te zijn. Van een kausale relatie is in deze
opvatting eerst sprake wanneer de oorzaak het gevolg produ-
ceert. Als X de oorzaak is van Y dan wordt Y door X tot
stand gebracht. Deze opvatting is evenmin nieuw als zonder
problemen. Het grootste probleem is gelegen in de principidle
onmogelijkheid tot waarneming van het proces van produce-
ren. Wat wordt waargenomen is een bij herhaling optredende
tild-ruimtelijke nabiJheid van verschijnselen zoals verhit-
ten-uitzetten, zaaien-oogsten, ziekte-dood etc. Het feitelijke
produceren, het proces waarbij de oorzaak het gevolg tot
stand brengt, onttrekt  zich  aan de waarneming.  Dit is  voor
met name neopositivisten mede aanleiding geweest het begrip
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oorzaak te schrappen uit het wetenschappelijk vokabulaire
en te vervangen door begrippen als wetmatigheid en voorspel-
baarheid. Echter veeleer dan de realiteitszin van het begrip
kausaliteit in twijfel te trekken, ligt het voor de hand te
zoeken  naar  methoden  waarmee  een  produktiekarakter  van
een relatie tussen verschijnselen meer plausibel kan worden
gemaakt.
Voor een nadere toespitsing van de wijze waarop het
begrip kausaliteit inhoud wordt gegeven binnen empirische
wetenschappen in het algemeen en het empirisch politikolo-
gisch en sociologisch onderzoek in het bijzonder, is het
nodig in te gaan op een specifieke taal welke daar gebezigd
wordt, te weten een variabelentaal. Kenmerkend hiervoor is
dat  het  objekt  van  onderzoek  wordt  gedefinieerd  als  een
verzameling eenheden welke worden gezien als dragers van
eigenschappen. Bilvoorbeeld in de fysika kan men ijzer zien
als een eenheid met als eigenschappen (ofwel toestand-
kenmerken) temperatuur, hardheid, soortelijk gewicht, uitzet-
tingskoifficiiint etc. In de politikologie neemt men individuen
of gehele maatschappijen als eenheden met bijvoorbeeld reli-
gie, demokratische gezindheid respektievelijk politieke struk-
tuur en welvaartsnivo als kenmerken. Een variabele nu is
een kenmerk dat verschillende vormen (nominale variabele)
dan · wel gradaties (ordinale en metrische variabele)   kan
aannemen.
Er zijn twee manieren waarop verschillende vormen dan
wel gradaties van een kenmerk zich presenteren: (a) ver-
schillende eenheden hebben verschillende vormen of grada-
ties, (b) bij een en dezelfde eenheid treedt door de tijd
heen een verschuiving op in vormen of gradaties. Uit het
bovenstaande volgt een tweede element uit de empirische
onderzoekspraktijk dat van belang is voor een adekwate
omschrijving van het begrip kausaliteit, te weten dat van
verandering· Meestal is men geinteresseerd in de vraag of
een verandering in de ene eigenschap steeds samengaat met
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een verandering in de andere. Zo mogelijk tracht men te
achterhalen  of  de  ene  verandering  de  andere  tot  stand
brengt. Bijvoorbeeld, welke zijn de te verwachten veranderin-
gen in arbeidsbevrediging als gevolg van verbetering van
een inspraakstruktuur? Aldus ontstaat een kausaliteitsbegrip
waarbij het niet zozeer gaat om relaties tussen verschijnse-
1)len maar tussen veranderingen daarin.
Een kausale relatie zoals hierboven gedefinieerd, heeft
sterke raakvlakken met het mathematische begrip funktie
alsook met een relatie zoals wordt weergegeven  in  een
regressievergelijking.  Zij  leidt  tot  de  konstatering  van de
volgende serie kenmerken. Allereerst de faktor tijd. Met
name sociale processen verlopen met enige traagheid, waar-
door vrilwel steeds een tijdsverschil aanwezig is tussen het
optreden van oorzaak en gevolg. Een tweede reden waarom
het     gevolg zich eerst enige    tijd    na de oorzaak voordoet,
heeft betrekking op indirekte oorzaken. Zo is X een indirek-
te oorzaak van Z indien X een invloed heeft op Y en Y weer
op Z. Hierover aanstonds meer bij de  bespreking  van
transitiviteit.
Een tweede kenmerk van kausale relaties  is  een kane-
aspekt. Meestal wordt de vraag of kausaliteit determinis-
tisch dan wel probabilistisch is, beantwoord vanuit een veron-
derstelde wetmatigheid van verschijnselen (neopositivisme).
Een  poging  deze  vraag  te  beantwoorden  vanuit  een  meer
ontologische opvatting van kausaliteit, leidt  tot de stelling-
name dat een kanskarakter van kausaliteit kan worden
afgeleid uit het feit dat kausale processen zich in de tijd
voltrekken. Immers na aanvang van de werking van oorzaak
X kunnen additionele oorzaken in werking treden die het
kausale proces een andere wending doen nemen. Het gevolg
is dat Y hetzij niet optreedt hetzij er anders uit komt te
zien dan zonder tussenkomst van deze additionele oorzaken
het  geval  zou  zijn  geweest.  Voor  zover  deze  additionele
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oorzaken niet samenhangen met de initidle oorzaak, dat wil
zeggen noch een kausale samenhang noch een schijnverband
hebben met X, zorgen zil voor een stochastisch element in
de kausale relatie.
Het meest overtuigende argument voor een probabilistische
opvatting van kausaliteit is de aanname van een menselijke
vrije wil (zie van Melsen: 1946). Een niet door de mens
gewenst gevolg van een oorzaak kan hij soms verhinderen
op   te  treden.   Dit niet uitsluitend   door te voorkomen   dat   een
oorzaak zich voordoet. Dankzij het tijdsaspekt dat verbonden
is aan de meeste kausale processen,   is  het soms mogelijk
een oorzaak, nadat die zich voordeed, ongedaan te maken.
Er li]ken dan ook voldoende redenen aanwezig om in het
empirisch kausaal onderzoek niet te werken met een determi-
nistische opvatting van kausaliteit maar met een probabilisti-
sche. Dat wil zeggen, wanneer een verandering in oorzaak X
optreedt dan wordt aangenomen dat met een zekere mate van
waarschijnlijkheid gevolg Y onder invloed van X een veran-
dering ondergaat. Of, meer kwalitatief geformuleerd, wan-
neer X zich in hoedanigheid x voordoet dan zal onder
overigens gelijkblijvende omstandigheden Y zich in een gro-
ter aantal gevallen in hoedanigheid y voordoen dan wanneer
X zich niet als zodanig voordeed.
Een aspekt van kausaliteit, dat wel eens wordt verward
met het kans-aspekt, is de sterkte van kausale werkingen.
Het betreft hier evenwel twee volkomen onderscheiden begrip-
pen. De sterkte van een kausale relatie houdt  in  de
hoeveelheid verandering in een kausaal afhankelijke variabe-
le welke optreedt als gevolg van bepaalde veranderingen in
de oorzaak. Wanneer X een oorzaak is van Y, en  Y
verandert slechts een beetje onder invloed van X, dan is er
sprake van een zwakke kausale relatie. Maar daarom is
deze  relatie  nog  niet  probabilistisch  en  kan  zij  best  in
honderd percent van de gevallen opgaan.
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Hoewel veel auteurs stellen dat kausaliteit een zaak is
van  alles of niets, zijn er verschillende argumenten  voor  de
aanname van een variabele sterkte van kausale afhankelijk-
heden. Zo kan er sprake zijn van verschillende oorzaken.
Dit heeft OP twee manieren konsekwenties voor de sterkte
van kausale afhankelijkheid. Allereerst is het mogelijk dat
de sterkte toeneemt wanneer meerdere oorzaken uit de totale
verzameling oorzaken zich tegelijkerti jd voordoen.   Zel fs   zal
in het geval de oorzaken interakteren en zij een konjunktie-
ve set vormen, de sterkte van hun gezamelijke werking op
multiplikatieve wijze toenemen. Ten tweede is het mogelijk
dat oorzaken elkaar geheel of gedeeltelijk neutraliseren.
Wanneer bijvoorbeeld zowel een stoffige als een vochtige
werkruimte oorzaken zijn van arbeidsontevredenheid, dan
kunnen deze oorzaken elkaar (gedeeltelijk) ongedaan maken.
Vervolgens is er nog de veelomstreden kwestie van symme-
trie versus asymmetrie. De meeste auteurs zijn van oordeel
dat een kausaal proces asymmetrisch is. Dit lijkt overduide-
lijk wanneer we gaan zien naar de wijze waarop kausaliteit
op verreweg de meest betrouwbare wijze kan worden onder-
zocht, te weten via een manipulatief handelen. Als bijvoor-
beeld blijkt dat na een wijziging van X een verandering
optreedt in Y, dan is de verandering in X de oorzaak van
de verandering in Y en niet omgekeerd. Niettemin komt men
in de literatuur wel aanhangers tegen van het standpunt
dat sommige kausale relaties symmetrisch zijn. Zo is het in
hun redenering best mogelijk dat tussen verschijnselen als
inkomen en oplbiding in die zin een symmetrische relatie
bestaat, dat door een verhoging van opleiding een toename
van iemands inkomen kan worden bewerkstelligd. Omgekeerd
is het denkbaar dat iemand meer opleiding gaat volgen als
gevolg van een sti]ging van het inkomen. Dit laatste
bijvoorbeeld vanwege verruiming van voor opleiding beno-
digde financidle middelen of vanwege een behoefte aan kon-
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formatie aan mogelijk bij hogere inkomensgroepen bestaande
waarden en normen op dit punt.
Er zijn een tweetal redenen die tegen deze opvatting van
symmetrie pleiten. Allereerst is hier ongemerkt een variabe-
lentaal binnengeslopen. Dat wil zeggen, er werd een uit-
spraak gedaan omtrent de relatie tussen inkomen en oplei-
ding opgevat aLs kZassen van versehijnseZen. Het valt
echter niet in te zien hoe tussen klassen van verschijnselen
een kausale relatie kan bestaan, aangezien deze klassen
abstrakties zijn. Kausaliteit speelt zich echter af in konkre-
te processen, hetgeen   in dit geval wil zeggen   dat   er   voor
een konkreet persoon een kausale relatie kan bestaan tussen
diens inkomen en opleiding. De bewering dat tussen  de
variabelen inkomen en opleiding een kausale relatie bestaat
is   dan   ook in feite zinledig.   Het   is   op   het   nivo  van
afzonderlijke eenheden, als elementen van de verzamelingen
waarop variabelen zijn gedefinieerd, dat kausale processen
zich voltrekken.
Een tweede tegenwerping tegen de aanname van symmetrie
is dat een kausaal proces in de ene richting waarschijnlijk
van een ander karakter is dan het proces dat zich in
tegenovergestelde richting voltrekt. Bijvoorbeeld, het kausale
proces volgens hetwelk toename van inkomen  leidt tot een
toename in opleiding is van een wezenlijk ander karakter
dan het proces van beinvloeding dat mogelijkerwijs uitgaat
van toename in opleiding naar toename in inkomen. In beide
gevallen is sprake van verschillende procesvariabelen,  het-
geen betekent dat de kausale mechanismen geheel verschil-
lend zijn van aard.
Een  vraag  die  zich  voorts  opdringt  is  die  naar  de
positieve respektievelijk negatieve werking   van een oorzaak.
Heeft X een toename of juist een afname van Y tot gevolg?
Het betreft hier de vaZentie als kenmerk van kausale
relaties. Deze is uiteraard slechts van toepassing op rela-
ties tussen niet-nominale variabelen.
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Voor  de  hantering  van  technieken  uit  de  hoofdstukken
hierna is het tot slot noodzakelijk uit te gaan van een
transitieve eigenschap van kausale relaties. Deze is van
belang in het geval van indirekte oorzaken. Stel dat een
indirekte relatie tussen X  en Z tot stand komt via  Y.
Symbolisch
X D Y 'Z
Deze relatie is opgebouwd uit twee direkte relaties namelijk
die tussen X en Y en die tussen Y en Z. De eigenschap van
transitiviteit nu houdt in dat Uit beide direkte relaties
voortvloeit dat X een oorzaak is van Z. De reden waarom
transitiviteit thuishoort in een omschrijving van het begrip
kausaliteit zoals  in deze studie gehanteerd,  is  dat  in  de
hoofdstukken hierna een relatie als tussen X en Z hierboven
een modelparameter krijgt toegewezen, de zogenaamde geredu-
ceerde-vorm-parameter. Deze wordt normaliter kausaal Rein-
terpreteerd hetgeen uitsluitend mogelijk is onder de veronder-
stelling van transitiviteit.
Bovenstaande diskussie betreft in wezen het bestaan van
kausale ketens. Hierbij twee opmerkingen welke beide van
belang zijn voor een juist begrip van de hier gebezigde
kausale denkwijze. Allereerst lijdt het geen twijfel dat
gebeurtenissen steeds deel uitmaken van langere kausale
ketens. Een oorzaak heeft meestal zelf oorzaken en een
gevolg  heeft zelf gevolgen. Ten tweede moet worden gesteld
dat een direkte kausale relatie bij nader onderzoek vaak
een indirekte blijkt te zijn. Ook Welten benadrukt het
bestaan van tussenschakels in het proces van veroorzaking
waar  hij zegt: "hoewel oorzaak en gevolg niet gelijktijdig
kunnen zijn, moeten zi] wel op elkaar aansluiten, direkt of
indirekt", en voegt daar als konklusie aan toe: "dit maakt
een kontinue analyse van het tussengebeuren noodzakelijk".
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Dit laatste wordt hier onderschreven.  In paragraaf 3 wordt
de opvatting uiteengezet dat het uiteenleggen van korrelaties
in kausale  ketens  moet  worden gezien  als  een  belangrijke
vorm van kausale verklaring.
In het bovenstaande heb ik getracht een kausaliteitsbe-
grip te omschrijven dat goede perspektieven biedt voor het
empirisch sociaal-wetenschappeli jk onderzoek. Het resulteren-
de kausaliteitsbegrip is nauw gerelateerd aan een variabe-
lentaal, waardoor een verbinding ontstaat met het begrip
funktie uit de wiskunde en het relatiebegrip uit de regres-
sietheorie. Een probleem   in de gegeven begripsomschrijving
wordt evenwel gevormd door het verandering saspekt alsook
het produktiekarakter ,  temeer daar in deze studie
uitsluitend gesproken wordt over de analyse van data verza-
meld op 66n tijdstip. Beide bemoeilijken het op adekwate
wijze verkrijgen van kennis omtrent kausale relaties.
2. KENNIS VAN KAUSALE RELATIES
Bij de vraag hoe op empirische wijze kennis kan worden
verkregen omtrent kausale relaties, is   het   goed   na   te   gaan
wat diegenen die zich in hun wetenschapsbeoefening sterk
baseerden op de waarneming hierover te zeggen hebben.
Hume is wel diegene geweest van de empiristen die verreweg
de meeste invloed op het huidige kausaliteitsdenken heeft
gehad. Hij bracht kausaliteit terug tot de konstante opeen-
volging van verschijnselen. Meer precies is het kausaliteits-
beginsel bij hem gebaseerd op het geassocieerd raken van
voorstellingen van waarneembare verschijnselen, wanneer bij
herhaling wordt waargenomen dat het ene verschijnsel onmid-
dellijk door een ander wordt gevolgd. Naast konstante
opeenvolging onderscheidt hij nog als tweede kriterium de
tiJdruimtelijke nabijheid van twee verschijnselen. Dat kon-
stante opeenvolging en tijdruimtelijke nabijheid geschikte
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kriteria zijn voor de konstatering van kausaliteit zoals door
Hume opgevat, blijkt hieruit dat zij inderdaad voorwaarden
zijn voor de associatie van voorstellingen in de geest. Niet
voor niets zijn dit de voornaamste grondpijlers geweest van
de later door psychologen uitgewerkte theorie van klassieke
konditionering.
Nadere beschouwing van het kriterium van konstante
opeertvolging laat zien dat het hier in feite gaat om twee
kriteria: (a) konstant samengaan en (b) tijdsvolgorde. Is
de eis van tijdsvolgorde, welke behelst dat het gevolg per
se moet komen   nd de oorzaak, zonder meer duidelijk,   die
van konstant samengaan is dat zeker niet. In  sommige
gevallen zullen twee verschijnselen kausaal gerelateerd zijn
zonder dat beide steeds samengaan. ZO zal slechts  in
uitzonderingsgevallen na bliksem brand ontstaan. Konstant
samengaan lijkt dan ook bezwaarlijk te kunnen worden
gezien als een noodzakelijke voorwaarde voor het konstateren
van kausaliteit. Evenmin  is  het een voldoende voorwaarde.
Bijvoorbeeld, twee machines die op puur toevallige wijze
steeds vlak na elkaar een bepaalde beweging uitvoeren.
Zelfs behoeft de konstante opeenvolging niet toevallig te
zijn om ook niet kausaal te zijn. Bijvoorbeeld, twee klokken
die steeds vlak na elkaar slaan. Deze regelmaat, hoewel
niet toevallig aangezien beide systemen gericht zijn op een
objektieve tijdregistratie, is niet kausaal bepaald.
Hoewel konstant samengaan als een noodzakelijke noch
voldoende voorwaarde voor de konstatering van kausaliteit
lijkt te kunnen worden beschouwd, is dit niettemin vaak een
indikatie voor het bestaan van een kausale relatie. ZO
zullen weinigen aarzelen om konstant samengaan zoals tussen
rook en vuur, klap en boosheid, ouderdom  en  fysieke
aftakeling, kausaal te interpreteren. Het is niet goed te
zeggen waarom. Wellicht is het onze verwachting met vuur
rook en met een klap boosheid te kunnen produceren die
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hier de doorslag geeft.
Onmiddellijk rijst de vraag hoe enige zekerheid te ver-
krijgen is omtrent het bestaan van een produktiekarakter ·
Een tweede probleem dat ten aanzien van konstant samen-
gaan dient te worden besproken is het aspekt van verande-
ring als onderdeel van de eerder gegeven kausaliteitsom-
schrijving. Het middel bij uitstek  om  wat meer zekerheid
omtrent de aanwezigheid van een produktiekarakter te ver-
krijgen  is het experiment.   Hier is steeds de onderzoeker
ultieme oorzaak als toediener van stimuli (oorzaken),  waar-
door een sterke subjektieve kausaliteitservaring kan optre-
den. Deze berust in niet onbelangrijke mate op tijdruimtelij-
ke nabijheid alsook op het principe van konstante opeenvol-
ging.  Dat  in het experiment het element van konstante opeen-
volging impliciet aanwezig is, behoeft enige toelichting.
Vatten we het toedienen van de stimulus alsook het optreden
van de response op als dichotome variabelen, dan kan men
zeggen dat in het experiment wordt nagegaan in hoeverre er
sprake  is van een konstant samengaan van deze beide
variabelen.
Behalve de subjektieve kausaliteitservaring geeft ook a-
selektief toedelen een extra mogelijkheid voor het meer
plausibel maken van een produktiekarakter. Mogelijke storen-
de invloeden welke de konklusie zouden kunnen verstoren,
worden aselektief toegedeeld.
Naast genoemde voordelen zijn de nadelen van het experi-
ment eveneens genoegzaam bekend. Zo zijn er de kunstmatig-
heid, de geringe generaliseerbaarheid, de moeilijke prak-
tische uitvoerbaarheid en de onmogelijkheid bepaalde storen-
de   effekten te randomiseren. Genoemde bezwaren spelen   voor-
al  de  sociale  wetenschappen parten,  om welke  reden  hier
veelvuldig is gezocht naar niet-experimentele vormen van
kausaal onderzoek.     In de sociologie en politikologie heeft
dit geresulteerd in procedures waarbij het begrip konstant
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samengaan, operationeel gemaakt via associatie-maten, veel
meer expliciet dan het geval is in het experiment tot
uitgangspunt dient. Bedoeld zijn elaboratie-, Simon-Blalock-
en pad-analyse.
De  vraag  is  of  en  in  hoeverre  hier  het  aspekt  van
verandering als onderdeel van de eerder gegeven kausali-
teitsomschrijving recht wordt gedaan.  Bij het toetsen  van  de
hypothese - X is een oorzaak van Y - zou men als volgt te
werk  kunnen  gaan.  Std  Ax en A geven  aan de verandering
welke in X respektievelijk Y optreedt binnen een bepaald
tijdsverloop. De vraag of Ax en b  samenhangen als onder-
Y
deel   van de kausaliteitsvraag, kan worden beantwoord   via
berekening   van de korrelatie   r( Axt ).    Is deze signifikant
afwijkend van nul dan wordt in afwachting van verdere
analyses de kausale hypothese voorlopig bevestigd geacht.
"Bij de berekening van korrelaties op basis van jross-
sectionaZ" data  gebeurt  wel iets dergelijks,  maar  het  ele-
ment van verandering heeft hier een iets andere betekenis.
Om dit te laten zien wordt eerst de korrelatie-koffficiEnt op
een van het normale gebruik afwijkende wijze geschreven.
Stel de afzonderlijke eenheden i (i=1,...,N)  in de onder-
zoekspopulatie hebben skore xi respektievelijk  Yi   (i=1,...,N)
op beide variabelen. Stel voorts A =x.-x. en A =y.-y.de X 1] y l l
(i,]=1,....,N; i*j) zijn de verschilskores. Let wel, het gaat
nu niet om verschillen binnen , maar tussen eenheden! Het
kan gemakkelijk worden bewezen dat de traditionele korrela-
tie-koffficiifnt r(XY) nu als volgt kan worden geschreven
f<f 8XAy
r(XY)=  ,
U I    F    A 2    I    I    &2 1<5 X 1<J Y
Het blijkt dat de korrelatie-analyse niet is gebaseerd op
veranderingen binnen eenheden  maar op versehiZZen tus-
sen eenheden . Hiermee zijn strikt genomen niet langer
uitspraken op individueel nivo mogelijk.
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In de natuurwetenschappen kampt men met hetzelfde ver-
schijnsel, maar hier ligt het veel minder problematisch. Stel
ballon A gevuld met gas heeft bij 40'C een volume van 42
3dm terwijl een met A identieke ballon B gevuld met gas van
3hetzelfde soort bij 60'C een volume heeft van 45 dm .
Wanneer nu ballon A met 20'C wordt verhit dan mag men
onder overigens ge ZijkbZ€juende omstandigheden aannemen
3dat het volume met 3 dm zal  stijgen. De basis waarop deze
aanname berust is tweeSrlei. Ten eerste kan bij natuurkundige
verschijnselen de ceteris paribus klausule meestal zonder al
te veel problemen worden gesteld, en voor zover dit niet het
geval is kunnen de gewijzigde omstandigheden meestal vol-
doende gekend worden om toch tot verantwoorde kausale
uitspraken te komen. Ten tweede zijn eenheden  in de fysika
min of meer stabiel en homogeen. Dat wil zeggen fysische
objekten veranderen meestal niet sterk op korte termijn,
terwijl objekten van eenzelfde soort veelal identiek zijn van
vorm en samenstelling.
In de sociale realiteit ligt dit gradueel anders. Sociale
eenheden veranderen voortdurend terwijl ook de omstandighe-
den vaak wijzigingen ondergaan. Bovendien zijn sociale  een-
heden dermate komplex dat strikt genomen nooit sprake kan
zijn van homogeniteit. Het is duidelijk dat dit het maken
van kausale gevolgtrekkingen in de sociale wetenschappen
bemoeilijkt. Er zijn echter geen prine€pl€Ze redenen waarom
de overgang van veranderingen binnen eenheden naar ver-
schillen tussen eenheden niet zou kunnen worden gemaakt.
Aan het bovenstaande kunnen argumenten worden ontleend
tegen het hanteren van korrelaties als startpunt van kau-
saal   onderzoek.   Er zijn echter zeker niet minder argumenten
v66r te vinden.   Een  van de voordelen  van de korrelatie-theo-
rie  is  dat een stochastische komponent is toegestaan.  Dit  is
ook nodig gezien het eerder gekonstateerde kans-aspekt van
kausale relaties. Een ander voordeel is dat kontrole op
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schijnrelaties mogelijk is, niet alleen door middel van verge-
lijking van korrelatie-koafficianten binnen subgroepen ge-
vormd door middel van een zogenaamde testvariabele (elabo-
ratie), maar bovendien via het berekenen van partiale
korrelatie-koEffici nten. Een laatste punt dat in niet geringe
mate pleit voor hantering van korrelaties als startpunt voor
kausaal onderzoek, is gelegen in de toepassing van geavan-
ceerde multivariate technieken.  In deze studie zal een
aantal van de belangrijkste daarvan aan de orde komen.
(zie de hoofdstukken  2  en  3).
Tot slot een voor deze studie centrale opmerking naar
aanleiding van het punt van schijnrelaties. Een schijnrelatie
tussen twee variabelen ontstaat geheel 6f gedeeltelijk  door
toedoen  van  externe  (doorkruisende)  variabelen,  zodat een
dergelijke relatie niet, dan wel slechts gedeeltelijk, een
produktiekarakter kan worden toegekend. Terecht werd in
het verleden dit opsporen van schijnbaarheid in het niet-ex-
perimentele onderzoek dan ook gezien als het belangrijkste
instrument  voor  het  onderzoeken  van  kausale  hypothesen.
Niettemin lijkt hier sprake te zijn van een eenzijdig bena-
drukken van schijnverbanden ten koste van aandacht voor
andere problemen welke verbonden zijn aan kausaal onder-
zoek op basis van korrelaties. Zo moet het van groot belang
worden geacht onjuistheden op te sporen welke het gevolg
zijn van de waarnemings- en operationaliseringsprocedure.
Kan een korrelatie berustend op schijnbaarheid in het geheel
geen indikatie zijn voor het bestaan van kausaliteit, dit
kan evenmin het geval zijn voor korrelaties welke zijn
verstoord  door  meet- en operationaliseringfouten.  Bovendien
treedt een verstoring op in de schatting van modelparame-
ters. Het valt niet moeilijk in te zien dat een en ander
extra relevant is voor modellen met theoretische variabelen,
om welke reden deze problematiek het onderwerp van studie
is in de hoofdstukken 4, 5 en 6.
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3. MODEL EN THEORIE
Tot nu was vrijwel uitsluitend sprake van afzonderlijke
kausale relaties. Representatie van theorieEn vereist evenwel
de hantering van een konstellatie van dergelijke relaties.
Dit betekent een overgang van enkelvoudige regressievergelij-
kingen naar systemen van zogenaamde strukturele vergelij-
kingen. Een gangbare term voor een dergelijk systeem is
kausaal model of ook wel struktureel model. Deze verbre-
ding brengt een tweetal nieuwe aspekten met zich mee, die
zich laten formuleren in de volgende vragen:  (a) wat moet
worden verstaan onder een kausale verklaring en (b) wat is
de betekenis van het modelbegrip in deze kontekst?
kausaZe verkZaring
Een gangbare omschrijving van het begrip verklaren is het
met behulp van een wet laten zien dat verschijnselen tot
stand komen volgens relaties welke in die wet worden
genoemd. Men spreekt hier wel van het "covering law"-type
verklaring. Afhankelijk van de aard van de gehanteerde
wetten zijn hierbinnen nog verschillende verklaringstypen
mogeiijk (zie Bunge   1961 en Pasquinelli   1967) .   Zo   is   een
kausale verklaring gebaseerd op een kausale wet (-relatie)
en ziet er formeel als volgt uit: X is een oorzaak van Y,
welnu   X   doet   zich   voor en daarom treedt   Y   op. Met andere
woorden, kausaal verklaren aldus opgevat staat gelijk  aan
afleiden uit een kausale wet.
Als nadeel van het "covering law"-type verklaring dient
het gevaar vermeld te worden van te weinig aandacht voor
verdergaand onderzoek naar de in wetten genoemde relaties.
Strikt genomen is een statistische samenhang een relatie,
maar deze te nemen als verklaringsgrond' is weinig bevredi-
gend. Men zal juist geinteresseerd zijn in de wijze waarop
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statistische samenhangen tot stand komen. Impliciet is dit
ook  de  kern  waar  het  bij  strukturele  modellen  in  deze
studie om draait: het zoeken naar (kausale) strukturen
achter korrelatie-matrices.
Stel dat een statistische samenhang wordt gekonstateerd
tussen milieu en schoolprestaties bij kinderen,    in   die   zin
dat hoe hoger de skore van de ouders op de SES-schaal hoe
beter de schoolprestatie van de kinderen. Aangenomen wordt
dat deze samenhang kausaal kan worden gernterpreteerd en
kan worden neergelegd in een kausale wet.  In zo'n geval
gaat het niet aan om te zeggen dat lage schoolprestaties
kunnen worden verklaard door te verwijzen naar de kausale
wet hierboven.  Het is de kausale wet zelf die nog nader
verklaard kan worden en wel door het zoeken naar tussen-
schakels   in het proces van veroorzaking. Een mogelijke
tussenschakel in bovenstaande kausale relatie is taalvaardig-
heid. Hiermee kan tot een meer bevredigende kausale verkla-
ring worden gekomen, die er als volgt uit zou kunnen zien.
In lagere milieus wordt een taal gehanteerd die vaak
minder goed aansluit bij de aard van de studiestof zoals
bijvoorbeeld naar abstraktie-nivo en affektieve neutraliteit,
waardoor veelal minder goede schoolprestaties kunnen worden
geleverd. Hier blijkt het belang van het analyseren van het
"tussengebeuren" waarop reeds eerder werd gewezen. Konklu-
derend zouden we ook kunnen zeggen dat in het "covering
law"-type verklaring de nadruk teveel ligt op de variabelen
in plaats van op de relaties daartussen.
Er is nog een tweede reden om bij de hantering van
kausale modellen de aandacht te konsentreren op relaties in
plaats van op variabelen. Vaak namelijk kan een empirische
samenhang  in  het  geheel  niet  kausaal worden geinterpre-
teerd. Dit doet zich voor in het geval van een schijnrelatie.
Stel er is ten aanzien van twee variabelen X en Y sprake
van een schijnrelatie als gevolg  van de variabele  Z  p(XY.Z)
=0 . Ook in zo'n geval is in feite sprake van een kausale
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verklaring. Immers, de korrelatie tussen X en Y kan worden
..wegverklaard door te verwilzen naar niet een maar tw66
kausale wetten. Nameli]k een wet die zegt dat Z een oorzaak
is van X en een wet volgens welke Z tevens een oorzaak is
van Y.
Konkluderend kan worden gezegd, dat het in deze disser-
tatie gaat om een kausale verklaringswijze waarbij relaties
tussen verschijnselen centraal staan, en niet in de eerste
plaats die verschijnselen zelf. Het verschil met voorspelling
is dat hier het vinden van statistische samenhangen eindpro-
dukt is van het onderzoek terwijl in de door ons voorgestel-
de kausale analyse de korrelaties het startpunt vormen,
waarna wordt onderzocht via welke kausale mechanismen
deze korrelaties tot stand zijn gekomen.
model
Hierboven   werd   de term struktureel model ingevoerd.   De
vraag is wat hier de status is van de term model. Volgens
Bertels en Nauta (1969: 28) is sprake van een model als
men een bekend systeem B dat onafhankelijk is van systeem
0 benut om informatie te verkrijgen over 0. Nu stellen
Diederiks en Kraan  (1972: 3) dat datgene waarvan we een
model wensen (het systeem 0 van Bertels en Nauta) een
tweetal kategoriein van verschijnselen kan betreffen: hetzij
een of ander empirisch systeem hetzij een formeel systeem
ofwel theorie. Wippler (1969) maakt mijns inziens hetzelfde
onderscheid waar hij spreekt over materi6le respektievelijk
symbolische modellen. Volgens laatstgenoemde is een symbo-
lisch model de afbeelding van een theorie, hetgeen wil
zeggen  dat  het  hetzij  isomorf  hetzij  analoog  is  met  de
betreffende theorie. De afbeelding ofwel formalisering komt
tot stand via een symbolisch systeem zoals wiskunde, logi-
ka,   programmeertaal   dan   wel een kombinatie hiervan.   Bij   de
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vertaling in een wiskundige taal spreekt men van mathema-
tische modellen zoals bijvoorbeeld in het geval van stelsels
strukturele vergelijkingen. De konstatering dat een struktu-
reel model een specifieke vorm is van een mathematisch
model, leidt  tot de konklusie  dat een struktureel model  kan
worden beschouwd  als de representatie  van een theorie.  Dit
is dan ook het perspektief van waaruit in deze dissertatie
strukturele modellen worden bekeken.
Het onderhavige modelbegrip betreft de vorm van  een
strukturele vergelijking.    Deze vorm behelst de opsomming
van relevante variabelen en de aard van hun onderlinge
relaties. In de kontekst van strukturele modellen slaat dit
laatste op de mathematische aard van de strukturele vergelij-
kingen (lineaire versus kurvilineaire effekten en additieve
versus multiplikatieve effekten) alsmede op de verdeling  van
storingstermen. Het resultaat van beslissingen op al deze
punten ofwel het resultaat van "specifikatie van de vorm" is
een model. In de praktijk van het sociologisch en politikolo-
gisch onderzoek betekent dit globaal dat van een specifika-
tiefout wordt gesproken wanneer ten onrechte tussen twee
variabelen een kausale relatie dan wel het ontbreken van
een relatie wordt verondersteld en wanneer ten onrechte
wordt uitgegaan van samenhang dan wel het ontbreken van
samenhang tussen storingstermen.
Vervolgens rijst de vraag naar het nut van het werken
met  modellen. Door Wippler wordt erop gewezen dat geformali-
seerde theoretische konstrukties (zoals bijv. strukturele mo-
dellen) g66n heuristische funktie kunnen vervullen. Het is
volgens hem niet mogelijk om aan de hand van dergelijke
modellen tot geheel nieuwe proposities te komen. Wel is hij
van oordeel dat met de eenvoudige en semantisch inhoudsloze
termen waaruit deze modellen zijn opgebouwd de achterlig-
gende begrippen uit de theorie gemakkelijker Remanipuleerd
kunnen worden, zodat een inzicht kan worden verkregen in
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de konsekwenties die bepaalde kombinaties van begrippen en
proposities uit de theorie hebben. Om het met de woorden
van Wippler zelf te zeggen (1962: 280) "Modellen in engere
zin (geformaliseerde theoretische constructies) maken het mo-
gelijk de exactheid van het denken en de duidelijkheid van
formaliseringen te controleren; hun functie  ligt  in het verhel-
deren van complexe theoretische samenhangen en het verstrek-
ken van een overzichtelijke samenvatting ervan. Sociologische
theorie-vorming en definifring van de gehanteerde begrippen
moeten  al voltooid zijn voordat met de constructie van
dergelijke modellen kan worden begonnen". In grote lijnen
deel ik deze opvatting van Wippler.   Er zij echter   op
gewezen dat zij niet uitsluit dat aan de hand van strukture-
le modellen verklaring mogelijk is. Instemming verdient Land
( 1971) ,   waar deze stelt dat mathematische modellen zelfs   een
meer algemene verklaringsbasis bieden dan verbale theorie-
en. Immers de modelparameters kunnen vrij variiren al naar
gelang de onderzoekspopulatie, zodat een mathematisch model
geheel passend kan worden gemaakt voor de populatie waar-
op men zijn verklaring richt. Voorts dient te worden gewe-
zen op de toetsende funktie van mathematische modellen in
het algemeen en strukturele modellen in het bijzonder.
Dergelijke modellen kunnen namelijk worden opgevat als
hypothesen welke via toetsing aan de empirie op hypothe-
tisth-deduktieve wijze worden geverifiderd. Een voordeel is
dat hier meestal toetstingskriteria voorhanden zijn, dit in
tegenstelling tot wat het geval is met verbale theoriean en
modellen.
Een andere eenzijdigheid van de opvattingen van Wippler
is dat strukturele modellen het bestaan van een theorie
zouden v66ronderstellen. Zo gezien zouden strukterele model-
len uitsluitend een verifikatie-funktie hebben. Hoewel dit
blijkens bovenstaande zeker de hoofdzaak is, geeft dit
standpunt mijns inziens aanleiding tot een onderschatting
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van de rol van strukturele modellen. Het  is heel wel
mogelijk om los van bestaande theoriedn op exploratieve
wijze modellen te formuleren, om vervolgens te zoeken   naar
verdergaande modelspecifikatie.   In de literatuur   zijn   de
laatste tijd aanzetten hiertoe te vinden.
In deze dissertatie staat centraal de ondersteuning van
theorievorming middels strukturele modellen. Dit leidde tot
de keuze voor modellen met theoretische variabelen, welke
laatste worden gekarakteriseerd als komplexe variabelen met
meestal een abstrakt en latent karakter, bij de meting
" „                                         "waarvan behalve random" vooral ook nonrandom meetfouten
een rol spelen. Er zijn in het verleden vele diskussies
geweest over de aard van latente variabelen en hun theoreti-
sche  status.  Het  is in genen  dele de bedoeling deze diskus-
sie op deze plaats voort te zetten. In dit geschrift wordt
uitgegaan van het standpunt dat latente variabelen, voor
zover zij zijn gebaseerd op een theoretisch gefundeerde
keuze van indikatoren, op zijn minst enige theoretische
relevantie moet worden toegekend.
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2. STRUKTURELE MODELLEN
Dat korrelaties onder bepaalde kondities geschikt zijn als
basis voor kausale analyse,  betekent bij  het gebruik van
strukturele  modellen dat gezocht wordt naar kausale struk-
turen achter konfiguraties van korrelaties, welke strukturen
worden vastgelegd in strukturele parameters. In mathema-
tisch-statistische zin houdt het voorgaande in de schatting
van een relatief klein aantal parameters, waarmee   zo   goed
mogelijk de korrelatiematrix betreffende samenhangen tussen
de modelvariabelen kan worden gereproduceerd. Het objekt
van de volgende hoofdstukken nd is het verkrijgen van
betrouwbare en geldige schattingen van parameters in model-
len met ongemeten ofwel theoretische variabelen.
In het onderhavige hoofdstuk volgt een eerste aanzet
daartoe.  In paragraaf 1 wordt nagegaan in hoeverre en op
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welke wijze regressie-analyse geschikt is voor het onderzoe-
ken van kausale hypothesen. Vervolgens wordt onderzocht of
en in hoeverre systemen van vergelijkingen geschikt zijn
voor analyse van konstellaties van kausale hypothesen, dat
wil zeggen kausale modellen. Dergelijke modellen worden
reeds geruime tijd onderzocht en gebruikt door ekonometris-
ten onder de benaming "simultaneous equation systems" en
"structural equation models". Binnen de kategorie van struk-
turele modellen zijn een tweetal subkategoriedn te onderken-
nen te weten niet-rekursieve modellen  en,  als een bijzonder
geval hiervan, rekursieve modellen. Beide komen uitvoerig
aan de orde in de respektievelijke paragrafen 2 en 3.
1. REGRESSIE-ANALYSE VAN KAUSALE RELATIES
Bij een funktie y=f(x) hangen x en y volledig met elkaar
samen, zodanig dat associatiekoiifficianten  hier hun maximale
waarde gelijk aan 66n bereiken. Het lijkt dan ook dat het
begrip funktie via het idee van samenhang aansluiting geeft
op het in hoofdstuk 1 uitgewerkte kausaliteitsbegrip. In
datzelfde hoofdstuk kwamen evenwel diverse argumenten naar
voren voor hantering van een kausaliteitsbegrip met een
kanskarakter. Dit leidt tot een overstap naar de regressie-
theorie. Zoals bekend is, kan een regressievergelijking worden
opgevat als een funktievergelijking waaraan een stochasti-
sche komponent is toegevoegd. Deze laatste wordt aangeduid
als de storingsterm. Behalve het kanskarakter kunnen ook
de overige in hoofdstuk 1 genoemde elementen van een
kausale relatie in een regressievergelijking tot hun recht
komen. Zo wordt de sterkte van kausale afhankelijkheid
uitgedrukt in een regressieko2fficiint, wordt de asymmetrie
verdiskonteerd in de keuze van een afhankelijke en een
onafhankelijke variabele en komt de valentie tot uiting in
het teken van de regressiekodfficient. Met de tijdsvolgorde
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kan uiteraard rekening worden gehouden door de afhan-
kelijke variabele niet op een later tijdstip te meten dan de
onafhankelijke variabele. Ook indirekte kausale relaties kun-
nen worden onderzocht, hoewel daarvoor een uitbreiding van
de  regressietheorie is vereist  (zie de paragrafen  2  en  3).
Met het oog op een nadere beschouwing van de mogelijk-
heid van regressie-analyse als hulpmiddel bij kausaal onder-
zoek, wordt onderscheid gemaakt tussen regressie als schat-
ting of voorspelling en regressie als kausaal-analytisch
instrument.   In het laatste geval spreek ik voorlopig  over
kausale regressie-analyse, een term die verderop weer zal
worden vervangen. Formeel wijken beide toepassingen niet
van    elkaar    af,    maar    er    is een verschil in terminologie,
praktische onderzoeksaanpak en interpretatie van de analyse-
resultaten. Zo kan men in de kausale regressie-analyse
beter niet spreken van regressoren en regressanten maar
van respektievelijk onafhankelijke en afhankelijke variabe-
len, om   aan te geven dat genoemde typen variabelen warden
geinterpreteerd als respektievelijk oorzaken en gevolgen.
Wat betreft de praktische onderzoeksaanpak denk ik aan de
aard en het aantal van de te selekteren onafhankelijke
variabelen en aan de vraag of in de analyse de nadruk
meet liggen op modelparameters dan wel op regressie-resi-
duen. Een en ander wordt hieronder nader uitgewerkt.
Parallel aan het onderscheid tussen regressie als schat-
ting enerzijds en kausale analyse anderzijds kan men in de
regressie-analyse een tweetal doelen nastreven: (a) het
minimaliseren van regressie-residuen en (b) het zoeken naar
betrouwbare en geldige regressiekodfficidnten. In het eerste
geval spreekt  men van schatting of voorspelling.  De  aan-
dacht is gericht op de regressie-residuen ofwel schattingsfou-
ten. Hoe geringer de schattingsfout hoe hoger de koafficiant
van multiple determinatie als indikator van voorspelbaarheid
van de regressant op basis van regressoren. Invoering van
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als maar meer regressoren zal deze koefficient doen toene-
men, tenzij toegevoegde regressoren perfekt samenhangen met
een of meerdere reeds in de vergelijking aanwezige regresso-
ren.  Er  worden  geen  eisen  gesteld  aan  de  aard  en  het
aantal van de te selekteren regressoren, waaruit het ad hoc
karakter van de voorspelling blijkt. Het enig geldende
kriterium is minimalisering van de schattingsfout. In het
tweede geval, te weten dat van de kausale regressie-analy-
se, gaat de interesse veel meer uit naar een juiste specifika-
tie van de regressievergelijking en, in het verlengde hier-
van, naar het verkrijgen van geldige en betrouwbare regres-
siekori ffici8 nten.
Er zijn twee probleemgebieden die dit laatste in de weg
staan en die vallen buiten de traditionele kriteria van
zuiverheid, efficifntie en konsistentie van schatting. Deze
betreffen de problematiek van meetfouten en, als veralgeme-
ning  hiervan,  die van ongemeten variabelen alsmede die van
specifikatiefouten .ln de ekonometrie staan deze bekend
als respektievelijk "errors in variables" en "errors in
equations". Om meer inzicht te krijgen in de vraag hoe deze
een betrouwbare en geldige schatting van parameters in de
weg staan, volgt hieronder een uitwerking van beide  pro-
bleemgebieden.
specifikatiefouten
Onder de term specifikatiefouten vallen alle onjuistheden die
optreden wanneer de vorm en de samenstelling van een
regressievergelijking niet in overeenstemming zijn met de
achterliggende processen in de realiteit. De vorm van een
regressievergelijking betreft onder andere de vraag of het
gaat om additieve dan wel multiplikatieve en lineaire dan
wel kurvilineaire effekten. De samenstelling heeft betrekking
op de vraag of bepaalde variabelen terecht in een vergelij-
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king ziJn opgenomen dan wel eruit zijn weggelaten. Wanneer
op genoemde punten foutieve beslissingen worden genomen,
heeft dit konsekwenties voor de parameterschatting. Het
meest voorkomende geval van specifikatiefout is het ten
onrechte weglaten van een of meer variabelen uit een verge-
lijking. Uitgangspunt is de vergelijking (variabelen in afwij-
kingskores dat wil zeggen in afwijking van de populatie-ge-
middelden).
(2.1) Y = Blxl + %x2 + u
Deze vergelijking beschrijft het mechanisme volgens welk x1
en   x2   tesamen y bepalen. Storingsterm u wordt geacht
onafhankelijk te zijn van xl en x2. Stel nu dat de
onderzoeker onkundig is van het feit dat x naast x de21
waarde van y bepaalt en ten onrechte uitgaat van de
vergelijking
(2.2) Y     =     Blxl     +     un
waar de hokjes aangeven dat het gaat om de gewijzigde
situatie zonder x2. De vraag is of er een verschil is tussen
B 1  en Bl alsook tussen  u en  u' .  Voor de populatieregressie
van y op x1 geldt
(2.3)                                11
E(ylxl) =  (0(x y)/ 02(xl))xl
waar E staat voor mathematische verwachtingswaarde. Voor
G (Xly)geldt naar aanleiding van  (2.1)
0(xly) = Bl (2(xl) + 820 (xlx2)
Substitutie in (2.3) geeft
aE(ylxl) = B x = ( Bl + k82)xl11
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waar  k=a (xlx2)/02(xl)' zijnde de populatie-regressiekotiffi-
ciant bij regressie van x2 op xl.Het blijkt dat weglating
van x2 uit de vergelijking leidt tot een "opwaardering" van
Bl ter grootte  k 82. In engelstalige literatuur spreekt  men
hier van "amplification". Deze verstoring blijft evenwel uit
wanneer x1 en x2 niet met elkaar samenhangen aangezien in
dat geval geldt k=0.  In het vervolg van deze studie wordt
hierop niet verder ingegaan om zodoende meer plaats te
maken voor een behandeling  van de meetfoutenproblematiek.
meetfouten
Hoewel een uitiebreide behandeling van de meetfoutenproble-
matiek wordt uitgesteld tot de hoofdstukken 3, 4, 5 en 6,
volgt hieronder een korte schets van de verstoring welke
random meetfouten teweegbrengen bij het schatten van model-
parameters. Bekend is dat deze meetfouten in de afhankelij-
ke variabele in een regressievergelijking de regressiekoifffi-
cidnten niet verstoren, terwijl dit wel het geval is wanneer
de onafhankelijke variabelen met meetfouten zijn gemeten.




waar het sterretje aangeeft dat het gaat om een variabele
*
vrij van random meetfouten en waar x en u niet samenhan-
gen. Stel voorts dat x aangeeft de variabele welke resul-
*teert uit de meting van x Deze meting kan via een
zogenaamde meetvergelijking worden weergegeven
x = x* + e
waar e aangeeft een ongemeten variabele van random meetfou-
ten welke geacht wordt niet samen te hangen met x* en u.
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Voor x en y gelden de volgende populatievarianties en
-kovarianties
(A(x)     =   G 2(x* )    +  GRe), a  (x y) =   B G 2(x*  ),cRY)      =  06 2(X*   )     +  0 2(U)
zodat voor de populatieregressie van y op x kan worden
geschreven
E(y x) = (0(xy)/02(x))x= Bkx
waar
k    =      02(x*  )/(   02(x*  )      +   02(e)  )
De aldus gedefinieerde grootheid k kan, zoals in hoofdstuk
5 bliJkt, worden beschouwd als een betrouwbaarheidskoaffi-
ciant. De waarde ervan ligt tussen 0 en 1, waaruit blijkt
dat meetfouten leiden tot een onderschatting van de nulde-
orde regressiekoafficiant. In engelstalige literatuur spreekt
men hier van "attenuation". Met behulp van matrix-algebra
kan een en ander op waarnemingsnivo worden uitgewerkt
voor een vergelijking met H onafhankelijke variabelen. De
skores OP deze variabelen worden verzameld in   een   N*H
matrix X. Daarnaast wordt  een  N *H matrix 8* gedefinieerd
met errorvrije skores op deze variabelen. De verstoring van
het  meetproces  kan  worden  weergegeven  in  de  volgende
· meetvergelijking
(2.4) X=X*+ E-   --     -
waar E een N*H matrix  is met meetfouten e. Voorts
veronderstellen we
(2.5) r  =  re   +  12
waar  y   is   een N*1 vektor met skores  op de afhankelijke
variabele,      is  een  H* 1 vektor met parameters  en  u  is  een
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N  * 1    vektor met storingstermen. Substitutie    van    (2.4)    in
(2.5) geeft
y =XB+ (u - ES)
-  --  -  --
De OLS schatter voor deze vergelijking ziet er als volgt uit
B  =  @  +   (?f'  )-1  X'  (u  -  EB)- -V --
Het valt niet te verwachten dat met behulp van OLS een
zuivere en konsistente schatting van B. kan worden verkre-
gen. Dit blijkt wanneer  [E  (2-E B) ] nader wordt onderzocht.
plim(E' (9 -  B))  = plim (2f'9) - plim(5'5)8
Veelal mag worden aangenomen dat de storingsterm   niet
samenhangt met X zodat
(2.6) plim (*' g)   =  0
Voorts geldt
(2.7) plim(3'F) = plim(X 'E) + plim(E'E)- -
Het valt niet te verwachten dat deze vergelijking de waarde
nul aanneemt, zelfs niet wanneer de meetfouten alle statis-
tisch onafhankelijk zijn van de errorvrije variabelen (zie
de  eerste  term  in het rechterdeel  van  (2.7) ) . Immers  in  de
tweede term van het rechterdeel staat de variantie-kovarian-
tie-matrix van meetfouten, welke onder normale kondities
ongelijk  is  aan de nulmatrix. Het blijkt  dus dat plim(B)
hierboven ongelijk  is  aan  8.
We kunnen dit resultaat ook aldus zien. Indien we geen
rekening zouden houden met meetfouten en een OLS-schatting
zouden uitvoeren op de vergelijking
r =XB+ u-- -
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dan zouden de meetfouten terecht komen in de storingster-
men. Dit zou betekenen dat als (2.7) ongelijk is aan nul
dat dan ook  (2.6) niet langer opgaat. Met andere woorden,
ook in het geval van meetfouten treedt er een korrelatie op
tussen storingsterm u en de onafhankelijke variabelen uit de
vergelijking.
Een  laatste  voor de handliggend gevolg van meetfouten,
dat van centrale betekenis zal blijken te zijn voor deze
studie,  is een samenhang tussen de storingstermen  uit  twee
verschillende modelvergelijkingen. Deze samenhang doet zich
voor wanneer twee vergelijkingen beide dezelfde met meetfout
gemeten regressor(en) bevatten. Het is duidelijk dat genoem-
de samenhang het gevolg is van de meetfout(en) die beide
storingstermen als gemeenschappelijk element hebben.
Deze paragraaf resumerend kan worden gekonkludeerd dat
bij toepassing van de regressietheorie als instrument van
kausale analyse, de regressiekoifffici8nt en niet de (gekwa-
drateerde) korrelatiekoSfficiEnt, dan wel derivaten daarvan
zoals de F-toets, centraal staat in tegenstelling tot wat het
geval  is bij regressie als instrument van voorspelling.  Dit
betekent onder andere dat specifikatie- en meetfouten een
bijzondere aandacht behoeven, wil men kunnen komen tot
betrouwbare en geldige kennis van kausale relaties.  Het
bleek dat twee van de belangrijkste assumpties van de
regressie-analyse, te weten het ontbreken van samenhang
tussen regressoren en storingstermen, alsook tussen storings-
termen onderling, onhoudbaar zijn wanneer genoemde fouten-
bronnen zich voordoen. Hiermee loopt de schatting van
regressiekoffficiZinten uit de hand met als gevolg foutieve
konklusies ten aanzien van de schijnbaarheid en de sterkte
van kausale afhankelijkheden.
2. SYSTEMEN VAN VERGELIJKINGEN
Kenmerkend voor kausaal onderzoek is meestal dat men te
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maken heeft met meerdere afhankelijke variabelen, voor elke
waarvan een modelvergelijking wordt uitgeschreven. Het feit
dat meerdere vergelijkingen    in de analyse zijn betrokken,
geeft zoals zal blijken zodanige komplikaties dat moet wor-
den gesproken van een systeem van interdependente vergelij-
kingen. In de ekonometrie noemt men modellen bestaande uit
een verzameling vergelijkingen waarin kausale relaties wor-
den weergegeven, strukturele modellen en de afzonderlijke
vergelijkingen strukturele vergelijkingen.  De term regressie-
kolifficiant wordt vervangen door strukturele parameter.
Er is een goede reden waarom in de titel hierboven niet
wordt gesproken van regressievergelijkingen.  In een regres-
sievergeli]king kunnen namelijk uitsluitend direkte kausale
relaties worden gerepresenteerd.  In strukturele modellen ko-
men evenwel veelvuldig indirekte relaties voor. Het gevolg
is dat er meestal veel minder dan L(L-1) modelparameters
moeten  worden geschat, waar L staat voor het aantal
variabelen in een struktureel model. Hierdoor  ontstaat een
aspekt  dat niet aanwezig is in regressievergelijkingen,  name-
lijk dat een groot aantal korrelaties wordt verklaard door
een relatief klein aantal kausale relaties, weergegeven door
modelparameters.
notatie en assumpties
Beschouwen we een struktureel model met G lineaire vergelij-
kingen in L variabelen en G ongemeten storingstermen voor
een steekproef van N eenheden.
(2.8) Az = u   n=1,...,N--n -n
waar all""alL ;nl :nl
A=          •
-              •       ' -z n=    • ,u 
n-    '
aGI""aGL nL nGZ U
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A  is  een  G *L matrix met strukturele parameters  of  ook  wel
modelparameters, z is  een  L *1   vektor met gemeten variabe--n
len en Yn is een G*1 vektor met storingstermen. Voorts
dient een onderscheid te worden gemaakt tussen endogene en
exogene variabelen. Als exogeen worden variabelen be-
schouwd welke uitsluitend kausaal afhankelijk ziln van
variabelen buiten het model. EssentiEel voor de omschrijving
van een exogene variabele is verder dat hij statistisch
onafhankelijk is van alle storingstermen Uit het model.
Endogeen zijn variabelen welke door variabelen uit het
model, hetzij exogeen hetzij zalf endogeen, kausaal worden
beinvloed.
Stel er is voor elke eenheid n een verzameling endogene
variabelen y g=1,....,G, een verzameling exogene variabe-g
len   xh  h=1, . . . . ,H   (H=L-G)  en een verzameling storingstermen
u g=l,....,G, verzameld in de respektievelijke vektoren Yn'
xn  en  no De strukturele  parameters  behorende  bij  de..
endogene variabelen duiden we aan met B  en  die  bij
exogene variabelen met y, welke parameters worden verza-
meld in de respektievelijke matrices  B en E. Op basis van
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Vergelilking (2.8) gaat nu over in
(2.9) .8 Yn+Sx.n-.un n=1 i....,N
Deze vergelijkingen tesamen noemt men wel de strukturele
vorm van het model. Om deze reden worden de storingstermen
u wel strukturele storingstermen genoemd. Wanneer elke
endogene variabele wordt geschreven in termen van uitslui-
tend exogene variabelen, verkrijgen we de zogenaamde gere-
duceerde  vorm  van het model. Anders gezegd, de gereduceer-
de vorm is de oplossing van de strukturele vorm voor y .
n
(2.10) y = Hx + v n=1 ,....,N-n - -n    *n
waar
-1              -1
8=  r en Yn=8 Mh
H  is  de  G *H matrix met gereduceerde-vorm-parameters  en  v-                                              -n
is de G*1 vektor met gereduceerde-vorm-storingstermen.
Vervolgens wordt nagegaan welke  de  assumpties  zijn
die bij de specifikatie van strukturele modellen moeten wor-
den gesteld met het oog op de identifikatie en schatting
van strukturele parameters. Allereerst de assumpties ten
aanzien van de mathematische vorm, te weten additiviteit en
lineairiteit. De laatste kunnen we kontroleren  aan  de  hand
van een puntenwolk-analyse, geheel ten onrechte in de
praktijk zelden gedaan. Een nadeel   is  wel  dat de lineairi-
teit aldus bivariaat wordt bekeken, terwijl strukturele model-
len multivariaat zijn van karakter. Voor een kontrole op de
additiviteit zijn bi] mijn weten geen statistische methodieken
uitgewerkt, zodat   op   dit   punt moet worden vertrouwd   op   a
priori inzichten  en  ad  hoc  procedures.  Alle  overige  te
stellen assumpties kunnen worden onderscheiden in twee
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stellen, te weten a) een stel met stochastische assumpties
betrekking hebbend op de storingstermen, ook wel genoemd
de impliciete variabelen, en b) een stel met assumpties
betreffende  alle  endogene  en  exogene  variabelen,  ook wel
genoemd de expliciete variabelen.
stoehast€sche assumpties
Ten aanzien van de strukturele vorm in (2.9) worden
meestal de volgende assumpties gesteld:
a. E(u ) =0 n=1,.....,N
1 -n -n
a . E(x u') = 0 n=1,.....,N
2 -n-n -n
a)     E (Unu,m )    =
I n,m=1,.....,N; n=m
a40    E( u.nuin )    = 9 n,m,1,....,Nin 4 m
In al staat dat de storingstermen in alle vergelijkingen
voor alle eenheden een verwachtingswaarde gelijk aan nul
hebben en in a2 dat de storingstermen niet samenhangen met
de exogene variabelen. Punt a behelst de aanname van3
homoscedasticiteit, althans   voor wat betreft de elementen   in
de  hoofddiagonaal  van  I .  De  overige  elementen  in I
betreffen kovarianties tussen storingstermen uit verschillende
vergelijkingen, de zogenaamde "contemporaneous covarian-
ces".1) Punt a4 tenslotte behelst de aanname van afwe-
zigheid van autokorrelatie. Zoals zal blijken, speelt de
variantie-kovariantie matrix van storingstermen (I) een
belangrijke rol in de problemen van identifikatie en schat-
ting van strukturele modellen. Deze matrix ziet er als volgt
Uit
GO11""' 1G
I  = E (u u')  =(2.11) -n-n n=1,.-,N
6Gl " 'CGG
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Zoals elke kovariantie-matrix is E symmetrisch positief semi-
definiet (zie Christ 1966: 641-643) en is in het algemeen
niet diagonaal.
, De vraag rijst of de gestelde assumpties eveneens gelden
voor de gereduceerde vorm in (2.10).
ad al. E( n) = 8-1 E(un) = 9n n=l...,N
ad a2. E(xnv- 1) = 8-1 E(xnu ) = On n=l,..,N
ad a.. E(v v' )= 8-1 E(u u' ) B'-1=8-11:lf-42 n,m=1,..,N; n=m6        -n-m      -           -n- m    - - -     -
ad a4. E(Ynvm) = U-1 E(En m) 1}'-1=9n n,m=l...,N; ntm
De konklusie is dat de stochastische assumpties al t/m a4
eveneens opgaan voor de gereduceerde vorm. Dit resultaat
was te verwachten aangezien vn een lineaire funktie is van
Vn'
assumpties betreffende exp Zicie te   vartabe Zen
Definieren  we  3  als  de  G *N observatiematrix met skores  op
de exogene variabelen. De genoemde assumpties zijn dan
bl. De elementen van 3 hebben een gefixeerde waarde.
b2. 3 heeft een rang gelijk aan H.
b3. Alle expliciete variabelen zijn minstens van intervalnivo.
b4. Alle exogene variabelen ziln betrouwbaar gemeten.
bs. De matrix  heeft rang G.
Assumptie bl houdt in dat bij herhaalde steekproeftrekking
de variantie  in  storingsterm u de enige bron  is  van
variantie in de afhankelijke variabele y. Assumptie b2 zegt
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dat er geen exakte lineaire relaties bestaan tussen  de
exogene variabelen (perfekte multikolineairiteit). Met  b
3
wordt aangenomen dat de expliciete variabelen met een vaste
meeteenheid zijn gemeten. De vierde assumptie is nodig om
te voorkomen dat meetfouten een storende invloed hebben op
de parameterschatting en de laatste assumptie is nodig wil
het model oplosbaar zijn voor Yn in termen van x en u .-n -n
Immers hiervoor is nodig dat de inverse B-1 kan worden
berekend.
endogene regressoren
Een van de belangrijkste assumpties uit de regressietheorie
is de afwezigheid van samenhang tussen regressor en sto-
ringsterm. Voor exogene variabelen gaat deze assumptie per
definitie  op. De vraag  is  of  dit ook geldt voor endogene
variabelen. Deze vraag is van belang omdat in strukturele
modellen vaak variabelen voorkomen die in de ene vergelij-
king optreden als afhankelijke en in de andere als onafhan-
kelijke variabele. Dergelijke variabelen worden voortaan aan-
geduid als "endogene regressoren", althans in hun hoedanig-
heid. van onafhankelijke variabele (regressor). Teneinde   in
de gestelde vraag enig inzicht te krijgen, ga ik uit van
het volgende niet-rekursieve model
 1 = 81 2 + ul
 2 = 82 1 + u2
Dit model is weliswaar ondergeidentificeerd maar leent zich
niettemin voor adstruktie  van de hierboven gestelde vraag.
Bekijken we de eventuele samenhang tussen Yl en u .2
Substitutie van de tweede vergelijking in de eerste geeft
 1 = B1B2Y1 + B1u2 + ul
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ofwel
Yi = [81 /(1 - 81 82,]   u2  + [1/(1 - 8182)] ul
Vermenigvuldiging met u2 geeft na het nemen van verwach-
tingswaarden
(2.12) E (y1u2)=[81/(1-8182)] E (u ) + [1/(1-8182)] E (ulu2)
Het blijkt dat  in het geval van symmetrische kausale
relaties (niet-rekursiviteit) een samenhang optreedt tussen
endogene regressor en storingsterm. Zoals (2.12) laat zien,
geldt dit ongeacht de vraag of er sprake is van "contempora-
neous" kovarianties tussen storingstermen. In een volgende
paragraaf zal blilken  dat  voor rekurs€eve modellen uitslui-
tend een samenhang tussen endogene regressor en storings-
term kan optreden wanneer de storingstermen "contempora-
neous" samenhangen.
Een en ander kan worden uitgewerkt voor een algemeen
struktureel model zoals weergegeven in (2.9) en (2.10).
Postmultiplikatie van de gereduceerde vorm in (2.10) met u'-n
geeft na het nemen van verwachtingswaarden
(2.13) E =E(y u')=E[(]Ixn+VJu.3= HE(x u')+E(v u')
-yu -n·-n - - -11-IT -n-n -n-n
-1 -1
=0 + E(B u u) =B  I-n *n-n
In het algemene strukturele model worden geen restrikties
opgelegd  aan  B eny zodat de elementen   in I ongelijk aan-yu
nul zullen zi]n. Met andere woorden, normaliter is er een
samenhang tussen endogene regressoren en storingsterm. Dit
betekent dat we ten aanzien van (2.9) de endogene varia-
belen niet telkens alle op 66n na naar de rechterkant van
de vergelijking kunnen brengen om de aldus geformuleerde
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vergeli]king te behandelen met de normale kleinste kwadra-
ten   procedure (OLS), aangezien   dit zou leiden tot onzuivere
en inkonsistente schatters. (Zie bijv. Johnston  1972, 351).
Men  is hier aangewezen op andere schattingsmethoden zoals
"maximum likelyhood" methoden of, indien er voldoende over-
identifikatie is in het model, een "two stage least squares"-
2)dan wel "instrumentele variabelen"- procedure.
Samenvattend kan het volgende worden gezegd. In de
vorige paragraaf bleek een samenhang te kunnen optreden
tussen regressor en storingsterm als gevolg van meet- en of
specifikatiefouten. Thans blijkt dat hetzelfde kan gebeuren
in een systeem van regressievergelijkingen waarin endogene
regressoren voorkomen. Dit betekent dat een schatting per
afzonderlijke vergelijking zou leiden tot inkonsistente schat-
tingen. Bovendien ontstaat, in het geval een en dezelfde
endogene regressor in meerdere vergelijkingen aanwezig is,
kans op "contemporaneous" kovarianties tussen storingster-
men. Dit betekent  dat de vergelijkingen  in een struktureel
model niet los staan van elkaar maar moeten worden gezien
als een interdependent systeem.
identifikatie
Bi] de analyse van strukturele modellen dient onderscheid te
worden gemaakt naar een tweetal probleemgebieden, te weten
de   identifikatie en schatting van strukturele parameters.
Beide geven een zeer breed terrein van vooral ekonometrisch
onderzoek    aan.    Het   is   niet de bedoeling een overzicht   te
geven van dit gebied. Volstaan wordt met een korte schets
van het identifikatieprobleem. Wat betreft de schattingspro-
blematiek worden enkele schattingsprocedures genoemd, welke
met het Oog OP in verdere hoofdstukken te behandelen
modellen met ongemeten variabelen speciaal van belang zijn.
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Een bekend methodologisch probleem doet zich voor wan-
neer  meerdere  theoriean  alle  een  even  goede  verklaring
geven van een bepaald verschijnsel. Het problematische is
in zo'n geval dat empirische data ons niet in staat stellen
tot het doen van een keuze Uit een van deze  theoriean.
Ditzelfde probleem nu doet zich voor bij strukturele model-
len. Ter verduidelijking wordt onderscheid gemaakt tussen
model en struktuur. Een  mode Z     is de resultante van de
specifikatie van vorm en samenstelling van vergelijkingen
en van de verdeling van storingstermen. Deze specifikatie
blijkt goeddeels uit de samenstelling van B, P en I . Het--    -
betreft hier a priori dan wel theoretische kennis, bijvoor-
beeld die aangaande de vraas of sommige variabelen wel of
niet  zijn  opgenomen  in  een  bepaalde vergelijking.  Ook  is
het mogelijk dat vooraf kennis bestaat ten aanzien van de
onderlinge verhoudingen tussen elementen in  B en r . Ten
aanzien van E is de assumptie denkbaar dat dit een
diagonale matrix is, hetgeen inhoudt afweziglieid  van  "con-
temporaneous" kovariantie. Een struktuur ontstaat   uit   een
model wanneer numerieke waarden worden toegekend aan  
F.I   . Ervan uitgaande   dat de specifikatie   van het model-.-
]uist is, geldt in het algemeen de veronderstelling dat 66n
bepaalde  struktuur  behorende  bij  dit  model  de empirische
data genereert welke in het strukturele model worden gere-
presenteerd.
Analoog aan het hierboven geschetste probleem bestaat
nu de mogelijkheid dat twee verschillende strukturen uit 66n
en hetzelfde model exakt dezelfde konsekwenties hebben voor
de  empirische data. Zulke strukturen noemt  men wel "obser-
vationally equivalent" en het probleem dat eruit voortvloeit
het identifikatieprobleem. Dit probleem gaat logisch vooraf
aan het schattingsprobleem. Immers, wanneer op grond van
de data de modelparameters worden geschat, dan weet men
niet of de parameters uit de ene, dan wel die uit de andere
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("observationally equivalent") struktuur worden geschat. Dit
betekent dat slechts die parameters zijn geidentificeerd wel-
ke in alle "observationally equivalent" strukturen een iden-
tieke waarde hebben.
Het valt niet moeilijk in te zien dat die strukturen
"observationally equivalent" zijn, welke een identieke geredu-
ceerde  vorm hebben. Met andere woorden,  het identifikatie-
probleem doet zich voor wanneer meer dan 66n strukturele
vorm  uit  een  gereduceerde  vorm  afgeleid kan  worden.  De
kans dat een strukturele vorm op unieke wijze uit een
gereduceerde    vorm kan worden afgeleid,    is    niet erg groot.
Immers  er  zijn  in  8   G *H elementen aanwezig terwijl  in  B  en
2 tesamen [(G*G) + CH*G)] elementen aanwezig zijn. Meestal
is het dan ook nodig dat restrikties worden opgelegd aan
1? en r . Deze restrikties kunnen in principe een tweetal vor-
men aannemen:
a) bepaalde parameters  in      en I' hebben  een a priori
waarde. Wanneer deze a priori waarde gelijk  is  aan nul
spreekt men van eksklusie-restrikties.
b) bepaalde parameters vertonen een bepaalde ratio, waartoe
ook kan behoren de ratio gelijk aan ddn.
In de sociologie beperkt men zich steeds tot eksklusie-res-
trikties (zie bijvoorbeeld Boudon 1970 en Land 1973 alsook
de Volgende paragraaf   van dit hoofdstuk).   Zo   zijn   de   in
deze discipline gangbare rekursieve modellen gebaseerd op
de aanname " E diagonaal" en " driehoekig" (zie paragraaf
3).   Het kan worden bewezen dat onder deze kondities steeds
de strukturele vorm op unieke wijze uit de gereduceerde
vorm kan worden afgeleid. Verdere informatie betreffende het
identifikatie-probleem vindt men o.a. in Christ 1966, John-
ston 1972 en Land 1973.
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schatting
Aangaande de schatting van modelparameters kan onder-
scheid worden gemaakt tussen twee kategorieUn van schat-
tingstechnieken: (a) "single-equation" technieken en (b)
"full- information" technieken.  In het eerstgenoemde geval
worden de parameters per afzonderlijke vergelijking geschat,
terwijl dit in het tweede geval voor alle modelparameters
tegelijkertijd gebeurt. Beide kategoriean hebben hun voor en
tegen. Schatting per afzonderlijke vergelijking vergt Seen
ingewikkelde algoritmen, maar is niet mogelijk in Reval van
"contemporaneous" kovarianties tussen storingstermen. In dat
geval dient een "full-information" techniek worden toegepast.
Een nadeel van deze laatste is dat een specifikatiefout in
Zon  der  vergelijkingen  reperkussies  heeft  voor  het  gehele
model. Andere problemen welke ik in hoofdstuk 4 nader zal
uitwerken, liggen op het vlak van geldigheid van operationa-
lisering en theoriekonstruktie.
Voor een behandeling van een groot aantal voorhanden
zijnde schattingstechnieken wordt verwezen naar met name
ekonometrische en psychometrische literatuur. In hoofdstuk 3
worden enkele technieken behandeld welke speciaal van be-
lang zijn voor de analyse van modellen met ongemeten
variabelen en het daaruit voortvloeiende probleem van over-
identifikatie.  Van de "single-equation" technieken wordt  be-
handeld de methode van instrumentele variabelen   (IV).   Deze
is van belang wegens toepasbaarheid in het geval van
random meetfouten (hoofdstuk 5) alsook vanwege het feit dat
pad-analyse aantoonbaar een IV-techniek is (paragraaf 3
van dit hoofdstuk). Eveneens  uit deze kategorie wordt behan-
deld de "two stage least squares" methode (2SLS). De
relevantie hiervan is gelegen in het feit dat hier een
oplossing wordt gevonden voor het probleem van overiden-
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tifikatie. Bovendien biedt deze techniek in sommige gevallen
een oplossing voor het probleem van samenhang tussen
regressor en storingsterm, welke zich zoals bleek vaak
voordoet als gevolg van meetfouten. Sociologische en politiko-
logische toepassingen zijn te vinden in Mason and Halter
1968, Duncan,  Haller and Portes 1968 en van de Geer 1971:
217-220. Opmerkelijk   is dat laatstgenoemde  de 2S LS-methode
geheel plaatst in het kader van rekursieve modellen. Dit is
verwarrend aangezien deze techniek geenszins is gebonden
aan rekursiviteit. Inteeendeel, meestal wordt zij juist
toegepast bij niet-rekursieve modellen.
Van de "full - information" technieken is verreweg  de
belangrijkste de kategorie die valt onder de naam "full
information maximum -likelyhood" (FIML). Zoals   in de eerste
paragraaf van dit hoofdstuk reeds gezegd, doen "contempora-
neous" kovarianties tussen storingstermen zich veelal voor
als gevolg van meetfouten, waarmee het belang van deze
schattingsmethode voor deze studie is gegeven. Zij doet de
laatste paar jaar veel opgang in de sociale wetenschappen.
Zo steunen de door JBreskog ontwikkelde analyse-modellen op
deze   methode. Een korte beschrijving   van deze modellen
volgt eveneens in hoofdstuk 3.
3. REKURSIEVE MODELLEN
In de sociologie en politikologie werden tot op heden vrijwel
steeds rekursieve modellen gehanteerd. Een rekursief model
is een struktureel model met uitsluitend asymmetrische rela-
ties.  Het  is als zodanig een speciaal geval van de kategorie
van strukturele vergelijkingen. Naast het feit dat men in de
genoemde disciplines vaak te maken heeft met asymmetrische
relaties, heeft  aan deze praktijk bijgedragen de mathemati-
sche eenvoud van rekursieve modellen. Zo zijn er doorgaans
minder schattingsproblemen  dan in niet-rekursieve modellen.
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Belangrijk voor de ontwikkeling van rekursieve modellen
was de ekonometrist  Wold. Hij bestudeerde de mogelijkheid
van regressieanalyse als instrument van kausale analyse en
toonde aan dat rekursieve systemen van regressievergelijkin-
gen kunnen worden behandeld met OLS, uitgevoerd op de
afzonderliJke vergelijkingen.   (Wold,   1954,   1964,   1969) .  Deze
ontwikkeling stond waarschijnlijk geheel los van eerdere
pogingen tot hantering van regressie-analyse in het kausale
onderzoek, nameliJk die van de bioloog en genetikus Sewall
Wright. Zijn methode, die hij pad-analyse noemde, gebruikte
hij voornamelijk voor het toetsen van Mendeliaanse wetten
(Wright,   1921,   1934, 1960). Aanvankelijk werden uit bekende
parameters in deze wetten korrelaties afgeleid, maar in
latere toepassingen van de techniek vindt een omgekeerde
procedure plaats en worden modelparameters geschat op ba-
sis van empirisch gekonstateerde korrelaties.
Op een enkele uitzondering na (Tukey 1954, Wold 1956,
1969,  Moran  1961,  Hauser en Goldberger 1971), is Wright's
techniek niet onder de aandacht van ekonometristen geweest.
Dit lijkt merkwaardig maar de reden hiervan zou kunnen
zijn de zwakke statistische status van deze techniek, waar-
door zij mogelijk weinig aantrekkingskracht op de ekono-
metristen heeft uitgeoefend. Zo vindt men bij Wright niet
een volledige opsomming van alle te stellen assumpties voor
het   schatten van modelparameters ( padkoafficiEnten ), worden
steekproefkorrelaties onvoldoende gescheiden van populatie-
korrelaties en wordt door volgelingen van Wright een
statistisch niet houdbare ad hoc oplossing gesuggereerd voor
het  probleem van overidentifikatie. Verder kan hieraan ook
hebben bijgedragen het feit dat Wright, hoewel niet strikt
noodzakelijk, de pad-analyse verrichtte op basis van een
korrelatie- in plaats van een in de ekonometrie gebruikelij-
ke kovariantie-matrix. Een laatste oorzaak kan zijn gelegen
in de problemen die ontstaan bij de analyse van niet-rekur-
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sieve modellen. Op hun beurt zijn sociologen zich op enkele
uitzonderingen na (zie o.a. Blalock 1961, Duncan, Haller en
Portes 1968) niet bewust dat voor problemen welke zich
voordoen bij pad-analyse oplossingen zijn te vinden in de
ekonometrische en psychometrische literatuur. In hoofdstuk 3
wordt dit tekort aangetoond en worden tevens enkele van de
oplossingen geschetst.
rekupsiviteit
De omschrijving van een rekursief model als een struktureel
model met asymmetrische relaties behoeft precisering.   De
afspraak is dat een endogene variabele met een lager sub-
skript een oorzaak  is van een endogene variabele met .een
hoger subskript. Een model nu is rekursief indien een
ordening bestaat in de variabelen alsook in de vergelijkin-
gen, zodanig dat in de i-de vergelijking de waarde wordt
bepaald van endogene variabele y als een funktie van
i
exogene variabelen en endogene variabelen y. i  >  j welke
]als regressoren respektievelijk endogene regressoren in de
i-de vergelijking aanwezig zijn. Ook deze omschrijving wordt
aanstonds nog toegespitst naar aanleiding van te stellen
assumpties.
Het uitgangspunt is de strukturele vorm in (2.9)
By +r x = u   n,...,N.+n   - -n -n
met de voor strukturele modellen gebruikelijke assumpties.
Voor de matrix B  (= 8..) geldt de afspraak  dat het eerste
1J
subskript slaat op een kausaal afhankelijke variabele en
het tweede subkript op een kausaal onafhankelijke variabe-
le. Dit impliceert voor rekursieve modellen
B    = 0 voor i < j
ij
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De assumptie van rekursiviteit houdt dus in dat de boven-
driehoek van U uitsluitend elementen gelijk aan nul bevat.
Kortweg  duid  ik deze assumptie aan  als  "  driehoekig".  Dit
is de belangrijkste assumptie voor rekursieve modellen. Voor
Goldberger is deze assumptie niet alleen een noodzakelijke
maar  tevens een voldoende voorwaarde om te spreken van
rekursiviteit. (Goldberger 1964: 354). Laatstgenoemde onder-
scheidt daarnaast een zogenaamd diagonaal rekursief model.
Dit is een rekursief model waarvoor de assumptie geldt van
afwezigheid van "contemporaneous" kovarianties tussen sto-
ringstermen. Deze assumptie noem ik kortweg " I diagonaal",
waar I is gedefinieerd als in (2.11). Bezien we thans
opnieuw formule (2.13) betreffende kovarianties tussen endo-
gene variabelen en storingstermen
(2.14) 2       =  a (Yiuj)     =  8  1   E-YU
-1
Aangezien voor B dezelfde nulspecifikaties (eksklusie-re-
strikties) gelden als voor B en bovendien geldt " I diago-
naal", gelden voor I dezelfde nulspecifikaties als voor }@.-YU
(2.15) c (Yiuj)   =  0    voor  i<j
De endogene variabelen y. kovaridren niet met storingstermen
1
u  voor i<j.
Voorts kunnen in een bepaalde vergelijking j
uitsluitend variabelen  y.  i < j optreden als endogene regres-
1
soren. Op grond hiervan volgt uit (2.15) dat in rekursieve
modellen de endogene regressoren in een bepaalde vergelij-
king ongekorreleerd zijn met de storingsterm uit die vergelij-
king.  Uiteraard mits voldaan  is  aan de gestelde assumpties
"8 driehoekig" en " E diagonaal". Indien beide laatstgenoem-
de assumpties worden gemaakt,  zal ik voortaan spreken van
een rekursief model. De gestelde assumpties  noem ik modeZ-
as Bump t i e s waarmee zijn bedoeld assumpties ten aanzien
van de specifikatie van het model. Deze worden gebaseerd
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op  theoretische  en of  a-priori  inzichten.  Daarnaast dienen
nog andere assumpties te worden gemaakt, zoals die welke
zijn genoemd in paragraaf 2 van hoofdstuk 2. Deze worden
voortaan systeem- assumpties genoemd. Hieronder  valt  ook  de
assumptie van afwezigheid van meetfouten. Kenmerkend voor
systeem-assumpties is dat zij nodig zijn voor de technische
uitvoering van de analyse.
Op grond van het bovenstaande kunnen een tweetal
konklusies worden getrokken: (a) endoeene regressoren  kun-
nen t.a.v. vereeliikineen waarin zii DarticiDeren worden be-
schouwd als exogene variabelen ( zie (2.15)) en (b)  de
vergelijkingen vormen niet langer een interdependent systeem
C  S diagonaal). Hierop   kan een nieuwe konklusie worden
gebaseerd welke inhoudt, dat met het oog op schatting van
strukturele parameters alle endogene variabelen in (2.11)
naar het rechterdeel van de respektievelijke vergelijkingen
kunnen worden overgebracht, om vervolgens per afzonderlijke
''vergelijking OLS toe te passen. Strikt genomen is nog een
model-assumptie nodig wil er geen sprake zijn van interde-
pendentie in de vergelijkingen. Deze betreft de aanname dat
geen "cross equation" restrikties aan het model zijn opge-
legd. Bedoeld zijn restrikties die te maken hebben met de
verhouding van strukturele parameters uit verschillende ver-
gelijkingen ten opzichte van elkaar. Is aan alle drie
genoemde model-assumpties voldaan dan kan de analyse van
een rekursief model inderdaad worden teruggebracht tot een
serie eenvoudige "single equation" regressie-analyses.  Elke
vergelijking behelst de konditionele verdeling van 66n varia-
bele gegeven de waarden van een stel onafhankelijke varia-
belen, inklusief endogene regressoren. Bekend is dat in
zulke gevallen de verkregen OLS schatters asymptotisch ge-
lijk zijn aan ML schatters, mits mag worden uitgegaan van
de normale systeem-assumpties uit de regressie-analyse, aan-
gevuld met de assumptie van normaal verdeelde storingster-
men (Wonnacott and Wonnacott: 1970: 34 en 196, Christ 1966:
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395) .   Land  komt op enigszins omslachtige wijze tot eenzelfde
bevinding (Land 1973).
Het bovenstaande geldt uiteraard uitsluitend indien is
voldaan aan de gestelde assumpties. Een voor de verdere
hoofdstukken belangrijk geval waarin de assumpties worden
verstoord, doet zich voor indien een met meetfout gemeten
variabele in meerdere vergelijkingen als regressor optreedt.
Zoals eerder gezegd, leidt dit tot "contemporaneous" kova-
rianties tussen storingstermen, zodat niet langer kan worden
volstaan met OLS.
In het onderstaande wordt een tweetal typen rekursieve
modellen behandeld, te weten het pad-analyse model en het
model van faktor-analyse. Beide vormen van analyse worden
zeer veel toegepast   in de sociologie en politikologie, hoewel
faktor-analyse vrijwel steeds wordt verricht met het oog op
data-reduktie en niet zozeer voor het zoeken naar kausale
strukturen achter korrelatiematrices. Een derde analysevorm
welke thuishoort in de kategorie van rekursieve modellen, te
weten  de  Simon-Blalock  analyse,  wordt  voldoende  bekend
verondersteld.
pad-anaZyse
Bij de formulering van zijn padmodel gebruikte Wright een
notatiewijze welke afwijkt van die welke gangbaar is in de
ekonometrie. Hoewel ik aan deze laatste de voorkeur geef,
wordt Wright's model hieronder  in zijn eigen notatiewijze
behandeld,  zij het omgezet in matrixnotatie.
Uitgangspunt van Wright is een rekursief stelsel vergelij-
kingen, eeh voor elke expliciete variabele uit het model.
I .Alle variabelen met een koafficiant ongelijk aan een staan
in het rechterdeel van de vergelijkingen en alle storingster-
men krijgen een parameter toegewezen. In matrix-notatie
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'zn- ' n =
aLl"" aL(L-1)'0                z Ln LnU
A  is  een  L* L matrix met strukturele parameters ( padkoaffi-
ci nten), z is  een  L* 1  vektor met expliciete variabelen,  u-n _n
is   een L*1 vektor met storingstermen   en   D   is   een   L*L
diagonale matrix met parameters behorende bij de storingster-
men. Uit de struktuur van A blijkt welke variabelen exogeen
zijn. Bevat de i-de rij van A uitsluitend nullen dan is de
variabele met suffix i exogeen. Voorts is kenmerkend  dat  de
variabelen zijn gegeven in standaardskores. Duncan (1966)3)
stelde een formule   op,    door   hem het basistheorema   van   de
pad-analyse genoemd, waarmee korrelaties kunnen worden
geschreven in termen van strukturele parameters en korrela-
tiekodfficiiinten.
(2.17) p ij  =    qaiq p jq
4)Het symbool p staat voor een populatiekorrelatie terwijl i
steeds aangeeft een endogene variabele en j slaat op hetzij
een exogene hetzij een endogene variabele.    Voor q geldt
hetzelfde   als   voor j, evenwel   met de beperking   dat   het   hier
uitsluitend variabelen betreft met een direkt kausaal effekt
op variabele i. Het oogmerkt van Duncan met formule (2.17)
was het interpreteren van kausale modellen. Door een her-
haalde toepassing van deze formule kunnen korrelaties wor-
den uiteengelegd in kausale paden. Dat wil zeggen, de
formule kan worden toegepast    voor p. in  het  rechterdeelJq
van (2.17) en wel voor elke q. Wanneer dit proces wordt
herhaald totdat  ]  en q beide exogene variabelen zijn, wordt
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een overzicht verkregen van direkte en indirekte effekten
tussen de variabelen   i   en   j (zie Duncan 1966). Formule
(2.17) kan 66k worden gebruikt voor het verkrijgen van
zogenaamde padschattingsvergelijkingen. Deze vergelijkingen
zijn identiek aan de normaalvergelijkingen uit de OLS-proce-
dure,  evenwel  met dit verschil  dat  in het eerste geval wordt
uitgegaan van gestandaardiseerde skores, terwijl bij OLS
gewoonlijk ruwe skores worden gehanteerd. Daardoor zijn
deze vergelijkingen niet opgebouwd uit ongestandaardiseerde
parameters  en  kovarianties  zoals  in  het  geval  van  OLS,
maar uit gestandaardiseerde parameters (padkoefficianten )
en korrelaties.
Deze toepassing van formule (2.17) behoeft enige toelich-
ting. Zoals bekend  kan  een stel normaalvergelijkingen  wor-
den verkregen via minimalisering van de regressie-residuen,
dit  laatste met behulp van differentiaalrekening. Een andere
methode welke onder normale omstandigheden toepasbaar is,
is die van doorvermenigvuldiging (zie Christ 1966: 404-407,
Wonnacott 1970: 149-151    en   Hays 1963: 567-569) . Hierbij
wordt zowel het linker- als het rechterdeel van een vergelij-
king achtereenvolgens vermenigvuldigd  met alle onafhankelijke
variabelen uit de vergelijking (N.B. dit zijn alle variabelen
met een direkte invloed op de afhankelijke variabele in het
linkerdeel   van de vergelijking. ) Neemt men vervolgens  ver-
wachtingswaarden van de ontstane produkten, dan verkrijgt
men  een stel normaalvergelijkingen. Dit stel heeft steeds  pre-
cies evenveel vergelijkingen als onbekenden, zodat de para-
meters te bepalen zijn. Deze procedure toegepast op (2.16)
geeft het volgende beeld. Postmultiplikatie van (2.16) met
3# geeft na het nemen van verwachtingswaarden
E(z  z' )  =  E (Az  z' )  +  E (Du  z' )-n-n --n-n --n-n
ofwel
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(2.18)                  zz
=A E +DE- -ZZ - -UZ
waar irzz I=(3(zizj) ] en  suzI= 0(uizj)] L*L matrices zijn
met korrelaties tussen expliciete variabelen onderling en
tussen impliciete- en expliciete variabelen. Omdat de vergelij-
king voor afhankelijke variabele z. uitsluitend wordt doorver-
1
menigvuldigd  met  variabelen  z  j<i,  kan  de  aandacht
J
beperkt worden tot de onderdriehoeken van I en I . De
ZZ - UZ
matrix I verdient enige aandacht. Stel dat de vektor zAUZ -n
uitsluitend endogene variabelen bevat. In dat geval vertoont
I  gelijkenis met I in (2.13). Het enige verschil is dat-UZ -YU
I  als gevolg van postmultiplikatie de getransponeerde is»UZ
van I . Dit betekent dat in het gestelde geval niet de-yu
bovendriehoek maar de onderdriehoek van S uitsluitend
-UZ
nullen bevat. Van exogene variabelen weten   we   dat   zij   per
definitie ongekorreleerd zijn met storingstermen, zodat het
gestelde ten aanzien van I ongewijzigd blijft indien z-UZ -n
ook exogene variabelen bevat. Gezien dit resultaat kan van
DI in (2.18) worden gezegd dat de onderdriehoek uitslui-- -UZ
tend nullen bevat. Gebruikmakend van superskript A om aan
te geven dat het gaat om onderdriehoeken, kan naar aanlei-
ding van  het bovenstaande en op basis van  (2.18) worden
geschreven
(2.19)
E   z    =     5   El z
Deze vergelijking bestaat uit  L(L-1) padschattingsvergelijkin-
gen met evenveel padko5fficili nten. Analoog als deze procedu-
re is aan OLS, levert dit als konklusie op dat padkoiffficiiin-
ten identiek zijn aan gestandaardiseerde parti8le regressie-
koafficirEnten. Het valt gemakkelijk in te zien dat exakt
dezelfde  resultaten als in (2.19) worden verkregen wanneer
formule (2.17) wordt toegepast  op elke afhankelijke variabele
x. in het model.
1
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Zodra sprake is van onvolledige rekursiviteit treden
komplikaties op. Als uitgangspunt neem ik de i-de vergelij-
king   uit   (2.16) . De verzameling onafhankelijke variabelen  in
deze vergelijking duid ik aan met Qi· Een variabele in deze
verzameling is hetzij een exogene variabele hetzij een endoge-
ne  regressor.  Bewezen  werd  dat  voor  beide geldt  dat er
geen  samenhang  is  met de storingsterm  ui. Nu wordt er door
een aantal pad-analytici terecht op gewezen dat de variabe-
len in Q. niet de enige variabelen zijn waarvoor dit geldt.1
Alle variabelen in het linkerdeel van voorafgaande vergelij-
kingen hebben subskript j j<i e n vertonen om die reden
dezelfde eigenschap. De verzameling   van deze variabelen
wordt aangeduid met Pi. In het speciale geval van volledige
rekursiviteit zoals hierboven het geval was, geldt uiteraard
Qi=Pi· In een onvolledig rekursief model is Qi evenwel een
deelverzameling van P.. Door sommige pad-analytici nu1
wordt voorgesteld alle variabelen  in  P. te betrekken  in  de
1
schattingsprocedure. Dit leidt tot meerdere schattingen  van
een en dezelfde strukturele parameter, welke schattingen
normaliter niet konvergeren. De vraag rijst wat in een
dergelijke situatie  te doen. Boudon stelde  voor een kleinste
kwadraten oplossing te berekenen voor de verkregen alterna-
tieve schattingen (Boudon 1971: 213-215). Goldberger bewees
dat dit echter leidt tot inefficiente schatters (Goldberger
1968). Zijn voorstel   is om uitsluitend de verzameling   Qi   te
hanteren in de schattingsprocedure, met andere woorden om
0LS toe te passen.
Een tweede mogelijkheid welke door pad-analytici wordt
gesuggereerd,  is om alle strukturele parameters a priori
ongelijk  aan  nul te specificeren, met ander woorden  om  uit
te  gaan  van een volledig rekursief model,  66k  al  zou  de
theorie wijzen op onvolledige rekursiviteit. Pas indien mocht
blijken dat de bewuste parameters inderdaad gelijk aan nul
dan wel verwaarloosbaar klein blijken te zijn, worden zij
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alsnog gelijkgesteld   aan nul. Vervolgens worden   in   dit
geherspecificeerde model opnieuw de schattingen verricht
door toepassing van OLS op de afzonderlijke vergelijkingen.
Deze werkwijze wordt in feite voorgesteld door Duncan  (zie
Duncan   1966:   8  en 9). Enige wenken  in deze richting geeft
ook van de Geer (1971: 21).
Ik heb bezwaar tegen deze werkwijze, aangezien  zij  een
inkonsekwentie bevat. Nooit immers wordt in rekursieve mo-
dellen nagegaan of de parameters in de bovendriehoek van
A (gevolg van de hypothese van asymmetrie) terecht gelijk
gesteld zijn aan nul. Hier vertrouwt men kennelijk volledig
op de theorie en of a priori inzichten. Waarom dit dan ook
niet gedaan ten aanzien van eksklusie-restrikties in de
onderdriehoek van 8? De aangewezen oplossing is in dit
geval een modelspecifikatie konform theoretische en A priori
inzichten, om vervolgens de schatting per afzonderlijke verge-
lijking met OLS af te handelen.
Hoewel  hier  wordt  voorgesteld  geen variabelen buiten  de
verzameling Qi in de schattingsprocedure te betrekken, maak
ik een uitzondering voor modellen met ongemeten variabelen.
In het volgende hoofdstuk zal blijken dat pad-analyse toepas-
baar  is op modellen met ongemeten variabelen, door variabe-
len  welke  in  Pi  doch  niet  in Qi aanwezig  zijn te hanteren
als instrumentele variabelen.
faktor-anazyse
Interessant is de vraag  of een faktormodel kan worden
gezien als een struktureel model. Uitgangspunt is het volgen-
de faktormodel
(2.20) yn - A f.n + un n=1,...,N
yn   is   een   G* 1   vektor met inputvariabelen,    A  is  een  G *H
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matrix met faktorladingen,   In   is   een   H * 1   vektor   met
faktoren en  u   is  een G*1 vektor met uniciteiten.  In
-n
faktormodellen worden over het algemeen de volgende assump-
ties gemaakt
(2.21)   E(fnBA) = 0n en E(BnBA) = 9 (diagonaal)
Met andere woorden, de assumpties zijn dat er geen samen-
hang is tussen uniciteiten en faktoren noch tussen unicitei-
ten onderling. Hantering  van een faktormodel als struktureel
model brengt een wijzing in terminologie met zich mee.
Inputvariabelen heten endogene variabelen, faktorladingen
staan voor modelparameters, faktoren staan voor exogene
ongemeten variabelen en uniciteiten heten storingstermen.
(In hoofdstuk 4 wordt aan de betekenis van uniciteiten een
uitbreiding gegeven ). De matrix y wordt in een struktureel
model vervangen door E. Uit (2.21) blijkt dat voor storingster-
men (u ) in een faktormodel dezelfde assumpties gelden als-n
in een struktureel model. Opvallend is voorts dat Reen
parameters zijn toegevoegd aan de inputvariabelen. [ Zie
(2.20) ] . Dit betekent  dat geen strukturele relaties mogen
voorkomen tussen endogene variabelen.
Nog altijd is geen antwoord gegeven op de vraag of een
faktormodel een kausale interpretatie toestaat. Deze vraag is
tweeledig: (a) kunnen de relaties in een faktormodel worden
geinterpreteerd als kausale relaties en (b) indien ja, gaat
het dan om symmetrische dan wel asymmetrische relaties?
Ten aanzien van de eerste vraag kan worden gesteld dat
faktor-analyse formeel kan worden beschouwd als een regres-
sie-analyse met ongemeten regressoren. (Harman 1979:16,van
de  Geer  1971:   87). Een afdoende argumentatie voor regressie-
analyse als kausaal-analytisch instrument werd gegeven in
hoofdstuk  1,  waarmee deze vraag voldoende is beantwoord.
Ten aanzien van de tweede vraag wordt gewezen op  de
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bevinding in hoofdstuk 2 dat een noodzakelijke voorwaarde
voor de assumptie van afwezigheid van samenhang tussen
storingstermen en onafhankelijke variabelen, hier de afwezig-
heid van symmetrische relaties is. Aangezien de systeem-
assumptie
"
7 diagonaal" bil faktor-analyse steeds dient
worden gemaakt,  moet de konklusie  zijn dat faktor-analyse
uitsluitend toepasbaar  is op rekursieve modellen.
Er zijn evenwel vele beperkingen verbonden aan hante-
ring van faktor-analyse als struktureel model. Zo kunnen
geen model-assumpties worden gemaakt, mogen endogene va-
riabelen niet kausaal verbonden zijn en kunnen geen indirek-
te relaties in het model voorkomen. Een handicap is voorts
dat faktorkorrelaties in modellen met drie of meer faktoren
niet kausaal kunnen worden Rei:nterpreteerd. (De draagwijdte
van deze opmerking zal eerst goed in het volgende hoofdstuk
duidelijk worden. ) In latere uitbreidingen van faktormodel-
len zoals "second order" faktor-analyse, Jareskog' s algemene
kovariantiemodel en diens LISREL-programma, is zulks  moge-
lijk. Verschillende van de andere genoemde bezwaren worden
ondervangen in de eveneens door JBreskog ontwikkelde "con-
firmatory" faktor-analyse. Hierop zal in hoofdstuk 3 worden
teruggekomen.
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3. MODELLEN MET ONGEMETEN VARIABELEN
Bij een voortschrildende theorievorming neemt ook het ge-
bruik  van  abstrakte  begrippen  toe.  Als  gevolq  daarvan
geraakt de methodiek van strukturele vergelijkingen, in
haar toepassing van respresentatie van theoriean, verweven
met ingewikkelde meetproblemen. De meest toegepaste aanpak
van deze problematiek is in dit kader een meervoudige
operationalisering. Per abstrakt begrip worden meerdere indi-
katoren gekozen waarna men de keus heeft uit (a)  de
indikatoren samenvoegen tot een index en een strukturele
analyse verrichten als betrof het een model met uitsluitend
gemeten variabelen  (indices)  of  (b) de strukturele analyse
uitvoeren op basis van afzonderlijke indikatoren. De eerstge-
noemde werkwijze wordt traditioneel Revolgd door sociologen
en politikologen. Aan het begin van de jaren zestig onder-
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kende men echter voordelen aan strukturele analyse recht-
streeks op basis van indikatoren. Men zie bijvoorbeeld
Curtis en Jackson 1962, Siegel en Hodge 1968, Costner 1969,
Alwin 1974. Hun voornaamste argumenten betreffen de externe
validering van indikatoren, de identifikatie van strukturele
parameters en de opsporing van spurieuze relaties.
Tegen beide werkwijzen kunnen bezwaren worden inge-
bracht. Een nadeel van de traditionele aanpak is dat
impliciet wordt aangenomen dat  een  index  een  perfekte
representatie geeft  van een ongemeten variabele. In hoofd-
stuk 4 en 5 zal blijken dat deze aanname berust op een
fiktie. Ook de werkwijze sub b kan op bezwaren stuiten. In
hoofdstuk 4 wordt aangetoond dat de validiteit van operatio-
nalisering en theorievorming kan worden aangetast, met
name  wanneer "full- information"-technieken worden gebruikt.
De aan werkwijze sub b verbonden identifikatie- en schat-
tingsproblemen worden hieronder uitgewerkt in de respektieve-
lijke paragrafen 1 en 2. Procedures waarin verschillende
van deze problemen worden ondervangen zijn het onderwerp
van de paragrafen 2 en 3.
Alvorens hiertoe  over  te gaan, dient te kunnen worden
beschikt over een begrippenkader. Kenmerkend voor de werk-
wijzen sub a en sub b is het onderscheiden van een deel in
het strukturele model dat betrekking heeft op theoretisch
relevante variabelen en een deel dat slaat op de variabelen
via welke deze laatste worden waargenomen. Het eerste deel,
de hoofdtheorie, bevat de  gepostuleerde  relaties  tussen
theoretisch relevante variabelen. Deze relaties noemt men
strukturele relaties, welke worden gekwanti ficeerd met behulp
van struktureZe parameters . Het tweede deel, de huLptheo-
pie,   bevat   de gemeten variabelen alsmede de relaties van
deze laatste met de ongemeten variabelen uit de hoofdtheo-
rie. Deze relaties noemt men epistemische relaties  en  in  het
verlengde hiervan spreek   ik van epistemische  parameters.
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De vraag is wat precies moet worden verstaan onder een
ongemeten variabeZe. Bedoeld is hier een theoretische varia-
bele in de zin van een variabele los van de empirie. Het is
een variabele ontdaan van problemen die optreden bij de
operationalisering en waarneming. Het is per definitie een
variabele zonder meetfout. Men zou ook kunnen zeggen dat
het hier de zuivere vorm van een variabele betreft welke
uitsluitend fungeert als denktechnisch hulpmiddel bij de
behandeling van meetfouten.
Voorts wordt een tweetal kategoriedn ongemeten variabe-
len onderscheiden, te weten Zatente variabelen en wat ik
bij gebrek aan een betere term errorvride variabelen  zal
noemen. Met latente variabelen worden bedoeld komplexe niet
direkt meetbare variabelen van abstrakt en theoretisch ni-
veau. Kenmerkend is dat zij  meerdere  betekenisaspekten
hebben waardoor meervoudige operationalisering is gewenst.
Bi] hun meting treden meetfouten op welke naast de betrouw-
baarheid vooral de geldigheid van meting betreffen. De
observatie  van  latente  variabelen  geschiedt  in  termen  van
gemeten  variabelen  welke  worden  aangeduid als indikato-
ren. Met errorvrije variabelen bedoel ik variabelen van
gering abstraktie-niveau biJ de meting waarvan niettemin
meetfouten zullen optreden. Deze betreffen vooral de betrouw-
baarheid.  Meervoudige operationalisering is niet nodig, ten-
zi] deze wordt verricht in het kader van onderzoek naar de
meetbetrouwbaarheid (zie hoofdstuk 5). De observatie van
een errorvriJe variabele noem ik meetresultaat of gemakshal-
ve ook wel indikator. De begrippen errorvrije- en latente
variabele worden in hoofdstuk 5 nader toegespitst.
1. IDENTIFIKATIE
Met het Oog OP een behandeling van identifikatie- en
schattingsproblemen volgt eerst de formulering van een alge-
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meen   model met ongemeten variabelen.   Over het algemeen
wordt er in deze studie van uitgegaan dat alle variabelen
in de hoofdtheorie van dit model van theoretisch nivo zijn,
maar zoals zal bliJken kunnen via eenvoudige specifikaties
ook modellen met simpele direkt meetbare variabelen in de
hoofdtheorie worden behandeld. Uit dit algemeen model kun-
nen modellen van de meest uiteenlopende vorm en komplexi-
teit worden afgeleid. Uitgangspunt is een model met G
ongemeten endogene variabelen, verzameld in een G*1 vektor
n  en   H ongemeten exogene variabelen, verzameld   in   H*1
vektor E Deze ongemeten variabelen en hun onderlinge rela-
ties vormen gezamenlijk de hoofdtheorie. Strukturele relaties
tussen ongemeten variabelen kunnen in de volgende verzame-
ling strukturele vergelijkingen worden weergegeven.
(3.1) B n=r E+C (hoofdtheorie)--V  - -  -
B is een G * G en r een G * H matrix met strukturele-
parameters, terwijl 6 een G *1  vektor  is met storingstermen.  De
variabelen n en E worden gemeten via respektievelijk P
indikatoren y. verzameld in   een P*1 vektor   y   en   Q1
indikatoren x. verzameld   in   een   0 *1   vektor x. Ook hier
1
wordt uitgegaan van afwijkingsskores. De indikatoren en
hun epistemische relaties met de variabelen uit de hoofdtheo-
rie vormen tesamen de hulptheorie, welke als volgt   kan
worden weergegeven
(3.2) y=A n+ 6-   -y    -
(hulptheorie)
(3.3)  =8x E+ S
De indikatoren kunnen worden verzameld   in  een   (P+Q) * 1
vektor z
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z   =   [y'   5,]'
De vektoren 6 en E betreffen meetfouten in respektievelijk y
en  x,  terwijl  A    en  Ax  de  P *G respektievelijk  Q* H matrices-       -Y
zijn met epistemische parameters. Gezien het ontbreken van
parameters welke de indikatoren onderling verbinden, wordt
hier impliciet aangenomen dat er geen direkte reZaties
bestaan tussen indikatoren. Deze aanname vloeit voort Uit
de op goede gronden berustende hypothese dat de samenhang
tussen twee indikatoren geheel en al tot stand komt via hun
beider afhankelijkheid van de ongemeten variabele welke zij
indiceren.
In dit algemeen model is niet-rekursiviteit toegestaan
zowel   in de hoofd-  als  in de hulptheorie. Bovendien  kan
zoals gezegd een model met variabelen zonder meetproblemen
worden gespecificeerd. Zo wordt een model met uitsluitend
meetfoutloze variabelen in de hoofdtheorie verkregen via de
specifikaties   6=0,  E =0,  A  =8y=I,   waar   1   staat  voor  een  een--- -X
heidsmatrix.Hoewel  in  de  gegeven  notatie  wordt  uitgegaan
van het voor sociologen en politikologen verreweg meest
belangrijke geval van indikatoren als effekt-variabelen, is
een zodanige modelspecifikatie mogeli]k dat deze fungeren
als oorzaak-variabelen. Als gevolg van de specifikaties E=0
-    -
en A - I gaat het algemeen model over in een model waar-X
H gemeten variabelen xi fungeren als oorzaken van endogene
variabelen n..
1
Wat betreft de hulptheorie gaat men in de praktijk van
het sociologisch en politikologisch onderzoek meestal uit van
asymmetrische epistemische relaties en wordt vrijwel steeds
uitgegaan van het ontbreken van direkte relaties tussen
indikatoren en ongemeten variabelen welke deze niet indice-
ren. Aldus vermindert het aantal te schatten parameters tot
2(P+Q),   zijnde P+Q epistemische parameters   en even zoveel
meetfoutenvarianties. In een dergelijk model is overidenti-
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fikatie snel bereikt. Berekend kan worden dat, zelfs in het
uit oogpunt van overidentifikatie meest gunstige geval van
een volledig rekursieve hoofdtheorie met slechts 66n exogene
variabele, men reeds  met twee indikatoren per ongemeten
variabele overidentifikatie verkrijgt.
1n een overgeidentificeerd model kunnen meerdere schat-
tingen per parameter worden verkregen, welke meestal niet
konvergeren. Het probleem is dan te komen tot 66n unieke
schatter, waarbij men op twee manieren te werk kan gaan.
Of het aantal schattingsvergelijkingen wordt gereduceerd tot
het aantal dat juist voldoende is voor schatting 6f elke
vergelijking wordt betrokken in de schattingsprocedure, om
vervolgens een gewogen gemiddelde te nemen van de alterna-
1)tieve schattingen. De  meeste  oplossingen  werden  tot  op
heden gezocht  in de eerstgenoemde richting.   Een  van  de
meest simpele is een willekeurige keuze te doen uit de
schattingsvergelijkingen, zoals onder andere werd voorge-
steld   door de ekonometrist Christ   (1966:   408) . Een nadeel
hiervan is dat niet alle informatie wordt gebruikt en dat
elke keuze leidt tot een andere verzameling schattingen. Een
betere mogelijkheid is toepassing van principale komponenten
analyse . of "two stage least squares", waarover aanstonds
meer. Ook technieken om alternatieve schattingen te vereni-
gen  tot' 66n schatter werden veelvuldig beproefd.  Een  voor-
beeld is de reeds genoemde en door Goldberger weerlegde
kleinste kwadraten methode van Boudon. Een andere "oplos-
sing", bestaande uit een ongewogen gemiddelde van alterna-
tieve schattingen, voldoet evenmin als Boudon' s methode   aan
het kriterium van efficiantie. Het kan worden bewezen dat,
Wil men komen tot efficiiinte schatters, dient te worden
gewogen met de varianties en kovarianties van de alternatie-
ve schatters. Hauser en Goldberger hierover: "An efficient
estimation procedure should take into account the differences
in the sampling variabilities of the conflicting estimates"
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(Hauser and Goldberger   1971: 103). Genoemde auteurs laten
zien dat dit bijvoorbeeld gebeurt bij de "generalized least
squares" methode   (zie ook Goldberger 1972, 1973b,   1974).   In
datzelfde artikel stellen zij dat andere schattingsmethoden
waarin  het  probleem van  overidentifikatie op  bevredigende
wi]ze wordt opgelost die zijn welke zijn gebaseerd op het
"maximum likelyhood" principe (Hauser and Goldberger 1971:
99)
normering meeteenheid
Naast het bovengenoemde is er nog een identifikatieprobleem
dat   van een geheel andere  orde  is.   Stel we hebben  de
volgende relatie tussen indikator x en latente variabele E :
x=X E+E. Stel voorts dat E wordt vermenigvuldigd met
faktor k. Deze manipulatie kan worden geneutraliseerd door
A te vermenigvuldigen met  . Immers: x = (A/k) k E + E =XE
+  E.  Doordat  de  meeteenheid  van  E  niet eenduidig kan
worden vastgesteld, entstaat een onbepaaldheid in X . De
algemene stelregel luidt dan ook, dat parameters niet zijn
gei'dentificeerd wanneer de meeteenheid (en dus de skorevek-
tor) van variabelen waarmee deze parameters zijn verbon-
den, onbepaald is. Dit probleem van onderidentifikatie kan
in tegenstelling tot het "normale" geval hierboven niet
worden opgelost door toevoeging van indikatoren.  Men dient
gebruikt te maken van odn van beide volgende mogelijkheden:
(a) standaardisering van de ongemeten variabele bijvoor-
beeld door te zorgen voor een gemiddelde van nul en een
standaarddeviatie van 66n of (b) Relijkstelling van de
epistemische parameter van don der indikatoren van & aan
66n. In dit laatste geval wordt in feite de meeteenheid van
de latente variabele gelijk gesteld aan die van de indikator
waarvan de parameter op 66n wordt gesteld.
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Het verdient geen aanbeveling beide standaardiseringen
tegeL€jkerti id toe te passen. Stel een rekursief model
bevat in de hoofdtheorie de kausale keten 41 '  nl-n2
Stel voorts  dat 41  en 12 zonder meetfout zijn gemeten (El =
xl en 02 = Y2) en dat yl het meetresultaat is van de
errorvrile   nl. De bijbehorende vergelijkingen  zijn
(a) nl- Yllxl + 41
(3.4) (b)  Y2= 82111 + 42
(c)   y= A    n   +El1   yll 1
Zoals gezegd ligt hier als standaardisering voor de hand
 yll-1. Wordt nu bovendien   02( nl)= 1 als standaardisering
ingevoerd dan ontstaan problemen. Immers OP basis van
principes  uit de pad-analyse zou blijken p (Yl 2)  -   P (n ly2)
= B Met andere woorden, de dubbele standaardisering21'
leidt   tot de konklusie   dat de errorvrije korrelatie p(n 1 2 
gelijk   is   aan de "geattenueerde" korrelatie p (VlY2 '   Deze
konklusie is in strijd met wat de klassieke meettheorie ons
leert (zie ook hoofdstuk 5). Hieruit kan als algemene
stelregel worden afgeleid dat een dubbele standaardisering
dient te worden vermeden.
2. SCHATTING
Verspreid in dit en het voorafgaande hoofdstuk kwam een
aantal schattingproblemen naar voren welke het gevolg zijn
van het opnemen van ongemeten variabelen    in het model.
Rekapitulerend kunnen deze problemen worden onderscheiden
naar die welke optreden als gevolg van (a) errorvrije
variabelen dan wel van (b) latente variabelen. Bij (a)
betreft het ten eerste de samenhang tussen storingsterm en
onafhankelijke variabele wanneer deze laatste met meetfout
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wordt gemeten en (vaak als gevolg hiervan) ten tweede
"contemporaneous" kovarianties tussen meetfouten, wel-
ke steeds optreden wanneer een met meetfout gemeten varia-
bele in meerdere vergelijkingen voorkomt. Aangaande (b)
geldt het probleem van het niet voorhanden hebben van voor
schatting benodigde skores alsook dat van overidentifikatie
zodra de verhouding tussen het aantal indikatoren en dat
van ongemeten variabelen een bepaalde limiet overschrijdt.
Genoemde schattingsproblemen kunnen in principe worden
aangepakt met behulp van het drietal hieronder te bespreken
technieken, te weten: instrumentele variabelen-, "two stage
least squares"-   en "full- information maximum-likelihood"-me-
thoden. De problemen voortvloeiend (1) uit samenhang tussen
storingsterm en onafhankelijke variabelen en (2) uit ontbre-
kende skores, laten   zich   in veel gevallen oplossen  met
behulp  van een instrumentele variabelen methode. Een konse-
kwentie   van deze aanpak, alsook   van de aanwezigheid   van
meerdere indikatoren in modellen met latente variabelen. is
in veel gevallen overidentificatie, waarvoor een oplossing
mogelijk is middels toepassing van "two stage least
squares". Het probleem van samenhangende storingstermen
tenslotte   laat zich behandelen  met "full -information maximum
likelihood"- schattingsmethoden.
Beide eerstgenoemde technieken komen aan de orde in het
restant van deze paragraaf, waarbij zal blijken dat sterke
raakvlakken bestaan tussen de methode van instrumentele
variabelen, pad-analyse  en  faktor-analyse.  In  het  kader
van  de "full- information maximum-likelihood"- methoden  wor-
den vervolgens in paragraaf 3 van dit hoofdstuk modellen
behandeld welke werden ontwikkeld door Jareskog.
instrumentete variabeZen (IV)
Het probleem van samenhanq tussen storinesterm en onaf-
hankelijke variabelen, ontstaan door meetfouten in  deze
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laatste, kan in principe worden opgelost middels een instru-
mentele variabele. De vektor met skores van zo'n variabele
vervangt die van met meetfout gemeten variabelen tijdens de
schattingsprocedure. Hoewel een rekursief model een speci-
fiek geval is van een struktureel model en als zodanig
minder algemeen,  neem ik niettemin het eerstgenoemde  als
uitgangspunt voor een verduidelijking. Dit wordt gerechtvaar-
digd door het feit dat IV-procedures traditioneel worden
toegepast biJ schattingsproblemen welke voortvloeien uit niet-
rekursiviteit, terwijl ik hieronder Wil demonstreren hoe
problemen voortvloeiend uit meetfouten met deze techniek
kunnen worden opielost. Aangezien een IV-procedure behoort
tot de kategorie van "single-equation" technieken, wordt
uitgegaan  van 66n bepaalde vergelijking, welke wordt  ge-
acht thuis te horen in een rekursief model.
(3.5) y = '  + C
Hier  staat  &  voor een vektor met errorvrije variabelen, 8
staat  voor een vektor met strukturele parameters terwijl 4
slaat op een storingsterm. In deze verselijking is geen
onderscheid gemaakt tussen endogene en exogene regressoren
hetgeen wordt gerechtvaardigd door de aanname van rekursi-
viteit. Voorts is de regressant  y  niet  geschreven  als
errorvriJe variabele   ( n). Deze vereenvoudiging  is  toegestaan
aangezien zoals bekend meetfouten in de afhankelijke varia-
bele geen verstoring geven in de schatting van strukturele
parameters. Voor E geldt naar analogie van (3.3) de
volgende meetvergelijking
X = A-E +  E-     ---     -
waar E aangeeft de meetfouten in x. Aangezien het gaat om
-                                           -
errorvride variabelen  kan  de  standaardisering X   =  I-X
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worden ingevoerd, waar I staat voor eenheidsvektor.
Uitgaande van een steekproef van N eenheden, waarvoor
per vooronderstelling (3.5) geldt, gaat naar aanleiding van
bovenstaande (3.5) over in
(3.6) y=3 8  + 5*
Hier staat y voor de skorevektor van y, X staat voor de
skorematrix van 3 terwijl 4* aangeeft de skorevektor van
4*. Voor deze laatste geldt 4* =C- B'E waaruit samenhang-    -./-
blijkt tussen X en 4*-      -
plim    1/N     (E'  6*  )     0    0
met als gevoli dat OLS leidt tot inkonsistente schatting (zie
hoofdstuk 2 paragraaf 1). Konsistente schatting is echter
mogelijk indien er variabelen z te vinden zijn met skorema-
trix Z welke niet samenhangen met &* maar we Z met X.
-                         -
(3.7) plim (1/N Z' c* ) = 0, plim (1/N  '3) # 9
...                  -                                                                 I„
Wordt bi] OLS (3.6) gepremultipliceerd met X' , bij IV-schat-
ting geschiedt dit met Z'. Na deling door N geeft dit
1/N Z'y = 1/N g'X B + 1/N Z' 4*
-- -- --
waaruit als IV-schatter van B resulteert
8 = ( 'X)-lz'y
-                    --
De vraag rilst welke kriteria moeten gelden bij de keuze
van instrumentele variabelen. Bezien we daartoe de vereisten
in   (3.7). De eerstgenoemde behoeft thans geen toelichting
meer. De tweede eis betreffende de korrelatie tussen een
instrumentele variabele en de onafhankeliJke variabele welke
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deze vervangt, hangt samen met de standaardfout van schat-
ting  voor 8 .  Deze is invers gerelateerd aan genoemde
korrelatie (zie b.p. Johnston 1972: 280). Een derde  te
stellen voorwaarde welke nos niet werd genoemd, is dat een
instrumentele variabele geen direkte invloed heeft op de
afhankelijke variabele. Is die invloed er nameli]k wol dan
brengt invoering van elke instrumentele variabele een model-
parameter, dat wil zeggen een onbekende, met zich mee
waardoor een identifikatieprobleem ontstaat.
Zodra zich  in een struktureel model overidentifikatie
voordoet, is er meestal een duidelijke kategorie van variabe-
len die zich uitstekend lenen voor gebruik als instrumentele
variabelen.  Bedoeld  ziln exogene variabelen welke  niet  in
de te schatten vergelijking zijn opgenomen. Voor rekursieve
modellen is er meestal zelfs een grotere kategorie welke
wordt gevormd  door de verzameling  Pi  op  blz. 58. Bewezen
werd dat variabelen in deze set niet samenhangen met de
storingsterm   uit   de i-de vergeli jking. Bovendien korreleren
zij meestal in voldoende mate met de onafhankelijke variabe-
len aangezien zi] er, behoudens uitzonderingsgevallen, kau-
saal mee verbonden zijn en hebben zij per definitie geen
direkt effekt op de afhankelijke variabele y. uit de i-de
1
vergelilking.
Een toelichting op de geschetste procedure is mogelijk
aan   de   hand van model   (3.4) . OLS-schatting   van  y      is11
zonder meer mogelijk. Niet echter die van B vanwege de21
samenhang van Yl met de storingsterm welke ontstaat nadat
in  (3.4.b)  Yl is gesubstiteerd  voor  n 1. Echter x1 voldoet
als element van verzameling P2 aan alle drie te stellen
voorwaarden voor instrumentele variabelen, zodat op basis




821 = n&lxln 2n  n lxln ln
Strikt genomen moet als voorwaarde voor deze werkwijze de
eis worden gesteld dat Yl wordt gemeten in afwijkingsskores
en niet in standaardskores (zoals gebruikelijk bij pad-ana-
lyse).   Uit de klassieke meettheorie is nameli]k bekend   dat
korrelaties worden verstoord door random meetfouten, hetgeen
niet het geval  is voor kovarianties. Van deze laatste
eigenschap werd hierboven €mp Ziciet gebruik gemaakt welke
mogelijkheid wegvalt indien wordt gestandaardiseerd.
Na bovenstaande uiteenzetting valt gemakkelijk in te
zien dat eenzelfde werkwijze kan worden gevolgd in het
geval de skores op een regressor geheel en al ontbreken.
Een voorbeeld van een rekursief model met ontbrekende
skores   is het volgende, waarin 66n ongemeten variabele  n 1'
twee oorzaakvariabelen x1 en x2 en twee effektvariabelen Y2
en Y3. Deze vier laatste variabelen worden geacht geen
indikatoren  te  zijn  van  nl  maar als theoretisch relevante
variabelen   te ziJn opgenomen   in de hoofdtheorie. De struktu-
rele vergelijkingen luiden hier
(a) nl = Ylixl + 712X2 + 41
(3.8) (b) y2 = 821nl + 42
(c) Y3 = 831 nl + 43
Vervolgens kan het volgende stelsel vergelijkingen worden
uitgeschreven
2
a  (y2xl)= 821 0(nlxl)=821711 G  (Xl)+821'1"12(3(Xlx2)
2
0 (y2x2)= 821a(nlx2)=821711G(xlx2)+8217120 (x2)
a (Y3xl)=8310(nlxl)=831Y11 02(Xl)+8317120(xlx2)
c (Yjx2)=831G(nlx2)=8317110(xlx2)+831Y1202(x2)
C(Y2Y3)= 6la(nly2)= t lYlla(xly2)+B31712C(x2y2)
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Op basis van deze vijf vergelijkingen kunnen de vier
modelparameters worden geschat wanneer populatie(ko-)va-
rianties worden vervangen door steekproefgrootheden. Het
hierbi] optredend probleem van overidentifikatie kan worden
opgelost  met "two stage least squares" (zie hierna).
In de beide bovenstaande gevallen is duidelijk herken-
baar een pad-analytische inslag, bestaande uit het doorver-
menigvuldigen van een vergelijking  niet  alleen  met  de
onafhankelijke variabelen uit die vergelijking, maar tevens
met  variabelen uit voorafgaande vergelijkingen. Deze laatste
voldoen aan de eisen welke gelden voor instrumentele varia-
belen, zodat pad-analyse, toegepast op een model met onge-
meten  variabelen,  is  te  kenschetsen als een instrumentele
variabelen methode.
Via de hierboven ontwikkelde gedachtenlijn is het moge-
lijk de overeenkomsten te laten zien tussen IV, enerzijds en
pad-analyse en faktor-analyse anderzijds. Als overgangsge-
bied tussen beide laatstgenoemde technieken wordt als voor-
beeld een eenvoudig  model met don latente variabele E en
drie indikatoren xi i=1.....,3 genomen waarvoor aeldt (va-
riabelen in afwijkingsskores)
x1= AlE + El' x2= X26 + £2' x3=  X34 +E3
Pad-analytici zouden hier met het oog op de schatting van
Al' X2 en 13 als volgt te werk gaan. De vergeli]kingen
worden paarsgewijs met elkaar vermenigvuldigd, met als
resultaat
22
0(xlx2) = Al X2 02(6) ; 02(xl)=Al G (E) +G2(El)
22
0(x x) = 115 02(E) ; 02(x2)=12 a (E) +02(E:2)13
.2 20(x2x3) = X213 02(E) ;02(x3)=A3 0 (6) +02(63)
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Er is sprake van onderidentifikatie gezien de zes vergelijkin-
gen  en  zeven  onbekenden,  te  weten:  Al'  X 2' 13'  02(El)'
C2(£2).   02(€3)   en 02(4) terwijl bovendien de meetheid  van
E onbepaald is. Een normalisering als X =1 lost beide1
identifikatieproblemen    op.    Voor
X2 geldt dan bijvoorbeeld:
12= 0(x2xj)/0(xlx3)' met als schatting van X 2
N          Ni= E X/X X X2 n=l X2n Jn n=l  ln 3n
We herkennen hierin een pad-analytische werkwijze. Toepas-
sing van instrumentele variabelen nu levert exakt hetzelfde
op. Substitutie van E=xl-El in de vergelijking voor x2 geeft
x2= X 2xl +  E2*
waar
E2=  £ 2   -   1 2 E l
Als instrumentele variabele is bruikbaar x3 Doorvermenigvul-
diging en sommering geeft na simpele manipulatie
-N  N
A2=nElx2nx3n/nE.lxln)(3n
1n het bovenstaande herkennen we tevens een principe uit
de faktoranalyse, te weten schatting van modelparameters op
basis van een kovariantiematrix betreffende inputvariabelen,
welke laatste worden beschouwd als afhanke Z€jk van onge-
meten variabelen.
N.B. In hoofdstuk 2 werd aangetoond dat deze asymme-
trische afhankeli]kheid van inputvariabelen een noodzakelij-
ke voorwaarde is voor de houdbaarheid van systeem-assump-
ties  welke  gelden  voor  faktor-analyse.  Een en  ander kan
verder worden verduidelijkt aan de hand van het volgende
faktor-model (zie(2.20)). (Variabelen in standaardskores).
(3.9)
In- A In +
u n=1,....,N-n
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Toepassing van  OLS voor de schatting van modelparameter A
is onmogelijk, aangezien fn als ongemeten variabele onge-
schikt is voor doorvermenigvuldiging. De vraag is of er
instrumentele variabelen zijn. Bekijken we daartoe de matrix
I  met korrelaties tussen endogene variabelen en unicitei--yu                                             -1ten.  Volgens (2.14) geldt I =B  I.  Aangezien in een-yu --
faktormodel voor  wordt geschreven y met overigens exakt
identieke nulspecifikaties (zie 2.21) geldt
-1
I = B   T
-yu  -  -
In een faktormodel geldt evenwel B=I zodat
-    -
S   = T  (diagonaal)-yu   -
Er ziln geen samenhangen tussen inputvariabelen en uncitei-
ten uit twee verschillende vergelijkingen. Dit betekent dat
yn  kan  worden  gehanteerd voor  doorvermenigvuldiging.  In
termen van pad-analyse; de inputvariabelen y behoren voor-n
elke i-de vergelijking tot de verzameling Pi· Postmultiplika-
tie van (3.9) met y:7 geeft na het nemen van verwachtings-
waarden
E(ynyn) = 8 E(fnyn) + E(unyn)
ofwel
(3.10)
E          =     A  E( f.nY.          -YY YU
waar E staat voor de korrelatiematrix van inputvariabe-
YY
len. Zoals bekend is, geldt voor orthogonale faktormodellen
dat faktorladingen kunnen worden opgevat als korrelatie-
koufficiiinten behorende bij de relaties tussen inputvariabe-
len en faktoren, zodat geldt E(Inyii) = A' 0 Op grond
hiervan gaat (3.10) over in
(3.11) Tvv = AA,+ I-.
2)
Tot  zover  de  overeenkomsten  met  de IV-procedure. Een
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verschil  treedt op bij de verdere afwikkeling, waarop hier
niet nader wordt ingegaan.  Voor meer informatie  op dit punt
raadplege men de betreffende literatuur. (Harman 1970, Law-
ley and Maxwell   1971) .
Van de vier genoemde schattingsproblemen zijn er twee
welke zoals bleek in principe met behulp van een IV-procedu-
re  kunnen  worden  aangepakt,  te  weten  samenhang  tussen
onafhankellijke variabelen en storingstermen en het ontbre-
ken van skores voor ongemeten variabelen. Van de twee
overige kan overidentifikatie in sommige gevallen worden
opgelost door toepassing van "two stage least squares". Een
in dit opzicht nog bredere toepassingsmogelijkheid hebben
"full - information maximum - likelihood" - technieken waarmee
bovendien een oplossing kan  warden  gevonden  voor  het
vierde probleem, te weten dat van "contemporaneous" kova-
riantie tussen storingstermen. Deze laatste komt aan de orde
in paragraaf 3. Eerst volgt nu een uiteenzetting van de
"two stage least squares"-methode.
two stage least squares (2SLS)
Hoewel de methode  van "two stage least squares", evenals
het geval is met de instrumentele variabelen methode, vooral
wordt toegepast op problemen voortvloeiend uit niet-rekursivi-
teit,  wordt  hier de nadruk gelegd op een toepassing gericht
op de meetfoutenproblematiek. Dit rechtvaardigt een behande-
ling gebaseerd op een rekursief model.
Vooral in rekursieve modellen is de kans groot dat meer
instrumentele variabelen voorhanden zijn dan benodigd is
voor schatting. Zijn voor niet-rekursieve modellen alle exoge-
ne variabelen geschikt als instrumentele variabelen, voor
rekursieve modellen komen daar nog bij alle endogene varia-
belen uit "voorafgaande" vergelilkingen. Met elke instrumen-
tele variabele kan een zogenaamde quasi-normaal-verielil-
king (Christ 1966) worden gekreEerd. Hierdoor ontstaat veel-
al een stelsel vergeli]kingen waarvan het aantal dat van de
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te schatten modelparameters overtreft. De vraas is hoe dit
aantal zodanig kan warden teruggebracht dat evenveel vergje-
lijkingen als onbekende ontstaan. Een mogeli]kheid is di6
instrumentele variabele te kiezen welke het sterkst korreleert
met  de  te vervangen variabele. Wellicht meer voor de
3)
hand liggend is echter een tweefasige regressie-analyse. In
de eerste fase wordt een met meetfout gemeten onafhankelijke
variabele x geregresseerd  op  a Z Ze variabelen  uit het model
die niet samenhangen met de storingsterm uit de te schatten
vergelijking. (De hieruit resulterende variabele x   kan
worden beschouwd als een geschikte instrumentele variabele
voor  x. ) Substitutie  van 2 voor x geeft een vergelijking
waarop vervolgens OLS kan worden toegepast.
Voor een verduidelijking ga ik uit van de vergelijking
(3.12) y = 68  + C-     -
Stel  dat  een  dee Z   van de variabelen   in   6 met meetfouten  is
gemeten. Dit leidt tot partitionering   van   X,   X=[X*XA]  '-                         -                                     -            -
waar E staat voor de skore-matrix van onafhankelijke
variabelen in (3.12) en waar 8* is de skore- matrix van
variabelen welke mdt en X A welke zdnder meetfouten zijn
gemeten. Substitutie in (3.12) geeft
(3.13) Y = [1**A] B + 5*
*waar c , op analoge wijze als bij de IV-procedure hierbo-
ven,  samenhangt met de matrix  I 8* XA] 0 Een oplossing voor
U
het aldus ontstane schattingsprobleem  is X* te regresseren
op alle variabelen in het model welke niet samenhangen met
*
I . Dit zijn vooreerst alle variabelen in verzameling Pi. De
skorematrix voor deze variabelen duiden we evenals hierbo-
ven aan met Z. Bovendien komen in aanmerking de varia-
belen in 3A.  Kortom  het gaat om de volgende theoretische
regressievergelijking
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3* = 3*H + v
waar Z-* is gedefinieerd als Z-* = [ - ]18]. De OLS schatter voor L is
-
X =Z  H-* -* -
waar
  =  (Z: Z*)-1 Z:X*
Substitutie van i* in (3.13) geeft
y = [8*?f6]-8 + 5*
Op deze vergeli]king kan vervolgens OLS worden toegepast,
waarmee de volgende 2SLS-schatters worden verkregen.
8   =  {[ *  A]' [8* 56] 3 [8* *A l'Y
-1
Een  voorbeeld kan worden ontleend aan model (3.8). Eerder
bleek  dat dit model overgeidentificeerd  is.  De  schatting  van
Y   en Y is geen probleem indien wordt uitgegaan van de11       12
normering B =  1.  Onder deze voorwaarde  kan in vergelij-21
king   (3.8.a)   n 1 worden vervangen  door Y2 waarna  OLS
schattingen van  Yii en Y 12 kunnen worden verkregen. Dit
geldt niet voor 831. NOR steeds uitgaande van 821 = 1,
geeft substitutie van (3.8b) in (3.8c)
(3.14)  3 =  831 2 + 43
waar   4,3  =   4 3- 831 z;2  .  OLS  is niet mogelijk wegens
samenhang van Y2 en 4'3. Zowel x1 als x2 is geschikt als
instrumentele variabele, hetgeen een van de wijzen is waar-
op de overidentifikatie zich in de vergeli]king (3.8c) open-
baart. Een oplossing is regressie van Y2 op xl en x2 met
als OLS-schatting Y2. Dit is de eerste fase van de analyse.
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Substitutie van 92 in (3.14) geeft
-
Y3 =  831 Y2 + CI
Tijdens de tweede fase van de analyse wordt OLS toegepast
op deze vergelijking. Dit geeft
2  CY3 2)  =  i l E Y 
831 = E(y3 2)/£92
Voor het terugbrengen van een overtollig aantal instrumente-
le variabelen is nog een andere oplossing denkbaar dan die
via 2SLS. Bedoeld is toepassing van principale komponenten-
analyse op basis van alle instrumentele variabelen welke
voor vervanging van een bepaalde variabele in aanmerking
komen. Als enige instrumentele variabele kiest men dan de
komponent met de hoogste eigenwaarde. Nader onderzoek zou
moeten uitwijzen welke karakteristieken de schatters hebben
die via deze procedure tot stand komen.
Tot slot volgt een schets van een meer uitgebreid rekur-




xl   x2   x3
 1  2 Y31 1 1  1 1666
El   E2   63          1         2      3
Figuur 3.2. Rekursief model met drie ongemeten variabelen
en zes indikatoren.
De bij dit model behorende vergelijkingen zijn
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nieuwe instrunierr
par. substitutie tele vari- IV-schattingvergelijking abele (n)
A     (c) in  (d)  x =A X +E'      X                  Xx21- I (x2x3)/ I (xlx3)x21 2  x21 1  2     3
Ax31  (c) in (e)  x3=Xx3'xl+E'      x2                 Ax31= I (x2x3)/ I (Xlx2)
2SLS-schattinR
le fase 2e fase
Yll  (f) en (c) yl=Yllxl+41 x2,    x3         x l  :  OLS x l  op x2' x3 911=E ( lyl)/I (xl2)
in (a)
r(]'132)- r(x'32) r(xp,l) s(y/"
7                                        -                   721=                    -21  (g), (f) en  y =y x + x1+ x2'  x3  x l:  OLS x l  op x2' x3 1     -    r z  (R l y l)          ' s(R l)2  21 1
9   r(gly2)-r(x/2) r(X'91) s(y/
B
(c) in (b)
82ly 1+C2        yl#xl' x2'x3 91 :  OLS yl  op xl'  x2' x3  921-                                                    -21                                                          1 - r(xlYl)   s(91>





(a) n=y E+C (c)xl=Xx11(1+El (f)Yl=Xyllnl+ 611   11 1   1
(b) r12- Y 2161+ (d)x2=Xx2161+ 62  (g)Y2=Xy22n2+62
B   n+421 1 2 (e)x3=Xx31&1+ E3 (h)Y3=Xy3202+ 63
Als gevolg van de rekursiviteit kan in principe de schatting
per vergelijking worden afgewerkt. De neiging zal evenwel
bestaan een dergeli]k model met een moderne FIML-techniek
aan te pakken, aangezien hiervoor kant en klare komputer-
programma' s voorhanden zijn. Zoals in hoofdstuk  4 is uiteen-
gezet, zi]n aan deze techniek naast vele voordelen ook
verschillende nadelen verbonden. Het lijkt dan ook nuttig te
laten zien hoe genoemd model kan worden geanalyseerd op
basis van afzonderlijke vergelijkingen. Uitgaande van de
normeringen   Xxll  =Xyll  = Xy22  =  1  kan  de  schatting van  de
zes vrile parameters X   X    1   721' B en X alsx21' X31, 11'        21      y32
volgt schematisch worden weergegeven. (Zie schema op pag.
83) 0
Een nadeel van 2SLS is een zekere willekeur in de keuze
van normering. Bovendien laat de gelijkstelling van een
epistemische parameter aan 6dn zich niet goed in overeen-
stemming brengen met de interpretatie welke ik in hoofdstuk
5 aan deze parameter geef. Deze interpretatie behelst de
aanname dat een epistemische parameter aangeeft de mate
waarin een indikator de betekenis van een latente variabele
tot uitdrukking brengt. Uit beide opmerkingen volgt dat
2SLS  vooral  toepasbaar  is  op  modellen met errorvrije- in
plaats van latente variabelen. Wil men bovendien de nadelen
van "full- information" technieken ontlopen dan wordt een
werkwijze zoals in hoofdstuk 6 uitgewerkt, van belang.
Hierbij worden de problemen, voortvloeiend uit meetfouten,
opgelost via het tot indices vereniqen van indikatoren.
Vervolgens worden geldigheids- en betrouwbaarheidskoiifficien-
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ten berekend welke als modelparameters in de vorm van
restrikties in een struktureel model worden ingevoerd, waar-
na schatting plaatsvindt van de vrije modelparameters.
3. MODELLEN VAN JORESKOG
In een omvangriJke serie artikelen werd door JBreskog een
aantal algoritmen voor toetsing en schatting van strukturele
modellen uitgewerkt, welke speciaal van belang zijn voor de
representatie en analyse van theorieitn. Er is een drietal
-
hoofdliJnen in het werk van genoemd auteur te onderkennen
dat tot deze bewering aanleiding geeft.
Allereerst slaagde de auteur erin algoritmen voor faktor-
analytische modellen te ontwikkelen waarmee modellen met
ongemeten variabelen en met ingewikkelde niet-rekursieve
relatiepatronen kunnen worden onderzocht. Dit was tot voor
enkele  laren  niet  mogelilk.  In  het  vorige  hoofdstuk  bleek
dat faktor-analyse weliswaar gehanteerd kan worden als een
struktureel model, maar tevens werd duidelijk dat vele
beperkingen aan deze werkwijze zi]n verbonden. Gezien van-
uit modellen met ongemeten variabelen is de belangrijkste
beperking dat geen hoofdtheorie kan worden gespecificeerd.
Immers, hoewel de matrix met faktorkorrelaties kan worden
geschat, geeft deze geen inzicht in de strukturele relaties
tussen faktoren (ongemeten variabelen).
Een eerste uitbreiding kwam in de vorm van een alge-
meen model voor de analyse van kovariantiestrukturen (]8res-
kog   1970) . Hiermee is onder meer "second order" faktorana-
lyse mogeli]k, een procedure waarbiJ faktorkorrelaties wor-
den verklaard door nos verder weg liggende faktoren. Ook
kunnen modellen met een rekursieve hoofdtheorie worden
onderzocht. Een beperking is echter dat in de hoofdtheorie
geen storingstermen Zi Jn toeqestaan en dat slechts een
indikator per ongemeten variabele in het model kan worden
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opgenomen. In 1973 kwam dezelfde auteur met een model
waarin storingstermen w61 zijn toegestaan en weer een jaar
later verscheen een artikel waarin modellen met meerdere
indikatoren per ongemeten variabele kunnen worden onder-
zocht  (JBreskog  1973,  1974).  Een  beperking  voor  al  deze
modellen is dat zij gebonden zijn aan de eis van rekursivi-
teit.  In  1976 wordt ook hiervoor een oplossing gegeven in
het zogenaamde LISREL-model, tot op heden wel het meest
flexibele model op het gebied van modellen met ongemeten
variabelen (]Breskog  1976).
Een tweede ontwikkeling, welke van bepalend belang  is
geweest voor de empirische ondersteuning van theoriedn via
de  analyse van strukturele modellen,  is het ontwerpen  van
"maximum-likelihood" schattingsprocedures. Hierdoor werd het
mogeliJk modellen te toetsen op hun "goodness of fit", met
behulp waarvan een kontrole op de modelspecifikatie kan
worden uitgevoerd. Dit betekent  dat een theorie zoals  deze
is gerepresenteerd in een struktureel model, empirisch kan
worden getoetst op juistheid. Een tweede voordeel van kontro-
le   modelspecifikatie is dat systematische meetfouten kun-OP
nen worden onderzocht. Wanneer het vermoeden bestaat dat
bepaalde methodenfaktoren in het spel zijn, kunnen deze
worden opgenomen  in de modelspecifikatie, waarna  via  een
toets op "goodness of fit" de juistheid van dit vermoeden
kan  worden  onderzocht.  (Zie  voor  dergelijke  toepassingen
vooral Burt 1973 en Long 1976 alsook hoofdstuk 4 van deze
dissertatie). Een derde voordeel is dat schattingen niet
worden beinvloed door meeteenheden van indikatoren. Dit
laatste is om voor de handliggende redenen voor modellen
met latente variabelen van groot belang (zie hoofdstuk  4).
Een laatste pluspunt dat hier te noemen valt, is het feit
dat ondanks de bij laatstgenoemde modellen vaak optredende
overidentifikatie, effici2nte schatting van modelparameters
mogeliJk is.
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Een derde ontwikkelingslijn waarvoor genoemd auteur van
bepalend belang is geweest, is de uitwerking van schattings-
methoden voor modellen ten aanzien waarvan de onderzoeker
vooraf modelspecifikaties invoert en als restrikties oplegt
aan de parameterschatting. Dit wordt mogelijk gemaakt door-
dat in een LISREL-analyse naast zogenaamde vrije model-
parameters ook gefixeerde parameters en gebonden parame-
ters mogen voorkomen. Een gefixeerde parameter is een
parameter welke voor de aanvang van de schatting een
bepaalde waarde wordt toegekend. Gebonden parameters zijn
parameters waarvan de waarden een vooraf bepaalde verhou-
ding hebben tot elkaar. Een technisch voordeel van dergelij-
ke parameters is dat een adekwate oplossing kan worden
gevonden voor het identifikatieprobleem. Een tweede voordeel
is dat specifieke relatiepatronen uit een theorie als een
verzameling hypothesen kunnen worden gerepresenteerd in
strukturele modellen.  Het  voor deze studie meest belangrijke
voordeel is dat de in hoofdstuk 5 te behandelen betrouw-
baarheids- en geldigheidsko fficianten als gefixeerde para-
meters in de analyse van een struktureel model kunnen
worden ingevoerd. Die vorm van faktor-analyse waarbij dit
laatste   mogelilk   is,   wordt   door  Jdreskog " confirmatory
faktor-analyse genoemd, als onderscheiden van de traditione-
le " exp Zorative" faktor-analyse. In deze "confirmatory"
faktoranalyse is bovendien het principe van "maximum-likeli-
hood"-schatting gerealiseerd, waarmee een zeer bruikbare
procedure is ontstaan. Om die reden wordt dit type faktor-
model  hieronder nader toegelicht.  Daarna volit een schets
van  het  tot op heden meest flexibele model, te weten  het
LISREL-model.
'bonfirmatory factor analysis" (CFA)
Uitgangspunt is het volgende faktormodel
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y = A f + u--
met als populatie variantie-kovariantie matrix
I     =  A  (D  A'+ 9-yy   - - -   -
waar I =      E(y y  9     ,       0    = E(I f' ) en 1  = E(uu') de- YY               -                        --
kovariantie-matrices zijn van respektievelijk inputvariabe-
len, faktoren en uniciteiten. Stel I is een willekeurige niet
idempotente transformatie-matrix, waarmee de volgende bewer-
kingen worden uitgevoerd
A* =  A T
-1
,   0*=   T A T' ,   f*=   T f-   --   -  --- -  --
In dat geval geldt  A*f* =At en ook y = A* f *- + u. We
-- -  --  -
zagen dit probleem al eerder in dit hoofdstuk optreden als
gevolg van onbepaaldheid in de meeteenheid van een opgeme-
ten variabele.
Bi]  een CFA kunnen restrikties worden opgelegd zowel
aan faktorladingen als aan faktorkorrelaties. Deze restrik-
ties kunnen betreffen de aanname dat bepaalde parameters
een. gefixeerde waarde hebben, inklusief de waarde nul,  6f
dat bepaalde parameters aan elkaar gelijk zijn. Deze moge-
lijRheid garandeert niet alleen een hoge mate van flexibili-
teit ten aanzien van modelspecifikaties, maar kan bovendien
leiden tot een meer reaele oplossing van het identifikatiepro-
bleem. Indien voldoende model-assumpties worden geformu-
leerd, kan de strukturele vorm op unieke wijze uit de
gereduceerde vorm worden afgeleid. Er zijn vele regels voor
het  bepalen  van de identifikatiestatus van een model, welke
te omvangriJk en komplex zijn om hier te behandelen.
Verwezen kan worden naar Anderson en Rubin 1956 en
]Breskog 1969. Voor meer pragmatische procedures van identi-
fikatiekontrole kan worden verwezen naar Werts, Jareskog en
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Linn 1973 alsook een publikatie van de vakgroep methoden
en technieken van de vrije universiteit te Amsterdam 1976.
(Zie literatuurlijst)
Een ander voordeel van CFA zou kunnen zijn dat de
semantische betekenis van faktoren, op te vatten als latente
variabelen,  v66r  de  analyse  kan  worden  vastgelegd  via
model-assumpties. Juist daze eigenschap kan ervoor zorgen
dat faktor-analyse uit de exploratieve sfeer komt. Jareskog
hierover: "Factors can be defined to have desired properties
and  if a preliminary interpretation is available, the restric-
tions can be chosen to make any subsequent rotation unneces-
sary".   (Jdreskog  1969: 184). Hoewel  CFA in vergelijking  met
de meer traditionele vormen van faktor-analyse op dit punt
ontegenzeglijk voordelen biedt, zullen in hoofdstuk 4 enkele
bezwaren te€en deze uitspraak worden Reformuleerd en uitqe-
werkt.
Ofschoon  CFA  zoals  reeds  is  gezegd,  niet  toestaat  de
analyse van modellen  met een hoofdtheorie,   is  deze  vorm
van faktor-analyse van doorslaggevende betekenis geweest
voor de ontwikkeling van strukturele modellen met ongemeten
variabelen.  Dit  met name vanwege de mogelijkheid om theore-
tische inzichten in de vorm van model-assumpties in model-
len te representeren.  Met de ontwikkeling van CFA is een
verbinding tot stand gekomen tussen modellen in de psycho-
metrie  en de ekonometrie. Goldberger  (1971:  97) : "As presen-
ted here, the econometric analysis of simultaneous equation
models ressembles confirmatory, as distinguished from explo-
ratory factor analysis". Het valt te verwachten dat deze
verbinding in de toekomst aanleiding zal zijn tot interessan-
te ontwikkelingen.
ZisreZ
Hieronder volgt een beschrijvinE van het type modellen dat
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met behulp van LISREL kan worden onderzocht. Zoals gezegd
is LlSREL op het gebied van modellen met ongemeten variabe-
len wel het meest flexibele systeem dat tot op heden is
ontwikkeld. ZO kunnen modellen worden behandeld waarvan
· de  hoofdtheorie een ingewikkeld en niet-rekursief relatiepa-
troon laat  zien, ziln zowel "errors in equations" als "errors
in variables" toegestaan en is meervoudige operationalise-
ring mogelijk. In onderstaande wordt het identifikatie- en
schattingsprobleem niet aangeroerd, aangezien hiervoor uit-
stekende handleidingen voorhanden  zijn. (Zie literatuurlijst).
Het model betreft G latente endogene variabelen, verza-
meld in een G*1 vektor n en H latente exogene variabelen,
verzameld  in  een H*1 vektor f . Deze latente variabelen
vormen gezamenlijk de hoofdtheorie, weer te geven in de
volgende verzameling strukturele vergelijkingen.
(3.15)  ri=rE+4 (hoofdtheorie)
Hier is B een G*G matrix met strukturele parameters terwijl
5     een G *lvektor   is met storingstermen. De volgende   sys-
teem-assumpties gelden
E(D) ECE)=ECS)=0,E(&59 =0-                  -
De laatste assumptie betekent dat moet worden aangenomen
dat de exogene variabelen niet samenhangen met de storings-
termen. De latente variabelen n en E worden gemeten via
-        -
respektievelijk P indikatoren y. verzameld  in  een  P *1  vektor
1
y, en Q indikatoren x. verzameld in een Q*1 vektor 3.1
Gemakshalve wordt ook hier uitgegaan van afwijkingskores.
De epistemische relaties kunnen als volgt worden gerepre-
senteerd. (Variabelen in afwijkingskores)
(3.16) Y= 8.-0+6
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(3.17) x=  A E +E- x .
z   = [y' 5,1 '
De vektoren 6 en E betreffen de meetfouten in respektievelijk
-       -
y en x, terwijl A en Ax de P*G respektievelijk Q*H- - -Y
matrices zijn met epistemische parameters. Ten aanzien van
de meetfouten dienen de volgende systeem-assumpties te wor-
den gemaakt.
E(En')=0 , E(On')=0 , E(EE')=0 , E(625')=0- - 1- -- - --- --...
E(66')=0 , E(Ec')=0 , E(Ea')=0- - - -- - --  -
Voorts worden de volgende kovariantie-matrices onderscheiden
E z z=E  (z z' )    ,      f  =  E  (igr')      ,      t     =    E  ( 5  6 ' )
26= E(SE') , 26= E(66')
waar de systeem-assumpties gelden  dat e 2  en 02 diagonale
r         --
matrices zijn. Dat wil zeggen, de meetfouten worden geacht
onderling niet samen te hansen. De kovariantie-matrix van
gemeten variabelen Z kan worden onderverdeeld in  drieZZ
verschillende submatrices, te weten: E , de P*P matrix met-XX
kovarianties tussen indikatoren x. i = 1,....,P,  E   ,  de1                            - YY
Q*Q matrix met kovarianties tussen indikatoren yj J=l'..,Q
en I , de P*Q matrix met kovarianties tussen x. en y .
--Xy                                                                                                                1               ]
I                   I-yy -yx
I    =
-ZZ
-xy     -xx
Met behulp van (3.16) en (3.17) kan deze matrix als volgt
worden uitgewerkt
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/ byDD '4  +  55'     1    *5' &  +  53'
/  +A..nE' + En'N.       +A..n6' + EE' AL
(3.18)  E  =E| -
-V--         -- - -y--    -9 -A.
zz                 (     Axf:].1: &3   I    .ff·   -'-   -Aiff,Ex-+-ff·
\+8xf   E'+62'A.'     1     -1-Axff'  + ff'Ax
Ook deze matrix kan nog verder worden ontwikkeld met name
voor wat betreft E(08') en E (nE'). Met behulp van (3.15)--
kan voor de kovariantie-matrix van n worden geschreven
E (nn') = E [(B-lrE + 8-1 4 )   (B-lrE + 8-1 6 ),]-- -  --  - -4 -4  --1   - -
= 8-1 rE(65,) r,B-1,+ 8-1 FE(64,)8-1,
-   --   .V - -  -4-  -
+ B lE(CE') r'B 1,+ B- lE(44,)B-1,-    --  -
Aangezien E( 44,)= 0, E(EE')= 4, en E(64')= 9 gaat deze
-- -- - -- -
vorm over in
E (nn')   =    B-lr (D r'B-1,+  8-19  8-1,
-- - -     -    -4 - - --
(3.19) E (nn')   = B (r $ r'+  9 )B     '
-1 -1
-- -  -- --
We herkennen hierin een "second order" faktormodel, evenwel
met  weglating van storingstermen.   (Zie  J8reskog  1974).  Voor
de kovariantiematrix betreffende n en  geldt naar aanlei-
ding van (3.15)
E(ri    E' )   =  8-1[ E(5 5,    +  5 5,  )--
(3.20) E( 33 6,) =ij-1 E *
Substitutie van (3.19) en (3.20) in (3.18) geeft tenslotte
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AyB-1(E f r'+ I )I}-1'At + 826 AY -1 EPA.x.
E    =E - - -------
-------------  -
-ZZ
A      $   r'B -lfA '
-x-  - -     -1'                       ;        
  1,  2  tx   +   96
Het LISREL-programma van 18reskog voor het schatten van
de modelparameters is erop gericht de steekproefkovariantie-
matrix 5- en de uit het model resulterende theoretische
kovariantie-matrix I zo weinig mogelijk te doen verschil-
·-ZZ
len, waarbij de parameters ten aanzien waarvan model-as-
sumpties gelden, worden behandeld als konstahten.  Een  en
ander geschiedt via het op iteratieve wijze minimaliseren
van de volgende funktie.
log  L  =     N   [log| Ezz|   +    -tr   (S      E-zlz)]
Voor verdere bijzonderheden aangaande deze procedure wordt
verwezen naar de oorspronkelijke literatuur (]Breskog 1972,
Jdreskog and Van Thillo 1974) alsook een publikatie van de
vakgroep methoden en technieken van de- Vrije Universiteit
te Amsterdam 1976).
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4. MODELSPECIFIKATIE: EEN KRITIEK
De modellen in hoofdstuk 3 vertonen kenmerken welke bij
nadere analyse problematisch blijken te zijn. Allereerst is
er  sprake  van een verstrengeling  van een tweetal aspekten:
(a)  uitspraken op theoretisch nivo worden vertaald in ter-
men van relaties tussen ongemeten variabelen en (b) ongeme-
ten variabelen worden vertaald in termen van indikatoren.
De beide hierop betrekking hebbende subsystemen, te weten
hoofd-  en  hulptheorie, worden tegeZ€jkert€jd in  66n  en
dezelfde analyse onderzocht. Zoals  in dit hoofdstuk wordt
uitgewerkt, ontstaat hierdoor een verwarring van epistemi-
sche  en  strukturele  aspekten  alsook een verwaarlozing van
de  problematiek van operationalisering en meting,  met  als
gevolg dat de betrouwbaarheid en geldigheid van theoriekon-
struktie onder druk komen.
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Een tweede hieronder te behandelen probleem vloeit voort
uit het feit dat analyse plaatsvindt op basis van afzonderlij-
ke indikatoren. Voor latente variabelen evenwel geldt dat
zij per definitie meerdere betekenisaspekten omvatten, zodat
geen der indikatoren de betekenis van zo'n variabele volle-
dig representeert. Wanneer niettemin parameterschatting ge-
schiedt op basis van afzonderlijke indikatoren dan zijn
hiervan konsekwenties te verwachten voor de geldigheid van
theoriekonstruktie. Het bijzondere van dit geldigheidspro-
bleem is dat het niet zoals gewoonlijk is gelokaliseerd in de
operationaliseringsfase, maar eerst optreedt tijdens de analy-
se.
Wat betreft de eerstgenoemde problematiek laten nadere
analyses de mogelijkheid zien van een uitbreiding van het
begrip meetfout naar een konseptie met aanzienlijk meer
relevantie voor een politikologisch en sociologisch gebruik
van modellen met ongemeten variabelen dan de traditionele
opvatting dienaangaande. ( Paragraaf  1).
In het kader van de tweede problematiek kunnen zoals
zal blijken twee typen "bias" worden onderscheiden, welke
nauwe verwantschap vertonen met meetfouten, aangezien zij
storende effekten hebben op de betekenisverlening aan laten-
te variabelen. (Paragraaf 2).
Op deze analyses berust een voor deze  studie centrale
stellingname dat noch de in dit hoofdstuk uitgewerkte typen
meetfouten noch de beide typen van "bias", optredend als
gevolg van het analyseren op basis van afzonderlijke indika-
toren, liggen op het vlak van de traditionele kriteria voor
schatting en dat het juister is te spreken van een, overi-
gens juiste, schatting van niet-beoogde parameters.
1. MEETFOUTEN
Met  de term meetfout wordt vrijwel steeds bedoeld een
"random" verstoring van data als gevolg van een onvolkomen-
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heid van  (de hantering van) meetinstrumenten. Deze opvat-
ting, welke men tegenkomt in de psychometrie (klassieke
meettheorie) en de ekonometrie ("errors in variables") gaat
evenwel voorbij aan het bestaan van verstoringen met een
systematisch karakter. Zo zijn er systematische meetfouten
welke voortvloeien uit het feit dat data niet onafhankelijk
van de onderzoeker tot stand zijn gekomen. Deze, tesamen
met "random" meetfouten, liggen op het vlak van betrouw-
baarheid en worden hier type a meetfouten genoemd. Kenmer-
kend is dat zij optreden tijdens de fasen van dataverzame-
ling en -verwerking. Daarnaast zijn er systematische meetfou-
ten, liggend  op  het  vlak van geldigheid. Deze vloeien voort
uit mankementen in de operationaliseringsfase en worden
hieronder type b meetfouten genoemd. Een nadere uitwerking
van genoemde typen meetfouten is gewenst.
type a meetfouten
Zoals gezegd betreft het hier in de eerste plaats "random"
meetfouten. Voorbeelden zijn vergissingen van de onderzoeker
zoals waarnemings-, registratie-, kodeer- en ponsfouten. Ook
onderzoekspersonen kunnen zich vergissen in hun reaktie op
vragen doordat zij zijn afgeleid of iets verkeerd begrijpen.
Aangenomen wordt dat dit soort verstoringen steeds gaan in
een willekeurige richting,  dat wil zeggen het meetresultaat
ofwel de geobserveerde skore wijkt nu eens positief, dan
weer negatief af van de werkelijke skore. Dergelijke random
fouten worden voortaan type al meetfouten genoemd.
Daarnaast zijn er verstoringen met een systematisch ka-
rakter welke evenals type al meetfouten liggen op het vlak
van  de meetbetrouwbaarheid. Het betreft hier effekten of
eigenschappen van indikatoren welke niet zozeer te maken
hebben met de inhoud ervan maar met bepaalde bijkomende
aspekten. Een bekend voorbeeld is het anticiperen van
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onderzoekspersonen op heersende meningen en verwachtingspa-
tronen. In dit verband kunnen worden genoemd interviewer-
bias en sociale wenselijkheid van antwoorden. Een ander
voorbeeld vormen leer- en geheugenprocessen. Tijdens het
onderzoek  leren  onderzoekspersonen  zich  op  een  bepaalde
wijze  gedragen  of  herinneren  zich  eerdere  antwoorden  en
richten zich op de konsistentie in hun antwoorden.
Ook van de onderzoeker zelf kunnen systematische versto-
ringen uitgaan tijdens de dataverzameling en -verwerking.
Een bekend voorbeeld  is het halo-effekt.  Hier  gaat  men er a
priori vanuit dat de onderzoekspersonen bepaalde zaken als
samenhangend beschouwen.   In dit verband spreekt  men  wel
van impliciete persoonlijkheidstheoriein (Barman and Kenny
1976).
De genoemde faktoren met systematische effekten komen
overeen met wat Campbell en Fiske methodenfaktoren noe-
men.   (Campbell and Fiske  1956).   Het  voor deze studie meest
belangrijke gevolg van een methodenfaktor is dat indikato-
ren sterker met elkaar korreleren dan bij afwezigheid van
zo' n   faktor. Het meest duidelijk   doet   zich   dit   voor   bij   het
halo-effekt, om welke reden  men  hier  wel  spreekt  van
korrelatiebias. "Nonrandom" meetfouten van dit type worden
voortaan aangeduid als type a2 meetfouten.
type b meetfouten
Vooral wanneer het gaat om latente variabelen is er sprake
van een omvangrilk en komplex meetproces. Schematisch kan
dit proces als volgt worden weergegeven.
1
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konseptua- indicering operationaL€- dataversame Zing
Zisering sering dataverwerking
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In dit schema zijn een viertal nivo's onderscheiden in een
steeds verdergaande konkretisering van een abstrakte latente
variabele  in de richting van onderzoeksdata.  Om  van  het
ene nivo naar het andere te komen is een reeks aktiviteiten
nodig,  welke  aangeduid wordt door de termen indicering,
operationalisering, dataverzameling en dataverwerking.  Ver-
storingen welke optreden bij de indicering en operationalise-
ring hebben steeds een systematisch karakter en liggen op
het vlak van geldigheid. Ik spreek hier voortaan van type
b  meetfout.  De  kern  van  dit  type  meetfout  is  de  eis dat
tijdens  de  fase  van  indicering  en  operationalisering  de
betekenis van een theoretisch begrip behouden blijft en
tevens dat geen andere betekenissen worden toegevoegd. Deze
eis  laat zich konkretiseren  in het volgende tweetal vragen:
( 1)   wordt een theoretisch begrip in voldoende mate gerepre-
senteerd door het samenstel van indikatoren en (2) indiceren
deze laatste 66n en slechts adn theoretisch begrip? Op grond
hiervan ontstaat de volgende tweedeling van type b meetfou-
ten.  Indien en voorzover de eerste vraag ontkennend wordt
beantwoord, wordt van type bl meetfouten gesproken. Een-
zelfde antwoord op de tweede vraag geeft aanleiding om te
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Hieronder wordt de vraag uitgewerkt of, en zo ja in welke
richting en mate, modelparameters worden verstoord door de
onderscheiden typen meetfouten.
Aangaande random meetfouten kan worden gesteund op
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een lange traditie in de psychometrie. Het gebied van
nonrandom meetfouten evenwel is weinig ontgonnen,  dit  ter-
wijl juist hier de belangrijkste problemen liggen voor de
analyse van modellen met ongemeten variabelen.
verstoring van parameters
De relevantie van de problematiek van random meetfouten
(type al) in het algemeen en voor kausaal onderzoek in het
bijzonder, werd en wordt niet altijd onderkend. Sommigen
hanteren het argument dat indien een gekorrifeerde korrela-
tiekoafficiant statistisch signifikant  is,  dit ook geldt  voor
een niet-gekorrigeerde koafficient. Dit is onjuist aangezien
kan worden bewezen dat een geobserveerde partiaZe korre-
latiekoefficiant zowel een onder- als een overschatting kan
geven  van  de  werkelijke  (errorvrije)  partidle  korrelatie-
koafficient (zie Bohrnstedt and  Carter 1971). Ook Blalock
(1961: 149) liet zien dat zonder korrektie geen zinvolle
kausale interpretaties van partidle korrelaties mogelijk zijn.
Een andere misvatting aangaande random meetfouten is
dat zij elkaar zouden neutraliseren. Een tweetal Over-
wegingen maakt deze aanname uiterst riskant. Allereerst kan
een nivellerend effekt slechts het midden van een meetschaal
gelden. Voor extreme waarden zullen verstoringen systema-
tisch in de richting van het schaalmidden gaan, aangezien
zij niet of moeilijk nog extremer kunnen worden (zie Bogue
and Murphy 1964). Hier is sprake van een p lafond- effekt.
Het gevolg is dat random meetfouten s teeds een verstoring
teweeg brengen in de multivariate verdeling van variabelen
(Bogue and Murphy 1964). Dit betekent dat parameters van
deze verdeling (varianties, korrelatiekoefficidnten) systema-
tisch zullen worden verstoord. Het kan worden bewezen dat
deze verstoringen gaan in  willekeurige richting, hoewel
meestal de parameters zullen worden gedrukt. (Bohrnstedt
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and  Carter 1971). Samengevat spelen random meerfouten   een
dubbele rol: Op univariaat nivo leiden zij tot een verstoring
van de verdeling van werkelijke skores en op multivariaat
nivo ontstaat (meestal) een reduktie van parameters in de
richting van de waarde nul.
Ook type bl meetfouten kunnen de analyse van modellen
met ongemeten variabelen  in sterke mate verstoren. Dit
wordt verduidelijkt aan de hand van het model in figuur
4.1. De parameters ex en 0 Y
E£1                   ,9 4-4Y               1     111
8                                         0
X
.//FX oy\  YX
Figuur 4.1. Model met 2 ongemeten variabelen, elk gemeten
via een index.
geven een indikatie van de mate van type bl meetfouten in
respektievelijk   X   en   Y.  (Zie voor verdere verklaring  para-
graaf   1   en   2 van hoofdstuk   5).   Stel   dat   voor dit model
geldt r(XY)=.24,   ex  =·90,   ey  =·89.  Voor Yll wordt  dan
*evonden  Yii=    ·24/690*.89> =  .30. Stel voorts  dat  type  bl
ineetfouten niet zouden zijn onderkend. Zoals in hoofdstuk  5
wordt uiteengezet betekent deze aanname 8 = 0  = 1.  InX Y
dat geval zou gelden Yll=r(XY)=.24. Het valt niet moeilijk
in te zien dat type bl meetfouten steeds zorgen voor een
onderschatting van struktureLeparameters.
Type a2 en b2 meetfouten kunnen, zowel voor wat betreft
hun opsporing (hoofdstuk 5) als wat betreft de verstoringen
welke zij teweeg brengen, onder 66n noemer worden  ge-
bracht. In beide gevallen is sprake van het meten van iets
terwijl het geen objekt is van meting. Er zijn echter grote
verschillen in aard en konsekwenties van verstoringen.
Type a2 meetfouten kunnen worden verduidelijkt aan de
hand van een voorbeeld betreffende de meting van leeftijd
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( El) ·   Stel   dat deze errorvrije variabele wordt gemeten   via
de vraag (indikator) "wat is uw geboortejaar?" zowel ge-
steld  in een enquBte  (xl )  als  in een interview  C x2)
In zo'n situatie is het mogelijk dat de ouderen systema-
tisch een onderschatting geven en de jongeren een dito
overschatting. Het is duidelijk dat een korrelatie ontstaat
tussen de errorvrije variabele leeftijd ofwel de werkelijke
leeftijd en de meetfout. We kunnen dit ook zien als het
gevolg van de werking van een methoden faktor EM. Deze is
te omschrijven als "sociale wenselijkheid". De ouderdom is
vaak niet meer in tel en de jeugd nog niet. Deze methoden-
faktor opereert niet zelfstandig,   maar   is   in zijn werking
afhankelijk (over- versus onderschatting) van de werkelijke
leeftijd. Bovenstaande kan worden weergegeven middels model
(a) in figuur 4.2.
61               ./ 11%t11          2El\*//EM */E 2
1                                     2                                        El-E 2
(a) (b)
Figuur 4.2. Een tweetal modellen met nonrandom meetfouten.
Model (b) ontstaat wanneer de methodenfaktor EM in model
(a) niet wordt onderkend.
De bij model (a) behorende vergelijkingen zijn:
(4.1) xk = Aklcl + AkMEM + Ek   k=l,2
(4.2) E   = A    EM    Ml 1
Het systematische karakter van type a2 meetfouten blijkt
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wanneer wordt uitgegaan van een situatie waarin EM niet
wordt onderkend zoals het geval   is in model   (b).   In  dat
geval wordt het effekt van EM opgenomen in de meetfoutkom-
ponenten Ek k=l,2.
(4.3)  xk = X11El + EC waar Ek =11<MEM +Ek k=1,2
Hier geeft o aan dat het gaat om de gewijzigde situatie
zonder EM. Het gevolg is dat de basis-assumpties uit de
klassieke meettheorie  (zie  (5.2) ) niet langer opgaan. Immers
(4.4) 0(E k  6 1  
=
XkMAM1  0 0 k=1,2
en
(4.5) 0(Eo En )= X
1 2 IMA2M 0 0
Dit leidt ertoe dat model (b) in figuur 4.2 kan worden
beschouwd  als een gelijkwaardig alternatief voor model  (a).
Een tweede gevolg van a2 meetfouten is een systematische
verstoring van de kovariantie tussen twee variabelen x1 en
x2. Op grond van (4.1) en (4.2.) geldt
(4.6) 0(xlx2) = X11121+ Allx<MAM1+X21AZMAM1+llM 12M
De kovariantie tussen x1 en x2 berust kennelijk voor een
deel op de werking van een methodenfaktor, welk deel als
kunstmatig moet worden bestempeld.
Een andere konsekwentie van het niet onderkennen van
EM is dat de parameters X k=1,2 onzuiver worden geschat,k 1
als  gevolg  van   het   feit  dat   El   en   Ell   in (4.3.) samenhan-
gen. Ervan uitgaande dat de ongemeten variabelen zijn
gegeven in standaardskores en de gemeten variabelen in
afwijkingsskores, is 1;1 k-1,2 in (4.3.) gelijk aan de
kovariantie tussen xk en 61.Op basis van (4.1) en (4.2)
kan voor deze kovariantie worden geschreven
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(4.7) kl - kl kM  Ml
Het blijkt dat All een overschatting geeft van A Resume-kl'
rend kan worden gezegd dat de aanwezigheid van een
methodenfaktor leidt tot verstoring van zowel de assumpties
Uit de klassieke meettheorie als van de schatting van
epistemische parameters.
Wanneer de methodenfaktor niet samenhangt met de error-
vrije variabele, zijn de gevolgen iets minder ingrijpend. In
dat geval geldt X -0 zodat c( 11 41)= 0 (zie (4.4)). MetM1
andere woorden, een samenhang tussen meetfout  Ek en error-
vrije variabele
61
blijft uit. Bovendien volgt uit (4.7) dat
de schatting van epistemische parameters niet wordt ver-
stoord.
Alvorens tot slot over te gaan op een behandeling van
de konsekwenties van type b2 meetfouten voor modellen met
ongemeten variabelen, wordt gewezen  op  een in hoofdstuk  5
nader uit te werken wijze voor het opsporen van dergelijke
fouten, te weten de analyse van konseptmodellen. De essentie
van deze werkwiJze is dat indikatoren, bedoeld voor de
meting van 66n (unidimensionele) latente variabele, worden
onderzocht op unidimensionaliteit. Brengt de analyse naar
voren dat naast de te meten variabele nog andere latente
variabelen in het spel zijn, dan zijn er twee mogelijkheden.
Een eerste geval is afgebeeld in model (a) in figuur
4.3.,   waar een latente variabele El' welke  voor wat betreft
de indikator Yl geen obJekt is van meting maar er niettemin
een epistemische relatie mee heeft (q#0), onderdeel uitmaakt
van de hoofdtheorie. Wanneer de epistemische relatie tussen
yl en 61 niet wordt onderkend (specifikatiefout) heeft dit
nadelige konsekwenties voor de schatting van de strukturele
104
parameter Yll.  Immers de korrelaties tussen Yl enerzijds en
x1 en x2 anderzijds, zullen hoger zijn als gevolg van de
betekenissamenhang tussen   yl   en 410 Aangezien  het  de
korrelaties r(XlYl) en r(X2Yl) zijn waarop de schatting van
Yii mede is gebaseerd, zal een en ander aanleiding geven
tot overschatting van Yli· Anders gezegd, de aldus gevon-
den sterkte van kausale afhankelijkheid tussen El en nl is
voor een deel kunstmatig.
E                Yi'             'n i                                        vi'              I n
 1
4 «/ A /\ «I\
X 1        X2 Yl
'2 x.     x'   i.      i'1              11              11           1£1  62 61 62 El    %  61     62
(a) (b)
Figuur 4.3. Een tweetal modellen met type b2 meetfouten.
Voor een verstoring zoals hier beschreven, gebruikt Costner
(1969) de term "differential bias". Als voorbeeld geeft hij
de  verstoring  van  de  relatie  (Yii)  tussen  sociale klasse
(El) en kriminaliteit   (nl) ' welke verstoring optreedt   als
gevolg van het feit dat het aantal arrestaties (Yl) zowel
een indikator is van kriminaliteit als van sociale klasse.
(Zie model (a) in figuur 4.3., waarbij de betekenis van x1'
x2    en Y2' zijnde niet-essentiedl    voor het betoog,    in   het
midden wordt gelaten). Het geschetste probleem staat bekend
onder de benaming "drift of indicators" alsook konta-
minatie.
Een tweede denkbaar geval bij de opsporing van type b2
meetfouten   is   dat een ongemeten variabele   (n* ) welke  geen
objekt  is van meting van bepaalde 'indikatoren   (Yl  en  Y2)'
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geen onderdeel uitmaakt van de hoofdtheorie (zie model (b)
4
in  figuur  4.3. ). Anders gezegd, n* representeert een ongeme-
ten variabele welke g66n theoretische relevantie heeft. De-
ze zal bijdragen aan de samenhang tussen Yl en Y2' welk
deel  van de samenhang ten onrechte  aan  E 1 wordt toegeschre-
ven indien n* niet wordt onderkend. Hier dreigt overschat-
ting voor X en X In hoofdstuk 5 wordt bepleit om teyll y21'
korrigeren voor dergelijke invloeden.
2. EPISTEMISCHE EN STRUKTURELE BIAS.
Tijdens de fase van analyse van modellen met ongemeten
variabelen ontstaan problemen welke het gevolg zijn van een
problematische verhouding tussen ongemeten variabelen en
indikatoren. Het centrale probleem is hoe inzicht te krijgen
in de relaties tussen de ongemeten variabelen op basis van
gekonstateerde verbanden tussen de indikatoren.
epistemisehe bias
Een van de meest ingrijpende problemen hierbij betreft de
schatting van epistemische parameters. Wanneer deze schat-
ting wordt uitgevoerd met behulp  van een "full-information"-
techniek, ontstaat een vervlechting van epistemische  en
strukturele aspekten  van het model, welke een bedreiging
vormt voor de semantische eigenschappen van de variabelen
in  de  hoofdtheorie.  Voor een verduidelijking wordt uitgegaan
van model (a) in figuur 4.3, met als vooronderstelling dat
geen   type b2 meetfouten   in dit model aanwezig   zijn   (q=0).
Stel dat de korrelatie-matrix S met steekproefkorrelaties
tussen  de  indikatoren er voor dit model als volgt uitziet.
(De gegevens ontleen ik aan Burt (1973: 152).
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xl x2  1 Y2
Xl  1  .24 .09 .21
x  I       1 .18 .22
216 =
"   11                               1         3 7
 2\    1
Stel  voorts  dat  61  en  n 1  met hun respektievelijke indikato-
ren worden geanalyseerd als twee afzonderlijke submodellen.
( In   hoofdstuk 5 spreek   ik   in zo'n geval van konseptmodel-
len). Een schatting  van de epistemische parameters  zou  er
dan als volgt uitzien.
Axll= Xx21- 4 r(xlx2)- 4.24= ·49
Iyll= Sy21= 4 r(yly2)= 4.37= .61
Schatting van dezelfde parameters, nu met behulp van een
FIML-procedure geeft
-
Xxll= '45, fx21= '59, iyll= .49 en ly21= .75
De verschillen tussen beide schattingen zijn het gevolg van
het feit dat de FIML-schatting is gebaseerd op de geheZe
korrelatiematrix terwijl de eerste schatting is gebaseerd op
twee submatrices van @. De reden waarom bijvoorbeeld in de
FIML-schatting X hager is  dan X is dat x sterkerx21 x11           2
samenhangt met respektievelijk Yl en Y2 dan  x . Een1
analoge verklaring geldt voor het FIML-resultaat Sy21> Ayll'
Dat een en ander konsekwenties heeft voor de geldigheid
van operationalisering blijkt als wordt nagegaan hoe in het
algemeen de betekenisverlening ten aanzien van latente
variabelen tot stand    komt.    De voor sociologen en politiko-
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logen meest voorkomende kontekst waarin het probleem van
betekenisverlening zoals hier bedoeld zich voordoet, is die
van de faktor-analyse. De interpretatie van faktoren (laten-
te  variabelen)  wordt  hier  gebaseerd op  de  betekenis van
indikatoren, waarbij faktorladingen als gewichten kunnen
worden gebruikt. Dit betekent  in het geval  van "full infor-
mation"-schatting dat de betekenis van een latente variabele
mede wordt bepaald door indikatoren welke zijn bedoeld voor
meting  van een andere latente variabele. (Deze laatste
1)
noem ik voortaan externe indikatoren als onderscheiden van
de  op  de te meten variabele gerichte interne indikatoren. )
Het  gevolg  van  bovenstaande  is  dat  de  geldigheid  van
operationalisering achteraf wordt aangetast. Dat wil zeggen,
ook nadat de fase van operationalisering is afgesloten,
worden tijdens de analyse-fase de semantische eigenschappen
van latente variabelen beinvloed, welke beinvloeding nadelig
is    voor een zuivere analyse   van de hoofdtheorie.    Ik    stel
voor hier voortaan de term  epistemische bias te hanteren.
Evenals het geval was met meetfouten, heeft deze epistemi-
sche bias een terugslag op de geldigheid van de hoofdtheo-
rie. Een storing in epistemische parameters heeft een wijzi-
ging van strukturele parameters tot gevolg.
Men zou kunnen tegenwerpen dat het geen nadeel is
wanneer indikatoren betekenis verlenen aan andere ongeme-
ten variabelen dan die welke zij indiceren. Dit strookt met
de opvatting dat theoretische begrippen behalve een empiri-
sche ook een nominale betekenis hebben, welke zij ontlenen
aan hun relaties met andere begrippen uit dezelfde theorie.
(Burt   1973) . Boesjes Hommes   (1970: 117) spreekt   hier  van
funktionele betekenis. Ik heb een drietal bezwaren tegen
deze redenering. Allereerst kan het gestelde hooguit opgaan
voor langdurig getoetste theorieEn. Voor theoriedn welke nog
in een beginstadium verkeren, zoals het Reval is met de
meeste sociologische en politikologische theorieiin, is het
gevaarlijk al te veel belang toe te kennen aan een nominale
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betekenisverlening.  Maar  ook  in  het  geval  van  een  goed
ontwikkelde theorie  is het argument ongeldig. Te zeggen dat
theoretische begrippen hun betekenis mede ontlenen aan
andere begrippen uit de theorie is niet hetzelfde als te
zeggen dat semantische en nominale betekenis met elkaar
moeten worden verward. (Gemakshalve  heb  ik  in deze diskus-
sie even afgezien van het onderscheid tussen theoretische
begippen en ongemeten variabelen).
De geschetste problematiek wordt nog versterkt doordat
de mate waarin externe indikatoren de betekenis van latente
variabelen beinvloeden sterk kan varibren. Bovendien  is
deze beinvloeding meestal ondoorzichtig zodat het moeilijk is
haar  in  de  konklusies  te  verdiskonteren.  Enige  mate  van
duidelijkheid is echter verkrijgbaar aan de hand van de
volgende twee regels. De eerste regel is dat externe indikato-
ren welke sterk samenhangen met interne indikatoren een
grote invloed hebben. De tweede regel is dat externe indika-
toren een  sterker  effekt  hebben  op  de  betekenisverlening
naarmate de interne indikatoren onderling zwakker korrele-
ren. Deze beide regels volgen rechtstreeks uit de FIML-proce-
dure, waar parameters worden geschat als een funktie van
korrelaties tussen aLLe indikatoren. De tweede regel is
bovendien op puur mathematische gronden te verklaren. Een
lage  waarde  van  een  korrelatie  tussen  xk  en  x  kan  tot
1
stand komen als gevolg van een lage en een hoge epistemi-
sche parameter behorend bij de relatie tussen xk en x1
enerzijds en
41 anderzijds, alsook het gevolg van twee
middelmatige epistemische parameters. Met andere woorden,
er is veel speelruimte voor de epistemische parameters,
waardoor externe indikatoren gemakkelijk een storende in-
vloed kunnen uitoefenen  op de schatting.  In het geval  van
een sterke korrelatie tussen interne indikatoren is  deze
speelruimte er niet. Een sterke korrelatie leidt noodzakelijk
tot twee epistemische parameters met beide een hoge waarde.
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De konklusie is dat voor een zuivere betekenisverlening
vooral  van  belang  is  dat  indikatoren van  een  bepaalde
latente variabele sterke onderlinge samenhangen vertonen,
terwijl zij bovendien niet al te sterk dienen te korreleren
met externe indikatoren.
struktureZe bias
Ook ten aanzien van strukturele parameters doen zich in de
gebruikelijke methodiek van analyse van modellen met onge-
meten variabelen problemen voor. Hier vindt schatting plaats
op basis van afzonderlijke indikatoren. Het is echter duide-
lijk dat een indikator een onvolledige representatie geeft
van een latente variabele. De vraag is of hier niet een
schatting gebaseerd op indices  is  aangewezen,  aangezien
deze laatste moeten worden gezien als een betere repre-
sentatie van latente variabelen dan welke afzonderlijke
indikator dan ook. Het antwoord op deze vraag hangt ervan
af of men relaties tussen latente variabelen kan opvatten
als een aggregaat van relaties tussen beider indikatoren. Of
is deze scheiding onmogelijk en dienen indikatoren voor Zdn
en dezelfde latente variabele te worden opgevat als Zon
geheel. Dit laatste lijkt meer plausibel. Immers een latente
variabele kan gedacht worden te zijn opgebouwd uit een
aantal betekenis-aspekten, welke door indikatoren worden
gerepresenteerd. Een reden te meer is dat indikatoren vaak
op zeer ondoorzichtige wijze met elkaar kunnen samenhan-
gen. Uitgaande van de juistheid van laatstgenoemde vizie
stel ik voor de afwijking die ontstaat wanneer wordt geschat
op  basis  van  afzonderlijke  indikatoren  in plaats  van  in-
dices, aan te duiden als struktureZe bias.
Intussen zou de indruk kunnen zijn ontstaan dat de
geschetste problemen kunnen worden ondervangen door onge-
meten variabelen simpel te vervangen door indices, om
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vervolgens het aldus verkregen model te schatten met een
geschikte techniek, als betrof het een model met uitsluitend
meetfoutloze variabelen. Hoewel deze werkwijze  door  de  mees-
te politikologische en sociologische onderzoekers wordt ge-
volgd, kan zij op grond van de resultaten van bovenstaande
analyse niet aanbevolen worden. Weliswaar kan op deze
manier het gevaar voor epistemische en strukturele bias
grotendeels worden ondervangen, maar tegelijkertijd wordt
een nieuw probleem toegevoegd, te weten het negeren van de
diskrepantie tussen index en ongemeten variabele.
Nu een overzicht is ontstaan van mogelijkheden waarop
bij de analyse van modellen met ongemeten variabelen de
geldigheid van deze laatste kan worden aangetast, kan de
voor deze studie centrale stellingname worden geformuleerd
dat,     hoewel    type    al'    a2'    bl    en b2 meetfouten alsook
epistemische- en strukturele bias leiden tot een vertekende
schatting van modelparameters,   deze niet vallen onder  de
traditionele kriteria voor zuiverheid, efficidntie en konsisten-
tie.   Juister   is   het te stellen   dat de aanwezigheid  van
genoemde storingen erop duidt dat het model waarvoor schat-
ting plaatsvindt een ander model is dan hetwelk objekt
dient    te    zijn van onderzoek.    Voor wat meetfouten betreft
betekent dit dat modellen waarin deze meetfouten zich voor-
doen andere modellen zijn dan die welke we pretenderen te
onderzoeken. Aangaande de epistemische- en strukturele bias
houdt dit in dat we modellen onderzoeken met losse indikato-
ren terwijl we zouden moeten onderzoeken modellen waarin
deze laatste ziln samengevoegd  tot  indices.  Met  andere
woorden, genoemde verstoringen leiden niet zozeer  tot  een
foutieve parameterschatting, alswel tot een (overigens zuive-
re, konsistente en efficiante) schatting van niet-beoogde
modelparameters.
Deze konstatering heeft als konsekwentie dat de oplossing
voor de in paragraaf 1 en 2 uitgewerkte problemen niet kan
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worden gevonden in de standaard ekonometrische en psycho-
metrische literatuur en dat nodig is een op deze specifieke
problemen afgestemde aanpak van modellen met ongemeten
variabelen. Hierover gaat het resterende deel van deze
studie.
Dit  hoofdstuk  resumerend  kan  het  volgende worden  ge-
zegd. Naast de gebruikelijke vormen van meetfouten, liggend
op  het  vlak  van de betrouwbaarheid van meting, kunnen
meetfouten worden onderscheiden, welke te maken hebben met
de geldigheid van meting. Deze laatste zorgen voor een
systematische verstoring van de meetresultaten en als gevolg
daarvan tevens van de schatting van modelparameters. Een
tweede kategorie van verstoringen treedt op als gevolg van
het uitvoeren van de analyse op basis van afzonderlijke
indikatoren.  Deze  konstatering  pleit  voor  het  samenvoegen
van indikatoren tot indices, dit evenwel met dien verstande
dat het onderscheid tussen deze laatste en ongemeten varia-
belen blijft gehandhaafd.
2)
Tot slot de opmerking dat de geschetste problemen rond
analyse van afzonderlijke indikatoren zich weliswaar sterk
doen  gelden  in "full information"-schattingsmethoden,  maar
dat dit niet inhoudt een ontkenning van het belang van
deze methoden. Het voordeel ervan is dat van zoveel moge-
lijk kennis omtrent de empirie (de variabelen) gebruik
wordt gemaakt. Dit voordeel blijkt evenwel in het geval van
strukturele modellen met ongemeten variabelen in een nadeel
om  te  slaan.
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5. DE ANALYSE VAN KONSEPTMODELLEN
Analyses in hoofdstuk vier leidden tot de konklusie dat
verschillende problemen kunnen worden ondervangen wanneer
indikatoren worden samengevoegd tot een index. Deze proble-
men betroffen met name de dreiging van epistemische en
strukturele   bias. Een ander argument dat pleit  voor  de
konstruktie van indices en dat verder zal worden uitgewerkt
in dit hoodstuk, betreft de opsporing   van   en de korrektie
voor de diverse in hoofdstuk 4 onderscheiden typen meetfou-
ten. Met het oog op deze uitwerking wordt in paragraaf 1
een zogenaamd konseptmodel gedefinieerd. Verder wordt een
nadere uitwerking gegeven van een tweede konklusie uit
hoofdstuk 4, namelijk dat indices en ongemeten variabelen
goed van elkaar moeten worden onderscheiden. In paraRraaf
2 wordt een procedure uitgewerkt, welke dit onderscheid in
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kwantitatieve zin mogelijk maakt. Meer in het bijzonder
betreft het hier de ontwikkeling van koifficiiinten welke
kunnen worden opgevat als epistemische parameters behorend
bij de relatie tussen een index en een ongemeten variabele.
In    paragraaf 3 tenslotte wordt  ' een procedure uitgewerkt
voor het konstrueren van indices welke optimaal is in het
licht van de in hoofdstuk 4 Reanalyseerde meetfoutenproble-
matiek. Met name gaat het  hier  om  de  bepaling  van
selektiekriteria en wegingsfaktoren voor indikatoren.
1. KONSEPTMODEL
Een voor de analyse van meetfouten geschikt kader is wat
voortaan een konseptmodeZ wordt genoemd. Hieronder wordt
een verzameling  indikatoren  xk k=1,....,K  verstaan,  welke
Zijn bedoeld voor de meting van 66n en slechts 66n ongeme-
ten variabele El' alsmede een op basis van deze indikatoren
gekonstrueerde index X. Hoewel uitsluitend El objekt is van
meting, is de kans groot dat de indikatoren naast & 1 noe
andere ongemeten variabelen indiceren, welke variabelen
worden aangeduid als E m=2,....,M. Afhankelijk van hunm
aard moeten deze Em worden gezien als bronnen van b2 en
of a2 meetfouten. In het vervolg wordt ten aanzien van
aZZe Em m=l,....,M orthogonaliteit voorondersteld, dit op
grond van de overweging dat samenhangen tussen ongemeten
variabelen  de hierna uit  te werken procedures  voor  de
analyse  van meet fouten  al  te zeer zouden kompliceren.
Konform de sociologische en politikologische onderzoeks-
praktiJk worden indikatoren geinterpreteerd als effekten van
ongemeten variabelen welke zij indiceren. Hieraan ligt impli-
ciet de vooronderstelling ten grondslag dat, indien en
voorzover een indikator een expressie dan wel afspiegeling
is  van een ongemeten variabele,  men op hypothetische wijze
kan zeggen dat een verandering in deze laatste leidt tot
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een verandering  in de indikatoren.  Een en ander steunt op
de assumptie van de relatieve belangrijkheid van het beteke-
nisaspekt  dat  een  indikator  xk  representeert  ten  opzichte
van de betekenis  van de ongemeten variabele 61 Triviaal
voor wat betreft de relatie tussen indikatoren en index is
de   opmerking,   dat deze laatste moet worden beschouwd   als
afhankelijk van de indikatoren.
Op grond van het bovenstaande is het mogelijk een
konseptmodel voor te stellen als een model zoals afgebeeld
in figuur 5.1.a . Dit model wordt hieronder in een drietal
stappen besproken, te weten de analyse  van de relatie tussen
(1) de indikatoren en de ongemeten variabelen, (2) de
indikatoren en de index en (3) de index en de ongemeten
variabelen. Het  is deze derde stap waarin recht wordt
gedaan aan het onderscheid tussen index en ongemeten
variabele, op het belang waarvan eerder werd gewezen.
L:Fl :3- 1<7
61              'EM
1 »11:''        /1 A\>              1X            K
(a) (b)
Figuur 5.1. Schematische voorstelling van een konseptmodel.
indikatoren versus ongemeten variabeZen
Uit de aard van het geschetste model volgt dat de relaties
tussen indikatoren en ongemeten variabelen (13 stap) kunnen




xk=Aklcl + mE21kmEm+ k
k=1,...,K
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waar K slaat op het aantal indikatoren dat is bedoeld voor
de meting van  El
en waar M staat voor het aantal
ongemeten variabelen in het konseptmodel. Aan de hand van
deze verReli]kin,2 kunnen in  princiDe de diverse typen
nieetfouten nader worden omschreven. Uiteaande van het
symbool El< ter aanduiding van random meetfouten (type al)
in de indikatoren xi<' kunnen deze meetfouten
volgens de
klassieke meettheorie als volgt worden Rekenmerkt
E(Ek)=0 k=l,....,K; E(EkEm)=0 k=l,...,K; m=l....,M
(5.2)
ECE E )=0 k,1=1,...,K; k01k 1
Voor wat betreft de overige typen meetfouten lijken de
parameters Xkm k=1....,K; m=1....,M van belang. De parame-
ters X k=1,...,K  zijn  op  een of andere wijze gerelateerdk 1
aan  type bl meetfouten. Indien Xkl-0 betekent dit zonder
meer een maximum aan type bl meetfouten voor indikator
x . Indien X de maximale waarde gelijk  aan 66n bereikt,k          kl
betekent dit afwezigheid van type bl meetfouten voor indika-
tor xk' op voorwaarde dat wordt uitgegaan van standaard-
skores voor xk
Op analoge wilze ziln de parameters Alcm k=l,...,K;
m=2,...,M  verbonden  aan  type  b2  en  type a2 meetfouten.  Een
Xkm groter dan nul slaat op een b2 dan wel a2 meetfout, al
naar gelang Em betrekkinq heeft op een oneemeten variabele
welke geen objekt  is van metinq,  dan  wel  op een methoden-
faktor.
aggregatie
Hierboven werd gesteld  dat X -1  duidt op de afwezigheid
k 1
van  type bl meetfouten in indikator  xk  en  Xkm=0  m=2,...,M
op   de   afwezigheid   van   type   a2   dan   wel   type b2 meetfouten.
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Het valt evenwel  niet te verwachten dat Akmm=l,..,M derge-
lijke extreme waarden zullen aannemen. Voor wat betreft X k 1
werd reeds gezegd dat deze aangeeft de mate waarin indika-
tor xk de ongemeteri variabele El representeert. Echter xk
representeert in het geval dat 51 een latente variabele is,
slechts 66n van de vele betekenisaspekten, zodat X perk 1
definitie kleiner zal zijn dan 66n.
De konklusie welke hieruit kan worden getrokken is dat
bl meetfout een begrip is dat niet zozeer van toepassing is
op een afzonderlijke indikator, maar veeleer slaat op een
aggregaat van indikatoren ofwel een index. Als dit juist
is,   dienen   ook  type   a2   en b2 meetfouten te worden gezien  op
het nivo van een index.
Een en ander impliceert de noodzaak tot aggregatie yan
parameters X k=l,..,K  tot 66n parameter. Hetzelfde geldtk 1
voor Xi<m k=1,..,K; m=2,...,M. De aggregatie dient in dit
laatste geval niet alleen over alle K indikatoren worden
uitgevoerd, maar tevens over alle M ongemeten variabelen.
(Het feit  dat de effekten  van E m=2,...,M moeten wordenm
geaggregeerd,  is er de oorzaak van dat deze variabelen in
model (b) in figuur 5.1 zijn samengevat in een blok).
Immers, A -0  geeft  weliswaar  aan  dat E m Reen invloedkm
heeft op xk' maar dit impliceert geenszins dat er geen
andere  E ' s  zijn  die  w61 een storende invloed hebben.
In het vervolg zal blijken dat de beide aldus na
aggregatie tot stand gekomen parameters kunnen worden
gezien  als  epistemische  parameters  behorend  bij  de relatie
tussen een index en El respektievelijk het aggregaat van
E    m=2,...,M .m
Ook ten aanzien van type al meetfouten is er aanleiding
over te stappen van het nivo van indikatoren naar dat van
indices,  ziJ  het om een andere reden dan het geval was met
type a2 en b2 meetfouten. Was deze reden hierboven gelegen
in het feit dat een latente variabele bestaat uit meerdere
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betekenisaspekten, welke men tracht te representeren via een
verzameling indikatoren, ten aanzien van type al meetfouten
is  deze reden gelegen in het schatten van de omvang van
dit type meetfouten. Deze omvang wordt, zoals bekend is,
aangegeven door een betrouwbaarheidskoEfficilint, waarvan
de schatting noodzakelijkerwijs is gebaseerd op het principe
van herhaalde meting. Een veel toegepaste vorm hiervan is
de test-hertest methode, dat wil zeggen herhaalde meting
met hetzelfde meetinstrument. Aangezien  in deze studie  uit-
sluitend wordt uitiegaan van materiaal dat is verzameld op
66n tijdstip,  ga ik in het vervolg uit van een ander type
herhaalde meting, te weten meting met behulp van een serie
indikatoren  (zie  ook  paragraaf  3  van  dit  hoofdstuk).  Op
basis hiervan kan een betrouwbaarheidskoafficiiint worden
geschat, welke kan worden gezien als een indikatie van de
omvang van type al meetfouten voor een op de genoemde
indikatoren gebaseerde index.
Samenvattend blijkt, naast de dreiging van epistemische-
en strukturele bias, ook de opsporing en de bepalinq van
de omvang van de diverse typen meetfouten een reden te
vormen voor de konstruktie van indices. Hoewel een meer
uitvoerige diskussie dienaangaande wordt uitgesteld tot para-
graaf  3  van dit hoofdstuk, volgt hier alvast een eerste
aanzet.
indikatoren versus index
Startpunt voor de konstruktie van een index (2e stap) is
een vergelijking van de vorm
(5.3) X= wlxl+   +Wkxk+   +Wkxk
De  invoering  van  parameters  wk  (een nadere behandeling
hiervan volgt in paragraaf 3) naast X in vergelijkingkm
(5.1) is allerminst vanzelfsprekend. Denkbaar is dat voor
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wk  in  (5.3)
wordt genomen 1/X k=l,...,K ,maar er zijnk 1
redenen om zulks niet te doen. Een eerste argument dat
hiertegen pleit is dat de wk fungeren als wegingsfaktoren
in een vergelijking zonder storingsterm. Dit argument loopt
parallel aan hetwelk in de literatuur betreffende faktor-ana-
lyse wordt aangevoerd tegen de gelijkstelling van faktor-
skorekodfficidnten en faktorladingen. De parallel zit in het
feit dat X kan worden gezien   als een faktorlading, terwijlk 1
wk voldoet aan de omschrijving van een faktorskorekoifffi-
cidnt. Voor een meer uitgebreide argumentatie kan dan ook
worden verwezen naar de betreffende literatuur. ( Men    zie
bijvoorbeeld Harman 1970 en Lawley and Maxwell  1971).
Een  tweede,  in het kader van konseptmodellen nog belang-
rijkere, reden is dat X onderdeel uitmaakt van eenk 1
vergelijking waarin naast El nog andere (ongewenste) onge-
meten variabelen aanwezig zijn. Dit terwijl de vergelijking
voor   X is afgestemd   op de meting   van 61' Samenvattend;
Xkl   zorgt   voor een gewichtsverdeling   van  E      m=l, . . . ,M   overm
xk k=1,...,K, terwijl wk zorgt   voor een gewichtsverdeling
van xk k=1,...,K over uitsluitend X (dus indirekt over 61)
index versus ongemeten variabeZen
Met het oog op de relatie tussen X en E m=l,...,M (31m
stap) tenslotte wordt (5.1) gesubstitueerd  in  (5.3). Dit geeft
K              KM               K
(5.4 )          )(=k l wl<Al<lcl   +    l  rnE2 wl<Al<n Ern   +   lc l wkek
Deze vergelijking neemt een centrale plaats in  bij  de
hieronder te behandelen procedures voor de bepalingen van
de omvang van de diverse typen meetfouten.  Er zijn verschil-
lende procedures welke in principe hiervoor kunnen worden
benut. Vanuit de  klassieke  meettheorie  zijn  bijvoorbeeld
verschillende betrouwbaarheidskoEfficiMnten ontwikkeld. Deze
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zijn veelal gebaseerd op het test-hertest-model en voorzover
zij    berusten    op het zogenaamde ekwievalente-vormen-model,
dienen forse assumpties ten aanzien van de ekwievalentie
van indikatoren worden gesteld. Bovendien laat de klassieke
meettheorie niet toe een behandeling van nonrandom meetfou-
ten. Er zijn w61 verschillende andere methodieken denkbaar
welke bruikbaar zijn voor de opsporing en of kwantificering
van type a2 en b2 meetfouten. Te noemen zijn Costner's
pad-analytische methode, "confirmatory" faktor-analyse (CFA)
en  de  analyse van "multitrait-multimethod" matrices  (MTMM).
Costners methode is gebaseerd op overgerdentificeerde pad-
modellen. Als gevolg van overidentifikatie kunnen zogenaam-
de konsistentiekriteria worden Resteld, waaruit kan wor-
den opgemaakt of, en zo la welke typen, nonrandom meetfou-
ten  in  het  spel  zijn.  Een  probleem  hierbij  is  dat  geen
toetsingskriteria voorhanden zijn. Toepassing van CFA is
erop gericht na te gaan of een met type a2 en b2 meetfouten
sespecificeerd model ten opzichte van de korrelatiematrix
van indikatoren voldoende "goodness of fit" laat zien (zie
Long  1976) , terwijl de MTMM-methode berust  op de vergelij-
king van korrelaties tussen meetresultaten van met meerdere
methoden gemeten ongemeten variabelen (zie Campbell and
Fiske 1956).
Een  nadeel  van deze laatste methode is dat wel opspo-
ring, maar geen kwantificering mogelijk is van type a2
meetfouten, terwijl type b2 meetfouten in het geheel niet
kunnen worden onderzocht. Een nadeel van alle drie genoem-
de methoden is bovendien dat bij het vooraf specificeren
van modellen in sterke mate moet worden vertrouwd OP
theoretische en voorwetenschappelijke inzichten aangaande de
mogeli]ke rol welke met name type a2 en b2 meetfouten
spelen.
Als alternatief wordt hier voorgesteld de toepassing van
exploratieve faktor-analyse op basis van konseptmodellen.
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De hierboven genoemde problemen ten aanzien van type al'
a2 en b2 meetfouten kunnen hiermee goeddeels worden onder-
vangen. Bovendien ontstaat de mogelijkheid tot kwantifice-
ring van type bl meetfout. Een en ander wordt in de thans
volgende paragraaf uitgewerkt,nadat eerst een op de klas-
sieke meettheorie steunende omschrijving en uitwerking is
gegeven van het begrip "theoretische betrouwbaarheid voor
indices".
2. SCHATTING OMVANG MEETFOUTEN
Aangaande een kwantificering  van  type al meetfouten  kan
zoals  reeds  eerder  is  gezegd  in  belangrijke  mate worden
gesteund  op  de  klassieke  meettheorie.  Op grond  van  deze
theorie kan een geschikt uitgangspunt worden geformuleerd
in de vorm van een theoretische betrouwbaarheidskoffficiEnt
voor  indices. Een behandeling  van de overige typen meetfou-
ten laat deze theorie evenwel niet toe. Vandaar dat hier-
onder wordt overgegaan tot interpretatie van een konsept-
model als faktormodel. Aldus kan naast een schatting van
de omvang van de overige typen meetfouten tevens een
betrouwbaarheidskodfficiiint worden gekonstrueerd welke su-
perieur is aan die welke in de klassieke meettheorie werden
ontwikkeld.
theoretische betrouwbaarheid
Een betrouwbaarheidskoUfficient is in de klassieke meettheo-
rie gedefinieerd als de gekwadrateerde korrelatiekofffici6nt
tussen een errorvrije variabele en zijn meetresultaat ofwel
de proportie errorvrije variantie in een geobserveerde varia-
bele. Een andere formulering hiervoor, welke vooruitloopt op
een verderop uit te werken betrouwbaarheidskodfficiEnt, is
de proportie variantie in een geobserveerde variabele (in-
dex) welke wordt verklaard door de errorvrije variabele die
121
objekt  is van meting. De vraag  is  wat deze omschrijving
betekent op het nivo van een index.
Uitgangspunt is een verzameling indikatoren xk voor elke
waarvan de volgende basisvergelijking uit de klassieke
meettheorie kan worden geschreven
(5.5) Xk = Ek + Ek k= 1,.....,K
Hier staat Ek voor de errorvrije komponent van indikator xk
terwijl E k slaat op een random meetfout, welke laatste is
onderworpen   aan de assumpties    (5.2). Deze vergelijking
geeft de splitsing aan van xk in een systematische- (Ek) en
een niet-systematische komponent   ( Ek) ' Konform (5.3) wordt
een gewogen additieve index geformeerd
X=E+E
waar
K           K          K
X=]cQlwkxk '  E=k&lwk Ek ' E=k&lwk Ek
Voor X en E kunnen thans de volgende varianties worden
geschreven
K      K 2 2     K
02(X)=  02{kElwkxk  -krlwkG  (xk)+  ]f'Awkwl G(Xkxl )
a2(E)= 02fk lwkck =k lw (32(Ek)+ 1, lwkwl (1(EkEi)
Op grond van de gelijkheid 0(El<El) = c (xkxl) k,1=1,....,K;
ktl [welke volgt uit de assumpties in (5.2)] en de gegeven
definitie van betrouwbaarheid geldt
K 22   K
kElwkc ( Ek) + ].fi wkwlc (xkxl)
2
(5.6) P    (Ex)= K 22   K
krlwka  C xk) + kr lwkwl cockxl )
Deze   formule is wegens het voorkomen   van  02( E k)   niet
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operationeel, om welke reden ik haar aanduid als theo-
retischebetrouwbaarheidskoefficidnt voor index X.
Het voordeel van de tot een index verenigde indikatoren
is dat een schatting kan worden gevonden van a2(Ek)·
Uitgaande van de assumptie dat de indikatoren ekwievalent
zijn   (waarover  meer in paragraaf  3),  ligt  het  voor  de  hand
de gemiddelde inter-indikator kovariantie te nemen als de
meest plausibele benadering  van  a. 2( Ek). 1mmers wanneer  xk
en   x1 twee (nagenoeg) gelijke skore-vektoren opleveren,   zal
hun kovariantie (nagenoeg) gelijk zijn aan hun beider
variantie, zodat vervolgens de gemiddelde variantie van xk
mag worden verwacht een benadering te zijn van de varian-
tie van de ongemeten variabele Ek. De gemiddelde inter-indi-
kator kovariantie is gelijk aan
k 1 0 (xkxl)/K(K-1)
Na substitutie in (5.6) en gemakshalve uitgaand van een
ongewogen index volgt
KK     K
2      A ]AA.C(xkx /K(K-1)+ 1&6((xkxl)p (XE)=
K 2 K





  (XES)=K 2 K
kEl a (xk) +  ]6Aa (xkxl)
Deze koidfficidnt is gelijk aan de tot op heden verreweg
meest gehanteerde betrouwbaarheidskellfficilint, te weten koaf-
ficidnt  a . Een bekend nadeel  van deze koafficiant  is  dat  de
indikatoren moeten voldoen aan de eis van essentiale T
-equivalentie. Twee indikatoren zijn essentiael T -equivalent
indien hun errorvrije komponenten (Ek) (engels "true scores")
slechts met een konstante verschillen. Door Lord en Novick
(1974) werd aangetoond dat wanneer hieraan niet is voldaan
123
a een onderschatting geeft van de werkelijke (theoretische)
betrouwbaarheid.
faktormodeZ aZs meettheorie
Een aanpak waarin dit bezwaar kan worden ondervangen en
waarmee bovendien "nonrandom" meetfouten kunnen worden
onderzocht is faktor-analyse De vraag welke hier eerst moet
worden onderzocht is of een konseptmodel kan worden gelnter-
preteerd als een faktormodel. Uitgangspunt is
(5.8) x = A E + u----
waar  x  is  een  K* 1  vektor met indikatoren (inputvariabelen),
A is een K*M matrix met epistemische parameters (faktorla-
dingen), 6 is een M*1 vektor met ongemeten variabelen
(faktoren)   en  u i s  een K*1 vektor met uniciteiten. Voorts
wordt  aangenomen  dat  &  is  gestandaardiseerd,  dat  x  is
gemeten in afwijkingsskores en dat de ongemeten variabelen
alle orthogonaal zijn.
Ten aanzien van de hierboven gestelde vraag kan thans
worden gezegd,  dat de assumpties welke gelden  voor  u  in
een faktormodel exakt gelijk  zijn  aan  die  voor E k  bij  de
analyse van een konseptmodel. Deze zijn voor (5.8)
E(u)=0, E(u u')= 1 diagonaal, E(u E')=0
-- -- - -- -
Exakt dezelfde assumpties gelden voor vergelijking (5.1) (zie
(5.2)) .  Voor wat betreft de problematiek  van het vinden  van
wegingsfaktoren wk werd reeds gezegd dat deze identiek is
aan die van het schatten van faktorskorekodfficidnten in een
faktoranalyse.
124
Een probleem bij een faktor-analytische behandeling van
konseptmodellen is nog dat in u een komponent aanwezig
kan zi] n welke niet als "random" meetfout kan worden
geinterpreteerd. Deze wordt gevormd door specificiteiten  s.
"Random" meetfouten Ek in (5.1) slaan op een niet-systema-
tische komponent   in de indikatoren   xk k=1,....,K, terwijl
specificiteiten in zoverre systematisch zijn als zij zorgen
voor samenhang van indikatoren met variabelen buiten het
faktormodel. Dit impliceert voor een faktor-analytische inter-
pretatie van een konseptmodel de voorwaarde dat specificitei-
ten een  te verwaarlozen rol spelen. (Denkbaar is dat
faktor-analyse wordt uitgevoerd   op  a Z Ze indikatoren  uit  het
kausale model, om aldus de specificiteiten  in u zoveel
mogelijk terug te dringen.  Ik  kom hier aanstonds op terug)
Met andere woorden, onder invloed van de assumptie 9- 
ontstaat uit (5.8) een konseptmodel
(5.9) x = AE + E-
waar E staat voor een K*1 vektor met type al meetfouten.
Teneinde tot een kwantitatieve aanduiding van de diverse
typen meetfouten te komen worden & en A als volgt geparti-
tioneerd.
6 -[El Ei]'en A = [Al -A* ]
waar El is een ongemeten variabele welke objekt is van
meting,    f* is  een  (M-1)* 1  vektor met ongemeten variabelen
 mm=2.....,M welke geen objekt zijn van meting, A l is een
K*1 vektor met ladingen op El en A* is een K*(M-1)
matrix met ladingen  op  4*. Op grond  van deze partitione-
ring kan voor (5.9) worden geschreven
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5 = [Al 6]   [El 41]'+ S
=   1 61  +  A.  6, + S
Een overgang naar het nivo van een index is mogelijk via
substitutie van X=w, x
-- -
(5.10) X= I' 21 El + Y' A* 5*+ Y' E
Tot nu toe is uitsluitend aan de orde geweest de vertaling
van een konseptmodel in faktor-analytische termen, uitmon-
dend in een vergeli]king (5.10) welke exakt gelijk is aan
vergelijking (5.4). Thans komt het erop aan maten te
vinden, aangevend de bijdragen  van  E 1  respektievelijk  (*
aan de variantie in X. Bedoeld zijn de parameters welke
aangeven de omvang van type bl respektievelijk type a2 en
of b2 meetfouten, waarvan reeds eerder sprake was. Deze
kunnen worden berekend via kwadratering van (5.10) en het
nemen van verwachtingswaarden.
E(X2)=lf'llE(412)AiI + lf,8* E(6*6: )81 y + lf'E(£ s')y
Wegens standaardisering van El en  * gaat dit over in
(5.11) 02(X)= y 'AlA< 1 l +  'A* A Y + Y't Y
Deze opsplitsing van varianties kan worden genormeerd naar
de totaal te verklaren variantie. Deze is gelijk aan
(5.12) 02(X)= E(y'x x,w)= wi  w- -XX-
waar I staat  voor  de  K* K kovariantiematrix van indikato-
-XX
ren. Op basis van (5.11) en  (5.12)  wordt  de  volgende
verdeling van proporties door respektievelijk   E l,   5*    en 5
verklaarde variantie verkregen.
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W'X X' W w' A  A' w w' p w--1-1 - - -*-*-   - - -
(5.13) 1=    +    +
Y'  E x x   w               Y '   E x x  w           w'    E x x  w
Een betrouwbaarheidskoEfficiEnt werd eerder gedefinieerd als
de proportie errorvrije variantie in een meetresultaat (hier
index).  De vraag  is welk deel in (5.13) als zodanig kan
worden aangewezen. Een errorvrije variabele werd eerder
omschreven als het systematische deel van een meetresultaat.
Overeenkomstig deze omschrijving kan als betrouwbaarheids-
koafficiant worden genomen de proportie systematische varian-










w' A  A' w
(5.14) Ax =   
W I  W
- XX -
Deze koafficiUnt blijkt exakt gelijk te zijn aan de door Heise
en Bohrnstedt ontwikkelde koafficiant R . (Heise and Bohrn-
2)                          2stedt 1970 formule 43) . Bovendien blijkt X te kunnen
X
worden afgeleid uit de theoretische betrouwbaarheidskofffi-
cient (5.6) door als schatting van indikatorbetrouwbaarheden
te nemen de respektievelijke kommunaliteiten. De Juistheid
van beide beweringen wordt formeel bewezen in een appen-
dix.
Voor de omvang van type bl meetfouten lijkt de eerste
ratio  in   (5.13) , zijnde de proportie  van de variantie  in  X
welke wordt verklaard door El' een geschikte aanduiding.




ex = k'N' r.xxY
Koafficiant e bevat in de teller de aggregatie van parame-X
ters X op het belang waarvan reeds eerder werd gewezen.kl'
Ook werd eerder gesteld dat deze koafficiant  kan  worden
gezien als de epistemische parameter behorend bij de relatie
tussen X en 41. De juistheid van deze uitspraak kan als
volgt worden bewezen. Bekend is dat de parameter behorend
bij een relatie als tussen X en El als onderdeel van een
konseptmodel en uitgaande van gestandaardiseerde skores,
gelijk is aan een korrelatie-kodfficiEnt. Dat 0x gelijk is
aan de korrelatie tussen X en El (P(Xcl ) blijkt na
doorvermenigvuldiging van  (5.10)  met 6 1  en het nemen van
verwachtingswaarden
0(XE.)= 1€' A.+Y' A* a (4*El)+ W' 0(E El)-                                                  -
In deze formule    is    c C %6* 61 ) gelijk    aan nul wegens    de
veronderstelde orthogonaliteit. Voorts geldt




- -1p (XEl   =
1/Y' Exx w
welke formule exakt geli]k is aan (5.15).
Aangezien type bl meetfout een negatief begrip is, zou
men hier eerder denken aan de maximale proportie door 51
verklaarde variantie verminderd met de feitelijke, dat wil
zeggen 1- p2(XEl). Met opzet is echter gekozen voor 8 =X
p(X 61 ' aangezien deze koafficiant bijzonder geschikt blijkt
te  ziJn voor korrektie-doeleinden. (Zie hoofdstuk  6).
Op grond van een analoge redenering lijkt de tweede
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term in (5.13) een geschikte indikatie te geven van de
omvang van type a2 dan wel b2 meetfouten
kw' A* A J y
- - -
e     =
(5.16) xm      l w'  E      w
- XX -
2De parameters  Ax '  8x en 8 worden in  hoofdstuk  6xm
aangewend voor het analyseren van modellen met ongemeten
variabelen.   Zij  zijn  met name geschikt  om als gefixeerde
parameters ingevoerd te worden in een LISREL-analyse.
Een laatste opmerking in dit kader betreft de rol welke
specificiteiten spelen. Eerder werd gesuggereerd faktpr-ar,a-
lyse  toe  te  passen op aZZe indikatoren Uit het kausale
model of, voor zover dit verschil uitmaakt, zelfs op alle
gemeten variabelen  uit het gehele onderzoek.  Dit  met  het oog
op het terugdringen van specificiteiten. Het verdient  waar-
schi]nlijk aanbeveling zulks te doen wanneer het gaat om
het schatten van 4 in het kader van de berekening van een
betrouwbaarheidskoifficiiint (zie formule   (5.14) ) .   Het  is   im-
mers essentieel voor het op de voorgestelde wijze berekenen
van betrouwbaarheidskoifficiUnten dat uniciteiten kunnen wor-
den opgevat als uitsluitend bestaande uit random meetfouten.
Het is echter duidelijk dat voor het bepalen van 0 en ex    xm
een faktor-analyse moet worden uitgevoerd binnen de kaders
van een konseptmodel.
3. INDEXKONSTRUKTIE
In het bovenstaande was de aandacht vooral gericht op de
relatie tussen indikatoren  xk k=1, . . . ,K e n ongemeten variabe-
len F m=1,...,M, alsook op de relatie tussen index X en. m
ongemeten variabele   El.   Rest  nog een nadere bestudering
van de relatie tussen indikatoren xk en index X. Met name
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gaat het hier om de aard van de voor opname in een index
te selekteren indikatoren   en   de te volgen selektie-procedure,
alsook  de  bepaling van  indikatorgewichten  wk  met  in  het
licht van meetfouten gunstige eigenschappen.
seZektie van indikatoren
Allereerst   de   aard   van   de te selekteren indikatoren.   Uit   de
formele definities  voor   X 2,   0    en 0 volgt:      X        =  e      +0222X X xm x x xm
In woorden, de betrouwbaarheidsko8fficiant is gelijk aan de
som van de gekwadrateerde bl- en b2-geldigheidsko2fficidn-
ten. Hoewel deze gelijkheid formeel opgaat (afgezien van de
bovenvermelde speciale   rol van specificiteiten),   is   dit   niet
het geval in materidel opzicht. Zoals bekend gaat het bi] de
bepaling van de betrouwbaarheid van een errorvrije varia-
bele   om het principe van herhaalde meting,   in deze studie
operationeel gemaakt via meting met behulp van een reeks
indikatoren.  Het is duidelijk dat deze laatste maximaal  aan
elkaar ekwievalent dienen te zijn en ook zullen zijn, aan-
gezien  zij  niet  worden  geselekteerd voor  de  respresentatie
van verschillende betekenisaspekten, maar puur vanuit het
principe van herhaalde meting. De konsekwentie hiervan  is
dat het vinden van een ongemeten variabele E m=2,...,Mm
in een serie van dergelijke indikatoren meestal slaat op een
methodenfaktor, dat wil zeggen op een bron van type a2
meetfouten. Dit    neemt    niet    weg,    dat    er ook faktoren   E m
m=2,...,M  kunnen zijn welke het gevolg  zijn van semantische
trekjes van bepaalde indikatoren.
De zaak verandert zodra in een konseptmodel de te meten
variabele een Zatente variabele is. In dat geval dient men
te beschikken over een serie maximaal verschiLZende indika-
toren. Zij dienen van elkaar te verschillen aangezien zij de
uiteenlopende betekenisaspekten van de latente variabelen
dienen te representeren. Zij verschillen bij voorkeur  ma-
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ximaaZ van elkaar indien en voorzover dit een volledige
representatie van de latente variabele mogelijk maakt met
een minimum aantal indikatoren. De konklusie uit bovenstaan-
de   is   dat de indikatoren, gericht   op de vaststelling  van  de
mate van betrouwbaarheid, in materieel opzicht verschillen
van die welke dienen voor de bepaling van de mate van bl-
en b2-geldigheid. 3)
Vervolgens    is de selektie van indikatoren   aan   de   orde.
Met een errorvrije variabele als meetobjekt kan worden
volstaan met de eliminatie van minder betrouwbare indikato-
ren. Voor wat betreft type al meetfouten is daarbij een pro-
bleem dat voor de individuele indikatoren geen betrouwbaar-
heidskoafficianten voorhanden zijn. Te denken valt hier aan
hantering van de kommunaliteit van indikatoren als selektie-
kriterium. Aangaande type a2 meetfouten ligt het voor de
hand indikatoren uit de index te elimineren met een sterke
lading op een of meer van de ongemeten variabelen &
m
m=2, . . .M en tevens een zwakke lading   op   6 1'
Indien een latente variabele objekt   is van meting,    is
een uitvoeriger procedure gewenst. In feite kunnen indikato-
ren xk van ongemeten variabelen worden beschouwd als
errorvrije variabelen, zodat deze indikatoren op hun beurt
zouden dienen te worden gemeten via een serie (maximaal
dezelfde) indikatoren. Aldus kunnen xk k=1,...,K worden
gekorrigeerd voor type al en a2 meetfouten op de hierboven
beschreven wijze. Bovendien kunnen betrouwbaarheidskoiiffi-
ci6nten worden berekend, waarmee het mogelijk is korrelaties
tussen  indikatoren,  in dit gevaZ indices , te korrigeren
voor attenuatie (hoofdstuk   6). Op basis van gekorrigeerde
korrelaties zou vervolgens een faktor-analyse uitgevoerd kun-
nen worden overeenkomstig de uitwerking in paragraaf 2.
Deze werkwijze wordt in hoofdstuk 6 verder uitgewerkt.
De geschetste procedure is tamelijk omslachtig en zal om
die reden meestal niet gevolgd worden. Indien men niet
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anderszins kan beschikken over betrouwbaarheidskouffician-
ten, zal deze stap dan ook veelal moeten worden overgesla-
gen. Vervolgens kan op basis van de al dan niet gekorri-
geerde korrelaties het faktormodel worden geschat. Een kor-
rektie voor type a2 en b2 meetfouten is dan tot op zekere
hoogte mogelijk via het elimineren van indikatoren met een
lage lading op
41
en tevens een hoge lading op een der
ongemeten variabelen E m=2,...,M.m
Ook bil de konstruktie van index-skores spelen meetfou-
ten een rol, in zoverre moet worden gezocht naar gewichten
wk (faktorskorekoafficitinten) welke zorgen voor een
minimale
omvang van meetfouten. De index-skores worden aangeduid
als X welke worden geacht een schatting te geven van de
skores op El  (N.B.: Deze formulering impliceert de gelijk-
stelling  van  X  en   41).  Er  zi]n  in het verleden verschillende
kriteria alsook methodieken ontwikkeld voor het schatten van
faktor-skores welke alle  in  meer of mindere mate voldoen  aan
een of meerdere  van deze kriteria.  Tot op heden kan echter
niet worden beschikt over een procedure welke aan alle te
stellen eisen optimaal voldoet, (zie Susmilch and Johnson
1975 alsook Alwin   1973) , zodat men gedwongen   is   tot   een
keuze.
De voor deze studie meest aangewezen kriteria zijn die
van optimale validiteit en univociteit, welke samenvallen
met de hierboven uitgewerkte kriteria voor respektievelijk
bl- en b2-geldigheid. Een methode voor de schatting van
faktorskores welke aan beide kriteria optimaal voldoet, staat
bekend als de regressiemethode (Susmilch and Johnson 1975:
180). Hierbij wordt gezocht naar minimalisering van de
variantie van het verschil tussen geschatte skores X en
latente variabele 61' ofwel minimalisering van
E(X-El)2 = ECE,9-41)2
132
Met het oog op minimalisering wordt de eerste afgeleide van
deze variantie op nul gesteld
E [2?5(x'w-El)1=  2 [ExxY- X11    =  0
zodat
Exxw. - A.1;.w = Exx-1 Al
Deze gewichten kunnen worden gebruikt in de formule voor
0x (5.15). Dit geeft
4 X2 11
0x = X' F.-1 I I-1 A
1 -1       -xx      -xx -xx -1
ofwel
8      =./X'  E-1     Xx      '  -1-xx     -1
De koffficiant e , aldus gedefinieerd, moet worden gezienX
als de meest geschikte ko2fficidnt voor het bepalen van
bl-geldigheid, met    Al    en E vervangen door schattingen.XX
Deze koEffici nt vervult in hoofdstuk 6 een centrale rol bij
het korrigeren van modelparameters.
Aan de hand van het in dit hoofstuk geformuleerde
konseptmodel kan zowel de aanpak van de klassieke meettheo-
rie als die welke inherent is aan de analyse van de
modellen met ongemeten variabelen uit hoofdstuk 4, als volgt
worden bekritiseerd. In de klassieke meettheorie wordt ervan
uitgegaan dat (a) de indikatoren 66n en slechts 66n ongeme-
ten variabele meten en (b) zij dat alle in eenzelfde mate
doen. Dit komt neer OP het overslaan van de hierboven
geformuleerde eerste stap in de analyse van een konseptmo-
del, dat wil zeggen het voor elke indikator xk bepalen van
de epistemische parameters Xkm. Bij de modellen in hoofdstuk
4 daarentegen is sprake van het overslaan van de tweede
en derde stap , te weten het konstrueren van indices en het
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schatten van parameters welke de relaties aangeven tussen
de indices en de ongemeten variabelen welke zij indiceren.
Beide  problemen  worden  ondervangen  in  een  analyse zoals
uitgewerkt in dit hoofdstuk. Ook bij deze analyse treden
echter komplikaties op, welke zullen worden behandeld  in
het thans volgende hoofdstuk.
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6. ONGEMETEN VARIABELEN: EEN ALTERNATIEF
In voorafgaande hoofdstukken bleek dat op basis van een
gewijzigde opvatting omtrent het begrip meetfout, alsook op
grond van een kritische beschouwing van de relatie tussen
ongemeten variabelen en indikatoren, een fundamentele kritie-
k mogelijk is op gangbare procedures voor de analyse van
modellen met ongemeten variabelen. Meer in het bijzonder
werd duidelijk dat niet kan worden volstaan met een analy-
se op basis van afzonderlijke indikatoren en dat niet zonder
meer een index gelijk kan worden gesteld aan een ongemeten
variabele.
Bij nader toezien blijken deze konstateringen konsekwen-
ties  te  hebben  welke  principieal  liggen op  het vlak  van
mode Zspecifikatie. In feite wordt er gezegd dat modellen
met ongemeten variabelen dienen te worden gespecificeerd
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z6nder indikatoren en mZt voor deze laatste in de plaats
tredende indices. Bovendien houdt het beweerde in dat model-
len zodanig dienen te zijn gespecificeerd dat er een onder-
scheid is tussen een index en de ongemeten variabele welke
deze  beoogt  te  meten.  Een  dergelijke  specifikatie  heeft  een
tweetal ingriJpende gevolgen voor de schatting van modelpa-
rameters. Allereerst wordt de matrix van kovarianties tussen
indikatoren als basis van schatting vervangen door de matrix
van kovarianties tussen indices.
Een voordeel hiervan dat direkt  in  het oog springt,  is de
mogeli]kheid deze laatste matrix te korrigeren voor de sto-
rende effekten van meetfouten. Gebruikmaking van de in
hoofdstuk 5 uitgewerkte procedure voor de analyse van kon-
septmodellen, schept niet alleen de mogelijkheid tot korrektie
voor type al meetfouten. Tevens kunnen de overige typen
meetfouten worden opgespoord en hun storende effekten een
eindweegs worden gealimineerd.
Het bovenstaande procedure-voorstel leidt direkt tot een
tweede ingrijpend gevolg voor de schatting van modelparame-
ters,   namelilk de noodzaak deze schatting   in een tweetal
fasen uit te voeren. In een eerste fase vindt de analyse van
konseptmodellen plaats, inhoudend de samenstelling  van  ge-
schikte indices, de schatting  van de omvang van de diverse
typen meetfouten alsmede de korrektie van de matrix met
kovarianties tussen indices voor de storende effekten van
type  al'   a2  en b2 meetfouten. Het betreft  in deze eerste  fase
een  analyse  van de hulptheorie  van een struktureel model.
De korrektie voor type bl meetfouten vindt, zoals zal
bli]ken, in feite eerst plaats in een tweede fase van de
analyse. Tijdens deze fase, welke is gericht op de analyse
van de hoofdtheorie, worden epistemische parameters welke
het resultaat vormen van de eerste analyse-fase, als gefixeer-
de  parameters  in het model ingevoerd.  Op  deze wi]ze wordt
gebruik gemaakt van een van de belangrijkste voordelen van
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de met name door ]Breskog ontwikkelde schattingsprocedures,
te weten de mogelijkheid gefixeerde parameters in de vorm
van restrikties op te leggen aan de schatting van de
zogenaamde vrije modelparameters. Het is de bedoeling van
dit hoofdstuk de geschetste tweefasige analyse nader uit te
werken.
1. DE KORREKTIE VOOR MEETFOUTEN
Aan het slot van hoofdstuk 5 werd gesproken over komplika-
ties welke zich kunnen voordoen bij de analyse van konsept-
modellen.  Deze  betreffen  het  volgende  drietal  hieronder  te
behandelen problemen:   (a)   type a2 meetfouten interfereren
met de bepaling van de omvang van type al meetfouten, (b)
een en dezelfde methodenfaktor heeft een verstorende invloed
op twee of meer verschillende konseptmodellen en (c) type al
en a2 meetfouten verstoren de bepaling van de omvang van
type bl en b2 meetfouten. De behandeling van een vierde
probleem, betreffende de komplexiteit welke optreedt indien
latente variabelen meerdimensioneel zijn van karakter, wordt
uitgesteld tot de volgende paragraaf.
interferentie
Type a2 meetfouten interfereren op nadelige wijze met de
bepaling van de omvang van type al meetfouten in die zin
dat zij zorgen voor een onzuivere berekening van betrouw-
baarheidskobffici8nten.
Uitgangspunt is een konseptmodel met indikatoren xk
k=1,...,K gericht op de meting van errorvride variabele   61
Het  gestelde  probleem  doet  zich  voor  wanneer  exploratieve
faktor-analyse naast El nog andere faktoren & m=2,...,Mm
naar voren brengt, waarvan er (minstens) Zon, zeg EM' een
methodenfaktor blijkt te zijn. Immers de kovarianties van de
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indikatoren xk k=1,...,K, op basis waarvan een betrouwbaar-
heidskoafficiant wordt geschat, zullen gedeeltelijk kunstmatig
zijn als gevolg van de storende werking van EM Hiervoor
dient dan ook te worden gekorrigeerd alvorens tot de schat-
ting van een betrouwbaarheidskoefficient kan worden overge-
gaan.   N.b., er wordt niet gekorrigeerd  voor  dat  deel  in  de
kovarianties dat tot stand komt via de werking van de
overige, zogenaamde ongeldige, ongemeten variabelen E m
m=2,...,M-1, aangezien deze laatste bijdragen aan een stuk
systematisch variantie in de indikatoren dat niet kan worden
gekenschetst als artefakt. Hierin Zigt de sin van het van e Zkaar
onderscheiden van type a2 en b2 meetfouten, ondanks hun geZijkheid
in formee Z opz€cht.
Het hier geschetste geval komt overeen met de situatie
zoals weergegeven in de vergelijkingen (4.1) en (4.2) op
bladzijde 102. Met gebruikmaking van de vergelijking (4.6)
kan de korrektie van de kovarianties tussen indikatoren xk
en xl k,1=1....,K; k#l als volgt geschieden.
(6.1) 0*( xkxl )= Akl All-( Akl Al MA Ml+ X11 AlsM AM1+ AkMAlM  
waar c*(xl<xl) staat voor de kovariantie tussen xk en x1
welke vril is van type a2 meetfouten. Aldus kan een kova-
*riantie-matrix E -  [c*(xkxl) 1 worden verkregen welke-XX
geschikt is om te worden gesubstitueerd voor I in formule
-XX
(5.14) voor het berekenen van een betrouwbaarheidskodfficidnt.
koppe Zing van konseptmodeZZen
Een andere komplikatie doet zich voor wanneer een en
dezelfde methodenfaktor van invloed is op meerdere konsept-
modellen. In dat geval is het niet langer mogelijk deze
konseptmodellen te behandelen als geheel zelfstandige eenhe-
den. Ter inleiding op deze problematiek wordt als uitgangs-
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punt gekozen een struktureel model van de meest eenvoudige
vorm,   met  slechts twee errorvrije variabelen  E 1  en  nl  in
de hoofdtheorie, welke zijn geoperationaliseerd via de respek-
tieveliJk indikatoren xk k=1 ,...,K  en y p=1,...,P.  EenP
voorbeeld van een dergelijk model is afgebeeld in figuur
6.1. In model (a) staan ek k=l,...,K en 6  p-1,....,P voor
Y                                         4
11          , nl,-.-ti                    Y       1\1     11
»f  '       02 -«
6 1                                              , 71|Eg".EM.  02,0..rIt
X X....1. 'l     ........               /             \Ay
, 1
. '1'.'.K
,/\   1 / \&,       i                     ':El     1 \„/p      1
X                     Y              2                6
(a)                                        (b)
Figuur 6.1. Struktureel model met twee errorvrije variabe-
len. Model (b) ontstaat uit model (a) via de vervanging
van indikatoren door indices.
random meetfouten in xk en yp, terwijl deze fouten in model
(b) (indexnivo) worden aangegeven door E en 6 .  In dit
model (b) staan X en X voor de wortels uit de bij  X en Y Y
behorende betrouwbaarheidsko6fficiiinten. In beide modellen
wordt ervan uitgegaan dat exploratieve faktor-analyses op
de   indikatoren   xk k=1,...,K alsook   op de indikatoren   y 
p=l....,P, naast El en nl tevens ongemeten variabelen 4 m
m=   2, . . . ,M   respektieveli]k  n m   m=2,...,M naar voren   bren-
gen.  Ter  vereenvoudiging  nemen  we voorts  voorlopig even
aan dat g66n van deze ongemeten variabelen kan worden
aangemerkt als methodenfaktor. De effekten van de genoemde
ongeldige variabelen dienen te worden geaggregeerd, hetgeen
hun samenvoeging in blokken verklaard. (Zie beide model-
len.)
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De vraag rijst hoe een model zoals afgebeeld in figuur
6.1.(a) moet worden geanalyseerd. Om te beginnen kunnen
ter voorkoming van epistemische- en strukturele bias de
indikatoren xk en y worden samengevoegd tot de respektie-
velijke indices X en Y. Vervolgens kan de korrelatie r(XY)
worden berekend als schatting  van  p (XY). Deze laatste  kan
in het onderhavige geval worden beschouwd   als de gestand-
aardiseerde strukturele  parameter   Yii'   waarmee  het  schat-
tingsprobleem is opgelost.
Hoewel dit de manier is waarop sociologen en politikolo-
gen gewend  ziln  hun  schattingsproblemen  op te lossen, bleek
in hoofdstuk 4 dat hierop een fundamentele kritiek mogelijk
is. Daar werd gepleit voor een onderscheid tussen indices
en ongemeten variabelen, terwijl in hoofdstuk 5 parameters
werden ontwikkeld welke dit onderscheid in kwantitatieve
zin mogeli]k maken. In het onderhavige geval, waar het
gaat om errorvriJe variabelen, komen van deze parameters
met name in aanmerking de betrouwbaarheidskoffficienten
XX2 en xy2. De berekening van deze ko8fficiEnten dient te
geschieden binnen twee afzonderliJke konseptmodellen, gecen-
treerd  rond  de  indikatoren  xk k=l,...,K respektieveli]k y 
P=1,...,P.
Door  vervolgens  de  genoemde  indikatoren  te  vervangen
door  de  respektievelijke  indices  X en  Y en  door de wortel
uit de bijbehorende betrouwbaarheidskoiffficitinten X en X22
X Y
te nemen als epistemische parameters behorend bij de
relatie tussen X en 61 enerzi)ds en tussen Y en nl
anderzijds, ontstaat model 6.1.(b) uit model 6.1.(a). Voor
dit model gelden de volgende modelspecifikaties
hoofdtheorie hulptheorie
n 1=711 61+61 (1) X=Xxcl+E
(2) Y=Xynl+6
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Op basis van deze specifikaties kan de strukturele parame-
ter Y als volgt worden geschat.11
0(XY)= X Y X
x 11 y
zodat
(6.2)                   11         x yf = r(XY)/1 1
waar 1  en X kunnen worden verkregen met behulp vanX Y
formule (5.14), nadat hierin parameters zijn vervangen  door
geschatte waarden.
In het geval  61   en   nl   in de hoofdtheorie niet worden
verbonden door de strukturele parameter y maar door de11
simpele nulde-orde korrelatiekoafficiant   P ( Eln 1) ' ontstaat   een
vertrouwd beeld. Immers in dat geval staat  p ( Elnl)  voor de
korrelatie tussen X en Y welke per definitie vrij is van
type al meetfouten.  Een  voor  type al meetfout gekorrigeerde
korrelatiekoEfficiiint markerend met een sterretje, kan worden
geschreven
(6.3) 3(El nl)= r*(XY) = r(XY)/1 1XY
Bovenstaande staat in de literatuur bekend als korrektie
voor attenuatie. N.B. indien 51 en n in bovenstaande1
duiden OP Zatente variabelen, dan heeft dit in formeel
opzicht voor bovenstaande uitsluitend de konsekwentie dat
de betrouwbaarheidskoafficiiinten X en X worden vervan-
 Y
gen door de bl geldigheidskoEfficiMnten 0 en 0 .X Y
In het bovenstaande werd steeds verondersteld dat geen
methodenfaktoren in het spel zijn. Thans komt het eigenlijke
doel van het voorafgaand betoog aan de orde, namelijk het
op bevredigende wijze analyseren van een struktureel model
..waarin een en dezelfde methodenfaktor een storende invloed
heeft op twee of meer konseptmodellen. Met het oog op een
verduideli]king wordt eenzelfde soort model behandeld als in
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figuur 6.1., nadat hieruit ter vereenvoudiging zijn wegge-
laten de ongemeten variabelen Em m=2,..,M en nm m=2...,M,
en waaraan is toegevoegd de methodenfaktor EM (zie model
(a) in figuur 6.2.)
Yll                                  .41\D nl- 41 Yll    
»M«y.
E           'n 1
M
9                                                                              7
I.
 \     1  :/ T.,   5/\     ,   f        ,
/\ 4  Y\ a A
1\ , i  P\/ 4 4 4                             6                                   6
X                   Y
(a) (b)
Figuur 6.2. Struktureel model met een methodenfaktor EM.
Om dezelfde reden en op dezelfde wijze als hierboven wordt
het model (a) in figuur 6.2. geherspecificeerd als model
(b). Hierbij treedt evenwel als komplikatie op dat als
gevolg   van    EM de konseptmodellen   voor   E 1   en  n 1 niet geheel
gescheiden kunnen worden geanalyseerd. Dit komt tot uiting
in de beide hieronder uitgewerkte mogeliJkheden voor het
korrigeren  voor  de  verstorende  werking  van  EM:  (a)  de
kovarianties tussen x  k=l,...,K en y p=l,...,P worden
gekorrigeerd voor type a2 meetfouten om vervolgens de22
berekening van de betrouwbaarheidskoiifficienten X en X
 Y
te baseren op de gekorrigeerde kovarianties en (b) de
omvang van type a2 meetfouten wordt geschat via de bepa-
ling van e en  e , waarna de korrelatie tussen dezeX Y
indices wordt gezuiverd voor type a2 meetfouten.
ad  a.   Men  kan  hier op dezelfde wijze als voorheen
Rebruik maken van vergelijking 6.1. voor de korrektie van
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kovarianties tussen   xk k=1,...,K. Eenzelfde soort vergelij-
king kan worden uitgeschreven  voor  de  indikatoren  yP
P=1,...,P.
(6.4)
a*(xkxl)=Xkl All-( Al<l Al MAM1+AllAkM AMI+ AkM AIM)  k,1=1, · .,K;k41
(6.5)
a7ypyq)=Apl Xql-( Apl XqMAMI+Xql APMAMI+ AphilqM    p , =1 " "P;
p#q
Hieruit resulteren  de  K* K respektievelijk P*P kovariantie-
*matrices E en   E*  ,  welke  zijn gezuiverd van  type a27X -yy
meetfouten. Het probleem waar het hier om gaat, is het
vinden van schattingen voor de parameters Al<M k=l,...,K en
APM    P=l' . . . ,P.    Het
is duidelijk    dat    deze niet binnen    de
afzonderlijke konseptmodellen voor & 1 en nl kunnen worden
gevonden. Voorgesteld wordt dit probleem  in twee fasen  op
te lossen. Gestart wordt  met een exploratieve faktor-analyse
op alle xk k=l,...,K en y p=l,...,P indikatoren, om de
aldus gevonden parameters (faktorladingen) te hanteren bin-
nen de afzonderlijke konseptmodellen,  dat . wil zeggen  in  de
vergelijkingen  (6.4)  en  (6.5). Na substitutie  van  de  op  deze
"*
wijze gevonden kovariantie-matrices I* en in formu--XX - YY
le (5.14) verloopt de procedure op identieke wijze als
hierboven. (Zie (6.2) en (6.3)).
ad  b. Een andere methode, welke in tegenstelling  tot de
vorige geheel en al is gebaseerd op model (b) hierboven,
bestaat  uit de korrektie  van  p (XY)  voor de invloed  van  EM,
Met andere woorden, de korrektie die wordt voorgesteld
vindt plaats op index-nivo in plaats van op het nivo van




n l  = 71 1 61  + 41 (1) X =  Xx41+GxM+ E
(2) Y = A n +0 +6y 1  yM
waar Yii staat voor een strukturele parameter,  Ax en  X
Y
voor epistemische parameters (wortel uit de betrouwbaarheids-
koifficianten  voor  X  en  Y),  BxM  en
0 voor parametersYM
aangevend de sterkte van de invloed van EM en waar E en
6 staan voor random meetfouten in de respektievelijke indi-
ces X en Y. Het systematische karakter van type a2
meetfouten blijkt wanneer EM over het hoofd wordt gezien.
In dat geval kan worden geschreven
O                                        0
X  =  Ax 61  + E    waar    E  =  exMEM   +  6
y   =   x y n l   +  6'     waar     60  =   0 yME M   +    6
Het gevolg is dat er een samenhang optreedt tussen de
meetfout-komponenten.
a ( E0 aa) = e 0 00
xM yM
Het is duidelijk  dat de korrektie  van  P (XY)  voor  type  a2
meetfouten nu niet kan plaatsvinden zoals hierboven. Voor
p(XY) immers geldt thans
p  (X Y)    =    Ax     P(El  Ti )     Xy    + a   (E n 6 0)
waaruit als korrektieformule volgt
r(XY)-0  6





Een analoge procedure is toepasbaar voor de schatting van
Yll·
Intussen is dd vraag blijven liggen hoe 0 -, 0 -, A
XM  yM  X
en X moeten worden geschat.  Ook hier is  het weer onvermij-
Ydelijk te starten met een exploratieve faktor-analyse op
aZZe indikatoren xk k=l....,K en y  p=l,...,P. De aldus
geschatte faktorladingen XkM k=l,-,K en APM P=l,-,P kun-
nen vervolgens worden toegepast in formule (5.16) voor het
bepalen van 8  en 6yM. N. B. De kovariantie-matrices vanxM
indikatoren, Exx en I , worden in dit geval niet gezui--YY
verd voor type a2 meetfouten, aangezien dit een dubbeZe
korrektie zou betekenen. Dientengevolge worden X en  i
 Y
op  de normale wijze berekend,  dat wil zeggen  via  toepa5sing
van formule (5.14).
Formule (6.6) kan in een vorm worden gebracht welke
aansluit bij de traditie in de pad-analyse om ook errorter-
men te standaardiseren.  Voor de varianties  van de meetfout-
komponenten E en 6 geldt dan
02 (E)    =   1- Xx2,     c2( 6)    =   1- A ,2
zodat (6.6) overgaat in
1 -2 -9
r(XY) - 4(1-Ax) (1-X ) . r(2'60)
r*(XY) = -
X      X
X Y
Deze formule is in formeel opzicht exakt gelijk aan formule
5  van  Wiley and Wiley  (1973:   175) . Een materieel verschil  is
dat de laatstgenoemde auteurs uitgaan van enkelvoudige
variabelen, dit evenwel met als konsekwentie dat zij niet





Wanneer een latente variabele objekt is van meting doet
zich de eigenaardigheid voor dat voor de meting van een
dergelijke variabele een verzameling maximaal verschillende
indikatoren nodig is, hetgeen een korrektie   voor   type   al
meetfouten in feite onmogelijk maakt. Immers voor de ana-
lyse van dit type meetfouten dienen we in principe te
beschikken over een verzameling maximaal ekwievalente indi-
katoren. Dit betekent dat het tegelijkertijd analyseren van
alle vier de typen meetfouten op basis van Zon en dezelfde
verzameling indikatoren niet mogelijk is. Het gestelde komt
er   in   feite op neer dat indikatoren voor een latente
variabele moeten worden opgevat als errorvrije variabelen,
tenzi]  men  op  een  of  andere  wijze  kan  beschikken  over
betrouwbaarheidskoiffficilinten v oor deze indikatoren zonder
dat meervoudige operationalisering is uitgevoerd. (Bijvoor-
beeld op grond van de resultaten van vergelijkbare onderzoe-
kingen).
Indien men deze forse assumptie betreffende afwezigheid
van type al meetfouten in indikatoren van een latente
variabele, zeg El, niet wenst te maken, kan worden gedacht
aan de volgende procedure. Stel 61 is een latente variabele,
voor de meting waarvan een verzameling maximaal verschil-
lende indikatoren E m = 2,...,M wordt geselekteerd.  Dezem
indikatoren worden opgevat als errorvrije variabelen, welke
op  hun  beurt een meervoudige operationalisering ondergaan
via een verzameling maximaal ekwievalente indikatoren xmk
m = 2,...,M; k = 1,...,K, waar K staat voor het aantal
indikatoren dat voor elke errorvrije indikator E beschik-m
baar is. (Gemakshalve ga ik uit van een vast aantal (K)
indikatoren    per    Em).    Een en ander betekent een forse
uitbreiding van de hulptheorie, hetgeen verder kan worden
verduidelijkt aan de hand van het model in figuur 6.3.
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Aangezien het hier slechts gaat om 66n latente variabele,
kan dit model worden opgevat als een konseptmodel.
El
62................Em""' "' """•Q
F21     £2k  €2X Eml     fnX
1 1/.1  1 ill -1
11 \l .1 \1. Em. E-fl EM.
x21. . .)(2]< . . 'x2 K      x mI ' 'xmR "'jxmK xMI ' .XMR ' ' ./:xMK-  z ..1X                   X                    X2                                   m                                       M
Figuur 6.3. Konseptmodel voor een 2-staps analyse van
meetfouten.
Voorgesteld wordt om een dergelijk model in de volgende
twee stappen te analyseren. In de eerste stap worden op
basis van de indikatoren xml< m=2,...,M; k=1,...,K betrouw-
baarheidskodfficillnten A m=2,...,M berekend, met behulp
2
m
waarvan de kovarianties tussen de indikatoren E m=2,...,Mm
worden gekorrigeerd op de eerder aangegeven wijze. Het
resultaat hiervan   is  de   (M-1) *(M-1)
kovariantie-matrix  E'i<van de indikatoren E m=2,...,M, welke kan worden gezienm
als een matrix van kovarianties welke zijn gezuiverd voor
de storende effekten van type al meetfouten. Vervolgenskunnen in een tweede stap de bl-geldigheidskoefficili nten  m
m=2,...,M worden berekend via toepassing van formule
(5.18),  nadat hierin E is  vervangen  door  I*-1 -  Het  is
-1
-XX -EEduidelijk dat indien naast type al en bl meetfouten ook
type a2 en b2 meetfouten een rol spelen, de Reschetste
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werkwi]ze gemakkelijk kan worden gekombineerd met procedu-
res welke dienaangaande hierboven werden uitgewerkt.
Behalve methodenfaktoren kunnen er nog andere onge-
meten variabelen zijn welke ervoor zorgen dat meerdere
konseptmodellen tegelijkertijd moeten worden bekeken. Be-
doeld zijn variabelen welke Geen theoretische relevantie
hebben, dus niet zijn opgenomen in de hoofdtheorie, zoals
bijvoorbeeld  n* in figuur 4.2. Wanneer een dergelijke varia-
bele een effekt heeft op indikatoren in meerdere konseptmo-
dellen, dan dient voor dit effekt te worden gekorrigeerd op
dezelfde wijze als hierboven ten aanzien van type a2
meetfouten werd gedaan. Het is echter duidelijk dat de
effekten van dergelijke theoretisch irrelevante variabelen
niet behoeven te worden ge2ilimineerd alvorens betrouwbaar-
heidskodfficiUnten worden berekend, zoals het geval is met
type a2 meetfouten. Immers dat deel in een kovariantie dat
door toedoen van dergelijke variabelen tot stand komt, kan
niet worden gekwalificeerd als een artefakt.
In deze paragraaf werden diverse problemen behandeld
welke zich ten aanzien van de analyse van konseptmodellen
kunnen voordoen. Deze problemen kunnen een Grote diversi-
teit van verschijningsvormen hebben,  hetgeen een behande-
ling in aLgemene termen schier onmogelijk maakt. Vandaar
dat  werd  gekozen  voor  een  toelichting  aan de  hand van
enkele eenvoudige voorbeelden. Hieruit laat zich gemakkelijk
de volgende gedragsli]n afleiden. Het is wenselijk om te
analyseren binnen zo klein mogelijke eenheden, liefst binnen
afzonderli]ke konseptmodellen. Zodra er effekten zijn welke
dwars door deze kleinere eenheden heenlopen, schat dan de
benodigde parameters op basis van de grotere eenheden
waarvoor genoemde effekten Relden. Ga vervolgens met de
analyse terug naar de kleinere eenheden (konseptmodellen)
en maak gebruik van de op basis van grotere eenheden
geschatte parameters.
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Deze gedragslijn schetst ook de verhouding van de kon-
septmodellen in deze paragraaf en de strukturele modellen uit
de volgende paragraaf.
2. MODELLEN MET RESTRIKTIES.
In onderstaande wordt aan de hand van enkele voorbeelden
verduidelijkt hoe strukturele modellen kunnen worden ontleed in
konseptmodellen en hoe vervolqens de parameters van deze
modellen als restrikties kunnen worden ingevoerd bij de schat-
ting van strukturele parameters. De voorgestelde werkwijze
betekent een gescheiden analyseren van hoofd- en hulptheorie.
Allereerst volst nu de behandeline van een eenvoudiq model
met drie errorvrije variabelen El' nl en n 2 Remeten via de
respektieveli]ke indikatoren xlk k=1,...,K, Ylp P=l....,P en
y2q q=l,.,,,Q,  Dit model is weergegeven in figuur 6.4.a. Op
grond van argumenten die inmiddels voldoende bekend zijn,
kan model (b) uit model (a) worden afqeleid door uit de
relatie tussen de indices Xl' Yl en Y2 en de errorvrije
variabelen 61' nl en 02 de indikatoren wes te laten. Bij de al-
dus verkregen direkte relaties behoren als epistemische parame-
ters de wortels uit de
betrouwbaarheidsko2ifficiiinten Xx21 ' A l
en X Voor model (b) kan een en ander tot uitdrukkins
2
y 2 0
worden gebracht door de volqende specifikaties:
Hoofdtheorie Hulptheorie
nl = YliEl + Cl Xl = Xx 1(1 + El
r12 = 721E2 + 62 Yl = Xylnl + 61
Y3 = Xy292 + 62
Na substitutie van de vergelilkinqen uit de hoofdtheorie in die




PCX1' 2) = Xx1721Xy2 + Axl Y.11821Xy2
PCY Y) =X  B A1 2 yl 21 y2 + XylYlli21Xy2
222
De betrouwbaarheidskodffici6nten xxl '  Xyl   en  Xy2 ' welke
op   basis  van de respektievelijke koseptmodellen  voor   61'   nl  en
r12 worden geschat, kunnen als gefixeerde parameters worden
uitgevoerd in deze schattingsvergeli]kingen. Uit het aldus ver-
kregen stelsel van drie vergelijkingen kunnen vervolgens Yii'
Y 21 en  821
eenvoudig worden opeelost.                       <
2\
Y                                              Y          \21 21
' :2-42          14          .n




X         Y
A l                .1              Y
Elk / 9'K   611\ /   'L     m\/    *M
X          Y         Y      
      E        6         1                 1         2                    1              1
(a) (b)
Figuur 6.4. Model met errorvri]e variabelen     El'     n 1    en    r'2'
gemeten middel de respektievelilke indices Xl' Yl en Y2
Het is instruktief te laten zien dat een dereeli]ke procedure
in feite kan worden opgevat als Rebaseerd op het bekende
korrigeren voor attenuatie. Immers, met behulp van de geschat-
te betrouwbaarheidskoffficiSnten kan worden Reschreven
r*(X Y) = r(X Y )/1  X1 2 1 1 x1 yl
--
r*(X Y) = r(X Y )/X  X1 2 1 2 x 1 y2
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--
r*(Y Y) = r(Y Y )/A  X1 2 1 2 yl y2
Via  substitutie  van  de  gekorrigeerde  ko8ffici6 nten  r*  in  de
schattingsvergelilkingen hierboven ontstaat een nieuwe verzame-
ling schattingsvergeli]kingen welke we herkennen als behorend
bij een model met uitsluitend gemeten variabelen.
r*(Xl Yl) = Y 11
r*(XlY2)= 712 + 711812
r*(X Y) =B1 2 12 + 711712
Uit deze vergelilkingen kunnen de onbekenden Yll' 712 en 812
eenvoudig worden opgelost.
Beide analyses hierboven tonen duidelijk de onJuistheid aan
van het zonder meer vervangen van ongemeten variabelen door
indices om vervolgens te doen als betrof het een model met
uitsluitend gemeten variabelen. In het onderhavige Reval komt
het bezwaar neer op het ten onrechte niet korrigeren van
korrelatieko fficiiinten voor invloeden van type al meetfouten.
In de prakti]k van het sociologisch en politikologisch
onderzoek heeft men meestal  te maken met modellen welke
aanzienlijk komplexer  zijn   dan het hierboven behandelde model.
De strategic welke hier voor de analyse van komplexe model-
len wordt bepleit, kan worden verduidelijkt aan de hand van
een  model  zoals  weergegeven  in  fiquur 6.5.  Met  opzet  wordt
hier de term strategie gebruikt, aangezien zich een dermate
grote diversiteit van komplexe modellen kan voordoen dat een
blauwdruk, in de zin van een handleiding, nauwelijks kan
worden gegeven. Er ziln verschillende komplicerende elementen
in bovengenoemd model aanwezie. Zo nemen we aan dat 61' 62'
nl en n2 staan voor Zatente variabelen. Voorts is er een
methodenfaktor EM aanweziq, welke zowel de indikatoren voor
r12 als die voor &2 verstoort, is er sprake van een niet-rekur-
sief model, en is er een samenhang tussen de meetfouten E
11
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en E Een andere moeilijkheid is dat in een dergelijk model12'
gemakkelijk overidentifikatie optreedt, afhankelijk van het aan-
tal indikatoren dat is qeselekteerd. Tenslotte kan zich noe het
probleem voordoen dat een latente variabele is opgebouwd uit
meerdere dimensies. In het model hierboven kan n 1 als zodanig
worden opgevat, met 03' 94 en 95 als dimensies. Deze dimen-
sies zijn gebaseerd op een verzameling indikatoren, welke ter
vereenvoudising zijn wegeelaten en vervangen door de indices
Y:3'     Y4    en    Y5.     Hierop    wordt    aanstonds    teru        ekomen.
./ 41  /*ri   c1 1                            1 2                                                         2 1          -2 K   "*2 K
1           T                    ITT
11                912                                E21 E2k E2K
rlls                                         ,  r. / I i--9/1\ ri27131 \ .
1 14 :5 Itt T TI
21 I2p  2P -31  31"x3L
1  14 1'1   „ " „ 3131 3,
3   -4
Figuur 6.5. Model ter verduideli]king van een procedure waar-
bi] een LISREL-analyse wordt Rekombineerd met de analyse van
konseptmodellen.
Gebruikmaking van reeressie-analyse of pad-analyse voor het
schatten van de modelparameters in een derqelijk model is
uitgesloten wegens de aanwezigheid van niet-rekursiviteit, sa-
menhang   in de storingstermen (hier meetfouten), alsook   een
dreigende overidentifikatie. Ook instrumentele variabelen  of
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"two stage least squares" kunnen hier Reen uitkomst bieden.
In een dergeliJke situatie biedt Jdreskog's LISREL de beste
oplossing, aangezien  in deze procedure alle Renoemde probleem-
faktoren zi]n toeg'estaan. Zoals in hoofdstuk 4 uitqewerkt,
kunnen evenwel  bezwaren worden ingebracht tegen LISREL, te
weten het optreden van epistemische en strukturele bias alsook
de mogeli]kheid van het niet onderkennen van allerlei typen
meetfouten. Vandaar dat wordt voorgesteld aan de LISREL-analy-
se vooraf te laten gaan een analyse van konseptmodellen.
Om  te beginnen wordt het konseptmodel voor E 2  geanalyseerd.
Exploratieve faktor-analyse op de indikatoren x2k k=1,...,K
levert de voor de berekening van de bl geldigheidskoiEffici2nt
8 benodigde faktorladingen op. Vervolgens wordt op basisx2
van de genoemde indikatoren index X2 samengesteld. ·Daarna
komt  X2  in  de  plaats  voor  de  indikatoren  en  wordt  6
x2
aangewezen als de epistemische parameter behorend bij de
relatie tussen X2 en 42'
Vervolgens de analyse van de konseptmodellen voor n2 en
43. Gezien de werking van EM kunnen deze konseptmodellen
niet geheel gescheiden worden behandeld. De meest aanqewezen
werkwiJze is hier e-eh exploratieve faktor-analyse op de indika-
toren Y2p P=l,...,P en x31 1-1,...,L. Op basis van de qevon-
den schattingen van faktor-ladingen kan vervolgens de versto-
rende werking van
EM worden Re limineerd op een van de twee
manieren zoals in de vorige paragraaf is voorgesteld onder het
kople "koppelinq van konseptmodellen". Daarna kunnen op de-
zelfde wiJze als hierboven de indices Y2 en X3 worden samenqe-
steld en kunnen hun relaties met respektievelilk 92 en E 3
worden voorzien van de als epistemische parameters fungerende
bl geldigheidskoaffidiEnten ey2 en ex3.
Tenslotte volgt nu de behandelinR van het konseptmodel
voor nl' Zoals zo]uist werd voorResteld, wordt deze variabele
opgevat   als een meerdimensionele variabele  met   n3'  n 4  en  ns
als dimensies. Laten we voorts aannemen dat deze dimensies,
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evenals nl op te vatten als latente variabelen, zijn gebaseerd
op   de respektieveli]ke indikatoren  Y3m'  y4m  en  ySm  m=l,...,M
(Met het oog op een vereenvoudigde notatie wordt uitgegaan
van  een  voor elke dimensie gelijk aantal (M) indikatoren).  Met
behulp van deze indikatoren kunnen de indices Y3' Y4 en Y5
worden samengesteld.
Een en ander kan worden voorsesteld als een konseptmodel
zoals is weergeseven in figuur 6.6. Voor de analyse van
modellen met een dergelijke formele struktuur ontwierp Jareskog
een speciale schattingsprocedure, welke bekend staat als "se-
con,d order factor analysis". Bil deze procedure worden uit
inputvariabelen faktoren getrokken, waarna uit deze faktoren
zelf opnieuw faktoren worden Redestilleerd. Het is dus een
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Figuur 6.6. Konseptmodel voor de meerdimensionele latente vari-
a bele   n   .
1
Toepassine van deze procedure heeft evenwel de nadelen welke
in hoofdstuk 4 tegen een derqelilke Gan€ van zaken werden
ingebracht. Daarom wordt voorResteld het konseptmodel voor n 1
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te verdelen in drie kleinere konseptmodellen, 66n voor elke
dimensie. Op basis  van deze modellen kunnen vervolgens  de
bl-geldigheidskoafficianten ey3' ey4 en eys worden geschat en
kunnen de indices Y3' Y4 en YS worden samengesteld.
Na voltooiing van dit alles is voldoende voorarbeid verricht
om met succes Ben  LISREL-analyse  uit te kunnen voeren.  Deze
verloopt als volst. Als gefixeerde parameters worden ingevoerd
e    e    Be Gene welke in het LISREL-program-x2' Y2, X3, y3'   y4      y5
ma als restrikties aan de schatting van modelparameters wor-
den opgelegd. Vervolgens worden de indikatoren uit de konsept-
modellen vervangen  door de respektievelijke indices, waarna
het LISREL-programma op de normale wijze van start kan gaan.
De kritiek waaruit de voorgestelde procedure is ontstaan, is
in wezen een kritiek op gangbare wilzen van mode Zspecifika-
tie. Met name modellen welke zonder meer worden gespeci ficeerd
met afzonderli]ke indikatoren alsook modellen waarin indices
samenvallen met de ongemeten variabelen welke zij beogen te
meten, kunnen gezien de analyses in  hoofdstuk  4  weinig
vertrouwen inboezemen. Gelooft  men  w61  in een model  dat  op
een dergelilke wijze is gespecificeerd, dan kunnen de modelpa-
rameters zonder bezwaar   op   "full - information"-wijze worden
geschat. In het geval dat er Reqronde twijfels zijn ten aanzien
van de juistheid van een dergelijke specifikatie levert een
"full- information"-procedure een (overigens  zuivere,  konsistente
en efficitinte) schatting van niet -beoogde parameters op.
Bi] een analyse zoals werd voorgesteld,  dient men zich af
te vragen wat de semantische betekenis is van de variabelen
in het model, of deze variabelen uit meerdere dimensies zijn
opgebouwd en zo la of deze dimensies theoretische relevantie
hebben. In dit laatste geval dienen zij als aparte variabelen
worden opienomen in de hoofdtheorie, zoals hierboven bijvoor-
beeld het geval was met n3' r14 en n 5, In het Reval het gaat
om ongeldige faktoren welke uitsluitend een rol spelen op het
nivo van de hulptheorie, dienen korrelaties tussen indices voor
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hun werking te worden gekorrigeerd.
In gevallen waarin methodenfaktoren en ongeldige faktoren
samenhangen, hetzij onderling hetzi]  met  variabelen  uit  de
hoofdtheorie, ontstaat meestal een dermate ingewikkeld relatie-
patroon dat men veelal gedwongen zal zijn alsnog teruq te
vallen op de analyse van een LISREL-model waarin de indikato-
ren als afzonderZ€jke variabelen zi]n opqenomen. Ditzelfde
geldt wanneer als gevolg van de voorgestelde procedure het
model ondergeidentificeerd dreigt te geraken, hetgeen niet denk-
beeldig is gezien de reduktie van het aantal variabelen in de
hulptheorie die er het gevolg van is. Overigens kan de
geschetste werkwilze behalve met LISREL 66k worden gekombi-
neerd met andere technieken zoals die van instrumentele varia-
belen en "two stage least squares".
Tot  slot  is een enkele waarschuwing  op zijn plaats.  De
hierboven ontwikkelde procedures seven geen oplossing van het
meetfoutenprobleem in elke willekeurige situatie die zich voor-
doet. Allereerst niet om een praktische reden. De Reschetste
werkwi]ze is in sterke mate afhankeliJk van de beschikbaarheid
van meerdere indikatoren per onqemeten variabele. Tenslotte is
er  nog  een meer principiEle reden. Deze wordt heel goed
verwoord door Schoenbers: "Measurement error must eventually
be eliminated at the source because the data-analysis methods
for accountins for the presence  of measurement error are
ultimately only simplifications of the reality and consequently
only approximately cover it up". Het ti]dens de analyse-fase
korrigeren voor meetfouten heeft dan ook altijd iets van een
noodsprong, welke zoveel mogelilk vermeden moet worden.
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SUMMARY
The analysis of causal models is one of the most widely-
used methods of present-day social science research. In this
study, causal models, which econometrists term structural
equation models, are used to represent theories, with the
result that causal analysis and problems of measurement
and operationalisation become interwoven.
In this book this problem is examined by analysis of
both the concept  of measurement error and the semantic
relationship between indicators and theoretical variables.
Theoretical variables may be defined as those non-percep-
tible variables the concept of which is central to the
analysis of measurement error; whilst measurement error is
usually interpreted by social scientists as random interferen-
ces to the measurement process. But where theoretical variab-
les relate to highly complex theoretical concepts, the inter-
pretation of such concepts may lead to the development of
nonrandom measurement errors in a latent variable. This
interpretation process relates partly to the choice of indica-
tors and partly   to the auxiliary theory formulation.   At   the
same  time, the theoretical variables and their inter-relation-
ship are set out in the principal theory. Thus, the purpose
of analysing such models is to  gain a better understanding
of the principal theory from the perspective of relationships
between the indicators as illustrated by use of the auxiliary
theory.
Path analysis is one method which can be used in such
cases. But there are many drawbacks in using this method
for problems which involve the analysis of theoretical varia-
bles. These problems relate to overidentification, the ab-
sence of scores for theoretical variables, the correlation
between independent variables and disturbances as well as
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the correlation between the disturbances themselves. Path
analysis does  not  provide a solution to any of these
problems. Instead  there  is  more  advantage  in  using  the
instrumental variables or two-stage least-squares methods.
Also useful are those estimating procedures which are based
on the full-information maximum-likelihood principle,  as, · for
example, LISREL.
But a problem related to the model-specification can
develop  in  using these procedures. This problem arises if,
as in most sociological and political science research, the
indicators are treated as separate variables. This leads to
conflicting structural and epistemological aspects of the
model which is detrimental to the semantic qualities of
theoretical variables. This effect follows from estimation
being based on a matrix incorporating covariances between
aLL indicators, with the result that epistemological para-
meters are partly determined by indicators of other theoreti-
cal variables in the model.
Thus the estimation of  parameters  for  the  principal
theory can be adversely affected in this manner, notably
through interference in the estimation of epistemological
parameters. Another reason for this particular problem with
the principal theory is that, unlike an index, an individual
indicator provides only a limited representation of a theore-
tical variable. Thus  if, in spite  of this, estimation  is
based upon individual indicators, it will have a detrimental
effect on the principal theory.  Indices are therefor prefera-
ble to individual indicators as a basis for such estimation.
However, contrary to the belief of many social scientists,
this does not mean that theoretical variables can therefore
simply be replaced by indices. The epistemological para-
meters must be used during the analysis as a means of
separating the index from the theoretical variable which it
measures. Such parameters, which should comprise an aggre-
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gation of the epistemological parameters of the individual
indicators,  can  be  calculated  through  the  application  of
factor-analysis   to a concept-model. The resulting parameters
may be likened to a reliability- or validity-coefficient and
hence be very suitable for application as a fixed parameter
in the development of models with theoretical variables. In
other words, the numerical values of these coefficients  can
represent restrictions in estimating the free parameters.
Although a method of instrumental variables,  like that of
two-stage least-squares, permits the introduction of fixed
parameters,  Jdreskogs  LISREL  is considered the most useful
procedure  for this purpose.  Its greatest advantage lies in
the possibility of analysing nonrecursive models in addition
to  models  containing  errors  in  variables  and  errors  in
equations. Above all, this programme has the recognized
advantages that are associated with a full-information maxi-
mum-likelihood estimation method.   We may therefor anticipate
that the application of LISREL, combined with an analysis
of a concept model as elaborated in this book, will provide
information with a validity of theoretical interpretation




Bewijs dat X in (5.14) gelijk is aan Q van Heise enX
Bohrnstedt en vervolgens dat deze X kan worden afgeleidX
uit de theoretische betrouwbaarheidskoefficient   (5.6. ) .   Uit-
gaande van gestandaardiseerde inputvariabelen geldt in een
orthogonale faktor-analyse:  I      =   8  A' -   I   +   H2  waar   H2
*XX --     -            -
staat  voor een diagonale matrix met kommunaliteiten.  In  het
geval van ongestandaardiseerde inputvariabelen moet deze
vergelijking worden vervangen door
 xx   =    8  8'- .!?02   +  D  H2  Pc
waar D2 staat voor een diagonale matrix met varianties
van inputvariabelen. Substitutie van I + D  -  c H2Pc voor·- XX
AA' in formule (5.14) geeft
22w' I  w+w'DHDw-w'D w- -XX- -  -a-  -0 -       -  1-
W'E  W
- -XX»





k£lw   a2 (xk)  - k lw   a2 (xk)  h 1- =nK   K
kEl kElwkwl 0(xkxl)
Deze formule is afleidbaar uit die voor de theoretische
betrouwbaarheidskoUfficiiint   in   (5.6) . Wanneer   in de teller
hiervan 02( Ek) wordt vervangen door de variantie van xk
vermenigvuldigd met de theoretische betrouwbaarheidskoUffi-
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ciEnt voor indikator k [92(xkfi )ldan volgt
K                          K
2   2
x2= k=l  k
I  w    a (xk) p2 (xkE)  +   AA.wkwla (xkxl)
x        K22 K
krlwk  c (xk)  +   kE, wkwla (xkxl)
K                  K
2 2 2   2
k lwk a (xk) -  k£lwk G (xk) p 2 (xkE)
=1- K                 K
k&1w2 02 (xk)  +    AA.wkwla (xkxl)
Aangezien geldt
K                     K                 K
2   2
G(X  ) = I w C (X ) + Inw 0(x   )16rl wkwl kxl k=1-k k kti'-kwl kxl
geeft dit na vervanging van theoretische itembetrouwbaarhe-
den  p2(xkE) door kommunaliteiten  hk2
K                K
kElw2 02(xk)  - kslwk 02(xk)  h212=1-     K 0




1. Een kausaliteitsbegrip Rebaseerd op een variabelentaal
en het principe van veranderinq  is  niet het enigedenkbare in politikologie en sociologie. Een andere moge-liJkheid is dat slechts naar 66n eigenschap wordt Re-
keken om deze te volgen in de tijd. Men onderzoekt dan
een evolutie zoals de ontwikkeling van een land van een
diktatuur naar een demokratie. Men zoekt hier naar een
verklaring van binnenuit, al dan niet ervan uitgaand
dat  het ene  stadium van een ontwikkeling het vol€ende
oproept. Nog een andere kausaliteitsopvatting is die van
struktuur-oorzaak. Men onderzoekt hier bijvoorbeeld de
vraag waarom zich in een maatschappi] vervreemding
kan voordoen. In deze gedachtengang moeten het bepaal-
de strukturele kenmerken zijn welke een maatschappij
bevattelijk maken voor vervreemding. Met beide opvattin-
gen van kausaliteit zal een empirisch onderzoeker zich
niet licht bezie houden; zo ook ik in deze dissertatie,aangezien zil veel moeilijker toegankelijk zijn voor em-
pirisch onderzoek dan kausaliteitsvragen welke passen
binnen een variabelentaal.
2. Hierbil wordt onder andere gebruik gemaakt van komputer-
programma's voor regressie-analyse. ZO wordt in  het
SPSS-programma Retracht op basis van F-toetsen op signi-fikantie van multiple korrelatie-koafficienten, dan wel
een toename daarin na invoering van een additionele
regressor, te komen tot modelspecifikatie. Een nadeel van
deze methode is het ad hoc karakter alsook de nadruk
op reqressie als voorspellingsmethode, dit laatste van-
wege het grote belang dat wordt Rehecht aan de propor-
tie verklaarde variantie. Meer in overeenstemming meteen kausale denkwijze is een modelspecifikatie Rebaseerd
op het kriterium van reproduktie van een korrelatie-
matrix op basis van modelparameters. Aanzetten hiervan
ZiJn te vinden in de werken van Jareskog.
Hoofdstuk 2.
1. Deze term is afkomstiq uit de ekonometrie, waar men in
plaats van met waarnemingen van verschillende eenheden
op hetzelfde tijdstip meestal werkt met waarnemingen van
dezelfde eenheden op verschillende tijdstippen. Vandaar
deze  term  die wi] liever onvertaald laten. Om dezelfdereden als de hier Renoemde worden in de ekonometrie de
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waarnemingen meestal aangeduid met subskript t (time)
in plaats van de door ons gehanteerde n.
2.  Het schattingsprobleem lijkt hier eveneens oplosbaar via
toepassing van OLS op de gereduceerde vorm. Immers
hier staan uitsluitend exogene variabelen in het rechter-
deel  van de vergelijking.  Dit is inderdaad mogelijk,
echter zulks uitsluitend in het uitzonderlijke geval dat
het model exakt geidentificeerd is. (Zie paragraaf 3 van
dit  hoofdstuk) . Men spreekt  in zo'n geval van "indirect
least squares" (ILS).
3.  Pad-analyse  op  ongestandaardiseerde  skores  is  zonder
meer uitvoerbaar. Men spreekt in dat geval van pad-
regressie-analyse (zie Turner and Stevens 1959). De keu-
ze hetzij voor gestandaardiseerde hetzij ongestandaar-
diseerde skores   is niet zonder betekenis. Zie bijvoorbeeld
Tukey 1954, Wright 1960 en Blalock 1966.
4.  Wright  zelf hanteerde  hier steekproef-korrelaties.  Zolanq
echter  wordt  gesproken op het niveau van modellen
prefereer  ik  de  notatie  van  populatie-korrelaties  (Zie
Wright   1954:   163)
Hoofdstuk  3.
1. .Beide kategorieEn van oplossingen zijn niet altijd even
duidelijk gescheiden. Zo bewijst Christ dat 2SLS, welke
methode zorgt voor een reduktie in het aantal schattings-
vergelijkingen, in wezen ook kan worden gezien als een
methode waarbij de alternatieve schattingen worden terug-
gebracht tot 66n unieke schatter. (Christ  1966:  446) .
2.  Een en ander geeft aanleiding tot de volgende overwe-
ging. Bij faktor-analyse wordt steeds   de hele korrelatie-
matrix genomen als basis voor schatting. In termen van
een IV-procedure: de vergelijkingen uit het faktormodel
worden doorvermenigvuldigd met alle inputvariabelen be-
halve die welke als afhankelijke variabele staat in een
vergelijking. Dit ongeacht de sterkte  van de korrelatie
van deze laatste met de overige inputvariabelen ofwel
instrumentele variabelen. Vanuit IV-perspektief  zou  het
beter zijn uitsluitend door te vermenigvuldigen met varia-
belen welke sterk korreleren. Dit ZOU neerkomen OP
hantering  van een  korrelatiematrix waaruit  de over de
hele linie zwak korrelerende variabelen zi]n gealimi-
neerd. Nader onderzoek is hier gewenst.
3. Ik heb op dit punt lange tild geaarzeld. Aanvankeli]k
stelde ik mij op het standpunt dat een keuze van
instrumentele variabelen OP basis van de sterkte van
een kausaaZ effekt cp de te vervangen variabelen het
meest adekwaat is. Terwijl ik een dergelijk kriterium
uitwerkte stootte ik op een publikatie van Fisher waarin
eveneens een uitwerking van een dergelijk kausaal krite-
rium   (Fisher 1965: 260-267) . Volgens  het door Fisher,  en
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onafhankelijk    van deze eveneens    door mij, uitgewerkt
kausale kriterium wordt die IV geselekteerd welke een zo
groot mogelijk (kausaal) effekt heeft op de te vervangen
variabele. Bij nader inzien  leek  het  mij  dat  die  IV  moet
worden gekozen welke zich ten opzichte van zoveel moge-
lijk variabelen in het model exakt hetzelfde gedraagt(korreleert)    als   de te vervangen variabele.   Het   is   niet
zeker dat een kausaal kriterium dit kan garanderen.
Vandaar dat ik alsnog koos voor het in de ekonometrie
gangbare kriterium voor statistische samenhang. Nader
onderzoek is hier evenwel gewenst.
Hoofdstuk 4
1.  Om elk misverstand  uit te sluiten;  het  gaat  hier  niet  om
externe  indikatoren welke op i nhoude Z€Ske gronden eenrol  spelen  in de betekenisverlening   (type b2 meetfouten)
maar  om  invloeden  welke  optreden  geheel  en  al  als
gevolg van de schattingsprocedure.
2.  Het  vooraf verenigen van  indikatoren  tot  indices  heeft
nog een aantal additionele voordelen. Aldus ontstaat de
mogelijkheid van standaardisering van meetprocedures en
-instrumenten, het schatten per afzonderlijke vergelij-
king, het intuitief beter begrijpen   wat   men   aan   het  doen
is en het verkrijgen van eenvoudiger modellen. Bovendien
is aldus mogelijk een oplossing voor het probleem van
overidentifikatie.   Dit niet alleen vanwege  het  feit  dat
het aantal gemeten variabelen sterk wordt gereduceerd.
Ook is het in principe mogelijk op basis van konsept-
modellen de skores  op latente variabelen te schatten
waarna IV of 2SLS toepasbaar is in gevallen waarin dit
nogmaal wordt verhinderd door ontbrekende skores. (Zie
hoofdstuk 3).
Hoofdstuk 5.
1. In het onderstaande wordt voortgebouwd op een artikel
van Heise en Bohrstedt waarin faktor-analyse wordt toege-
past voor het bepalen van een betrouwbaarheids-, een
geldigheids- en een ongeldigheidsko8fficient. (Heise and
Bohrnstedt 1970). Met name worden deze koiffficiEnten
onderbouwd met een terminologie uit de meetfoutenproble-
matiek,   (zie ook hoofdstuk  4  van deze studie), wordt  de
relatie met de klassieke meettheorie gelegd en worden de
formules aanzienlijk eenvoudiger afgeleid dan het gevalis bij de genoemde auteurs. Bovendien wordt aangetoond
dat de afgeleide koEfficiEnten op het nivo van indices
kunnen worden opgevat als epistemische parameters.
2. Het is merkwaardig dat ook ]Breskog een betrouwbaar-
heidskoafficiEnt ontwikkelde welke (vrijwel) identiek is
aan Q zonder naar het toen reeds gepubliceerde werk
van   Heise en Bohrnstedt te verwijzen (Jareskog   1971).
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Een verschil met Q is dat ]Breskog uitgaat van kongene-
rische items. In onze terminologie betekent dit dat Jares-
kog moest uitgain van afwezigheid van type a en b
meetfouten, waardoor zijn koffficiEnt    voor    ons    3oel   on2
bruikbaar is.
3. Het hier gemaakte onderscheid sluit goed aan bij de
definities welke in de multitrait-multimethod theorie wor-
den gegeven van de begrippen betrouwbaarheid en geldig-
heid. Betrouwbaarheid is de mate van overeenstemming
tussen meetresultaten verkregen met maximaal deze Zfde
meetinstrumenten (indikatoren). Geldigheid  is  de  mate
van overeenstemming tussen meetresultaten verkregen met
maximaal verschiZZende meetinstrumenten. Er is momen-
teel een trend merkbaar bij het analyseren van schalen
waarbij dit onderscheid in typen indikatoren wordt gene-
geerd.  Zo vindt men bijvoorbeeld in het SPSS pakket een
toepassing van betrouwbaarheidskolifficiant a als krite-
rium  voor het selekteren van schaal-items.  Het is duide-
lijk dat dit niet juist is, aangezien schalen steeds zijn
bedoeld voor de meting van latente variabelen. Het .gaat
niet aan om, op grond van geldigheidsoverwegingen gefor-
muleerde, indikatoren (schaal-items) te selekteren   op
basis van een betrouwbaarheidskriterium.
Hoofdstuk 6.
1. Volgens Lawley en Maxwell is een fal tormodel geidentifi-ceerd wanneer   s>o     waar   sit[(n-m)  -(n+m)],nis   het
aantal inputvariabelen en m het aantal faktoren (Lawley
and  Maxwell  1971:   10) . Uitgaande  van een unifaktormodel
(m=1) blijkt s gelijk aan nul te worden indien n=3.
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