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1 はじめに
近年, 情報通信技術の発達に伴い, 様々な時系列データが収集, 活用されるようになり, 時系列データに対する統計的モデ
リングの重要性が高まっている. 時系列データに対する統計モデルである時系列モデルとしては, 過去の時点のデータに依
存する自己回帰項と誤差項の和によって表現される自己回帰モデル等があり, 経済学や自然科学など様々な分野で広く用い
られている. しかしながら, 地震や事故件数といった整数値の時系列に対しては, 理論的にうまく表現することができない.
そこで, 整数値の時系列データをモデル化するため, 整数値自己回帰モデル (Integer-valued Autoregressive Models: INAR
モデル)の研究が 1980年代から行われるようになった.
本研究では, INARモデルの周辺分布をポアソン分布, 負の二項分布, スケラム分布, 二項分布, 幾何分布, 非対称離散ラプ
ラス分布とした場合を取り上げ, p次への拡張, パラメータ推定法, 推定されたパラメータの性質について提案する.
2 整数自己回帰モデル (INAR モデル)
本節では, 周辺分布を様々な離散型分布とした整数値自己回帰モデル (Integer-valued Autoregressive Model: INARモデ
ル)について述べる. 実数値時系列に対する AR モデルでは誤差分布 "t を正規分布とすることが多いが, INARモデルでは
一般に, 誤差分布に正規分布ではなく非負整数値をとる確率分布とする. これまで誤差分布から出発して実数値の分布を求め
ることがほとんどであったが, 整数自己回帰モデルでは周辺分布を離散型確率分布とすることがモデルの出発点になってい
ることが多い. つまり時系列データがあったとき, その時系列データに離散型確率分布を仮定しモデルを構築する. そしてモ
デルの右辺の形で自己回帰項と誤差項とに分解できるかどうかがモデルの妥当性を決定する. まず, 間引き演算子と INAR
モデルの定義について簡単に触れ, 続いて周辺分布を様々な離散型分布としたモデルについて概説する.
定義 2.1 (間引き演算子)
 2 (0; 1], X を負でない正の値をとる確率変数, fYig = B(1; )とする. このとき,  X =
PX
i=1 Yi を間引き演算子と定
義する. ただし X = 0 のとき  X = 0 とする.
定義 2.2 (INAR(1) モデル)
f"t; t  1g が独立同分布で, 負でない確率変数に従うとする. また X0 とも独立であるとする. このとき次のモデルを
INAR(1) モデルという (Fokianos, 2011; Rajarshi, 2012).
Xt =  Xt 1 + "t; (t  1)
また, p次への拡張は次のように定義する (Du and Li, 1991).
定義 2.3 (INAR(p)モデル)
次のモデルを INAR(p) モデルという.
Xt = 1 Xt 1 + 2 Xt 2 +   + p Xt p + "t
ただし, 次の 2つの条件 Ppi=1 i  1, i Xt i  B(Xt 1; i) を満たすとする.
2.1 PINARモデル
PINAR(1) は INAR(1) の周辺分布をポアソン分布としたモデルである. ポアソン分布は離散型分布の代表的な分布の 1
つである. また, ポアソン分布の期待値と分散が一致するという性質から, 離散値を取る時系列データの平均と分散がほぼ一
致する場合に妥当なモデルである. ここでは, PINAR(1)モデルの定義と性質について述べる.
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定義 2.4 (PINAR(1)モデル)
次のモデルを PINAR(1)モデルという.
Xt =  Xt 1 + "t; t  1;  Xt 1jXt 1  B(Xt 1; ); Xt  Po():
定理 2.1
PINAR(1)モデルにおいて,  Xt 1  Po(), "t  Po((1  ))が成り立つ.
また, PINAR(1)モデルの推定量をモーメント法で推定すると, ^ = r1, ^ = x を得る. さらに, 上述した推定量に対して, 次
の補題が成り立つ.
補題 2.1 (パラメータの性質)
PINAR(1)モデルのパラメータ の推定量として, ^ = X は不偏性と有効性をもつ.
さらに, p次への拡張は以下のように与えられる.
定義 2.5 (PINAR(p)モデル)
次のモデルを PINAR(p)モデルという.
Xt = 1 Xt 1 + 2 Xt 2 +   + p Xt p + "t;
ただし, fXtg  Po(),
Pp
i=1 i  1 , i Xt i  B(Xt 1; i)とする.
2.2 NBD INAR(1) モデル
これまで, INAR(1) の周辺分布をポアソン分布とした PINARモデルについて述べた. ポアソン分布には平均と分散が等
しいという特徴があるので, データの平均と分散がほぼ等しければ PINAR(1) は妥当なモデルであると考えられる. しかし
ながら, 平均よりも分散が大きい, すなわち過分散の場合には PINAR(1)モデルは適切でないといえる. そこで, 本小節では,
過分散なモデルとして, INAR(1)モデルの周辺分布を負の二項分布 (NBD)とした, NBD INAR(1)について説明する.
定義 2.6 (NBD INAR(1)モデル, Leonenko et al:, 2007)
NBD INAR(1) モデルの式を次のように定義する.
Xt =  Xt 1 + "t  XtjXt 1  B(Xt 1; ); Xt  NBD(;)
定理 2.2
NBD INAR(1)モデルにおいて,  Xt 1  NBD

;



, "t  NBG

; + ; 

が成り立つ.
また, NBD INAR(1) モデルのパラメータをモーメント法で推定すると, ^ = r1, ^ = (x)
2
x2 (x)2 x , m^ = x を得る. ただし,
 = =mとする.
2.3 BINARモデル
ここまで, Xt のとりうる値が非負の整数全体であるモデルについて考えてきた. しかし実際には, ある有限の値 n まで
しか値をとらない場合も考えられる. ここでは, 周辺分布を最も代表的な二項分布としたモデルについて説明する. 単純に
INAR(1)モデルの周辺分布を二項分布とした場合, 誤差分布が一般的に知られた分布にならない. その改善策として, 超幾
何演算子を用いる方法がある. 詳細は Wei (2008)を参照されたい.
定義 2.7 (超幾何演算子を用いた BINAR(1)モデル)
Xt  B(N; p), n=N Xt 1jXt 1  HG(N;Xt 1; n) とする. このとき, 次のモデルを BINAR(1)モデルという.
Xt = n=N Xt 1 + "t; (t  1)
定理 2.3
BINAR(1)モデルにおいて n=N Xt 1  B(n; p), "t  B(N   n; p) が成り立つ.
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2.4 SINARモデル
ここでは, Freeland (2010)で提案されている Skellam INAR(SINAR)(1)モデルについて述べる. Freeland (2010)では,
パラメータの等しい 2つの独立なポアソン変数の差を周辺分布とする INARモデルのみ触れている. パラメータが異なる場
合については 3節で言及する.
定義 2.8 (SINAR(1)モデル, Freeland, 2010)
fXtg, fYtg をそれぞれ独立な PINAR(1) モデルとする. つまり,
Xt =  Xt 1 + t fXtg  Po();  Xt 1jXt 1  B(Xt 1; );
Yt =   Yt 1 + t fYtg  Po();   Yt 1jYt 1  B(Yt 1; )
とする. このとき, 2つの PINAR(1)モデルの差を取り, Zt = Xt   Yt,  ? Zt 1 =  Xt 1     Yt 1, "t = t   t とお
くと
Zt =  ? Zt 1 + "t fZtg  S(; )
である. このモデルを SINAR(1) モデルという.
3 モデルの拡張
本節では, INARモデルの拡張のいくつかを提案する. まず, SINARモデルのパラメータ推定法, p次への拡張を述べ, 次
に BINARモデルの p次への拡張を提案する.
3.1 SINARモデルの拡張
INAR(1)モデルの周辺分布を, 背後にあるポアソン分布のパラメータが異なる設定でのスケラム分布 S(1; 2)とした場
合の SINAR(1) モデルを提案する. さらに, パラメータの導出方法, 推定されたパラメータの不偏性, p次への拡張について
言及する.
定義 3.1 (拡張された SINAR(1)モデル)
fXtg, fYtg をそれぞれ独立な PINAR(1) モデルとする. つまり,
Xt =  Xt 1 + t fXtg  Po(1);  Xt 1jXt 1  B(Xt 1; );
Yt =   Yt 1 + t fYtg  Po(2);   Yt 1jYt 1  B(Yt 1; )
とする. このとき, 2つの PINAR(1)モデルの差を取ったモデル
Zt =  ? Zt 1 + "t fZtg  S(1; 2)
を SINAR(1) モデルという. ここで, Zt = Xt   Yt,  ? Zt 1 =  Xt 1     Yt 1, "t = t   t である.
1 = 2 のときは, Freeland (2010)に帰着する.
定理 3.1
SINAR(1)モデルにおいて,  ? Zt 1  S(1; 2), "t  S((1  )1; (1  )2)が成り立つ.
また, このモデルのパラメータをモーメント法で推定すると, ^ = r1, ^1 = 12
 
S2Z +
Z

, ^2 =
1
2
 
S2Z   Z
 を得る. さらに,
次の補題が成り立つ.
補題 3.1 (パラメータの性質)
^1, ^2 はそれぞれ, パラメータ 1, 2 の不偏推定量である.
続いて, SINAR(1)モデルの p次への拡張を言及する.
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定義 3.2 (SINAR(p)モデル)
2つの独立な PINAR(p)モデルの差を取ったモデルを SINAR(p)モデルという. すなわち
Xt = 1 Xt 1 + 2 Xt 2 +   + p Xt p + t; fXtg  Po(1); i Xt ijXt i  B(Xt i; i);
Yt = 1  Yt 1 + 2  Yt 2 +   + p  Yt p + t; fYtg  Po(2); i  Yt ijYt i  B(Yt i; i)
とし, Zt = Xt   Yt, i ? Zt i = i Xt i   i  Yt i, "t = t   t とおいた
Zt = 1 ? Zt 1 + 2 ? Zt 2 +   + p ? Zt p + "t fZtg  S(1; 2)
を SINAR(p)モデルという. ただし, Ppi=1 i  1 とする.
3.2 BINARモデルの拡張
ここでは, BINAR モデルの p 次への拡張について提案する. INAR モデルの p 次への拡張自体は Al-Osh and Alzaid
(1990)や, Du and Li (1991)で言及されている. しかし, 周辺分布を二項分布とし, 間引き演算子を超幾何分布としたモデル
の p次への拡張は, これまで議論がない.
定義 3.3 (BINAR(p)モデル)
fXtg  B(N; p), ni=N Xt ijXt i  HG(N;Xt i; ni),
Pp
i=1 ni  N とする. このとき, 次のモデルを BINAR(p)モデ
ルという.
Xt = n1=N Xt 1 + n2=N Xt 2 +   + np=N Xt p + "t
4 おわりに
本研究では, 整数値をとる時系列データに対するモデルとして近年研究が進んでいる INARモデルについて, その定義や
性質, そしてパラメータ推定法などについて詳しく説明してきた. 日本語ではこれらに関する文献は存在しないため, これら
についてまとめ紹介できたことは一定の意義があると考える.
さらに本論文では, SINAR(1)モデルと BINAR(1)モデルに関する拡張を提案し, それに伴いいくつかの性質を示すこと
ができた. これらの結果により, 今までよりもさらに複雑な構造をもつ整数値時系列データに対するモデリングの可能性が広
がったといえよう. しかしながら, 拡張したモデルにおけるパラメータ構造の問題が残されており, これは今後の課題である.
また, 他のモデルに関する p次への拡張への可能性, そしてそのパラメータ推定についての研究も残されている. 最後に, パ
ラメータ推定法が確立されていないモデルでの推定法の提案も今後の研究課題といえる.
参考文献
[1] Al-Osh, M.A., and Alzaid, A.A. (1990), \An integer-valued pth-order autoregressive structure (INAR(p)) process",
J . Appl: Probab., 27(2), 314-324
[2] Du, J.G. and Li, Y. (1991), \The integer-valued autoregressive (INAR(p)) model", Journal of T ime Series
Analysis, 12, 129-142.
[3] Fokianos, K. (2011) , \Handbook of Statistics", Volume 30, NorthHolland, 315-347.
[4] Freeland, R.K. (2010), \True integer value time series", Advances in Statistical Analysis: 94, 217-229.
[5] Leonenko, N., Savani, V. and A, Zhigljasky. (2007), \Autoregressive Negative Binomial Processes", Annales de
l0Institut de Statistique de l0Universite de Paris 51(1), 25-47.
[6] 沖本竜義 (2010), \経済・ファイナンスデータの計量時系列分析", 朝倉書店.
[7] Rajarshi, M.B. (2012), \Statistic Inference for Discrete Time Stochastic Processes", Springer.
[8] Wei, C.H. (2008), \Thinning operations for modeling time series of counts-A survey", AStA Advances in
Statistical Analysis, 92(3), 319-341.
4
