Abstract This prospect article addresses the neurobiology of detecting and responding to changes or unexpected events. Change detection is an ongoing computational task performed by the brain as part of the broader process of saliency mapping and selection of the next target for attention. In the optic tectum (OT) of the barn owl, the probability of the stimulus has a dramatic influence on the neural response to that stimulus; rare or deviant stimuli induce stronger responses compared to common stimuli. This phenomenon, known as stimulus-specific adaptation, has recently attracted scientific interest because of its possible role in change detection. In the barn owl's OT, it may underlie the ability to orient specifically to unexpected events and is therefore opening new directions for research on the neurobiology of fundamental psychological phenomena such as habituation, attention, and surprise.
all animals. We have a remarkable capability of ignoring or habituating to the background noise, a trait that allows us to rapidly identify and respond to stimuli that break the regularity of the background (Thompson 2009) . Note that such events need not necessarily be louder or brighter than the background; they must be different, or, in other words, unexpected. Thus, to some extent, animals are tuned to detect unexpected events or changes in the incoming streams of sensory information.
In nature, an unexpected event may predict danger or, for predators, an opportunity for food, therefore, a rapid response is fundamental for survival. Perhaps not surprisingly, mechanisms have evolved to respond selectively to unexpected events and to trigger a series of autonomic reflexes that prepare the body for possible action (Sokolov 1963; Barry 2009 ). These include galvanic responses (Bradley 2009 ), changes in heart rate (Bradley 2009) , and pupillary dilation (Bala and Takahashi 2000; Weinberger et al. 1975 ). This wide repertoire of responses, which is remarkably preserved phylogenetically, has been termed by Pavlov as the "orienting response" (Sokolov 1963; Barry 2009 ). Orienting responses can include gaze shifts (overt orienting), but do not have to (covert orienting). In parallel to the orienting reflex, unexpected events also capture the animal's attention for evaluation and decision of the appropriate action (Posner 1980) . Thus, unexpected events have dramatic and widespread bodily effects, most are hidden, pre-attentive, and subconscious, but can be detected with sensitive measurement devices (Bradley 2009 ).
The brain processing of unexpected events is part of a broader process called saliency mapping (Kayser et al. 2005; Itti and Koch 2000) . A dog among cats, a brown object among orange objects or a pure tone succeeding a long period of broadband noise are all conspicuous stimuli that are perceptually salient. The first two examples are salient because they represent stimuli that are out of order in space; a brown object is found where an orange object is expected. Therefore, this type of saliency will be referred to here as spatial saliency. The last stimulus is salient because just like the sound of the door knob, it represents a stimulus that is out of order in time; a tone is heard during the time in which a broadband noise is expected, therefore this type of saliency will be referred to here as temporal saliency. Both temporal and spatial saliency are perceptually privileged; they give rise to attentional capture (Tiitinen et al. 1994; Posner 1980) , enhanced autonomic responses (Weisbard and Graham 1971; Bala and Takahashi 2000) , and enhanced neural responses (Ulanovsky et al. 2003; Reches and Gutfreund 2008; Naatanen 1995; Gottlieb et al. 1998) . Given these similarities in the outcome, it is likely that the neural mechanisms for mapping spatial saliency overlap with the neural mechanisms for mapping temporal saliency. In summary, the basic task of saliency mapping links together fundamental psychological phenomena such as attention, habituation, orienting, and surprise, phenomena that are in many cases studied separately.
This prospect will focus on temporal saliency. Mapping the temporal saliency of an incoming stimulus is an ongoing task that involves some of the basic building blocks of neural computation. It involves creating an expected template or model of the world based on the past, memorizing the template, comparing the incoming input with the expected template, detecting violations, and finally updating the expected template. Therefore, this task is of general interest not only to experimentalists but also to computational neuroscientists interested in modeling the brain (Mill et al. 2011 ). In the following sections, I will address the question of where and how unexpected events are computed and represented in the brain, and discuss the relationships between temporal saliency mapping, habituation, and attention.
Neural correlates of temporal saliency mapping

Mismatch negativity
Neural correlates of temporal saliency mapping or change detection have been exposed and studied in humans using scalp electroencephalogram recordings, mostly in the auditory system. The auditory event-related potential (ERP) contains several components, one of which is a negative deflection, peaking between 100 and 200 ms after stimulus onset. This negative component is called N1. N1 tends to decrease with repeated stimulation reflecting the adaptation of neural responses (Nelken 2004) . However, the neural response not only adapts but also predicts the upcoming stimulus based on the past. This we know because when a sound violates the regularity of the repetition (a deviant sound), a new ERP component is recorded called mismatch negativity (MMN; Naatanen 1995). MMN generators have been linked to the auditory cortex (Alho 1995) and are clearly preattentive because they can be measured in humans engaged in a completely non-auditory task such as reading a book (Sams et al. 1985) . Moreover, MMN can be measured independent of subject awareness to the deviant sounds or even in some cases in unconscious subjects (Kane et al. 1993) . MMN can be elicited by almost any detectable deviation, independent of the specific feature. Rare changes in stimulus frequency, intensity, duration, spatial location, or irregularities in spectrotemporal sequences can all elicit MMN (Naatanen 1995; Naatanen et al. 2001) . Moreover, significant MMN is recorded in cases where the difference between the deviant and the standard is minute, comparable to the minimal noticeable difference (Nelken and Ulanovsky 2007) . Thus, the study of MMN demonstrates that neural representation of unexpected events in the human brain is robust and highly sensitive. This should not come as a surprise given the importance of unexpected events in animal behavior (discussed above). However, because ERPs reflect a global, indirect signal, their study is limited in its ability to reveal fine details of the neural circuits that compute and represent deviations. For this purpose, identifying neural correlates of temporal saliency mapping at the single unit level is highly important.
Stimulus-specific adaptation
Neural adaptation, the decline in response during prolonged or repetitive stimulation, is a ubiquitous property of sensory neurons. Two major types of adaptations have been described in the literature: one is the non-specific adaptation that depends on the activation history of the neuron more than on specific features of the stimulus (Calford and Semple 1995; Brosch and Schreiner 1997; McAlpine et al. 2000; Ingham and McAlpine 2004; Furukawa et al. 2005; Wehr and Zador 2005; Gutfreund and Knudsen 2006) ; the other, a higher level adaptation, is stimulus-specific adaptation (SSA), an adaptation to the history of the stimulus rather than to the activity of the neuron (Ulanovsky et al. 2003 (Ulanovsky et al. , 2004 . To distinguish SSA from non-specific adaptation, several stimulation paradigms have been used (Fig. 1) . In all paradigms, the responses to standard, common stimuli are compared with responses to the same stimuli, but when presented rarely or as deviants. SSA implies that the neuron responds more strongly to stimuli when deviant (see illustrations in Fig. 1 ). Therefore, this phenomenon has been suggested as a single-unit neural correlate of the detection of unexpected stimuli (i.e., change detection, sometimes known as novelty detection; Ulanovsky et al. 2003; Perez-Gonzalez et al. 2005; Malmierca et al. 2009 ).
Using the above-mentioned criterion, it was shown that SSA is a common phenomenon in the brain and has been observed in visual (Muller et al. 1999) , somatosensory (Katz A B C Fig. 1 Schematic representation of stimulus protocols used to differentiate SSA from non-specific adaptation. a The priming protocol. In the priming protocol, a tuning curve is generated by presenting sequences of stimuli varying randomly over a range of stimulus values ( f 1-f n). This is repeated under two conditions: in one (the control), the stimuli for generating the tuning curve are spaced with a fixed time interval of no stimulation; in the other (the primed), a standard stimulus ( f s) is presented several times in between stimuli. In non-specific adaptation (left graph), the tuning curve in the primed condition (light curve) is expected to be evenly attenuated relative to the control (black curve). In SSA, the adaptation is expected to occur stronger near the f s frequency, resulting in a dip in the tuning curve. b The oddball protocol. In the oddball protocol, different stimuli are chosen ( f 1 and f 2) so that both are within the response range of the neuron, giving rise to about the same response. One stimulus is chosen arbitrarily as the standard, being presented repeatedly for a long period. Within this sequence, the second stimulus called the deviant is embedded with a relatively low probability. Later, a second block is presented in which the roles are changed: the stimulus that was standard is now deviant, and vice versa. At the end of the experiments, the average responses to the standards are compared with the corresponding responses to the deviants. In non-specific adaptation, we expect no significance differences (left histogram). In SSA, we expect the responses to the deviants to appear consistently above the responses to the standards (right histogram). c The repeated sequence protocol. In the repeated sequence protocol, the two stimuli are presented in a long sequence starting with several repetitions of f 1 then switching to several repetitions of f 2, and so on, alternating between the two stimuli. In non-specific adaptation, we expect that the response to the first stimulus in the sequence will be larger, further stimulation will result in adaptation that is independent of the type of stimulus (upper histogram in c). In SSA, we expect a stronger response every time the sequence is switched from one stimulus to the other (lower histogram in (c)) et al. 2006) , and auditory (Perez-Gonzalez et al. 2005 ) pathways. In the auditory system, neurons sensitive to deviations were found at different levels of the pathway: in the inferior colliculus, the auditory thalamus and the auditory cortex (Malmierca et al. 2009; Anderson et al. 2009; Farley et al. 2010; Antunes et al. 2010; Ulanovsky et al. 2004) . Detailed characterization of SSA in the auditory system revealed that it is highly sensitive to minute deviations from the standard frequency. Neurons have been found to respond significantly more strongly to stimuli that are deviant from the standard by a frequency difference < as small as 0.1 % (Ulanovsky et al. 2003 ). Moreover, it was shown that this adaptation has several time scales ranging from sub-seconds to tens of seconds (Ulanovsky et al. 2004 ). This implies that the expected model can be updated on a rapid time scale to encompass rapid changes in the stimulus environment, but at the same time a longer history of stimulation is allowed to affect subsequent responses. In summary, recent studies on auditory SSA in the cortex, the thalamus, and the inferior colliculus suggest that single-neuron sensitivity to changes in the input stream is robust and widespread. The origin and mechanisms of this phenomenon is yet to be discovered. An additional open question is the role of this type of SSA in perception and behavior. Three main problems discussed below hinder the attempts to relate this neural phenomenon to the psychological phenomena of habituation and saliency mapping.
The multiple feature problem
SSA in the auditory cortex and the inferior colliculus has been studied mostly using pure tone stimuli where the deviants differed from the standards by the frequency. Other sensory features were either not studied or gave rise to poor SSA (Farley et al. 2010; Ulanovsky et al. 2003) . In nature, a stimulus can differ from what has been in the past along multiple features, i.e., frequency, amplitude, duration, location, etc., or combinations of features. A neuron that is sensitive to changes in the frequency of the stimulus but not to changes in other features is a limited "change detector," which cannot explain the high sensitivity to deviant stimuli independent of the stimulus feature observed behaviorally and at the EEG level. It is therefore necessary to identify types of SSA that encompass multiple sensory features.
The memory trace problem
The memory trace of adaptation is the time it takes from the last stimulus until its effect on the response to the next stimulus wears out. In the laboratory, this is measured by presenting sequences of stimuli with various inter-stimulus intervals (ISIs). The memory trace is the minimal ISI in which the response to a stimulus is not affected by it's preceding stimulus. SSA in the auditory cortex or the thalamus has been reported to diminish at ISIs longer than 2 s (Ulanovsky et al. 2003) or has only been studied at ISIs < 2 s (von der Behrens et al. 2009; Antunes et al. 2010) . Therefore, we can conclude that the information about the standard is stored in memory for only about 2 s. This poses a major problem because many examples of behavioral habituation have been reported with ISIs of tens of seconds to minutes, even for short duration stimuli (Thompson and Spencer 1966; Weinberger et al. 1975; Bala and Takahashi 2000; Zimmer 2006; Glanzman 2009; Dong and Clayton 2006; Valentinuzzi and Ferrari 1997) . It is therefore necessary to identify a form of SSA that maintains a longer memory trace.
Change detection versus probability detection
Most studies of SSA in the auditory pathways were conducted using standard oddball paradigms, whereby a deviant frequency is embedded with a certain probability in the sequence of standard frequency (Fig. 1b) . In such a probabilistic stimulus, SSA implies that the response of the neuron is modulated by the probability of the deviant; the smaller the probability, the larger the response. However, sensitivity to probability is not necessarily equal to temporal saliency mapping. The latter requires learning an expectation rule set by the standard and pointing out any deviations from this rule, while the former requires simply counting the number of stimuli over a period of time and responding accordingly. Rare stimuli are not always salient. For example, a stimulus can appear in a sequence of multiple different stimuli, each being rarely presented but none is salient from the others (Taaseh et al. 2011) . The standard oddball paradigm cannot distinguish between the two possibilities. Despite recent attempts to resolve this issue for SSA in the auditory cortex, it still remains an open question (Furukawa et al. 2005; Taaseh et al. 2011) . 
Gaze control and saliency mapping
All vertebrates possess a specialized brain system responsible for orienting the body toward stimuli of interest. This system, known as the gaze control system (sometimes called the oculomotor system), contains a number of mid-brain and forebrain areas (see scheme of basic circuitry in Fig. 2 ). The superior colliculus (SC), arguably one of the most phylogenetically conservative structures in the brain (Gaither and Stein 1979; Shimizu and Karten 1993; Luksch 2003) , is a mid-brain structure that is a critical hub in this system (Boehnke and Munoz 2008) . The avian homolog of the SC is the optic tectum (OT). Both mammalian and avian structures are laminated and demonstrate many similarities in their input and output patterns (Shimizu and Karten 1993; Knudsen 2011) . Pre-motor neurons in the OT/SC send projections to motor nuclei (Masino and Knudsen 1992; Rodgers et al. 2006) , and microstimulation in the OT/SC readily induces eye and head shifts in a wide variety of species (McHaffie and Stein 1982,; Sparks 1986; Herrero et al. 1998; Netser et al. 2010) . Hence, the OT/SC is primarily known as a gaze control center serving to control eye and head movements; however, this textbook description of the OT/SC is reducing the full breadth of its functional role. Mounting evidence shows that the OT/SC contains more than a simple motor system. Information from the OT/SC is also sent to a wide range of cortical and basal ganglia regions via thalamic nuclei (Robinson and Petersen 1992; Takada et al. 1985; Bischof and Watanabe 1997; Reches and Gutfreund 2009 ). An emerging hypothesis is that the evolutionary role of the OT/SC is to sort stimuli based on saliency, select the most salient stimulus, and send this information to the appropriate brain regions to direct orienting movements, attention, and autonomic responses (Review in Boehnke and Munoz 2008; Knudsen 2011) . The above-mentioned hypothesis is supported by numerous electrophysiological studies demonstrating that neurons in the OT/SC are sensitive to the saliency of the stimulus inside their receptive field (for example: Horwitz and Newsome 1999; McPeek and Keller 2002; Pluta et al. 2011) . Further evidence for the causal role of the SC in stimulus selection and spatial attention was provided by several inactivation and microstimulation studies (Muller et al. 2005; Lovejoy and Krauzlis 2009) . Of particular interest to this prospect is a series of recent studies in barn owls addressing mechanisms of competitive stimulus selection in the OT Mysore et al. , 2010 Lai et al. 2011) . It has been suggested that competitive interactions are mediated by a GABAergic midbrain nucleus (Imc, nucleus isthmi pars magnocellularis), which receives topographic connections from the OT directly and indirectly through a nearby cholinergic nucleus (reviewed in ). However, all the studies cited above used experimental settings which highlight spatial saliency, i.e., the selection of a stimulus among simultaneously presented stimuli. As discussed above, an important element in stimulus saliency is its history. Stimuli that differ from previous stimuli (surprising stimuli) are perceived as being more salient (Posner 1981; Itti and Koch 2000) . If saliency mapping is fully performed in the OT, we would expect that temporal saliency will also be represented in the responses of tectal neurons. The role of the OT/SC in temporal saliency mapping or change detection has not been studied as much as spatial saliency. It is an open question as to what extent the neural circuits that highlight a salient stimulus in space overlap with the circuits that highlight a salient stimulus in time. Below I will discuss this question in light of recent data from the barn owl's OT.
The barn owl's OT
The deep and intermediate layers of the barn owl's OT receive topographic auditory inputs from the inferior colliculus (Knudsen and Knudsen 1983; Feldman and Knudsen 1997; Hyde and Knudsen 2000) (Fig. 2) . Neurons in these layers respond to sounds that arrive from a certain location in space (space-specific neurons) and are organized to form a mapped representation of auditory space (Knudsen and Konishi 1978; Knudsen 1982 ). An auditory map is not unique to barn owls; all species studied show some degree of topographic representation of auditory space in the OT (Lewald and Dorrscheidt 1998; King and Palmer 1985; King and Hutchings 1987) . However, this map in the barn owl is probably the most organized and has the highest resolution of all (Knudsen 1987) . Auditory space-specific neurons are derived from the integration of a variety of localization cues that arise from the interaction of incoming sound with the physical properties of the head and ears (Middlebrooks and Green 1991) . In the owl's brainstem, two independent pathways process the binaural spatial cues (Moiseff and Konishi 1983; Takahashi et al. 1984 ): interaural time difference (ITD), which results from a difference in the distance traveled by a sound to reach the left versus the right ear; and interaural level difference (ILD) which arises from the frequency-dependent directional properties of the external ears. In barn owls, ITD is the main cue for designating the horizontal position of the sound and ILD for designating the vertical position of the sound (Moiseff 1989; .
The superficial layers of the OT receive topographic visual inputs directly from the retina (Fig. 2) , as well as indirectly from visual forebrain areas (Karten et al. 1973) , giving rise to a retinotopic representation of visual space (Knudsen 1982) . Since the superficial and deep layers are functionally connected, many neurons in the OT are multisensory, responding to both visual and auditory signals inside their receptive fields (Brainard and Knudsen 1998; Zahar et al. 2009 ).
Stimulus-specific adaptation in the OT
Numerous studies have reported that sensory neurons in the SC/OT tend to adapt to repeated visual or auditory stimulation (Woods and Frost 1977; Fecteau and Munoz 2005) . Recently, auditory adaptation was characterized systematically in the barn owl's OT (Reches and Gutfreund 2008; Netser et al. 2011 ). Oddball and repeated sequence protocols (see Fig. 1b and c, respectively) were used to demonstrate that adaptation in the OT is, to a large extent, stimulus specific. Most neurons in the OT responded stronger to a low probability stimulus or to a stimulus that was different from its past. For example, Fig. 3a shows the average response of multiple neurons recorded in the OT as a function of the position of the stimulus in a sequence. In this case, the stimulation paradigm was cyclical, alternating every 10 stimuli between two ITD values (see Fig. 1c ). It can be seen that every time a switch occurred between one ITD to another, the response increased and adapted again until the next switch occurred. Remarkably, significant changes in neural responses were observed even when the stimulus was deviant by an ITD as small as 20 µs (Reches and Gutfreund 2008) . Thus, the neural response to an auditory stimulus depended not only on the The sequence alternated between two ITD values; every 10 repetitions, the ITD of the sound was switched to the other value (sequence is illustrated in inset). b The post-stimulus time histogram (PSTH) of one stimulus when it was first in its sub-sequence (deviant, light red curve) is compared to the PSTH for the same stimulus when it was last in its sub-sequence (standard, black curve). c, d Same as a and b, but in this case, the two stimuli were narrowband stimuli (width of 1 kHz) differing in central frequency. e, f Same as a and b, but in this case, the two stimuli differed in intensity. One stimulus (dark blue bars) was softer compared to the other (light red bars). The average response to deviant ITDs was greater in all cases. Modified with permission from Reches and Gutfreund (2008) . (Color figure online) value of the ITD of the stimulus but also on how this value differed from previous ITD values. Sensitivity to changes in the input stream was not limited to changes in the ITD of the sound. Testing for changes in the frequency, the intensity, or the ILD of the sound gave rise to the same basic result, i.e., the neurons readily detected changes in the input stream along all stimulus dimensions (Reches and Gutfreund 2008) . In all cases (ITD, ILD, intensity, and frequency), the adaptation was stimulus specific and developed rapidly after one trial (Fig. 3) . This similarity is especially striking taking into account that the four features are represented and computed in markedly different ways: ITD and ILD, the two primary binaural localization cues, are processed in parallel in two separate and independent brainstem pathways (Takahashi et al. 1984; Takahashi and Konishi 1988; Adolphs 1993; Albeck and Konishi 1995) ; frequency separation is maintained in both ascending auditory pathways from the cochlea up to the level of the lateral shell of the inferior colliculus where information across frequency-specific channels is combined (Euston and Takahashi 2002) . Sound-level information is presumably manifested in the response levels of the ascending pathways. Therefore, the fact that all four independent acoustic features showed a qualitatively similar pattern of adaptation suggests that SSA is an important property in the neural representation of the auditory scene in the OT. Possibly, this property underlies the owl's ability to attend and orient abruptly to novel events.
The robustness of SSA in tectal neurons gives rise to an interesting ambiguity problem, i.e., an inability to discriminate between two conditions. For example, a soft sound usually produces weaker responses in the OT compared to a louder sound; however, the same soft sound can induce stronger neural responses than the loud sound when it is deviant in an environment characterized by loud sounds (see Fig.  3e, f) . Thus, neural responses in the tectum seem unable to code unambiguously the sensory identity of the incoming sound. This, together with the finding that OT/SC neurons are mostly broadly tuned to sensory features, such as frequency, amplitude modulations, orientation, direction, and modality, (Mize and Murphy 1976; Zahar et al. 2009 ) is consistent with the hypothesis that indicating the exact identity of the stimulus is not a computational task of the OT. The OT represents the location of the stimulus and how salient it is in time and space. Stimulus identity is presumably processed in a different pathway.
Interactions between multisensory integration and SSA
An additional finding is that tectal neurons are also sensitive to deviants in the visual input stream (i.e., visual SSA; Woods and Frost 1977; Reches and Gutfreund 2008) , and more importantly, SSA in the visual modality can be modulated by the co-occurrence of auditory stimuli (Reches et al. 2010) . The experiments showing this were performed in a forebrain area called the entopallium (E). In barn owls, this region receives visual and auditory inputs originating in the OT ( Fig. 2 ; Reches and Gutfreund 2009 ). Nevertheless, its neurons are far more sensitive to visual stimuli compared to auditory stimuli. Figure 4 shows the average response histograms of a cluster of neurons (multi-unit site) in entopallium to a typical oddball test. The neurons demonstrated clear visual SSA; they responded much stronger to the deviant visual stimuli compared to the same stimuli when common (Fig. 4d, e) . These same neurons did not respond to , c) , the two visual stimuli in (d, e) and the two bimodal stimuli in (f, g). Modified with permission from Reches et al. (2010) . (Color figure online) the auditory stimuli no matter if the stimulus was deviant or standard (Fig. 4b, c) . Interestingly, when both the auditory and the visual stimuli were presented simultaneously from the same deviant location (arrow in Fig. 4a) , the response to the bimodal stimulus was enhanced dramatically, whereas very little enhancement occurred when the visual and auditory stimuli were presented simultaneously from a standard location (Fig. 4f, g ). Thus, it seems that obtaining congruent information from different senses may improve the sensitivity of the neurons to deviations in the input stream. Saliency mapping is usually studied in unimodal settings; however, in nature it is primarily an amodal task. The saliency of an event is determined by a combination of modalities (Stein and Meredith 1993; Pluta et al. 2011 ) and therefore we expect multisensory integration to take place in the saliency mapping pathways.
The memory trace of adaptation
A common notion in the adaptation of neural responses, backed up by computational models of synaptic suppression (Tsodyks and Markram 1997) , is that the dynamics of neural adaptation complies with stimulus duration (Marom 2009 ): a short duration stimulus is expected to induce short-lasting adaptation, and vice versa (Varela et al. 1997; Ulanovsky et al. 2004 ). This concept is in line with most studies of auditory SSA described above including those in the barn owl. In these studies, the ISIs varied between 300 ms and 2 s, stimulus durations were in the range of 100-500 ms, and the probability of the deviant was 10-15 %. None of the above cited papers reported a memory trace longer than 2 s, which is within the time scale of the stimulus timing. However, as mentioned earlier, this relatively short memory trace constitutes a major problem for linking neural SSA with mechanisms of habituation. Behavioral habituation does not comply with the above-mentioned principle of comparable time scales. For example, in the barn owl, reflexive pupil dilation and eye movements to sequences of relatively short stimuli with ISIs of 10-13 s readily habituated and recovered when the stimulus was switched from one type to another (Bala and Takahashi 2000; Spitzer et al. 2003; Netser et al. 2011) .
To close the time gap between behavioral habituation and SSA in the OT, it is important to examine the memory trace of the SSA. This was done in the OT of barn owls by presenting sequences of identical sounds and measuring unit responses as a function of the position of the stimulus in the sequence. Remarkably, it was found that the memory trace of the SSA in the OT can be up to 60 s long (Netser et al. 2011) . A single, short (300 ms), and low intensity (20 dB above threshold) stimulus was sufficient to induce a reduction in the neural response to the same stimulus occurring 60 s later. Moreover, the system not only memorized that there was a stimulus 60 s earlier but also what type of stimulus because presenting a third stimulus different from the first two, after an additional 60 s, resulted in complete recovery of the response (Fig. 5c, d ). The finding that specific adaptation in the OT can reach time spans of over a minute suggests that this type of neural adaptation is a neural correlate of behavioral habituation. Further supporting the link between tectal neural circuitry and habituation of the orienting reflex is the recent finding that low current microstimulation in the OT just before an auditory stimulus resulted in an increase in an already habituated eye shift response to the auditory stimulus, i.e., activation of tectal circuitry can induce recovery from habituation to a certain extent .
Close inspection of the average responses in Fig. 5b and d reveals a noteworthy observation. The responses to the deviant stimulus were on average greater than the responses to the same stimulus when it was first in the sequence (arrow in Fig. 5b) . Thus, the change from a standard stimulus pattern to a new stimulus elicited stronger responses than the initiation from silence of a new stimulus. Such a result, which enhances change detection, cannot be explained by simple adaptation models, some facilitation is involved in the process. Interestingly, no such facilitation was observed when the ISIs were smaller than 2 sec. In the short ISIs, the responses to the deviant stimulus were usually smaller than the responses to the same stimulus when presented alone (Reches and Gutfreund 2008a; Taaseh et al. 2011) . The facilitation of the responses to deviant stimuli occurred at late stages of the response, 150-200 ms after the onset of the stimulus. This is reminiscent of the MMN signal in humans (see above) and suggests that the computation of change detection occurs at high levels of the pathway.
Final remarks and open questions
SSA is a neuronal phenomenon that resembles change detection and habituation in many aspects. However, not all types of SSA can serve as a neural correlate of habituation. In this prospect I have pointed out a few requirements, namely the ability to detect changes in multiple features and modalities, the ability to maintain a relatively long memory trace, and the ability to detect salient changes, i.e., stimuli that break the regular pattern and not just rare stimuli. We argue that most types of SSA reported so far do not fulfill these requirements. Recently, however, a new type of auditory SSA was reported in the OT of the barn owl that is sensitive to multiple features and modalities, maintains a relatively long memory trace that is correlated with behavior, and involves facilitation of responses to sounds that deviate from the background. These findings suggest that this type of SSA is a neural correlate of habituation and temporal saliency mapping. Together with many other studies, the findings point to the OT and its related circuitry as a hub for both temporal and spatial saliency mapping, and are opening new directions for research on the mechanisms of habituation and attention control. Several open questions regarding these new findings are discussed below.
What are the neural mechanisms of SSA?
The neural mechanisms underlying SSA in the auditory pathways as well as in the OT are unknown. One common model to explain SSA is that the two stimuli activate separate paths to the recorded neuron and that basic adaptation mechanisms (synaptic depression or intrinsic cellular mechanisms) act at levels where the activation is separated (Eytan et al. 2003 ). An intriguing observation in the barn owl's SSA is a complete lack of cross-stimulus adaptation at long ISIs even though the frequency content of the two stimuli overlapped substantially (Netser et al. 2011) . It is therefore unlikely that this type of SSA is accounted for solely by basic response suppressions at lower, frequency-specific levels. To compute the novelty of complex broadband sounds, a network is required which compares the neural responses to the current stimulus with previous responses based on an integration of information about frequency and amplitude modulations. The details of such a network are yet to be discovered.
What is the relationship between SSA and behavior?
The phenomenon of SSA has been studied mostly in anesthetized animals. What effects it has on behavior is yet to be shown. As mentioned earlier, not all types of SSA are necessarily linked to behavioral habituation and saliency mapping. Some may be related to scene analysis or optimal coding (reviewed in Winkler et al. 2009 ). One approach for studying the relationships between neural adaptation and behavior would be to record simultaneously behavioral and neuronal responses and examine the trial-by-trial correlations between SSA and behavioral habituation. Another approach would be to inactivate brain areas which contribute to SSA and examine the effects on the behavioral habituation and on the animal's ability to respond to changes in the environment.
5.3 How and where is saliency mapping modulated by internal priorities?
So far, we have discussed saliency mapping as a purely bottom-up process. Within this framework, the saliency of an object or an event is based on external factors alone (stimulus intensity, stimulus history, spatial context, cross-modal interactions, etc.). However, behavioral selection of a stimulus is guided by a combination of external saliency and internal factors (cognitive biases, behavioral tasks, reward history, motivations, etc.). For example, when one is searching for a red book, red objects become salient. Therefore, somewhere in the brain such "top-down" information about the relevance of the event to the animal must be integrated with information about the "bottom-up" saliency of the event.
Where in the brain does this integration happen and what are the mechanisms involved is an open question. One hypothesis supported by several experimental results (reviewed in Boehnke and Munoz 2008; Knudsen 2007 ) is that neurons in the SC integrate "bottom-up" with "top-down" information to signal the most important stimulus at any particular time. It is suggested that task-related information about the stimulus is conveyed to the SC through cortical and basal ganglia connections (Boehnke and Munoz 2008) . In the barn owl, forebrain-tectal connections have been shown to modulate visual and auditory tectal responses in a space-specific manner Knudsen 2006, 2007) . These modulations are conveyed by the arcopallium gaze field (AGF), a forebrain area suggested as an equivalent to the frontal eye fields (Knudsen et al. 1995; Fig. 2) . Such connections form an anatomical basis through which task-related information can influence saliency mapping in the OT (Winkowski and Knudsen 2008) . It would therefore be of interest to study in a future project if this "top-down" pathway modulates SSA in the OT.
Conclusions
In recent years, the barn owl has emerged as an animal model for studying the neural mechanisms of saliency mapping and attention control. As evidence, two articles in this special issue are focused on stimulus selection in the OT of the barn owl. The overall findings in barn owls are strikingly similar to findings in other species, including primates. This similarity stresses the importance of a comparative approach to gain an evolutionary perspective on such basic elements of animal behavior. Recent findings show that SSA is pronounced specifically in areas related to gaze control and attention (reviewed above). We propose that specific adaptation is pronounced in the gaze control system as a part of its role in stimulus selection, giving rise to an attractive hypothesis that the neural mechanisms for highlighting a salient stimulus in space overlap with the mechanisms for highlighting a salient stimulus in time.
