Abstract-Light-emitting diodes (LEDs) are widely used for general lighting and display applications. As the demand for LEDs has grown, the need to quickly qualify them has emerged. To address this issue, this paper introduces a prognostics-based qualification method using an efficient relevance vector machine (RVM) regression model that reduces the qualification testing time of LEDs from 6000 h (as recommended by industry standards) to 210 h. The developed method predicts LED remaining useful life (RUL) by calculating the accumulated sum of products of similarity weights and historical LED RUL values at the 210th hour.
RUL
Remaining useful life. RVM Relevance vector machine. SDCM Standard deviation of color matching. SDCM-AATCs Accelerated aging test conditions based on the 7-step SDCM failure criterion. SVM Support vector machine. TTF Time-to-failure.
W i
Similarity weight, which is associated with the degree of affinity between degradation curves obtained from the i th LED (used to configure the training dataset) and a LED under test.
I. INTRODUCTION L
IGHT-EMITTING diode (LED) is a solid-state light source that emits light by electroluminescence, where light is generated by the flow of electrons applied to a semiconductor device die [1] . LEDs are being used in an ever-increasing variety of applications, including television display backlighting, communications, medical equipment, signage, and general illumination [2] - [4] . For many of these applications, LED manufacturers are forced to meet the quality as well as performance expectations of either end-users or their targeted applications. Typical qualification tests include operating life tests and environmental tests based on semiconductor-based industrial standards published by organizations such as JESD, JEDEC, or JEITA [5] , [6] . According to Illuminating Engineering Society of North America (IESNA) guidelines, at least 6000 h (about 8 months) are needed to complete typical qualification tests of LEDs involving the above-mentioned operating life tests and environmental tests. In addition, 10 000 h is the preferred time period for predicting the remaining useful life (RUL) of an LED [7] , [8] . LED manufacturers are seeking a way to reduce the time required during qualification testing so that they can quickly release LEDs into the market.
An LED is said to have failed when either its light output degradation or its color shift crosses predetermined failure thresholds. More specifically, the Alliance for Solid-State Illumination Systems and Technologies defines the useful life of an LED as the time at which the light output has declined to either 70% (for lighting) or 50% (for displays) of the LED's initial light output, abbreviated as L70 or L50, respectively [7] - [10] . Additionally, one can conclude that an LED is failed if its u v distance (i.e., the distance from initial point at time 0 to the 0278-0046 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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point at a specific time) is greater than 0.007 on the Commission Internationale de l'Eclairage (CIE) 1976 (u , v ) chromaticity diagram [11] , [12] , where the quantities u and v are the (u , v ) chromaticity coordinates of a specified white object in the CIE 1976 color space and the color shift is associated with the standard deviation of color matching (SDCM) and measured in seven-step MacAdam ellipses [13] . LED lifetimes vary from 2000 h to as high as 70 000 h [1] . This implies that the necessary qualification testing time is long. To estimate lifetimes of LEDs based on the LED's light output (or lumen) degradation behavior, the following models have been extensively used for light output degradation prediction: exponential models [9] , [14] - [19] , inverse power models [20] , [21] , and a kinetic (theoretical) model [22] . Additionally, Fan et al. [23] used a data-driven extrapolating degradation path model to predict the LED's light output degradation showing more reliability information including mean time to failure, confidential interval, and reliability function.
All of the above-mentioned methods require a specific mathematical model to predict the LED's RUL, also known as a physics-of-failure (PoF) model [9] , [14] - [23] . In fact, the methods showed satisfactory prognostics results under specific known test conditions. However, if the degradation path of an LED is different from the model (in other words, if the model parameters, such as decay parameters, are not appropriate due to different failure mechanisms), the prediction cannot capture the degradation dynamics of the LED, resulting in prediction uncertainties caused by unit-to-unit variation. Moreover, some of the parameters such as junction temperature and activation energy used in the above-mentioned models must be estimated. Unfortunately, however, they cannot be measured by sensors or equipment [9] , [16] - [19] . In 2012, Sutharssan et al. [24] introduced prognostics approaches using Euclidean and Mahalanobis distances to estimate the LED's RUL. Recently, modelbased prognostics methodologies that employ a particle filter (PF) [25] , [26] , a Kalman filter [27] , and a Wiener process [28] have also been investigated. LED lifetime prediction methods using color degradation behavior have been studied with model-based prognostics techniques. Bürmen et al. [29] , [30] introduced a model-based method to predict spectral degradation of LEDs driven by an arbitrary current. However, this method has a shortcoming, which is, if test data are not available at a specific current load, the method has difficulty predicting color failures. Lall and Wei [27] and Fan et al. [31] employed a Kalman filter to predict LED color shift in the CIE 1976 chromaticity coordinates (u , v ). In addition, Huang et al. [28] presented a modified Wiener process to build a prediction model of LEDs. The aforementioned filter-based prognostics techniques (i.e., Kalman filter and PF) require a probability density function (PDF) of the degradation state [26] - [28] , where PDFs can basically be approximated by either a Kalman filter or an extended Kalman filter/PF. Specifically, a Kalman filter is used for a linear system with Gaussian noise, whereas an extended/unscented Kalman filter or a PF is employed to deal with nonlinearity with non-Gaussian noise.
Although the above-mentioned methodologies using the filter-based prognostics techniques are generally effective for LED RUL prediction, they may have drawbacks. This is mainly because they demand specific state space models. Predictions are updated with estimated PDFs of the states posteriorly. If, for example, the degradation paths of LEDs under test are different from the state space models, inaccurate predictions will be made. Moreover, the computational complexity of the methods increases quickly with the state dimension, resulting in timeconsuming and high computational costs. This complexity is basically due to the fact that it is necessary to solve complicated physical models handling uncertainties in LED lifetime predictions, especially when either data are massive or degradation paths involve noises caused by the variability in manufacturing.
In recent years, extensive research has been conducted on degradation modeling and RUL prediction using relevance vector machines (RVMs) for lithium-ion batteries, bearings, and slurry pumps [32] - [45] . This research is related to the following techniques: probabilistic RVM regression-based RUL prediction updating the state of the degradation model [32] - [36] , fusion approach using incremental learning combining RVM with other prediction models to improve the long-term prediction capability of the RVM algorithm with recursive online updating of the training data [37] - [40] , parameter identification of prediction algorithms [41] , [42] , kurtosis prediction of bearing vibration signal [43] , statistical analysis of vibration features based on condition parameters using RVM regression [44] , and fault diagnosis [45] .
However, research focused on handling unit-to-unit variation of testing units based on similarity-based statistical measure (i.e., distance measure from all of the historical data library) accompanied with the Bayesian machine learning technique using RVM techniques has not been conducted well. This research is important for prognostics because the degradation process of a complex system is affected by many unknown factors such as unidentified failure modes, unmeasured operational conditions, engineering variance, and environmental conditions. These unknown factors not only complicate the degradation behaviors of the system, but also lower the quality of the collected data for modeling. Therefore, historical data of the system with a large variety of degradation patterns will be mixed together. With such data, learning a global modeling for RUL prediction becomes extremely hard.
In this study, a novel RUL prediction method inspired by new similarity-based statistical measures (i.e., similarity weight) between historical data of all training units and online data of the test unit is proposed to overcome the difficulty of building the demanded global model due to nonlinear and stochastic behavior of the complex system. Hence, this paper focuses on developing a prognostics-based qualification methodology to accelerate LED qualification tests (100-h level) by employing RVM regression with light output and seven-step standard deviation color matching information. In particular, the proposed method is capable of decreasing the qualification testing time from 6000 h (as recommended by industry standards) to 210 h (i.e., the initial ten data points from each LED in a test set).
The rest of this paper is organized as follows. Section II presents the theoretical background of the LED RUL estimation method, and Section III shows an experimental setup and analyzes the performance characteristics of LEDs in terms of light output degradation and color shift properties. Section IV verifies the efficacy of the presented RUL prediction methodology. Finally, the conclusions are presented in Section V.
II. PROGNOSTICS-BASED QUALIFICATION APPROACH
The developed RUL method for LEDs illustrated in Fig. 1 is essentially composed of two processes: learning and prediction. In the training process, a training set is first configured, which involves health degradation data based on either L70 or seven-step SDCM failure criteria. Then, the RVM is used to build degradation curves, which will be used for estimating parameters (e.g., similarity weights) that are used to predict the RULs of LEDs in the prediction process. This method recursively updates the health degradation data with the online prognostics result in real time. Sections II-A and II-B present the theoretical background of RVM and the developed RUL forecasting method.
A. Theoretical Background of a Relevance Vector Machine (RVM)
Assume that a set of training input vector in the supervised Bayesian machine learning {x n } N n =1 along with corresponding targets {t n } N n =1 is given, where N is the number of input-target pairs. The underlying functional mapping can be determined from these input-target pairs. In Bayesian machine learning, a distribution over the parameters in w is inferred, rather than learning comprising the optimization of the quality measure of the input-target pairs. Linear models can be achieved by a parameterized function y(x; w) with a linearly weighted sum of M fixed basis functions φ m (x) [46] , [47] 
where w = (ω 1 , ω 2 , . . . , ω m ) is a vector of adjustable model parameters.
One approach to supervised learning using flexible (i.e., multiparameter) linear kernel methods is the support vector machine (SVM). SVM makes predictions based on a function of the form
where K(x, x n ) is a kernel function and ω n are the model weights. SVM avoids over-fitting and results in a sparse model dependent only on a subset of kernel functions [46] . Despite its success, there are disadvantages to the SVM learning methodology [48] , [49] ; for example, its predictions are not probabilistic. In regression, the SVM outputs a point estimate. Additionally, the number of kernel functions grows steeply with the size of the training data set. An RVM is a probabilistic sparse kernel model utilizing the same data-dependent kernel basis as SVM [47] - [52] . In this research, authors presented the spline kernel for the basis function given as a piece-wise cubic polynomial for a given data set of input-target pairs {x n , t n } N n =1 in (3) to deal with nonlinear degradation behaviors where the min function yields the minimum value. This basis function was validated with a large industry data set of reliability and qualification tests conducted by LED companies and final product manufacturing companies. The choice of a particular kernel depends on the type of data used and varies based on the applications
RVM performance includes adopting a fully probabilistic framework and introducing a prior (distribution) over the model weights governed by a set of hyperparameters whose most probable values are used to estimate the posterior distributions by iterative re-estimation from the data [48] , [49] . Sparsity is obtained by posterior distributions of many of the weights that are sharply peaked around zero (i.e., relevance vectors mean the remaining nonzero weight training vectors). RVM computes the predictive distribution based on the posterior distribution over the weights with hyperparameter estimation with alternative expectation-maximization-based re-estimates [48] , [49] .
Given a data set of input-target pairs {x n , t n } N n =1 , the standard formation is followed t n = y (x n ; w) + n , where process noise n ∼ N (0|σ 2 ) (4) and assumes that p(t n |x) is Gaussian N (t n |y(x n ), σ 2 ). The mean of this distribution for a given x is modeled by y(x), as defined for SVM. The likelihood of the complete dataset can then be written as
The maximum-likelihood estimate, identical to the "leastsquares" solution, for w is the value w that maximizes p(t|w, σ 2 ). Least-squares (i.e., maximum likelihood) estimation also results in overfitting. To control the model complexity, instead of the regularization of weight penalty E w (w), we now define a prior distribution which expresses our "degree of belief" over the values that w might take
where α is a vector of N + 1 hyperparameters. This choice of a zero-mean Gaussian prior expresses a preference for smoother models by declaring smaller weights to be a priori more probable. Prior is defined over the weights [47] , [48] .
The weight hierarchical prior p(ω) is obtained by
The posterior distribution for sparse Bayesian learning is
The weight posterior distribution p(w|t, α, σ 2 ) is obtained by p w|t, α, σ 2 = (2π)
where the posterior covariance and mean are, respectively
The hyperparameter posterior p(α, σ 2 |t) adopts an approximation at its most-probable values of α MP and σ 2 MP . Therefore, relevance vector "learning" becomes the search for the hyperparameter posterior mode (i.e., the maximization of p(α, σ 2 |t) ∝ p(t|α, σ 2 ) with respect to α and σ 2 )
The values of α and σ 2 that maximize p(t|α, σ 2 ) cannot be obtained in closed form, so p(t|α, σ 2 ) via gradient-based prediction (i.e., iterative re-estimation) is optimized
This equation is computable and Gaussian [47] - [49] . The predictive mean of P (t * |t) is the model function evaluated with the posterior mean weights. The predictive variance comprises the estimated noise on the data and the uncertainty in the prediction of the weights. The accuracy of the RVM curve fitting does affect the accuracy in RUL prediction. A more accurate model for the RVM fitting generally leads to more accurate RUL prediction but incurs a larger computational effort. The accuracy and the efficiency of the RVM regression have been intensively investigated [47] - [49] .
B. RUL Prediction of LEDs
A distance measure between a prediction model and a test unit's sequence was introduced in various ways such as the Euclidean distance and the hidden Markov models [51] - [53] because shorter similarity distance is a more accurate contribution to predict RULs of the test unit. For LED RUL estimation and other similar applications, a similarity measure is critical in characterizing the underlying degradation process. In this paper, a newly developed statistical measure performed by the similarity weight is proposed based on a new similarity distance concept to overcome the aforementioned problems and difficulty of building the demanded global model due to nonlinear and stochastic behavior of the complex system in RUL prediction.
The similarity between a test unit's sequence (i.e., Y = y 1 , y 2 , . . . , y r ) from r consecutive observations and the degradation model M i (for ith training unit) was derived by
where σ i 2 is the prediction variance given by model M i . The form of function M i depends on the application and data characteristic. The definition of the similarity can be further simplified by omitting the constant term
The similarity distance was defined as negative log of similarity
In this research, the similarity weight W i was developed inversely proportional to the similarity distance between true value and the predicted value at each point. W i based on d(Y , M i ) was assigned with 1/d(Y , M i ). It is obvious that the larger similarity weight is obtained from the shorter similarity distance. The similarity weight W i , which is associated with the degree of affinity between two different LED's health degradation curves obtained by the RVM regression model, is computed as follows:
where r is the total number of data points, y test LED (x m ) is the mth data point (i.e., either light output or color) obtained from the tested LED, y training L E D i (x m ) is a predictive point estimate for the mth data point (i.e., either light output or color) of the ith LED in the training set, and σ i 2 is the prediction variance of the ith LED in the training set.
The similarity weight enhances the accuracy of the RUL prediction, as can be seen in the example in Fig. 2 where a larger weight is given to a training unit with a higher similarity to the test unit. This prediction process can utilize any training data set that was conducted for all devices. This means that all historical data sets can be used for RUL prediction. Uncertainty caused by modeling state space equation in previous research is reduced based on the utilization of all training samples. In the prediction process, as depicted in Fig. 1 , LED RUL is estimated by calculating the accumulated sum of products of similarity weights and LED RULs derived from their time-to-failure (TTF) information (based on either L70 or the seven-step SDCM failure criteria, see the training process in Fig. 1 ). That is, LED RUL can be represented as follows:
where K is the number of LEDs in the training set, L i is an LED RUL obtained by subtracting a predefined time instance (i.e., 210 hours in this paper) from the ith LED's TTF, and
III. EXPERIMENTAL SETUP AND LED PERFORMANCE CHARACTERISTICS
A total of 16 3-W, high-power LEDs with a maximum absolute junction temperature rating of 135°C were mounted on an aluminum metal core printed circuit board (MCPCB), as depicted in Fig. 3 . Each MCPCB consisted of a base layer (aluminum), a dielectric layer (FR-4 layer), and a circuit layer (Cu trace layer) for higher heat dissipation than that of the FR-4 board. Thermocouple wires were attached to the anode side of the LED lead. As shown in Fig. 3 , the LED board (i.e., MCPCB) was placed in a forced convection oven temperature chamber to maintain a constant temperature inside the chamber (i.e., ambient temperature). A data logger (Agilent 34970A) was used to record electrical and thermal data from each LED. Additionally, the BTS 256 LED tester (Gigahertz-Optik) was utilized to collect optical data of light output as well as u v distance. To capture the degradation behavior of LEDs, data acquisition was carried out every 21 h.
As presented in Table I , aging tests were conducted under various test conditions to observe degradation trends in both light output (i.e., lumen maintenance) and color (i.e., sevenstep SDCM). Each test condition did not exceed the maximum absolute junction temperature rating of the LEDs [54] . LED junction temperatures can be directly estimated by correlating junction temperatures with forward voltage responses during long-term aging tests [54] .
Figs. 4 and 5 illustrate LED degradation trends based on L70 and seven-step SDCM failure criteria, respectively. As shown in these figures, the LED health degradation trends were highly dependent on the aging test conditions, resulting in different degradation rates and patterns. Specifically, LED degradation based on the L70 failure criterion under AATC-L70 1 and AATC-L70 2 (see Table I ) involved a seasoning period, which showed higher light output than at the 0th hour. This was due , where "unreliability" indicates the probability that a device will not meet its desired functionality for a given time under specified operating conditions. In addition, red, blue, and black lines correspond to 95% confidence interval, adjusted, and unadjusted lines, respectively.
to the short-term aging effect with current stress during the first 210 h.
On the other hand, the LED light output under AATC-L70 3 decreased as soon as the aging test began, as depicted in Fig. 4(c) . In this study, LED failure mechanisms were also clarified (with regard to the L70 failure criterion). That is, the failure mechanism of LEDs under AATC-L70 1 and AATC-L70 2 was highly correlated with LED die and package degradation (including phosphor degradation), whereas the failure mechanism of LEDs under AATC-L70 3 was mainly related to phosphor thermal quenching, which degraded the efficiency of phosphors due to thermally driven phosphorescence decay [1] . Fig. 5 shows the degradation patterns of 16 LEDs based on the seven-step SDCM failure criterion. An interesting observation in Fig. 5 is that degradation rates were highly dependent on AATCs, as presented in Table I . More specifically, the average degradation rates with the seven-step SDCM failure criterion were 3.40 × 10 −6 under AATC-SDCM 1 , 2.00 × 10 -5 under AATC-SDCM 2 , 2.08 × 10 -6 under AATC-SDCM 3 , and 1.08 × 10 -5 under AATC-SDCM 4 . This implies that the degradation rate increases as the aging process is accelerated under either high-current or high-temperature conditions.
Figs. 6 and 7 show LED TTF information based on L70 and seven-step SDCM failure criteria. The unreliability in Figs. 6 and 7 is the probability that a device will not perform its intended function for a given interval of time under specified operating conditions. In these figures, it is noted that color failures were observable ahead of light output failures if the AATCs were equivalent. Specifically, in Fig. 6 , the mean TTF (MTTF) values were 2594, 1326, and 1305 h under varying AATCs. On the other hand, as illustrated in Fig. 7 , the LED MTTFs were 1812, 266, 4275, and 558 h under the equivalent AATCs.
In Fig. 7 , since the values of the shape parameters (i.e., β) were lower than 1 across all AATCs except AATC-SDCM 1 (although the shape parameters of AATC-L70 2 and AATC-L70 3 for the L70 failures were greater than 1 in Fig. 6 ), the color failure is not necessarily the result of a wear-out process at the stress levels tested. Color started degrading immediately. Therefore, the package design of the tested LEDs needs to be improved against color failures.
IV. EFFICACY VALIDATION OF THE DEVELOPED RUL PREDICTION METHOD
The RUL prediction was performed by exploiting the LED's historical information based on L70 (light output degradation) and seven-step SDCM (color degradation) failure criteria. In addition, efficacy verification of the RUL estimation method was performed by comparing estimated RULs with true RULs of LEDs under test.
A. RUL Prediction Based on the L70 Criterion
Light output data were obtained under three different AATCs, as presented in Table I , where the data were recorded every 21 h based on the L70 failure criterion. Additionally, since three MCPCBs (16 LEDs on each MCPCB) were tested in three different AATCs, it was possible to obtain sufficient LED TTF data (38 TTF data points from 48 failed LEDs). As previously mentioned, the degradation trends of the LEDs in the training set were used to train the RVM regression model. Then, the RVM regression model was used to predict a point estimate for a given LED's light output (acquired from an LED under test) at a certain point in time. In Fig. 8 , it is obvious that the RVM regression model was capable of describing LED light output degradation behavior, where each LED in the training set is denoted as LED 1 , LED 2 , . . . , LED 38 .
To predict the LED's RUL, parameters W i and L i in (17) should be determined; Fig. 9 shows how to obtain these parameters. First, W i is yielded by the inverse squared error between light output values obtained from the ith LED in the training set and the light output values of an LED under test for the first 210 h. Second, L i is calculated by subtracting 210 h from the ith LED's TTF, in which the 210th hour is considered as the time that will start to predict the LED's RULs during qualification testing. As an example, if the true RUL of the tested LED is 2415 h, the developed approach predicts its RUL of 2399.7 h. The RUL prediction is based on the projected RULs (i.e., L i s) of 38 training units with the similarity weights where similarity weights depend on a tested LED. In 2015, Fan et al. [55] presented a PF-based prognostic approach to estimate long-term lumen maintenance life of LED light sources and achieved satisfactory performance, with an error of less than 5% in prediction. Hence, to highlight the superiority of the developed RUL forecasting, prediction performance was compared with the PF-based approach. A total of ten LEDs were tested for performance comparison in RUL prediction by exploiting light output information.
As presented in Table II , the developed approach outperformed the PF-based method in LED's RUL prediction. This is mainly because the PF-based method resulted in high error rates for tested LEDs. More specifically, the PF-based prediction method used a simple form of the empirical degradation model, which was expressed by an exponential model, and thus it was not efficient for capturing nonexponential degradation behavior and reducing unit-to-unit variations, as depicted in Fig. 10 . Additionally, the method was worthwhile to reduce qualification testing times from thousands of hours (e.g., 6000 h) to 210 h although the developed method predicted LED's actual RULs slightly early or later. where
Error i , and n is the total number of tested LEDs, respectively. 
B. RUL Prediction Based on the Seven-Step SDCM Failure Criterion
To capture various color degradation trends from the sevenstep SDCM failures, four MCPCBs were tested under four different AATCs (16 LEDs in each AATC in Table I ). Analogous to Fig. 8 , both actual and predictive color degradation trends are compared in Fig. 11 , in which 50 degradation trends are further used to estimate the LED's RUL. As depicted in Fig. 11 , the RVM regression model is also effective for describing color degradation behavior. For RUL prediction of a tested LED, the necessary similarity weights and RUL information can be estimated.
In Fig. 12 , parameter (W i and L i ) estimation is shown. Compared to the light output values in Fig. 8 , larger degradation trends are observed in Fig. 11 . Hence, this may lead to higher where Error i = ( RUL prediction errors (e.g., -286.6 h of the maximum error for the prediction) in Table III rather than those (e.g., 38.9 h of the maximum error for the prediction) in Table II. A total of 12 LEDs were used for validating the superiority of the developed RUL estimation method using color degradation information (see Table III ). As expected, the developed method yielded lower MAEs than those of the PF-based approach for the tested LEDs, which did not degrade exponentially. In Table III , the developed method resulted in a higher RUL prediction error with color degradation information (see Table II ). However, the method using LED's color information was still capable of significantly reducing qualification testing times.
V. CONCLUSION
LEDs have been implemented in a wide range of general lighting applications supported by international environmental and legal initiatives. However, the LED industry cannot meet this increased demand if products do not satisfy the quality and reliability expectations of the customer in a timely manner. In fact, LED manufacturers and developers have a large amount of LED TTF data based on light output and color failure criteria, which are available from previous product design qualification tests. The developed prognostic method was an RUL prediction framework with new statistical measures accompanied by a Bayesian machine learning technique (i.e., RVM) that captured transient degradation dynamics and handled unit-to-unit variations, so that the framework can be used in the early stages of field operation. This prognostics-based qualification significantly reduced qualification testing times (i.e., from thousands of hours to hundreds of hours). In summary, the developed method can enable LEDs to be rapidly released to the market.
Data-driven prognostics and health management approaches are necessary for the implementation of this method in other applications. The necessary steps include data collection, feature selection, anomaly detection, and prognostics. Feature selection (e.g., health index, Mahalanobis distance, and principle component analysis) extracted features that are indicative of the health of the system from raw data when there is no dominant data directly obtained from sensors related to the PoF approaches (e.g., light output and seven-step SDCM). Anomaly detection determined a time instant when this prognostics technique was triggered for RUL prediction. Further research can improve this developed approach. That is, the selection of the most probable degradation trends in the training set may reduce RUL estimation error as well as computational complexity. Additionally, the inclusion of the incremental learning strategy in the RVM can be effective for enhancing RUL forecasting accuracy.
