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Abstract
In space, visual based relative navigation systems suffer from the harsh illumination
conditions of the target (e.g. eclipse conditions, solar glare, etc.). In current Rendezvous
and Docking (RvD) missions, most of these issues are addressed by advanced mission
planning techniques (e.g strict manoeuvre timings). However, such planning would not
always be feasible for Active Debris Removal (ADR) missions which have more un-
knowns. Fortunately, thermal infrared technology can operate under any lighting condi-
tions and therefore has the potential to be exploited in the ADR scenario. In this context,
this study investigates the benefits and the challenges of infrared based relative navigation.
The infrared environment of ADR is very much different to that of terrestrial appli-
cations. This study proposes a methodology of modelling this environment in a compu-
tationally cost effective way to create a simulation environment in which the navigation
solution can be tested. Through an intelligent classification of possible target surface
coatings, the study is generalised to simulate the thermal environment of space debris in
different orbit profiles. Through modelling various scenarios, the study also discusses the
possible challenges of the infrared technology.
In laboratory conditions, providing the thermal-vacuum environment of ADR, these
theoretical findings were replicated. By use of this novel space debris set-up, the study
investigates the behaviour of infrared cues extracted by different techniques and identifies
the issue of short-lifespan features in the ADR scenarios.
Based on these findings, the study suggests two different relative navigation methods
based on the degree of target cooperativeness: partially cooperative targets, and unco-
operative targets. Both algorithms provide the navigation solution with respect to an
online reconstruction of the target. The method for partially cooperative targets provides
a solution for smooth trajectories by exploiting the subsequent image tracks of features
extracted from the first frame.
The second algorithm is for uncooperative targets and exploits the target motion (e.g.
tumbling) by formulating the problem in terms of a static target and a moving map (i.e.
target structure) within a filtering framework. The optical flow information is related to
the target motion derivatives and the target structure. A novel technique that uses the
quality of the infrared cues to improve the algorithm performance is introduced. The
problem of short measurement duration due to target tumbling motion is addressed by an
innovative smart initialisation procedure.
Both navigation solutions were tested in a number of different scenarios by using
v
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computer simulations and a specific laboratory set-up with real infrared camera. It is
shown that these methods can perform well as the infrared-based navigation solutions
using monocular cameras where knowledge relating to the infrared appearance of the
target is limited.
Keywords
Active Debris Removal, Infrared Imaging, Thermal Imaging, Relative Navigation,
Infrared Modelling, Space Debris, Tumbling Target, Orbital Rendezvous, In Orbit Ser-
vicing, Simultaneous Localisation and Mapping.
Acknowledgements
I would like to thank my supervisor Prof. Nabil Aouf for giving me this opportunity
and his supervision. I am much obliged to Dr Guillermo Ortega for his support even when
his schedule did not allow. I want to thank my technical officer Manuel Sanchez-Gestido
for sharing his experience in all matters. I also want to express my sincere thanks to Lau-
rent Majewski for his constructive comments throughout this research.
I would like to express my sincere gratitude to my examiners Valerio Moro and Dr.
Derek Bray for their interesting questions and useful comments.
Many thanks to Cranfield DTC, especially Annie Maddison and Bea Kingdon, for all
the cuddlings whenever it was needed.
I deeply acknowledge the help from Sarah, Luke, Odysseas, Lounis, Luc and Duarte
at the most critical parts of this PhD.
I would like to express my appreciation to all people I met during this journey. Without
you, every day would have been the same.
To my colleagues in ESTEC; Celia, Elena, Irene, Alvaro, Giordana, Marina, Diego,
Francesco, Eric, Lukas, Bruno for making me feel at home. To my PhD cohort in Cran-
field; Ame´lie, Carole, Danae, Fabiola, Giovanna, Monica, Nasiytah, Safiah, Vicki, Vi-
vian, Alejandro, Hugo, Eddie, Damien, Axel, Duarte, Federico, Yahaya, Sebastian, Akhil,
Marco, Murat, Sen, Antonio, Michal, Krasin, Gareth, Ray, Leon and Shami for all the
memories.
Special mention to O¨znur who can finally stop listening the stories of my PhD life and
continue her life peacefully.
Special thanks to Luc for being patient and supportive every time I wanted to give up,
I owe you many ’thousands of good luck’.
Endless thanks to my parents and my brother for all our therapeutic calls, without
them this research would not have been finished =)
vii
viii ACKNOWLEDGEMENTS
Contents
Abstract v
Acknowledgements vii
Table of Contents ix
List of Figures xi
List of Tables xvii
List of Abbreviations xix
1 Introduction 1
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Autonomous Space Rendezvous and Orbital Disposal Operations 9
2.1 Autonomous Space Rendezvous . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Camera Based Relative Navigation in Space . . . . . . . . . . . . . . . . 20
2.3 Active Debris Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3 Infrared Modelling of Space Debris 39
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Background on Radiometry and Infrared Imaging . . . . . . . . . . . . . 41
3.3 Thermal Analysis of Space Debris . . . . . . . . . . . . . . . . . . . . . 44
3.4 Infrared Imaging Aspects of ADR Targets . . . . . . . . . . . . . . . . . 66
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Infrared Cues of Space Debris 79
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
ix
x CONTENTS
4.2 Feature Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 Experimental Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5 Relative Navigation For Partially Cooperative Targets 107
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4 Experimental Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6 Relative Navigation For Uncooperative Targets 163
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.3 Filter Tuning For Infrared Imagery . . . . . . . . . . . . . . . . . . . . . 180
6.4 Smart New Landmark Initialisation . . . . . . . . . . . . . . . . . . . . . 181
6.5 Experimental Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.6 Result Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
7 Real Infrared Dataset Acquisition 245
7.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
7.2 UASL Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
7.3 Space Debris Infrared Mock-up Design . . . . . . . . . . . . . . . . . . 252
7.4 Experimental Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
7.5 Analysis of the Smart Initialisation Algorithm . . . . . . . . . . . . . . . 271
7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
8 Conclusions 283
9 Future Work 287
References 289
List of Figures
2.1 Spacecraft local orbital frame (Hill frame) . . . . . . . . . . . . . . . . . 12
2.2 Spacecraft attitude frame . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Visual images captured during the PRISMA formation flying mission [1] . 18
2.4 Infrared image of International Space Station from LIRIS experiment
(courtesy of SODERN) [2] . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Different infrared imageries of ASTRO satellite with Earth in the back-
ground from Orbital Express mission [3] . . . . . . . . . . . . . . . . . . 20
2.6 Solar panel of Copernicus Sentinel-1A satellite before [left] and after
[right] the hit by a millimetre-size particle (space debris) in orbit on 23
August 2016. The impact area is shown by the red arrow [4] . . . . . . . 26
2.7 Graphical representation of Active Debris Removal at close proximity
operations (View looking in Hill frame along -Y axis) . . . . . . . . . . . 28
2.8 Greyscale visual images capturing ENVISAT mock-up at different chaser-
target-light source geometries . . . . . . . . . . . . . . . . . . . . . . . . 32
2.9 Coloured visual images capturing ENVISAT mock-up at different views . 33
3.1 Spatial density of space Debris over their orbital altitude [5] . . . . . . . 45
3.2 Sample orbital geometry representing Orbit Type-I from different views . 47
3.3 Sample orbital geometry representing Orbit Type-II from different views . 47
3.4 Comparing ‘Simple Thermal Analytical Models’ [6] approximation to
ESATAN-TMS FEA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Thermal variations of materials with α/ε ∼ 1 and α/ε  1 for Orbit
Type-I. Dashed lines indicate the effect of α and/or ε values change of
0.1 on temperature values . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Thermal variation of object with different surface coatings orbiting in Or-
bit Type-II for two orbital periods. . . . . . . . . . . . . . . . . . . . . . 57
3.7 Thermal variation of object with different surface coatings orbiting in Or-
bit Type-III for two orbital periods . . . . . . . . . . . . . . . . . . . . . 59
3.8 Simulating contrast change at the boundaries of materials with high and
low thermal inertia during eclipse transitions. Left to right is the transition
from full illumination to eclipse conditions. . . . . . . . . . . . . . . . . 60
xi
xii LIST OF FIGURES
3.9 Black-body radiations for different temperatures. Green shaded area rep-
resents the total amount of LWIR band radiation from an object at −90◦C 62
3.10 Wavelength (λpeak) for peak radiation of given temperature . . . . . . . . 64
3.11 Contribution of 12µm−14µm band to radiated power for different black
body temperatures as percentage of 8µm−14µm range. Percentages are
given on the top of each temperature range. . . . . . . . . . . . . . . . . 65
3.12 Infrared [left] and visual [right] images of two plates (brown and white)
placed on top of each other. The top image pair was taken at 30 cm from
plates and the bottom image pair was taken at 90 cm . . . . . . . . . . . 67
3.13 Radiance flux of materials with different emissivity values at different
temperatures in LWIR band . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.14 Thermal image of white paint samples at different temperatures in a ther-
mal vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.15 Painted metal cube seen by LWIR camera (left), visible (right) . . . . . . 71
3.16 Infrared and visual cameras . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.17 Simulated scenes with different background and eclipse conditions . . . . 74
3.18 False colour infrared images of the ISS with a deep space background
from TRIDAR experiment [7] . . . . . . . . . . . . . . . . . . . . . . . 75
4.1 Left to right: The (discretised and cropped) Gaussian second order partial
derivative in y-(Lxx) and xy-direction (Lxy) as the two left image patches,
respectively; their approximations are given as the two right image patches
[8] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2 PC of LIRIS infrared image with six different orientations . . . . . . . . 85
4.3 PC moments and angle of the principal axis of LIRIS infrared image . . . 87
4.4 An infrared image of the target plate with surface coating material de-
scriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Image statistics of the heated plate sequence . . . . . . . . . . . . . . . . 93
4.6 Infrared image of the target plate at different times . . . . . . . . . . . . 94
4.7 Detected features with different point detectors. The contrast of images
are enhanced for visualisation purposes . . . . . . . . . . . . . . . . . . 96
4.8 Detected features with different point detectors. The contrast of images is
enhanced for visualisation purposes . . . . . . . . . . . . . . . . . . . . 97
4.9 Repeatability measure R . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.10 Detected features with different edge detectors. . . . . . . . . . . . . . . 100
4.11 Similarity measure S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1 Camera model geometries . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2 The relationship between the coordinate frames used in this study . . . . 112
5.3 Problem formulation scheme . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4 Synthetically generated 3D points . . . . . . . . . . . . . . . . . . . . . 126
5.5 Trajectory of smooth translational motion in Hill frame . . . . . . . . . . 126
5.7 Pose errors for synthetic dataset at 10Hz without noise . . . . . . . . . . 129
LIST OF FIGURES xiii
5.8 Structure errors for synthetic dataset at 10Hz without noise . . . . . . . . 130
5.9 Translation errors for synthetic dataset at 10Hz with pixel noise ofN (0,0.1)
(first row) andN (0,0.5) (second row) . . . . . . . . . . . . . . . . . . . 132
5.10 Angular velocity errors for synthetic dataset at 10Hz with pixel noise of
N (0,0.1) (first row) andN (0,0.5) (second row) . . . . . . . . . . . . 133
5.11 Rotational errors for synthetic dataset at 10Hz with pixel noise ofN (0,0.1)
andN (0,0.5) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.12 All feature’s depth estimation errors for synthetic dataset at 10Hz with
pixel noise ofN (0,0.1) andN (0,0.5) . . . . . . . . . . . . . . . . . . 136
5.13 Depth estimation error for the feature of the highest estimation error at
10Hz with pixel noise ofN (0,0.1) andN (0,0.5) . . . . . . . . . . . . 137
5.14 True relative motion of the chaser in Hill frame . . . . . . . . . . . . . . 138
5.16 Pose errors for synthetic dataset at 10Hz under manoeuvring trajectory . . 141
5.17 Structure estimation errors for synthetic dataset at 10Hz under manoeu-
vring trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.19 Structure estimation errors for synthetic dataset at 10Hz under manoeu-
vring trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.20 Reconstruction of the target in world frame with the depth estimates of
final frame. Black lines denote the uncertainty of the feature. . . . . . . . 145
5.21 The rototranslational motion of chaser in Hill frame . . . . . . . . . . . . 146
5.22 Target simulated in CounterSim and the 2D points . . . . . . . . . . . . . 147
5.23 Estimation and ground truth of angular rate ω for quasi-rotational motion 148
5.25 Estimation error in quaternion q for quasi-rotational motion . . . . . . . . 150
5.26 Estimation and ground truth of translation T for quasi-rotational motion . 151
5.27 Structure estimation errors for synthetic dataset at 10Hz under manoeu-
vring trajectory for quasi-rotational motion, each parameter is given with
a different color . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.28 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.29 Target in visual (right) and in LWIR (left). LWIR imagery with contrast
enhancement of the image acquisition software (left) . . . . . . . . . . . 154
5.30 Target observed by the GOBI camera (The image contrast is enhanced for
visualisation purposes) . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.32 Estimation and ground truth of translation T for real infrared imagery setup157
5.33 Estimation error of angular rate ω and quaternion for real infrared im-
agery set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.34 Reconstruction of the target from different viewpoints in WRF . . . . . . 159
5.35 Target cropped from the image (zoomed) . . . . . . . . . . . . . . . . . . 160
6.1 Measurement geometry of static camera in a moving map . . . . . . . . . 166
6.2 Problem formulation of static camera moving map scheme . . . . . . . . 167
6.3 Window division of ROI (yellow squares) and extracted features (green
crosses) from CounterSim provided infrared image . . . . . . . . . . . . 169
xiv LIST OF FIGURES
6.4 Feature selection window . . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.5 αn ambiguity at different ‖ OF ‖ for an object at 100m, 50m and 30m . . 185
6.6 Randomly generated 3D points from different viewpoints in HBRF . . . . 191
6.7 Visibility condition of a feature . . . . . . . . . . . . . . . . . . . . . . . 192
6.8 Feature statistics of synthetically generated 3D points . . . . . . . . . . . 193
6.9 Synthetic images with feature projections and their optical flow vectors
(scaled for visualisation purposes) . . . . . . . . . . . . . . . . . . . . . 194
6.10 Estimated ωx of synthetically generated 3D points without noise . . . . . 196
6.11 Estimated ωy of synthetically generated 3D points without noise . . . . . 197
6.12 Estimated ωz of synthetically generated 3D points without noise . . . . . 198
6.13 Estimated Vx of synthetically generated 3D points without noise . . . . . 199
6.14 Estimated Vy of synthetically generated 3D points without noise . . . . . 200
6.15 Estimated Vz of synthetically generated 3D points without noise . . . . . 201
6.16 Estimated Tx of synthetically generated 3D points without noise . . . . . 202
6.17 Estimated Ty of synthetically generated 3D points without noise . . . . . 203
6.18 Estimated Tz of synthetically generated 3D points without noise . . . . . 204
6.19 Estimated relative orientation in quaternion parametrisation q for synthet-
ically generated 3D points without noise . . . . . . . . . . . . . . . . . . 205
6.20 Relative orientation error of basic and smart initialisation algorithms in
euler angles parametrisation for synthetically generated 3D points without
noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
6.21 Reconstruction of the target at its final estimated orientation (only latest
80 features were given for clarity) . . . . . . . . . . . . . . . . . . . . . 207
6.22 Estimated ωx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
6.23 Estimated ωy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
6.24 Estimated ωz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
6.25 Estimated Vx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
6.26 Estimated Vy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
6.27 Estimated Vz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
6.28 Estimated Tx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
6.29 Estimated Ty of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
6.30 Estimated Tz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
LIST OF FIGURES xv
6.31 Estimated relative orientation in quaternion parametrisation q for synthet-
ically generated 3D points with Gaussian noiseN (0,2.5) pixel/s . . . . . 217
6.32 Relative orientation error of basic and smart initialisation algorithms in
euler angles parametrisation for synthetically generated 3D points with
Gaussian noiseN (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . 218
6.33 Reconstruction of the target at its final estimated orientation (only latest
80 features were given for clarity) for synthetic data with Gaussian noise
N (0,2.5) pixel/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
6.34 Feature statistics of synthetically generated 3D points with decreased vis-
ibility duration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
6.35 Estimated ωx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 221
6.36 Estimated ωy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 222
6.37 Estimated ωz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 223
6.38 Estimated Vx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 224
6.39 Estimated Vy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 225
6.40 Estimated Vz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 226
6.41 Estimated Tx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 227
6.42 Estimated Ty of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 228
6.43 Estimated Tz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations . . . . . . . . . . . . 229
6.44 Estimated relative orientation in quaternion parametrisation q for synthet-
ically generated 3D points with Gaussian noiseN (0,2.5) pixel/s and de-
creased visibility durations . . . . . . . . . . . . . . . . . . . . . . . . . 230
6.45 Relative orientation error of basic and smart initialisation algorithms in
euler angles parametrisation for synthetically generated 3D points with
Gaussian noiseN (0,2.5) pixel/s and decreased visibility durations . . . 231
6.46 Feature statistics of CounterSim simulation . . . . . . . . . . . . . . . . 233
6.47 Countersim simulated images with extracted features . . . . . . . . . . . 234
6.48 Estimated angular rates and their ground truths in CounterSim infrared
image sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
6.49 Velocity errors in CounterSim infrared image sequence . . . . . . . . . . 237
6.50 Position errors in CounterSim infrared image sequence . . . . . . . . . . 238
6.51 Orientation errors in Euler angles for the CounterSim infrared image se-
quence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
xvi LIST OF FIGURES
6.52 Target reconstruction from CounterSim infrared image sequence . . . . . 240
7.1 OptiTrack system components (Courtesy OptiTrack - NaturalPoint Inc.) . 247
7.2 Coordinate transformation between the motion capture system (IRF) and
the Hill frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
7.3 EnvYsat in visual and infrared spectrum . . . . . . . . . . . . . . . . . . 253
7.4 Dimensions of the mock-up in UASL . . . . . . . . . . . . . . . . . . . 255
7.5 Infrared images of EnvYsat and the 2D feature points under complex mo-
tion trajectory A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
7.6 Corner statistics of features extracted from infrared image sequence under
complex motion trajectory A . . . . . . . . . . . . . . . . . . . . . . . . 258
7.7 Error in angular velocity ω in HBRF for complex motion trajectory A . . 259
7.8 Error in translational velocity v in IRF for complex motion trajectory A . 260
7.9 Error in relative position r estimates in IRF for complex motion trajectory A261
7.10 Orientation errors in HBRF for complex motion trajectory A . . . . . . . 262
7.11 Reconstruction of the EnvYsat for complex motion trajectory A . . . . . 263
7.12 Ground truth of trajectory B in IRF . . . . . . . . . . . . . . . . . . . . . 264
7.13 Infrared images of EnvYsat and the 2D feature points under complex mo-
tion trajectory B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
7.14 Corner statistics of features extracted from infrared image sequence under
complex motion trajectory B . . . . . . . . . . . . . . . . . . . . . . . . 266
7.15 Velocity errors v in IRF for complex motion trajectory B . . . . . . . . . 267
7.16 Position errors r in IRF for complex motion trajectory B . . . . . . . . . 268
7.17 Angular velocity errors ω in HBRF for complex motion trajectory B . . . 269
7.18 Orientation errors in IRF for complex motion trajectory B . . . . . . . . . 271
7.19 Errors in relative position r in the IRF for complex motion trajectory A . . 273
7.20 Errors in translation velocity v in the IRF for complex motion trajectory A 274
7.21 Errors in angular velocity ω in the HBRF for complex motion trajectory A 275
7.22 Errors in relative position r in the IRF for complex motion trajectory B . . 277
7.23 Errors in translation velocity v in the IRF for complex motion trajectory B 278
7.24 Errors in angular velocity ω in the HBRF for complex motion trajectory B 279
List of Tables
2.1 Target categories used in this study . . . . . . . . . . . . . . . . . . . . . 15
2.2 Advantages and disadvantages of the relative navigation sensors . . . . . 21
2.3 Video Guidance Sensor (VGS) Measurement Accuracy Requirements [9] 21
3.1 Classification of thermal properties for spacecraft typical external surface
materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Properties of visual and thermal cameras . . . . . . . . . . . . . . . . . . 71
4.1 Properties of thermal camera GOBI-384 . . . . . . . . . . . . . . . . . . 91
4.2 Computational times of interest point detectors for single features . . . . 99
4.3 Computational times for edge detectors . . . . . . . . . . . . . . . . . . 102
5.1 Camera properties of synthetic dataset. . . . . . . . . . . . . . . . . . . . 125
5.2 Pose error statistics for synthetic dataset at 10 Hz without noise . . . . . . 127
5.3 Feature depth error statistics for synthetic dataset at 10Hz without noise. . 131
5.4 Pose error statistics for synthetic dataset at 10Hz withN (0,0.1) pixel noise134
5.5 Pose error statistics for synthetic dataset at 10Hz withN (0,0.5) pixel noise135
5.6 Unavailability statistics of features. . . . . . . . . . . . . . . . . . . . . . 139
5.7 Pose error statistics for synthetic dataset at 10Hz with noise . . . . . . . . 142
5.8 Robotic arm properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.9 Camera properties of GOBI-384 . . . . . . . . . . . . . . . . . . . . . . 154
6.1 Camera properties of the synthetic dataset. . . . . . . . . . . . . . . . . . 193
6.2 Camera properties used in CounterSim . . . . . . . . . . . . . . . . . . . 232
7.1 Camera properties of FLIR TAU-2 . . . . . . . . . . . . . . . . . . . . . 250
7.2 Calibration results for FLIR TAU-2 . . . . . . . . . . . . . . . . . . . . . 252
xvii
xviii LIST OF TABLES
List of Abbreviations
ADR Active Debris Removal
AOCS Attitude and Orbital Control
ATV Autonomous Transfer Vehicle
BPRF Body Principle Reference Frame
CAD Computer Aided Design
CBRF Chaser Body-Fixed Reference Frame
COTS Commercial Of The Shelf
CSAF Chaser Spacecraft Attitude Frame
Earth-IR Earth-Infrared energy
EO Electro-optic
ESA European Space Agency
ESTEC European Space Research and Technology Centre
GFTT Good Features To Track
GNC Guidance and Navigation Control
GPS Global Positioning System
HBRF Hypothetical Body-Fixed Reference Frame
IR-ADR Infrared based Active Debris Removal
IRF Inertial Reference Frame
IR-NAV Infrared based monocular relative NAVigation algorithm for ADR
xix
xx LIST OF ABBREVIATIONS
ISS International Space Station
JAXA Japanese Aerospace Exploration Agency
LEO Low Earth Orbit
LVLH Local-Vertical/Local Horizontal
LWIR Long Wave Infrared
MMOD Micrometeoroids and Orbital Debris
MLI Multi Layer Insulation
NASA National Aeronautics and Space Administration
NETD Noise Equivalent Temperature Difference
NIR Near Infrared
PC Phase Congruency
RvD Rendezvous and Docking
ROI Region Of Interest
SAR Synthetic Aperture Radar
SLAM Simultaneous Localisation And Mapping
Solar-IR Solar-Infrared energy
SSO Sun Synchronous Orbit
VGS Video Guidance Sensor
Chapter 1
Introduction
Contents
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1 Problem Statement
Uncontrolled growth of orbital debris is becoming the most significant threat to valu-
able space assets, such as telecommunications and Global Positioning System (GPS)
satellites [10, 11]. Studies suggest that a sustainable space environment can only be
achieved by regulating this growth and perhaps by removing large pieces of space de-
bris that impose a high risk to operational spacecraft.
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Active Debris Removal (ADR) is a particular space Rendezvous & Docking (RvD)
mission where a specifically designed spacecraft (i.e. chaser) captures space debris (e.g.
an old non-operational spacecraft) without creating additional debris, and then disposes of
it. The orbital disposal activities could be placing the debris (i.e. target) into a graveyard
orbit, or giving assistance to ensure the target performs a controlled atmospheric re-entry.
These actions have been suggested by the guidelines stated in Refs. [12, 13] to ensure a
sustainable space environment.
At present, an ADR mission has not been demonstrated due to legal and technical
issues. Present space technologies have been designed to perform spacecraft rendezvous
and docking missions only with fully/partially cooperative targets. Therefore, they offer
solutions for a problem with fewer unknowns and challenges than ADR. In the context of
relative navigation, the key challenge is the fact that ADR is a safety critical mission and
deals with an uncooperative target. As a non-operational spacecraft, space debris does
not have any control mechanisms on board to inform the chaser about their attitude or
position. Without such aids, the chaser has to rely on its remote sensing capabilities to
understand the target’s completely independent motion, where the relative motion may
vary very rapidly due to the orbital dynamics. Considering the orbital dynamics between
the target and the chaser, the relative navigation under such uncertainties is very delicate
and requires continuous monitoring of the target. Therefore, sensing capabilities need to
be able to work with full availability throughout the mission, whilst minimising the use
of the chaser’s limited resources.
In ADR, the mission cannot be constrained in order to ensure favourable conditions,
unlike in space Rendezvous and Docking (RvD) missions to the International Space Sta-
tion (ISS), for example. The reason is that the ADR mission design is highly dependent
on the target characteristics, such as it being in a tumbling motion, or on its structural
integrity, and this information might be highly uncertain since the target is a space de-
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bris without any control or any communication capability to provide prior knowledge
to the chaser. In some of these possible trajectories, varying geometry between Sun-
target-chaser can create unfavourable illumination conditions for vision systems, and
measurements can be interrupted, potentially resulting in catastrophic failure of the mis-
sion. Therefore, it is important to have a relative navigation solution that is sufficiently
robust to the harsh space environment and can provide continuous information about the
target’s relative motion.
1.1.1 Aim
The aim of this research is to develop a monocular infrared-based relative naviga-
tion solution that can provide information on the relative motion of space debris without
imposing any unfeasible mission constraints on a chaser performing close proximity op-
erations in an ADR.
1.1.2 Hypothesis
An infrared sensor can detect space debris in ADR mission conditions for all chaser-
target-sun geometries and a navigation solution based on such a sensing modality can
provide relative motion information of the ADR target.
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1.2 Contributions
The main contribution of this research is the development of an algorithm that esti-
mates the relative motion and the structure of a translating and rotating space debris using
a monocular infrared camera. This algorithm itself is novel in using the target motion to
estimate the motion derivatives without using any prior knowledge about i) target model,
and ii) target infrared appearance while being robust to its variations over time. Whilst
providing the relative motion estimates, the algorithm also does not assume any particular
relative orientation, target rotation axis or target tumbling rate.
In addition, other contributions are presented, which provides the basis of the proposed
monocular infrared based relative navigation in general. They are:
• An infrared signature estimation methodology for ADR targets. The proposed ap-
proach requires less computational power than Finite Element Analysis (FEA) tools
with a comparable level of realism in simulating the space environment.
• A classification of space debris surface coatings, which exploits thermo-optical
properties. This characterisation technique allows the infrared signature estimation
of space debris for any Earth orbit, even if the surface coating details are inaccu-
rately known.
• An understanding of infrared imaging challenges in a space environment. The phe-
nomenon known as the signature ambiguity of infrared imaging in an ADR scenario
is extensively analysed and possible countermeasures are suggested as some of the
study findings.
• A valuable infrared data collection representing the thermal variations in an ADR
scenario. The challenges of the thermal vacuum environment of space in infrared
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imaging are identified. These findings are unique to the application of the study
since the conditions of terrestrial applications are vastly different.
• An analysis addressing the issue of applicable infrared cues to be used in a naviga-
tion solution in the case of ADR. Different techniques and their general properties
are investigated by using a data set from a thermal-vacuum environment similar to
an ADR scenario.
• A detailed description on the relationship between the applied computer vision tech-
niques and the relative orbital dynamics problem.
• An automatic feature selection algorithm. Due to significant viewpoint changes
(e.g. tumbling target), feature tracks were found to be short-lived. Moreover, a
selection method without any strategy may focus on less interesting areas of the
target and this may decrease the traceability of the feature even more. Instead, the
proposed algorithm uses a selection strategy that provides longer-lived meaningful
information to the navigation solution, aligned with the ultimate goal of the study.
• An improved navigation filtering scheme which considers a quality measure based
on the properties of the infrared features properties. The structure of infrared im-
agery is blurry and less textured compared to their visual counterparts. Therefore,
the tracking of infrared features is more susceptible to noise than their visual coun-
terparts, which needs to be taken into account for a robust navigation solution.
• A smart initialisation algorithm for new filter states that arise due to the change of
the chaser’s viewpoint (e.g. tumbling target). This algorithm decreases the distur-
bance of new structure states, which arise over time, in the overall estimation of
relative motion of the chaser.
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• An improved feature tracking algorithm based on Kanade-Lucas-Tomasi (KLT) fea-
ture tracker for lower textured infrared imagery that is robust to out of plane motions
and the blurry nature of infrared imagery.
• A test bench design to allow testing infrared based relative navigation algorithms
for ADR in non-vacuum laboratory conditions by using real infrared cameras.
Even though the context of the study is in using infrared imaging for relative naviga-
tion in ADR, where the target is uncooperative, the generality of the problem formulation
and the results are found to be promising enough to be extended for cooperative and par-
tially cooperative targets.
1.3 Thesis Outline
Chapter 2 describes the context of the study and the fundamental background. The
challenges and the literature review of the study are presented.
Chapter 3 describes the methodology of the infrared modelling of the ADR environ-
ment in terms of imaging. The issues of the ADR scenario are discussed and the founda-
tions of the infrared simulation to be used in the navigation algorithm are presented.
Chapter 4 investigates the infrared cues in an ADR environment. A representative
scenario is generated and the performance of different feature extraction techniques is
tested.
Chapter 5 proposes a relative navigation approach for partially cooperative space de-
bris, which has a stable relative attitude profile with respect to chaser. The performance
and limitations of the algorithm are assessed.
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Chapter 6 proposes a relative navigation solution for uncooperative space debris by
using image motion information. The performance and limitations of the algorithm are
evaluated.
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Autonomous Space Rendezvous and
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2.1 Autonomous Space Rendezvous
Rendezvous and Docking (RvD) is a set of manoeuvres performed by a spacecraft,
to be called the chaser hereinafter, to approach another spacecraft, to be called the tar-
get hereinafter. RvD technology and techniques are the key elements of missions such
as on-orbit servicing, re-supply of orbital stations and active debris removal [14]. As
these missions involve more than one spacecraft, they have a multitude of conditions and
constraints to be fulfilled.
The purpose of this section is to describe RvD missions and to introduce its rela-
tive navigation terminology. Firstly, an overview of RvD mission phases is given to set
the context, and to understand their different constraints and navigational requirements.
Secondly, reference coordinate frames are described, which are used to map the relative
trajectory of the chaser, and to interpret the sensor measurements. Following this, the tar-
get definition and characteristics are given to explain the specific navigational challenges.
Finally, relative navigation sensors and their limitations are discussed.
2.1.1 Mission Phases
In terms of the purpose of manoeuvres, RvD is divided into five major mission phases
such as launch, phasing, far range rendezvous, close proximity and mating [14]. This
section provides a general overview of each and highlights their important elements.
• Launch: The operations of this phase start with the launcher lift off from the ground
and finish when the chaser is injected into the target orbital plane. The aim is to
bring the chaser to a lower altitude orbit than the target and leave it behind the
target in an arbitrary phase angle.
• Phasing: The chaser reduces the orbital phase angle between the two spacecraft by
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using absolute navigation which is based on a priori coarse knowledge of target’s
orbital parameters and augmented by the absolute measurements coming from the
GPS receiver. This step is generally assisted by a ground control segment in an
open loop fashion.
• Far Range Rendezvous: The chaser is transferred to the first aim point located at
the target close vicinity (e.g. few hundreds of metres to International Space Station
(ISS) for Automated Transfer Vehicle (ATV)) by using relative navigation. During
this process, the goal is to reduce the uncertainty of the chaser’s relative trajectory
as it gets closer to the target. This operation uses the relative navigation solution
which is based on the measurements acquired from the target. This is due to the
fact that the absolute navigation has higher uncertainty levels than that required at
the far range stage.
• Close Proximity: The chaser is transferred to the final approach line (e.g. few metres
to ISS for ATV) and prepared for the capture conditions by using relative naviga-
tion. There are different approach strategies based on the target constraints such as
the location of the docking port on the target spacecraft, and the mating conditions
such as favourable illumination conditions. The uncertainty of the chaser’s relative
trajectory shall be decreased as the target range decreases significantly in order to
avoid collisions.
• Mating: The target is captured by the chaser and creates a rigid structural connec-
tion. Based on the capturing technique, this phase is called docking when the chaser
performs manoeuvres to connect, and berthing when the chaser uses a manipulator
(e.g. robotic arm) to attach itself to the target. The mating mechanisms vary sig-
nificantly based on the category of the target such as being cooperative, partially
cooperative or uncooperative.
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The target to chaser range (i.e. of the order of 100 metres) in Close Proximity and
Mating phases, makes all the operations safety critical. Therefore, the chaser system
design shall provide specific safety features and allow continuous target monitoring so
that catastrophic collisions can be avoided [14]. To do so, the chaser needs to know its
own and the target’s motion in a known reference frame by using the information from a
number of sensors as accurately as possible in a continuous fashion.
2.1.2 Reference Coordinate Frames
The purpose of this section is to define the coordinate frames used to describe the or-
bital motion for the relative trajectory and attitude motion and their relation to the space-
craft geometrical features.
The Spacecraft Local Orbital Frame is used to describe the spacecraft motion relative
to another spacecraft or to a particular point in orbit which is often referred as the ‘Local
Vertical Local Horizontal (LVLH) frame’ [14]. The chaser and target have their own local
orbital frame and the RvD approach trajectories are often expressed in the target’s LVLH
frame which is referred to as the Hill frame. The origin of this frame is located at Centre
of Mass (CoM) of the spacecraft, its axes are depicted in Figure 2.1.
direction of motion
v-bar/x-axis
r-bar/z-axis
h-bar/y-axis
Target
Earth
H
Figure 2.1: Spacecraft local orbital frame (Hill frame)
• z-axis is defined by the radial vector from the spacecraft CoM towards the centre of
the Earth. In rendezvous literature, it is referred as r-bar.
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• y-axis points the opposite direction of the angular moment vector H of the space-
craft orbit. In rendezvous literature, it is referred as h-bar.
• x-axis is defined by the right handed system which is at the direction of orbital
velocity vector. In rendezvous literature, it is referred as v-bar.
direction of motion
Target
Earth
Hy
z
x
Figure 2.2: Spacecraft attitude frame
The Spacecraft Attitude Frame is used to describe the rotation of the spacecraft, which
is often referred as the ‘body frame’. The origin of this frame is located at the Center of
Mass (CoM) of the spacecraft however it may move due to the depletion of propellent.
Therefore, it is not firmly fixed to the spacecraft geometry. The axes definitions depend
on the mission and the mission phase. For the purpose of this study, its axes are shown in
Figure 2.2 and defined as:
• x-axis points in the opposite direction of the angular momentum vector H of the
orbit.
• y-axis is defined by the radial vector from the spacecraft CoM towards the centre
of the Earth.
• z-axis is defined by the right handed system, which is in the direction of the orbital
velocity vector.
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The coordinate transformation from LVLH frame to the spacecraft attitude frame is
obtained by rotating the frame with the attitude angles αx (roll), αy (pitch) and αz (yaw):

x
y
z

a
=
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cosαz sinαz 0
−sinαz cosαz 0
0 0 1
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sin
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0 sin
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(2.1)
The Spacecraft Geometric Frame is used to describe the location and direction of the
equipment, such as sensors, with respect to spacecraft. It can be defined differently for
different purposes such as its origin at the centre of the docking port, defining the docking
frame, the centre of a sensor defining the measurement frame. For the purposes of this
study, its origin is defined at the spacecraft CoM and the camera centre of projection is
aligned with it.
2.1.3 Target Categories
The target categorisation was made in terms of the level of cooperativeness with the
chaser. In the literature, the definition of each target category slightly differs. Unfortu-
nately, this variety in interpretation is somewhat misleading when judging the capabilities
of the various proposed navigation algorithms. Each target category has its own level
of complexity and constraints. Therefore, analysing all solutions with the same criteria
would be inappropriate. This section describes the definition of each target category as
they are referred within this study.
Cooperative Targets have an inter-satellite communication link with the chaser space-
craft, which provides continuous information about the target’s attitude and orbital mo-
tion. They have an operational Attitude and Orbit Control System (AOCS), which keeps
the target spacecraft 3-axis stabilised. The target spacecraft is prepared for RvD and holds
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some fiducial markers within its structural design which are known and can be recognised
by the chaser’s navigation system. The chaser also knows the 3D shape of the target and
its appearance.
Uncooperative Targets do not have any inter-satellite communication link with the
chaser to inform its status. The target AOCS is assumed to be not functioning therefore the
attitude profile cannot be known. This means the target may be under a tumbling motion;
even if it is not, its relative orientation cannot be known. The target is not designed for
RvD and therefore does not hold any known fiducial markers. The target appearance and
Computer Aided Design (CAD) model is not available to the chaser.
Partially Cooperative Targets do not have an inter-satellite communication link nor
fiducial markers, similar to uncooperative targets. However, they may have one or more
of the following sources of information from the target: the target AOCS is operational to
keep a specific relative attitude configuration, the target appearance and the CAD model
configuration.
Table-2.1 summarises the main characteristics of these three target categories that are
important for relative navigation problems in RvD. This study focuses on cases where the
target is uncooperative.
Table 2.1: Target categories used in this study
Target Type Inter-Satellite Link CAD Model Known Attitude
Cooperative Yes Yes Yes
Partially Cooperative No ? ?
Uncooperative No No No
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2.1.4 Relative Navigation Sensors in Close Proximity
During the final approach, the chaser’s relative attitude and the position information is
important for the success of the mission, especially if the target is uncooperative and tum-
bling. A small error in the navigation filter could cause a catastrophic failure in the overall
mission. Therefore, it is important to have different navigation sensors that complement
each other. Relative GPS, LIDAR, RADAR and visual cameras are typical sensors which
are the sources of information for the relative position and orientation of the chaser during
the Far and Close Range operations of RvD missions [14].
The Global Positioning System (GPS) is a constellation of navigation satellites which
are designed to be used in localisation of a receiver below their altitude (i.e. ≈ 20200 km)
in Earth body-fixed coordinates. The concept of Relative GPS is to provide the rela-
tive position and velocity of the target by synchronising and subtracting the raw GPS
measurements of these receivers placed on the chaser and the target. For the considered
application, the minimum operational range of relative GPS is limited to 100 m to the
target. This navigation sensor, by definition, is only of a concern for RvD missions with
cooperative targets in low or medium altitude orbits.
RADAR is an active system that provides information about the target distance and
direction (angle), and the velocity mainly during long and medium range operations by
evaluating the echo of emitted RF signals [15]. Moreover, it can potentially provide ad-
ditional information about the target structure with some modifications and additional
processing on board [16]. As it is an active sensor, RADAR requires significant power
from the hosting spacecraft therefore it is not a very attractive solution from a spacecraft
design point of view. Although they can operate at very short range, achieving the re-
quired performance is relatively more challenging than at longer ranges due to available
resources on board. Therefore, they are not the system of choice for close proximity
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operations (the final part of the Close-Range Rendezvous Phase) [14].
LIDAR is another sensor used for retrieving information about the range and the target
structure. This is based on the reflection of laser pulses from the target. In the case of
cooperative rendezvous, the target would have a few retroreflectors to increase visibility
by reflecting most of the emitted signal, enabling quicker processing and identification
[14, 17]. In the case of uncooperative targets, like in ADR, the received signal would be
weaker since there is no retroreflector system. However, recent studies have shown that
these retrieved weak signals would still be sufficient to detect a partially cooperative target
[18]. Laser range finders can also be considered in this sensor category and can provide
the target range information with an accuracy of 1% of the range or better [19]. Like
RADAR, LIDAR is an active sensor, but its accuracy at very close range is considered to
be limited [17] due to the target geometry (i.e. planar surfaces do not provide information
about the rotation around their surface normal vector). Moreover, it uses moving parts for
scanning purposes. This gimbal motion is not favoured by the Attitude and Orbit Control
System (AOCS) of the hosting spacecraft. Recent experimental studies have shown that
the operation range of LIDAR systems for Space Rendezvous against cooperative and
uncooperative targets would be maximum 3.5 km and 260 m respectively [20]. It is
important to note that Ref.[20] does not provide any information about the assumption on
the target’s rotational motion, suggesting that the actual referred target state is ‘partially
cooperative’ rather than ‘uncooperative’, which is a term often misused in the literature,
and the relevant operational range might be shorter.
Visual systems are passive sensors alternative to RADAR and LIDAR, and are used
heavily in close proximity operations as a complementary element. Their working prin-
ciple is based on the reflected sunlight from the target. Figure 2.3 shows some visual
images taken from a formation-flying experiment, called PRISMA [1], under favourable
illumination conditions. Studies like [21] show that the measurement accuracy of visual
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Figure 2.3: Visual images captured during the PRISMA formation flying mission [1]
cameras can be two centimetres or better in relative range and 0.05 degree or better in
terms of relative orientation at a range of two metres from a cooperative target. However,
visual systems also have some drawbacks, such as being non-operational under eclipse
conditions or being affected by solar glare in the space environment. The flight demon-
stration undertaken by [22] underlines the need for a sufficient level of illumination to
maintain operational continuity of the visual camera. In the case of LEO targets, their
orbits could be in eclipse for nearly one third of their orbit, during this time the camera
would not acquire any relevant data. This limitation means a possible divergence of the
navigation filter could occur due to the lack of measurements. In current RvD demon-
strations, which are either cooperative or partially cooperative, this situation is avoided
through the mission design by using different approach trajectories to target spacecraft.
The orbital manoeuvres are planned to ensure the sun is not in the field of view of the
visual camera and certain geometries that might cause specular reflections are avoided
[14, 3, 23].
On the other hand, infrared based systems could provide the information required
when all these sensors fail or are not applicable. The working principle of infrared de-
tectors is based on the fact that all objects with a temperature greater than absolute zero
radiate. An infrared camera can overcome the illumination problem of a visual camera
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by providing the information without discontinuity as it does not just depend on reflected
radiation of an external source like a visual camera would, but also on its own emitted
radiation. This fact has been confirmed by ATV-5 LIRIS experiment data [18, 2] in which
the International Space Station (ISS) was observed under various illumination conditions
as one can see from the experiment’s publicly available image provided in (Figure 2.4).
Figure 2.4: Infrared image of International Space Station from LIRIS experiment (cour-
tesy of SODERN) [2]
Moreover, the appearance of objects under direct Sun illumination is expected to be
smoother in infrared when compared to the reflection of visible light on surfaces, such as
multi-layer insulation which are highly specular. Infrared technology also allows imaging
the objects when the Sun is within the field of view. In contrast to visual systems, the Sun
within the field of view does not saturate, or result in permanent damage to the sensor
detector. Hence, the challenges of relative navigation in terms of illumination changes
could be dealt with by using an infrared-based rendezvous sensor.
Even though infrared based relative navigation is a fairly new concept, there have
been a few studies on their possible usage as a complementary sensor in RvD like in
Ref.[24, 25] due to their advantage of being invariant to illumination conditions. More-
over there have been a couple of in-situ experiments with the International Space Station
(ISS) such as Ref.[7, 18, 26, 27] and the RvD demonstration mission such as Ref.[28, 3]
(sample of infrared data shown in Figure 2.5) which showed promising results in terms
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Figure 2.5: Different infrared imageries of ASTRO satellite with Earth in the background
from Orbital Express mission [3]
of infrared imaging for relative navigation applications. It is important to underline that
these missions were mainly for the purpose of collecting data in a real environment for
further developments and their publicly available information are limited. This highlights
that this research field is still very new to the relative navigation community and this study
is attempting to fill this research gap. Table-2.2 summarises the main advantages and lim-
itations of the discussed relative navigation sensors, which can be used throughout the
close proximity operations.
2.2 Camera Based Relative Navigation in Space
Unlike terrestrial applications, in-situ measurements and calibration campaigns of
electro-optic sensors in Space are very difficult [29] as well as acquiring the ground
truth for the on-orbit testings [23]. The delicate nature of relative orbital dynamics re-
quires very accurate information about the target pose (relative motion and attitude) to
perform necessary manoeuvres [29]. For an actual RvD mission, the measurement ac-
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Table 2.2: Advantages and disadvantages of the relative navigation sensors
Sensor Advantage Disadvantage
RADAR provides range cumbersome in short range
and bearing active sensor (high power consumption)
LIDAR provides range limited range for uncooperative target
and bearing cannot provide orientation for planar surfaces at
short range
active sensor (high power consumption)
Visual Cam. passive sensor affected from harsh illumination of space environment
(monocular) provides bearing only
Infrared Cam. passive sensor provides bearing only
(monocular) any illumination not well developed for RvD
curacy requirements of an actual electro-optic sensor for a stabilised cooperative target
can be found in Table-2.3 [9]. There are a number of different relative navigation so-
lutions aiming to achieve measurement accuracies of similar magnitudes, which can be
grouped according to the number of cameras they utilise and their assumptions on target
knowledge [30, 31] .
Table 2.3: Video Guidance Sensor (VGS) Measurement Accuracy Requirements [9]
Operating Range (m) X-Offset (mm) Y & Z-Offset (mm) Roll/Pitch/Yaw (Degrees)
1−3 ±3 ±2 ±0.3
> 3−5 ±10 ±5 ±0.75
> 5−10.5 ±100 ±50 ±1
> 10.5−30 ±300 ±100 ±2
> 30−50 ±1000 ±200 ±3
> 50−110 ±3000 ±2000 ±5
This section discusses the camera set-ups and algorithms applicable to camera based
relative navigation applications. Firstly, the number of cameras that are employed, is in-
vestigated. Secondly, the effect of target knowledge on the relative navigation algorithms
is discussed.
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2.2.1 Monocular and Stereo Camera Set-ups
The camera systems can be used in two different configurations: monocular or stereo.
In the monocular case, a single camera provides the bearing information of the target, and
the range information when the target structure is known. However, a stereo set-up can
give the bearing and range information without knowing the structure of the target.
In demonstrated space applications, there is a tendency to prefer monocular set-ups
[32, 33, 34, 24]. The CAD model of the cooperative or partially cooperative targets is used
to augment the navigation solution to provide the range information or an additional range
sensor (e.g. laser range finder, LIDAR, etc.) is fused to the estimation as in [35]. This
tendency of using a monocular camera in RvD applications appears to be driven by the
strict accommodation requirements of the stereo set-ups from the hosting spacecraft. The
redundancy factor in spacecraft design suggests that stereo configurations need two addi-
tional cameras, which increases the constraints on the spacecraft and this is not desirable
due to the chaser’s limited resources. The allocation of the required stereo baseline, along
with maintaining its rigidity throughout the mission, also has an impact on the spacecraft
design. Furthermore, it is very difficult to verify whether the stereo calibration performed
for vision algorithms can withstand the vibrations of the launch.
In stereo set-ups the distance between the two cameras defines the resolvable depth of
the scene, however the cross-sectional area of both camera field-of-views decreases as the
chaser to target range decreases. This suggests that the advantage of stereo would not be
significant at the final phase unless the baseline or boresight vectors are not adjusted over
time. Stereo provides the range information that is not observable in monocular set-ups
[36] at the cost of the spacecraft design.
Even though there have been several suggested stereo-based relative navigation solu-
tions in the literature [37, 38, 39, 40, 41, 42], a stereo set-up has not yet been demonstrated
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in space. Moreover, a navigation algorithm based on a stereo system would be also prone
to the baseline misalignments which could be caused by the launch or the thermal en-
vironment of space. Once in orbit, stereo calibration might be needed and this is not
practical.
In conclusion, a monocular set-up is a more favourable choice for RvD applications.
They can provide the bearing information and also the range if the target structure is
known. Moreover, augmenting with other types of sensors for measuring range is a better
redundancy strategy in spacecraft design, since the accommodation of these different type
of sensors are less stringently constrained than stereo set-ups.
2.2.2 Algorithms Based on Target Knowledge
The cooperative, partially cooperative or uncooperative target type describes the amount
of target information available to the navigation solution. Depending on the target type,
different approaches exist for estimating the relative motion of the chaser spacecraft for
electro-optic based systems.
In most of the demonstrated RvD missions from NASA, ESA and JAXA, the target
is cooperative. The target structure is typically known prior to the mission [43, 23, 44]
and generally have some fiducial markers on its docking face [29, 45, 46, 47]. Moreover,
the target attitude profile is often stabilised like in Shuttle mission STS-98 [9] and Hubble
Space Telescope Servicing Mission [23]. In the cases of [29, 43, 48, 43] where there are
fiducial markers or known features on the target, the chaser’s relative motion is estimated
by using pose extraction algorithms such as the perspective-N-point problem [49]. These
algorithms work based on the minimisation of the error between the 2D projection of
known 3D features and their detected 2D image point correspondences.
In the case of partially cooperative targets, a commonly used method is the model
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based relative navigation solution [23, 50, 44, 51]. This approach assumes that there is
a target model but its attitude profile is not necessarily known. The basic concept of this
method is to reproject the target CAD model to the camera image plane and minimise
the error between the target model reprojections and the extracted edges from the image.
Even though it is a valid approach, developers often suffer in assessing the level of details
required for each target model, as each case is unique and there are no guidelines on which
parts of the CAD model shall be included for a light and efficient algorithm [23, 52].
Often the target attitude profile is stabilised and the target relative orientation in the
Hill frame is known. When the initial pose of the target is unknown, the initial pose
acquisition is performed by template matching from the earlier rendered images of the
target [53, 54, 55, 56]. The success of such an initialisation procedure heavily depends
on the accuracy of how well the training data represents the target’s actual appearance,
which could have specular reflections in a space environment. These artificially generated
images often only weakly represent the actual target conditions and therefore become the
weakest component of the existing approaches as the illumination conditions of RvD are
hard to predict accurately, as stated in [23].
In the case of an uncooperative target, the main challenge is the unknown nature of the
target structure. In this case, the problem is formulated differently so that the target is re-
constructed while localising the chaser with respect to this reconstruction within the field
of Simultaneous Localisation and Mapping (SLAM). These methods do not require any
model as they generate it throughout the image sequence. There are two main streams of
approaches for vision based relative navigation in close proximity operations of unknown
targets: filtering based methods [57, 58, 59, 60] and bundle adjustment based methods
[61]. All of these monocular estimation schemes provide a solution up to an unknown
scale by definition.
The proposed study of [59], used the continuous tracking of target features throughout
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the trajectory which is unrealistic for real scenarios since the feature tracking algorithms
have their own imperfections. The initialisation of feature structure in Ref.[57] used the
corresponding features of four consecutive frames and was found to be sufficient. There
are a few concerns about this initialisation method. In the respective experiments of [57,
60], the tumbling rate of the target and frame rate of the camera were kept at a certain
ratio so that sufficiently high parallax for triangulation of features occurs. The parallax
is the angle between two projections of a single point from two different camera views
[62]. Low parallax makes the depth estimation difficult and vulnerable to image noise. In
RvD, the relative trajectory of the chaser cannot be always constrained to generate high
parallax due to uncertainties in the relative orbital dynamics.
Moreover, the experimental mock-up of Ref.[57] had a homogeneously distributed
textured surface, which eased the tracking and recognition of the target features. The
other issue is that certain degenerate motions, which could be the combination of target
and chaser motions (which does not have sufficient parallax), or the geometry of the
selected points (such as being coplanar), could lead to poor initialisation.
The algorithm proposed in Ref.[61] showed disrupted estimations and the effect of
multiple disappearing features, which is linked to the cuboid nature of the target space-
craft. The traceability of features over time had a significant effect.
In conclusion, the proposed approaches for uncooperative and partially cooperative
targets solve the relative navigation problem by reconstructing the target over time and
localising the chaser with respect to the target reconstruction. Existing algorithms suffer
from disrupted measurements due to drastic changes in the camera viewpoint or the target
relative orientation, where the observed target surface changes. Some other solutions rely
on the fact that the relative motion in between image frames generates enough parallax
in a short period of time, which often cannot be constrained in RvD missions. Therefore,
it is important to develop a computer vision algorithm that tackles these issues and that
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provides a relative navigation solution for uncooperative targets.
2.3 Active Debris Removal
Uncontrolled growth of orbital debris has been shown to be a significant threat to
operational satellites and human activities in space [10, 11]. Figure 2.6 shows the damage
on the solar panel of an operational satellite caused by an impact of a millimetre-size
particle of space debris. After impact the power generation efficiency decreased (More
detailed information about this incident can be found in [4]). Some studies [63, 64] state
that a significant amount of these orbital threats are located within Low Earth Orbit (LEO),
making it the most vulnerable region in terms of orbital exposure to collision threats. It
has been stated that simply monitoring the space environment from ground [65, 66] and
space-based observations [67] is no longer sufficient to prevent losses of space missions
as a result of orbital collisions [68]. Therefore, there is a clear requirement to reduce, or
at least limit, the amount of space debris in orbit.
Figure 2.6: Solar panel of Copernicus Sentinel-1A satellite before [left] and after [right]
the hit by a millimetre-size particle (space debris) in orbit on 23 August 2016. The impact
area is shown by the red arrow [4]
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One of the proposed methods is a remediation activity called ADR, which is sending
a spacecraft to grab and then to dispose of the space debris [68]. It is estimated that such
a sustainability program would need to remove 5-10 pieces of space debris, and approx-
imately seven tons of mass per year, in order to ensure a stabilised debris environment
[11]. There are a number of studies and initiatives, as described in [69, 70], to solve the
different challenges of the problem effectively. Even a single ADR mission is expected
to be expensive due to the uniqueness of the properties of each individual piece of space
debris. Therefore, disposal of one large-class space debris rather than disposal of multiple
small-class space debris is found to be more cost effective and viable [71, 38].
To perform ADR missions, a chaser spacecraft needs to navigate towards the space de-
bris of interest in order to capture it. After the capture, the space debris must be stabilised
so that controlled de-orbiting procedures can be accomplished. Such a mission encap-
sulates seven conceptual phases that will be described in this section: far rendezvous,
inspection, fly-around, final approach, capture, stabilisation and de-orbiting [38]. Before
these mission phases, launch and phasing operations which are the same with any RvD
mission, need to be performed for the preparations. A representative mission profile from
the inspection phase to the capture phase is shown in Figure 2.7. It should be noted that
some of these phases may have different trajectories for different targets, as their orbit
and attitude profile would define the execution of manoeuvres.
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Figure 2.7: Graphical representation of Active Debris Removal at close proximity opera-
tions (View looking in Hill frame along -Y axis)
• Rendezvous Phase: The chaser spacecraft transfers to the target orbit and phases
with the target object resulting in a decrease in the phase angle between the target
and chaser. At the beginning of this phase, the chaser spacecraft uses the absolute
navigation system which uses navigation satellite system like GPS, radio-frequency
system like RADAR, etc. Then the system hands over to a relative navigation sys-
tem which uses electro-optical systems towards the end. At the end of this phase,
the chaser is placed at holding point-[A] as shown in Figure 2.7.
• Inspection Phase: The chaser observes the space debris for the required amount
of time to gather enough information to enable the planning of the further steps
of ADR. At this stage, a navigation algorithm should provide the relative position
and velocity of the chaser described in the target’s Local Vertical Local Horizontal
(LVLH) frame (so called Hill frame (Figure 2.1)) in order to perform the approach
manoeuvres. If the navigation solution requires a more detailed inspection, then
this phase may involve some hopping approaches, which are a set of manoeuvres to
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come closer to the target with minimum fuel consumption, depicted by Phase-[B]
(Figure 2.7). At the end of this stage, the chaser can stay in hold point-[C] to verify
and validate its pose estimations before starting the next phase.
• Fly-around Phase: The purpose of this phase is to verify the information gathered
in the inspection phase, which includes the target’s structural consistency. It is most
likely to occur at the same orbital plane in order to keep the chaser fuel consump-
tion to a minimum. However, the target attitude profile may suggest some other
trajectories too. At the end of this phase, the tumbling axis and the angular rates
of the target shall be estimated. If the navigation algorithm requires more time to
make these estimates, then the chaser can stay in a stable hold point-[C].
• Final Approach and Capture: The approach trajectory is defined based on the es-
timated motion of the target during the fly-around phase, as the chaser needs to be
synchronised with the target. The accuracy of these alignment manoeuvres depends
on the target attitude profile, therefore this is one of the most challenging parts of
the mission, where measurement updates play a crucial role. In Figure 2.7, this
phase is depicted as phase-[H] and phase-[I]. In this sample trajectory, the target is
tumbling around the h-bar of the Hill frame, which means that the best approach
could be in-plane. It should be noted that this trajectory is the best case scenario,
fuel consumption-wise, for the final approach but is also the least likely to happen
in reality.
• Stabilisation Phase: The chaser aims to dampen the tumbling motion of the target
in order to be able to control the de-orbit of the target using the means available
within the ADR mission.
• De-orbiting Phase: It is the final procedure, which aims to bring the space debris
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either to a graveyard orbit, or to place it in an orbit such that the space debris
performs an atmospheric re-entry in 25 years, as given by the guidelines described
in Ref.[12, 13].
In terms of the RvD terminology presented earlier, the far range rendezvous corre-
spond to the rendezvous phase of ADR, the close proximity operations correspond to the
inspection, fly-around and final approach phases of ADR, and the mating corresponds to
the capture phase of ADR.
2.3.1 Navigation Challenges of ADR Close Proximity Operations
As discussed, ADR requires close proximity operations that include inspection, fly-
around, and final approach phases using relative navigation solutions, which provide es-
timated relative motion between the chaser and target. The overall aim is to navigate
towards an uncooperative target, the space debris. The challenges of an uncooperative
target are two fold. Firstly, the target cannot position itself nor can it inform the chaser
about its status. It was shown in [72] that, without any internal interaction, the attitude
profile of space debris may vary over time, which may be due to the momentum residuals
within the target body amongst other factors. This suggests that an ADR target may not
be able to keep a static attitude profile during the mission duration. Therefore, any nav-
igation solution needs to take this into account. Secondly, knowledge about the target is
poor [73] or the target might even be in an entirely unknown state [74]. It is very unlikely
that the space debris would have been designed with some sort of fiducial markers on
board to aid the navigation. Therefore, the navigation solution requires different cues.
Given that there has not been any ground contact with the space debris for quite a
while (given that it is a former spacecraft and therefore not operational), neither the struc-
tural integrity nor the attitude profile of the debris can be assured. In addition, space debris
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might be damaged from a collision prior to ADR and its physical appearance might not be
as expected. This is an important fact underlying the challenge of ADR when compared
to a cooperative rendezvous with an operational spacecraft where the physical structure is
known. Moreover, these orbiting bodies were designed and launched without any thought
of a future requirement for their orbital disposal. Given this, it is unlikely that the com-
plete CAD model, with accompanying flight configuration, will still be available. This
demonstrates that there are a number of uncertainties about the ADR target structure,
which is not present in a cooperative space rendezvous mission. Therefore, the proposed
ADR relative navigation algorithm needs to be able to account for this.
In cooperative missions, there are a number of sensors that can be used for navigation
purposes and some of these require some part of their mechanism to be placed on the tar-
get. Therefore, not all of these navigational sensors are applicable to ADR missions whose
target is uncooperative and would not accommodate any relevant mechanism. Since the
space debris and the chaser are both in motion, inertial sensors placed in chaser like ac-
celerometers and gyros can only be used to estimate chasers motion but would not provide
information about the space debris’ motion. Furthermore, relative GPS systems and inter-
satellite communication solutions would not be applicable for this study as the target is
uncooperative and not expected to retain any functionality. Also, there is no active At-
titude and Orbit Control System (AOCS) to ensure the relative motion of the target is
favourable with respect to the chaser (i.e. 3-axis stabilised), which is another reason why
the space debris is an uncooperative target. Under these circumstances, only RADAR, LI-
DAR and camera based systems can provide the required measurements concerning the
target’s status.
The duration of close proximity operations is longer than one orbital period of the
LEO targets [14]. This emphasises the fact that the target illumination conditions will vary
throughout the mission phase. Targets in Low Earth Orbit(LEO) are in eclipse (orbital
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Figure 2.8: Greyscale visual images capturing ENVISAT mock-up at different chaser-
target-light source geometries
night) for up to one third of their orbit, which means that the navigation solution has to be
able to deal with these variations. Moreover, the chaser-target-sun geometry will also vary
over time with further implications on the target illumination conditions. Figure 2.8 shows
greyscaled visual camera observations of a satellite mock-up which is shown coloured in
Figure 2.9 under ADR-like illumination conditions. At certain periods of time, it is likely
that the sun will be within the field of view and the chaser would not be able to observe
anything but the sun. At other times, the chaser-debris-sun geometry would be such that
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the chaser shadow would occlude the target within the field of view. Taking into account
the complex geometry of man-made orbiting bodies, self-occlusions (when the shadow of
one part falls on the other part of the debris) are also likely to occur, making the problem
even more complicated. Considering the unknown environment of ADR, Sun avoidance
in the sensor field of view and target illumination conditions cannot be easily imposed
and most likely the illumination conditions would vary dramatically, as is described in
Ref.[75].
Figure 2.9: Coloured visual images capturing ENVISAT mock-up at different views
Another known phenomenon in spacecraft rendezvous missions is specular reflection
so called solar glare [37, 53] (e.g. Figure 2.8(b)) which is also applicable for ADR.
The occurrence of this is hard to predict and cannot be avoided or overcome even in
cooperative rendezvous missions. In the case of these kinds of measurement corruptions,
risk of collision increases with time, since the uncertainty in relative motion estimation
would increase respectively, suggesting that the chaser navigation system needs to employ
mission abort algorithms [76] or guarantee continuous measurements. The findings in
[77] suggested that the chaser needs to keep free drift or hold on points and then only start
a new trajectory when the measurements are available again.
The constraints on ADR for a close approach trajectory caused by solar illumination
conditions has already been identified, particularly in relation to chaser shadowing on
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targets [75, 77]. However, Ref.[75] also underlines that favourable illumination conditions
cannot be guaranteed for ADR targets and, therefore, the chaser’s Guidance, Navigation
and Control (GNC) system must be able to perform well in all illumination conditions.
Unfavourable conditions during the approach are due to the trajectory design and this
depends on the target orbit and attitude profile knowledge, which is estimated during
the course of the mission. For LEO ADR targets, [77] suggests that only one fourth of
the orbit would have favourable illumination conditions and, therefore, a visual based
navigation system would only be able to provide the required information to the GNC
system during this limited amount of time. Furthermore, the ground observations do not
necessarily provide any precise information about the actual geometry of the space debris
which could be damaged in an earlier collision.
Even though infrared based relative navigation is a fairly new concept, there have been
a few studies on their possible usage as a complementary sensor in ADR like in Ref.[78,
79, 80] due to the advantage of being invariant to illumination conditions. However, there
is not enough information to predict precisely how the infrared environment of ADR
would appear in infrared images. Besides some experiments run on cooperative RvD
[7, 18] and theoretical calculations, which only give a general idea, the studies remained
at the level of a proof of concept. Furthermore, the target object of these experiments was
an operational spacecraft (i.e. ISS) whose representativeness for a non-functioning space
debris was low. In addition, the available experimental data is very limited in terms of
quantity and the ground truth.
Considering all these uncertainties in the thermal modelling, a common approach of
model based relative navigation, such as [81, 82, 83, 84] for infrared based ADR would
not be robust enough. One of the reasons is that there would not be sufficient training
data for their pose initialisation algorithm which would indirectly but greatly affect the
performance of the tracking algorithm. In addition, without an appearance model it is
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impossible to organise the CAD model to decide which body parts would be essential for
the algorithm’s best performance while minimising the computational load.
In conclusion, even though there have been some studies on ADR technologies [79,
77] and planned demonstration missions [85], there is still a need to develop more ad-
vanced and robust technologies in order to have successful real case missions [80, 86].
As highlighted in this discussion, one of the most important technical challenges is the
relative navigation towards an uncooperative target [73] (e.g. non-operational spacecraft
without fiducial markers and without attitude and orbit control, therefore possibly tum-
bling e.g. ENVISAT [72]). Furthermore, there are a number of unknowns, which are
likely to be more than in the case of a cooperative target. Therefore, it is argued that con-
tinuity of the measurements (i.e. being operational in all illumination conditions) would
make the difference in terms of reducing the uncertainties of the system. This leads to the
conclusion that there is a need for a relative navigation solution that is robust enough to
deal with these challenges while providing sufficient accuracy for close proximity opera-
tions.
2.4 Conclusions
For a sustainable space environment, significant amounts of space debris need to be
removed from the orbiting population each year. ADR is a particular type of RvD mission
that could be used to perform these remediation activities when needed. ADR has partic-
ular mission phases which are important to proceed and succeed with the debris removal:
inspection, fly-around, final approach, capture, stabilisation and de-orbiting. The relative
navigation system is heavily involved in the first four.
In terms of relative navigation, the main challenge of ADR is the uncooperative tar-
get. This means that the target cannot communicate with the chaser spacecraft or ground
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station to get commands. Most importantly, the structural integrity or configuration can-
not be assured a priori. The number of sensors that actually provide relative navigational
information is limited, such as LIDAR (e.g. 3D LIDAR and laser range finders), RADAR
and cameras with each having their own pros and cons. Among these, the visual cam-
eras are favoured the most by the navigation community due to their relative simplicity.
However, their sensitivity to the target illumination conditions makes them vulnerable for
ADR.
The expected duration of ADR missions in LEO is longer than one orbit duration of
the target and therefore rapid variations in illumination conditions will definitely occur.
Furthermore, the relative motion of the chaser is the result of the relative orbital dynamics.
This means that the chaser can perform only certain trajectories at a certain pace with the
limited resources of the chaser platform and the estimation uncertainties in navigation
may result in very different relative motions than expected. Such environmental facts of
ADR cannot be avoided as in the cooperative RvD due to the nature of ADR mission and
therefore the navigation system must be able to cope with it.
Infrared cameras are tolerant to illumination conditions such as solar glare and occul-
tations (e.g. solar eclipse) whereas visual cameras are not. Therefore, they are promising
low cost sensors for space based relative navigation applications where harsh illumina-
tion conditions are present, especially as in the ADR scenario. Therefore a relative nav-
igation system that employs a monocular infrared camera, is suggested to be beneficial
since it could provide continuous information about the target (i.e. space debris) in the
fast changing illumination environment of ADR. It is also important to note that these
benefits will come with the minimum cost in hosting spacecraft’s mass, power and com-
putational budgets since the proposed solution is a passive monocular system. This study
identified that the field of infrared based relative navigation for an uncooperative target
was not well developed. As in other space missions, the research community have very
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limited amounts of in-situ infrared data with questionable representativeness for an ADR
mission. Therefore, it is important to model the infrared environment of ADR to create
realistic simulations and a better understanding of the environment from which a robust
relative navigation algorithm for ADR can be developed.
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3.1 Motivation
In the context of space situational awareness, infrared sensors are already in use to
estimate the orbital parameters and the coarse attitude profile of orbiting bodies from far
distances (i.e. a few thousands of kilometres). At this range, the targets are point sources
which make the accuracy of the estimations inevitably poor but still acceptable. As the
3D structure of the bodies cannot be distinguished from such far measurements, detailed
infrared models are not required for these studies and models, e.g, [87, 66, 88] where a
highly approximate representation of the reality can still be sufficient.
On the other hand, the use of infrared systems for close range space navigation (i.e.
ranges less than a few hundreds of metres) requires more detailed knowledge of the target
appearance model since these applications require higher estimation accuracies. The in-
terest in using thermal cameras for relative navigation purposes is relatively new and the
performed studies are limited to a few proof of concept space rendezvous missions whose
target bodies are operational spacecraft [26, 18, 3, 89]. Unfortunately, only very lim-
ited amounts of information from these experiments is publicly available and they are not
sufficient to predict the infrared environment of ADR that interacts with non-operational
targets.
In the context of developing ‘robust’ navigation solutions for ADR, it is necessary
either to collect a new set of infrared data from a representative scenario along with ade-
quate ground truth or to simulate the infrared environment of ADR. Since in-situ experi-
mental data is not available to this study, the approach of using a simulation environment
was adopted. An infrared simulation tool was available for this study, but this was de-
signed for terrestrial applications and was only able to reproduce the environment based
on the user’s knowledge of the target in this spectrum. Therefore, modelling the thermal
environment of ADR was mandatory prior to the simulation.
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There are a few relevant studies to estimate the thermal environment of ADR, such
as Ref.[90, 91], which were based on Finite Element Analysis (FEA). However, these
analyses were found to be cumbersome, computationally heavy and too specific to be used
for the purpose of this study. These works evaluated the problem of thermal analysis from
a spacecraft subsystem design point of view rather than for use as an infrared simulation
tool, which made them inapplicable for the ultimate goal of this study.
This chapter describes the methodology used in this research to simulate the infrared
environment of ADR as realistically as possible. The proposed approach can also be
easily extended for the interest of cooperative rendezvous applications with simple mod-
ifications. First, a background on radiometry and infrared imaging is provided, which is
then used as the foundations of this study. Following this, a set of representative target
orbits is selected and their thermal profile over an orbit is approximated. The estimate
of the scene temperature range is then used to define the best infrared band for ADR and
to estimate the target signatures. Finally, the possible challenges of infrared imaging for
ADR are discussed.
3.2 Background on Radiometry and Infrared Imaging
Depending on the temperature, objects above absolute zero temperature (i.e. 0 K)
emit electromagnetic radiation. The amount of this radiated energy at a given wavelength
is described by the spectral radiance of the body. The spectral radiance of a black body
B(λ ,T ) is described by Planck’s radiation law [92]:
B(λ ,T ) =
2pihc2
λ 5
1
e
hc
kλT −1
[Wm−2 sr−1 µm−1] (3.1)
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where c is the speed of light, k Boltzmann’s constant, h Planck’s constant, λ wavelength
of interest and T absolute temperature. A black body is an ideal object which absorbs
all the incident electromagnetic radiation in all wavelengths and acts like a perfect radi-
ator [93]. A perfect radiator is a medium that radiates all of its energy to space in all
parts of the electromagnetic spectrum. The amount of radiated energy from a body for a
given waveband (e.g. [8µm,14µm] for LWIR) is described by the radiance. The radiance
L(λ ,T ) of a black body for a given waveband spectrum [λ1,λ2] is given by
L(T )λ1→λ2 =
∫ λ2
λ1
B(λ ,T ) ·dλ [Wm−2 sr−1] (3.2)
In the real world, objects are not ideal black bodies and do not radiate perfectly in all
wavelengths. These objects are called real bodies or selective radiators. The spectral emis-
sivity ε(λ ) which is defined between zero and one, describes the emittance ratio between
the real body radiance Breal(λ ,T ) and the black body radiance Bblack(λ ,T ). Therefore,
the spectral radiance of a real body Breal(λ ,T ) becomes
Breal(λ ,T ) = ε(λ )B(λ ,T ) [Wm−2 sr−1 Hz−1] (3.3)
The radiance L(T ) of a real body for a given spectrum [λ1,λ2] is given by
Lreal(T )λ1→λ2 =
∫ λ2
λ1
ε(λ )B(λ ,T ) ·dλ [Wm−2 sr−1] (3.4)
In their responsive waveband spectra, infrared imagers detect this real body radiation
Lreal(T ) in their field of view and convert to pixel intensity values, thus forming an image
[94]. The key question here is how much of this radiance Lreal can actually be detected
by the infrared detectors. The incidence (incident flux density) [95] describes the incident
energy per unit area normal to the incident rays. If the radiation of the extended source
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[96] is Lambertian meaning that the radiation is uniform in all directions (i.e. uniform
radiance), the incidence Ireal of the real body at a camera focal plane can be found as
[97]:
Ireal =
A2
4M2z2o
Lreal
=
Lreal
4( f#)2
[Wm−2] (3.5)
where A is the camera aperture area, zo the distance between the object and the imaging
plane, M is the ratio between the real object length to its image projection, and f# is the
camera f-number. The selection of the detector for an application tries to optimise the
incidence Ireal while considering the applicable constraints.
In infrared imaging, knowledge of the target scene temperature range plays an im-
portant role in selecting the appropriate detector in terms of waveband [λ1,λ2] due to the
relation described in Equ-3.2 and Equ-3.4. The selection criterion is based on maximising
the amount of received signal, which will affect the performance of the detection algo-
rithm. In this context, the infrared spectrum is divided into five different wavebands: near-
infrared (0.7µm-1.5µm), short-wave infrared (1.5µm-4µm), mid-wave infrared (4µm-
8µm), long-wave infrared (8µm-14µm), and far-infrared (14µm-1mm).
There are two major types of sensing mechanisms for thermal /infrared radiation: ther-
mal detectors and photodetectors [94]. In the case of thermal detectors, the elements are
sensitive to temperature changes (e.g. bolometers, thermocouples, etc) whereas photode-
tectors respond to variations in the number of incident photons (e.g. InSb photovoltaic,
photoconductive) [98]. Among all, uncooled microbolometers, which measure the resis-
tive changes due to thermal radiation, are known to be widely used in terrestrial applica-
tions since they provide sufficient sensitivity at a low cost [99]. The performance of these
detectors is evaluated by using a measure called Noise Equivalent Temperature Differ-
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ence (NETD), which is the minimum temperature difference required to detect an object
at a given background temperature [97]. After consideration of its cost effectiveness and
performance, its use seems promising for space applications. Therefore, this study fo-
cuses on the performance of feature detection algorithms in infrared imagery, captured by
uncooled microbolometer technology.
Regardless of the sensing method, Ref.[100] defined four main challenges for work-
ing with infrared images such as ‘low SNR-low resolution’, ‘infrared reflection’, ‘halo
effect/saturation’ and ‘history effect’. As its name implies, the ‘halo effect/ saturation’
is the blur contour appearing around the object’s image, which could be difficult not to
associate with the actual object. The other most important challenge is the ‘history effect’
which means that scene signature changes are not only due to infrared sources in the field
of view but also by the presence of signatures that the detector observed earlier.
3.3 Thermal Analysis of Space Debris
The illumination conditions are harsher in LEO than in higher altitude regimes due to
the Sun-Earth-object geometry (i.e. shadow), and the orbital dynamics (i.e. short orbital
periods). At this altitude, a significant portion of the orbital plane may intersect with the
shadow of the Earth, which is called eclipse hereinafter. During these eclipse periods,
orbiting bodies do not receive any solar illumination and the frequency of this phenom-
ena is higher in LEO than in higher altitudes. Furthermore, LEO (i.e. altitudes up to
one thousand kilometres) is barely regulated in terms of space situational awareness and
contains significantly more orbital threats than higher altitudes, as shown in Figure 3.1.
Therefore, a possible LEO ADR mission could benefit more from an infrared based rela-
tive navigation solution than any other orbital regimes. The duration of the eclipse period
is highly dependent on the orbital geometry and would not necessarily be the same for all
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orbits in LEO. In order to come up with some general conclusions on the relevant ther-
mal environment, it was found to be important to analyse the different possible orbital
geometries.
Figure 3.1: Spatial density of space Debris over their orbital altitude [5]
In this study, considering the debris population and the benefits of the infrared system,
LEO was selected as the orbit regime of the analysis. The LEO region was sampled
with three different eclipse conditions. By using a thermal approximation method their
thermal profiles were estimated, from which the optimum infrared band selection could
be suggested for the IR-ADR scenarios.
3.3.1 Selection of The Orbit Types
In the scope of this study, the term ‘space debris’ has been used to describe a space-
craft without any orbital and attitude control system whilst it is orbiting around the Earth.
Therefore, they are orbiting bodies without any internal torque or force capable of chang-
ing their orbit and attitude which suggests the possibility of tumbling motion. The object’s
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orbital period (T ) depends on the semi-major axis (a) of the orbit and the standard grav-
itational parameter (µ) which is a function of the central body mass [101]. This leads to
Kepler’s 2nd law, as shown in Equ-3.6.
T = 2pi
√
a3
µ
[s] (3.6)
The orbiting bodies experience eclipse if their orbital plane crosses the umbra cone
formed by the Earth shadow, as shown in Figure 3.2. The duration and the frequency of
eclipse depend on the orbital period and the geometry of the orbital plane with respect
to the Sun. Therefore, the altitude -for circular orbits- of the orbiting body defines the
frequency of the eclipse and indirectly the duration of eclipse. This means that for an
object in low altitude (i.e. LEO), every 100 minutes (i.e. the orbital period is described in
Equ-3.6) there could be up to ∼ 30 minutes of eclipse while at higher orbits (i.e. orbital
altitude of tens of thousands kilometres), the eclipse duration can go up to∼ 1 hour where
the orbital period is ∼ 24 hours (i.e. geosynchronous orbits). In practice, the interest of
higher altitude spacecraft is mainly on low inclinations where these long durations of
eclipses happen at only specific times of the year.
In other words by launching an ADR Mission for targets at very high orbits at specific
times of the year -which is a fairly large launching window-, the eclipse can be avoided.
Therefore, the advantage of infrared imagers would not be so significant since the solar
glare is not a phenomena as frequent as eclipse for these orbits. On the other hand,
considering the durations of RvD missions (i.e. multiples of orbital periods [14]), eclipse
cannot be avoided for Low Earth Orbiting (LEO) objects by mission planning. Therefore,
the advantage of infrared based systems would be more significant compared to a visual
based solution.
With this conclusion, this study only focused on infrared signatures of LEO Space
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Figure 3.2: Sample orbital geometry representing Orbit Type-I from different views
Z
Y
X
Z
X
Y
SUN
SUN
UMBRA
UMBRA
Figure 3.3: Sample orbital geometry representing Orbit Type-II from different views
Debris for three different representative orbital cases named as Orbit Type-I, Orbit Type-
II and Orbit Type-III, which are defined as:
• The Orbit Type-I (Figure 3.2) represented the case of an orbit without eclipse when
the orbital plane is perpendicular to Earth-Sun pointing vector.
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• The Orbit Type-II (Figure 3.3) represents the orbit of 100 minutes with around 30
minutes eclipse.
• Orbit Type-III was chosen purely to understand the effect of eclipse duration on
thermal analysis and was therefore designed in such a way to have half of the Orbit
Type-II’s eclipse duration (i.e. 16 minutes).
It is important to highlight the fact that Orbit Type-I and Orbit Type-II were selected
from a particular orbital regime called Sun Synchronous Orbits (SSO) that are heavily
used in Earth observation missions [102]. All of these orbit types were considered to be
at the same altitude and therefore with the same orbital period but with different eclipse
durations.
To generalise the study, these performed analyses can be extended, with few modifi-
cations, to higher orbits. The effect of orbital dynamics on thermal variations would not
much differ from lower orbits for the worst case scenario (only the frequency of eclipse
would decrease). However, the incoming thermal flux parameters have to be recalculated
according to the chosen altitude.
3.3.2 Thermal Approximation of Space Environment for Thermal
Analysis
The temperature of an object is a function of the heat flux difference between the net
influx and the total radiated power. Since the space debris has neither internal power dis-
sipation (i.e. from running electronics on board) nor internal active cooling (i.e. cooling
elements that are electronically controlled), incoming heat fluxes would only be from the
Sun and Earth. Therefore, the system’s thermal equilibrium relies on the passive thermal
design of the spacecraft. For tumbling space debris with a rate other than its orbital rate,
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the incident direction of these heat fluxes would change over time and therefore would
not heat only one side or face of the debris to create high temperature gradients.
As a common practice, spacecraft thermal designs are performed in such a manner
that they satisfy a homogeneous radiant heat transfer within the body, meaning that the
distribution of temperature is homogeneous across the structure [103]. Therefore, space
debris could be thought of as an isothermal object where there are no high temperature
gradients within the body. According to the Finite Element Analysis of Ref.[90], Ra-
diative Thermal Equilibrium (RTE) temperatures of an isothermal tumbling object are
independent of its tumbling rate. If the tumbling rate is faster than ∼ 0.06◦/s (i.e. the
orbital rate is∼ 0.06◦/s), there would not be a significant temperature difference between
the faces of the satellite (if it is considered as a cube) since the heat influx of each surface
would be similar. This would enable us to simplify the complex geometry of the tumbling
space debris to an isothermal unit sphere and to make the assumption of homogeneous
incidence of environmental heat fluxes on the debris’ surface.
With all these assumptions, the total amount of heat flux under Sun QSTotal and eclipse
QETotal conditions can be simplified as the following
QSTotal = QS+QA+QIR [Wm
−2] (3.7)
QETotal = QIR [Wm
−2] (3.8)
where QS is the solar flux, QA is the Earth albedo flux which is the solar flux reflected
from Earth, and QIR is the flux from Earth infrared (IR) radiation.
In steady state conditions, if the surface would be covered with only one thermal
coating, the equilibrium temperature of the isothermal space debris TE would be [6]
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TE =
4
√
QTotal
εAσ
[K] (3.9)
where ε is the emissivity of the coating material, A is the cross sectional area for radiation
exchange, σ is the Stefan-Boltzmann constant, and QTotal is the total absorbed energy by
the body in steady state conditions.
As outlined previously, objects in lower altitude orbits cross the umbra cone more
often than higher altitudes due to the orbital dynamics. Therefore, depending on the
thermal inertia of the surface coating material, the object’s surface might not reach equi-
librium temperature. The thermal inertia is a measure of how fast the material reacts to
the changes in the thermal environment.
Instead of performing computationally heavy Finite Element Analysis (FEA) for a
limited number of orbital cases, as shown in Ref.[90], the ‘Simple Thermal Analytical
Models’ (STAM) presented in Ref.[6] have been used to evaluate the thermal variations
throughout an orbit for each of the orbital geometries described earlier (i.e. Orbit Type-I,
Orbit Type-II and Orbit Type-III).
According to Ref.[6], the actual surface temperature of each coating could be approx-
imated by assuming pure radiation and cooling for an isothermal body as the following
C
dT
dt
= εAσ(T 4E −T 4) (3.10)
where C is the thermal capacitance which is the merit of thermal inertia and can be solved
as:
T
TE
= 1+(
TO
TE
−1)e−tτ (3.11)
where TO is the starting temperature and τ is the thermal inertia constant of the surface.
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τ =
C
4εAσT 3E
(3.12)
This approximation is verified with the ESATAN-TMS FEA [104] tool by using the
same parameters for each of the surface coating materials. ESATAN-TMS FEA is a finite
element thermal analysis software that is used in spacecraft thermal design to calculate
the spacecraft heat loads and resulting surface temperatures. The results in Figure 3.4
show that although the temporal variations of external heat flux were heavily smoothed
by the STAM analysis approach, the trend of ESATAN-TMS FEA surface temperature
estimations were still tracked reasonably well.
As can be seen from Ref.[6]’s approximation, the surface temperature relies on the
thermal inertia, emissivity and indirectly an absorptivity (through absorbed influx by the
surface) of the coating material. Therefore, the material properties were considered to be
important for this study.
In space applications, the most common external surface covers are the radiator coat-
ings, insulation blankets (such as MLI) and paints [103]. The coatings for external sur-
faces usually have high emittance with varying absorptivity values depending on the ap-
plication need [103]. Moreover, the coatings with high absorptivity-to-emissivity ratio
(α/ε) are not preferred for exterior surfaces of man-made space objects as they create hot
spots on the structure [103].
This study aims to characterize the behaviour of typical external space debris surface
coatings for infrared imaging. In this context, space coatings were grouped as in Table-
3.1 for the purpose of the study. The thermal inertia τ of the material has been linked
to the variations of heat flux, as shown in Table 3.1. High thermal inertia means the
material is resistant to thermal fluctuations whereas low thermal inertia materials respond
fast to thermal variations in the environment. For ‘very low inertia’, ‘low inertia’ and
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‘high inertia’ materials, τ values are considered in the order of below a hundred seconds,
a couple of hundred to a thousand seconds and a couple of thousand seconds respectively.
Assuming that each isothermal sphere with unit surface area was covered by only
one kind of thermal coating, as given in Table 3.1, at a time, the thermal analyses were
performed for the three types of orbits (Orbit Type-I, Orbit Type-II and Orbit Type-III).
(a) Very Low Inertia (b) Low Inertia
(c) High Thermal Inertia
Figure 3.4: Comparing ‘Simple Thermal Analytical Models’ [6] approximation to
ESATAN-TMS FEA
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Table 3.1: Classification of thermal properties for spacecraft typical external surface ma-
terials.
Thermal Inertia (τ) α/ε ∼ 1 α/ε  1
High SAR, MMOD Radiators
Low Solar Panels White Paint
Very Low MLI Beta Cloth
3.3.3 Thermal Profile of Space Debris for Different Orbits
Depending on the orbital parameters, the space debris/objects can experience different
thermal profiles along their orbit. In the case of space debris where there is no internal
power dissipation, this thermal profile solely depends on the external heat fluxes, of which
the solar radiation is the most significant. In order to quantify such effect from the per-
spective on infrared imaging system, this study evaluated three different orbital types
whose orbital periods were the same but the orbital geometries with respect to the Sun
and Earth differed.
In order to do so, the analysis assumed that all representative orbits were circular
with an apogee of 800 km. The corresponding Solar-IR and Earth-IR flux densities were
approximated as 350 W/m2 and 65 W/m2 respectively. The given values were derived
from the mean of the ESATAN-TMS computational results for the given orbital parame-
ters. Although the computational results showed yearly variations in solar flux, they were
found to be negligible for the ultimate goal of the study. However, the albedo flux which
was required for computing the total absorbed heat flux, and would differ in each case.
It depends on the Sun-Earth-Target geometry, which is indirectly linked to the orbital ge-
ometry. Therefore, the albedo fluxes which are only present on the illuminated side of the
Earth, were computed separately for each representative orbit.
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Orbit Type-I
In some particular orbits such as Dawn-Dusk SSO, orbiting bodies do not cross the
umbra cone and therefore are always exposed to solar radiation. Therefore, the space
objects tend to be relatively warmer in these orbits compared to other geometries and their
thermal profile is relatively stable. The only thermal variations in orbit were expected to
be caused by the Earth’s albedo flux as it is a function of the Sun-Earth-Target angle and
is only applicable for the times when the orbiting body is over the illuminated part of
the Earth. Considering the geometry, the albedo flux density of the represented orbit was
approximated as 20 W/m2 from the mean values of the ESATAN-TMS computations for
one orbit at chosen altitude of 800 km.
Figure 3.5 shows the computed thermal profile of Orbit Type-I. Since the eclipse con-
ditions were not present in this orbit, the temperature profile was in a steady state condi-
tion due to the constant flux coming from the Earth and the Sun. However, the temperature
profiles of different coating materials in Figure 3.5 were observed to be divided into two
groups, based on the α/ε ratio where α is the solar absorptivity and ε represents the emis-
sivity. This suggested that in such an orbit, the temperature profile of an object does not
depend on the thermal inertia of the material but on the α/ε ratio. Materials presenting
much smaller absorptivity α compared to emissivity ε (i.e. α/ε  1) implies that they
emit more energy than they receive. The materials with α/ε  1 such as ‘radiators’ tend
to be a lot cooler than materials with α/ε ∼ 1 such as ‘solar panels’. Such results sug-
gested that higher contrasts , which are required for object detection in infrared imagery,
are most likely to be observed at the boundaries of materials from different α/ε group for
this kind of LEO.
In Figure 3.5, dashed lines show the effect of a 0.1 value change of α and ε either
individually or both, resulting approximately in a 10◦C variation in the material surface
3.3. THERMAL ANALYSIS OF SPACE DEBRIS 55
0 2000 4000 6000 8000 10000 12000
-60
-50
-40
-30
-20
-10
0
10
20
30
40
Figure 3.5: Thermal variations of materials with α/ε ∼ 1 and α/ε  1 for Orbit Type-I.
Dashed lines indicate the effect of α and/or ε values change of 0.1 on temperature values
temperature. As it can be seen, such small variations in the values of α and ε (which
would encapsulate the possible range for most of the space thermal coating materials) did
not induce such a significant effect as the α/ε ratio. This result also shows the achieved
accuracy of this study, which only aimed to give an idea for the space debris tempera-
ture profile without knowing its surface coatings in detail. In this context, the provided
results are recommended to be used only as a guidance, since the study aimed to identify
the boundaries of Infrared Based Active Debris Removal (IR-ADR) for any space debris
rather than a specific target. Therefore, target specific analysis by using this method is
highly recommended for better accuracy in real applications. This analysis also showed
that the target, in an orbit without eclipse, will require a detector dynamic range approxi-
mately between −40◦C and 30◦C.
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Orbit Type-II
In LEO, orbiting bodies can be exposed to eclipse for up to one-third of their orbit,
e.g. in the SSO with Local Time of Ascending Node (LTAN) 10:30. Since these objects
cross the umbra cone, visual tracking of targets is interrupted. In this case, infrared based
systems could provide continuity of operations and become more advantageous than their
visual counterparts. However, their response to thermal environment variations had to
be estimated in order to cover the target’s thermal range and analyse its own challenges.
In this context, the hottest and coldest temperatures needed to be computed to define
the scene temperature range. As the worst case scenario in terms of eclipse duration,
the SSO LTAN 10:30 which had 30 minutes of eclipse and 100 minutes of total orbit
duration, was selected as the representative orbit. The albedo flux density of this orbit
was approximated as 45 W/m2 from the mean values of ESATAN-TMS computations for
one orbit. In Figure 3.6, the first 2000 seconds represented the entire eclipse which started
again at t = 6000 s.
As expected, the analysis showed that the highest temperatures were observed under
solar illumination whereas the surface coating temperatures were at their lowest at the end
of the eclipse period. The temperature variations of the surface coatings along the orbit
seem to be more drastic for materials with very low thermal inertia, as shown in Figure 3.6.
Moreover, the mean temperature of materials with α/ε  1 was found to be also lower
compared to materials with α/ε ∼ 1 since the absorbed radiation was less than the emitted
infrared radiation. This suggested that targets with homogeneous distribution of these two
group of materials would provide better infrared features for target detection, recognition
and tracking processes, in ADR as they would provide the most distinct features due to
the temperature differences.
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Figure 3.6: Thermal variation of object with different surface coatings orbiting in Orbit Type-II for two orbital periods.
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Like in Orbit Type-I, the effects of small variations were also evaluated for Orbit Type-
II. Similarly, the variation in temperature remained within ±10◦C throughout the orbit
with a slight increase in the Sun illuminated regions of the orbit. However, these margins
which were represented with dashed lines in Figure 3.5 were not plotted in Figure 3.6 for
clarity reasons.
The most significant outcome of this analysis was observed at the periodic transitions
from/to eclipse throughout the orbit. Although reaching the thermal steady state condition
was longer for materials with high thermal inertia, the depicted contrast variations were
found to be relatively faster, of the order of minutes, due to low thermal inertia materials.
As shown in Figure 3.6 with dashed ellipses, different types of material were observed
at similar temperatures for a short while, which was expected to cause ambiguities in
infrared detection since the thermal coatings generally have similar emissivity values. In
other words, depending on the thermal resolution of the infrared detector, some parts of
the space debris might not be distinguishable for a while during the eclipse transition,
regardless of the performance of the detection algorithm, as the number of infrared image
features would decrease. In the next section, this ambiguity problem is addressed in more
detail.
Beside this ambiguity caused by temporal variations noticed in Figure 3.6, an infrared
scene with different surface coatings at a given time had quite good contrast most of the
time, which would provide more texture for target recognition. Considering the thermal
fluctuations along two representative orbits, the analysis also showed that the target in
such an orbit would require an infrared detector with a dynamic range approximately
between −90◦C and 30◦C.
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Figure 3.7: Thermal variation of object with different surface coatings orbiting in Orbit Type-III for two orbital periods
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Orbit Type-III
In order to understand the effect of eclipse duration in the thermal profile, the analysis
was also performed for an orbit with half the eclipse duration of Orbit Type-II i.e. in
the SSO LTAN 08:00 with 16 minutes of eclipse and 100 minute of total orbit duration.
Similar to Orbit Type-II, the first 1000 seconds represented the entire eclipse which started
again in the 6000th second. The albedo flux of this orbit was approximated as 25 W/m2
from the mean values of ESATAN-TMS computations for one orbit. As it was in Orbit
Type-II, the main heat flux which caused the dynamic thermal environment for Orbit
Type-III was the solar radiation.
Very Low Inertia High Inertia
Figure 3.8: Simulating contrast change at the boundaries of materials with high and low
thermal inertia during eclipse transitions. Left to right is the transition from full illumina-
tion to eclipse conditions.
The analysis showed a similar trend as in Orbit Type-II (Figure 3.6). The temperature
of the materials with low inertia changed faster to steady state temperatures whereas high
inertia materials changed slowly, as seen in Figure 3.7. For an infrared imager, this sig-
nature variation over time could be visualized by a sequence of images, as in Figure 3.8.
Two adjacent different surface coating types, a very low thermal inertia material and a
high thermal inertia material, were put in a thermal transition scenario which simulates
the variation from solar illumination to eclipse. The first and the last illustrated scenes
represent the materials at their equilibrium states under solar flux and eclipse conditions
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respectively. As can be seen, the image contrast during the transition was not static and in
the case of tracking features of low contrast in the middle of the sequence would be diffi-
cult to track. Such phenomena of ambiguity were considered to be important for IR-ADR
and are therefore discussed in Section-3.4 in more detail.
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Figure 3.9: Black-body radiations for different temperatures. Green shaded area represents the total amount of LWIR band
radiation from an object at −90◦C
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3.3.4 Infrared Band Selection
In the previous section, the dynamic range of temperature that space debris could
encounter was estimated as−40◦C to 30◦C, −90◦C to 30◦C and−90◦C to 30◦C for Orbit
Type-I, Orbit Type-II and Orbit Type-III respectively. The colder the material, the less
radiation is emitted and the harder it is to detect features by infrared imagers due to noise.
Therefore selecting the right thermal band is important and application specific. In this
section, a study to identify the part of the infrared band in which the space debris radiates
the most is carried out. From the findings, the most relevant infrared spectrum can be
selected.
Since Orbit Type-II covered the entire temperature range of all three cases, the extreme
temperatures of this scenario −90◦C and 30◦C were chosen for this band selection study.
Figure 3.9 shows the black-body radiation of an object at three different temperatures:
the extreme temperature −90◦C and 30◦C of the expected scene range and the apparent
temperature of the Sun 5900 K, in case it appears within the field of view. The area
below each temperature curve gives the amount of total radiated flux in the given infrared
wavebands. For instance, the total amount of radiation from an object at −90◦C in LWIR
band is given by the shaded area in Figure 3.9.
As the temperature decreases, the emitted flux also decreases. For an object tempera-
ture at−90◦C, there was no significant radiation neither in SWIR nor in MWIR, compared
to LWIR. The highest flux for this temperature range was observed for LWIR band.
For a detailed evaluation, the corresponding wavelength of the highest radiation for a
given temperature range of −90◦C to 30◦C was computed by Wien’s displacement law
λpeak =
2.898×103µm ·K
T
[µm] (3.13)
where T is the object black body temperature. As is shown in Figure 3.10, a black body
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with temperatures between −90◦C and 30◦C, which were the expected temperatures of
space debris orbiting in Orbit Type-I and Orbit Type-II, radiated the most in the LWIR
region (λ : 8µm−14µm). Therefore, LWIR is expected to be the best candidate for pro-
viding good Signal to Noise Ratio (SNR) performance for the ADR application.
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Figure 3.10: Wavelength (λpeak) for peak radiation of given temperature
With higher SNR levels, it is easier to distinguish objects from the electronic noise
or the background scene (e.g. Earth at 27◦C), therefore better autonomous tracking capa-
bility can be achieved with minimum computational power. For ADR relative navigation
applications, the coldest temperatures were considered as the design constraints since the
main goal was to distinguish debris throughout the entire orbit regardless of illumination
conditions, from the backgrounds of deep space (2.7 K), which is very low, and the Earth
(27◦C or 300 K). The practical limit of minimum resolvable temperature by infrared de-
tectors is related to the detector’s electronic noise. This means that the electronic noise
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would set the minimum level of resolvable contrast when observing cold objects such as
in the case of the debris in eclipse and with a deep space background. In order to have
better performance in cooler temperatures, the goal would be to increase the SNR as much
as possible, which would increase the contrast and therefore relax the constraints on the
image processing algorithms. With all this in mind, LWIR is recommended for IR-ADR
applications.
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Figure 3.11: Contribution of 12µm− 14µm band to radiated power for different black
body temperatures as percentage of 8µm−14µm range. Percentages are given on the top
of each temperature range.
To facilitate the choice of the sensor, a more detailed study of the energy flux spread
over the LWIR band was carried out. The amount of received radiation for three different
bands within LWIR: (8µm−10µm), (10µm−12µm) and (12µm−14µm) are analysed
in Figure 3.11. The percentages of (12µm−14µm) over total emission of (8µm−14µm)
band are also provided for analysis purposes. Besides the fact that the amount of received
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power in all wavebands decreases with the temperature, most of the observed power is
from higher wavelengths. In the temperature range of interest, higher wavelengths (i.e.
12µm−14µm) showed higher level of signal radiated by the target from 30% up to 46%.
This finding was considered especially important for the low target temperatures, where
the electronic noise would be significant, as it highlights the importance of the spectral
response of the selected infrared imager.
In summary, among all, the LWIR band 8µm−14µm provided the higher signal level
for space debris in Orbit Type-I, Orbit Type-II and Orbit Type-III where the temperature
of the space debris varied between −90◦C to 30◦C. The percentage of radiated energy
was higher for low temperatures (towards −90◦C) in the 12µm−14µm bandwidth.
3.4 Infrared Imaging Aspects of ADR Targets
Thermal infrared detectors sense the incident electromagnetic waves within the LWIR
band and the amount of received energy by each pixel is converted to a pixel intensity
value from which the image is formed. As mentioned previously, this received energy is
a function of the target temperature and its surface coating emissivity value. The features
that are used in navigation solutions, are formed from the level of distinctiveness between
consecutive pixel intensity values. In textured surfaces, adjacent pixels are more likely to
have significant variations and therefore, they are preferred by navigation algorithms. Un-
fortunately, considering that ADR targets generally do not possess a high enough number
of different surface coatings to provide the infrared images with this favoured textureness.
The question is how much texture variation should be expected from infrared imagery in
ADR scenarios?
In infrared imaging, different materials could have similar signatures due to an un-
fortunate combination of temperature and emissivity. This ambiguity could not be distin-
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guished even by the best detection algorithms since it is unobservable. Previous analysis
pointed out that such cases would most likely occur during the eclipse transitions between
different types of surface coating as depicted with dashed ellipses in Figure 3.6 or small
temperature fluctuations due to slight changes in α/ε as depicted with dashed lines in
Figure 3.5. The temperature profile of ‘very low thermal inertia’ materials changed faster
than materials with ‘high thermal inertia’. Regardless of the emissivity values of the ma-
terials, this difference in thermal profile would cause the ambiguity, shown as the third
frame in Figure 3.8, at some point of transition. Here it is important to note that the inten-
sity value representing the ‘high thermal inertia’ material remained the same throughout
the illustration time for clarity reasons.
Figure 3.12: Infrared [left] and visual [right] images of two plates (brown and white)
placed on top of each other. The top image pair was taken at 30 cm from plates and the
bottom image pair was taken at 90 cm
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The computed thermal profiles in the previous section were used to understand the
general aspects of space debris thermal environment rather than the infrared environment
of a particular target whose surface coating material properties are known better. Space
debris is likely to be due to a very old spacecraft, therefore the knowledge of its sur-
face coatings might be uncertain due to unavailable documentation or changes of material
properties over the years. Therefore, the infrared signature analysis for a particular space
debris would only be as accurate as the amount of information available. The former anal-
ysis was provided for guidance to have awareness on the expected infrared environment.
However, these results did not reflect the absolute truth of infrared signature for all space
debris as the conditions and surface coating materials differ for each. Therefore, these
results shall not be used to simulate the infrared appearance of a particular space debris
as there might be slight variations which affect the accuracy. If the navigation algorithm
requires high accuracy on infrared appearance of the debris, such variations may mislead
the algorithm development.
In this section, the challenges of the space debris appearance in infrared are addressed.
Figure 3.12 shows two plates placed on top of each other which were captured in infrared
and visual camera at different ranges. In the top pair of images, the white plate was
heated above the room temperature and the bottom pair of images were taken when both
plates (i.e. white plate and brown plate shown in right visual image) were heated to similar
temperatures. When the plates were heated at different temperatures (top image pairs), the
two plates could be distinguished in the infrared band. However, when the plates have the
same temperature (bottom image pair), the thermal images did not allow distinguishing
them. As a result, in a scenario where plates were observed from different ranges, the
infrared images of these two cases would look similar, hence producing an ambiguity.
This means that a computer vision algorithm searching for a reference rectangle in such
infrared imagery without considering the uncertainties of infrared modelling of space
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debris may fail since the two plates may have same similar signatures under different
configurations.
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Figure 3.13: Radiance flux of materials with different emissivity values at different tem-
peratures in LWIR band
Another ambiguity may arise from the surface coating properties. This can be anal-
ysed by using the LWIR radiance of object at different temperatures, as shown in Fig-
ure 3.13. When two different materials are at different temperatures, Figure 3.13 shows
that their emitted radiance may be the same. This means that two different materials at
different temperatures could have a similar infrared signature (e.g. a material with slightly
lower temperature with reasonably higher emissivity compared to its surroundings with a
higher temperature and lower emissivity value) regardless of the infrared detector.
Figure 3.13 also shows that as the emissivity value increases, the radiance curves are
getting closer to each other. Consequently for materials with small variations in emissiv-
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Figure 3.14: Thermal image of white paint samples at different temperatures in a thermal
vacuum chamber
ity values which are closer to one (i.e. the emissivity values for typical spacecraft external
surface coatings) the radiance is similar; as a result low quality features would be pro-
duced when these materials are adjacent. Figure 3.13 also shows that without knowing
the emissivity value of the surface coating, one cannot estimate the object temperature
from its infrared imagery. Therefore, an algorithm relying on surface temperatures with-
out knowledge of surface emissivity may fail to track the features due to this ambiguity.
Distinct features are expected from regions with high temperature gradient, as shown
in Figure 3.13. This is verified by addressing the thermal signature of white paint samples
with similar emissivity values (i.e. ε = 0.9±0.05) at different temperatures, as shown in
Figure 3.14. The impact of temperature variations on emitted radiance within the LWIR
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band for a temperature range of −90◦C to 30◦C were found to be more significant for the
quality features than the emissivity value variations.
Figure 3.15: Painted metal cube seen by LWIR camera (left), visible (right)
For completeness, another challenge of using the infrared modality in space debris
tracking was analysed. Unlike visual cameras, in ADR applications, detected power by
infrared systems mainly depends on the radiated power rather than the reflected electro-
magnetic radiation. This means that the infrared modality lacks the shadow information
coming from the Sun-target-observer geometry. This is due to the surface coatings’ mate-
rial properties and the formation of infrared imagery which is linked to heat transfer. This
fact can be observed on the images of the same object captured by different modalities in
Figure 3.15.
Table 3.2: Properties of visual and thermal cameras
Model mvBlueFOX-ICG FLIR Tau2
Resolution 640x480 pix 640x512 pix
Spectral band 0.3-0.8 µm 7.5-13.5 µm
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The images were taken in a non-vacuum environment at room temperature with a
LWIR detector and a visual camera whose properties are given in Table-3.2 and shown
in Figure 3.16. Polished aluminium reflects the heat flux coming from the LWIR camera
which is dissipating heat, therefore, the metal cube was painted with the same colour
on all faces in order to eliminate this misleading effect from the thermal imagery. In
ADR applications, infrared reflection of the chaser was expected to be negligible until
the capture phase. Here, it is important to note that the halo around the cube depicted by
the Figure 3.15 (left) was due to thermal convection effects which would not be present
in the space environment and therefore does not need to be taken into account. From
Figure 3.15, it can be concluded that a simple edge based model tracking algorithm could
possibly fail or diverge from the solution in an IR-ADR mission for a tumbling target.
This is due to the fact that as long as there is no temperature difference within the vicinity
of non-coplanar surfaces, the infared signature from a different point of view could be the
same. In other words, certain viewing geometries and target motion combinations may
not generate any change in the observed thermal signature.
(a) Visual camera: mvBlueFOX-ICG (b) Thermal camera: FLIR Tau2
Figure 3.16: Infrared and visual cameras
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3.4.1 The Simulation Tool
The required LWIR imaging simulations of the study were made by use of a synthetic
infrared image generator called CounterSim [105], which is actually designed for terres-
trial applications. The tool has the capability of generating visual and thermal images of
a scenario from specific points of view by taking into account the relevant physical laws,
atmospheric conditions, and sensor properties. A number of cameras of both kinds can
be attached to three different assets such as aircraft, cars and ships in any configuration.
Each asset, which is a terrestrial vehicle, has associated kinematics and behaviours. All
assets may have only one infrared appearance model which can be generated externally.
The simulator uses the same infrared model throughout the scenario and cannot demon-
strate temporal variations on the thermal model since the temporal variations of targeted
terrestrial scenarios are negligible.
The trajectory of each vehicle can be given in an external file which includes the
position and orientation of the object but not the motion derivatives. The tool interpolates
each of these supplied pose samples within this external file, and then provides a smooth
transition by taking into account the relevant limitations of the asset’s kinematics. Aircraft
kinematics were used in this study to simulate the kinematics of a spacecraft and the actual
scenario was split into several scenarios to be compliant with the simulator’s maximum
run time.
3.4.2 Infrared Modelling of a Sample Space Debris
The number of different surface coatings and their distribution on man-made space
debris depend on their former mission design requirements. This study aims to provide
generic guidelines on how to estimate the thermal signature for given orbital parame-
ters and estimated surface coating material properties. However, visualisation of the per-
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formed analysis on simulated thermal imagery was considered to be more interesting from
the navigation system’s point of view. In this context, a hypothetical space debris model
called ‘EnvYsat’, based on the mechanical thermal model of a former earth observation
satellite Envisat, was generated for the experiments. This EnvYsat model had similar
types of surface coatings to the real Envisat satellite but with simpler geometry (i.e. a
simple CAD model file of a manageable size) while still providing a good representa-
tion of the infrared environment of space debris. Based on the former thermal analysis
and the possible ADR trajectory given by Orbit Type-II, the CAD model of EnvYsat was
amended with the surface temperatures of the extreme cases. These thermal environment
instances represented the space debris, firstly when the eclipse started (i.e. hot case), and
secondly, from the end of the eclipse state (i.e. cold case). Then, this model was used in
possible orbital scenarios created in CounterSim and the infrared scenes were simulated
for a commercial off the shelf LWIR camera with properties as given in Table-3.2.
Figure 3.17: Simulated scenes with different background and eclipse conditions
In Figure 3.17, the top pair of scenes simulated the space debris with the deep space
background (i.e. 2.7 K) and the bottom pair with the constant Earth background (i.e.
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27◦C). The scenes in the left column represent the infrared conditions of the space debris
during a favourable configuration with respect to the Sun, where all materials had reached
their hottest steady state conditions, ‘hot case’. The coldest configuration (i.e. just before
leaving the umbra cone) is shown in the right column of scenes, ‘cold case’.
Figure 3.18: False colour infrared images of the ISS with a deep space background from
TRIDAR experiment [7]
The results show that the debris would have the least amount of texture, therefore the
most unfavourable conditions, in the ‘cold case’ (eclipse) with the deep space background
as given in the top right frame in Figure 3.17. As can be seen, the outline of the space de-
bris would be almost invisible unless the infrared camera sensitivity at lower temperature
was improved. The possibility of low SNR levels around ‘very low thermal inertia’ mate-
rials suggested that a thermal image processing algorithm should rely mainly on parts of
space debris coated with ‘high thermal inertia’ materials. The highest amount of texture
occurs when the space debris is in the ‘hot case’ with a deep space background. In the
case of the Earth background, which could happen during the fly-around phase of ADR
(Figure 2.7), the extraction of the space debris’ silhouette would be challenging due to
the similar temperatures of ‘very low thermal inertia’ and the Earth. However, the Earth
is expected to be more textured in certain regions which might allow for contrast in some
cases as shown in Figure 2.5 for the real infrared imagery of the ASTRO satellite from
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space. Above all, the target detection in eclipse conditions is found to be the most chal-
lenging due to the low SNR levels, which should be considered carefully when selecting
the sensor and designing the navigation algorithm. This low SNR level and camera sen-
sitivity issue can be observed in the available infrared image dataset from the TRIDAR
experiment [7] (Figure 3.18 shows a sample from this dataset) as indistinguishable parts
of the International Space Station (ISS). In the orbital day time (i.e. out of eclipse), the
SNR level of the ISS solar panels (i.e. low inertia) became higher compared to the eclipse
portion, where it was difficult to detect.
3.5 Conclusions
An innovative grouping system for thermal surface coatings was presented based on
their optical properties and thermal behaviour in a space environment. By using this
grouping, a space debris infrared signature estimation method was presented and verified
by FEA software that is used in actual spacecraft thermal design. The end results were
used as guidance to simulate the infrared signatures of space debris in a computer sim-
ulated environment for different orbital scenarios, and references to in-situ real infrared
imagery were given.
For Orbit Type-I, where eclipse did not occur, the temperature profile was found to be
stable and the values showed a dependency on α/ε ratios. On the other hand, the thermal
profile of surface coating materials in Orbit Type-II and Orbit Type-III with different
eclipse durations showed higher variations throughout the orbit. The surface coating of
’high thermal inertia’ was observed to have minimal variation compare to the others. As
a result of these thermal variations, the patches of materials with different thermal inertia
values were found to produce unavoidable challenging contrast variations throughout one
orbital period. To the best of the author’s knowledge, such a complete thermal analysis
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under the view of infrared imaging and respective infrared signature estimation of space
debris has not been proposed before.
The performed research also showed that the LEO targets of IR-ADR Missions would
have surface temperatures at the range of −90◦C to 30◦C in which the LWIR detectors
would perform the best. The importance of a wider waveband selection of sensor in terms
of achievable SNR was also underlined.
The approximate thermal analysis showed that, depending on the properties of target
surface coatings and their response in space, the surface temperatures would be changing
faster compared to a target on the ground. Therefore, the target appearance in the thermal
band would be varying during the ADR Mission, contrary to terrestrial applications. Con-
sidering the limited knowledge on the condition of the space debris and the uncertainty of
its surface coatings, accurate modelling of the target appearance in the infrared band was
found to be very challenging and to have high uncertainties for ADR.
Finally, the challenges of infrared imaging in ADR applications were presented as the
result of the thermal analysis. It was shown that the detection algorithms to be used in
infrared based relative navigation for ADR need to be robust and be able to deal with
infrared signature ambiguities caused by surface coating material behaviours in space as
well as the different backgrounds. Given the number of parameters defining the infrared
signature and their uncertainties, finding the exact infrared signature of space debris was
found to be unrealistic. Therefore, an infrared algorithm shall be designed by considering
the limitations of the infrared modelling of the space debris.
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4.1 Motivation
Depending on the position of the debris in its orbit with respect to the Sun, the thermal
environment in space could differ drastically. However, as long as the space debris are not
in absolute zero and the infrared sensor is sensitive enough, the infrared imaging system
should be able to detect the target. For performance concerns, the infrared imager needs to
be selected specifically for the application domain, which is based on the target’s thermal
profile, since radiated energy is a function of target temperature. This was investigated in
the previous chapter. However, the selection of the thermal band is not the only parameter
affecting the performance of the InfraRed based monocular relative NAVigation algorithm
for ADR (IR-NAV). Without a good infrared image processing algorithm, IR-NAV would
suffer from noisy and poor measurements and the quality of the estimations would be
degraded.
The feature extraction is the prerequisite of the object detection, recognition and
tracking in any modality (e.g. visible, thermal) from which the navigation solutions
are derived for the domain of interest. However, existing feature detection methods are
mainly developed for visual-band applications with the aim of invariance to a number of
conditions such as viewpoint, scale change, etc. In the literature, a number of studies
[106, 107, 108, 109, 110] performed a number of comparative assessments for differ-
ent detection methods in the visible spectrum and provided useful conclusions for vision
based navigation solutions. On the other hand, the performance evaluation studies for
thermal modality applications were limited to only a few where the exhaustive list is
[111, 112, 113, 114, 115].
Even though these analyses provided good insight on the performance of feature de-
tectors in thermal imagery, the exploited datasets were not representative for the thermally
fast changing environment of space, since they were from terrestrial applications where
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temporal variation of temperatures was much slower. Especially in the case of IR-NAV,
the impact of the space thermal environment on feature detection was expected to be sig-
nificant since the target was considered not to have any internal active thermal system that
controls the surface temperature. Therefore, it is necessary to evaluate the effect of the
temporally dynamic thermal environment of space in feature extraction from a computer
vision perspective.
For visual images, Ref.[116] reported that low texture images limit the accuracy of
the feature localisation algorithms. However, this problem is considered not to be severe
for visual systems, which generally provide a high enough number of textured features.
On the other hand, infrared images are intrinsically less textured compare to their visual
counterparts, and this fact makes them less favourable for navigation algorithms. There-
fore, it was found to be important to understand what type of infrared cues are available
for ADR applications and how accurate their localisation could be.
Under this vision, this chapter investigates the performance of the feature detection
algorithms in thermal imagery, which are captured under an ADR-like scenario. First, the
interest point and the edge detectors to be tested, are described as well as the strategy of
their selection. Following this, the performance metrics are defined by which the detectors
are then compared. Finally, the algorithms are examined in terms of their strength and
weaknesses.
4.2 Feature Detectors
A wide variety of feature detectors exist in the literature for visual camera applica-
tions. Among these, interest point and edge detection methods are commonly used in
target recognition and tracking applications. This section describes some of these feature
extractors that were used in this performance analysis scheme. The feature detection algo-
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rithms can be divided into three categories based on their approach, whether they exploit
the frequency domain, the first derivative in the spatial domain or the second derivative in
the spatial domain. By doing so, it was aimed to perform a general trend analysis from a
small set of samples which could be extrapolated to a wider range of approaches.
4.2.1 Point Detectors
Good Feature to Track (GFTT) [117]: is a corner detector based on the first deriva-
tive of the image. The algorithm uses the fundamentals of the Harris corner detector [118]
for interest point detection, but uses a different threshold approach for considering the fea-
ture to be valid. The main idea of the approach is that an interest point exists when both
image gradients, along the x-axis and the y-axis are significant. The method searches for
intensity variations around a given point p(u,v) within a neighbourhood window W (u,v)
by using an autocorrelation function E(x,y) as described in Equ-4.1.
E(x,y) =∑
u,v
W (u,v) [I(u+ x,v+ y)− I(u,v)]2 (4.1)
where (x,y) represents the shift and I(x,y) is the intensity value of the given pixel coor-
dinates. For a small shift of (x,y), Ref.[118] approximated Equ-4.1 by using the Taylor
expansion to obtain:
E(x,y)≈
[
x y
]
M
x
y
 (4.2)
where M is the second-moment matrix described as:
M = ∑
(u,v)∈W
 I2u IuIv
IuIv I2v
 (4.3)
4.2. FEATURE DETECTORS 83
GFTT detects an interest point at p(u,v) when the minimum of the eigenvalues λ1
and λ2 of M is above a given threshold R, as shown in Equ-4.4. This threshold mitigates
against image noise and is chosen based on the characteristic of the image.
min(λ1,λ2)> R (4.4)
Speeded-Up Robust Features (SURF) [8]: is a blob detector which is based on
the second derivative of the image. A blob represents a group of pixels with similar
intensity but different from their surrounding ones. The detection is performed based on
the information derived from the Hessian matrix. For a given point p(u,v) and a blob
scale σ within an image I, the Hessian matrixH (p,σ) is defined as
H (p,σ) =
Lxx(p,σ) Lxy(p,σ)
Lxy(p,σ) Lyy(p,σ)
 (4.5)
where Lxx(p,σ) is the convolution of the image I with the second order derivative ∂
2
∂x2 g(σ)
of a Gaussian function at point p(u,v), this definition can be transposed to Lxy(p,σ) and
Lyy(p,σ) with the suitable partial derivatives.
In this feature extractor, the Gaussian function is approximated to decrease the com-
putational complexity. The second derivatives of the 2D Gaussian with and without the
approximations are shown in Figure 4.1. The method uses integral images and box type
convolution filters to decrease the high duration of computations, which is mainly driven
by the convolution process of the algorithm. The integral image at point p(u,v) represents
the sum of all pixels of image I that are within the rectangular region formed by the image
origin and point p(u,v).
The response of the blob detector at a point p(u,v) is then determined by the deter-
minant of the Hessian matrix. For localisation, a non-maximum suppression within the
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Figure 4.1: Left to right: The (discretised and cropped) Gaussian second order partial
derivative in y-(Lxx) and xy-direction (Lxy) as the two left image patches, respectively;
their approximations are given as the two right image patches [8]
neighbourhood of 3×3×3 (i.e. spatial and scale domain) is applied and these maxima
are then interpolated. After this, these blob response maxima are thresholded based on
the application interest.
Phase Congruency Point (PC-P) detection algorithm [119] [120]: is using the fre-
quency domain information and is based on the fact that features are formed when the
image’s Fourier components are in phase. The Phase Congruency (PC) method claims to
have better localisation performance compared to spatial domain methods since it does
not use any Gaussian smoothing for noise reduction [120]. Another claim of the method
is the ability to use a single threshold value as the detection criterion for a long sequence
of images [120]. The PC measure of a point p is defined as
PC(p) =
∑nW (p)bAn(p)∆Φn(p)−Tc
∑n An(p)+ ε
(4.6)
where
∆Φn(p) = cos
(
φn(p)−φ(p)
)−|sin(φn(p)−φ(p))| (4.7)
An(p) and φn(p) are the amplitude and the phase of the nth Fourier component of the
signal (i.e. image) at point p. φ represents the mean of the phase angles of all Fourier
components at point p. W (p) is the weighting function which ensures frequency spread
since it is desirable to have congruency over many frequencies rather than few. T is the
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threshold defined by the estimated image noise and ε is a small constant to avoid zero
division. b·c is an operator that returns the value of the enclosed function when it is
positive and zero when it is negative. As a result, only the energy levels above the noise
level T are considered by the formulation.
(a) θ = 0o (b) θ = 30o
(c) θ = 60o (d) θ = 90o
(e) θ = 120o (f) θ = 150o
Figure 4.2: PC of LIRIS infrared image with six different orientations
In practice, Gabor wavelets are used to obtain local frequency information instead of
the Fourier transform. By using oriented Gabor wavelets, the algorithm adds the spa-
tial information of ‘orientation’ to the local frequency information and allows PC to be
computed for each orientation θ in all scales independently. This orientation informa-
tion describes the direction of the feature with respect to the image such that the Gabor
wavelet with θ = 0o filters the vertical features and the Gabor wavelet with θ = 90o fil-
ters the horizontal features of the scene. For a compressed infrared image (the original
image is given in Figure 2.4), the filtered images with six different orientations are shown
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in Figure 4.2. As this approach is very sensitive to variations, the artefacts of the image
compression become visible at the edges of the image, particularly in the right part of the
image.
Following the filtering with oriented Gabor wavelets, the method computes the maxi-
mum moment M and the minimum moment m of PC as described in Equ-4.8.
M =
1
2
(
c+a+
√
b2+(a− c)2
)
m =
1
2
(
c+a−
√
b2+(a− c)2
) (4.8)
and the angle of the principal axis φ as
φ =
1
2
atan2
 b√
b2+(a− c)2
,
a− c√
b2+(a− c)2
 (4.9)
where
a =∑(PC(θ)cos(θ))2
b = 2∑(PC(θ)cos(θ)) · (PC(θ)sin(θ))
c =∑(PC(θ)sin(θ))2
(4.10)
The principal axis provides an indication about the orientation of the feature. The
magnitude of the maximum moment, which is defined for an axis perpendicular to the
principal axis, gives an indication of the feature’s significance. In addition, if the mini-
mum moment is also large, the feature is classified as a ‘corner’ since it means there is
a significant phase congruency in at least two orientations. Considering the sensitivity
of the algorithm and the requirement of distinct features from a computer vision point of
view, only the strongest feature of the defined neighbouring window W is kept. This is
realised by using a non-maxima suppression scheme.
The maximum moment M, the minimum moment m and the angle of the principal axis
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were computed for a compressed infrared image (the original image is given in Figure 2.4)
and the results were shown in Figure 4.3. The maximum moment (Figure 4.3(a)) shows
the detected edges where as the minimum moment (Figure 4.3(b)) shows the detected
corners. The angle of the principal axis shown in Figure 4.3(c) indicates the orientation
of the feature.
(a) Maximum moment M
(b) Minimum moment m
(c) Angle of the principal axis φ
Figure 4.3: PC moments and angle of the principal axis of LIRIS infrared image
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4.2.2 Edge Detectors
Sobel filter [121]: is an edge detector based on spatial information, in other words, it
uses the image gradient. The edges are extracted by convolving the image I with derivative
kernels, such as the 3×3 kernels given in Equ-4.11 (the horizontal Gx and the vertical
Gy derivative approximations in a 2D image). Despite the truncation errors related to
the selected kernel sizes and its sensitivity to noise, the method is heavily used by the
computer vision community for its light computational performance [122].
Gx =

+1 0 −1
+2 0 −2
+1 0 −1
 , Gy =

+1 +2 +1
0 0 −0
−1 −2 −1
 (4.11)
Laplacian of Gaussian (LoG) [123]: is based on the spatial information within the
image I. This filter approximates the difference of Gaussians with a Gaussian kernel,
expressed as:
g(u,v,σ) =
1
2piσ2
exp
−
u2+ v2
2σ2 (4.12)
where (u,v) describes the pixel coordinates of image I and σ the Gaussian scale of inter-
est. Therefore, this filter is also known as a blob detector. The edges are defined at the
zero-crossings of the image where the filter is applied. LoG is known for its accuracy in
localisation of edges (sometimes false edges) and relatively poor performance for corners
and curves [122].
Phase Congruency Edge (PC-E) [119, 120] is based on the phase components of
the image in the Fourier domain. It uses the maximum moment information that was
described in Equ-4.8. The point p is considered to be part of an edge when its corre-
sponding maximum moment M is above a certain threshold. The advantage of this PC
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method is that the computed moments can be used for edge or point detection without
extra computation.
4.2.3 Repeatability and Similarity
Repeatability defines how consistently the detector can identify point features cor-
rectly (i.e. true positive) under different conditions. High repeatability implies that the
detector is invariant to the environment/condition in which the analysis is performed.
In this study, the repeatability measure R for interest point detectors is defined as the
ratio between the number of corresponding points ∑Xi j between a reference and a test
frame and the total number of extracted features ∑Xi within the reference frame, and is
described as Equ-4.13.
Ri j = 100 · ∑Xi j∑Xi (4.13)
The test frame pixel coordinates ptest are aligned with the reference frame pixel co-
ordinates pre f by using a mapping function called the homography matrix H: a 3×3
identity matrix due to the spatially static environment of the test. The image sequence
was captured without changing the viewpoint of the camera and the sample plane since
the experimental set-up (i.e. thermal vacuum chamber) had limited accessibility and visi-
bility.
pre f = Hptest (4.14)
In order to eliminate the effect of errors due to inaccuracies in subpixel refinement,
the features were considered to be correspondent when the euclidean distance (i.e. d2 =
∑(pi−qi)2 ) between their pixel locations was less than one pixel.
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Similarity defines how consistently the detector can identify edge features correctly
(i.e. true positive) under different conditions. The reason why edge detectors have a
different measure from the point detectors is due to the fact that the definitions of these
two features (points and edges) are different. While points are described by single pixel
coordinates, lines require at least two pixel coordinates defining the start and end points
(if they are straight). An edge can be detected with different start and end points while
keeping its slope the same. This means that a comparison of these points or of the slope
which describes an edge, may mislead the metric results. Therefore another approach is
required. First, the test image is transformed into a reference image by using the homog-
raphy matrix H, then each extracted edge image is compared with edges in the reference
edge image by using a similarity measure Si j which is defined as:
Si j = 100 · ∑Ci j∑ Ii (4.15)
where Ci j = Ii∩ I j, j 6=i. Ii, I j are the reference edge image and the test edge image
respectively. This allows the comparison of all the available information including the
erroneous detections of straight line-like features. All extracted features are thresholded
by a single threshold value to understand the tolerance of the detector in the changing
thermal environment of ADR.
4.2.4 Computation Time
The navigation algorithms are a chain of processes where the feature extraction al-
gorithm is the very first step. Considering the limited computational power of space
platforms, it is important to minimise the required computational power as much as pos-
sible while sustaining a decent level of performance. Therefore the computational time of
extraction methods play a significant role for the selection of the algorithm.
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In this study, the computational time for point detectors was defined, per extracted
interest point, by dividing the processing time of the images by the number of features.
In the case of edge extractors, the computation time of the extractor was defined by the
processing time of a single image since a segmented line (i.e. multiple lines instead of
single line) would mislead the comparison.
4.3 Experimental Work
In order to evaluate the performance of feature detector in thermal imaging for ADR
applications, it is important to construct a representative environment. Therefore, a unique
dataset simulating the thermally variant environment of space was generated and was
tested in an experimental setup. Real spacecraft surface coating materials were used to
generate a more realistic scenario.
Table 4.1: Properties of thermal camera GOBI-384
Property Value
Detector Uncooled microbolometer
Resolution 384x288
HFOV 29.9◦
Focal length 18mm
Aperture f/1
Pixel size 25µm
Spectral range 8µm - 14µm
NETD ≈ 50mK@30◦C
With the aim of identifying a feature detection algorithm that would be the most suited
for IR-NAV, a number of point and edge detectors were evaluated for their long term and
short term performances in a thermally varying environment. All tests were conducted
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with an Intel(R) Core(TM) i7-6700HQ CPU at 2.60 GHz using a Commercial Of The
Shelf (COTS) infrared camera with the properties given in Table 4.1. The camera provided
an automatic contrast enhancement feature build into its software, and all received images
were processed by the camera’s internal algorithm.
4.3.1 The Infrared Imaging Dataset
Since convective heat transfer does not occur in a vacuum environment, the thermo-
dynamics in a space environment is only based on the radiative and the conductive heat
transfer processes. Therefore, the generation of an infrared dataset that is compliant with
the interest of this study, required particular attention in order to realistically replicate the
environment.
MMOD
Solar cell
MLI
Radiator
Figure 4.4: An infrared image of the target plate with surface coating material descriptions
A representative target was designed as shown in Figure 4.4 and its surface was coated
with different kinds of spacecraft surface coating materials from the list given in Table 3.1.
This target plate was placed on a thermally controlled plate within a thermal vacuum
chamber. During the experimental period, the plate was observed by a thermal camera
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through a small window which had a special thermal coating that is transparent in the
thermal infrared spectrum. The sample plate was heated homogeneously from 40◦C to
100◦C in 10 minutes with a reasonably constant rate, as shown in Figure 4.5(a), to simu-
late one part of the orbit where the debris was transitioning from the eclipse region to the
orbital day. During the experiment, the LWIR camera captured the scene with a constant
frame rate of 1Hz.
(a) Temperature profile of the base plate (b) Variation of frame dynamic ranges while
the target was heated
Figure 4.5: Image statistics of the heated plate sequence
Some of the frames collected during the experiment are shown in Figure 4.6 with
their corresponding time stamps. In the first frame, where the coolest scene temperature
is measured, image contrast was observed due to the emissivity values of the different
surface coating materials. The materials with low thermal inertia such as samples of solar
cell and MLI, changed their infrared signature quicker (i.e. appears as brighter regions in
Figure 4.6(d)) than the materials with higher thermal inertia such as samples of MMOD
and radiator (i.e. appears as darker regions in Figure 4.6(d)), as expected. In order to
give an indication about the characteristics of this LWIR sequence, the infrared image
statistics are provided in Figure 4.5(b) which shows the minimum and maximum pixel
intensity values along with the image mean. The mean of the pixel intensity values of
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(a) First frame (b) 5th minute
(c) 10th minute (d) 15th minute
Figure 4.6: Infrared image of the target plate at different times
the image describes how bright the image is while the difference between the minimum
and the maximum intensity values gives an idea about the image contrast. The mean of
the pixel intensity values of the first frame is much lower than the 15th minute frame, as
depicted in Figure 4.5, therefore, the first frame was observed darker than the 15th minute
frame, as shown in Figure 4.6. Among the four frames shown in Figure 4.6, the 15th
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minute frame had the highest mean and standard deviation of pixel intensity values, as
shown in Figure 4.5(b).
4.3.2 Comparison of Point Detectors
Point features are one of the most accurate cues that are used in object detection and
tracking from which good navigation solutions could be derived. One of the challenges
of infrared systems in ADR scenarios is the fast variations of infrared signatures which
makes them different from terrestrial scenarios. Unfortunately, the performance of detec-
tors under these conditions are not known. Therefore, this experimental work evaluates
the performance of feature detectors under this scope.
In the first test, point features are extracted from the last frame of the sequence which
had the highest thermal contrast between the surface coatings, and are compared with the
point features of frames within the sequence. The observation duration of a feature defines
how strong the feature is against thermal variations when the orbital conditions change
from daytime to eclipse. The analyses were performed on the 100 strongest feature points
of each frame. Figure 4.7 shows the strongest interest points of different detectors at the
first frame and the 35th minute frame. For visualisation purposes, the contrast of both
images were enhanced, and as a result the first frame appeared much brighter than in
Figure 4.6(a), in which it appeared much darker.
The contrast of the first frame was low since the surface coatings were at the same
temperature. The observed signature was only due to slight variations in emissivity values
of the different surface coating materials. In this frame, the interest point locations from
different detectors were in similar regions of the image. At the end of the experiment, the
35th minute frame showed a better contrasted image since the surface coating materials
reached different temperatures.
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GFTT
SURF
PC-P
(a) First frame
GFTT
SURF
PC-P
(b) 35th minute
Figure 4.7: Detected features with different point detectors. The contrast of images are
enhanced for visualisation purposes
In these two frames with significantly different characteristics, SURF and GFTT fea-
tures were mainly concentrated around the boundary of ‘low thermal inertia’ and ‘high
thermal inertia’ materials which present the highest contrast. On the other hand, the PC-P
algorithm achieved feature extraction even in the low contrast boundaries, as shown in
Figure 4.7. As a result, PC-P showed the most distributed feature locations among the
three detectors.
Among both frames, the strongest features of each individual detector are shown in
Figure 4.8. The strongest GFTT and PC-P features were detected at the boundary regions
of the different type of materials and were kept in both frames. As a blob detector, SURF
was the most affected feature detector and the locations of features were dramatically
different, as illustrated by the different feature distributions.
Figure 4.9(a) shows that the repeatability of all the feature detectors increased as the
overall temperature of the scene increased. Across the observation time, the repeatability
of GFTT was generally higher than the other interest point detectors. The repeatability of
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the trackable points had a steep increase between the fourth and ninth minutes due to the
sudden thermal signature variation of the very low thermal inertia material (i.e. kapton)
and the low thermal inertia material (i.e. solar cell). However, the repeatability of the
feature detectors was more than 60% until the sudden change in thermal signatures at the
First frame
Last frame
(a) GFTT
First frame
Last frame
(b) SURF
First frame
Last frame
(c) PC-P
Figure 4.8: Detected features with different point detectors. The contrast of images is
enhanced for visualisation purposes
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GFTT
SURF
PC-P
(a) Between the hottest scene (Frame-35) and the
given frame
GFTT
SURF
PC
(b) Between the frame and its consecutive minute
frame
Figure 4.9: Repeatability measure R
ninth minute as observed by the sudden contrast increase in Figure 4.5(b). Besides its
general good performance, GFTT provided much better repeatability measure with the
coldest scene (i.e. the first frame).
A second experiment evaluated the performance of detectors under short term vari-
ations. Figure 4.9(b) shows the repeatability measure between the frame and its con-
secutive frame. In general, the repeatability measure stayed above 90% for all detectors.
However, between the fifth and the tenth minute, the repeatability measure dropped below
90%. In the fifth minute, GFTT started to extract feature points around the boundaries of
very low thermal inertia materials (i.e. kapton coated temperature sensors) and low ther-
mal inertia material (i.e. solar cells) which explains the change between the 5th and 10th
minute frames. In the case of SURF, the location of detected features was significantly
changed over time since the structure of the infrared imagery changed from the point of
view of blob like features. New features from higher scales started to be detected. In PC-
P, the distribution of point features in the fifth minute frame followed a different pattern.
Since the features were selected based on their sharpness rather than the magnitude of
their contrast, interest points were detected at the edges of the sample plate.
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Table 4.2: Computational times of interest point detectors for single features
Interest Point Method Mean Speed (µs)
GFTT 97.4
SURF 71.0
PC-P 1180.4
The last test on interest point detectors was concerned with their computational times.
Table 4.2 shows the mean computation times of the detectors over the frames of the se-
quence. SURF had the minimum mean computation time and GFTT showed a comparable
timing to SURF. Among all, PC-P showed the worse performance as expected due to its
analysis in the frequency domain, which is computationally expensive.
In conclusion, the GFTT algorithm showed the best compromise in terms of repeata-
bility and the computation time among the tested feature detectors.
4.3.3 Comparison of Edge Detectors
Edge features provide less accurate information for tracking algorithms however they
are more reliable in quasi-textureless images like that of infrared modalities. When there
are not enough interest points, tracking algorithms can still proceed by using the edge
information within the image.
Figure 4.10 shows the extracted edges at the first and at the 35th minute frame using
different detectors. For the entire sequence, each detector used a constant threshold value
which was set individually to be just enough to detect the different material boundaries
of the plate at the 35th minute frame (i.e. the image with the highest contrast). The PC-E
algorithm could extract a number of edges that were well distributed in all images, even
in the first frame. The Sobel and the LoG edge detectors were affected significantly by
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(a) Sobel at first frame (b) Sobel at 35th frame
(c) LoG at first frame (d) LoG at 35th frame
(e) PC-E at first frame (f) PC-E at 35th frame
Figure 4.10: Detected features with different edge detectors.
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the thermal variations of the scene compared to PC-E.
The first evaluation on edge extraction methods was to examine how long the ex-
tracted edge features from favourable conditioned images (i.e. when the object was the
hottest) can be kept. This performance analysis describes the situation where the debris
transits from the day-time region of the orbit to the eclipse. A longer traceability of an
edge suggests greater robustness of the detector to thermal variations within the scene.
Figure 4.11(a) shows that the similarity measure of all edge detectors was decreased sig-
nificantly for all methods towards the less contrasted first frame as expected. As the scene
temperatures decreased and the noise became more dominant in the low contrast images,
PC-E outperformed the Sobel and LoG edge detectors.
Sobel
PC-E
LoG
(a) Between the hottest scene (Frame-35) and the
given frame
Sobel
PC-E
LoG
(b) Between the frame and its consecutive minute
frame
Figure 4.11: Similarity measure S
The second experiment evaluated the performance of the detectors under short term
thermal variations. Figure 4.11(b) shows the similarity measure between the frame and
its consecutive frame. Even though Sobel and LoG showed better performance over PC-E
in high contrast frames, this fact was related to the large number of edges extracted by the
PC-E method which was more sensitive to the contrast variations.
The last test on edge detectors was to compare their computational times. Table 4.3
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Table 4.3: Computational times for edge detectors
Edge Detection Method Mean Speed (µs)
Sobel 0.72
LoG 3.76
PC-E 119.90
shows the mean computation times over the sequence of images. Sobel had the minimum
computational time and PC-E had the largest, by a considerable margin.
4.3.4 Results Analysis
Most of the navigation solutions rely on feature based information for their estima-
tions, therefore stable and accurate features are important. Since the detectors in the field
are designed for visual imagery and are tested for terrestrial thermal imagery applications,
their performance in ADR like scenarios is unknown. The unique challenge of thermal
based applications in ADR is the rapid variations of the thermal environment of space in
which the target signatures change over time. The behaviour of each spacecraft surface
coating in the space thermal environment is unique as they are used for different purposes.
Some of them are for cooling and some for reflecting the solar thermal flux to prevent the
equipment from heating up, which could affect their operations.
The experiments showed that the responses of spacecraft surface finishes to thermal
variations in a space environment significantly differ. Lower image contrast due to sim-
ilar object temperatures was observed to be more difficult to distinguish. At low and
similar temperatures, the contrast was found to be mainly due to the material emissivity
differences. In these cases, the detector’s sensitivity to the thermal signature of differ-
ent materials became apparent. In order to estimate the thermal signature of the target
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precisely, very accurate information on surface coatings and the orbital information (to
perform detailed thermal analysis) at the moment of the mission is required. For coop-
erative and partially cooperative targets, the surface coating materials and their thermal
profiles can be accurately calculated which can be used as an extra source of informa-
tion for relative navigation. However, uncooperative target cannot provide such detailed
status to the chaser spacecraft or to the ground. Therefore, this study suggests that appear-
ance based initialisation for a thermal based ADR navigation solution would be prone to
failures.
In terms of interest point detectors the GFTT, SURF and PC-P methods were evaluated
as an example of first and second spatial derivative, and frequency approaches. Interest-
ingly, GFTT provided slightly better results under drastic variation within the scene than
the other two. This could be due to the fact that the extracted feature had better local-
ization. In cooler images, where the noise played a significant role, the detection perfor-
mance of GFTT was the best among all. The evaluation of the repeatability measure R
in the long term suggested that thermal variations create a challenging environment for
the signature based loop closure type algorithms used in navigation solutions where the
features need to be recognised after a period of time. The short term repeatability analysis
(consecutive image pair comparisons) suggest that even relatively small thermal variations
had a significant impact on the repeatability of the interest point features. Computation
time-wise, the detector based on spatial information (SURF) was the fastest. However,
GFTT also had similar timing. This could be due to the fact that both filters require single
stage computation where a kernel scans the entire image. As expected PC-P had the worst
computation time linked to the complexity of Fourier analysis within the algorithm. The
experiments suggest that GFTT or a similar kind of feature detector would be best suited
to the infrared based relative navigation algorithms in ADR.
In terms of edge detectors Sobel, LoG and PC-E methods were evaluated as examples
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of first, and second spatial derivative and frequency approaches. In general, edge feature
algorithms were also affected from cooler scene temperatures like the interest point de-
tectors. PC-E outperformed in cooler scenes where the noise was more dominant. Even
though, in the long term, feature tracking PC-E out performed over the other methods,
this approach performed the worst in short term tracking.
Overall, edge features had a similar performance to the interest point feature extrac-
tors in the simulated ADR environment. Computation time wise, edge detectors based on
spatial information (Sobel) performed the fastest due to the simplistic nature of the win-
dow based method. As expected, PC-E had the worst computation time which is linked
to the complexity of the Fourier analysis within the algorithm. Despite the performance
in traceability in the sequence, the speed performance penalised the PC-E algorithm too
much to be used in infrared based relative navigation algorithms.
The experiments also showed that during the eclipse transition, the features extracted
around the regions between very low inertia and high inertia materials would not be good
features to track since the infrared signatures may quickly disappear. Therefore, the use
of these features should be carefully handled since they might mislead the tracking and
therefore the navigation algorithm of ADR.
4.4 Conclusions
For space based relative navigation applications, thermal imagery has advantages over
visual sensors. They can provide continuous information without being affected by the
illumination conditions, such as eclipse and solar glare. Infrared imagery acquires in-
formation about the thermal appearance of the target. This is very beneficial for cases
especially like in ADR where there are more unknowns than many different types of ren-
dezvous.
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In space, the thermal environment changes very fast and depends on many parameters
which one cannot know perfectly for ADR targets. Even though the ADR target’s exact
thermal signature cannot be known, earlier calculations suggest that space debris is ob-
servable in the thermal spectrum. However, the environmental challenges need to be kept
in mind for the design of a proper navigation system.
This study showed that thermal variations together with the material properties of
ADR targets can cause significant variations in their infrared signatures. These temper-
ature variations should not be considered in the same way as illumination variations in
visual cameras as in some cases they could be observed as inverted colours for grey scale
images. It was shown that both interest point and edge detectors designed for the visual
spectrum would suffer from thermal variations during the eclipse transitions at some level.
The study has also shown that the interest points were the least affected features and
the edges were prone to noise when the scene was cooler, which produces images with
lower contrast. In terms of computational time, spatial information based methods (i.e.
GFTT, SURF, Sobel and LoG) performed quite fast compared to Fourier based methods
(i.e. PC-P and PC-E). The study showed that feature detection methods based on spatial
information similar to GFTT could provide the optimum solution in terms of traceability
and computation time for infrared based relative navigation algorithms.
In LEO, the dynamic range of the image can change fast due to variations in the
target-Earth-Sun geometry. In the context of feature detection, the tuning of the detector
parameters during these variations found to be a key factor for the algorithm performance.
This study identified the eclipse duration, where the number of detected features will be at
its minimum due to low signal-to-noise ratio, as the most challenging for feature detection.
Based on the requirements of the navigation filter as well as the available memory and
computation power, one way of increasing the number of features could be changing
the tuning parameters when the chaser enters and get out of the eclipse conditions. In
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the case of certain orbits (e.g. Dawn-Dusk orbit), where the variations are insignificant,
tuning parameters can be kept the same through out the mission.
Chapter 5
Relative Navigation For Partially
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5.1 Motivation
In terms of relative navigation, one of the major issues is the unknown state of the
debris. Since the knowledge about the target prior to ADR is based only on far-range
(i.e. ground-based and occasionally space-based) measurements, available information is
limited to coarse orbital parameters and, when possible, coarse attitude profile [72, 124]
and coarse structure [125, 126]. In particular, for infrared systems, the target signature
predictions have their own uncertainties as well [127]. These findings suggest that a non-
model based approach is better suited to an infrared based relative navigation solution for
ADR applications.
The previous chapter showed that trackable infrared features exist for the ADR sce-
nario under the thermally varying conditions of space and can assist the navigation al-
gorithm. However, the number of these features are expected to be relatively low since
the thermal infrared environment provides low texture images. Therefore, this limited
but continuous (i.e. not being interrupted by the celestial eclipse conditions) information
must be used wisely.
In addition, the geometry of most man-made orbiting bodies resemble (to a certain
extent) to rectangular prisms, which hold mainly planar and sometimes symmetrical sur-
faces. As the result of this, the detected features can be coplanar or non-coplanar, however
the exact case cannot be ensured a priori since the observed face of the target is unknown.
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In the context of computer vision, these two different situations (i.e. coplanar and planar
features) are treated differently for the motion estimation within the interest of frame-to-
frame monocular odometry [128, 129].
In the context of unknown target structure, a number of vision based space naviga-
tion studies [58, 57, 61] estimated the relative motion parameters and the structure of the
orbiting body simultaneously within the research field of Simultaneous Localisation and
Mapping (SLAM). These studies rely on widely distributed textured features and suffi-
cient parallax (i.e. the apparent position difference of an object in two different camera
views) for the initialisation, where in some [58, 57] it delays the initialisation of the struc-
tural parameters, and the tracking of the features. However, infrared imagery does not
provide texturedness levels comparable to a vision system and certain parallax generating
trajectories might not always be allowed in the ADR scheme. Furthermore, these vision
based methods assume smooth motion throughout the trajectory and would discard the
chaser correction manoeuvres which are observed as sudden perspective changes. The in-
trinsic scale problem of monocular odometry is also not addressed by these studies. Each
estimated structure parameter has its own scale which affects the accuracy of the relative
motion estimation.
With respect to these aspects, the problem needs to be formulated differently, which
is the focus of this chapter. First, the imaging model and the reference coordinate frames
are introduced as the fundamentals of the proposed approach. Following this, the feature
selection and tracking methodology is described. The structure of the filtering approach
is then given with its link to the actual navigation solution reference frame used by the
chaser GNC system. Next, the solution of feature initialisation is addressed. Finally, the
performance of the method is analysed and concluding remarks are provided.
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5.2 Definitions
5.2.1 Imaging Model
The image model used in this study is slightly different from the general pinhole
camera model where the origin of the coordinate system is placed at the camera focal
point, as shown in Figure 5.1. Instead, the camera model of [130] where the origin of the
system is placed at the detector center, as shown in Figure 5.1(b), was used.
The axes of the Camera Reference Frame (CRF) are defined as:
• z-axis is aligned with the camera boresight vector
• y-axis is aligned along the camera vertical axis with downwards direction
• x-axis is aligned along the camera horizontal axis which is compliant with the right
hand rule.
image plane
X
Z
Xc
Zc
3D Point
f
uc
camera frame
optical axis
origin
(a) Conventional pinhole camera model
image plane
X
Z
Xc
Zc
3D Point
f
uc
camera frame
optical axis
origin
(b) Camera model used in this work
Figure 5.1: Camera model geometries
This formulation allows the imaging geometry (i.e. focal length) to be decoupled
from the object depth. A 3D point in CRF, P = (Xc,Yc,Zc) forms an image at point (u,v)
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by using the inverse focal length formulation of β = 1/ f and this calculation is given in
Equ-5.1.
u
v
=
Xc
Yc
 11+Zcβ (5.1)
One of the benefits of this formulation is that the model does not suffer from being nu-
merically ill-conditioned when the focal length increases significantly (e.g. orthographic
projection).
5.2.2 Reference Coordinate Frames
In the context of relative navigation, the on-board computer of the chaser needs to
know its translational motion in the target’s LVLH frame (i.e. the Hill frame in Figure 2.1)
and the target’s angular motion in the target spacecraft’s attitude frame. However, the
camera measurements are provided in CRF, and therefore, need to be transformed into
these two reference frames. The relationship between these reference frames is depicted
in Figure 5.2.
The target attitude reference frame of the space debris can be arbitrarily defined since
it is only used to describe the relative orientation and the rates of an unknown structure.
The Body Principal Reference Frame (BPRF) in which the target inertia matrix is diagonal
(i.e. the axes are parallel to the target’s principal axis), is centred at the target’s centre
of mass and the axes are body-fixed. Since the attitude dynamics equations are generally
assumed to be in a simpler form in BPRF, it seems the most convenient frame to choose as
the target spacecraft geometric frame. However, BPRF is unknown in ADR applications
since the target is uncooperative and the structural information is unknown. Therefore,
a custom hypothetical coordinate frame called the Hypothetical Body-Fixed Reference
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Figure 5.2: The relationship between the coordinate frames used in this study
Frame (HBRF) is defined to describe the relative orientation, the angular motion and the
structure of the debris. The origin of HBRF is fixed to the target’s centre of mass and
the axes are aligned with CRF at t0, that is, the rotation matrix HBRFRCRF is an identity
matrix at t0.
HBRFRCRF
∣∣∣∣
t=0
= I3×3 (5.2)
Based on this study’s interest, the chaser spacecraft’s geometric frame called the
Chaser Body-Fixed Reference Frame (CBRF) is defined as:
• the origin is at the chaser’s centre of mass at t0.
• the axes are aligned with the chaser’s spacecraft attitude frame (CSAF) at t0.
For the sake of simplicity, the camera is assumed to be located at the chaser’s centre
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of mass and the axes of CRF are aligned with the CBRF, that is, the rotation matrix
CRFRCBRF is the identity matrix and the translation TCRFCBRF is 03×1. This hypothesis did
not affect the validity of the results since this assumption simply allows the avoidance of
a simple rigid translation, which does not contribute to the ultimate goal of the study. The
rotation matrix CRFRCSAF is an identity matrix (Equ-5.3) and translation TCSGFCRF is 03×1 at
t0.
CRFRCSAF
∣∣∣∣
t=0
= I3×3 (5.3)
The chaser is assumed to have an attitude control system that can align the optical axis
of the camera (i.e. z-axis of CBRF) with the chaser’s orbital velocity vector (i.e. x-axis
of CSAF). Therefore, the relationship in between is as described in Equ-2.1.
In this study, the World Reference Frame (WRF) is defined by the CRF axes alignment
at t0 and is centred at its origin. By definition, HBRF also has the same axes alignment at
t0.
5.3 Proposed Method
The aim of this chapter is to estimate the relative translational and rotational motion of
the target from chaser camera observations. The estimation is realised by processing the
thermal infrared capturing of a particular area of the target which is visible to the chaser
throughout the entire trajectory. Possible examples of this scenario in ADR can be given
as cases where the target’s attitude profile does not vary dramatically or in cases where
the chaser is synchronised with the target’s tumbling motion (i.e. depicted as Phase-[I] in
Figure 2.7), etc. Based on the fact that the 2D projections of this particular 3D region on
the image plane are altered by the apparent motion of the chaser, a SLAM based relative
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approach can be formulated to estimate the motion and the structure of the uncooperative
target. This chapter provides the details of this filtering approach which was inspired by
the methods described in Ref. [130, 131].
5.3.1 Problem Formulation
The objective of SLAM algorithms is to estimate the ego-motion of a vehicle with
respect to a static environment (e.g. planetary terrain) in which the vehicle’s motion
(e.g. planetary rover) induces uncertainties in these relative pose estimations. This is
very similar to the relative navigation problem of the ADR where the structure of ADR
target (i.e. space debris) and its infrared signature have some uncertainties, and the chaser
spacecraft would like to locate itself with respect to this target.
Z
X
Y
(CRF)
X
Y
Z
(WRF)
ρ o
ρ t
X
Y
Z
(HILL)
T
P = [Xw,Yw,Zw]>
αw
feature
Figure 5.3: Problem formulation scheme
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When the close proximity operations start, the chaser’s relative position and velocity
estimates are initialised with the final estimate of the GNC system based on the observa-
tions throughout the rendezvous phase of ADR. This initial position estimate ρ o
∣∣∣∣
Hill
then
evolves over time with the chaser’s orbital manoeuvres throughout the close proximity
operations. The proposed solution estimates this rototranslation motion of the chaser de-
scribed by rotation RHillWRF and translation T
∣∣∣∣
WRF
. The final navigation solution of chaser
position ρ t
∣∣∣∣
Hill
which is required by the chaser’s GNC system, is then retrieved by Equ-
5.4. This problem formulation is depicted in Figure 5.3.
ρ t
∣∣∣∣
Hill
= ρ o
∣∣∣∣
Hill
+RHillWRFT
∣∣∣∣
WRF
(5.4)
In this proposed formulation, the relative orientation of the chaser is parameterised
by the quaternion q and defined with respect to its orientation at the first image of the
sequence at time t0. This relative orientation q and the chaser angular rate ω¯ estimates are
given in chaser attitude reference frame.
5.3.2 Feature Selection and Tracking
In the very first frame, the 2D points are the corner points extracted by the Good Fea-
tures To Track (GFTT) [117] feature detection algorithm. Then, the extracted features are
tracked by using the Kanade-Lucas-Tomasi (KLT) [132] feature-tracking algorithm. The
algorithm states that if a given image I(x,y) transforms to a new image J(x,y) due to some
interframe motion in between, this motion can then be described with a parametrised dis-
placement model (i.e. wrap function W (x,y; p)). This means that after the transformation,
image I(W (x,y; p)) should be the same as J(x,y). Therefore finding the parameters that
minimise the error between these image patches would give the displacement between
two images by optimising the parameters p in Equ-5.5.
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min
p ∑x,y
[I(W (x,y; p))− J(x,y)]2 (5.5)
Unfortunately, this formulation allows only small interframe motions which makes it
unsuitable for many real scenarios. [133] proposed the use of a pyramidal approach to
increase the robustness of the algorithm to larger interframe motions. In pyramidal KLT
the image patch I is used as the first level of the pyramid then the resolution of the image
patch is decreased by two at each level until the desired level of motion sensitivity has
been achieved by the Nth scale. Afterwards the displacement at the Nth scale between
the two images is minimised and this refinement is performed at each scale below the
Nth scale until the first level of refinement is performed. In this way, larger motions
(displacements) between image patches I(x,y) and J(x,y) can be estimated for the purpose
of the study.
One may argue that the target will experience rapid thermal variations and this would
violate the brightness consistency constraint of the KLT algorithm. Even though in the
long term, ADR targets might not seem to reach their thermal equilibrium due to orbital
dynamics, the findings from Chapter-3 suggested that the brightness constancy condition
is a valid assumption in the short term.
5.3.3 Structure Parameterisation
The 3D coordinate of each feature P = [Xw,Yw,Zw]> is described by its 2D image
location (uw,vw) at the first camera instance as inspired from Ref. [130, 131]. For a
feature with depth αw (i.e. the distance Zc between the feature and the detector along the
camera boresight), Equ-5.1 can be rearranged as Equ-5.6.
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
Xw
Yw
Zw
=

uw
vw
0
+αw

uwβ
vwβ
1
 (5.6)
This formulation allows 3D object points to be represented with a single estimation
parameter and a static pixel coordinate where the range and bearing information is sep-
arated, as in Ref. [134]. The advantage of this formulation is two fold. Firstly, the
number of estimation parameters related to object structure is decreased to one third. The
3D structure of the N feature points detected in the first frame are then described by the
structure parameters {α1w,α2w, . . . ,αNw }. The reduced number of parameters means a de-
crease in the processing time, which enables real time performances required by the ADR
scenario. Secondly, the undelayed initialisation of the structural parameters [62] is en-
abled for the ADR application domain where the depth of interest is limited to the target
distance.
One down side of this parameterisation is that points at infinity are not able to be
defined as in Ref.[135]. However, it enables undelayed initialisation of the structure,
unlike in Ref.[135], and has one sixth of the parameters required by Ref.[135]. Moreover,
the points at infinity are not likely to appear for the close proximity operations where the
target range is bounded.
All feature depths were initialised by using the approximate depth information of the
space debris which could be collected from a simple laser range finder at the first time
instance of the algorithm.
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5.3.4 Filtering
The ultimate goal of SLAM is to estimate the posterior on the vehicle’s instantaneous
pose st and the map m based on all given measurements z1:t and controls u1:t . When
this estimation is performed for a given time t, the specific name of the problem is called
online SLAM [136]. Often many online SLAM algorithms discard the past measurements
and the control inputs as soon as their process is completed. In these cases, the estimation
of states is performed in an incremental fashion [136].
Extended Kalman Filter SLAM (EKF-SLAM) is one of these approaches that per-
forms recursive estimates of the states (i.e. the vehicle pose and the map) from noisy
measurements, along with considering the system dynamics. In this formulation, the state
belief xt at a given time t is described by a Gaussian distribution that is parameterised by
its mean xˆt and covariance Pt (i.e. first and second moments of a probability distribution).
xt ∼N (xˆt ,Pt) (5.7)
This approach deals with systems whose kinematics are described by a set of first
order nonlinear differential equations which can be described as
x˙ = f (x,u)+w (5.8)
where x is a vector describing the system states, u is a vector describing the system control
inputs, f (x) is a nonlinear function of those states, and w is a random zero-mean process
noise. The process noise covariance matrix Q of the model is given by Equ-5.9. The
process noise is assumed to be time invariant and uncorrelated between the states.
Q = E(ww>) (5.9)
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Since the system is nonlinear, the system dynamics is linearised around its nominal
state trajectory [137] as
F =
∂ f (x)
∂x
∣∣∣∣
x=xt
(5.10)
The state transition matrixΦ required to propagate the belief xt−1 can then be approx-
imated by the first order Taylor expansion as
Φ= eF∆t ≈ I+F∆t (5.11)
The propagation of the belief with the state transition matrix is called the prediction
state and the outcome of this propagation is called the a priori estimate with mean x−t and
covariance P−t as shown in 5.12.
x−t =Φ xt−1
P−t =Φt Pt−1 Φ
>
t +Qt
(5.12)
The system measurement equation describing the nonlinear relationship between the
state x and the measurement z is given by
z = h(x)+v (5.13)
where v is the random zero-mean process describing the measurement noise. The mea-
surement noise covariance matrix R of the model and the linearisation of the measurement
function h(x) around the nominal state are given by Equ-5.14. The measurement noise is
assumed to be time invariant and uncorrelated between the states.
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R = E(vv>)
H =
∂h(x)
∂x
∣∣∣∣
x=xt
(5.14)
The predicted estimate x−t (i.e. a priori estimate of the state) is then updated with the
measurement residuals to find the posterior estimate xt as in Equ-5.15.
xt = x
−
t +Kt(z−Hx−t )
Kt = P−t H
>(HP−t H
>+R)−1
Pt = (I−KtH)P−t
(5.15)
where Kt is the Kalman gain, which defines the weight of the measurements in state esti-
mation, P−t is a covariance matrix representing the state estimate errors before the update
step, in other words the predicted covariance matrix, and Pt is a covariance matrix repre-
senting the state estimate errors after the update step. (z−Hx−t ) is called the innovation
describing the measurement residuals. High Kt values mean the estimator heavily re-
lies on the measurements and the process model is effectively not used for the posterior
estimates.
One advantage of EKF-SLAM is that a relationship between the states is created
through the covariance matrix Pt. This can be useful in monocular vision to keep the
scale of each feature point fixed to the scale of one feature and to avoid their individual
drifts as stated in [130]. However, its associated computational power also increases with
the number of states, which can be described by a computation complexity of O(n2) for n
states [136]. In texturally rich visual images, this can be quite an issue and EKF-SLAM
might not keep its real time processing due to a drastic increase of features over time.
On the other hand, infrared images are less textured and more blurred compared to their
visual counterparts. Therefore, fewer infrared features are expected to be available for the
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proposed scenario of ADR. For these reasons, EKF-SLAM was chosen for this problem
to estimate the relative pose st and the target structure m at the current time step t.
xt =
 s
m

t
(5.16)
For the purpose of the study, the relative pose s contains the chaser position T =
[Tx, Ty, Tz]> in WRF, the chaser angular rate ω = [ωx, ωy, ωz]> in WRF, and the inverse
focal length β of the camera.
s =
[
Tx, Tx, Tzβ , ωx, ωy, ωz, β
]>
(5.17)
The map m, which describes the target structure, contains the depth αw of N features
in WRF (Figure 6.1) and is formed as:
m =
[
α1, α2, . . . , αN
]>
(5.18)
Measurement Model
The system tracks the 2D projections of 3D features detected in the first frame and
described in WRF over time. The 3D features are transformed to the current camera
frame (i.e. CRF) by the given pose st for a given time t, as in Equ-5.19.

uc(1+αcβ )
vc(1+αcβ )
αcβ

CRF
=

1 0 0
0 1 0
0 0 β
δR ·CRFRWRF

uw(1+αwβ )−Tx
vw(1+αwβ )−Ty
αw− (Tzβ )/β

WRF
(5.19)
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where [uc,vc] and [uw,vw] are the image coordinates of the ith feature at the current frame
and the first frame, respectively. CRFRWRF represents a global rotation matrix describing
the rotation from WRF to CRF. This rotation is assumed to be constant at the instance
of the measurement update and stored outside the state variables. The incremental rota-
tion describing the inter frame rotation at a given time instance is described by δR and
parametrised by the unit quaternion δq.
This quaternion parametrisation avoids singularities in the description of the orienta-
tion. The last three parameters of the quaternion describe the rotation axis and the first
parameter is the scalar that describes the amount of rotation around the rotation axis. As-
suming the inter frame motion is small, it can be described in terms of the discrete time
‘rotational velocity’ (ωx,ωy,ωz) by using a small angle approximation as in Equ-5.20.
δq = (q0,q1,q2,q3)
= (
√
1− ε,ωx/2,ωy/2,ωz/2)
ε = (ω2x +ω
2
y +ω
2
z )/4
(5.20)
The corresponding incremental rotation matrix δR of the quaternion δq is given by
Equ-5.21 where the subscripts define the order of the parameter in the quaternion.
δR =

q20+q
2
1−q22−q23 2(q1q2−q0q3) 2(q1q3+q0q2)
2(q1q2+q0q3) q20−q21+q22−q23 2(q2q3−q0q1)
2(q1q3−q0q2) 2(q2q3+q0q1) q20−q21−q22+q23
 (5.21)
By representing the global rotation matrix R in the form
R =

r11 r12 r13
r21 r22 r23
r31 r32 r33
 (5.22)
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and rearranging Equ-5.19, Equ-5.20 and Equ-5.21, the measurement function h(x) can be
expressed as:
uc
vc
= 11+αcβ
A(Tx−uw(1+αwβ ))+B(Ty− vw(1+αwβ ))−C
(
αw− Tzββ
)
D(Tx−uw(1+αwβ ))+E (Ty− vw(1+αwβ ))−F
(
αw− Tzββ
)

(5.23)
where
βαc = G(Tx−uw(1+αwβ ))+H(Ty− vw(1+αwβ ))− I
(
αw− Tzββ
)
(5.24)
and
A = r11
(
ω2y +ω2z
2
−1
)
+ r21
(
ωz
√
1− ε− ωxωy
2
)
− r31
(
ωy
√
1− ε+ ωxωz
2
)
,
B = r12
(
ω2y +ω2z
2
−1
)
+ r22
(
ωz
√
1− ε− ωxωy
2
)
− r32
(
ωy
√
1− ε+ ωxωz
2
)
,
C = r13
(
ω2y +ω2z
2
−1
)
+ r23
(
ωz
√
1− ε− ωxωy
2
)
− r33
(
ωy
√
1− ε+ ωxωz
2
)
,
D = r21
(
ω2x +ω2z
2
−1
)
− r11
(
ωz
√
1− ε+ ωxωy
2
)
+ r31
(
ωx
√
1− ε− ωyωz
2
)
,
E = r22
(
ω2x +ω2z
2
−1
)
− r12
(
ωz
√
1− ε+ ωxωy
2
)
+ r32
(
ωx
√
1− ε− ωyωz
2
)
,
F = r23
(
ω2x +ω2z
2
−1
)
− r13
(
ωz
√
1− ε+ ωxωy
2
)
+ r33
(
ωx
√
1− ε− ωyωz
2
)
,
G = r31
(
ω2x +ω2y
2
−1
)
+ r11
(
ωy
√
1− ε− ωxωy
2
)
− r21
(
ωx
√
1− ε− ωyωz
2
)
,
H = r32
(
ω2x +ω2y
2
−1
)
+ r12
(
ωy
√
1− ε− ωxωy
2
)
− r22
(
ωx
√
1− ε− ωyωz
2
)
,
I = r33
(
ω2x +ω2y
2
−1
)
+ r13
(
ωy
√
1− ε− ωxωy
2
)
− r23
(
ωx
√
1− ε− ωyωz
2
)
(5.25)
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Process Model
Assuming the inter frame motion is very small, the system dynamics can be modelled
by the process noise, and the process model F describing the system dynamics can be
considered to be static. Therefore, the state transition matrix Φ became an identity matrix
I(7+N×7+N) for N state describing the structure of the space debris. In the filter initiali-
sation, one of the extracted features’ covariance is set to zero to fix the scale of the other
feature depths, since EKF-SLAM links all the state variables through the covariance Pt as
described earlier.
In conclusion, the problem is described by the state vector of 7+N parameters with 6
motion parameters, one camera parameter and N structure parameters, where the global
rotation R and the 2D points extracted from the reference camera frame (i.e. the first
frame) are kept outside the estimation. In order to account for the effect of the camera fo-
cal length and to create sensitivity to camera motion along Tz, the estimation of translation
is performed using a Tzβ parametrisation.
5.4 Experimental Work
In this section, the performance of the algorithm is analysed under four different data
sets: two synthetic data sets, one collected from an infrared simulator and one real infrared
image dataset. In the synthetic dataset, feature tracking is simulated without using feature
detection and tracking algorithms.
5.4.1 Smooth Translational Motion in Simulation Environment
This experiment tested the performance of the proposed algorithm in a synthetic en-
vironment where the feature detection and tracking were fully simulated. The four faces
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of the 6m×6m×6m cuboid structure were populated with artificial 3D feature points
as shown in Figure 5.4 and located at a 20m range from the camera (i.e. ρ o
∣∣
Hill =
[0 0 −20m]>). By taking into account the occlusion of a face by the others, the simu-
lation environment projects the 3D points of this cubical structure on to the image plane
and provides their pixel coordinates for a camera with the properties given in Table-5.1.
Then the target is put under a translational motion, as shown in Figure 5.5. The posi-
tion and the attitude of the chaser are represented by the camera symbol and the labelling
describes the time instance of given pose.
Table 5.1: Camera properties of synthetic dataset.
Property Value
Resolution 640x480
HFOV 69◦
VFOV 56◦
Focal length 9mm
Pixel size 17µm
This experimental setup investigates the performance of the algorithm for different
noise levels representing feature point localisation errors. First, the performance in a
noise free environment was analysed to understand how long it would take for the filter
to converge and what the estimation errors would be in the ideal case. The estimation
error of the filter should converge to zero when the measurements are without error. The
duration of the state convergence was defined as the time required for the state error to be
stable and be within the uncertainty bounding box.
Figure 5.7 shows the pose estimation errors of the algorithm for a measurement fre-
quency of 10Hz without any noise. The dashed lines in Figure 5.7 describe the uncertainty
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Figure 5.4: Synthetically generated 3D points
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Figure 5.5: Trajectory of smooth translational motion in Hill frame
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bounding box (i.e. the covariance Pk of the belief) of the filter states (Tx,Ty,Tzβ ,ωx,ωy,ωz).
As expected, the estimation errors remained within the uncertainty bounds and the uncer-
tainty of the estimation decreased as the number of observations increased over time.
Since the rotation information (i.e. quaternion q) was kept outside of the filter formula-
tion, the orientation error described in Figure 5.7(g) and Figure 5.7(h) did not have any of
the uncertainty bounding box that was predicted by the filter.
The maximum estimation errors in the translational and rotational components were
less than 2.5% of the operating range and less than 1.6 degrees respectively. These are
well below the VGS measurement accuracy requirements given in Table-2.3. Table-5.2
shows the error statistics for each estimated parameter in WRF over time. The orientation
errors are described by the euler angle rotations based on the small angle approximation
(i.e. the sequence of Euler angles is not important).
Table 5.2: Pose error statistics for synthetic dataset at 10 Hz without noise
Tx [m] Ty [m] Tz [m] ωx [o/s] ωy [o/s] ωz [o/s]
Mean −5.9 ·10−2 −1.1 ·101 4.4 ·10−3 2.1 ·10−6 1.8 ·10−6 5.2 ·10−7
Std 1.5 ·10−1 6.8 ·100 4.4 ·10−2 1.8 ·10−6 7.0 ·10−3 1.0 ·10−4
yaw [o] pitch [o] roll [o]
Mean 4.3 ·10−3 −1.9 ·10−1 −1.8 ·10−1
Std 9.1 ·10−3 5.3 ·10−1 4.7 ·10−1
Figure 5.8(a-b) show the errors for each structural parameter (i.e. depth of features
in CRF) over time. At the 50th second, all feature depth errors fall below 2 ·10−2 m
which is less than 0.0033% of the target dimensions. As expected, the estimation errors
remained within the uncertainty bounding box after the 40th second and decreased as the
number of observations increased over time. Table-5.3 shows the error statistics for each
estimated parameter of pose. Since feature-11 was used to fix the feature depth scale, the
mean and the standard deviation of the error are zero. An erroneous initialisation of this
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(a) Tx error (b) Ty error
(c) Tz error
(d) ωx error (e) ωy error
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(f) ωz error
q0
q1
q2
q3
(g) Orientation error (Quaternion)
Yaw
Pitch
Roll
(h) Orientation error (Euler Angles)
Figure 5.7: Pose errors for synthetic dataset at 10Hz without noise
feature depth is unrecoverable due to the unobservability of absolute scale in monocular
odometry. Figure 5.8(c-d) shows the estimation error of the depth for a particular feature,
which had the highest mean error. As can be seen in Figure 5.8(c), the initialisation of this
feature had significant error, however, the final error decreased to less than one hundredth
of its initial error.
Following this, different noise levels were added to the pixel coordinates of the 2D
feature projections for the same trajectory and target. Figure 5.9 shows the estimation er-
rors of the algorithm for position T when the pixel coordinates are under the influence of
a Gaussian noise of N (0,0.1) pixel and N (0,0.5) pixel respectively. The dashed lines
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(a) Depth error of all features (b) Depth error of all features zoom
(c) Depth error of feature-19 (d) Depth error of feature-19 zoom
Figure 5.8: Structure errors for synthetic dataset at 10Hz without noise
in Figure 5.9 describes the uncertainty bounding box of the filter states (Tx,Ty,Tzβ ). As
expected, the measurement noise impacted the mean estimation by adding some fluctua-
tions. The errors in T were less than 2.5% and 7.5% of the operating range for the sim-
ulation data with noise of N (0,0.1) pixel and N (0,0.5) pixel noise respectively. They
were again well below the VGS measurement accuracy requirements given in Table-2.3.
Figure 5.10 shows the estimation errors of the algorithm for the angular velocity ω
when the pixel coordinates are under the influence of a Gaussian noise of N (0,0.1)
pixel and N (0,0.5) pixel respectively. The dashed lines in Figure 5.10 describes the
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Table 5.3: Feature depth error statistics for synthetic dataset at 10Hz without noise.
ID Mean [m] Std [m]
9 −4.3 ·10−2 1.0 ·10−1
10 −2.9 ·10−2 6.9 ·10−2
11 0 0
12 −2.2 ·10−2 5.7 ·10−2
13 −3.0 ·10−2 7.7 ·10−2
14 −1.5 ·10−1 3.2 ·10−1
15 −1.3 ·10−1 2.9 ·10−1
16 −1.2 ·10−1 2.7 ·10−1
17 −1.1 ·10−1 2.7 ·10−1
18 −1.2 ·10−1 2.7 ·10−1
19 −2.6 ·10−1 5.7 ·10−1
20 −2.4 ·10−1 5.4 ·10−1
21 −2.2 ·10−1 5.1 ·10−1
ID Mean [m] Std [m]
22 −2.1 ·10−1 5.0 ·10−1
23 −2.1 ·10−1 5.0 ·10−1
24 −1.2 ·10−1 2.8 ·10−1
25 −1.2 ·10−1 2.7 ·10−1
26 −1.1 ·10−1 2.7 ·10−1
27 −1.2 ·10−1 2.8 ·10−1
28 −1.3 ·10−1 3.0 ·10−1
29 −2.2 ·10−1 5.1 ·10−1
30 −2.1 ·10−1 5.0 ·10−1
31 −2.2 ·10−1 5.1 ·10−1
32 −2.3 ·10−1 5.2 ·10−1
33 −2.4 ·10−1 5.5 ·10−1
uncertainty bounding box of the filter states (ωx,ωy,ωz), which the estimation errors still
remained within.
Figure 5.11 shows the orientation errors when the pixel coordinates are under the
influence of a Gaussian noise of N (0,0.1) pixel and N (0,0.5) pixel respectively. The
maximum errors in orientation were less than 2 degrees and 5 degrees for the dataset
under the influence of N (0,0.1) pixel and N (0,0.5) pixel noise respectively. During
this experiment, it was observed that the increased noise in the measurements affected the
duration of the filter convergence. Table-5.4 and Table-5.5 show the error statistics for
each estimated pose parameter under the different noise values. The standard deviation
and the mean errors were increased as the level of noise was increased. The orientation
errors are described by euler angles based on the small angle approximation. The mean
of the estimation errors are within the VGS measurement accuracy requirements given in
Table-2.3.
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(a) Tx errorN (0,0.1) pixel (b) Ty errorN (0,0.1) pixel (c) Tz errorN (0,0.1) pixel
(d) Tx errorN (0,0.5) pixel (e) Ty errorN (0,0.5) pixel (f) Tz errorN (0,0.5) pixel
Figure 5.9: Translation errors for synthetic dataset at 10Hz with pixel noise ofN (0,0.1) (first row) andN (0,0.5) (second row)
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(a) ωx errorN (0,0.1) pixel (b) ωx errorN (0,0.1) pixel (c) ωx errorN (0,0.1) pixel
(d) ωx errorN (0,0.5) pixel (e) ωy errorN (0,0.5) pixel (f) ωz errorN (0,0.5) pixel
Figure 5.10: Angular velocity errors for synthetic dataset at 10Hz with pixel noise of N (0,0.1) (first row) and N (0,0.5)
(second row)
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Table 5.4: Pose error statistics for synthetic dataset at 10Hz withN (0,0.1) pixel noise
Tx [m] Ty [m] Tz [m] ωx [o/s] ωy [o/s] ωz [o/s]
Mean −8.7 ·10−2 −1.1 ·101 1.8 ·10−2 6.8 ·10−5 2.1 ·10−5 −4.3 ·10−6
Std 1.9 ·10−1 6.8 ·100 6.8 ·10−2 1.9 ·10−2 1.7 ·10−2 1.1 ·10−2
yaw [o] pitch [o] roll [o]
Mean 2.7 ·10−2 −3.2 ·10−1 −2.5 ·10−1
Std 1.7 ·10−2 7.1 ·10−1 6.4 ·10−1
q0
q1
q2
q3
(a) Orientation error (Quaternion)N (0,0.1)
Yaw
Pitch
Roll
(b) Orientation error (Euler Angles)N (0,0.1)
q0
q1
q2
q3
(c) Orientation error (Quaternion)N (0,0.5)
Yaw
Pitch
Roll
(d) Orientation error (Euler Angles)N (0,0.5)
Figure 5.11: Rotational errors for synthetic dataset at 10Hz with pixel noise ofN (0,0.1)
andN (0,0.5)
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Table 5.5: Pose error statistics for synthetic dataset at 10Hz withN (0,0.5) pixel noise
Tx [m] Ty [m] Tz [m] ωx [o/s] ωy [o/s] ωz [o/s]
Mean −3.4 ·10−1 −1.1 ·101 2.4 ·10−1 7.6 ·10−5 1.5 ·10−4 8.0 ·10−6
Std 4.7 ·10−1 6.8 ·100 2.7 ·10−1 8.4 ·10−2 8.4 ·10−2 1.0 ·10−1
yaw [o] pitch [o] roll [o]
Mean 2.4 ·10−1 −1.5 ·100 −1.2 ·100
Std 1.0 ·10−1 1.8 ·100 1.5 ·100
Figure 5.12 shows the errors in all feature depth estimations when the pixel coordi-
nates are under the influence of a Gaussian noise ofN (0,0.1) pixel andN (0,0.5) pixel
respectively. The dashed lines in Figure 5.12 describe the uncertainty bounding box of
the filter states (α1,α2, · · · ,αN). The effect of the measurement noise levels was observed
as higher filter convergence times. However, certain features (e.g. those shown in Fig-
ure 5.13) did not completely converge.
This experiment tested a possible ADR trajectory to understand the behaviour of pro-
posed solution within its design considerations. The algorithm was evaluated under dif-
ferent levels of measurement noise to characterise its effects. The results showed that
proposed algorithm can provide good results, however, the estimates became more erro-
neous as the noise increases.
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(a) Depth ErrorN (0,0.1) (b) Depth Error ZoomN (0,0.1)
(c) Depth ErrorN (0,0.5) (d) Depth ErrorN (0,0.5)
Figure 5.12: All feature’s depth estimation errors for synthetic dataset at 10Hz with pixel
noise ofN (0,0.1) andN (0,0.5)
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(a) Depth ErrorN (0,0.1) (b) Depth Error ZoomN (0,0.1)
(c) Depth ErrorN (0,0.5) (d) Depth ErrorN (0,0.5)
Figure 5.13: Depth estimation error for the feature of the highest estimation error at 10Hz
with pixel noise ofN (0,0.1) andN (0,0.5)
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5.4.2 Trajectory With Manoeuvres in Simulation Environment
This scenario simulated a set of forced translational manoeuvres during the final ap-
proach phase of the close proximity operations. The target attitude was assumed to be
controlled and 3-axis stabilised. The same target structure as in the previous section
was used in this experiment (Figure 5.4). The feature tracking errors were simulated by
the pixel coordinate noise N (0, σ2) where σ = 0.15pixel. In Figure 5.14, the true tra-
jectory is depicted by a number of camera figures alongside their associated time tag.
In this simulation, the target trajectory started at ρ o
∣∣
Hill = [0 0 −20m]> and finished at
ρ o
∣∣
Hill = [0 0 −17.5m]>. This experiment analysed the performance of the algorithm
when a constant velocity model was considered for the kinematics equation, under a con-
stant magnitude of velocity (i.e. only changing the direction of the velocity).
Figure 5.14: True relative motion of the chaser in Hill frame
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In order to be more realistic, the generated 2D points were pre-processed in such a way
that features occasionally disappeared from the virtual image for a certain period of time,
as given in Table-5.6. This modification imitates a common problem in feature tracking
algorithms: temporarily losing the feature during the tracking. During this process, the
data association between the filter states corresponding to feature depth and the virtually
projected features was assumed to be known.
Table 5.6: Unavailability statistics of features.
Feature ID Unavailability duration [s]
1 · · · 8 [70,90]
9 · · · 14 [60,80]
15 · · · 19 [50,70]
20 · · · 25 [40,60]
Figure 5.16 shows the pose estimation errors of the algorithm processed with a mea-
surement frequency of 10Hz. The dashed lines in Figure 5.16 describe the uncertainty
bounding box of the filter states (Tx,Ty,Tzβ ,ωx,ωy,ωz). As expected, the estimation er-
rors mostly remained within the uncertainty region and the uncertainty of the estimation
decreased as the number of observations increased over time. Based on the described
criteria earlier (i.e. estimation error being within the uncertainty bounding box), the es-
timation converged at around the 60th second. The effects of feature unavailability at
specific times were observed as step variations in estimation uncertainties, as depicted in
Figure 5.16. Disappearing features enlarged the uncertainty window whereas appearing
features shrunk the uncertainty window. Even though the scaling feature (i.e. feature ID
= 3) was not observed during the time period of [70s−90s], its effect on pose estimation
was not significant compared to other disappearing sets of features. By this time the scales
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of the other features which were related to this reference feature through the covariance
matrix, were reasonably well established.
(a) Tx error (b) Ty error
(c) Tz error
(d) ωx error (e) ωy error
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(f) ωz error
q0
q1
q2
q3
(g) Orientation error (Quaternion)
Yaw
Pitch
Roll
(h) Orientation error (Euler Angles)
Figure 5.16: Pose errors for synthetic dataset at 10Hz under manoeuvring trajectory
As expected with monocular camera estimations, there was some error accumulation
along the WRF z-axis over the simulation time, leading to a noticeable bias. The effect of
disappearing features was distinctly observable on the estimation covariances, as depicted
in Figure 5.16. The maximum error values in the translational components were less than
2.5% of the operating range and in orientation were less than 1.8 degrees. These were
well below the VGS measurement accuracy requirements given in Table-2.3. Table-5.7
shows the error statistics for each estimated pose parameter.
Figure 5.17 shows the error of each structure parameter (i.e. depth of features in
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Table 5.7: Pose error statistics for synthetic dataset at 10Hz with noise
Tx [m] Ty [m] Tz [m] ωx [o/s] ωy [o/s] ωz [o/s]
Mean −2.0 ·10−2 −2.5 ·10−1 −2.4 ·10−2 −4.4 ·10−5 8.6 ·10−5 2.4 ·10−5
Std 2.1 ·10−1 9.9 ·10−1 3.3 ·10−2 3.9 ·10−2 4.0 ·10−2 2.0 ·10−2
yaw [o] pitch [o] roll [o]
Mean 1.0 ·10−2 −9.2 ·10−2 −3.5 ·10−11
Std 4.5 ·10−2 7.9 ·10−1 7.2 ·10−1
WRF) over time. At the end of the sequence, all feature depths had an estimation error
below 0.7 metres which was aligned with the error in translational motion estimation
along the z-axis of WRF. A bias was present in the estimation error of all features except
in the reference feature whose covariance was set to zero to fix the scale of other features
relative to this particular feature. The farther the feature in the 3D world from the camera,
the higher this bias error was found to be. This suggested the existence of a correlation
between the target range and the estimation errors.
(a) Depth error of all features (b) Depth error of all features zoom
Figure 5.17: Structure estimation errors for synthetic dataset at 10Hz under manoeuvring
trajectory
Figure 5.17 shows the estimation error for the structure parameters (i.e. depth of
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features in WRF) over time for each group based on the feature unavailability given in
Table-5.6. The unavailability of each group is depicted with a grey rectangle for the
respective time slot in Figure 5.19. In general, the structure errors decreased over time as
the number of observations increased. The effect of reappearing features (i.e. re-starting
the tracking of the lost feature) was observed as a decreasing uncertainty window as well
as a steep decrease in estimation errors in structure, as shown in Figure 5.19.
Figure 5.20 shows the estimated 3D structure with red points, where the crossing
black lines represents the uncertainties in the depth estimations. The 3D structure was
similar to a pyramid (Figure 5.20) which suggested that the scales of the features were
fixed to the scale of the reference feature, as intended. Each feature’s depth had different
uncertainties that was linked to the duration and the time of their synthetic occlusion. The
centre feature (i.e. feature ID = 3) which was used as the scaling feature, did not have any
uncertainty in its estimation and the actual error on its estimation describes the final error
which cannot be recovered without additional information providing the scale.
144 CHAPTER 5. REL. NAV. FOR PARTIAL. COOP. TARGETS
(a) Depth error of features [1 · · ·8] (b) Depth error of features [1 · · ·8] zoom
(c) Depth error of features [9 · · ·14] (d) Depth error of features [9 · · ·14] zoom
(e) Depth error of features [15 · · ·19] (f) Depth error of features [15 · · ·19] zoom
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(g) Depth error of features [20 · · ·25] (h) Depth error of features [20 · · ·25] zoom
Figure 5.19: Structure estimation errors for synthetic dataset at 10Hz under manoeuvring
trajectory
Figure 5.20: Reconstruction of the target in world frame with the depth estimates of final
frame. Black lines denote the uncertainty of the feature.
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5.4.3 Quasi-Rotational Motion in CounterSim Environment
This experiment analyses the performance of the algorithm under complex motion.
The chaser performs a fly-around like motion whilst continuously pointing at the target.
The rotation axis required for the target pointing is around the x-axis in the target atti-
tude reference frame and the magnitude of the target rotation rate is constant at a rate
of 5 deg/s. The performed rototranslational motion can be seen in Figure 5.21. Since
the chaser points at the target’s CoM, the translational and orientational motions of the
chaser would be coupled. This experiment analyses the performance of the algorithm
under variable velocity conditions.
Target
Chaser
Chaser
Chaser
Chaser
Chaser
Repeating Trajectory
x y
z
Figure 5.21: The rototranslational motion of chaser in Hill frame
A 3D model similar to real space debris (i.e. ENVISAT, an old Earth observation
satellite) was chosen as the target in the simulation. The infrared environment is simu-
lated in CounterSim [105] based on the thermal analysis and signature estimation of a
LEO target, as detailed in Chapter-3. Since the tool was not able to simulate the time
variations in infrared signatures, the target is considered to be warm and in a thermally
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stable condition, meaning that the heat influx is at its maximum. For this experiment, a
simulated camera with properties given in Table-5.9 is used. Figure 5.22 shows some of
the infrared images generated by CounterSim [105] for this simulation at specific times.
(a) t0 (b) t = 8th second (c) t = 16th second
(d) t = 24th second (e) t = 32th second (f) t = 40th second
(g) t = 48th second (h) t = 56th second (i) t = 62th second
Figure 5.22: Target simulated in CounterSim and the 2D points
From the first frame of the CounterSim sequence, 24 feature points were selected man-
ually and then these points were tracked by the pyramidal KLT [133, 132] feature tracker
for the entire sequence. This manual selection of features was carried out to establish the
ground truth of the tracked features from their known 3D coordinates.
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(a) Ground truth and the estimate of ω
(b) ωx error (c) ωy error
(d) ωz error
Figure 5.23: Estimation and ground truth of angular rate ω for quasi-rotational motion
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Figure 5.23 shows the estimation errors in the rotation rate ω . Around the time in-
stances when the direction of the angular velocity was changed (e.g. 7th second), the
estimation errors were outside of the uncertainty bounding box for a very short period
of time. This was due to the adaptation of the filter to the sudden variations in angular
motion. This was expected since the motion model is based on a constant velocity model.
Figure 5.25(a) shows the estimation of the orientation along with the ground truth.
The error quaternion between these two quaternions are given in Figure 5.25(b), and,
by employing the small angle approximation, their corresponding Euler angle errors are
given in Figure 5.25(c). The error in roll was observed to be the highest, but at all times it
was less than 5 degrees. This is linked to the adaptation of the filter to the chaser’s sudden
trajectory changes along the z-axis of the Hill frame which corresponds to the y-axis of
the WRF.
Figure 5.26 shows the ground truth and the estimated value of translation for each
axis. Because the orientation and translation are coupled in this formulation, the estima-
tion error in the relative translation T exhibits a similar pattern to the error in relative
orientation q. The overall scale of the estimated translation is unknown for a monocular
camera system without additional information. This is reflected by the estimation errors
being out of the uncertainty bounding box for certain parts of the trajectory.
Figure 5.27 shows the errors in the structural depth, α , estimations. The depth of the
features is described in the WRF. Figure 5.27(d) presents a mismatch between the 2D
points and ground truth 3D points. Although some level of convergence is observed in the
depth of features, a bias of 0.2m is observed for more distant features and 0.1m for the
features that are closer to chaser.
Moreover, there are instabilities in the depths of the closer features, as shown in Fig-
ure 5.27. It is suspected that these instabilities are caused by sudden motion, where the
motion changes its direction which cannot be compensated by the noise in the process
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(a) Ground truth and the estimate of q
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(b) Orientation error (Quaternion)
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(c) Orientation error (Euler Angles)
Figure 5.25: Estimation error in quaternion q for quasi-rotational motion
model. As expected, the closer features had better convergence. As before, the ratio
between the depths is the same as the ratio in the Pure Translation Motion experiment.
Overall, the chaser trajectory is tracked reasonably well. The errors in pose estima-
tions mainly occur at the time instances of sudden trajectory changes. These variations
were tolerated the most in the rotational rate estimations. This is linked to the fact that the
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(a) Ground truth and the estimate T
(b) Tx error (c) Ty error
(d) Tz error
Figure 5.26: Estimation and ground truth of translation T for quasi-rotational motion
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(a) Depth error (b) Depth error zoom
(c) 3D reconstruction (d) 3D reconstruction shown in y-z plane
Figure 5.27: Structure estimation errors for synthetic dataset at 10Hz under manoeuvring
trajectory for quasi-rotational motion, each parameter is given with a different color
motion derivative state was directly linked to the measurements. However, the orienta-
tion parametrisation q was left out of the state vector and accumulated error without any
measurement update. Even though the translational motion T is in the state vector, it is
linked to the measurements through the erroneous global orientation R, and this affected
its estimation performances under a trajectory that was not smooth.
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5.4.4 Real Infrared Imagery Dataset
This experiment uses real infrared images captured at the ESTEC GNC Testing Fa-
cilities located in Noordwijk, the Netherlands. The experimental set-up consisted of a
collaborative robotic arm (Table 5.8) that is mounted on a static robotic arm, a thermally
representative target which was placed on a stand, a LWIR camera (Table 5.9) and a lap-
top to store the data, as shown in Figure 5.28. The precise positioning of the robotic arm,
which holds the camera, was recorded by using the Vicon Motion Capture System (VI-
CON) [138]. The motion capture system consists of seven NIR cameras to track the small
NIR reflective balls which were placed on the target and the LWIR camera.
Figure 5.28: Experimental setup
Since the analysis was performed in a non-vacuum environment, the required contrast
with respect to the background at room temperature was achieved by heating the target
which was a rectangular prism of 192×111×61mm with particular surface coatings (Fig-
ure 5.29). The target had two types of surface coatings, with different emissivity values
which provided sufficient contrast in the infrared signatures when above room tempera-
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Table 5.8: Robotic arm properties.
Property Value
Reach 850mm
Payload ≤ 5kg
Repeatability ±0.1mm
Table 5.9: Camera properties of GOBI-384
Property Value
Detector Uncooled microbolometer
Resolution 384×288
HFOV 29.9◦
Focal length 18mm
Aperture f/1
Pixel size 25µm
Spectral range 8µm - 14µm
Frame rate 23Hz
NETD ≈ 50mK at 30◦C
Figure 5.29: Target in visual (right) and in LWIR (left). LWIR imagery with contrast
enhancement of the image acquisition software (left)
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ture. Due to the optical properties of these target coatings, the VICON system required
a very delicate calibration. Even with these careful adjustments the VICON system oc-
casionally lost the tracking of the target. The missing data was interpolated and overall
data was smoothed based on the given robotic arm trajectories. The generated thermal
environment represented an eclipse condition in an ADR scenario based on the findings
of the estimated infrared signature in Chapter 3.
(a) t0 (b) t = 27th second (c) t = 48th second
(d) t = 70th second (e) t = 87th second (f) t = 100th second
(g) t = 122nd second (h) t = 144th second (i) t = 153rd second
Figure 5.30: Target observed by the GOBI camera (The image contrast is enhanced for
visualisation purposes)
The performance of the algorithm was tested for a scaled version of phase-[H] (Fig-
ure 2.7) which could typically last for 15-20 minutes. Considering the limitations of the
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experimental set-up, the trajectory needed to be scaled down by 1:25 and conducted for
∼ 150 seconds. In the orbital scenario, the respective measurement rate of this set-up
would be ∼ 4 Hz. Figure 5.30 shows a set of thermal images captured during the experi-
ment.
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(a) Ground truth and the estimate T
(b) Tx error (c) Ty error
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(d) Tz error
Figure 5.32: Estimation and ground truth of translation T for real infrared imagery setup
Figure 5.32 shows the translational motion of the chaser with respect to the world co-
ordinate frame. As expected from monocular camera estimations, an error accumulation
along the z-axis had been observed over time. However, the estimation of translation T
followed the direction of the translational motion in general. At the end of the experi-
ment, the estimation errors were 1%, 1.5% and 5% of the target range in x,y and z axes,
respectively. These errors were within the required measurement accuracy of VGS given
in Table-2.3.
Figure 5.33 shows the rotational motion of the chaser with respect to the world coor-
dinate frame. The global rotation matrix R error was found to be less than two degrees.
An accumulation of error over time was observed in yaw. This was linked to the poor
camera calibration caused by the large camera pixel pitch values. Since the target had a
significant displacement in this approach trajectory, the barrel effect of the camera (i.e.
increasing distortion at image edges due to lens imperfections) caused by poor calibration
became more apparent.
All detected features were on a planar surface. Figure 5.34 shows the reconstruction of
the target in WRF. In this particular case, the observed face of the target was planar. With-
out a priori knowledge on the target shape, the filter well estimated the planar structure of
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Figure 5.33: Estimation error of angular rate ω and quaternion for real infrared imagery
set-up
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Figure 5.34: Reconstruction of the target from different viewpoints in WRF
the target surface.
The poor resolution and large pixel size of the infrared camera that was used during
the experiment (384×288pixel) contributed to estimation errors. The errors of the feature
detection algorithms are higher in low resolution, low textured images compared to high
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resolution textured images. For a camera with the same focal length, a higher pixel pitch
(i.e. low resolution) describes a larger metric area and therefore small localisation errors
are reflected as bigger errors in the metric world.
Generally speaking, visual cameras that are used in vision community have better res-
olution (e.g. resolution of 1024×1024pixel and pixel size of 9µm) which can provide
highly accurate results. Furthermore, the camera used in this experiment had a very shal-
low depth of field in which the target was in focus for only certain period of time during
the trajectory.
(a) t0 (b) t = 100th second)
Figure 5.35: Target cropped from the image (zoomed)
Since focal length is included within the state parameters, focus adjustment during
the course of this experiment caused other complications in the algorithm. Therefore, the
camera was kept in focus for a range of 1.1m, which corresponds to the distance of the
last 50 seconds of the trajectory, in order to deal with known error source of unfocused
camera rather than the poor camera calibration. Figure 5.35 shows the effect of focusing
from different ranges with target cropped frames. Even though the quality of the images
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were not able to kept the same throughout the trajectory, the proposed algorithm still
provided good results.
The performance of feature detection algorithms decreased with increasing blur. In
this experimental case, the initial frames were the most blurred ones therefore the mea-
surements were more misleading. Considering that monocular vision cannot resolve the
depth information, poor recovery of depth was expected since the estimated depth by the
time of the focused images was erroneous.
Overall, the chaser trajectory was tracked reasonably well. The error in pose estima-
tions mainly increased over time as the chaser got closer to the target. This was linked to
the poor calibration of the camera and short depth of field with respect to the performed
trajectory. The low spatial resolution of the camera was reflected by a poor localisation
of the calibration board and therefore the achieved calibration was limited.
5.5 Conclusions
The appearance of objects under direct solar illumination is expected to be smoother
in infrared when compared to the reflection of visible light from reflecting surfaces, such
as multi-layer insulation. In such cases, thermal imagery has advantages over visual sen-
sors. It can provide continuous information without being affected by the illumination
conditions, such as eclipse and solar glare. Infrared imagery acquires information about
thermal appearance of the target. This is very beneficial for cases especially such as ADR
where there are more unknowns than many different types of rendezvous.
The performance of the proposed algorithm was evaluated using the simulation data.
The effects of noise levels in feature detection and tracking were seen as the estimation
errors. The algorithm was tested using real thermal infrared image dataset where a num-
ber of issues related to experimental set-up were identified. It is found out that the camera
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properties had significant effect on the performance of feature detection and tracking al-
gorithms. Therefore, the camera selection should take into account the complications of
scaling ADR trajectory into an experimental set-up dimensions.
This study has proven that infrared imagery could provide sufficient information for
relative navigation purposes in ADR without the need for knowing the target model accu-
rately. The SLAM based approach was shown to be suitable for infrared imagery where
the target appearance model cannot be provided due to limited information. The proposed
relative navigation solution provided the relative orientation and translation of a partially
cooperative ADR target. The parametrisation in this formulation reduced the number of
estimated states to nearly one third of Ref.[57], which is important for the computationally
limited environment of space systems. Since the proposed method employed a monocular
camera, the navigation solution provides information up to an unknown scale factor, sug-
gesting that the solution needs to be augmented with additional range information. The
proposed infrared monocular method can be used as supplementary information for other
relative navigation applications.
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6.1 Motivation
The previous chapter presented an approach for partially cooperative targets that had
a stable attitude profile allowing the continuous observation of one particular part of the
space debris throughout the whole trajectory. Addition of new features due to relative mo-
tion (e.g. a tumbling target) was not possible with the algorithm presented in Chapter-5
since it was comparing the current camera frame with a reference frame that was es-
tablished by the first image of the sequence. Furthermore, the static target and moving
camera formulation was found to be accumulating estimation errors for complex motion
cases like the target pointing trajectories where the translational and rotational motions
were coupled. Moreover, the smooth trajectory assumption of the chaser was found to
be unrealistic for possible manoeuvring trajectories of the chaser especially due to the
coupling effect between rotational and translational motions. Finally, the approach based
on the constant monitoring and recognition of features from the first frame throughout the
entire image sequence is considered to be insufficient for the required robustness in the
ADR scenario especially for tumbling targets. This fact is also valid for visual cameras.
To overcome these problems, this chapter describes an infrared based relative nav-
igation method which exploits the motion derivative information (i.e. translational and
angular velocity). This proposed solution covers a larger variety of trajectories than the
6.2. PROPOSED METHOD 165
previous approach since the apparent motion is not assumed to be smooth and is not con-
strained in terms of continuous observation of a particular part of the target. The details
of the relative navigation solution are given with the following chapter structure. First,
the feature selection and tracking procedure are described. Second, the formulation of
the target chaser geometry in the context of computer vision and its benefits are given.
The filter structure is detailed with the considered measurement and process models. A
specific filter tuning strategy for infrared based systems within the application domain
is described. Following this, a smart initialisation procedure that allows a faster filter
convergence with limited observation due to unfortunate motion (e.g. tumbling), is de-
tailed. Finally, the performance of the method is tested on simulation data and concluding
remarks are provided.
6.2 Proposed Method
The algorithm proposed in this study was designed to use monocular infrared imagery
for relative navigation towards targets under complex relative motion (e.g. a tumbling
target). Considering the target being uncooperative in ADR, a SLAM based approach,
which was inspired from an absolute navigation application [139], is suggested as a solu-
tion. The algorithm consists of three main parts: feature selection & tracking, Bayesian
estimation, and adding new landmarks to the system. This chapter provides the details of
these parts and the problem formulation which differs from the previous chapter.
6.2.1 Problem Formulation
The objective of SLAM algorithms is to estimate the ego-motion of a vehicle with
respect to a static environment (e.g. planetary terrain) in which the vehicle’s motion (e.g.
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planetary rover) induces uncertainties in these relative pose estimations and to simultane-
ously construct a map (estimate the 3D structure) of the stable environment in which the
vehicle is transversing. This is very similar to the relative navigation problem of ADR,
where the structure of the ADR target (i.e. space debris) and its infrared signature have
some uncertainties, and the chaser spacecraft would like to locate itself with respect to
this target.
In contrary to conventional SLAM applications which study the vehicle motion in
static scenes, the ADR relative navigation solution needs to locate the chaser with respect
to a target with non-uniform motion (i.e rototranslational motion) induced by the relative
orbital mechanics (i.e. both assets are non-stationary in inertial frame). Due to the fact
that the target is under a non-uniform motion, the problem is required to be formulated
as a static camera within a moving map (i.e. relative to the target structure) rather than a
moving camera within a static map since greater uncertainties in the pose estimation are
derived by the target motion [58].
cam Z
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r
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h
Figure 6.1: Measurement geometry of static camera in a moving map
This study employs the approach where the target is moving and the camera is static,
as depicted in Figure 6.1. The relative translation r and relative velocity v of the map are
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defined in the CRF (coordinate frame details were given in Section-5.2.1). The origin of
the map (i.e. target) is placed at the origin of the Hill frame (i.e. target CoM). In this
formulation, the relative orientation of the target is parametrised by the unit quaternion q
and defined with respect to the orientation of the target in the first image. The orientation
and the angular rate ω¯ estimates are given in the target’s HBRF.
X
Y
Z
(WRF)
ρ o
ρ t
X
Y
Z
(Hill)
Xn
X
Y
Z
(Hill)
Motion
Figure 6.2: Problem formulation of static camera moving map scheme
When the close proximity operations start, the chaser’s relative position and velocity
estimates are initialised with the final estimate of the GNC system based on the observa-
tions throughout the rendezvous phase of ADR. This initial position estimate ρ o
∣∣∣∣
Hill
then
evolves over time with the chaser’s orbital manoeuvres throughout the close proximity
operations. The proposed algorithm estimates the required relative position ρ t
∣∣∣∣
Hill
and its
rate ρ˙ t
∣∣∣∣
Hill
(i.e. velocity) at a given time t, as depicted in Figure 6.2. This formulation
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assumes that the chaser’s AOCS is capable of aligning the CSAF with the Hill frame.
Therefore, all of the apparent rotational motion is due to the target rotational motion.
The position vector r in CRF, as described in Figure 6.1, is aligned with the opposite
direction of the relative position vector of the chaser ρ t
∣∣∣∣
Hill
within the Hill frame. The
relationship between the desired navigation solution and the computer vision estimations
is given in the following:
r
∣∣∣∣
Hill
=−ρ t
∣∣∣∣
Hill
(6.1)
r˙
∣∣∣∣
Hill
=−ρ˙ t
∣∣∣∣
Hill
(6.2)
6.2.2 Feature Selection and Tracking
According to the study in Chapter-3, interest points can be detected with high pre-
cision and accuracy. Therefore, they are highly suited for use in navigation algorithms.
Ref.[140] categorises the different types as corner detectors, blob detectors and region
detectors. Among these types, the blob and the region detectors do not necessarily fire at
the locations of 2D projections of the target CAD model vertices which are considered to
be meaningful to reconstruct. Ref.[141] reported that SIFT [142] features (i.e. a blob de-
tector) may not provide the optimum interest points for 3D reconstruction and it suggests
that the combination of SIFT and Harris [118] (i.e. a corner detector) features is a better
approach. Considering the conclusions of the earlier chapters and this information, GFTT
[117] was selected to be used in this infrared based relative navigation algorithm.
For estimation problems, it is good to have as many measurements as possible at all
times. High numbers of observations increase the accuracy and reduce the impact of errors
caused by the outliers, i.e. it increases robustness. In the case of uncooperative targets
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Figure 6.3: Window division of ROI (yellow squares) and extracted features (green
crosses) from CounterSim provided infrared image
such as non-functioning space debris, which are rigid bodies with unknown motion and
structure, well distributed measurements (i.e. detected features) can also be significant to
improve the accuracy of the estimation. In order to prevent the accumulation of features
in particular locations of the scene, the Region Of Interest (ROI) is split into subregions
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which resulted in approximately N×N windows as illustrated in Figure 6.3. From each
window, the strongest M features with cornerness measure C higher than a given threshold
T hmin, are selected.
The extracted features are tracked by using the Kanade-Lucas-Tomasi (KLT) [132]
feature-tracking algorithm. Even though in the long term, ADR targets might not seem
to reach their thermal equilibrium due to the orbital dynamics, Chapter-4 showed that the
brightness constancy condition would be a valid assumption in short term feature tracking.
This study allowed to set the suitable period of time ∆T to refresh the tracking features. It
is determined by using the expected motion profile with some safety margins, the expected
thermal variations and the camera frame rate. The feature selection procedure is restarted
every Nth frame (or every ∆T second) and the extracted features are tracked throughout
N frames using the KLT algorithm.
w
w+∆w
u
v1
v2
vi
Figure 6.4: Feature selection window
Longer observations are preferred since they decreases the associated uncertainties
in navigational estimations, however KLT has the tendency of drifting in low texture
scenes to meet the criteria of good measurements. Moreover, similar thermal profiled
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parts of the object may occlude each other and the tracker may lose the observability of
the feature due to the signature ambiguity problem discussed in Ref. [127]. Every time
the list of tracked features is refreshed, a housekeeping procedure is followed to ensure a
certain level of feature quality and to eliminate drifts in the tracking due to the low texture
infrared imagery. Small drifts are recovered by searching in a slightly larger window
[w+∆w] compared to the one used in the interest point detector window w, which is
centred at each interest point u located by KLT, as depicted in Figure 6.4. Then each of the
detected interest points vi, from this window [w+∆w], are evaluated by their Euclidean
distance to the estimated interest point location u by KLT. If the distance was less than
T hpx (Equ-6.3), the feature location u is considered as the corrected position of the KLT
estimate. This ensures the traceability of features over time by keeping certain metrics and
eliminating the drift caused by outliers. As the target is tracked, in the search window, the
selection of the feature candidates is ensured by verifying that their cornerness measure C
is above a minimum threshold T hmin. Otherwise they are no longer considered as relevant
features for the algorithm and are not tracked any further.
min
i
(u2j −v2i )≤ T hpx, ∀Ci ≥ T hmin (6.3)
After the localisation refinement of the old features tracked by KLT, the algorithm
searches for the new M strongest features from the subregions of that particular scene
using the feature selection procedure described earlier. The ones with cornerness measure
C above the minimum threshold T hmin were included into the list of tracked features.
The interest of this study is to provide a relative navigation solution towards a target
with any motion pattern including tumbling. In certain situations, a target’s rotational
motion might mean that the observer is looking at different faces of the target over time.
Hence, at one point in time, the detected target features can move out of the field of view as
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the target tumbles. Therefore, tracking features for a certain period of time and refreshing
the traceable feature list also serves in these occasions to adapt to the new conditions of
the scenario. A tumbling target can be considered to create significant viewpoint changes
where feature tracking becomes challenging. Especially in the poorly textured infrared
signatures of distant objects like in an ADR scenario, significant viewpoint changes (due
to target tumbling motion) may result in unresolvable features if they were very close to
each other. Therefore this periodical resetting of the feature list also prevents the algo-
rithm from drifting caused by the target motion.
6.2.3 Structure Parametrisation
The parametrisation of the structure is defined similarly to the previous chapter. In
this formulation the 3D coordinate of each observed feature P = [Xc,Yc,Zc]> is described
by their 2D projection (u,v) at a given time t in CRF. In order to decouple the translational
and the rotational motion of the target, the depth of the features in CRF are described by
the distance rz from camera detector centre to the target CoM along the camera boresight,
and the depth α in the HBRF (Figure 6.1).

Xc
Yc
Zc
=

u
v
0
+(α+ rz)

uβ
vβ
1
 (6.4)
This formulation allows the 3D object points to be represented with two estimation
parameters, target range rz which is common to all features, and the feature depth αn. The
range and bearing information are separated as in [134]. The advantage of this formulation
is two fold: first, the number of estimation parameters related to the object structure are
decreased to one third which means a decrease in the processing time, enabling the real
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time performances required by the ADR scenario; Second, the undelayed initialisation of
the structural parameters [62] is enabled for the ADR application domain where the depth
of interest is limited to the target distance.
One down side of this parametrisation is that the points at infinity are not able to be
defined as in Ref.[135]. However, it enables undelayed initialisation of the structure pa-
rameters where Ref.[135] did not, with one sixth of the Ref. [135] parameters. Moreover,
the points at infinity are unlikely to appear within close proximity operations where the
target range is bounded by the depth of features.
By storing the pixel coordinates of each feature outside the filtering scheme, this for-
mulation reduces the size of the state vector by approximately one third compared to a
state vector that would include all three axes of information. This means that the size
of the matrix to invert is smaller and therefore the relevant computational times will be
reduced which is important for time critical applications using low computational power
like in relative navigation in space. All feature depths are initialised by using the ap-
proximate dimensions of the space debris which are derived through the estimated target
structure.
6.2.4 Filtering
EKF-SLAM is a recursive algorithm that is used to estimate the posterior on the vehi-
cle’s instantaneous pose xt and the map m based on given measurements z1:t and controls
u1:t . As stated earlier, in monocular applications the EKF-SLAM algorithm can be formu-
lated to keep the scale of each structural parameter unknown but not drifting. Considering
the fact that infrared images are less textured than their visual counterparts, the number
of available features are expected to be low. Therefore, the EKF-SLAM algorithm was
suggested to be a computationally lightweight solution for the problem of infrared based
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relative navigation towards space debris under complex motion (i.e. tumbling). The state
vector xt is composed of the relative pose st and the target structure m at the current time
step t.
xt =
 s
m

t
(6.5)
For the purpose of this study, the relative pose st contains the chaser position r =
[rx, ry, rz]> in CRF, the chaser velocity v = [vx, vy, vz]> in CRF, and the target angular
rate ω¯ = [ωx, ωy, ωz]> in HBRF. The orientation of HBRF with respect to its initial state
is parametrised by a unit quaternion q and the orientation error ap is placed within the
state vector.
s =
[
rx, rx, rzβ , vx, vx, vzβ , ap, ωx, ωy, ωz
]>
(6.6)
ap is the Modified Rodrigues Parameters (MRP) representing the attitude error of the
quaternions for Kalman filtering applications (details of MRP parametrisation can be
found in [143]). This formulation keeps the unit quaternion constraint by storing the
quaternion outside of the filter while keeping its error and error covariance as state pa-
rameters. The conversion from quaternion q to MRP ap(q) is given by Equ-6.7.
ap(q) =
4
1+q4
[
q1 q2 q3
]
=
4
1+q4
q (6.7)
The map m, which describes the target structure, contains the depth α of N features
in HBRF (Figure 6.1) and is formed as:
m =
[
βα1, βα2, . . . , βαN
]>
(6.8)
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In order to account for the effect of the camera focal length in the state elements, which
were described along the boresight vector, they are parametrised as β rz,βvz,βαN . This
parametrisation increases the filter sensitivity for the motion along the camera boresight
vector [130]. The scale drift problem of monocular applications is overcome by fixing
the nth feature scale by simply setting its initial variance Pnt of feature depth βαn to zero.
Then, the rest of the structural parameters are automatically scaled relative to this structure
state.
A smart feature selection procedure is employed for the scaling feature choice. It
relies on the fact that longer observation of this scaling feature provides better results and
the algorithm could benefit more. Considering the fact that the target (i.e. space debris)
is under tumbling motion, the features closer to the rotational center (i.e. target CoM)
are more likely to be tracked longer by the feature tracking algorithm as the out of plane
motion of a rigid body would have a smaller distortion in the 2D projection compared
to features farther from the rotational centre projection on the image due to the features’
linear velocity.
Since the target CoM is not known prior to estimation, the feature k holds the condition
of being close to the centre a,b of the Region of Interest (ROI) by a threshold radius
T hr (i.e. defined as the mean radius of the scene features) and providing the minimum
magnitude of optical flow vector OF within this radius will be more likely a good estimate
to scale the rest of the target structure (Equ-6.9).
min
k
‖ OFk ‖ , k ∈| uk−a |2 + | vk−b |26 T h2r (6.9)
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Measurement Model
The motion of each feature within the infrared images provides valuable information
about the relative motion of the target. By knowing the target is a rigid body, one can
expect that the relative rotational and translational motions would create unique patterns
from features of a single rigid body throughout the sequence of images. This apparent
motion of features in electro-optic scene is called optical flow which provides informa-
tion about spatial and temporal variations of feature within the scene. This suggests that
the relative motion of the target can be retrieved by analysing the collective information
from the optical flow of all features belonging to target. The approach has been inspired
from Ref. [144] which uses the optical flow information to augment other inertial sensor
measurements for drone motion estimation with respect to a static environment. Contrary
to the Ref. [144] application, the interest of this study is to estimate the relative motion
of a moving scene (i.e. ADR target with unknown motion) rather than the camera motion
and so the problem is formulated as a static camera and moving target.
By considering the imaging geometry in Figure 6.1, the relation between CRF and
HBRF (i.e the map) can be described by Equ-6.10 where the HBRF is parallel to the CRF
at time t0 and its origin resides at the CoM of the target. Xn is an arbitrary point on the tar-
get body and its position in CRF and HBRF are described by h and p respectively, where
the HBRF is a rotating frame and r describes the translational transformation between
these two frames.
h = r+p (6.10)
The derivative of vector h in CRF would be given by Equ-6.11 where ω¯ defines the
rotation rate of the HBRF with respect to the CRF.
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dh
dt
=
dr
dt
+
dp
dt
+ ω¯×p
= v+
dp
dt
+ ω¯×p
(6.11)
By knowing that the target is a rigid body, dpdt can be set to zero and then Equ-6.11 can
be rearranged as Equ-6.12 giving the motion rates of the 3D structure point Xn in CRF.
h˙ = v+ω ×p
X˙c
Y˙c
Z˙c
= v+ω × [h− r]
(6.12)
The optical flow gives information about the apparent motion of the object in the 2D
image and can be described by the derivative in Equ-6.13:
u˙
v˙
=

X˙c
1+βZc
−βu Z˙c
(1+βZc)
Y˙c
1+βZc
−βv Z˙c
(1+βZc)
 (6.13)
By substituting Equ-6.12 into Equ-6.13, the 3D target motion can be linked to the 2D
apparent motion of the features in the image as Equ-6.14.
u˙
v˙
=
 vx+ωz (ry−vA)+ωy
βαn
β
A −
β u
(
ωy (rx−uA)−ωx (ry−vA)+ βvzβ
)
A
−ωz (rx−uA)−vy+ωx
βαn
β
A −
β v
(
ωy (rx−uA)−ωx (ry−vA)+ βvzβ
)
A
 (6.14)
where
A = β rz+βαn+1 (6.15)
By rearranging Equ-6.14, the measurement model is derived as Equ-6.16. As one
can see, the effect of the 3D translational and rotational motion of the space debris is
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decoupled in the 2D apparent motion (Equ-6.16).
u˙
v˙
=
 1A 0 −uA
0
1
A
−v
A


vx
vy
βvz
+
 βu(ry− vA)A αn−βu(rx−uA)A (ry− vA)Aαn+βv(ry− vA)
A
−βv(rx−uA)
A
(uA− rx)
A


ωx
ωy
ωz
 (6.16)
Process Model
Considering the testing environment of the algorithm, a constant velocity motion
model is assumed within this study, however a more elaborate motion model of rela-
tive orbital mechanics described by the Clohessy-Wiltshire equations can also be used to
form the state transition matrix. On the other hand, the modelling of the attitude dynamics
would not be straightforward as the moment of inertia of the space debris is unknown due
to a possible fragmentation prior to mission. Therefore, the attitude model that is used
in the filter can only handle the constant angular velocity model, which is a reasonable
assumption for torque free (or negligible) attitude dynamics of the space debris.
Since the state vector includes the attitude error (i.e. parametrised by MRP) rather than
the unit quaternion itself, the derivative of the parametrised quaternion a˙p (Equ-6.17) is
required for building the process model. This derivation used the definition given in Equ-
6.7 by knowing that the derivative of a quaternion q is given as Equ-6.18 and Equ-6.19
(intermediate steps can be found in [145]):
a˙p =
4
1+q4
q˙− 4
(1+q4)2
q˙4q
=
(
4
1+q4
1
2
q4ω− 41+q4
1
2
ω [×]q
)
− 4
(1+q4)2
(
−1
2
ω ·q
)
q
=
(
1
2
ω [×]+
1
8
ω ·ap
)
ap+
(
1− 1
16
ap>ap
)
ω
(6.17)
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q˙ =
1
2
(q4ω−ω [×]q) (6.18)
q˙4 =−12ω ·q (6.19)
ω [×] =

0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0
 (6.20)
where q = [q1 q2 q3]T and q4 represent the vector and the magnitude part of the quaternion
q respectively.
In this formulation, the rotational motion of the space debris, which is a rigid body
itself, will be reflected in the dynamics of the structure parameters defined in HBRF. This
fact can be understood better by looking at Equ-6.12. Since the object (i.e. space debris)
is a rigid body, translational motion would affect the entire object the same whereas ro-
tational motion would be observed as the change in the structural parameters due to the
coordinate frame that is defined for the measurements. Therefore, this dynamics equation
shall also be included in the process model as
βα˙n(t) = β [ωy(rx−u∗An)−ωx(ry− v∗An)] (6.21)
As a result, the non-linear dynamics of the system is described by Equ-6.22 where Vv,
Vω , Vα represent the Gaussian noises with zero mean in velocity, angular velocity and
the structure parameters, respectively. This formulation assumes that the state remains
constant during the integration step.
180 CHAPTER 6. REL. NAV. TO UNCOOP. TARGETS

r˙
v˙
a˙p
ω˙
˙βα1
˙βα2
...
˙βαn

=

v
0(
1
2
ω [×]+
1
8
ω ·ap
)
ap+
(
1− 1
16
ap>ap
)
ω
0
βωy(rx−u1A1)−βωx(ry− v1A1)
βωy(rx−u2A2)−βωx(ry− v2A2)
...
βωy(rx−unAn)−βωx(ry− vnAn)

+

03×3 03×3 03×3
I3×3 03×3 03×3
03×3 03×3 03×3
03×3 I3×3 03×3
03×3 03×3 I3×3
03×3 03×3 I3×3
...
03×3 03×3 I3×3


Vv
Vω
Vα
 (6.22)
6.3 Filter Tuning For Infrared Imagery
As described earlier infrared imagery has less texture and is more blurry looking com-
pared to visual imagery. Even though corner features are known for their high accuracy
attribute, infrared imagery might not provide the required sharp images and the rotational
motion of target might confuse the feature tracking algorithm. To tackle this problem,
a new and a novel approach is proposed which uses the cornerness score information of
features. The measurement noise R = E(vvT ) of each feature in the filter is set individ-
ually based on the feature cornerness score. The features with lower cornerness merit
have a higher probability of drifting during the feature tracking process since they are less
distinct. For each tracking period, a weighting λ can be assigned to each measurement
based on the cornerness measure C, which would define the confidence on that measure-
ment throughout the tracking process. An exponential function is used to penalise the
feature measurement by increasing the noise (i.e. decreasing the confidence on the mea-
surement) for adequate features. By doing so, the filter is forced to rely more on better
features (Equ-6.23).
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λk = η+ e−γ(Ck+δ )
R = λE(vvT ), λ = [λ1,λ2, . . . ,λk, . . . ,λN ]T
(6.23)
where γ and δ are constants based on the infrared image quality and η is defined the
weight of features with a good enough cornerness measure. Adjustment in δ enables the
system to be more sensitive (i.e. penalise more) to lower quality features which have
low cornerness measures C. By this formulation, all information, some of which maybe
very limited in infrared imagery, is aimed to be used in the algorithm, assuming that even
poor information is still better than nothing and could improve the estimation even if the
quality of the measurement is low.
6.4 Smart New Landmark Initialisation
The 2D apparent motion of features arising from rigid body motions can reveal impor-
tant information about their depth with respect to the camera and can be used to facilitate
the depth initialisation procedure for newly detected features in the image. Through this,
the initialisation is aimed to be improved in order to allow the filter to converge faster
even with limited feature observation times, linked to the target’s tumbling motion. This
allowed keeping the disturbance in the estimation procedure to a minimum when the num-
ber of states is increased by adding new landmarks due to new features. Furthermore, this
procedure also allows the filter to recover from fast changes in the scene due to the rota-
tional motion of the target. In this section, the effects of different motions on 2D apparent
motion is analysed, from which the proposed smart landmark initialisation procedure is
derived.
182 CHAPTER 6. REL. NAV. TO UNCOOP. TARGETS
6.4.1 Pure Translational Motion
The optical flow due to pure translational motion of a rigid body (i.e. ωx = ωy =
ωz = 0) would be described by Equ-6.24. When a rigid body undergoes pure linear trans-
lational motion parallel to image plane (i.e. vz = 0 a.k.a. in-plane motion), the created
optical flow would be a function of the landmark depth αn, body depth rz and the linear
velocities (i.e. u˙ =
vx
A
,v˙ =
vy
A
). For a rigid body, all the applicable motion parameters but
the αn would be the same for all landmarks. Therefore, the optical flows can only be same
if the 3D features had similar depths (αn) when the object performs pure linear transla-
tional motion with vx and/or vy under a noise free environment. On the other hand, target
motions along the camera boresight (i.e. vz 6= 0 a.k.a. out-of-plane motion) would give
more complex optical flow due to the projective geometry. As Equ-6.24 suggests, 2D fea-
ture projections close to the optical axis of the camera (i.e. small ‖ u ‖, ‖ v ‖) would have
smaller optical flow compared to the outer features. If their corresponding 3D points are
at similar ranges (αn) while the directional information would depend on the 2D feature
location.
u˙
v˙
=
 1A 0 −uA
0
1
A
−v
A


vx
vy
βvz

A = β rz+βαn+1
(6.24)
In order to have a more generic initialisation algorithm, the relationship of αn with
the magnitude of the optical flow vector OF is analysed rather than the vector itself as
follows:
‖ OF ‖2=
(
vx−uβvz
A
)2
+
(
vy− vβvz
A
)2
(6.25)
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for βvz vx and βvz vy Equ-6.24 becomes
‖ OF ‖2= v
2
x + v
2
y
A2
(6.26)
and for βvz vx and βvz vy Equ-6.24 becomes
‖ OF ‖2 =
(−uβvz
A
)2
+
(
vβvz
A
)2
=
(
Rβvz
A
)2
R2 = u2+ v2
(6.27)
Equ-6.26 means that when the rigid body is under in-plane motion, the magnitude
of the optical flow ‖ OF ‖ for the 2D feature projections can be the same only if the
landmarks’ feature depths αn are the same. Equ-6.27 shows that this relationship holds
for a circular region with radius R assuming no noise at the detection level.
As a result, it was concluded that under pure translational motion even if the direction
of the optical flow would have been different, the magnitude ‖ OF ‖ would be similar for
3D body features with similar depths if their corresponding 2D features were located on
a circular region R. It is important to note that linear motions especially in x-y plane (i.e.
parallel to image plane) would create new features only when the camera field of view
cannot cover the entire target size (i.e. when chaser is close enough to start synchronisa-
tion for capture). Since the infrared imagery has low texture, it is very less likely to have
new features due to translational motion along z-axis in practice and the features within
the vicinity could be used as a reference depth. Such an initialisation procedure would
be more of use for the capture phase where the chaser is synchronised with the target and
therefore the apparent motion is only translational.
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6.4.2 Pure Rotational Motion
In the case of a pure rotating motion (i.e. vx = vy = vz = 0), such a relation is more
complex than the linear motion, as shown in Equ-6.28.
u˙
v˙
=

βu(ry− vA)
A
βαn
β
−βu(rx−uA)
A
(ry− vA)
A−βαn
β
+βv(ry− vA)
A
−βv(rx−uA)
A
(uA− rx)
A


ωx
ωy
ωz

A = β rz+βαn+1
(6.28)
The alignment difference between the centre of rotation and optical axis (i.e. rx,ry)
has an impact on the optical flow magnitude ‖ OF ‖, as shown in Equ-6.29.
‖ OF ‖2 =
[
ωxβuP1−ωy
(αn
A
+βuP2
)
+ωzP1
]2
+
[
−ωx
(αn
A
+βvP1
)
+ωyβvP2+ωzP2
]2
A = β rz+βαn+1
P1 = v− ryA , P2 = u−
rx
A
(6.29)
When the extracted feature (u,v) is very close to the rotational center (i.e. rx ≈ uA,
ry ≈ vA ⇒ P1 ≈ 0, P2 ≈ 0), ‖ OF ‖ becomes a function of αn as in Equ-6.30. Since the
rotation ωx, ωy and range rz of a rigid body are constant for all features, the relationship
between ‖ OF ‖ and αn becomes simpler.
‖ OF ‖2 =
(αn
A
)2
ω2x +
(αn
A
)2
ω2y =
(αn
A
)2 (
ω2x +ω
2
y
)
(6.30)
Unfortunately, this relationship has singularities that are related to the sign of the
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feature depth αn with respect to the target CoM in HBRF (e.g. αn = 0 if the feature depth
is equal to depth of CoM). An example of these singularities are shown in Figure 6.5 for a
target at 100 metres, 50 metres and 30 metres. In ADR applications, the surface structure
of the target body is expected to be globally regular meaning that closer 2D features shall
also have the same sign as the reference feature within their vicinity.
(a) Camera focal length is 9µm (b) Camera focal length is 19µm
Figure 6.5: αn ambiguity at different ‖ OF ‖ for an object at 100m, 50m and 30m
The image location of any feature (u,v) can be described with respect to the image
projection of the target CoM ( rxA ,
ry
A ) as in Equ-6.31.
u =
rx
A
(1+λ1), λ1 ∈ R
v =
ry
A
(1+λ2), λ2 ∈ R
(6.31)
By substituting Equ-6.31 into Equ-6.29, the formulation can be rewritten as in Equ-
6.32.
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‖ OF ‖2 =
[
ωx
rxry
A2
ζ1−ωy
(
αn
A
+
(rx
A
)2
ζ2
)
+ωz
ry
A
λ2
]2
+
[
−ωx
(
αn
A
+
(ry
A
)2
ζ3
)
+ωy
rxry
A2
ζ4+ωz
rx
A
λ1
]2
A =β rz+βαn+1
ζ1 =β (1+λ1)λ2
ζ2 =β (1+λ1)λ1
ζ3 =β (1+λ2)λ2
ζ4 =β (1+λ2)λ1
(6.32)
In practice, such apparent motion of pure rotation would only be observed during the
hold-on phases of the ADR where the chaser keeps the target CoM along the boresight
vector (i.e. rx ≈ 0, ry ≈ 0). Due to the orbital dynamics, such a target-chaser configuration
requires less resources from the limited budget of the GNC system, therefore it is more
favourable and other configurations (i.e. rx 0, ry 0) are very unlikely to happen.
Under this reasonable assumption (i.e. rx ≈ 0, ry ≈ 0), Equ-6.32 becomes as in Equ-6.33,
which reveals the relationship between the optical flow magnitude ‖ OF ‖ and αn.
‖ OF ‖2 =
(αn
A
)2
ω2x +
(αn
A
)2
ω2y =
(αn
A
)2 (
ω2x +ω
2
y
)
(6.33)
As one can see Equ-6.33 is exactly the same as Equ-6.30 however it is valid for all
features within the scene. This means that Equ-6.33 has the same singularity problem as
Equ-6.30 (Figure 6.5). Even though the assumption of globally regular surfaced structure
is still valid, the features of interest are not necessarily close to each other.
In terms of new landmark initialisation, angular motions around the x-axis and the
y-axis are more of a concern compared to rotations around the z-axis, as this would mean
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that the chaser would always see the same face of the target. Furthermore, the rotation
around the z-axis cannot reveal much information about the feature depth in monocular
systems. This can also be seen in Equ-6.33 and Equ-6.30.
If one particularly analysed the single axis rotational motion around the z-axis (i.e.
ωx = ωy = 0, ωz 6= 0), the optical flow magnitude ‖ OF ‖ωz of a feature can be seen to be
in the form of a circle (i.e. [x−a]2+[y−b]2 = r2) where the centre (a,b) is defined as( rx
A ,
rx
A
)
.
‖ OF ‖2ωz =
(
v− ry
A
)2
ω2z +
(
u− rx
A
)2
ω2z
=
[(
v− ry
A
)2
+
(
u− rx
A
)2]
ω2z
(6.34)
If the location of features are assumed to have a normal distribution N (µu,v,σu,v)
over the image plane with mean µu,v and standard deviation σu,v, the issue with rotations
around the z-axis can be understood better. Considering this parametrisation, Equ-6.34
can be written as Equ-6.35.
‖ OFk ‖2ωz =
[(
µv+∆vk− ryA
)2
+
(
µu+∆uk− rxA
)2]
ω2z (6.35)
When the rotation center of the body is aligned with the optical centre (i.e. rx ≈ 0,
ry ≈ 0) or the mean µu,v of the 2D feature locations is close to the target CoM (i.e. rx ≈ µu
and ry ≈ µv), the magnitude of optical flow ‖ OFk ‖ is not a function of feature depth αn.
Since these assumptions are also valid for the possible scenario, a smart initialisation
procedure for such a case would not be in the interest of the study. Besides, there is no
interest to add new landmarks that appear under such kind of motion in practice as the
main goal of the smart initialisations is to enable the estimation to converge quickly for
new feature depths from new faces of the target.
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6.4.3 Implementation Details
The initialisation of a new landmark depth state αn can be improved by using the sim-
ilarity of the optical flows between new and old landmarks. Considering object motions
that do not allow long feature observations (e.g. tumbling target), such procedure can
improve the convergence time of the filter and enable more stable estimations compared
to a blind state initialisation procedure. As it is discussed earlier, the main goal of this
smart initialisation procedure was for the features appearing within the field of view due
to the rotational motion of the target.
For a tumbling target, the relationship between the magnitude of the optical flow
‖ OF ‖ and the feature depth α is given by Equ-6.33, as shown in Figure 6.5. By us-
ing this relationship, the feature depth of new features αnew can be predicted by using
their optical flow magnitude ‖ OF ‖new based on the information retrieved from the old
features for a rigid body at a given range rz and angular velocityω observed by the camera
with focal length of 1/β .
For the parameter range in this study, the relationship between the magnitude of the
optical flow ‖ OF ‖ and the feature depth α is approximately linear, as shown in Fig-
ure 6.5. Since the goal is to initialise the feature depths of new features at a low computa-
tional cost, the values of the old parameters are fitted to two straight lines for positive and
negative values of the the feature depth α . This is performed by using linear least squares
curve fitting, which is formulated as:
α =C1· ‖ OF ‖+C2 (6.36)
A new feature can appear at times when some of the feature depth α are not yet
converged therefore can be considered as noisy measurements. By rearranging the linear
equation for all old features, the set of linear equations can be written as:
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
αold1
αold2
...
αoldn

=

‖ OF ‖old1 1
‖ OF ‖old2 1
...
‖ OF ‖oldn 1

C1
C2
 (6.37)
which is in the form of
b = Ax (6.38)
The coefficients C1 and C2 of the line, then can be found by solving the Equ-6.37
using the linear least square method.
C = (A>A)−1A>b (6.39)
As discussed earlier, not all of the feature depth α will be converged at the time when
a new feature appears within the camera field of view. Therefore, line fitting without
considering this issue can cause problems and compute erroneous result which would be
against the goal of the smart initialisation procedure. The proposed filter based approach
also provides the uncertainty of the feature depth estimates which could be used to weight
their influence in this line fitting problem. To do so, the weighted least squares method is
employed:
C = (A>(w>I w)A)−1A>(w>I w)b (6.40)
where w = [w1,w2, · · · ,wN ]> are the weighting factors of the features. The weight of
a feature is determined by the inverse of the normalized uncertainty of the feature depth
with the highest uncertainty of the feature depths, which were tracked until the current
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image.
Since the coefficients of the line differ for feature depths of different signs, the features
which were tracked until the current image, are split into two groups based on the sign
of their feature depth. For each group, the least squares method estimates the coefficients
every time a new feature appears within the camera field of view. When the number of
tracked features are less than two, the problem is underdetermined and the smart initial-
isation procedure is not employed. When the coefficients C of the line are available, the
initialisation of the depth of the new feature was calculated by using Equ-6.36 and the
covariance of the old feature, which has the highest uncertainty, is assigned for the new
feature.
6.5 Experimental Work
The performance analysis is extensively assessed under a computer simulation envi-
ronment (with synthetically generated data points and by using infrared simulator). By
using different versions of the algorithm: basic, weight, and weight & smart initialisa-
tion. The basic version of the algorithm was defined in Section-6.2 and referred to as
Basic hereinafter. The weight version of the algorithm was defined as the basic algorithm
with additional weighting procedure for infrared features as described in Section-6.3. The
weight & smart initialisation version of the algorithm contains additionally the smart ini-
tialisation procedure as described in Section-6.4.
6.5.1 Synthetically Generated Dataset under Complex Motion
This synthetic set-up tested the algorithm performance under a controlled environment
by generating the features, their projections and their optical flow synthetically over a
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simulation timeline of 16 minutes. The goal of this synthetic set-up was to characterise
the behaviour of the proposed navigation solution while the limited performance of feature
detection and tracking algorithms was removed from the characterisation process.
Figure 6.6: Randomly generated 3D points from different viewpoints in HBRF
The simulated scenario started with the chaser being at a ‘hold on’ point (described
as Phase-[A] in Figure 2.7). At the 10th minute, the chaser performed a manoeuvre re-
sulting in a translational motion along the the positive y-axis of the Hill frame with a
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speed of 0.1m/s. The space debris was assumed to be a hollow cube with dimensions of
10m×10m×10m at 100m range and tumbling around its body center O with an angu-
lar velocity of Φ= [3 1 0]> deg/s in HBRF. Four faces of this cube were then populated
homogeneously with 20 features per face, as depicted in Figure 6.6. To create a realistic
scenario, the features needed to appear gradually in the camera field of view rather than
all features of one face appearing at once. This was satisfied by projecting all feature
points to the y-z plane of CRF as in Figure 6.7. The feature of a face was assumed to be
visible when the angle θ between its body normal vector n and the vector b opposite to
the camera boresight was less than 70 degrees.
Boresight vector
θ
n
Target
θ
O
z
y
CRF
b
Figure 6.7: Visibility condition of a feature
The resulting visibility statistics of each feature can be seen in Figure 6.8. Each time
a feature reappeared, its identification number was changed from its previously assigned
ID. The periodical pattern observed in the feature statistics viewgraph (Figure 6.8) was the
result of this ID assignment. This procedure was performed to simulate the incapability
of the feature tracking algorithm to recognise previously observed features, once they
had disappeared from the scene. On average, the features were continuously observed
for 43 seconds (i.e. ≈ 214 frames). During the simulation time, the target performed
approximately eight full rotations meaning that each feature reappeared approximately
eight times.
Each visible feature was projected on the camera image plane by using the camera
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Table 6.1: Camera properties of the synthetic dataset.
Property Value
Resolution 640x480
Focal length 18mm
Pixel size 17µm
Frame rate 5Hz
properties given in Table 6.1. The optical flow of a feature was computed as the difference
of their position between two consecutive frames. A sample of these synthetic images
with the projected feature points and their optical flow vectors are depicted in Figure 6.9.
Since the feature points and their optical flow vectors were generated synthetically, only
two versions of the algorithm were able to be tested by this set-up: the basic and the smart
initialisation algorithms.
(a) The observation duration of each feature (b) The availability instances of each synthetically
feature average 214 frame
Figure 6.8: Feature statistics of synthetically generated 3D points
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(a) t = 1s (b) t = 12s
(c) t = 24s (d) t = 36s
(e) t = 48s (f) t = 60s
Figure 6.9: Synthetic images with feature projections and their optical flow vectors
(scaled for visualisation purposes)
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Noise Tolerance
In practice, feature extraction and tracking algorithms are not perfect and induce a
certain level of noise to filter measurements. Therefore, the behaviour of the proposed
algorithm was required to be investigated under the presence of noise.
For a better understanding, the performance of the algorithm was first analysed under
a noise free environment. Figure 6.10, Figure 6.11 and Figure 6.12 shows the estimation
of relative angular rate components over the simulation duration by using the basic and the
smart initialisation algorithms. The ground truth is also given for reference purposes. The
angular rate error figures of both algorithms converged to values which were within the
filter estimated uncertainties depicted as dashed lines in Figure 6.10(b,c), Figure 6.11(b,c)
and Figure 6.12(b,c).
The convergence rate of the smart initialisation algorithm for the x and y components
of the angular rate were found to be faster than the basic algorithm, however their be-
haviour in the z component of angular rate was the opposite. For the x and y components,
the basic algorithm estimation error became less than the filter predicted uncertainty val-
ues at the 550th second and 60th second, respectively. In the case of the smart initiali-
sation algorithm, the estimation errors of the x and y components reached these levels at
the 150th second and the 20th second, respectively. The estimation error of the z com-
ponent was found to be always within the filter predicted uncertainty values. This result
aligns with the purpose of the smart initialisation procedure, i.e. faster filter convergence
rates. Overall, the angular rate estimation errors of the basic and the smart initialisation
algorithms were found to be below 0.05deg/s.
The velocity estimation of the basic and the smart initialisation algorithms as well as
their respective ground truths are given in Figure 6.13, Figure 6.14 and Figure 6.15. The
velocity error figures of both algorithms converged to values that were within the filter
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(a) Estimated and ground truth
(b) ωx error & the estimated uncertainty by the
Basic algorithm
(c) ωx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.10: Estimated ωx of synthetically generated 3D points without noise
estimated uncertainties depicted as dashed lines in Figure 6.13(b,c), Figure 6.14(b,c) and
Figure 6.15(b,c). For the x and y components of the velocity, the convergence rate of the
smart initialisation algorithm was found to be slower than the basic algorithm.
The basic algorithm estimation errors of the x and y component became less than the
filter predicted uncertainty values at the 60th second and the 50th second, respectively.
In the case of the smart initialisation algorithm, the estimation errors in the x and y
axes reached these levels at the 100th second and the 200th second, respectively. In both
6.5. EXPERIMENTAL WORK 197
(a) Estimated and ground truth
(b) ωy error & the estimated uncertainty by
Basic algorithm
(c) ωy error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.11: Estimated ωy of synthetically generated 3D points without noise
algorithms, the error figures of the x component experienced a peak at the 600th second
where the chaser performed a translational manoeuvre along the x axis. Since the motion
model of the filter was defined as smooth, this peak reflects the adaptation time of the
filter to changes. Both algorithms recovered from this transition in a few seconds. The z
component of the estimation error of both algorithms were found to be always within the
filter predicted uncertainty values. As expected, the mean error in the z component was
less in the smart initialisation algorithm than in the basic algorithm since it was closely
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(a) Estimated and ground truth
(b) ωz error & the estimated uncertainty by
Basic algorithm
(c) ωz error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.12: Estimated ωz of synthetically generated 3D points without noise
correlated with the target structure information. Overall, the velocity estimation errors
of the basic and the smart initialisation algorithms were found to be below 0.02m/s and
0.05m/s respectively.
The position estimation of the basic and the smart initialisation algorithms as well as
their respective ground truths are given in Figure 6.16, Figure 6.17 and Figure 6.18. The
position error figures of both algorithms converged to values which were within the filter
estimated uncertainties depicted as dashed lines in Figure 6.16(b,c), Figure 6.17(b,c) and
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(a) Estimated and ground truth
(b) Vx error & the estimated uncertainty by the
Basic algorithm
(c) Vx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.13: Estimated Vx of synthetically generated 3D points without noise
Figure 6.18(b,c). For the x and y components of the position, the convergence rate of the
smart initialisation algorithm was found to be slower than the basic algorithm.
The basic algorithm estimation errors of the x and y component became less than the
filter predicted uncertainty values at the 50th second. In the case of the smart initialisation
algorithm the estimation errors in the x and y axis reached these levels at the 100th second
and the 180th second, respectively. Even though the estimation errors were within the filter
predicted uncertainty values, the x and y component estimates of the smart initialisation
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(a) Estimated and ground truth
(b) Vy error & the estimated uncertainty by the
Basic algorithm
(c) Vy error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.14: Estimated Vy of synthetically generated 3D points without noise
algorithm were observed to increase at the 600th second, where the chaser performed a
translational manoeuvre along the x axis. This may be related to a weakness of the smart
initialisation procedure which was more oriented towards handling complications due to
the pure rotational motion. The z component estimation error of both algorithms were
found to be always within the filter predicted uncertainty values. As expected, the mean
error in the z component was less in the smart initialisation algorithm than the basic
algorithm since it was closely correlated with the target structure information. Overall,
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(a) Estimated and ground truth
(b) Vz error & the estimated uncertainty by the
Basic algorithm
(c) Vz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.15: Estimated Vz of synthetically generated 3D points without noise
the position estimation errors of the basic and the smart initialisation algorithms were
found to be below 1% of the range.
The orientation estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.19. The error quaternions are not
intuitive to understand the attitude behaviour by using the small angles approximation,
they can be converted to Euler angles as in Figure 6.20. Overall, the mean orientation
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(a) Estimated and ground truth
(b) Tx error & the estimated uncertainty by the
Basic algorithm
(c) Tx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.16: Estimated Tx of synthetically generated 3D points without noise
error of basic algorithm remained less than 10 degrees and was observed to be constant.
On the other hand, the smart initialisation algorithm changed over the simulation time
with a mean error less than ≈ 8 degrees. This better mean error in orientation suggested
the advantage of faster convergence rate in angular rate estimations. None of the algo-
rithms were capable of recognising reappearing features therefore the accumulation of
orientation error was observed as expected.
The 3D reconstruction of the features are given in Figure6.21. The mean depth er-
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(a) Estimated and ground truth
(b) Ty error & the estimated uncertainty by the
Basic algorithm
(c) Ty error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.17: Estimated Ty of synthetically generated 3D points without noise
ror of both algorithms was less than 0.5% of the target dimension. This suggested that
the observation duration of the features were not enough to estimate the feature depths
accurately.
In the second experiment, the computed optical flow of each feature was corrupted
by zero mean Gaussian noise with a standard deviation σ of 0.5 pixels/frame (i.e. 2.5
pixel/s). Figure 6.22(a), Figure 6.23(a) and Figure 6.24(a) shows the estimated target
angular rate components over the simulation duration by using the basic and the smart
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(a) Estimated and ground truth
(b) Tz error & the estimated uncertainty by the
Basic algorithm
(c) Tz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.18: Estimated Tz of synthetically generated 3D points without noise
initialisation algorithms as well as the ground truth. During the simulation time, the
angular rate errors of the smart initialisation algorithm converged to values which were
within the filter estimated uncertainties depicted as the dashed lines in Figure 6.22(b,c),
Figure 6.23(b,c) and Figure 6.24(b,c). However, the basic algorithm did not converge to
a value within the filter predicted uncertainty level for the x-component of the angular
velocity. This could be related to observing features from the tumbling body for a time
that is too short to allow for converged feature depth estimates.
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(a) Estimated and ground truth of q0 (b) Estimated and ground truth of q1
(c) Estimated and ground truth of q2 (d) Estimated and ground truth of q3
Figure 6.19: Estimated relative orientation in quaternion parametrisation q for syntheti-
cally generated 3D points without noise
In both algorithms, the estimation error of the z-axis component remained within the
filter predicted uncertainty values. As was desired, the smart initialisation algorithm
provided faster convergence when the observation duration was limited. Overall, the
angular rate estimation errors of the basic and the smart initialisation algorithms were
less than 0.02deg/s at the end of the simulation. The affect of noisy measurements were
observed as longer convergence durations for both algorithms. However, the convergence
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(a) Yaw (b) Pitch
(c) Roll
Figure 6.20: Relative orientation error of basic and smart initialisation algorithms in euler
angles parametrisation for synthetically generated 3D points without noise
speed of the smart initialisation algorithm was still faster compared to the basic algorithm.
The velocity estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.25, Figure 6.26 and Figure 6.27.
In both algorithms, the translation manoeuvre along the x-axis at the 10th minute was
detected with a error peak in the x-axis for a short period of time. At the end of the
scenario, the estimation error of both algorithms in the x-axis, y-axis and z-axis were less
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(a) Basic algorithm
(b) Smart initialisation algorithm
Figure 6.21: Reconstruction of the target at its final estimated orientation (only latest 80
features were given for clarity)
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(a) Estimated and ground truth
(b) ωx error & the estimated uncertainty by the
Basic algorithm
(c) ωx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.22: Estimated ωx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
than 0.01m/s, 0.02m/s and 0.001m/s respectively. In the z-axis the smart initialisation
algorithm performed slightly better than the basic algorithm for the estimations after the
manoeuvres. This suggested that faster convergence of the structure parameters provides
a benefit for estimating the velocity along the the camera boresight vector.
The position estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.28, Figure 6.29 and Figure 6.30.
Overall, the translational manoeuvre at the 10th minute was tracked by both of the al-
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(a) Estimated and ground truth
(b) ωy error & the estimated uncertainty by
Basic algorithm
(c) ωy error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.23: Estimated ωy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
gorithms. Even though the translational estimation of both algorithms were within the
filter estimated uncertainty levels, the smart initialisation algorithm showed a small bias
along the x and y axes estimations. At the end of the simulation, the smart initialisation
algorithm estimation error in translation in x, y and z axes were less than 1%, 0.5% and
0.1% of the range between the chaser and the target, respectively. In the case of the basic
algorithm, the translational errors in the x, y and z axes were less than 0.5%, 0.5% and
0.2% of the range between the chaser and the target, respectively.
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(a) Estimated and ground truth
(b) ωz error & the estimated uncertainty by
Basic algorithm
(c) ωz error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.24: Estimated ωz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
The orientation estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.31. Since quaternions are not in-
tuitive, the errors were computed in Euler angles, as shown in Figure 6.32. In both algo-
rithms, an accumulation of errors were observed to be aligned with the axis of rotations.
In yaw, the orientation error remained less than 0.5 degrees in both algorithms. The orien-
tation error of the basic algorithm in pitch and roll was less than 6 degrees and 15 degrees
respectively. On the other hand, the orientation error of the smart initialisation algorithm
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(a) Estimated and ground truth
(b) Vx error & the estimated uncertainty by the
Basic algorithm
(c) Vx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.25: Estimated Vx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
in pitch and roll was less than 1.5 degrees and 5.5 degrees respectively at the end of the
simulation.
For noisy measurements, Figure 6.33 shows the target reconstruction by both of the al-
gorithms at the end of the simulation. Since the features were renamed as they appeared,
the actual number of features were 8×100. However, only the features of the last full
rotation are included in the illustration for clarity reasons. Both algorithms perform the
reconstruction of the structure for the currently observed features. Therefore, the structure
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(a) Estimated and ground truth
(b) Vy error & the estimated uncertainty by the
Basic algorithm
(c) Vy error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.26: Estimated Vy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
information of the features that were not observed at the last frame were propagated over
time. This means that features that were observed much earlier would have higher uncer-
tainty and therefore larger errors in their reconstruction. Since they were not affecting the
current estimation, their depiction in Figure 6.33 would only confuse the reader.
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(a) Estimated and ground truth
(b) Vz error & the estimated uncertainty by the
Basic algorithm
(c) Vz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.27: Estimated Vz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
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(a) Estimated and ground truth
(b) Tx error & the estimated uncertainty by the
Basic algorithm
(c) Tx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.28: Estimated Tx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
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(a) Estimated and ground truth
(b) Ty error & the estimated uncertainty by the
Basic algorithm
(c) Ty error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.29: Estimated Ty of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
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(a) Estimated and ground truth
(b) Tz error & the estimated uncertainty by the
Basic algorithm
(c) Tz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.30: Estimated Tz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
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(a) Estimated and ground truth of q0 (b) Estimated and ground truth of q1
(c) Estimated and ground truth of q2 (d) Estimated and ground truth of q3
Figure 6.31: Estimated relative orientation in quaternion parametrisation q for syntheti-
cally generated 3D points with Gaussian noiseN (0,2.5) pixel/s
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(a) Yaw (b) Pitch
(c) Roll
Figure 6.32: Relative orientation error of basic and smart initialisation algorithms in
euler angles parametrisation for synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s
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(a) Basic algorithm
(b) Smart initialisation algorithm
Figure 6.33: Reconstruction of the target at its final estimated orientation (only latest 80
features were given for clarity) for synthetic data with Gaussian noiseN (0,2.5) pixel/s
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Tolerance to Visibility Duration
Besides the noisy measurements, feature trackers can fail to track features for long
durations when the scene has low texture and the target is tumbling as it would be in
IR-ADR. This experimental set-up investigated the tolerance of the algorithm for short
living infrared features of a tumbling target. The computed optical flow of each feature
was again corrupted by zero mean Gaussian noise with a standard deviation σ of 0.5
pixels/frame (i.e. 2.5 pixel/s). However, the visibility criteria of a feature which was
defined as the angle θ between its body vector n and the camera boresight vector b, was
decreased to 60 degrees. Therefore, the mean continuous observation time of the feature
became 37 seconds (i.e. ≈ 185 frames) in this simulation. The feature statistics of this
simulation are shown in Figure 6.34. Since the structure and the rotational motion were
the same, the appearing order of the features was the same in both simulation.
(a) The observation duration of each feature (b) The availability instances of each synthetically
feature average 214 frame
Figure 6.34: Feature statistics of synthetically generated 3D points with decreased visi-
bility duration
Figure 6.35(a), Figure 6.36(a) and Figure 6.37(a) show the estimated angular rate over
the simulation duration for the basic and the smart initialisation algorithms, along with
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their ground truth. The smart initialisation algorithm angular rate estimations converged
to a value within the filter predicted uncertainty levels after the 300th second, which was
the required time for approximately two full rotations. Even though the basic algorithm
decreased the angular rate estimation errors over time, only the y-axis and z-axis com-
ponents of the angular rate converged to a value within the filter predicted uncertainty
levels.
(a) Estimated and ground truth
(b) ωx error & the estimated uncertainty by the
Basic algorithm
(c) ωx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.35: Estimated ωx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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At the end of the simulation, the total angular rate estimation error of the basic and
the smart initialisation algorithm was less than 0.02 deg/s and 0.015 deg/s respectively.
As it was designed for, the smart initialisation algorithm provided faster convergence for
angular rate estimations when the feature observation duration was limited. The effect of
the decreased mean observation duration of the features was observed as a delay in the
filter convergence.
(a) Estimated and ground truth
(b) ωy error & the estimated uncertainty by
Basic algorithm
(c) ωy error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.36: Estimated ωy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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(a) Estimated and ground truth
(b) ωz error & the estimated uncertainty by
Basic algorithm
(c) ωz error & the estimated uncertainty by
Smart Initialisation algorithm
Figure 6.37: Estimated ωz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
The velocity estimation of the basic and the smart initialisation algorithms as well as
their respective ground truths are given in Figure 6.38, Figure 6.39 and Figure 6.40. The
translational manoeuvre along the x-axis at the 10th minute was tracked by both of the
algorithms. During the simulation duration, the estimated translational velocity of both
algorithms converged to a value within the filter predicted uncertainty bound. At the end
of the simulation, the total translational velocity errors of both algorithms were found to
be less than 0.018m/s.
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(a) Estimated and ground truth
(b) Vx error & the estimated uncertainty by the
Basic algorithm
(c) Vx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.38: Estimated Vx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
The position estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.41, Figure 6.42 and Figure 6.43.
The basic algorithm converged to a value within the filter predicted boundary within the
simulation duration whereas the smart initialisation algorithm estimation errors in trans-
lational velocity increased after the manoeuvre along the x-axis. This may be related to
the fact that the smart initialisation procedure was designed for pure rotational motion
cases. At the end of the simulation, the total position error of the basic and the smart
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(a) Estimated and ground truth
(b) Vy error & the estimated uncertainty by the
Basic algorithm
(c) Vy error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.39: Estimated Vy of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
initialisation algorithms were less than 1.3% and 2.5% of the range between the chaser
and the target.
The orientation estimation of the basic and the smart initialisation algorithms as well
as their respective ground truths are given in Figure 6.44. Since quaternions are not in-
tuitive, the errors were computed in Euler angles, as shown in Figure 6.45. In both algo-
rithms, the accumulation of errors were observed to be aligned with the axes of rotations.
In yaw, the orientation error remained less than 1.5 degrees and 0.5 degrees for the basic
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(a) Estimated and ground truth
(b) Vz error & the estimated uncertainty by the
Basic algorithm
(c) Vz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.40: Estimated Vz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
and the smart initialisation algorithms. The orientation error of the basic algorithm in
pitch and roll was less than 7 degrees and 18 degrees respectively. On the other hand,
the orientation error of the smart initialisation algorithm in pitch and roll was less than 1
degrees and 12 degrees respectively at the end of the simulation. When the mean observa-
tion time was decreased, the orientation errors of both algorithms increased as expected.
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(a) Estimated and ground truth
(b) Tx error & the estimated uncertainty by the
Basic algorithm
(c) Tx error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.41: Estimated Tx of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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(a) Estimated and ground truth
(b) Ty error & the estimated uncertainty by the
Basic algorithm
(c) Ty error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.42: Estimated Ty of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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(a) Estimated and ground truth
(b) Tz error & the estimated uncertainty by the
Basic algorithm
(c) Tz error & the estimated uncertainty by the
Smart Initialisation algorithm
Figure 6.43: Estimated Tz of synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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(a) Estimated and ground truth of q0 (b) Estimated and ground truth of q1
(c) Estimated and ground truth of q2 (d) Estimated and ground truth of q3
Figure 6.44: Estimated relative orientation in quaternion parametrisation q for syntheti-
cally generated 3D points with Gaussian noiseN (0,2.5) pixel/s and decreased visibility
durations
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(a) Yaw (b) Pitch
(c) Roll
Figure 6.45: Relative orientation error of basic and smart initialisation algorithms in
euler angles parametrisation for synthetically generated 3D points with Gaussian noise
N (0,2.5) pixel/s and decreased visibility durations
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6.5.2 Target Under Complex Motion in CounterSim Environment
This experimental set-up tested the algorithm performance using GFTT for feature
detection and KLT for feature tracking within a simulated infrared image sequence. By
doing so, the noisy behaviour of the feature detection and tracking algorithms were able to
be included in the performance analysis more realistically. Based on the thermal analysis
in Chapter-3, a close proximity scenario was simulated in CounterSim [105].
Table 6.2: Camera properties used in CounterSim
Property Value
Spectral Band 8µm−14µm
Scene Range [−100oC,+30oC]
FOV 24o×32o
Resolution 480×640 pixels
Frame Rate 10 fps
The three dimensional structure of a dummy space debris with dimensions of 2m×
1.5m ×15m was created with similar characteristics to the non-operational Earth obser-
vation satellite Envisat [146]. As was described earlier, CounterSim can only simulate
thermally stable environments, meaning that the temporal variations of the space environ-
ment described in Chapter-3 were not present in the simulations. Therefore, the ‘hot case’
described in Chapter-3, where the solar illumination on the target was at its maximum and
the space debris was thermally at its hottest state, was used for the thermal conditions of
the simulation.
This experiment simulated a hold-on phase of ADR, the so called ‘inspection’ phase,
where the chaser was keeping its relative position (i.e. [0 0 −50m]> in the Hill frame)
with respect to the target without any manoeuvre and was observing the tumbling space
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(a) The observation duration of each feature (b) The availability instances of each feature
Figure 6.46: Feature statistics of CounterSim simulation
debris with 5o/s around the x-axis of the HBRF. In this phase, the chaser aimed to identify
the tumbling rates of the target while reconstructing the debris structure. During this
simulation, the target was observed for three full rotation. The detected features were not
recognised and were considered as entirely new features when a target face reappeared.
This experimental set-up evaluated the performance of the basic, the weight, and the
weight & smart initialisation algorithms.
Under these thermal conditions, CounterSim simulated the thermal imagery from a
single LWIR camera which was assumed to be mounted at the chaser CoM with the char-
acteristics given at Table 6.2. The feature statistics over the simulation time are given in
Figure 6.46. On average, the features were observed for 4 seconds (i.e. ≈ 40 frames).
Only a few features were observed for more than 10 seconds (i.e. ≈ 100 frames). Fig-
ure 6.47 shows a sample of the infrared images simulated by CounterSim and their ex-
tracted features.
Figure 6.48(a,c,e) shows the angular rate estimations and the ground truth. All the
algorithm versions tracked the ground truth for the three axes. At the last frame of the
simulation, the total angular rate error of the basic, the weight, and the weight & smart
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(a) t = 1s (b) t = 9s
(c) t = 18s (d) t = 27s
Figure 6.47: Countersim simulated images with extracted features
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(a) ωx (b) Errors in ωx
(c) ωy (d) Errors in ωy
(e) ωz (f) Errors in ωz
Figure 6.48: Estimated angular rates and their ground truths in CounterSim infrared image
sequence
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initialisation algorithms were 0.11 deg/s, 0.09 deg/s and 0.07 deg/s respectively. Those
errors represent 2.2%, 1.8% and 1.4% of the target rotation rate of 5 deg/s. The periodical
pattern in the angular rate estimation error can be related to the rotation periodicity of the
debris. At some of the view angles, the cross-section of the debris was much smaller and
provided fewer features, as shown in Figure 6.47(c), which corresponded to the maxima of
the errors in angular rate estimations. During the first rotation, the estimation error of the
weight & smart initialisation algorithm was much higher than the other two algorithms.
However, after the first full rotation (i.e. 72s), the mean estimation error of the weight
& smart initialisation algorithm was lower than the other two algorithms and the weight
algorithm showed slightly better performance compared to the basic algorithm.
Figure 6.49 shows the estimation errors in the velocity. All the algorithm versions
followed the ground truth for the three axes. The total velocity error of the basic, the
weight, and the weight & smart initialisation algorithms were 0.12 m/s, 0.10 m/s and
0.10 m/s respectively. After the first full rotation of the target, the weight & smart ini-
tialisation algorithm performed the best among all. The weight algorithm was slightly
better than the basic algorithm. Similar to the angular rate estimates, a periodical pattern
was observed in the velocity estimations which was aligned with the rotation rate of the
target. Among all axes, the minimum of this periodical pattern was observed along the
y-axis in which the optical flow vectors had their main component due to the rotational
motion along the x-axis. The periodical behaviour of the estimation can also be explained
by the alternating cross-section of the space debris. When high estimation errors were
observed, the cross-section and the number of features were low, on the other hand, when
low estimation errors occurred a high cross-section and a high number of features were
found.
Figure 6.50 shows the estimation errors in the position. Similar to the velocity esti-
mates, the position estimates also had a periodical pattern along the y-axis, which can be
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(a) Errors in Vx (b) Errors in Vy
(c) Errors in Vz
Figure 6.49: Velocity errors in CounterSim infrared image sequence
explained by the target’s rotational motion around the x-axis. The position estimates of
the weight & smart initialisation algorithm were the smoothest among all. At the end of
the simulation, the total position error of the basic, the weight, and the weight & smart
initialisation algorithms were 0.77 m, 0.78 m and 0.72 m respectively. Those errors rep-
resent 1.5%, 1.6% and 1.4% of the target range of 50 m, which are below the required
measurement accuracy of VGS given in Table-2.3.
Figure 6.51 shows the estimation errors in the orientation. At the end of the simulation,
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(a) Error in Tx (b) Error in Ty
(c) Error in Tz
Figure 6.50: Position errors in CounterSim infrared image sequence
the total error in orientation of the basic, the weight, and the weight & smart initialisation
algorithms were 12.3 deg, 9.4 deg and 9.2 deg respectively. Aligned with the rotational
motion of the target, all algorithms accumulated orientation error over time as expected.
Figure 6.52 shows the reconstruction of the target by the algorithms. Overall, the
reconstructions of the space debris structure from all algorithms were similar to the satel-
lite CAD model. However, the quantification of the errors was not applicable for this
experiment as the 3D coordinates of detected features were not given by CounterSim.
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(a) Error in Yaw (b) Error in Pitch
(c) Error in Roll
Figure 6.51: Orientation errors in Euler angles for the CounterSim infrared image se-
quence
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(a) Basic algorithm (b) Weight algorithm
(c) Weight & Smart Initialisation algorithm
Figure 6.52: Target reconstruction from CounterSim infrared image sequence
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6.6 Result Analysis
These experiments showed that with the proposed approach without having good
knowledge of the initial pose, the relative motion parameters required by ADR navigation
algorithms can be estimated. Moreover, this algorithm does not require continuous fea-
ture rich images and recognition of the space debris parts. Even the occasional decrease
in the number of features which can be due to the lower textured imagery of infrared, or
the target rotational motion, are tolerated. Besides its design goal, this feature can also
facilitate the times when only parts of space debris stays within the camera field of view,
possibly due to orbital manoeuvres.
The weight algorithm provides a solution by exploiting all the information that in-
frared imagery brings. The quality of the features are used to weight the measurement
which provides better performance. The results showed that even with the noisy measure-
ment of the point trackers, the relative motion can be recovered. In addition, both scenario
can recover the target structure up to scale which can still provide important information
about the target. In a further study, this information can be analysed and processed to
recover the scale and plan the chaser’s final approach.
The smart initialisation algorithm is designed and optimised to support the filter state
initialisation. Improving the initialisation is necessary when new features appear through-
out a sequence and the observation duration is short; this is the case of tumbling motions.
In the basic initialisation, all the appearing features are set to the same value chosen within
the dimensions of the space debris. Then if the observation time is too short, the feature
estimation does not converge. In the smart initialisation, new features are set using prior
knowledge from the closest known features using their location and optical flow, then the
structure of the new features are extrapolated. Finally, the smart initialisation is specific
to the conditions of each feature compared to the basic one, as a result, in theory, better
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estimation would be expected. In practise, this initialisation method is limited by errors
in case of noisy and short observations.
In contrary to the particle based approach of [57], by having a complete covariance
matrix for all features their relative location information between each other were kept
thanks to the single EKF. Even though this fact is not an important point for terrestrial
applications, where the map is widely scattered, it is belived to provide better map for the
limited size object/map of the ADR application. Furthermore, this interrelation of map
features could even aid a possible loop closure, which would occur frequently due to the
target’s tumbling motion and/or the chaser fly-around inspection trajectory. With a the
loop closure procedure, the uncertainties of the algorithm could be further decreased and
provide much better estimations.
6.7 Conclusions
For space applications, thermal imagery has advantages over visual sensors. It can
provide continuous information without being affected by the illumination conditions
such as eclipse and solar glare. Infrared imagery acquires information about the ther-
mal appearance of the target. This is very beneficial for cases especially like ADR where
there are more unknowns than many other types of RvD mission. However, some of
these unknowns also affect how the infrared signature of the space debris is going to be
perceived.
This study showed that the proposed algorithm can be used as a relative navigation so-
lution even if the initial orientation of the target is not known before hand. The algorithm
was tested under fully and partially controlled simulation environments. Different sources
of disturbances were included in the performance analysis. The algorithm was specifically
designed for the challenges of infrared imagery in ADR conditions. In different complex
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motion scenarios, the algorithm has shown very satisfactory results.
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7.1 Motivation
The dynamics of the space thermal environment differs significantly from the dynam-
ics in non-vacuum environments, such as in the laboratories, that were applicable to this
study. The analysis of Chapter-3 showed that the space debris can have high tempera-
ture gradients on its surface, whereas this is very difficult to achieve in the presence of
air. Ref.[147] discussed the difficulties of testing infrared imagery in indoor experiments
where representative space trajectories were scaled down due to available testing facil-
ity area. Hence, a target that can represent the space debris in infrared, as described in
Chapter-3 under laboratory conditions, needs to be designed in a particular way. By un-
derstanding these limitations, the performance of the algorithm proposed in Chapter-6 can
be evaluated better, and the performance in real ADR scenario can be inferred from the
results of the performed laboratory experiments.
This chapter describes the set-up and the utilisation of an infrared test bench in the
Unmanned Autonomous Systems Laboratory (UASL) at Cranfield University. First, the
methods that were used to collect the ground truth of the trajectories and the thermal cam-
era calibration procedure are introduced. Second, the specially designed thermal mock-up
of the space debris is detailed. Next, the performance of the basic and the weight algo-
rithms are tested and evaluated under different scenarios. Finally, an analysis of the smart
initialisation and the weight & smart initialisation algorithms are given and the findings
are discussed.
7.2 UASL Overview
The UASL was originally designed for testing autonomous terrestrial vehicles such as
Unmanned Aerial Vehicles (UAVs). For the interests of this study, the laboratory consists
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of a motion capture system (OptiTrack - NaturalPoint Inc.), and a scaled mock-up of a
space debris with a rotating mounting and a LWIR camera. The purpose of this particular
set-up is to test infrared based navigation algorithms for the ADR scenario, with infrared
camera hardware-in-the-loop, using representative space debris.
7.2.1 Motion Capture System
The motion capture system provides the orientation and the position of the objects,
that are equipped with Near Infrared (NIR) markers, in its own inertial reference frame.
In the experiments, the area of interest was surrounded by six active NIR cameras (Fig-
ure 7.1(a)), which were used to detect the NIR markers (Figure 7.1(b)) placed on the
objects: the space debris mock-up and the thermal camera. These NIR markers are cov-
ered with a highly NIR reflective surface coating, which appears as bright spots in the
motion capture system images. By filtering the images, the motion capture system detects
only the NIR markers, whose signatures are above a calibrated threshold. This sensitivity
adjustment is done to eliminate false positive marker detections in the experimental en-
vironment, which is assumed not to have any object with a signature similar to the NIR
markers.
(a) NIR camera (b) NIR marker
Figure 7.1: OptiTrack system components (Courtesy OptiTrack - NaturalPoint Inc.)
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The motion capture system provides the position of the NIR markers in its own inertial
frame, as shown in Figure 7.2. By identifying a minimum of three NIR markers which are
sufficiently far apart from each other, a rigid body can be defined and the motion capture
system can provide the position and the orientation of this rigid body in its own inertial
reference frame (IRF). Therefore, three NIR markers were placed on the thermal camera
and four on the space debris mock-up, which was a scaled replica of the non-operational
ENVISAT [146]. The motion capture system assigns the centre of this artificially cre-
ated rigid body by averaging the position of the markers. The centre of rotation and the
assigned rigid body origin are not necessarily overlapping. Therefore, the NIR markers
were placed in a symmetrical pattern perpendicular to the rotation axis.
X
YZ
(IRF)
ρCRFIRF
ρHillIRF
X
Y
Z
camera
X Y
Z
EnvYsat
ρCRFHill
(CRF)
(Hill)
Figure 7.2: Coordinate transformation between the motion capture system (IRF) and the
Hill frame
The navigation solution provides the estimates in the relative reference frame of the
space debris. These estimates include the position and the position rate of the chaser in the
target reference frame in addition to the target orientation and angular rates. Therefore,
the motion capture system outputs: the object position and the orientation described in
the inertial frame of the motion capture system (IRF), are required to be transformed into
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the position estimation ρCRFHill
∣∣∣∣
Hill
in the Hill frame to provide the ground truth as:
ρCRFHill
∣∣∣∣
Hill
= RHillIRF ·ρCRFIRF
∣∣∣∣
IRF
−RHillIRF ·ρHillIRF
∣∣∣∣
IRF
(7.1)
where ρ IRFCRF
∣∣∣∣
IRF
is the position of the camera in IRF, ρHillIRF
∣∣∣∣
IRF
is the position of the En-
vYsat in IRF, RHillIRF describes the rotation from IRF to Hill. Since the relative orientation is
estimated with respect to the EnvYsat orientation in the first frame, the orientation ground
truth RHill
∣∣∣∣
HBRF
is computed as:
RHill
∣∣∣∣
HBRF
= RHBRFIRF ·RHill
∣∣∣∣
IRF
(7.2)
where RHill
∣∣∣∣
IRF
is the rotation matrix that transforms the IRF coordinate frame to the rigid
body coordinate frame of EnvYsat assigned by the motion capture system, and RHBRFIRF is
the rotation matrix that transforms the IRF coordinate frame to the rigid body coordinate
frame of EnvYsat assigned by the motion capture system in the first camera instance time
t0.
7.2.2 Infrared Chaser Camera
In this experimental set-up, the chaser sensor is represented by an uncooled mi-
crobolometer manufactured by FLIR Systems (the FLIR TAU2 camera). This thermal
camera is shown in Figure 3.16(b) and its properties are given in Table 7.1. As can be
seen, the camera is designed for a much higher scene temperature range than the interest
of the study defined in Chapter-3, the expected temperature range of the space debris was
found to be −90oC to 30oC.
The ambient temperature of the laboratory was approximately 20oC and was not con-
trollable. Therefore, the infrared signature representing deep space (i.e. 2.7 K) was repre-
250 CHAPTER 7. REAL INFRARED DATASET ACQUISITION
Table 7.1: Camera properties of FLIR TAU-2
Property Value
Spectral Band 7.5µm−13.5µm
FOV 69o
Focal Length 9 mm
Resolution 640×480 pixels
Resolution Depth 14-bit
Pixel Pitch 17 µm
Frame Rate 30 f ps
Scene Range [−40oC,160oC]
NETD < 50 mK @ f/1.0
sented as 20oC (i.e. 293.15 K) in this experimental set-up. As a result, part of the camera
dynamic range (approximately one third) could not be exploited within this experimental
set-up. Beside the expected low textured infrared images, this reduction of the camera dy-
namic range decreases the achievable maximum level of contrast in the thermal imagery.
The employed feature extraction and tracking methods exploit the contrast information
within the image. When the level of contrast decreases, they will produce more noisy
and possibly invalid measurements. Consequently, the algorithm performance will be de-
graded. Therefore, all analyses performed by using this set-up were greatly affected by the
relatively smaller values of signal-to-noise ratio, which is a sub-optimal case compared to
an expected ADR scenario.
Infrared Camera Calibration
The proposed navigation solution requires pre-calibration of the camera in order to ob-
tain the metric measurements. The accuracy of the measurements are extremely affected
by the quality of this calibration, which also affects the performance of the algorithm. In
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visual camera calibration, a basic calibration procedure is to capture a chessboard of black
and white squares, from different viewpoints and to use this known pattern to estimate the
camera intrinsic parameters [148]. However, the infrared signature of such a chessboard
would be observed as a uniform flat surface by a thermal camera since the emissivity
difference between ordinary black and white printed/painted squares are insignificant at
room temperature. For calibration, infrared camera systems require special attention.
This study employs the procedure proposed by Ref.[149], which is a cost effective
calibration method for multi-modality systems, providing good accuracy. The procedure
employs the pinhole camera modal and the intrinsic matrix K described as:
K =

fx 0 cx
0 fy cy
0 0 1
 (7.3)
where ( fx, fy) is the camera focal length, (cx,cy) is the camera principal point. The lens
distortion D is parametrised as:
D = [k1,k2,k3, p1, p2] (7.4)
where [k1,k2,k3] are the radial distortion parameters and [p1, p2] are the tangential distor-
tion parameters. An image point (u,v) is assumed to be distorted as (u′,v′) by using the
following model:
u′ =u
(
1+ k1r2+ k2r4+ k3r6
)
+2p1uv+ p2(r2+2u2)
v′ =v
(
1+ k1r2+ k2r4+ k3r6
)
+ p1(r2+2v2)+2p2uv
(7.5)
where r2 = u2+ v2.
The calibration results obtained by using the calibration procedure defined in Ref.[149]
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Table 7.2: Calibration results for FLIR TAU-2
Property Value [pixels]
Focal length (554.14399,551.74630)
Principle point (328.90160,257.69220)
Radial distortion [−3.06148 ·10−1,9.40600 ·10−2,−4.74287 ·10−3]
Tangential distortion [−3.58796 ·10−3,−2.13339 ·10−2]
are shown in Table 7.2. Radial distortions were found to be significant compared to tan-
gential distortions.
For real ADR missions, this calibration procedure can be adopted with some modi-
fications during the launch campaigns. At this stage, the calibration data requires to be
free from any object other than the calibration board. Therefore, the environmental pa-
rameters shall be monitored during the launch campaign. Furthermore, the vibrations of
launch might change the calibration parameters. Therefore, performing multiple calibra-
tion campaigns before and after chaser spacecraft vibration and/or thermal tests might be
useful in terms of characterising the errors in calibration parameters.
7.3 Space Debris Infrared Mock-up Design
A three dimensional mock-up of a dummy space debris called EnvYsat, as shown in
Figure 7.3, based on the non-operational Earth observation satellite ENVISAT [146], was
specifically designed for the experimental set-up. Overall, the dimensions of ENVISAT
was scaled down by 1:17 for the design of the EnvYsat (i.e. the scaled mock-up) and the
detailed structural design is given in Figure 7.4.
In order to have a similar infrared signature to those computed in Chapter-3, EnvYsat
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(a) Visual spectrum
(b) Infrared spectrum (solar panel not
heated), image contrast was enhanced
for visualisation purposes
(c) Infrared spectrum (solar panel
heated), image contrast was enhanced
for visualisation purposes
Figure 7.3: EnvYsat in visual and infrared spectrum
was covered with surface coatings of different emissivity values, of which some were real
spacecraft surface coating materials. To create temperature differences, resistive heating
elements were placed within the structure, behind one of the extended panels. The solar
panel of EnvYsat was heated using a portable heater to keep the design simple. Since
it was very difficult to have significant temperature differences between the patches for
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safety reasons, the required image contrast was reached by choosing the emissivity of the
surface coating materials with significant differences. Even though, this contrast was still
not significant as Chapter-3 suggested, the main idea of the infrared signature is reflected
in the experimental images as shown in Figure 7.4(b,c).
Unfortunately, the fast temporal variations of the space environment is impossible
to replicate in the laboratory, where convective heat radiation is present due to the air.
Therefore, the ‘cold case’ described in Chapter-3, where the target was in eclipse, is
used as the reference thermal conditions of the experiment. This scenario is interesting
also because the visual cameras could not operate under these conditions and the main
purpose of the infrared camera would be to tackle this issue.
The tumbling motion of the space debris was achieved by a single axis step motor
connected through a metallic rod which was rigidly attached to the main structural body
(i.e. y-axis of the HBRF). By using this step motor, the mock-up is able to rotate in two
different directions with a rotational speed of approximately 4 deg/s which is of the order
of ENVISAT’s rotation speed [72].
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Figure 7.4: Dimensions of the mock-up in UASL
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7.4 Experimental Work
Using a real thermal infrared camera, this experimental set-up evaluates the perfor-
mance of the algorithms: the basic, the weight. The basic version of the algorithm was
defined in Section-6.2 and referred as basic hereinafter. The weight version of the algo-
rithm was defined as the basic algorithm with an additional weighting procedure based
on feature quality, as described in Section-6.3.
7.4.1 Target Under Trajectory A
This experiment simulates a hold-on phase of ADR, the so called ‘inspection’, where
the chaser maintains its relative position with respect to the target without any manoeuvres
and observes the tumbling space debris with ≈ 4 deg/s around the y-axis of HBRF. The
trajectory is scaled by 1:17 and represents a chaser 50m behind the target. In this phase,
the chaser aims to understand the tumbling rates of the target whilst reconstructing the
debris structure. The target is observed for two full rotations. Figure 7.5 shows some of
the captured infrared images of the experiment as well as the extracted features.
The corner statistics of this infrared image sequence are shown in Figure 7.6. On
average, features were observed for 8 seconds (i.e. ≈ 240 frames). A periodical pattern
was observed in the observation duration of the features over the simulation duration.
This is related to the varying image cross-section of the target due to its rotational motion.
The number of detected features was low when the cross-section of EnvYsat was low, as
expected. Moreover, when the EnvYsat cross-section was small (e.g. Figure 7.5(c,f)),
the extracted features had a short-lifespan since their image projection area was small
compared to other the faces of the EnvYsat (e.g. Figure 7.5(a,d)).
Figure 7.7 shows the angular velocity error estimates of the basic and the weight al-
gorithms. The motion capture system only provides the orientation of the rigid body but
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(a) 1st frame (b) 670th frame
(c) 990th frame (d) 1250th frame
(e) 2090th frame (f) 2420th frame
Figure 7.5: Infrared images of EnvYsat and the 2D feature points under complex motion
trajectory A
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(a) Feature traceability over time (b) The availability instances of each feature
Figure 7.6: Corner statistics of features extracted from infrared image sequence under
complex motion trajectory A
not the angular velocity. Therefore, the angular velocity ground truth was derived subse-
quently from the provided orientations. At the end of the simulation, the total angular rate
estimation errors for the basic and the weight algorithms were 0.57 deg/s and 0.50 deg/s,
respectively. In the angular rate estimation errors, both algorithms showed a periodical
pattern. The maxima of these errors were correlated with the times when the number of
detected features were low. Throughout the simulation, the weight algorithm provided
a smoother and less erroneous estimation compared to the basic algorithm. The weight
algorithm is, at times, significantly better than the basic algorithm, especially when the
number of features and their lifespan are low. The error of the weight algorithm along
the y-axis, about which the rotation occurs, was ≈ 0.6 deg/s at the 130th second. More-
over, the root mean square error of the weight algorithm along this axis was found to be
0.4 deg/s, which was 10% of the EnvYsat rotation rate. These results suggest that the
weight algorithm offers a strong improvement.
Figure 7.8 shows the velocity error estimates of the basic and the weight algorithms.
The motion capture system only provides the position of the object but not the velocity.
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(a) Error in ωx (b) Error ωy
(c) Error ωz
Figure 7.7: Error in angular velocity ω in HBRF for complex motion trajectory A
Therefore, the velocity ground truth was subsequently derived from the provided position
measurements. Due to the optical properties of the EnvYsat surface coatings, the ground
truth measurements were noisy and therefore were smoothed by using moving average
filter with the window dimension of five. However, a certain level of noise is suspected
to have remained. Even though the camera was stable during the entire simulation, the
ground truth had some fluctuations. Both of the algorithms provided a more smooth
result than the ground truth and had similar errors. The fluctuations in Figure 7.8 were
260 CHAPTER 7. REAL INFRARED DATASET ACQUISITION
suspected to be mainly related to the variations in the velocity ground truth given by the
motion capture system.
(a) Error in vx (b) Error in vy
(c) Error in vz
Figure 7.8: Error in translational velocity v in IRF for complex motion trajectory A
Figure 7.9 shows the errors in the relative position estimates of the basic and the
weight algorithms. At the end of the simulation, the estimation errors of the basic were
0.05 m, 0.2 m and 5 ·10−5m, which are 1.9%, 7.5% and 0.1% of the EnvYsat range,
for the x-axis, y-axis and z-axis respectively. This shows a promising result in terms of
achieved accuracies by the basic algorithm. In the case of the weight algorithm, these
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errors were 0.07 m, 0.19 m and 3 ·10−5m, which were 2.6%, 7.1% and0.1% of the En-
vYsat range, for the x-axis, y-axis and z-axis respectively. This shows strong performance
of the weight algorithm. Major error was observed along the y-axis, which was expected
due to the initial misalignment.
(a) Error in rx (b) Error in ry
(c) Error ry
Figure 7.9: Error in relative position r estimates in IRF for complex motion trajectory A
The algorithm formulation assumes that the relative navigation starts when the target
CoM is aligned with the camera boresight, due to the orbital dynamics of the ‘hold on’
point. However, such precise alignment was not possible with the given experimental set-
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up. Since the algorithm reconstructs the unknown EnvYsat structure, the initial radial and
cross track translational errors cannot be recovered. Therefore, the relative error at the
end of the experiment with respect to the initial error can provide a better understanding
of the algorithm performance. The relative error along y-axis in the basic and the weight
algorithms were 0.017 m and 0.003 m, which was 1.2% and 0.6% of the target range,
respectively, which further emphasises the strength of the developed solution. Prior to
applying this correction, the errors for the y-axis, while still good, were nevertheless
(a) Yaw (b) Pitch
(c) Roll
Figure 7.10: Orientation errors in HBRF for complex motion trajectory A
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misleading high in comparison to the other components.
Figure 7.10 shows the errors in the orientation estimates of the basic and the weight
algorithms. Like with the angular rate estimations, a periodical pattern was perceived
in the orientation error estimates. The maxima of the errors were observed when the
EnvYsat image cross-section was at a minimum. Since the orientation estimates were not
directly estimated but instead obtained through noisy estimates of the angular rates, an
error accumulation that was correlated to the angular rate estimation errors was expected.
Even though orientation errors were accumulated over time, the weight algorithm still
performed better compared to the basic algorithm, suggesting a strong improvement.
Figure 7.11 shows the 3D reconstruction by the basic and the weight algorithms. Since
the algorithm assumed that the EnvYsat CoM was aligned with the camera boresight, the
reconstruction was shifted in the y-axis for both algorithms. Unfortunately, the related
ground truth of the reconstructed features were not applicable for this experiment. There-
fore, a quantitative analysis was performed by comparing the EnvYsat CAD model with
the dimensions of the target reconstruction. Both algorithm reconstructions resembled the
CAD model of the EnvYsat and the dimensions were aligned.
(a) Basic algorithm (b) Weigh algorithm
Figure 7.11: Reconstruction of the EnvYsat for complex motion trajectory A
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7.4.2 Target Under Trajectory B
This experiment simulated a translational manoeuvre after a hold-on phase of ADR
where the space debris tumbles at the rate of ≈ 4 deg/s around the y-axis of HBRF. The
trajectory was scaled by 1:17 and represented the case when the chaser was 50m behind
the target. The translational manoeuvre started at the 20th second, as shown in Figure 7.12.
In this phase, the chaser aims to understand the tumbling rates of the target while recon-
structing the debris structure and estimating its translational motion.
(a) r (b) v
(c) q (d) ω
Figure 7.12: Ground truth of trajectory B in IRF
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(a) 1st (b) 310th frame
(c) 560th frame (d) 860th frame
(e) 1150th frame (f) 1340th frame
Figure 7.13: Infrared images of EnvYsat and the 2D feature points under complex motion
trajectory B
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The target was considered to be at the end of the eclipse, therefore the surface coatings
are at their minimum temperatures. This was achieved by heating only the main body
of EnvYsat but not the solar panel based on the Chapter-3 findings. This experiment
simulates the conditions in which the visual camera cannot operate. Figure 7.13 shows
some of the captured infrared images of the experiment as well as the extracted features.
Figure 7.14 shows the corner statistics of this infrared image sequence. On average,
features were observed for 6.5 seconds (i.e. ≈ 200 frames). The number of extracted
features decreased over the simulation duration. This was related to the varying image
cross-section of the target due to its rotational motion. The number of detected features
was low when the cross-section of EnvYsat was low, as expected. Moreover, the extracted
features when the EnvYsat cross-section was small (e.g. Figure 7.5(c,f)), had a short-
lifespan since their image projection area was small compared to the other faces of the
EnvYsat (e.g. Figure 7.5(a,d)).
(a) Feature traceability over time (b) The availability instances of each feature
Figure 7.14: Corner statistics of features extracted from infrared image sequence under
complex motion trajectory B
Figure 7.15 shows the errors in the velocity estimates of the basic and the weight al-
gorithms. Both algorithms detected the translational manoeuvre along the y-axis which
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occurred at the 20th second, as shown in Figure 7.12. On average, the velocity esti-
mation errors of both algorithms were around 0.025 m/s along the x and y axes. This
shows strong performance of both algorithms within a complex motion, which includes
the chaser’s translational and the target’s rotational motion.
(a) Error in vx (b) Error vy
(c) Error vz
Figure 7.15: Velocity errors v in IRF for complex motion trajectory B
Figure 7.16 shows the errors in the relative position estimates of the basic and the
weight algorithms. At the end of the simulation, the estimation error of the basic were
0.159 m, 0.009 m and 0.004m, which are 6%, 0.3% and 0.1% of the EnvYsat range, for
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(a) Error in rx (b) Error in ry
(c) Error in rz
Figure 7.16: Position errors r in IRF for complex motion trajectory B
the x-axis, y-axis and z-axis respectively. In the case of the weight algorithm, these errors
were 0.113 m, 0.007 m and 0.004 m, which were 4.2%, 0.3% and 0.1% of the EnvYsat
range, for the x-axis, y-axis and z-axis respectively. This shows promising result for the
performance of both algorithms in complex motion. Major error was observed along
the x-axis which was expected due to the initial misalignment. The algorithm formulation
assumes that the relative navigation starts when the target CoM is aligned with the camera
boresight due to the orbital dynamics of the ‘hold on’ point. However, such an alignment
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was not possible with the given experimental set-up. Since the algorithm reconstructs the
unknown EnvYsat structure in a coordinate frame whose origin aligns with the camera
boresight, the initial radial and cross-track translational errors cannot be recovered.
(a) Error in ωx (b) Error in ωy
(c) Error in ωz
Figure 7.17: Angular velocity errors ω in HBRF for complex motion trajectory B
Figure 7.17 shows the angular velocity error estimates of the basic and the weight
algorithms. The motion capture system only provides the orientation of the rigid body but
not the angular velocity. Therefore, the angular velocity ground truth was derived from
these retrieved orientation externally. At the end of the simulation, the total angular rate
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estimation errors for the basic and the weight algorithms were 1.56 deg/s and 1.42 deg/s
respectively. The most significant estimation errors were in the axis of rotation which
suggests the rotation axis estimated better than the magnitude of the rate. The weight
algorithm provided a small improvement in angular rate estimations. The sudden error
increase at the 5th second may be related to the poor initial conditions of the scenario
where the solar panel obscures a good portion of the EnvYsat centre of rotation, as shown
in Figure 7.13(a). Because the EnvYsat centre of rotation was not aligned with the camera
boresight, the optical flow vectors of the limited features from the EnvYsat main structure
and the vertical planar antenna features were not sufficient.
Orientation errors in the estimates of the basic and the weight algorithms are shown
in Figure 7.18. Since the orientation estimates were not directly estimated but obtained
through noisy estimates of the angular rates, an error accumulation, which was correlated
to the angular rate estimate errors, was expected.
In this test, the errors in the estimation of the angular rates were much more significant
then in the previous test and settled to a bias of around 1 deg/s after approximately 20s
for the most important motion parameter (i.e. ωy). Consequently, the resulting orientation
errors appear to show divergence. As mentioned, this may be due to the suboptimal initial
orientation of the target with respect to the chaser, which is certainly something that could
occur in reality. Nevertheless it is worth nothing that this test had an overall duration of
≈ 45s, whereas the previous test had a duration of ≈ 200s. Upon closer inspection of
Figure 7.18 and Figure 7.10, the errors for the first 40s are actually remarkably similar,
and so the same periodic trend could possibly also be observed here as was observed
previously, if this test had a longer duration. Further work is needed to produce a more
comprehensive comparison.
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(a) Yaw (b) Pitch
(c) Roll
Figure 7.18: Orientation errors in IRF for complex motion trajectory B
7.5 Analysis of the Smart Initialisation Algorithm
The smart initialisation procedure is designed to assist the filter when new features
appear within the camera field of view based on previously tracked features. Since the
proposed relative navigation algorithm reconstruct the space debris structure simultane-
ously with the relative motion estimation, a method allowing faster convergence in struc-
ture states may indirectly improve the relative motion estimations. The proposed smart
initialisation procedure assumes that the structure parameter of a previously tracked fea-
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ture converged to a level and is reasonably good. This can be improved by observing
features for longer durations or by using good feature detection and tracking algorithms.
In this section, the performance of the smart initialisation procedure is investigated
using real infrared images from the experimental setup used in the previous section. Two
versions of the algorithm are analysed: the smart initialisation and the smart initialisation
& weight.
7.5.1 Target Under Trajectory A
In this performance analysis, the infrared dataset when the chaser undergoes trajectory
A, given in Section-7.4.1, is used. The position errors of the smart initialisation and the
smart initialisation & weight are given in Figure 7.19. At the end of the simulation, the
estimation errors of the smart initialisation algorithm were 0.10 m, 0.55 m and 0.01 m
for the x, y and z axes which were 3.7%, 20% and 0.3% of the target range, respectively.
In the case of the smart initialisation & weight, these errors were 0.12 m, 0.24 m and
1 ·10−4 m for the x, y and z axes which were 4.5%, 9% and0.1% of the target range,
respectively. Overall, the estimation error was smoother in the smart initialisation &
weight compared to the smart initialisation. This suggests that the smart initialisation
& weight is more robust. The smart initialisation algorithm had higher errors when the
number of features and the feature observation durations were low (Figure 7.6). Since
the smart initialisation & weight algorithm tolerated this issue of low numbers of features
much better, the smart initialisation procedure was found to be weak in the presence of
noise.
Figure 7.20 shows the velocity error in the estimation of the smart initialisation and
the smart initialisation & weight. Both algorithms had their maximum error along the x
axis which was perpendicular to the EnvYsat rotation axis. After the 150th second when
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(a) Error in rx (b) Error in ry
(c) Error in rz
Figure 7.19: Errors in relative position r in the IRF for complex motion trajectory A
the number of observed features was low (Figure 7.6), the smart initialisation & weight
provided much better performance.
Figure 7.21 shows the angular velocity error in the estimation of the smart initiali-
sation and the smart initialisation & weight. Among both, the smart initialisation was
much more sensitive to low number of features (Figure 7.6) compared to the smart ini-
tialisation & weight. On average, the total angular rate error of both algorithms were
found ≈ 2 deg/s. However, after the 160th second, the estimation errors of the smart
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(a) Error in vx (b) Error in vy
(c) Error in vz
Figure 7.20: Errors in translation velocity v in the IRF for complex motion trajectory A
initialisation & weight was increased along the y and z axes. This may be caused by
weighting the measurement of a previously tracked feature whose structure parameter
was poorly converged. However, for ωx, the smart initialisation & weight showed dra-
matically greater performance, which is an indication of the strong potential of the unique
weighting method that has been proposed in this work.
The analysis performed for trajectory-A showed that the observation duration of the
features affects the performance of the smart initialisation procedure. Even though the
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(a) Error in ωx (b) Error in ωy
(c) Error in ωz
Figure 7.21: Errors in angular velocity ω in the HBRF for complex motion trajectory A
weight and smart initialisation algorithm was more robust than the smart initialisation
algorithm, both algorithms had their maximum estimation errors when the majority of
the features were observed for less than the entire sequence average (e.g. between the
70th second and the 85th second shown in Figure 7.6). The relationship between the
optical flow magnitude and the feature depth, which was used by the smart initialisation
procedure, was also a function of the angular rate and the position of the object. This may
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explain the observed errors in the angular rate and position estimation while the velocity
errors were not affected by the errors caused by the smart initialisation.
7.5.2 Target Under Trajectory B
In this performance analysis, the infrared dataset when the chaser undergoes trajec-
tory B, given in Section-7.4.2, was used. The position errors of the smart initialisation
and the smart initialisation & weight are given in Figure 7.22. At the end of the simu-
lation, the estimation errors of both algorithms were 0.12 m, 0.03 m and 0.01 m for the
x, y and z axes which were 4%, 1% and 0.1% of the target range, respectively. Over-
all, the estimation error was better in the smart initialisation & weight compared to the
smart initialisation. This suggests that the smart initialisation & weight is much more
robust. Similar to trajectory A, the main errors in position estimation were found in the
perpendicular axis of rotation, and increased when the number of features was low.
The smart initialisation procedure analysis performed for trajectory B, also showed
the same correlation between estimation errors and the feature observation duration, as in
trajectory A. At the 35th second, the feature observation duration drops below the average
of the simulation sequence. Even though, both algorithms using the smart initialisation
procedure perform better compared to the ones without until the 35th second, after this,
the mislead structure initialisation increased the errors in the position estimates.
Figure 7.23 shows the velocity error in the estimation of the smart initialisation and
the smart initialisation & weight. Both algorithms had their maximum error along the x
axis which was perpendicular to the EnvYsat rotation axis. Both algorithms were able to
detect the translational velocity caused by the manoeuvre along the y-axis and provided
similar errors. The velocity estimations of the smart initialisation & weight were found
to be smoother compared to the smart initialisation.
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(a) Error in rx (b) Error in ry
(c) Error in rz
Figure 7.22: Errors in relative position r in the IRF for complex motion trajectory B
Figure 7.24 shows the angular velocity error in the estimation of the smart initialisa-
tion and the smart initialisation & weight. On average, the total angular rate error of both
algorithms were found to be ≈ 0.8 deg/s. When the first set of new features appeared,
the angular rate estimation along the y-axis (i.e. EnvYsat axis of rotation) had a sudden
increase in both algorithms. This may be caused by a poor selection of the scaling feature
in the first time instance due to obscuration of the infrared signature of the solar panel.
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(a) Error in vx (b) Error in vy
(c) Error in vz
Figure 7.23: Errors in translation velocity v in the IRF for complex motion trajectory B
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(a) Error in ωx (b) Error in ωy
(c) Error in ωz
Figure 7.24: Errors in angular velocity ω in the HBRF for complex motion trajectory B
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7.6 Conclusions
For testing an infrared based algorithm, which was designed to work in space, the
simulation of the space environment in a non-vacuum laboratory is the biggest challenge.
Thermal vacuum chambers provide a solution from a spacecraft thermal design point
of view. However, they are very small and cumbersome to be used for infrared based
relative navigation algorithm testing. In the case of relative navigation, the dimensions of
the trajectories are generally much larger than the available experimental area.
The proposed algorithm was tested in two different trajectories simulated in the UASL,
using real infrared imagery: trajectory A, where the entire structure of EnvYsat can be
identified and the chaser is in a ’hold on’ point; trajectory B where only the main body of
EnvYsat can be differentiated from the background and the chaser performs a translation
manoeuvre. Among these two, trajectory-B was the worst case scenario in terms of space
debris infrared signatures and complexity of the relative motion. In the beginning of tra-
jectory B, the number of features were very low since the solar panel, which had similar
infrared signature as the background, obscured part of the EnvYsat main body, especially
the region that coincides with the image projection of the centre of rotation.
In trajectory A, where the entire structure of EnvYsat can be identified, the basic and
the weight algorithms provided good results even though the requirement of the camera
boresight vector intersecting the target centre of rotation was not satisfied due to exper-
imental set-up limitations. The relative motion estimation (except for the orientation)
were found to be comparable to the design requirement of an actual camera based space
navigation (i.e. VGS given in Table-2.3), which was designed for a partially cooperative
target.
In trajectory B, the basic and the weight algorithms detected the translational manoeu-
vre and provided an accuracy comparable to the VGS requirement given in Table-2.3, for
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the translation parameters. However, the error in angular rate estimation was found to be
higher compared to the estimation from trajectory A. This discrepancy may be related to
poorly converged structure parameters before the translational manoeuvre and also due to
the increased complexity of more challenging scenario of trajectory B in terms of infrared
signatures. Moreover, in this set-up the structure corresponding to infrared signatures in
the first frame was not smooth, as it was in trajectory A. Since the centre of rotation was
obscured, the feature used as the reference scale for the other features was most likely
incorrectly selected.
An analysis on the performance of the smart initialisation and the smart initialisation
& weight algorithms was performed to characterise the smart initialisation procedure by
using real infrared image dataset. This analysis showed that smart initialisation procedure
improved the performance when previously tracked features were above certain quality.
The smart initialisation & weight algorithm showed better robustness to the poor mea-
surements, suggesting great potential. When the observation duration of features became
shorter, the smart initialisation got affected by the noisy measurements more compared to
without cases. Shorter observations do not guarantee old structure parameters to converge
to their actual value before initialising the new features. This finding is important and can
be further investigated to improve the procedure.
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Chapter 8
Conclusions
For space rendezvous applications, thermal imagery has advantages over visual sen-
sors by being robust to a range of different harsh illumination conditions, such as solar
occultations and glare. Therefore, infrared technology can provide continuous informa-
tion about the target without any interruption for safety critical missions such as ADR.
Given these advantages, this study has explored efficient and innovative techniques to
model the environment and to improve the performance of space relative navigation solu-
tions by employing thermal systems in the context of ADR close proximity operations.
The acquisition of in-situ measurements for space applications is very limited due to
accessibility and large costs. Even though there have been a number of rendezvous mis-
sions that had infrared systems onboard, the datasets retrieved from these are limited. The
closest resemblance to the ADR mission, among all of these proof of concept missions,
are the ones in which the target is an operational spacecraft, meaning that the internal
heat dissipation and 3-axis attitude stabilisation are still present. Moreover, all datasets
had a lack of ground truth information about the target’s thermal environment, which lim-
its the usefulness of extrapolated information available for ADR mission studies. One
of the main contributions of this study was to provide a methodology to model the ADR
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environment as realistically as possible for any space debris. Instead of using specific pa-
rameters for the analysis, the surface coating of man made objects were classified based
on their optical properties and their general behaviour in infrared spectrum was inves-
tigated. By doing this, the inherent challenges of infrared based relative navigation for
ADR were identified and procedures were suggested to overcome the unfortunate nature
of space applications, which is due to the limited availability of in-situ measurements.
Based on the theoretical analysis, the challenging scenarios of infrared based ADR
were replicated under laboratory conditions, as accurately as possible. In this context, it
was the first ever attempt to analyse and to verify the predictions derived from theoretical
computations in terms of the infrared signatures of ADR targets, which confirmed the rel-
evance of this study. In space-like thermal-vacuum environment, infrared images of real
spacecraft surface coatings were captured from an actual infrared camera. This dataset
was analysed in terms of traceable infrared cues for the varying thermal environment of
ADR. Different infrared cues were observed with different characteristics/benefits and
suggested to be used in the various environmental conditions of ADR by considering the
available resources from the hosting spacecraft.
The available infrared cues suggested that a navigation solution, using limited in-
formation about the target model, is both possible and practical. In order to tackle the
uncertainty of ADR and the infrared modelling of space debris, a SLAM based approach
was chosen in this study. Since there are two main scenarios applicable for close proxim-
ity operations in ADR, two different navigation algorithms were proposed for the interest
of the community.
The first addressed the problem of navigation towards a partially cooperative target or
the fly-around mission phase to any type of target, where chaser continuously observes
the same surface of the target or a part of it. Using monocular camera, the observed por-
tion of space debris was reconstructed while estimating the relative motion of the chaser.
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The navigation solution is monocular and non-model based, therefore the initial error in
structure was maintained throughout the estimation as expected. The proposed method
was tested in different scenarios with synthetic image data as well as with real infrared
imagery acquired from an experimental set-up, that showed some very promising results.
During the experiments with real infrared camera, some limitations of the experimen-
tal set-up were found. Scaling ADR trajectories had an impact on image quality due to
infrared camera’s shallow depth of field. High pixel size of infrared camera affects the
quality of the calibration in a bad way.
The second scenario focused on the problem of uncooperative targets. The developed
method did not require the recognition of the target or any particular part of it. This
algorithm was designed to navigate towards a tumbling target where the observed face
could vary over time, while reconstructing the space debris structure and estimating its
angular velocity. Drifting feature tracking issues in low texture infrared images were ad-
dressed by additional verification and correction mechanisms. The initial method was
extended to allow new features to improve the quality of the estimations. The quality of
infrared features were used to weight their respective measurement and to decrease the
estimation errors, which showed clear improvement in the algorithm performance. To
the knowledge of the author, such an adaptive approach has never been used before. The
average observation time for features can be very low due to the infrared image quality
and the tumbling motion of space debris, a smart initialisation algorithm was proposed
to decrease the convergence time of new structure parameters by using the estimations
of previously tracked features, which showed strong improvements in algorithm perfor-
mance and demonstrated an increased robustness. The proposed method was tested under
different complex scenarios with simulation data, and showed strong performance.
Performing experiments for infrared based navigation in non-vacuum laboratory con-
dition with mock-ups, which are used for visual camera applications, are infeasible. In
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this study, a thermal infrared mock-up of a space debris was designed and used for real
infrared camera testing in non-vacuum environment. This set-up allowed different pos-
sibilities for simulating the infrared signature of space debris and the chaser trajectories.
The proposed algorithm for uncooperative targets was tested in different complex scenar-
ios using real infrared camera. The algorithm feature, which exploits the infrared feature
qualities by weighting each measurement individually, showed significant improvements
in real infrared camera testing. An analysis on smart initialisation procedure using real
thermal infrared images was also performed and showed promising results which needs
further investigation.
Chapter 9
Future Work
This study addressed the problem of viability of relative navigation in ADR using a
monocular thermal infrared camera. Different aspects of infrared imaging were covered
and initial performance levels were provided. Providing the achievements of this study,
the usage of infrared technology in the context of relative navigation in space, particularly
towards uncooperative targets, is still a premature area. The initial steps that were taken
by this study can be brought forward in the following aspects.
Developing a more realistic infrared imaging simulator, which can consider the harsh
variations of space environment better, could be very beneficial to provide a better under-
standing of the algorithm performance.
The suggested algorithm provided a relative navigation solution with a single camera
where the absolute scale of the estimation was unobservable. Fusing the solution with a
sensor that can provide the range of the target (e.g. laser range finder, LIDAR, RADAR),
is a worthwhile investigation on the path to a complete relative solution, that also provides
the absolute scale. In order to provide a more complete navigation solution, the camera to
target distance can be continuously monitored using laser range measurements and fused
with the algorithm. This shall provide more robustness to scale drift over mission duration
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and provide overall recovery of the estimation scale.
Developed algorithm uses simple motion model for the estimations. In a further work,
the algorithm estimations can greatly benefit from a more elaborate orbital dynamics
model. By employing such model, the observability of the scale can be tackled through
the use of orbital manoeuvres, which requires further research.
Long lifespan features were found to be an important requirement for the algorithm
performance. Improving the suggested feature tracking method of this study could bring
the performance of the algorithm to a further step.
In real infrared image experiments, a number of difficulties were encountered with
obtaining an actual ground truth using conventional motion capture systems, which hin-
dered the analysis of the results obtained with real camera hardware-in-the-loop. An
investigation of a more accurate ground truth production would be beneficial.
In certain cases, the smart initialization & weight algorithm provided robustness to the
initially proposed relative navigation solution; therefore it would be interesting to analyse
the benefits of this method in a more comprehensive way.
Tumbling targets provide recurrence of the observed faces of space debris throughout
the mission. This fact can be further investigated within the SLAM concept of ‘loop
closure’ to decrease the uncertainty level of the estimations.
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