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A generalization of pushdown automata towards regulated nondeterminism is studied.
The nondeterminism is governed in such a way that the decision, whether or not a
nondeterministic rule is applied, depends on thewhole content of the stack.More precisely,
the content of the stack is considered as a word over the stack alphabet, and the pushdown
automaton is allowed to act nondeterministically, if this word belongs to some given set R
of control words. Otherwise its behavior is deterministic. It turns out that non-context-free
languages can be accepted if R is a context-free and non-regular language. On the other
hand, if the control sets R are regular languages, then the resulting devices are not more
powerful than nondeterministic pushdown automata. This raises the natural question of
the relations between the structure and complexity of regular sets R on one hand and the
computational capacity of the corresponding R-PDA on the other hand. The main result of
the paper shows that an infinite proper hierarchy of regular control sets leads to an infinite
proper hierarchy of the corresponding language classes. Additionally, closure properties
and decision problems of these language classes are investigated.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In order to explore the power of nondeterminism in bounded-resource computations, in [5,18] the study of
nondeterminism as a measurable resource has been initiated. The well-known proper inclusion between the deterministic
and nondeterministic real-time multitape Turing machine languages is refined by showing an infinite hierarchy between
the deterministic real-time Turing machine languages and the languages acceptable by real-time Turing machines whose
number of nondeterministic steps is logarithmically bounded. In [20] this result is further generalized to arbitrary
dimensions, and extended to time complexities in the range between real time and linear time. Extensive investigations are
alsomade about limitednondeterminism in the context of finite automata [8,9,19]. A good survey of limitednondeterminism
reflecting the state-of-the-art at its time is [7]. The quantitative study of nondeterminism in context-free languages
originates from [28], and is continued in [26,27]. The so-called branching as measure of nondeterminism, introduced for
finite automata [8], is studied in [16] in connection with pushdown automata, where infinite hierarchies in between the
deterministic context-free and context-free languages depending on the amount of nondeterminism or on the amount of
ambiguity are shown. In [10] lower bounds for the minimum amount of nondeterminism to accept certain context-free
languages are established. Pushdown automata with limited nondeterminismwere investigated in [21] from the viewpoint
of context-dependent nondeterminism. One important result thereof is an automata characterization of the regular closure
of deterministic context-free languages (DCFL). This is an interesting language class, since it properly extends DCFL but
still has a linear-time membership problem [2]. Thus, the limited nondeterminism increases the generative capacity but
preserves the computational complexity of the model.
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Another cornerstone concept in formal language theory is regulated rewriting. Roughly speaking, that is, given some
grammar, to impose restrictions on how to use the productions. The restrictions are usually realized by some control device.
Extensive investigations of this concept in many areas of formal language theory have been done. There are too many
fundamental approaches to mention them in an introduction. Valuable sources for results and references are [3,4].
The concept of regulated rewriting has been adapted to automata in [22,23]. Basically, the idea is to limit the
computations in such a way that the sequence of transition steps has to form some words of a given control language. Even
for very simple context-free control languages the power of one-turn regulated pushdown automata suffices to characterize
the recursively enumerable languages.
The main goal of this paper is to investigate pushdown automata with regulated nondeterminism. The use of transition
rules is controlled in a weak sense. We provide two independent transition functions, where one is deterministic and the
other is nondeterministic. The regulation concerns the application of the nondeterministic function. Moreover, the control
device is not directly defined by the words formed by sequences of transition steps. Rather the content of the stack is used.
More precisely, the content of the stack is considered as a word over the stack alphabet, and the pushdown automaton is
allowed to act nondeterministically, if this word belongs to some given set R of control words. Otherwise, the deterministic
transition function is applied. Thismechanismextends the context dependent nondeterminismof [21]. Context-dependence
means that nondeterministic transition steps may appear only within certain contexts, that is, in configurations that meet
particular conditions. When these conditions concern the stack content only, there is a bridge to the approach considered
here. For example, it is known that automata, which have to empty their stack up to the initial symbol in order to behave
nondeterministically, are characterized by the regular closure of DCFL. In our terms, these are pushdown automata with
regulated nondeterminism whose control language contains the empty word only.
The paper is organized as follows. In the following sectionwe recall briefly somebasic notions and definitions. In Section 3
we introduce pushdown automata with regulated nondeterminism and present an example in order to provide a flavor of
the concept. Clearly, the computational capacity of R-PDAs depends on the complexity of R. It turns out that non-context-free
languages are accepted even if R is a linear, deterministic context-free language. However, we show that regular control sets
Rdonot increase the computational capacity of nondeterministic pushdownautomata. This raises the natural question about
the relations between the structure and complexity of regular sets R on one hand, and the computational capacity of the
corresponding R-PDA on the other hand. Clearly, if R is empty, the deterministic context-free languages are characterized.
Finite sets R describe the regular closure of the deterministic context-free languages, and for R = {a, b}∗ one obtains all
context-free languages since, in general, the number of necessary stack symbols can be reduced to two [11]. In Section 4,
the finite hierarchy is extended to an infinite proper hierarchy defined by control languages that are similar to bounded
languages (cf. [6]). The main results are the non-acceptance of witness languages. Finally, in Section 5 closure properties
and decision questions of the families in question are discussed. We investigate the closure under AFL operations (union,
concatenation, Kleene star, homomorphism, inverse homomorphism, intersection with regular languages). The results are
summarized in Tables 1 and 2.
2. Preliminaries
LetΣ∗ denote the set of all words over the finite alphabetΣ . The empty word is denoted by λ. For convenience, we use
Σλ forΣ ∪ {λ}. The reversal of a wordw is denoted bywR, and for the length ofw we write |w|. Set inclusion is denoted by
⊆, and strict set inclusion by⊂.
A pushdown automaton (PDA) is a systemM = 〈Q ,Σ,Γ , δ, q0, Z0, F〉, where Q is a finite set of states, Σ is the finite
input alphabet, Γ is a finite set of stack symbols, δ is a mapping from Q × Σλ × Γ to finite subsets of Q × Γ ∗ called the
transition function, q0 ∈ Q is the initial state, Z0 ∈ Γ is a distinguished stack symbol, called the bottom-of-stack symbol,
which initially appears on the pushdown store, and F ⊆ Q is the set of accepting states.
A configuration of a pushdown automaton is a triple (q, w, γ ), where q is the current state,w the unread part of the input,
and γ the current content of the stack, the leftmost symbol of γ being the top symbol. If p, q are in Q , a is inΣλ,w is inΣ∗,
γ and β are in Γ ∗, and Z is in Γ , then we write (q, aw, Zγ ) `M (p, w, βγ ), if the pair (p, β) is in δ(q, a, Z). In order to
simplify matters, we require that during any computation the bottom-of-stack symbol appears only at the bottom of the
stack. Formally, we require that if (p, β) is in δ(q, a, Z), then either β does not contain Z0 or β = β ′Z0, where β ′ does not
contain Z0, and Z = Z0. As usual, the reflexive transitive closure of `M is denoted by `∗M . The subscriptM will be dropped
whenever the meaning remains clear. The language accepted byM is
T (M) = {w ∈ Σ∗ | (q0, w, Z0) `∗ (q, λ, γ ), for some q ∈ F and γ ∈ Γ ∗}.
A pushdown automaton is deterministic (DPDA), if there is at most one choice of action for any possible configuration. In
particular, there must never be a choice of using an input symbol or of using λ input. Formally, a pushdown automaton
M = 〈Q ,Σ,Γ , δ, q0, Z0, F〉 is deterministic if (i) δ(q, a, Z) contains at most one element, for all a inΣλ, q in Q , and Z in Γ ,
and (ii) for all q in Q and Z in Γ : if δ(q, λ, Z) is not empty, then δ(q, a, Z) is empty for all a inΣ . In general, we denote the
family of languages accepted by devices of type X byL (X).
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3. Pushdown automata with regulated nondeterminism
In this section, we introduce the concept of regulated nondeterminism for pushdown automata. In contrast to the
general model of nondeterministic pushdown automata, where nondeterministic steps may be performed at any time and
in any situation, we regulate the use of nondeterministic steps. In detail, we provide some control language R such that
nondeterministic steps are only allowed when the current content of the stack forms a word belonging to R. Recall that the
bottom-of-stack symbol appears at the bottom of the stack only. A formal definition is as follows.
LetM = 〈Q ,Σ,Γ , δ, q0, Z0, F〉 be a PDA and R ⊆ (Γ \ Z0)∗ be some control language. ThenM is called an R-PDA if
1. for all q ∈ Q , a ∈ Σλ, and Z ∈ Γ , δ can be written as
δ(q, a, Z) = δd(q, a, Z) ∪ δnd(q, a, Z),
where 〈Q ,Σ,Γ , δd, q0, Z0, F〉 is a DPDA and 〈Q ,Σ,Γ , δnd, q0, Z0, F〉 is a PDA,
2. for all q, q′ ∈ Q , a ∈ Σλ, w ∈ Σ∗, Z ∈ Γ , and γ ∈ Γ ∗, (q, aw, Zγ ) ` (q′, w, γ ′γ ), if (q′, γ ′) ∈ δnd(q, a, Z) and
Zγ = γ ′′Z0 with (γ ′′)R ∈ R, and (q, aw, Zγ ) ` (q′, w, γ ′γ ), if δd(q, a, Z) = (q′, γ ′) and Zγ = γ ′′Z0 with (γ ′′)R 6∈ R.
Before we continuewith the systematic study of the properties of R-PDAs, let us discuss some examples. The first question is
whether regulating the nondeterminism gains additional power for PDAs due to additional control mechanisms, or weaker
devices due to restrictions of the nondeterminism. Clearly, there is no definite answer, since it may depend on the choice of
the control language.
Example 1. Let R be the bounded, linear, deterministic context-free language {anbn | n ≥ 1}. Then we construct an R-PDA
M accepting the non-context-free language {anbncn | n ≥ 2} as follows.
First, all symbols ‘a’ read are pushed on the stack. When the first ‘b’ is read, an ‘a’ is popped from the stack. The following
symbols ‘b’ are pushed on the stack. When the first ‘c’ appears in the input, there are two possibilities. Either the stack
contains some word of R, which implies that the number of already consumed symbols ‘a’ matches the number of already
consumed symbols ‘b’, or the deterministic transition function has to be applied. Thus,M can check whether the number
of ‘a’ and ‘b’ is equal, and continues with comparing the number of ‘c’ from the input with the number of ‘b’ on the stack. If
all symbols ‘b’ are popped and the last ‘c’ from the input is matched against the topmost ‘a’ on the stack, then the input is
accepted, and rejected otherwise. 
The example reveals that the regulation of nondeterminismmay result in an increase of the computational capacity going
beyond the computational capacity of PDAs. Let us continue with some more or less immediate observations.
Trivially, if R = ∅, then no nondeterminism is allowed at all. Therefore, the ∅-PDAs characterize the deterministic
context-free languages. In the other extreme, we have the set R = (Γ \ Z0)∗. In this case, R-PDAs are allowed to perform
nondeterministic steps at any time. Thus, (Γ \Z0)∗-PDAs characterize the context-free languages (CFL). The following lemma
shows that the structure of the set R is more important than the number of symbols, which alwaysmay be decreased to two.
Lemma 2. The familyL ({a, b}∗-PDA) is equal to the context-free languages.
Proof. In [11] it is shown that any PDA can be converted to an equivalent PDA with a binary stack alphabet. Thus, any PDA
can be converted to an equivalent {a, b}∗-PDA. 
To some extent, the next lemma builds a bridge between regulated nondeterminism and context-dependent
nondeterminism. It has been shown in the latter terms in [21].
Lemma 3. The family L ({λ}-PDA) is equal to the regular closure of the deterministic context-free languages, i.e., the least
language class containing DCFL and being closed under the regular operations union, concatenation, and Kleene star.
Since the control set {a, b}∗ is not a restriction, we consider languages whose structure is similar to bounded languages.
A strict restriction is to unary stack alphabets (up to the bottom-of-stack symbol). A pushdown automaton with unary stack
alphabet is called one-counter, and a context-free language is a one-counter language, if it is accepted by a one-counter PDA.
But {a}∗-PDAs are strictly more powerful than nondeterministic one-counter PDAs.
Lemma 4. The family of one-counter languages is a proper subfamily of the familyL ({a}∗-PDA).
Proof. Clearly, every one-counter language is accepted by an {a}∗-PDA. For the strictness of the inclusion consider the
language L = {anbwcwRban | n ≥ 1, w ∈ {a, b}∗}, which trivially belongs to L ({a}∗-PDA). But L is not a one-counter
language according to the discussion in [1]. 
We have seen that the computational capacity of R-PDAs may be increased to accept non-context-free languages. So, the
question arises how complex Rmust be in order to obtain such a power. By the language R = {anbn | n ≥ 1} from Example 1
we obtain that very simple context-free control languages are sufficient for R-PDAs to accept non-context-free languages.
In fact, R is bounded, linear, and deterministic context-free. We next show that simpler control languages, namely regular
languages, do not increase the computational power. That is, R-PDAs accept context-free languages as long as R is regular.
Theorem 5. Let R be a regular set andM = 〈Q ,Σ,Γ , δ, q0, Z0, F〉 be an R-PDA. Then an equivalent PDAM′ can effectively be
constructed.
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Proof. The idea of the construction is to consider the stack ofM′ to have two components. The first component simulates
the stack ofM. In the second component, the history of a computation of a deterministic finite automaton (DFA)A is stored,
which is used to check whether or not the current content of the stack belongs to R.
More precisely, let A = 〈QA,Γ \ {Z0}, δA, p0, FA〉 be a DFA accepting R. Now,M′ simulates the stack behavior ofM
by writing some γ ∈ Γ ∗ into the first components of its stack and, simultaneously, γ R is processed by the DFA. The states
passed through byA are stored in the second components of the stack. The current state ofA is stored in the state ofM′. In
this way,M′ tracks the information whether or not the current stack content ofM belongs to R. Let the decomposition of
the transition function ofM be into the deterministic part δd and the nondeterministic part δnd. The formal construction of
M′ is as follows.
M′ = 〈Q × QA,Σ, ((Γ \ {Z0})× QA) ∪ {Z0}, δ′, (q0, p0), Z0, F × QA〉.
For the definition of the transition function δ′ we first consider a configuration in which the stack of M′ is not empty.
Let ((q, p), aw, (Z, p′)γ ′Z0) be a configuration of M′ with q ∈ Q , p, p′ ∈ QA, a ∈ Σλ, w ∈ Σ∗, Z ∈ Γ \ {Z0}, and
γ ′ ∈ ((Γ \ {Z0})× QA)∗.
1. If p ∈ FA and (q′, Z1 · · · Zm) ∈ δnd(q, a, Z)withm ≥ 1, or p 6∈ FA and δd(q, a, Z) = (q′, Z1 · · · Zm)withm ≥ 1, then we set
((q′, p′′), (Z1, r1)(Z2, r2) · · · (Zm−1, rm−1)(Zm, p′)) ∈ δ′((q, p), a, (Z, p′)),
if δA(p′, Zm) = rm−1, δA(rm−1, Zm−1) = rm−2, . . . , δA(r1, Z1) = p′′.
2. If p ∈ FA and (q′, λ) ∈ δnd(q, a, Z) or p 6∈ FA and δd(q, a, Z) = (q′, λ), then we set ((q′, p′), λ) ∈ δ′((q, p), a, (Z, p′)).
Next, we consider a configuration in which the stack ofM′ is empty up to Z0. Let ((q, p), aw, Z0) be such a configuration
with q ∈ Q , p ∈ QA, a ∈ Σλ, andw ∈ Σ∗. Therefore,A is in its initial state, that is p = p0.
1. If p0 ∈ FA and (q′, Z1 · · · ZmZ0) ∈ δnd(q, a, Z0) with m ≥ 1, or p0 6∈ FA and δd(q, a, Z0) = (q′, Z1 · · · ZmZ0) with m ≥ 1,
then we set
((q′, p′′), (Z1, r1)(Z2, r2) · · · (Zm−1, rm−1)(Zm, p0)Z0) ∈ δ′((q, p0), a, Z0)
if δA(p0, Zm) = rm−1, δA(rm−1, Zm−1) = rm−2, . . . , δA(r1, Z1) = p′′.
2. If p0 ∈ FA and (q′, Z0) ∈ δnd(q, a, Z0) or p0 6∈ FA and δd(q, a, Z0) = (q′, Z0), then we set ((q′, p0), Z0) ∈ δ′((q, p0), a, Z0).
3. If p0 ∈ FA and (q′, λ) ∈ δnd(q, a, Z0) or p0 6∈ FA and δd(q, a, Z0) = (q′, λ), then we set ((q′, p0), λ) ∈ δ′((q, p0), a, Z0).
A straightforward induction shows T (M′) = T (M). 
In order to investigate the range between the deterministic and nondeterministic context-free languages with respect
to the complexity and structure of the control set R, in the sequel we are mainly interested in regular sets. As a first step
we study the power of finite sets, and start to explore the role played by the empty word. Besides, for constructions it is
sometimes useful to know whether an R-PDA may perform nondeterministic steps with empty stack. It is obvious that this
is possible, if R contains λ. Our next construction shows that this is always possible as long as R is not empty.
Theorem 6. Let R 6= {λ} be not empty. Then the familiesL ((R ∪ {λ})-PDA) andL ((R \ {λ})-PDA) are equal.
Proof. The inclusionL ((R \ {λ})-PDA) ⊆ L ((R∪ {λ})-PDA) is obvious. For the converse, we consider an (R∪ {λ})-PDAM.
Let w = a1a2 · · · an ∈ R be a shortest and non-empty word in R. We construct an equivalent (R \ {λ})-PDAM′. The idea is
to simulateM directly, unless the stack is empty. If the stack is empty and, therefore,M may perform a nondeterministic
step, thenM′ stores the next input symbol in its state and pushesw on the stack with λ-transitions. Now,M′ can guess and
simulate the step thatM had performed with empty stack. The result of the guess is remembered by states ofM′. Next,M′
empties its stack with λ-transitions and, finally, performs the previously guessed step ofM. 
By the previous theorem, we may assume without loss of generality that R includes the empty word. We now turn to
prove that a finite control set R is as powerful as a control set consisting of the empty word only. Nevertheless, in [21] it is
shown that the family L ({λ}-PDA) characterizes the regular closure of the deterministic context-free languages, which is
clearly a proper superset of the deterministic context-free languages.
Theorem 7. Let R be finite and not empty. Then the familiesL (R-PDA) andL ({λ}-PDA) are equal.
Proof. Due to Theorem 6 we may assume that R includes the empty word, and obtainL ({λ}-PDA) ⊆ L (R-PDA).
To show the converse inclusion, let R ⊆ (Γ \ {Z0})∗ be finite and not empty, andM be an R-PDA. We consider a word
w of maximal length in R. A {λ}-PDAM′ equivalent toM can store all words over the stack alphabet up to length |w| in its
state. In order to simulateM, the transition function ofM′ is implemented in such a way that the |w| bottom-most symbols
of the current stack content of M (or all stack symbols, if less than |w|) are stored in the current state. Then, whenever
these symbols form a word from the control set and the current stack content ofM′ is empty (up to the bottom-of-stack
symbol), the nondeterministic part of the transition function ofM′ simulates the corresponding nondeterministic step of
M, while the deterministic part is empty. Whenever these symbols do not form a word from the control set or the current
stack content is not empty, the deterministic part of the transition function ofM′ simulates the corresponding deterministic
step ofM, while the nondeterministic part is empty. 
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4. Hierarchy
In this section, we consider an infinite hierarchy defined by control sets. To this end, for all i ≥ 1, control set Ui is defined
by:
Ui =
{
(a∗b∗)
i
2 , if i is even
(a∗b∗)
i−1
2 a∗, if i is odd.
That is, U1 = a∗, U2 = a∗b∗, U3 = a∗b∗a∗, etc. Obviously, every set Ui is a regular language. Our main results show that the
infinite chain of inclusions of the control sets
∅ ⊂ {λ} ⊂ U1 ⊂ · · · ⊂ Uj ⊂ Uj+1 ⊂ · · · ⊂ {a, b}∗,
for all j ≥ 1, yields an infinite strict hierarchy of language families. To this end, the inclusions of the language families as well
as their strictness have to be shown. The strictness is proved by the non-acceptance of witness languages. In the following,
we need the known closure of deterministic context-free languages under the prefix operation. Letw = a1a2 · · · an be some
word. The set of prefixes ofw is defined to be {a1, a1a2, . . . , a1 · · · an}. For a language L ⊆ Σ∗ and a natural number i ≥ 1 let
P≥i(L) = {w ∈ L | at least i prefixes ofw belong to L}.
Lemma 8. Let i ≥ 1 be a constant. If L ∈ DCFL, then P≥i(L) ∈ DCFL.
Proof. The state set of a deterministic pushdown automatonM accepting L is extended by a finite counter. The counter is
increased every time an accepting state appears, that is, a prefix belonging to L. Now,M can easily be modified such that it
accepts if and only if at least i prefixes (including the input) belong to L. 
Lemma 9. The language L = {anbwbanb | n ≥ 1, w ∈ {a, b}∗} does not belong to the familyL ({λ}-PDA).
Proof. By way of contradiction we assume that there exists some {λ}-PDA accepting L. Since it is shown in [21] that the
familyL ({λ}-PDA) is characterized by the regular closure of DCFL,we know that Lhas a representation as regular expression
E with atoms from DCFL. In the following, we want to show that L can be represented as an expression which is inductively
built from finite unions of deterministic context-free languages and concatenations with singletons from right or left. To
this end, we consider the following languages L`,r , L`, for constants `, r ≥ 0.
L`,r = {an−`bwban−r | n ≥ `, n ≥ r, w ∈ {a, b}∗},
L` = {an−`bwbanb | n ≥ `,w ∈ {a, b}∗}.
Claim: Let K be a language L`,r or L`. If K has a representation as a regular expression with deterministic context-free
atoms, then K can be represented as an expressionwhich is inductively built from finite unions of deterministic context-free
languages and concatenations with singletons from right or left.
We prove the claim by induction on the number i of the regular operations Kleene star, concatenation, and union
occurring in the regular expression which describes K .
Let i = 0. Then K is equal to a deterministic context-free language and, thus, has the representation claimed.
Now, assume that the claim is proven for languages which are described by expressions using less than i + 1 regular
operations. We have to consider three cases.
First, let K have a representation K = L∗1 , for some language L1. We first observe that L1 ⊆ K . Moreover, K either
contains two words an1−`bw1ban1−r and an2−`bw2ban2−r , or two words an1−`bw1ban1b and an2−`bw2ban2b with different
numbers n1 and n2. But this implies L∗1 6⊆ K , since in the first case an1−`bw1ban1−ran2−`bw2ban2−r , and in the second case
an1−`bw1ban1ban2−`bw2ban2b belongs to L∗1 , but does not belong to K . Therefore, K cannot have a representation K = L∗1 and
this case does not occur.
Second, let K be represented as the union K = L1 ∪ L2. Since the induction hypothesis can be applied to L1 as well as to
L2, K has the representation claimed.
Third, let K be represented as the concatenation K = L1L2, where L1 6= {λ} and L2 6= {λ}. Since K is infinite, at least one
of the languages L1 or L2 has to be infinite. If L1 contains two different words ai and aj, then we obtain a contradiction, since
aiv ∈ K implies ajv /∈ K . If L1 contains some word aibv, then all words x ∈ L2 must have the property aibvx ∈ K . Due to
the necessary number of as in the suffixes, all words in L2 must have the same number of as in their suffixes. That is, they
all are either ak or akb, or of the form ubak or ubakb, depending on whether K is of the form L`,r or L`. In the first case, L2
is a singleton. In the second case, we obtain a contradiction since, for example, there are words in K which end with bak+1
or bak+1b. But these words cannot belong to L1L2. Therefore, if K = L1L2, then either L1 = {ai}, i ≥ 1, or dependent on K ,
L2 is one of the singletons {ak} or {akb}, k ≥ 1. In either case, one of the languages L1 and L2 is a singleton and the other is
a language to which the induction hypothesis can be applied. Thus, K has the representation claimed. This concludes the
proof of the claim.
If the above claim is applied to L, which is of the form L` with ` = 0, we obtain the desired representation of L, which is an
expression built inductively from finite unions of deterministic context-free languages and concatenations with singletons
from right or left.
3452 M. Kutrib et al. / Theoretical Computer Science 410 (2009) 3447–3460
We next observe that sub-expressions of the form (L1∪· · ·∪ Ln)L0 and L0(L1∪· · ·∪ Ln) are equivalent to L1L0∪· · ·∪ LnL0
and L0L1∪· · ·∪L0Ln, respectively. Since deterministic context-free languages are closed under concatenationwith singletons
from right aswell as from left, the sub-expressions have an equivalent representation of the form L′1∪· · ·∪L′n, where the L′i are
deterministic context-free languages. Continuing inductively, we finally end up with a representation L = ⋃mi=1 L′′i , where
all L′′i are deterministic context free. We now fix some integer n ≥ 1 and consider words in L of the form u = anbwbanb,
where w contains at least m subwords of the form banb. We next iteratively cut w after the last subword banb and thus
obtain at leastmwordsw1, . . . , wm. For example, letm = 2 andw = banbbabanbb. Then,w1 = banbbabanb andw2 = banb.
It can be observed that for 1 ≤ j ≤ m the words anbwj belong to L, and are proper prefixes of u. So, together with u we
have at least m + 1 prefixes. By the pigeonhole principle, there exists some language L′′i that contains at least two of these
prefixes. Since the above consideration holds for infinitely many integers n, we obtain that there exists some language L′′i
that contains for infinitelymany integers n at least two prefixes. By Lemma 8we obtain that P≥2(L′′i ) is deterministic context
free. On the other hand, P≥2(L′′i ) is an infinite subset of the language {anbwbanb | w contains at least one subword banb}. By
using Ogden’s lemma, it can be shown that P≥2(L′′i ) is not even context free. This is a contradiction which completes the
proof. 
Now we turn to define witness languages for separating the levels of the hierarchy. Given some arbitrary language L
whose alphabet does not contain the symbols a and b, for all i ≥ 1, we define
Li = {am1bm2am3 · · · bmiwbmi · · · am3bm2am1 |m1,m2, . . . ,mi ≥ 1, w ∈ L}
if i is even, and
Li = {am1bm2am3 · · · amiwami · · · am3bm2am1 |m1,m2, . . . ,mi ≥ 1, w ∈ L}
otherwise. The goal is to show that for suitable languages L the language Li+1 is accepted by some Ui+1-PDA but does not
belong to the family L (Ui-PDA). In order to simplify matters we start with more or less obvious technical normalizations.
The first one is that we always may assume that a given R-PDA pushes at most one additional symbol onto the stack in
every step, that is, for all q ∈ Q , a ∈ Σλ, Z ∈ Γ , the transition rule (q′, γ ) ∈ δ(q, a, Z) implies |γ | ≤ 2. This general
well-known fact holds also for R-PDAs, since every (q′, γ ) ∈ δnd(q, a, Z) with γ = Z1Z2 · · · Zi, for i ≥ 3, can be replaced by
(q′1, Zi−1Zi) ∈ δnd(q, a, Z), {(q′2, Zi−2Zi−1)} = δnd(q′1, λ, Zi−1), . . . , {(q′, Z1Z2)} = δnd(q′i−2, λ, Z2), where q′1, q′2, . . . , q′i−2 are
new states. The construction for (q′, γ ) = δd(q, a, Z) is similar. Clearly, since the new transition rules are deterministic the
new automaton is still an R-PDA. In general, we say that a transition rule or a transition or a configuration is deterministic if
there is at most one choice of action, otherwise it is called nondeterministic.
The next assumption is that in every step either the symbol on the top of the stack is unaffected or is deleted. That
is, it is never replaced by a different one in one transition. More precisely, we assume that (q′, γ ) ∈ δ(q, a, Z) implies
γ = λ, or γ = Z ′Z , for some Z ′ ∈ Γ ∪ {λ}. Should there be (q′, Z ′Z ′′) ∈ δnd(q, a, Z), where Z ′′ 6= Z , it is replaced by
(q′Z ′Z ′′ , λ) ∈ δnd(q, a, Z) and {(q′, Z ′Z ′′)} = δnd(q′Z ′Z ′′ , λ, Z ′′′), for all Z ′′′ ∈ Γ , where q′Z ′Z ′′ is a new state. The construction for
(q′, Z ′Z ′′) = δd(q, a, Z) is similar. Remember that the bottom-of-stack symbol may be deleted but cannot be replaced by
definition of R-PDAs. So, the resulting automaton is still an R-PDA. In the following we always assume that the R-PDAs dealt
with have both of the above properties.
We consider accepting computations of Ui-PDAs in more detail. All sets Ui are prefix-closed, that is, if w ∈ Ui then all of
its prefixes belong to Ui, too. Therefore, suppose that a deterministic configuration c ′ is the successor of a nondeterministic
configuration c , then the next nondeterministic configuration that follows c ′ (if at all) must have the same stack content as
c. Moreover, a nondeterministic configuration goes to a deterministic one only by pushing an additional symbol onto the
stack. Conversely, a deterministic configuration goes to a nondeterministic one only by deleting the symbol from the top of
the stack. So, the sequence of transition steps performed during an accepting computation can be factorized into alternating
subsequences of consecutive nondeterministic and consecutive deterministic steps.
The rough idea of showing the hierarchy is as follows. Given some Ui-PDA, the input symbols read during deterministic
steps are replaced by new special input symbols, whereby the accepted language is modified. However, in this way the
remaining computation is the nondeterministic part of the original computation. By known results it follows that for
the resulting Ui-PDA there is always an equivalent Ui-PDA that accepts without looping with λ-transitions. Finally, the
deterministic computations are plugged in the computations again at the places where the special symbols occur in the
input. This gives a Ui-PDA with certain properties that accepts the original language. These properties make it possible to
show that the Ui-PDA cannot accept Li+1.
In order to implement the idea of the proof, first we extract the deterministic submachines from a given Ui-PDA M =
〈Q ,Σ,Γ , δ, q0, Z0, F〉. For all q ∈ Q , g ∈ Γ we setMq,g = 〈Q ,Σ,Γ , δd, q, g, F〉. The meaning ofMq,g is to represent the
deterministic subcomputation which is started when a nondeterministic step pushes the symbol g and changes to state q.
Since the next nondeterministic step appears when the g is deleted from the stack, the computation ofMq,g ends when
this happens. Later we want to exclude deterministic computations that end without reading any input symbol. In order
to identify such deterministic submachines, we run eachMq,g with λ-transitions as long as possible. Either eventually it
reaches a configuration for which no λ-transition is defined or it ends without reading an input symbol. Therefore we set
Iq,g = (q′, Zγ ) if (q, λ, g) `∗ (q′, λ, Zγ ) and δd(q′, λ, Z) is undefined for Z 6= λ. The set of states which are reachable
at the end of the subcomputation is Oq,g = {q′′ ∈ Q | there is a v ∈ Σ∗ such that (q, v, g) `∗ (q′′, λ, λ)}. The set of
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accepting stateswhich are reachable during the subcomputation is Fq,g = {q′′ ∈ F | there is a v ∈ Σ∗ such that (q, v, g) `∗
(q′′, λ, γ ), γ ∈ Γ +}. If (q, λ, g) `∗ (q′, λ, λ), we set Iq,g = ∅ and Fq,g = {q′′ ∈ F | (q, λ, g) `∗ (q′′, λ, γ ), γ ∈ Γ +}. It can
be observed that in this case Oq,g consists of one element only.
Now we are prepared to prove the following proposition.
Proposition 10. Let i ≥ 1 andM be a Ui-PDA having the two propertiesmentioned above. Then there is an equivalent Ui-PDAM′
such that (i) the number of consecutive nondeterministic λ-transitions performed byM′ is bounded by some constant, and (ii)
for any accepting computation ofM there is an accepting computation ofM′ on the same input where each symbol read by a
deterministic step ofM is read by a deterministic step ofM′.
Proof. The construction ofM′ is shown in three stages.
Stage 1: In order to remove possible nondeterministic λ-transitions fromM, we first suppress the deterministic parts of
the computation. To this end, we skip the deterministic transitions whereby the accepted language is modified. The parts of
the input that are read by consecutive deterministic steps are replaced by new single special symbols. For the construction
it is necessary that the new automatonM1 knows in any nondeterministic transition whether the next transition must be
a deterministic one. To this end, we extend the states by a second component that counts the number of ab and ba changes
appearing in the input on the stack up to i− 1. Then pushing an a on top of a b or vice versa depending on i implies that the
new stack content no longer belongs to Ui and, thus, the next step must be a deterministic one.
LetM = 〈Q ,Σ,Γ , δ, q0, Z0, F〉. ThenM1 = 〈Q1,Σ1,Γ , δ1, q0,1, Z0, F1〉, where
Q1 = {f } ∪ (Q × {0, 1, . . . , i− 1}) ∪ (Q × Γ × (Q ∪ {f })× {0, 1, . . . , i− 1})
∪ (Q¯ × {0, 1, . . . , i− 1} × {a, b}), where Q¯ = {q¯ | q ∈ Q }
Σ1 = Σ ∪ {dt | t ∈ (Q × Γ × (Q ∪ {f })× {0, 1, . . . , i− 1})}
q0,1 = (q0, 0)
F1 = {f } ∪ (F × {0, 1, . . . , i− 1}).
The meaning of the various sets and symbols becomes evident from the explanations of the following construction of the
transition function δ1. The states from the set Q ×{0, 1, . . . , i− 1} are used to simulate nondeterministic steps ofM where
the second component counts the number of ab and ba changes on the stack up to i − 1. Correspondingly, the initial state
ofM1 is (q0, 0).
Let (q′, γ ) ∈ δnd(q, x, Z), for q ∈ Q , x ∈ Σλ, and Z ∈ {a, b, Z0}.
δnd,1((q, j), x, a) 3
{
((q′, j), γ ) if Z = a ∧ γ ∈ {a, aa}
((q′, j+ 1), γ ) if Z = a ∧ γ = ba ∧ j < i− 1
δnd,1((q, j), x, b) 3
{
((q′, j), γ ) if Z = b ∧ γ ∈ {b, bb}
((q′, j+ 1), γ ) if Z = b ∧ γ = ab ∧ j < i− 1
δnd,1((q, 0), x, Z0) 3
{
((q′, 0), γ ) if Z = Z0 ∧ γ ∈ {Z0, aZ0}
((q′, 1), γ ) if Z = Z0 ∧ γ = bZ0 ∧ i ≥ 2.
IfM1 has to delete a symbol from the stack, the counter possibly has to be decremented. ButM1 cannot know this in the
same step. In order to overcome this problem, the states from the set Q¯ × {0, 1, . . . , i− 1} × {a, b} are used. For example,
a state (q¯, j, a) indicates that the previous transition changed the state to q, has deleted a symbol a from the stack, and that
the counter was j.
δnd,1((q, j), x, Z) 3 ((q¯′, j, Z), λ) if Z ∈ {a, b} ∧ γ = λ.
The next transition rules decrement the counter if necessary. We add:
δnd,1((q¯, j, a), λ, a) = {((q, j), a)}
δnd,1((q¯, j, a), λ, b) = {((q, j− 1), b)}
δnd,1((q¯, j, a), λ, Z0) = {((q, 0), Z0)}
δnd,1((q¯, j, b), λ, a) = {((q, j− 1), a)}
δnd,1((q¯, j, b), λ, b) = {((q, j), b)}
δnd,1((q¯, j, b), λ, Z0) = {((q, 0), Z0)}.
If the computation becomes deterministic since the new stack content no longer belongs to Ui, the next part of the input
which would be read by consecutive deterministic steps ofM is replaced by a special symbol from the set
{dt | t ∈ (Q × Γ × (Q ∪ {f })× {0, 1, . . . , i− 1})},
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where t = (q, g, q′, j) indicates that the original deterministic computation starts in state q with counter j and with the
symbol g on the top of the stack, and ends (that is, after deleting the symbol g from the stack) in state q′. In order to letM1
read exactly such a special symbol from the input we use states from the set Q ×Γ × (Q ∪{f })×{0, 1, . . . , i−1}. However,
if the deterministic computation does not read any input symbol, that is, if Iq,g = ∅, then the only effect is a state change
which is simulated directly. In order to capture situations where the deterministic computation reads the last input symbol
and accepts, we use the special state symbol f . Let q ∈ Q and x ∈ Σλ. We set:
δnd,1((q, j), x, Z) 3

((q′, g, q′′, j), Z) if (q′, gZ) ∈ δnd(q, x, Z) ∧ Z ∈ {a, b}
∧ ((g 6= Z ∧ j = i− 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g 6= ∅ ∧ q′′ ∈ Oq′,g
((q′, g, f , j), Z) if (q′, gZ) ∈ δnd(q, x, Z) ∧ Z ∈ {a, b}
∧ ((g 6= Z ∧ j = i− 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g 6= ∅ ∧ Fq′,g 6= ∅
((q′′, j), Z) if (q′, gZ) ∈ δnd(q, x, Z) ∧ Z ∈ {a, b}
∧ ((g 6= Z ∧ j = i− 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g = ∅ ∧ q′′ ∈ Oq′,g
(f , Z) if (q′, gZ) ∈ δnd(q, x, Z) ∧ Z ∈ {a, b}
∧ ((g 6= Z ∧ j = i− 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g = ∅ ∧ Fq′,g 6= ∅
δnd,1((q, j), x, Z0) 3

((q′, g, q′′, 0), Z0) if (q′, gZ0) ∈ δnd(q, x, Z0)
∧ ((g = b ∧ i = 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g 6= ∅ ∧ q′′ ∈ Oq′,g
((q′, g, f , 0), Z0) if (q′, gZ0) ∈ δnd(q, x, Z0)
∧ ((g = b ∧ i = 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g 6= ∅ ∧ Fq′,g 6= ∅
((q′′, 0), Z0) if (q′, gZ0) ∈ δnd(q, x, Z0)
∧ ((g = b ∧ i = 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g = ∅ ∧ q′′ ∈ Oq′,g
(f , Z0) if (q′, gZ0) ∈ δnd(q, x, Z0)
∧ ((g = b ∧ i = 1) ∨ (g ∈ Γ \ {a, b}))
∧ Iq′,g = ∅ ∧ Fq′,g 6= ∅.
In addition, for all Z ∈ {a, b, Z0}we add:
δnd,1((q′, g, q′′, j), d(q′,g,q′′,j), Z) = {((q′′, j), Z)}
δnd,1((q′, g, f , j), d(q′,g,f ,j), Z) = {(f , Z)}.
By the constructionM1 accepts an inputw if and only ifM accepts s(w)where s : Σ∗1 → Σ∗ is the substitution s(x) = x,
for x ∈ Σ , and
s(d(q′,g,q′′,j)) = {v ∈ Σ∗ | (q′, v, g) `∗Mq′,g (q′′, λ, λ), q′′ ∈ Oq′,g},
s(d(q′,g,f ,j)) = {v ∈ Σ∗ | (q′, v, g) `∗Mq′,g (q′′, λ, γ ), γ ∈ Γ ∗, q′′ ∈ Fq′,g}.
Stage 2: In [13] it is shown that for any PDA whose stack is restricted to a bounded regular set of degree i ≥ 1 there is an
equivalent one with the same stack restriction such that the number of possible consecutive λ-transitions is bounded by a
constant. Since Ui is a bounded regular set of degree i, we nowmay assume thatM2 is a Ui-PDA equivalent toM1 such that
its number of possible consecutive λ-transitions is bounded by a constant.
Stage 3: In the final stage, the deterministic computations are plugged in the computations again at the places where the
special symbols occur in the input. This gives the Ui-PDA desired accepting the original language.
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Let M2 = 〈Q2,Σ1,Γ2, δnd,2, q0,2, Z0, F2〉. We rename the symbols in Γ and assume Γ2 ∩ Γ = ∅. Then we define
M′ = 〈Q ′,Σ,Γ ′, δ′, q0,2, Z0, F ′〉, where
Q ′ = Q2 ∪ (Q × (Q ∪ {f })× Q2),
Γ ′ = Γ2 ∪ Γ ,
F ′ = F2 ∪ (F × {f } × Q2).
In order to simulate the (nondeterministic) steps ofM2 onΣ directly we let δ′(q, x, Z) include δnd,2(q, x, Z), for all q ∈ Q2,
Z ∈ Γ2, and x ∈ Σ .
If M2 reads a special symbol, then the corresponding deterministic computation has to be initiated. This is done by
plugging in the suitable deterministic submachine. In fact, we use states from the set Q × (Q ∪ {f }) × Q2, where the first
component is the current state of the deterministic submachine, the second component indicates the state in which the
deterministic subcomputation has to end, and the third component is the state in which the nondeterministic computation
continues. Therefore, we set
((q′, q′′, p′), gγ ) ∈ δ′(p, λ, Z) if (p′, γ ) ∈ δnd,2(p, d(q′,g,q′′,j), Z), for g ∈ Γ , j ∈ {0, 1, . . . , i− 1}
and
((q′, f , p′), gγ ) ∈ δ′(p, λ, Z) if (p′, γ ) ∈ δnd,2(p, d(q′,g,f ,j), Z), for g ∈ Γ , j ∈ {0, 1, . . . , i− 1}
for deterministic computations that have to end accepting. By adding the (deterministic) transition rules
{((q′, q′′, p′), γ )} = δ′((q, q′′, p′), x, Z) if δd(q, x, Z) = (q′, γ ), for Z ∈ Γ , x ∈ Σλ
the simulation of the deterministic submachine in the first component of the state is implemented. The nondeterministic
computation continues, when the first component equals the second component and the symbol at the top of the stack
belongs to Γ2 (remember that Γ has been made disjoint from Γ2). So, we add
{(p′, Z)} = δ′((q′′, q′′, p′), λ, Z) for Z ∈ Γ2.
The previous rule also works fine for the situations where the deterministic computations have to end accepting, since in
these cases the second component f will nevermatch the first one, since f does not belong to the state set of the deterministic
submachines. This completes the construction of the machineM′.
By the constructionM′ accepts an inputw if and only ifM2 and, thus,M1, accepts s(w), where s is the substitution defined
above. This implies that M′ and M are equivalent. Moreover, since the construction of M′ yields that the deterministic
computations ofM are simulated directly, condition (ii) of the proposition is fulfilled. In order to conclude the proof, we
consider the possible λ-transitions of computations performed by M′. First we remember, that M2 performs at most a
constant number of consecutive λ-transitions in any accepting computation. The construction ofM′ fromM2 introduces
new λ-transitions to start and to end a deterministic subcomputation. Since deterministic subcomputations that do not
read any input symbol are implemented directly by state changes (see the construction of M1), there are still at most a
constant number of consecutive nondeterministic λ-transitions in any accepting computation ofM′. So, condition (i) of the
proposition is fulfilled as well. 
The construction shown reveals also the following inclusions.
Lemma 11. For all i ≥ 1, the familyL (Ui-PDA) is included inL (Ui+1-PDA) and inL ({a, b}∗-PDA).
Proof. LetM be someUi-PDA. An equivalentUi+1-PDAM′ is constructed bymethods similar to that of Stage 1 in the previous
proposition. In addition, we use a second copy of the stack alphabet, say Γ ′ = {Z ′ | Z ∈ Γ }, and set the stack alphabet ofM′
to be Γ ∪Γ ′. In particularM′ knows in any nondeterministic transition whether the next transitionmust be a deterministic
one. In this situation it pushes symbols from Γ ′ instead of Γ . Moreover, also in any deterministic transition Γ ′ is used. In
this way, there never appears a word from Ui+1 which does not belong to Ui on the stack ofM′, andM′ simulatesM. The
construction of an equivalent {a, b}∗-PDA is almost identical. 
Lemma 12. For all non-empty control sets R, the familyL ({λ}-PDA) is included inL (R-PDA).
Proof. A {λ}-PDAM never performs a deterministic step when the bottom-of-stack symbol appears on the top of the stack.
Furthermore, it never performs a nondeterministic step when some other symbol appears on the top of the stack.
By Theorem 6 we may assume λ ∈ R. An equivalent R-PDA M′ is constructed by defining the deterministic part of
the transition function exactly as forM, and defining the nondeterministic part such that it is identical to that ofM if the
bottom-of-stack symbol appears on the top of the stack, and that it simulates a deterministic transition in all other cases. 
Proposition 10 allows one to prove the next lemmawhich yields a powerful tool to derive further non-acceptance results.
Its benefit is that suitable languages can be plugged in.
Lemma 13. Let L be some language not belonging to the union closure of DCFL, that is, L cannot be represented as finite union of
deterministic context-free languages. Then, for i ≥ 1, the language Li+1 does not belong to the familyL (Ui-PDA).
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Proof. Contrarily assume some Ui-PDA M accepts Li+1. For simplicity we assume i is even. The proof for odd i is
almost identical. We apply Proposition 10 and consider accepting computations of the equivalent Ui-PDA M′ =
〈Q ,Σ,Γ , δ, q0, Z0, F〉.
Suppose there is a finite subset S of (i+1)-tuples of natural numbers such that for all but finitelymanywordsw ∈ L there
is a tuple (m1,m2, . . . ,mi+1) ∈ S such that for am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 there is an accepting computation
where no nondeterministic configuration appears while processing the input infix w. In this case, we can construct a PDA
M′′ accepting L with just one nondeterministic step in any computation. To this end, we split accepting computations of
M′ into three parts. The first part ends when a nondeterministic configuration appears for the last time before the infix
w is processed. The third part starts when a nondeterministic configuration appears for the first time after the infix w is
processed. In between there is the second part. The stack contents at the end of the first and at the beginning of the third
part are the same.
For tuples from S we consider the state and the remaining input symbols from the prefix am1bm2am3 · · · ami+1 at the end
of the first part, as well as the state and the remaining input symbols from the suffix ami+1 · · · am3bm2am1 at the beginning of
the third part. For both situations there are only finitely many possibilities, since S is finite.
Now, on input w automatonM′′ works as follows. Initially, it guesses whether w belongs to the finite set of words for
which the assumption does not hold. These words form a regular set and are accepted byM′′ without using the stack. If
otherwise w does not belong to the finite set,M′′ guesses in the same time step the (i + 1)-tuple (m1,m2, . . . ,mi+1) ∈
S such that for am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 there is an accepting computation where no nondeterministic
configuration appears while processing the input infix w. Moreover, in the same time stepM′′ guesses the state and the
remaining symbols from the input prefix at the end of the first part. Then it simulates the second part of the computation
of M′ deterministically. The latter is possible since during this phase no nondeterministic configuration appears in the
computation of M′. Finally, M′′ accepts if and only if the simulation ends in a state with remaining symbols from the
input suffix that appears together with the initially guessed state and remaining symbols from the input prefix in accepting
computations ofM′.
In [21] it is shown that the union closure of DCFL is characterized by nondeterministic PDAs with a finite amount
of nondeterminism, that is, by PDAs that perform a finite number of nondeterministic steps in any computation. Since
the lemma requires that L cannot be represented as finite union of deterministic context-free languages, we obtain
a contradiction. Therefore, our first assumption is wrong, and we conclude that for all finite subsets S of (i + 1)-
tuples of natural numbers only for finitely many words w ∈ L there is a tuple (m1,m2, . . . ,mi+1) ∈ S such that
for am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 there is an accepting computation where no nondeterministic configuration
appears while processing the input infix w. With other words, for all finite subsets S of (i + 1)-tuples of natural numbers,
there are infinitely many words w ∈ L such that for all tuples (m1,m2, . . . ,mi+1) ∈ S there is an accepting computation
on am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 where a nondeterministic configuration appears while processing the input
infixw.
Now we consider accepting computations in more detail. We may choose the components of (m1,m2, . . . ,mi+1)
arbitrarily large. Let w ∈ L such that in an accepting computation there appears a nondeterministic configuration while
processing the input infixw. With respect to this, the input am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 admits a factorization
uvx as follows. First, let the last nondeterministic configuration that appears while processing the prefix am1bm2am3 · · · ami+1
be reached after processing the input prefix u, which clearly is of the form a∗b∗a∗ · · · b∗a∗. The number of symbols on the
stack of this configuration is denoted by k. Second, let v be the input infix of the form a∗b∗a∗ · · · b∗a∗A∗ such that the same
stack of height k reappears for the first time after processing uv. Here, A is the alphabet of Lwhich does not contain a and b
by definition. Finally, x denotes the remaining input suffix. So, we are concerned with computations
(q0, uvx, Z0) `∗ (q1, vx, bki · · · ak3bk2ak1Z0) `∗ (q2, x, bki · · · ak3bk2ak1Z0) `∗ (qf , λ, γ Z0),
where q1, q2 ∈ Q , qf ∈ F , γ ∈ Γ ∗, and k1, k2, . . . , ki ≥ 0.
Next we consider possible stack contents, and denote m1 + m2 + · · · + mi+1 by m. AutomatonM′ performs at most a
constant number of consecutive nondeterministicλ-transitions. Therefore, while processing u it pushes atmost p1|u| ≤ p1m
symbols onto the stack, for some constant p1 ≥ 1.
In general, there are at most
(n−1
i−1
)
different possibilities to represent a positive integer n as sum of i positive integers,
when the ordering of the summands is important [24]. Since here the kj may be 0, this implies that there are at most
1 +∑ij=1 (p1m−1j−1 ) different Ui-stacks of height p1m. Therefore, there are at most 1 +∑p1m`=1∑ij=1 (`−1j−1) different Ui-stacks
whose height is at most p1m. So, for some constant p2 ≥ 1, there are at most p2∑p1m`=1∑ij=1 (`−1j−1) possibilities forM′ to push
symbols while processing u. We derive
p2
p1m∑
`=1
i∑
j=1
(
`− 1
j− 1
)
≤ p2
p1m∑
`=1
(1+ c`1`+ c`2`2 + · · · + c`(i−1)`i−1) ≤ p2
p1m∑
`=1
r``i−1
= p2(r1 + r22i−1 + r33i−1 + · · · + rp1m(p1m)i−1)
≤ p2(p1m)p3(p1m)i−1 ≤ p4mi,
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for some constants p3, p4, c`1, c`2, . . . , c`(i−1), r` ≥ 0, where 1 ≤ ` ≤ p1m. On the other hand, there are at least ∑mj=1 (j−1i )
different (i+ 1)-tuples (m′1,m′2, . . . ,m′i+1), such thatm′ = m′1 +m′2 + · · · +m′i+1 ≤ m. Form large enough, we derive
m∑
j=1
(
j− 1
i
)
≥
(⌊m
2
⌋
i
)⌊m
2
⌋
≥ p5mi
⌊m
2
⌋
≥ p6mi+1,
for some constants p5, p6 ≥ 0. From the different orders of magnitude we conclude that there are at least two different
(i + 1)-tuples (m1,m2, . . . ,mi+1) and (m′1,m′2, . . . ,m′i+1) with accepting computations such thatM′ generates the same
Ui-stack. Moreover, we may assume that in both computations M′ is in the same state, say q2, after processing the
corresponding prefixes uv, wherew ∈ L has been chosen such that in both computations a nondeterministic configuration
appears while processing the input infix w. In particular, we have two inputs am1bm2am3 · · · ami+1wami+1 · · · am3bm2am1 and
am
′
1bm
′
2am
′
3 · · · am′i+1wam′i+1 · · · am′3bm′2am′1 and accepting computations
(q0, u1v1x1, Z0) `∗ (q1, v1x1, bki · · · ak3bk2ak1Z0) `∗ (q2, x1, bki · · · ak3bk2ak1Z0) `∗ (qf , λ, γ Z0),
and
(q0, u2v2x1, Z0) `∗ (q′1, v2x1, bki · · · ak3bk2ak1Z0) `∗ (q2, x1, bki · · · ak3bk2ak1Z0) `∗ (qf , λ, γ Z0).
Since the accepted input u2v2x1 has the prefix am
′
1bm
′
2am
′
3 · · · am′i+1 and the suffix ami+1 · · · am3bm2am1 , a contradiction
follows. 
Now we can prove the strictness of the infinite hierarchy of language families.
Theorem 14. For all i ≥ 1,
L (∅-PDA) ⊂ L ({λ}-PDA) ⊂ L ({a}∗-PDA) = L (U1-PDA) ⊂ · · · ⊂ L (Ui-PDA) ⊂ L (Ui+1-PDA) ⊂ · · ·
· · · ⊂
⋃
j≥1
L (Uj-PDA) ⊂ L ({a, b}∗-PDA).
Proof. From Lemmas 11 and 12 and a trivial observation we obtain inclusions between the families. In the following we
show their strictness.
We know thatL (∅-PDA) = DCFL andL ({λ}-PDA) is equivalent to the regular closure of DCFL. Since DCFL is not closed
under any of the regular operations, we conclude that the first inclusion is strict.
The properness of the second inclusion is shown by Lemma 9 with witness language {anbwbanb | n ≥ 1, w ∈ {a, b}∗}.
It is easy to see that it is a one-counter language and, thus, belongs to L ({a}∗-PDA) by Lemma 4. On the other hand, the
language does not belong toL ({λ}-PDA) due to Lemma 9.
To obtain the properness of the inclusions between L (Ui-PDA) and L (Ui+1-PDA)we set L = ({cndn | n ≥ 1} ∪ {cnd2n |
n ≥ 1})∗ and apply Lemma 13. By [10,21], language L cannot be represented as finite union of deterministic context-free
languages. So, for i ≥ 1, the language Li+1 does not belong to the familyL (Ui-PDA). On the other hand, it is easy to construct
a Ui+1-PDA accepting Li+1.
Next, the inclusion between any L (Ui-PDA) and
⋃
j≥1 L (Uj-PDA) is proper, since trivially, Li+1 belongs to⋃
j≥1 L (Uj-PDA).
Finally, we apply Lemma 13 as follows. Language L = {wwR | w ∈ {c, d}+} cannot be represented as finite union of
deterministic context-free languages (cf. [14,21]). By way of contradiction, we assume that L belongs to the language class⋃
j≥1 L (Uj-PDA) and thus is accepted by some Ui-PDA with i ≥ 1. We assume that i is an even number. The case that i is an
odd number can be treated similarly. Let us consider a homomorphism h such that h(a) = h(c) = c and h(b) = h(d) = d.
Since L (Ui-PDA) is closed under inverse homomorphism and intersection with regular sets (see Lemma 15 in the next
section), we obtain that the language L′ = h−1(L) ∩ (a+b+) i2 {c, d}+(b+a+) i2 belongs to L (Ui-PDA). On the other hand, it
can be observed that L′ = Li+1. Thus, Li+1 belongs to L (Ui-PDA) which is a contradiction to Lemma 13. Now, in order to
prove the properness of the inclusion between
⋃
i≥1 L (Ui-PDA) andL ({a, b}∗-PDA) it suffices to show that the context-free
language L belongs to the latter family. In [11] it has been shown that any context-free language can be accepted by some
PDA with a binary stack alphabet. 
5. Closure properties and decision questions
We next discuss the closure properties of pushdown automata languages with regulated nondeterminism. We consider
the AFL operations (union, concatenation, Kleene star, homomorphism, inverse homomorphism, intersection with regular
languages) and summarize the properties shown by the following two lemmas in Table 1.
Lemma 15. Let R be a non-empty regular set. Then L (R-PDA) is closed under union, intersection with regular sets, and inverse
homomorphism. For R = {λ}, the family is closed under concatenation and Kleene star.
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Table 1
Closure properties of pushdown automata languages with
regulated nondeterminism, where R is a non-empty regular
set such thatL (R-PDA) 6= CFL.
Language class ∪ • ∗ h h−1 ∩reg ∼
L (1-counter) + + + + + + −
L (∅-PDA) − − − − + + +
L ({λ}-PDA) + + + − + + −
L (R-PDA) + ? ? − + + −
CFL + + + + + + −
Table 2
Decision questions of pushdown automata languages with regulated nonde-
terminism, where R and S are non-empty regular sets. A decidable question is
denoted by+ and a non-semidecidable question is denoted by−.
Language class L = ∅ L = Σ∗ L = L′ L ⊆ L′ L = S L ∈ REG
L (1-counter) + − − − − −
L (∅-PDA) + + + − + +
L (R-PDA) + − − − − −
CFL + − − − − −
Proof. Let M1 and M2 be two R-PDAs. The R-PDA M that accepts T (M1) ∪ T (M2) is easily constructed. It decides
nondeterministically in its first step whether to simulate M1 or M2. The nondeterministic choice is possible, since due
to Theorem 6 we may assume λ ∈ R.
The proofs of closure under intersection with regular sets and inverse homomorphism are straightforward adaptations
of the proofs for pushdown automata given in [17], since the corresponding constructions neither affect the stack behavior
nor the deterministic and nondeterministic behavior of the PDA.
For R = {λ}, the closure under concatenation and Kleene star follows from the characterization of L ({λ}-PDA) by the
regular closure of DCFL [21]. Obviously, the regular closure is closed under regular operations. 
For {λ}-PDAs and {a, b}∗-PDAs it is known that empty stacks and accepting states are equivalent acceptance modes. It
is not clear whether this is also true for R-PDAs with infinite regular sets R such that L (R-PDA) 6= CFL. Thus, it is not clear
whether such language classes are closed under concatenation and Kleene star, since the standard construction requires
acceptance by empty stacks.
Lemma 16. Let R be a non-empty regular set. Then L (R-PDA) is not closed under complementation. If L (R-PDA) 6= CFL, then
it is not closed under homomorphism.
Proof. It is shown in [21] that there is a language L ∈ L ({λ}-PDA) whose complement is the non-context-free language
{anbncn | n ≥ 0}. SinceL ({λ}-PDA) ⊆ L (R-PDA) by Lemma 12, we obtain the non-closure under complementation.
Since DCFL ⊆ L (R-PDA) and every context-free language can be represented as the homomorphic image of a
deterministic context-free language (cf. [25]), we obtain that L (R-PDA) is not closed under homomorphism unless
L (R-PDA) = CFL. 
It should be noted that the shown positive and negative closure properties for R-PDAs do not only hold for one specific
regular set R, but hold for all R-PDAs where R is any non-empty regular set such thatL (R-PDA) 6= CFL.
We next discuss decision questions of R-PDAswhere R is a non-empty regular set. Since such R-PDAs are a generalization
of deterministic PDAs, the question arises whether decidable questions for deterministic PDAs such as, for example,
universality or equivalence, are also decidable for R-PDAs. It turns out that the latter question has to be answered negatively.
To prove the undecidability results we will consider the valid computations of Turing machines [15]. Roughly speaking, these
are histories of accepting Turing machine computations. It suffices to consider deterministic Turing machines with a single
tape and a single read-write head. Without loss of generality and for technical reasons, one can assume that any accepting
computation has at least three and, in general, an odd number of steps. Therefore, it is represented by an even number of
configurations. Moreover, it is assumed that the Turing machine cannot print blanks, and that a configuration is halting if
and only if it is accepting.
Let Q be the state set of some Turing machineM, where q0 is the initial state, T ∩ Q = ∅ is the tape alphabet containing
the blank symbol, Σ ⊂ T is the input alphabet, and F ⊆ Q is the set of accepting states. Then a configuration ofM can be
written as a word of the form T ∗QT ∗ such that t1 · · · tiqti+1 · · · tn is used to express thatM is in state q, scanning tape symbol
ti+1, and t1 to tn is the support of the tape inscription. The set of valid computations VALC[M] is now defined to be the set of
words of the formw1#wR2# · · · #w2m−1#wR2m, wherem ≥ 2, # /∈ T ∪ Q ,wi ∈ T ∗QT ∗ are configurations ofM,w1 is an initial
configuration of the form q0Σ∗,w2m is an accepting configuration of the form T ∗FT ∗, andwi+1 is the successor configuration
of wi, with 0 ≤ i ≤ 2m− 1. The set of invalid computations INVALC[M] is the complement of VALC[M]with respect to the
alphabet {#} ∪ T ∪ Q .
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Lemma 17. LetM be a Turing machine. Then a {λ}-PDA accepting INVALC[M] can effectively be constructed fromM.
Proof. It is shown in [17] how to construct two deterministic PDAsM1 andM2 such that VALC[M] = T (M1)∩T (M2). Since
DCFL is effectively closed under complementation, we obtain two deterministic PDAsM′1 andM
′
2 such that INVALC[M] =
T (M′1)∪ T (M′2). Since every deterministic PDA can be considered as a {λ}-PDA andL ({λ}-PDA) is effectively closed under
union, the lemma is proven. 
Lemma 18. It is not semidecidable for arbitrary {λ}-PDAsM1 andM2 and for an arbitrary regular set S whether (1) T (M1) =
Σ∗, (2) T (M1) = T (M2), (3) T (M1) = S, or (4) T (M1) is a regular set.
Proof. LetM be an arbitrary Turing machine. By Lemma 17, we can construct a {λ}-PDA accepting INVALC[M]. Suppose
that the first question is semidecidable. Then we can semidecide whether VALC[M] = ∅. Thus, we can semidecide whether
an arbitrary Turing machine accepts the empty language which is a contradiction [17]. The next two questions can similarly
be shown to be not semidecidable.
Suppose that the last question is semidecidable. Thenwe can semidecide whether INVALC[M] is regular, or equivalently,
whether VALC[M] is regular. In [17] it is proven that VALC[M] is context free if and only if T (M) is finite. Thus, the finiteness
of T (M)would be semidecidable which is a contradiction. 
Corollary 19. The above decision questions are not semidecidable for R1-PDAsM1 and R2-PDAsM2where R1 and R2 are arbitrary
non-empty, regular sets.
We complete this section by showing that the above questions are also not semidecidable for 1-counter PDAs which
have been shown to be less powerful than {a}∗-PDAs in Lemma 4. It has been shown in [12] by reductions from the post
correspondence problem that the questions are undecidable. We now generalize these results to non-semidecidability.
Lemma 20. LetM be an arbitrary Turing machine. Then a 1-counter PDA accepting INVALC[M] can effectively be constructed
fromM.
Proof. It is shown in [17] that the set INVALC[M] can be represented as the union of languages accepted by finite
automata and PDAs. In detail, a given string w is an invalid computation if it is not a valid computation, i.e., if at least
one of the following five cases applies. (1) The format of w is wrong. If w is correctly formatted, we may assume that
w = w1#wR2# · · · #w2m−1#wR2m, where m ≥ 2, # /∈ T ∪ Q , wi ∈ T ∗QT ∗ are configurations of M. The remaining four
cases are as follows. (2) w does not start with an initial configuration. (3) w does not end with an accepting configuration.
(4)wRi+1 is not the successor configuration ofwi for some odd integer i. (5)wi+1 is not the successor configuration ofw
R
i for
some even integer i. It is easy to observe that (1)–(3) can be checked by some finite automata. We next describe how (4) as
well as (5) can be checked by PDAs. To test (4), some odd number i is guessed, xi is read and the reversal zR of the successor
configuration xi ` z is computed and pushed on the stack. Then, after reading the separating symbol #, the next part of the
input xi+1 is compared with z by matching each input symbol with the topmost stack symbol. If two symbols do not match,
then xi+1 6= z and the input is accepted. If all symbols match, then xi+1 = z and the input is rejected. The case (5) is treated
similarly.
We now want to manage each case with a 1-counter PDA and observe that there is some number j such that xi+1 and
z differ in the jth place, if xi+1 6= z. Now, we complement the above construction of case (4) in such a way that we do not
only guess some odd i, but additionally guess the place j in which xi+1 and z differ. It can be observed that one stack symbol
and additional states suffice for the latter. So, we obtain a 1-counter PDA. The case (5) is again treated similarly. Since the
1-counter languages are effectively closed under union, we obtain that INVALC[M] can be accepted by a 1-counter PDA. 
Corollary 21. The above decision questions are not semidecidable for arbitrary 1-counter PDAsM1 andM2.
6. Conclusions
Finally, we point out two lines of further research. Our goal to introduce regulation in order to increase the computational
power as well as to avoid additional complexity is achieved only in parts. On the one hand, we obtain a model with more
computational power, but on the other hand undecidability results are derived. If R is the empty word or a finite set, then
L (R-PDA) has a linear-time membership problem due to the results in [2]. Thus, it is obvious to study the complexity of
the membership problem for L (R-PDA) if R is an arbitrary regular set. Clearly, if R = {a, b}∗, the membership problem
is as complex as the membership problem for context-free languages. But it would be interesting to investigate whether
it is possible to identify some regular sets R which also lead to a linear-time membership problem of the corresponding
language class L (R-PDA). Another point of interest lies in the classification of R-PDAs if the control sets R are context-free
and non-regular sets.
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