ABSTRACT. In certain settings the mean response is modeled by a linear model using a large number of parameters. Sometimes it is desirable to reduce the number of parameters prior to conducting the experiment and prior to the actual statistical analysis. Essentially, it means to formulate a simpler approximate model to the original "ideal" one. The goal is to find conditions (on the model matrix and covariance matrix) under which the reduction does not influence essentially the data fit. Here we try to develop such conditions in regular linear model without and with linear restraints. We emphasize that these conditions are independent of observed data.
Introduction
A choice of proper number of parameters in a regression model depeds on actual conditions. Physical, biological, economical, etc., theory of the investigated object can be well elaborated and thus the number of parameters of a regression model is known in advance (cf. the beginning of section 4). Here it can occur that some parameters are nuisance, or they are not important for the observer. Thus it is reasonable to investigate under which conditions these parameters can be neglected.
Another situation sets in, when the theory of the investigated object is not developed sufficiently, e.g. the regression function must be chosen as a polynomial of the unknown order. However, only a small subset, several first terms of the model can be interpreted properly within the discipline (e.g. in medicine). Thus also in this case it is reasonable to solve the problem under which conditions the model can be reduced.
The problem of the reduction of the number of parameters can arise in other situations as well. The theoretical model (physical, biological, etc.) can be too complicated and in an actual situation some parameters are not important, however the useful parameters must be estimated. Problems of this type are investigated and solution suggested in case of regular models in, e.g., [1] , [3] , [4] . Similar problems are solved in [6] .
Another problem sets in, when nuisance parameters have to be eliminated by a transformation of the data, however no loss of information on useful parameters can occur (in more detail cf. [2] ).
The aim of the paper is to contribute to a solution of the problem in regular linear models without/with constraints on parameters.
Notation and preliminaries
The notation
means that is assumed to be normally distributed n-dimensional random vector with the mean value E( ) equal to (X, S) β γ and with the covariance matrix Var( ) equal to Σ. The covariance matrix is assumed to be known and positive definite. Its structure can be Σ = σ 2 V, where σ 2 ∈ (0, ∞) and V is given. In the following text it is assumed that the model is regular, i.e. the rank of the matrix (X, S) is r(X, S) = k + l ≤ n and Σ is positive definite. The model (1) is assumed to be the full model.
Ä ÑÑ 1º
In the model (1) the BLUE of the vector parameter β γ is
, where
( + means the Moore-Penrose generalized inverse of the matrix; in more detail cf. [8] ). P r o o f. It is sufficient to take into account the relationship
, the Rohde equality (cf. also [1, p. 344 
])
A, B B C
, which is valid for any positive definite matrix A, B B C and the equality
Proof is well known and therefore it is omitted (cf. [7, pp. 223-225] ). The inequality Q( β, γ) < χ 2 n−k−l (0; 1−α), for sufficiently small α > 0, means that hypothesis "the model is true for the data" cannot be rejected.
Criteria for a reduction of the number of parameters
Let the reduced model be of the form
where symbols used have the same meaning as in the model (1), i.e. the matrices X and Σ in (1) and 2) are the same. The new vector Xκ should be an "approximation" of Xβ + Sγ.
In view of Lemma 2 the agreement of the reduced model (2) with the data can be judged by the help of the random variable
where
One way how to decide whether the model (1) can be approximated by the reduced one (2) is to judge whether the inequality
is satisfied for sufficiently small real number ε > 0; e.g. α = 0.05, ε = 0.04. Here ε is admissible (with respect to the opinion of a statistician) enlargement of the level of the test on agreement between data and the reduced model.
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This inequality can be rewritten as follows. Since the statistic
is distributed as χ 2 n−k (δ), we can write the inequality in the form
A simple rule how to decide whether this condition is satisfied is given by the following theorem.
Ì ÓÖ Ñ 1º If in the model (1) the parameter γ satisfies the inequality
then the condition is satisfied and thus the agreement of the reduced model (2) with the model (1) is sufficient. Here δ max is a solution of the equation
P r o o f. Since non-central chi-squared random variable χ 2 f (δ) with f degrees of freedom and with the non-centrality parameter δ can be approximated by cχ 2 h (0) (cf. [5] ), where
Here the implication
which is valid for any δ i , i = 1, 2, c 2 > 0 and any f ≥ 1, is taken into account.
Remark 1º
The solution δ max of the equation
or iteratively from the mentioned approximation, i.e.
(by the help of a statistical tables of chi-squared distribution). In the equation
If ω(δ
max can be chosen as 2; in the case ω(δ
max can be chosen as 0.5. Now by a simple linear interpolation on the basis of the values ω(δ (1) max ), ω(δ (2) max ), δ (1) max , δ (2) max , the resulting
| is not sufficiently small, then the next step of the iteration is used.
Remark 2º In view of Theorem 1 the set
enables us to decide, whether the model (1) can be reduced, i.e. γ ∈ A implies this possibility.
A utilization of the rule given in Theorem 1 indicates the statistical significance of a difference between the models (1) and (2) . Even the difference is statistically significant it need not be of an importance from the practical viewpoint. In this case more moderate criterion for a neglecting parameters can be
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used. It is based on the difference between the mean value E(σ 2 ) of the estimator of σ 2 in the reduced model and σ 2 ; in detail cf. the following text.
The matrix Σ can be considered in the form Σ = σ 2 V. If in the reduced model (2) The choice of d 2 depends on the actual situation. As an example let us consider a time course f (·, β, γ) of the blood pressure of a patient. Usually the following relationship
The impact, which is to be determined for the patient is
Variance of the estimator I = 
The constants K and L can be easily determined in the full model by the help of the function f (·, β, γ) and in the reduced model by the help of the function f (·, κ, 0).
LUBOMÍR KUBÁČEK
Ä ÑÑ 4º In the model (1) with Σ = σ 2 V the mean value of the statistic
Thus the statement is proved.
Remark 3º
If the mean value of the statistic
is sufficient for it. The value d 2 is chosen by the statistician and the choice depends on the actual situation as it was mentioned in the consideration before Lemma 4. Sometimes the reduction of the number of parameters is more important than the best fit to the data.
In an actual situation we want to know whether the condition for reducing a model is satisfied. Thus we need to know, at least approximately, the actaul value γ * of the parameter γ, i.e. an estimator and confidence region for it is necessary. If all elements of the confidence region satisfy the condition for reduction, then the reduction is admissible.
Model with constraints on β
In a measurement of a gravity field of the Earth so-called relative gravitymeters have been used. They make possible to measure a difference of the intensity of the gravity field between two different points, however the result of the measurement is of the form
where β is true value of the difference, γ 1 , . . . , γ 4 are nuisance parameters, ε is a measurement error and t is a time interval between the measurement of the first and the other point. In more detail the behaviour of the device can be characterized as follows. If it is located on some point at the Earth surface and stays here during the whole working day, its registrations are not constant in the time. They are slowly changing and their time course can be described by a polynomial of the fourth order. Parameters of the polynomial are useless for an observer, they are nuisance parameters. If the device is placed on the point P 1 at the time t 1 and on the point P 2 at the time t 2 , then the difference of these two registrations gives the difference β 2 − β 1 between intensities of the gravity field of the points P 1 , P 2 , however it is influenced by the value (
Therefore a design of measurement is prepared in such a way that the differencies β i − β j of intensities of the gravity field and also the parameters γ 1 , . . . , γ 4 can be estimated for the working day. The design can be of a different forms and it can be characterized as free polygon with loops, closed polygon, several polygons creating a network, etc. If, e.g. a closed polygon with loops is considered, then sums of diferences must be zero. The number of constraints depends on the number of loops and on the fact that the polygon is closed. In different designs different constraints occur.
In general it leads to the model
Ä ÑÑ 5º Let the model (4) be regular, i.e. r(X,
and
Here the notation
will be used.
The BLUE β red in the reduced model
The bias of β red in the model (4) is given by the relationship 
Numerical example
Let values of a quadratic polynomial be measured at the points 
