Semiclassical Symmetries by Shvedov, Oleg Yu.
ar
X
iv
:m
at
h-
ph
/0
10
90
16
v1
  1
9 
Se
p 
20
01
SEMICLASSICAL SYMMETRIES
O.Yu.Shvedov
Sub-Dept. of Quantum Statistics and Field Theory,
Dept. of Physics, Moscow State University,
119899, Moscow, Vorobievy Gory, Russia
Abstract
Essential properties of semiclassical approximation for quantum mechanics are viewed as axioms
of an abstract semiclassical mechanics. Its symmetry properties are discussed. Semiclassical sys-
tems being invariant under Lie groups are considered. An infinitesimal analog of group relation is
written. Sufficient conditions for reconstructing semiclassical group transformations (integrability
of representation of Lie algebra) are discussed. The obtained results may be used for mathemat-
ical proof of Poincare invariance of semiclasical Hamiltonian field theory and for investigation of
quantum anomalies.
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1 Introduction
Semiclassical approximation is widely used in quantum mechanics and field theory. There are only few
cases when the Schrodinger equation possesses exact solutions. It is then necessary to develop different
approximation techniques in order to investigate evolution equations. Semiclassical method is universal:
it may be applied, provided that the coefficients of all derivative operators are small, of the order O(λ)
as λ→ 0, while an explicit form of the Hamiltonian may be arbitrary.
There are different semiclassical ansatzes that approxiomately satisfy quantum mechanical equa-
tions. They are reviewed in section 2. The most popular semiclassical substitution is the WKB-ansatz.
However, there are other wave functions (for example, the Maslov complex-WKB ansatz [1, 2]) that
conserve their forms under time evolution in the semiclassical approximation.
Semiclassical conception can be formally applied to quantum field theory (QFT) under certain
conditions [3]. Examples of application of semiclassical conceptions are soliton quantization [3, 4, 5, 20],
quantum field theory in a strong external background [7, 8], one-loop [9, 10, 11, 12], time-dependent
Hartree-Fock [13, 14] and Gaussian approximations [15, 16, 17, 18].
Unfortunately, ”exact” quantum field theory is constructed mathematically for a restricted class
of models only (see, for example, [19, 20, 21, 22]). Therefore, formal approximate methods such as
perturbation theory seem to be ways to quantize the field theory rather than to construct approximations
for the exact solutions of quantum field theory equations. The conception of field quantization within
the perturbation framework is popular [23, 24]. One can expect that the semiclassical approximation
plays an analogous role.
An important axiom of QFT is the property of Poincare invariance [25, 26]. There are also other
symmetries in QFT, as well as in different models of quantum mechanics.
The purpose of this paper is to introduce a notion of a symmetry transformation in the semiclassical
mechanics, as well as to investigate infinitesimal properties of groups of semiclassical transformations,
especially for the case of field systems.
2 Semiclassical mechanics
2.1 Semiclassical substitutions to quantum mechanical equations
This subsection deals with a review of semiclassical substitutions for the finite-dimensional equations
of the form
iλ
∂ψt(x)
∂t
= Ht(x,−iλ ∂
∂x
)ψt(x), t ∈ R, x ∈ Rd, (2.1)
where Ht(q, p) is an arbitrary function.
2.1.1 WKB and Maslov complex-WKB wave functions
The most famous semiclassical approach is the WKB-method. It is as follows. The initial condition for
eq.(2.1) is chosen to be
ψ0(x) = ϕ0(x)e
i
λ
S0(x), (2.2)
where S0 is a real function. The WKB-result [27] is that the solution of eq.(2.1) at time moment t has
the same type (2.2) up to O(λ),
||ψt − ϕte iλSt || = O(λ).
The Hamilton-Jacobi equation for St and the transport equation for ϕt can be written [27].
However, we are not obliged to choose the initial condition for eq.(2.1) in a form (2.2). There are
other substitutions to eq.(2.1) that conserve their forms under time evolution as λ → 0. For example,
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consider the Maslov complex-WKB wave function [1, 2, 28],
ψ0(x) = conste
i
λ
S0e
i
λ
P0(x−Q0)f0(
x−Q0√
λ
) ≡ (KλS0,Q0,P0f0)(x), (2.3)
which corresponds to uncertanties of coordinates and momenta of the order O(
√
λ), since the smooth
function f0(ξ) is chosen to damp rapidly at spatial infinity. Quantities Q0, P0 ∈ Rd may be interpretted
as classical values of coordinates and momenta.
It happens that the initial condition (2.3) conserves its form under time evolution up to O(
√
λ)
[1, 2],
ψt(x) = conste
i
λ
Ste
i
λ
Pt(x−Qt)ft(
x−Qt√
λ
) +O(
√
λ). (2.4)
Moreover, Qt, Pt satisfy the classical Hamiltonian equations, St − S0 is the action on the classical
trajectory, while ft(ξ) satisfies the Schrodinger equation with a quadratic Hamiltonian.
Semiclassical state (2.3) may be interpretted as a point on a bundle (”semiclassical bundle” [29, 30]).
The base of the bundle is a manifold X = {(S0, Q0, P0)|S0 ∈ R, Q0, P0 ∈ Rd} which may be called as
an extended phase space. If the point X0 = (S0, Q0, P0) ∈ X is given, the ”classical” state is specified.
However, one should also specify the function f0(ξ) (the ”shape” of the wave packet). This corresponds
to choice of an element of the fibre. The fibres of the bundle are spaces S(Rd), so that the bundle is
trivial. If the point (X0 ∈ X , f0 ∈ S(Rd)) is given, the semiclassical wave function (2.3) is completely
specified.
The semiclassical evolution transformation may be viewed as an automorphism of the semiclassical
bundle, since the evolution transformation of (S,Q, P ) does not depend on f0. The transformations
ut : X → X and unitary operators U0t (utX ← X) : f0 7→ ft are then given. One can consider the
completion F = L2(Rd) of the space S(Rd) and extend the unitary operators U0t (utX ← X) to F . One
obtain then operators Ut(utX ← X) : F → F .
2.1.2 Maslov theory of Lagrangian manifolds with complex germ
The wave function (2.2) rapidly oscillates with respect to all variables. The wave function (2.3) rapidly
damps at x − Qt >> O(
√
λ). One should come to the conclusion that there exists a wave function
asymptotically satisfying eq.(2.1) which oscillates with respect to one group of variables and damps with
respect to other variables. The construction of such states is given in the Maslov theory of Lagrangian
manifolds with comples germ [1, 2]. Let α ∈ Rk, (P (α), Q(α)) ∈ R2d be a k-dimensional surface in the
2d-dimensional phase space, S(α) be a real function, f(α, ξ), ξ ∈ Rd is a smooth function. Set ψ(x) to
be not exponentially small if and only if the distance between point x and surface Q(α) is of the order
≤ O(√λ). Otherwise, set ψ(x) ≃ 0. If minα |x−Q(α)| = |x−Q(α)| = O(
√
λ), set
ψ(x) = cλe
i
λ
S(α)e
i
λ
P (α)(x−Q(α))f(α,
x−Q(α)√
λ
). (2.5)
One can note that wave functions (2.2) and (2.3) are partial cases of the wave function (2.5). Namely,
for k = 0 the manifold (P (α), Q(α)) is a point, so that the functions (2.5) coincide with (2.3). Let
k = d. If the surface (P (α), Q(α)) is in the general position, for x in some domain one has x = Q(α)
for some α. Therefore,
ψ(x) = cλe
i
λ
S(α)f(α, 0).
We obtain the WKB-wave function. Thus, WKB and wave-packet asymptotic formulas (2.2) and (2.3)
are partial cases of the wave function (2.5) appeared in the theory of Lagrangian manifolds with complex
germ.
The lack of formula (2.5) is that the dependence of α on x is implicit and too complicated. However,
under certain conditions formula (2.5) is invariant if α is shifted by a quantity of the order O(
√
λ). In
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this case, the point α can be chosen in arbitrary way such that the distance of x and Q(α) is of the
order O(
√
λ).
Namely,
e
i
ε
S(α+
√
εβ)e
i
ε
P (α+
√
εβ)(x−Q(α+√εβ))f(α+
√
εβ, x−Q(α+
√
εβ)√
ε
)
≃ e iεS(α)e iεP (α)(x−Q(α))f(α, x−Q(α)√
ε
)
(2.6)
if
∂S
∂αi
= P
∂Q
∂αi
(2.7)
eiβ(ξ
∂P
∂α
− 1
i
∂
∂ξ
∂Q
∂α
)f = f (2.8)
To obtain eqs.(2.7) and (2.8), one should expand left-hand side of eq.(2.6). Considering rapidly oscil-
lating factors, we obtain eq.(2.7). To obtain eq.(2.8), it is sufficient to consider the limit λ→ 0.
Conditions (2.7), (2.8) simplify the check [1] that the wave function (2.5) approximately satisfies
eq.(2.1) if the functions S, P,Q, f are time-dependent.
2.1.3 Composed semiclassical states
The form (2.5) of the semiclassical state appeared in the theory of Lagrangian manifolds with complex
germ is not convenient for generalization to systems of infinite number of degrees of freedom. It is much
more convenient to consider to consider wave function (2.3) as an ”elementary” semiclassical state and
wave function (2.5) as a ”composed” semiclassical state presented as a superposition of elementary
semiclassical states:
ψ(x) = Cλ
∫
dαe
i
λ
S(α)e
i
λ
P (α)(x−Q(α))g(α,
x−Q(α)√
λ
), (2.9)
where g(α, ξ) is a rapidly damping function as ξ → ∞. Superpositions of such type were considered
in [31, 32, 33]; the general case was investigated in [28, 34]. The composed semiclassical states for the
abstract semiclassical theory were studied in [30].
To show that expression (2.9) is in agreement with formula (2.5), notice that the wave function
(2.9) is exponentially small if the distance between x and the surface Q(α) is of order > O(
√
λ). Let
minα |x−Q(α)| = O(
√
λ) and |x−Q(α)| = O(√λ). Consider the substitution α = α +√λβ. We find
ψ(x) = Cλλ
k/2
∫
dβe
i
λ
S(α+β
√
λ)e
i
λ
P (α+β
√
λ)(x−Q(α+β
√
λ))g(α+ β
√
λ,
x−Q(α + β√λ)√
λ
)
If the condition (2.7) is not satisfied, this is an integral of a rapidly oscillating function. It is expo-
nentially small. Under condition (2.7) one can consider a limit λ→ 0 and obtain the expression (2.5),
provided that
cλ = Cλλ
k/2
and
f(α, ξ) =
∫
dβeiβs(
∂Pm
∂αs
ξm− ∂Qm∂αs
1
i
∂
∂ξm
)g(α, ξ) =
(2pi)k
∏k
s=1 δ(
∂Pm
∂αs
ξm − ∂Qm∂αs 1i ∂∂ξm )g(α, ξ).
(2.10)
Integral representation (2.9) simplifies substitution of the wave function to eq.(2.1) and estimation of
accuracy.
It follows from eq.(2.10) that the function f is invariant under the following change of the function
g (”gauge transformation”):
g(α, ξ)→ g(α, ξ) + (∂Pm
∂αs
ξm − ∂Qm
∂αs
1
i
∂
∂ξm
)χs(α, ξ). (2.11)
Thus, the semiclassical state is specified at fixed S(α), P (α), Q(α) not by the function g but by the
class of equivalence of functions g: two functions are equivalent if they are related by the transformation
(2.11).
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This fact can be also illustrated if we evaluate the inner product ||ψ||2 as λ→ 0:
||ψ||2 = C2λ
∫
dαdγ
∫
dxe−
i
λ
S(α)e−
i
λ
P (α)(x−Q(α))g∗(α, x−Q(α)√
λ
)
e
i
λ
S(γ)e
i
λ
P (γ)(x−Q(γ))g(γ, x−Q(γ)√
λ
),
The integral over x is not exponentially small if α − γ = O(√λ). After substitution γ = α + β√λ,
x−Q(α) = ξ√λ and considering the limit λ→ 0, we find
||ψ||2 ≃ C2λλ
k+n
2
∫
dα(g(α, ·),
k∏
s=1
2piδ(
∂Pm
∂αs
ξm − ∂Qm
∂αs
1
i
∂
∂ξs
)g(α, ·)). (2.12)
The k-dimensional surface {(S(α), P (α), Q(α))} (”isotropic manifols”) in the extended phase
space has the following physical meaning. Consider the average value of a semiclassical observable
A(x,−iλ∂/∂x). As λ→ 0, one has
(ψ,A(x,−iλ∂/∂x)ψ) ≃ C2λλ
k+n
2
∫
dαA(Q(α), P (α))(g(α, ·),∏k
s=1 2piδ(
∂Pm
∂αs
ξm − ∂Qm∂αs 1i ∂∂ξs )g(α, ·)).
We see that only values of the corresponding classical observable on the surface {(Q(α), P (α))} are
relevant for calculations fo average values as λ → 0. This means that the Blokhintsev-Wigner density
function (Weyl symbol of the density matrix) corresponding to the composed semiclassical state is
proportional to the delta function on the manifold {(Q(α), P (α))}.
Therefore, elementary semiclassical states describe evolution of a point particle, while composed
semiclassical states (including WKB-states) describe evolution of the more complicated objects -
isotropic manifolds.
2.2 Abstract semiclassical mechanics
Formally, the semiclassical conception can be applied to quantum field theory [28, 35]. A semiclassical
complex-WKB state is specified by a set X ∈ X of classical variables (real quantity S, field configuration
Φ(x), canonically conjugated momentum Π(x)) and a functional f [φ(·)] (a ”quantum state in the
external field X”), if the functional Schrodinger representation of the canonical commutation relations
is used. However, usage of this representation seems to be not rigorous. On the other hand, one
can expect that it is possible to specify a semiclassical complex-WKB state by an element f of a
some (maybe, X-dependent) Hilbert space FX instead of the functional f [φ(·)]. The structure of a
semiclassical bundle remains then valid for field theory.
Let us formulate a definition of a semiclassical system. One should write down a list of essential
properties (”axioms”) of such systems (cf. [29, 30]). One of them is as follows.
A1. A locally trivial vector bundle pi : Z → X called as a semiclassical bundle is specified. The base
of the bundle X (”extended phase space”) is a smooth (maybe, infinite-dimensional) manifold, while
fibres FX , X ∈ X are Hilbert spaces.
Since the bundle is locally trivial, one can suppose without loss of generality that all spaces FX
coincide in a sufficiently small vicinity of each point.
Elementary (”complex-WKB”) semiclassical states are viewed as points on the semiclassical bundle.
Composed semiclassical states should be viewed as smooth mappings α ∈ Λk 7→ (X(α) ∈ X , g(α) ∈
FX(α) for k-dimensional manifolds Λk with given measure. However, to introduce the inner product like
(2.12), it is not sufficient to use axiom A1. therefore, additional structures on the semiclassical bundle
are necessary.
5
2.2.1 Structures on the semiclassical bundle
An important feature of the finite-dimensional complex-WKB theory is that a λ-dependent quantum
state KλXf is assigned to each set (X ∈ X , f ∈ FX). Moreover, the mapping KλX (2.3) satisfies the
following properties:
(KλXf,K
λ
Xf)→λ→0 (f, f), (2.13)
provided that const = λ−d/4;
iλ
∂
∂Xi
KλX = K
λ
X [ωi −
√
λΩi + ...]f, (2.14)
where
ωidXi = PjdQj − dS;
(ΩidXif)(ξ) = (dPjξj − dQj 1i ∂∂ξj )f(ξ).
For the operator (2.3), the terms ... entering to eq.(2.14) vanish.
Relation (2.14) is an important property of a semiclassical system. It allows us to introduce two
additional structures on the semiclassical bundle: the differential 1-form ωidXi on the extended phase
space X (”action form”) and the operator-valued differential 1-form ΩidXi.
The commutation relations between operators Ωi can be obtained from eq.(2.14). Namely, apply
the commutator [iλ ∂
∂Xi
; iλ ∂
∂Xj
] being zero to the quantum state KλXf . One finds:
0 = [iλ ∂
∂Xi
; iλ ∂
∂Xj
]KλXf = K
λ
X [iλ
∂
∂Xi
+ ωi −
√
λΩi + ...; iλ
∂
∂Xj
+ ωj −
√
λΩj + ...]f =
KλX(λ[Ωi; Ωj ] + iλ(
∂ωj
∂Xi
− ∂ωi
∂Xj
) + ...)f.
Thus, the following commutation rules are satisfied:
[Ωi; Ωj] = i
(
∂ωj
∂Xi
− ∂ωi
∂Xj
)
. (2.15)
It is much more convenient to present relations (2.15) in the exponential form,
exp(iΩjαj) exp(iΩjβj) = exp(iΩj(αj + βj)) exp(
i
2
αiβj
(
∂ωj
∂Xi
− ∂ωi
∂Xj
)
)
We come to the following requirement.
A2. A differential 1-form ω and an operator-valued differential 1-form Ω are specified on X : for
each X ∈ X and δX ∈ TXX the real quantity ωX [δX ] and the self-adjoint operator ΩX [δX ] in the space
FX with a dense domain are given. The commutation relation
eiΩX [δX1]eiΩX [δX2] = eiΩX [δX1+δX2]e
i
2
dω[δX1;δX2]
is satisfied.
2.2.2 Composed states
1. To investigate the inner product of composed states like (2.9) in the abstract semiclassical mechanics,
it is convenient to simplify the expression
Kλ
X(α+
√
λβ)
g(α), α = (α1, ..., αk) (2.16)
as λ→ 0. Let us look for a simplification in the following form:
KλX(α)V˜λ[α, β]g(α) (2.17)
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for some operator V˜λ[α, β]. Applying the operators i
∂
∂βa
to expressions (2.16) and (2.17), one finds
Kλ
X(α+
√
λβ)
[
1√
λ
ωi(X(α+
√
λβ))∂Xi(α+
√
λβ)
∂αa
− Ωi(X(α+
√
λβ))∂Xi(α+
√
λβ)
∂αa
+ ...
]
g(α) =
KλX(α)i
∂
∂βa
V˜λ[α, β]g(α),
so that
i
∂
∂βa
V˜λ[α, β] = V˜λ[α, β]
[
1√
λ
ωi(X(α+
√
λβ))
∂Xi(α+
√
λβ)
∂αa
− Ωi(X(α +
√
λβ))
∂Xi(α +
√
λβ)
∂αa
+ ...
]
After extracting a c-number factor
V˜λ[α, β] = exp
[
− i√
λ
ωi
∂Xi
∂αa
βa
]
Vλ[α, β],
one finds in the leading order in λ the following equation on Vλ[α, β]:
i
∂
∂βa
Vλ[α, β] = Vλ[α, β]
[
∂
∂αb
(ωi
∂Xi
∂αa
)βb − Ωi∂Xi
∂αa
.
]
(2.18)
Let us look for the solution of this equation in the following form:
Vλ[α, β] = c(α, β) exp[iΩj
∂Xj
∂αa
βa]
for some c-number factor c. Making use of commutation relations (2.15), one takes eq.(2.18) to the
form:
i
∂ log c
∂βa
= ωj
∂2Xj
∂αa∂αc
βc +
1
2
(
∂ωi
∂Xj
+
∂ωj
∂Xi
)
∂Xi
∂αc
∂Xj
∂αa
βc,
so that one obtains:
Kλ
X(α+
√
λβ)
g(α) ∼ e− i√λωj
∂Xj
∂αa
βa− i2βaβc ∂∂αc (ωj
∂Xj
∂αa
)
KλX(α)e
iΩj
∂Xj
∂αa
βag(α). (2.19)
2. Consider now the composed state(
X(·)
g(·)
)
≡ Cλ
∫
dαKλX(α)g(α), α = (α1, ..., αk).
Analogously to eq.(2.12), we obtain the following inner product:
<
(
X(·)
g(·)
)
,
(
X(·)
g(·)
)
>= |Cλ|2λk/2
∫
dαdβ(KλX(α)g(α), K
λ
X(α+
√
λβ)
g(α+
√
λβ)). (2.20)
Consider the formal limit λ → 0. Let us make use of eq.(2.19). One should require the isotropic
condition
ωj
∂Xj
∂αa
= 0 (2.21)
to be satisfied. Otherwise, the integral (2.20) would contain a rapidly oscillating factor and be therefore
exponentially small. Under condition (2.21) the inner product (2.20) takes the form
<
(
X(·)
g(·)
)
,
(
X(·)
g(·)
)
>=
∫
dα(g(α),
∫
dβeiΩj
∂Xj
∂αa
βag(α)). (2.22)
The corresponding inner product space of composed states requires additional investigations: see section
5 for details.
Note that the derivation of formulas (2.21), (2.22) is rather heuristic. More details are presented in
[29, 30].
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2.2.3 Symmetry transformations
An evolution transformation is viewed as an automorphism of the semiclassical bundle. If the initial
elementary semiclassical state is presented as
KλX0f0,
the semiclassical state at time moment t should be presented in an analogous form
KλXtft
as λ → 0. The parameters Xt ∈ X are uniquely specified by the initial values X0 ∈ X , so that
the transformation ut : X0 7→ Xt should be given. The vector ft ∈ FXt should linearly depend on
f0 ∈ FX0; moreover, the corresponding dependence should be unitary. Therefore, the unitary operators
Ut(Xt ← X0) : f0 ∈ FX0 7→ ft ∈ FXt should be also specified.
One can also expect that evolution KλX0f0 7→ KλXtft remains valid if X0 is λ-dependent in a way
X0 = X0(α+
√
λβ). It follows from eq.(2.19) that the state
e
− i√
λ
ωj
∂X0,j
∂αa
βa− i2βaβc ∂∂αc (ωj
∂X0,j
∂αa
)
KλX0(α)e
iΩj
∂X0,j
∂αa
βaf0(α).
is taken to
e
− i√
λ
ωj
∂Xt,j
∂αa
βa− i2βaβc ∂∂αc (ωj
∂Xt,j
∂αa
)
KλXt(α)e
iΩj
∂Xt,j
∂αa
βaft(α).
therefore, the forms ω and Ω should satisfy the relations
ωi(X0)
∂X0,i
∂αa
= ωi(Xt)
∂Xt,i
∂αa
;
eiΩi(Xt)
∂Xt,i
∂αa
βaUt(Xt ← X0) = Ut(Xt ← X0)eiΩi(X0)
∂X0,i
∂αa
βa .
We come therefore to the following definition.
Definition 2.1. A symmetry transformation of the semiclassical bundle is a set of a smooth mapping
u : X → X and an unitary operator U(uX ← X) : FX → FuX such that
ωuX [u
∗(uX ← X)δX ] = ωX [δX ] (2.23)
and
eiΩuX [u
∗(uX←X)δX]U(uX ← X) = U(uX ← X)eiΩX [δX], (2.24)
where X ∈ X , δX ∈ TXX , u∗(uX ← X) : TXX → TuXX is an induced mapping of tangent spaces.
Consider the symmetry transformation of the composed state:
(
X(α)
g(α)
)
7→
(
uX(α)
U(uX(α)← X(α))g(α)
)
It follows from eq.(2.23) that the isotropic condition (2.21)conserves under time evolution. Eq.(2.24)
implies that the inner product (2.22) also conserves under time evolution, so that a symmetry transfor-
mation of a composed state is also isometric.
Several quantum mechanical and quantum field systems are invariant under symmetry groups. Being
applied to the semiclassical theory, this property means the following.
Definition 2.2. A semiclassical bundle is invariant under Lie group G if:
(i) for each g ∈ G a symmetry transformation (ug;Ug(ugX ← X)) of the semiclassical bundle is specified;
(ii) the mapping (g,X) 7→ ugX is smooth and the group property
ug1g2 = ug1ug2 (2.25)
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is satisfied;
(iii) the following group property takes place:
Ug1(ug1g2X ← ug2X)Ug2(ug2X ← X) = Ug1g2(ug1g2X ← X). (2.26)
It is well-known that classical symmetries may be not hold in quantum field theory: the quantum
anomalies arise in the one-loop approximation. Thus, properties (2.25), (2.26) should be carefully
checked for each classical symmetry.
A useful approach for constructing group representations is an infinitesimal method: one first con-
structs a representation of the corresponding Lie algebra and then integrates the representation. The
theory of integrability of representattions is nontrivial [36, 37, 38, 39, 40].
One can expect that check of properties (2.25), (2.26) for the semiclassical mechanics can be also
performed in analogous way. Section 3 deals with infinitesimal formulations of property (2.26) and
conditions of integrability of algebra representations. Since the derivartions of [36, 37, 38, 39, 40] are
not convenient for our purposes, another condition of integrability is suggested.
Usually, the infinitesimal generators of semiclassical symmetries are quadratic Hamiltonians, while
operators Ωi are linear in coordinates and momenta. Since the most interesting examples are given by
the field theory, the case of the Fock spaces FX , generators being quadratic with respect to creation
and annihilation operators and Ωj being linear combinations of them, is considered in section 4. The
conditions of integrability are reformulate. Section 5 deals with group transformations of the composed
states. Section 6 contains concluding remarks.
3 Infinitesimal symmetries
The purpose of this section is to investigate infinitesimal analogs of eqs.(2.25), (2.26).
3.1 From groups to algebras
1. By TeG we denote the tangent space to the Lie group G at g = e. Let A ∈ TeG, g(τ) be a smooth
curve on the group G with the tangent vector A at the point g(0) = e. Introduce the differenial operator
δ[A] on the space of differentiable functionals F on X :
(δ[A]F )(X) =
d
dτ
|τ=0F (ug(τ)X). (3.1)
It is shown in a standard way that:
1. The quantity (3.1) does not depend on the choice of the curve g(τ) with the tangent vector A.
2. The following property
δ[A1 + αA2] = δ[A1] + αδ[A2], α ∈ R, A1, A2 ∈ TeG
is satisfied.
Namely, let g1(τ) and g2(τ) be smooth curves on the Lie group G such that g1(0) = e, g2(0) = e.
One has
F (ug1(τ)g2(τ)X)− F (X)
τ
=
∫ 1
0
dξ
∂
∂τ˜
F (ug1(τ˜ )ug2(τ)X)|τ˜=ξτ +
F (ug2(τ)X)− F (X)
τ
.
Considering the limit τ → 0, one obtains:
d
dτ
|τ=0F (ug1(τ)g2(τ)X) =
d
dτ
|τ=0F (ug1(τ)X) +
d
dτ
|τ=0F (ug2(τ)X). (3.2)
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Let g(τ) and g˜(τ) be curves on G with the tangent vector A. Choose g1(τ) = g(τ), g2(τ) =
g−1(τ)g˜(τ). Since g2(τ) − e = O(τ 2), ddτ |τ=0F (ug2(τ)X) = 0. It follows from eq(3.2) that
d
dτ
|τ=0F (ug(τ)X) = ddτ |τ=0F (ug˜(τ)X). Thus, definition (3.1) is correct.
Furthermore, let g1(τ), g2(τ) be curves with tangent vectors A and B correspondingly. Then
g1(τ)g2(τ) is a curve with the tangent vector A+B. Eq.(3.2) implies that
δ[A +B] = δ[A] + δ[B].
Finally, consider a curve g(τ) with the tangent vector A and the curve g˜(τ) = g(ατ) with the tangent
vector αA. One has
d
dτ
|τ=0F (ug˜(τ)X) = α d
dτ
|τ=0F (ug(τ)X).
Thus, δ[αA] = αδ[A].
Let g ∈ G, A ∈ TeG, h(τ) be a curve on G with tangent vector B at h(0) = e. Then the tangent
vector for the curve gh(τ)g−1 at h(0) = e does not depend on the choice of the curve h(τ). Denote it
by gBg−1.
Define the operator Wg on the space of functionals F as WgF [X ] = F [ug−1X ].
We see that the following property is satisfied:
Wgδ[B]Wg−1F = δ[gBg
−1]F. (3.3)
Let g = g(τ) be a curve with the tangent vector A at g(0) = e. Differentiating expression (3.3) by
τ at τ = 0, we obtain the following relation:
([δ[A], δ[B]] + δ([A,B]))F = 0. (3.4)
Here [A,B] is the Lie-algrbra commutator for the group G.
Namely, let g(τ) be a smooth curve on the Lie group G with tangent vector A at g(0) = e. Make
use of the property (3.3):
Wg(τ)δ[B]Wg−1(τ) = δ[g(τ)Bg
−1(τ)]F, (3.5)
rewrite definition (3.1) as
δ[A] =
d
dτ
|τ=0Wg−1(τ),
remember that the Lie commutator can be defined as
[A;B] ≡ d
dτ
|τ=0g(τ)Bg−1(τ).
Consider the derivatives of sides of eq.(3.5) at τ = 0. We obtain property (3.4).
2. Consider now the infinitesimal properties of the transformation U . Suppose that on some dense
subset D of F the vector functions Ug[X ]Ψ ≡ Ug(ugX ← X)Ψ (Ψ ∈ D) are strongly continously
differentiable with respect to g and smooth with respect to X . Define operators
H(A : X)Ψ = i
d
dτ
|τ=0Ug(τ)[X ]Ψ, (3.6)
where g(τ) is a curve on the group G with the tangent vector A at g(0) = e.
We find:
1. The operator H(A : X) does not depend on the choice of the curve g(τ) with the tangent vector A.
2. The following property is satisfied:
H(A1 + αA2 : X) = H(A1 : X) + αH(A2 : X).
Let h(τ) be a curve with the tangent vector B at h(0) = e. Eq.(2.26) implies:
Ug[uh(τ)X ]Uh(τ)[X ]U
−1
g [X ]Ψ = Ugh(τ)g−1 [ugX ]Ψ, Ψ ∈ D
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Differentiating this identity by τ at τ = 0, we obtain that for all Ψ ∈ D
−iUg [X ]H(B : X)U−1g [X ]Ψ + (δ[B]Ug)[X ]U−1g [X ]Ψ = −iH(gBg−1 : ugX)Ψ. (3.7)
Let g = g(t) be a curve with the tangent vector A at g(0) = e. Differentiating eq.(3.7) by t in a
weak sense, we find that on the subset D the following bilinear form vanishes:
−[H(A : X) : H(B : X)]− iδ[B]H(A : X) + iδ[A]H(B : X) + iH([A;B] : X) = 0. (3.8)
3. Let us investigate now infinitesimal properties of relations (2.23) and (2.24). They can be
rewritten as
ωugX [u
∗
g(ugX ← X)δX ] = ωX [δX ]; (3.9)
ΩugX [u
∗
g(ugX ← X)δX ]Ug(ugX ← X) = Ug(ugX ← X)ΩX [δX ]. (3.10)
It is convenient to introduce the operator δ[A] for the differential 1-forms. Let ω be a differential 1-form,
g(τ) be a curve on G with a tangent vector A at g(0) = e. Define:
(δ[A]ω)X [δX ] ≡ d
dτ
|τ=0ωug(τ)X [u∗g(τ)(ug(τ)X ← X)δX ].
Analogously,
(δ[A]Ω)X [δX ] ≡ d
dτ
|τ=0Ωug(τ)X [u∗g(τ)(ug(τ)X ← X)δX ].
Defining the operator Wg as
(Wg−1ω)X [δX ] = ωugX [u
∗
g(ugX ← X)δX ] = ωX [δX ],
we check relations (3.3), (3.4).
Differentiating eqs.(3.9), (3.10) for g = g(τ), we find:
δ[A]ω = 0. (3.11)
(δ[A]Ω)X [δX ]− i[ΩX [δX ];H(A : X)] = 0. (3.12)
Here A is a tangent vector to g(τ) at τ = 0.
3.2 From algebras to groups
Investigate now the problem of reconstructing the group representation if the algebra representation is
known. Since classical invariance is usually evident in applications, we suppose that mappings ug : X →
X which satisfy the condition (2.23) are already specified. Our purpose is to reconstruct the unitary
operators Ug(ugX ← X) satisfying the group property (2.26), provided that operators H(A : X) are
known.
Without loss of generality, spaces FX can be identified with the space F because of local triviality
of the semiclassical bundle.
Let us impose the following conditions on the operators H(A : X), A ∈ TeG, X ∈ X .
G1. Hermitian operators H(A : X) are defined on a common domain D which is dense in F . D is
a subset of domains of the operators ΩX [δX ].
G2. For each smooth curve h(α) on G, δX ∈ TXX and Ψ ∈ D the vector functions H(A : uh(α)X)Ψ
and Ωuh(α)X [u
∗
h(α)(uh(α)X ← X)δX ]Ψ are strongly continously differentiable with respect to α.
G3. The bilinear forms (3.8) and (3.12) vanish on D.
Let Z ∈ TeG be a subset of the Lie algebra of the group G such that spanZ = TeG. Let B ∈ Z, while
gB(t) is a one-parametric subgroup of the Lie group G with the tangent vector B at t = 0, gB(0) = e.
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Denote by U tB(X) the operator taking the initial condition Ψ0 ∈ D of the Cauchy problem for the
equation
i
∂Ψt
∂t
= H(B : ugB(t)X)Ψt (3.13)
(∂Ψt/∂t is a strong derivative) to the solution Ψt ∈ D of the Cauchy problem, Ψt = U tB(X)Ψ0. This
definition is correct under the following condition.
G4. Let B ∈ Z. If Ψ0 ∈ D, there exists a solution of the Cauchy problem for eq.(3.13).
Uniqueness of the solution is a corollary of the property ||Ψt|| = ||Ψ0|| which is checked directly
by differentiation. The isometric operator U tB(X) can be extended then from D to F . It satisfies the
property
U t1B (ugB(t2)X)U
t2
B (X) = U
t1+t2
B (X).
Therefore, it is invertible and unitary.
Impose also the following conditions.
G5. Let B ∈ Z. For each smooth curve h(α) on G and each Ψ0 ∈ D the quantity || ∂∂αH(A :
uh(α)X)Ψt|| is bounded uniformly with respect to α, t ∈ [α1, α2]× [t1, t2] for any finite α1, α2, t1, t2.
G6. For Ψ ∈ D, B ∈ Z, A ∈ TeG, δX ∈ TXX , the following properties are satisfied:
||H(gB(τ)Ag−1B (τ) : ugB(τ)X)[U τB(X)Ψ−Ψ]|| →τ→0 0; (3.14)
||ΩugB(τ)X [u
∗
gB(τ)
(ugB(τ)X ← X)δX ][U τB(X)Ψ−Ψ]|| →τ→0 0. (3.15)
Lemma 3.1. Let B ∈ Z, δX ∈ TXX . Then the property
At ≡ (U tB(X))−1ΩugB(t)X [u
∗
gB(t)
(ugB(t)X ← X)δX ]U tB(X)− ΩX [δX ] = 0 (3.16)
is satisfied on the domain D.
Proof. Let us consider the matrix element of the left-hand side of eq.(3.16). At t = 0 it vanishes.
Let us calculate its time derivative,
1
τ
[(Φ, At+τΨ)− (Φ, AtΨ)] =(
ΩugB (τ)Xt [u
∗
gB(τ)
(ugB(τ)Xt ← Xt)δXt]Φt+τ , Ψt+τ−Ψtτ
)
+(
Φt+τ ,
ΩugB(τ)
Xt
[u∗
gB(τ)
(ugB (τ)Xt←Xt)δXt]−ΩXt [δXt]
τ
Ψt
)
+(
Φt+τ−Φt
τ
,ΩXt [δXt]Ψt
)
,
where Φt ≡ U tB(X)Φ, Ψt ≡ U tB(X)Ψ, Xt = ugB(t)X , δXt = u∗gB(t)(ugB(t)X ← X)δX . It follows form
eq.(3.12) and property G6 that d
dt
(Φ, AtΨ) = 0, so that expression (3.16) vanishes as a bilinear form.
Since it is defined on D, it vanishes as an operator expression. Lemma 3.1 is proved.
Under conditions G1-G6, we obtain:
Lemma 3.2. Let B ∈ Z, A ∈ TeG, The following property is satisfied on the domain D:
H(A : X) + i(U tB(X))
−1(δ[A]U tB)(X)− (U tB(X))−1H(gB(t)AgB(t)−1 : ugB(t)X)U tB(X) = 0. (3.17)
Proof. Let us check that under these conditions the operator (δ[A]U tB)(X) is correctly defined, i.e.
the strong derivative
(δ[A]U tB)(X)Ψ =
d
dα
|α=0U tB(uh(α)X)Ψ (3.18)
exists for all Ψ ∈ D, where h(α) is a curve on G with tangent vector A.
Denote
Ψα,t = U
t
B(uh(α)X)Ψ.
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This vector obeys the equation
i
∂
∂t
Ψα,t = H(B : ugB(t)h(α)X)Ψα,t,
so that
i ∂
∂t
(Ψα+δα,t −Ψα,t) = H(B : ugB(t)h(α+δα)X)(Ψα+δα,t −Ψα,t)
+(H(B : ugB(t)h(α+δα)X)−H(B : ugB(t)X))Ψα,t.
Since Ψα,0 = Ψα+δα,0 = Ψ, we have
Ψα+δα,t −Ψα,t = −i
∫ t
0
dτU t−τB (ugB(τ)h(α+δα)X)(H(B : ugB(τ)h(α+δα)X)−H(B : ugB(τ)X))Ψα,τ .
Because of unitarity of the operators U tB, the following estimation takes place:
||Ψα+δα,t −Ψα,t|| ≤
∫ t
0
dτ ||(H(B : ugB(τ)h(α+δα)X)−H(B : ugB(τ)X))Ψα,τ ||.
Making use of the Lesbegue theorem [41] and condition G5, we find that ||Ψα+δα,t −Ψα,t|| →δα=0 0, so
that the operator U tB(uh(α)X) is strongly continous with respect to α.
Furthermore,
Ψα+δα,t −Ψα,t
δα
= −i
∫ t
0
dτ
∫ 1
0
dγU t−τB (ugB(τ)h(α+δα)X)
(
∂
∂α
H(B : ugB(τ)h(α+γδα)X)
)
Ψα,τ
Denote
∂Ψα,t
∂α
≡ −i
∫ t
0
dτU t−τB (ugB(τ)h(α+δα)X)
(
∂
∂α
H(B : ugB(τ)h(α)X)
)
Ψα,τ . (3.19)
The following estimation takes place:
||Ψα+δα,t−Ψα,t
δα
− ∂Ψα,t
∂α
|| ≤ ∫ t0 dτ ∫ 10 dγ (||U t−τB (ugB(τ)h(α+δα)X)||
×||
[
∂H
∂α
(B : ugB(τ)h(α+γδα)X)− ∂H∂α (B : ugB(τ)h(α)X)
]
Ψα,τ ||+
||(U t−τB (ugB(τ)h(α+δα)X)− U t−τB (ugB(τ)h(α)X))∂H∂α (B : ugB(τ)h(α)X)Ψα,τ ||
) (3.20)
Making use of the Lesbegue theorem, conditions G2,G5, we find that the quantity (3.20) tends to zero
as δα→ 0. Thus, the vector (3.18) is correctly defined.
It follows from the expression (3.19) that
∂
∂t
∂
∂α
U tB(uh(α)X) = −i
∂
∂α
H(B : ugB(t)h(α)X) · U tB(uh(α)X)− iH(B : ugB(t)h(α)X)
∂U tB(uh(α)X)
∂α
in a strong sense.
Let us prove now property (3.17). At t = 0 the property (3.17) is satisfied. The derivative with
respect to t of any matrix element of the operator (3.17) under conditions H1-H6 vanishes. Therefore,
equality (3.17) viewed in terms of bilinear forms is satisfied on D. Since the left-hand side of eq.(3.17)
is defined on D, it also vanishes on D.
Let the property
gBn(tn(α))...gB1(t1(α)) = e, (3.21)
be satisfy for α ∈ [0, α0] and B1, ..., Bn ∈ Z. Here tk(α) are smooth functions. Denote hk(α) =
gBk(tk(α)), sk(α) = hk(α)...h1(α).
Lemma 3.3. Under condition (3.21) the operator
U
tn(α)
Bn (usn−1(α)X)...U
t1(α)
B1
(X) (3.22)
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is α-independent.
To prove lemma, denote Uk ≡ Uk(usk−1(α)X) ≡ U tk(α)Bk (usk−1(α)X). Let us use the following lemma.
Lemma 3.4. Let s(α) be a smooth curve on the group G, t(α) is a smooth real function, B ∈ TeG.
Then the operator function U
t(α)
B (us(α)X) is strongly differentiable with respect to α on D and
∂
∂α
U
t(α)
B (us(α)X) = −i
dt
dα
H(B : ugB(t(α))s(α)X)U
t(α)
B (us(α)X) + (δ[
ds
dα
s−1]U t(α)B )(us(α)X), (3.23)
where ds
dα
s−1 is a tangent vector to the curve s(α + τ)s−1(α) at τ = 0.
Proof. Let Ψ ∈ D. One has
1
δα
(U
t(α+δα)
B (us(α+δα)X)− U t(α)B (us(α)X))Ψ =
1
δα
(U
t(α+δα)
B (us(α)X)− U t(α)B (us(α)X))Ψ + 1δα(U t(α+δα)B (us(α+δα)X)− U t(α+δα)B (us(α)X))Ψ.
(3.24)
The first term in the right-hand side of eq.(3.24) tends to
−i dt
dα
H(B : ugB(t(α))s(α)X)Ψ
by definition of the operator U tB(X). Consider the second term. It can be represented as
∫ 1
0
dγ
∂
∂α
U
t(α)
B (us(α+γδα)X)|α=α+δαΨ.
Making use of eq. (3.19), we take this term to the form
−i
∫ 1
0
dγ
∫ t(α+δα)
0
dτU
t(α+δα)−τ
B (ugB(τ)s(α+γδα)X)
∂
∂α
H(B : ugB(τ)s(α+γδα)X)U
τ
B(us(α+γδα)X)Ψ. (3.25)
Making use of the Lesbegue theorem and property G6, we see that the vector (3.25) is strongly continous
as δα→ 0, so that it is equal to
∂
∂α
U
t(α)
B (us(α)X)|α=αΨ = ((δ[
ds
dα
s−1]U t(α)B )(us(α)X)Ψ.
We obtain formula (3.23).
Let us return to proof of lemma 3.3. To check formula (3.22), let us obtain that
d
dα
(Un...U1)(Un...U1)
−1 = 0 (3.26)
on D (the derivative is viewed in the strong sense). The property (3.26) is equivalent to the folowing
relation:
n∑
k=1
Un...Uk+1
∂Uk
∂α
U−1k ...U
−1
n = 0. (3.27)
Making use of eq.(3.23), we take eq.(3.27) to the form
∑n
k=1Un...Uk+1H(−idtkdαBk : uskX)U−1k+1...U−1n +∑n
k=1Un...Uk+1(δ[
dsk−1
dα
s−1k−1]Uk)(usk−1X)U
−1
k ...U
−1
n = 0.
(3.28)
Applying properties (3.17) n− k times, we obtain
−iH(∑nk=1 dtkdα hn...hk+1Bkh−1k+1...h−1n : X) +∑nl=1 Un...Ul+1(δ[dsl−1dα s−1l−1]Ul)(usl−1X)U−1l ...U−1n
−∑nk=1∑nl=k+1 Un...Ul+1 dtkdα δ[hl−1...hk+1Bkh−1k+1...h−1l−1]Ul)(usl−1X)U−1l ...U−1n . (3.29)
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Eq.(3.21) implies that
∑n
k=1
dtk
dα
hn...hk+1Bkh
−1
k+1...h
−1
n = 0;
dsl−1
dα
s−1l−1 −
∑l−1
k=1 hl−1...hk+1Bkh
−1
k+1...h
−1
l−1
dtk
dα
= 0.
Lemma 3.3 is proved.
Corollary. Let tk(0) = e. Then
U
tn(α)
Bn (usn−1(α)X)...U
t1(α)
B1 (X) = 1
under conditions of lemma 3.3.
Theorem 3.5. Under conditions G1-G6 semiclassical bundle is invariant under local Lie group G.
Proof. Let B1, ..., Bm be a basis on the Lie algebra. Then one can uniquely introduce the canonical
coordinates of the second kind [42] on the local Lie group by the formula
g = gB1(α1)...gBm(αm).
Set
Ug(ugX ← X) = Uα1B1 (ugB2(α2)...gBm(αm)X)Uα2B2(ugB3(α3)...gBm(αm)X)...UαmBm (X).
The group property is then a corollary of lemma 3.3. Namely, let
g(t) = gB1(tα1)...gBm(tαm);
h(t) = gB1(tβ1)...gBm(tβm).
Then the relation
g(t)h(t) = gB1(γ1(t))...gBm(γm(t))
specifies the coordinates γi(α, β, t) in a unique fashion, since the second-kind canonical coordinates are
correctly defined [42]. Moreover, the dependence γi(α, β, t) is smooth.
It follows then from lemma 3.3 that
(Ug(t)h(t)[ug(t)h(t)X ← X ])−1Ug(t)[ug(t)h(t)X ← uh(t)X ]Uh(t)[uh(t)X ← X ] = 1.
Theorem is proved.
4 Quadratic infinitesimal operators in the Fock space
Symmetries of quantum mechanical systems can be investigated ”exactly” without any approximations.
Realistic models of QFT are not constructed mathematically, so that investigations of semiclassical field
theory may give rise to surprising results such as quantum anomalies. In this section conditions G1-G6
are reformulated, provided that FX are Fock spaces, H(A : X) are quadratic in creation and annihilation
operators in the Fock space, ΩX [δX ] are linear combinations of creation and annihilation operators.
Remind that the Fock space F(L2(Rl)) is defined as a space of sets
Ψ = (Ψ0,Ψ1(x1), ...,Ψn(x1, ...,xn), ...)
of symmetric with respect to x1, ..., xn symmetric functions Ψn such that ||Ψ||2 = ∑∞n=0 |Ψn||2 < ∞.
By A±(x) we denote, as usual, the creation and annihilation operator distributions:
(
∫
dxA+(x)f(x)Ψ)n(x1, ...,xn) =
1√
n
∑n
l=1 f(xj)Ψn−1(x1, ...,xj−1,xj+1, ...,xn);
(
∫
dxA−(x)f ∗(x)Ψ)n−1(x1, ...,xn−1) =
√
n
∫
dxf ∗(x)Ψn(x,x1, ...,xn−1).
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By |0 > we denote, as usual, the vacuum vector of the form (1, 0, 0, ...). Arbitrary vector of the Fock
space can be presented via the creation operators and vacuum vector as follows [43]
Ψ =
∞∑
n=0
1√
n!
∫
dx1...dxnΨn(x1, ...,xn)A
+(x1)...A
+(xn)|0 > .
Introduce the operator of number of particles nˆ as (nˆΨ)n = nΨn.
Let H±± be operators in L2(Rl) with kernels H±±(x,y). By A±H±±A± we denote the operators in
the Fock space
A±H±±A± =
∫
dxdyA±(x)H±±(x,y)A±(y).
For the case of an unbounded operator H+−, the operator A+H+−A− can be defined as
(A+H+−A−Ψ)n =
n∑
j=1
1⊗j−1 ⊗H+− ⊗ 1⊗n−jΨn.
Denote also
A±ϕ =
∫
dxA±(x)ϕ(x).
Let
H(B : X) =
1
2
A+H++(B : X)A+ + A+H+−(B : X)A− + 1
2
A−H−−(B : X)A− +H(B : X); (4.1)
where (H++)+ = H−−, (H+−)+ = H+−;
ΩX [δX ] = −i(A+ϕX [δX ]−A−ϕ∗X [δX ]) (4.2)
for some L2(Rl)-valued 1-form ϕ.
Let us formulate the conditions that are sufficient for satisfying properties G1-G6.
In QFT-applications [44], the operators H+−(B : X) are unbounded. However, the singular un-
bounded part is X-independent,
H+−(B : X) = L(B) +H(B : X),
while H(B : X) is a bounded operator.
Impose the following conditions on the self-adjoint operator L.
F1. There exists a positively definite self-adjoint operator T such that:
(i) ||T−1/2L(B)T−1/2|| <∞, ||L(B)T−1|| <∞;
(ii) for all t0 there exists such a constant C that ||T 1/2e−iL(B)tT−1/2|| ≤ C, ||Te−iL(B)tT−1|| ≤ C for
t ∈ (−t0, t0).
F2. For any smooth curve h(α) on G:
(i) the function H(B : uh(α)X) is continously differentiable;
(ii) the operator-valued function H++(B : uh(α)X) is continously differentiable in the Hilbert-Schmidt
norm ||O||2 =
√
TrO+O;
(iii) the operator functions T−1/2H+−(B : uh(α)X)T−1/2 and H+−(B : uh(α)X)T−1 are continously
differentiable in the operator norm || · ||;
(iv) the operator function TH++(B : uh(α)X) is continous in the Hilbert-Schmidt norm;
(v) the operator functions TH(B : uh(α)X)T−1, T 1/2H(B : uh(α)X)T−1/2 and H(B : uh(α)X) are strongly
continous;
(vi) the function ϕuh(α)X [u
∗
h(α)[uh(α)X ← X)δX ] ∈ L2(Rl) is strongly continously differentiable.
16
F3. The following commutation relations are satisfied:
H++([A;B] : X) = −i[H+−(A : X)H++(B : X) +H++(B : X)(H+−(A : X))∗
−H+−(B : X)H++(A : X)−H++(A : X)(H+−(B : X))∗] + δ[A]H++(B : X)− δ[B]H++(A : X);
H+−([A;B] : X) = −i[H++(B : X)(H++(A : X))∗ −H++(A : X)(H++(B : X))∗
+[H+−(A : X);H+−(B : X)]] + δ[A]H+−(B : X)− δ[B]H+−(A : X);
H([A;B] : X) = − i
2
Tr[H++(B : X)(H++(A : X))∗ −H++(A : X)(H++(B : X))∗]
+δ[A]H(B : X)− δ[B]H(A : X)
in a sense of bilinear forms in D(T );
i(δ[A]ϕ)X [δX ] = H+−(A : X)ϕX [δX ] +H++(A : X)ϕ∗X [δX ].
Note that condition F1 is an alternative for known conditions of integrability of Lie algebra repre-
sentations [36, 37, 38, 39, 40].
Let us check properties G1-G6.
4.1 Some properties of the Fock space
Without loss of generality, one can suppose that T − 1 > 0. Otherwise, one can change T → T + 1;
properties F1-F3 will remain valid then.
Introduce the following norms in the Fock space:
||Ψ||m = ||(nˆ+ 1)mΨ||, ||Ψ||Tm = ||(A+TA− + 1)mΨ||.
Lemma 4.1. Let ||Ψ||Tm <∞. Then ||Ψ||m ≤ ||Ψ||Tm.
Proof. It is sufficient to check that
(Ψn, (
n∑
j=1
1⊗j−1 ⊗ T ⊗ 1⊗n−j + 1)2mΨn) ≥ (Ψn, (
n∑
j=1
1 + 1)2mΨn).
This relation is a corollary of the formula
(Ψn, T
2l1 ⊗ ...⊗ T 2lnΨn) ≥ (Ψn,Ψn)
for all l1, ..., ln ≥ 0. The latter formula is obtained from the relation ||T−l1 ⊗ ... ⊗ T−ln || ≤ 1. Lemma
B.1 is proved.
Let H+− be a nonbounded operator in L2(Rl) such that operators T−1/2H+−T−1/2 and H+−T−1 are
bounded.
Lemma 4.2. The following estimation is satisfied:
||A+H+−A−Ψ|| ≤ C||Ψ||T1
with C = max(||T−1/2H+−T−1/2||, ||H+−T−1||).
Proof. One should check
(Ψn,H+−i H+−j Ψn) ≤ C(Ψn, TiTjΨn) (4.3)
with H+−i = 1i−1 ⊗H+− ⊗ 1n−i, Ti = 1i−1 ⊗ T ⊗ 1n−i. Denote T 1/2i T 1/2j Ψn = Φn. Inequality (4.3) takes
the form
(Φn, T
−1/2
i T
−1/2
j H+−i H+−j T−1/2i T−1/2j Φn) ≤ C2(Φn,Φn). (4.4)
For i 6= j, property (4.4) is satisfied if C = ||T−1/2H+−T−1/2|| as a corollary of the Cauchy-Bunyakovski-
Schwartz inequality. For i = j, property (4.4) is satisfied if C = ||H±T−1||. Lemma 4.2 is proved.
17
Lemma 4.3. Consider the operator
ϕˆ =
∫
dx1...dxmdy1...dykϕ(x1, ...,xn,y1, ...,yk)A
+(x1)...A
+(xm)A
−(y1)...A−(yk)
with ϕ ∈ L2(Rl(m+k)). Let Ψ ∈ F and ||Ψ||l+ k+m
2
<∞. Then
||ϕˆΨ||l ≤ C||ϕ||L2||Ψ||l+ k+m
2
,
where C2 = max{1, (m− k)!(m− k)2l}.
Proof. One has
(ϕˆΨ)n(z1, ..., zn) =
√
(n−m+k)!
(n−m)!
√
n!
(n−m)!Sym
∫
dy1...dykϕ(z1, ..., zm,y1, ...,yk)
×Ψn−m+k(y1, ...,yk, zm+1, ..., zn)
where Sym is a symmetrization operator. Since ||SymΦn|| ≤ ||Φn|| and
||
∫
dyϕ(z,y)Ψ(y, z′)|| ≤ ||ϕ||||Ψ||,
one has
||(ϕˆΨ)n|| ≤
√√√√(n−m+ k)!
(n−m)!
√
n!
(n−m)! ||ϕ||||Ψn−m+k||.
Therefore,
||ϕˆΨ||2l =
∑∞
n=0(n + 1)
2l (n−m+k)!
(n−m)!
n!
(n−m)! ||ϕ||2||Ψn−m+k||2
=
∑∞
s=0
(s+m−k)2l(s−k+1)...s(s−k+1)...(s−k+m)
(s+1)2l+k+m
||ϕ||||Ψs||2(s+ 1)2l+k+m
≤ C2|ϕ||2||Ψ||2
l+ k+m
2
,
where s = m− n+ k. Lemma is proved.
Corollary.
||A±ϕΨ|| ≤ ||ϕ||||Ψ||1/2 ≤ ||ϕ||||Ψ||1;
||1
2
A±H±±A±Ψ|| ≤ 1√
2
||H±±||2||Ψ||1.
Therefore, we obtain the following result.
Lemma 4.4. Let properties F1, F2 be satisfied. Set D = {Ψ ∈ F|||Ψ||T1 ≤ ∞}. Let the solution for
the Cauchy problem for eq.(3.13) exists for all Ψ0 ∈ D and Ψt be continous in the || · ||T1 -norm. Then
properties G1,G2, G5, G6 are satisfied.
The proof is straightforward.
4.2 Evolution with quadratic Hamiltonians
Since property G3 is a direct corollary of H3, the remaining part of checking conditions G1-G6 is to
prove that the Cauchy problem for the equation
idΨt
dt
= HtΨt,
Ht = H(B : ugB(t)X) =
1
2
A+H++t A− + A+H+−t A− + 12A−H−−t A− +Ht.
(4.5)
on the Fock vector Ψt is correct and Ψt is continous in || · ||T1 -norm. The strong derivative enters to
eq.(4.5).
Formally, the solution for the initial condition
Ψ0 =
∞∑
n=0
1√
n!
∫
dx1...dxnA
+(x1)...A
+(xn)Ψ0,n(x1, ...,xn)|0 > (4.6)
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is looked for in the following form [43, 45]
Ψt =
∞∑
n=0
1√
n!
∫
dx1...dxnA
+
t (x1)...A
+
t (xn)Ψ0,n(x1, ...,xn)|0 >t (4.7)
with
|0 >t= ct exp[1
2
∫
dxdyM t(x,y)A+(x)A+(y)]|0 > . (4.8)
while operators A+t (x) are chosen to be
A+t (x) =
∫
dy[A+(y)G∗t (y,x)− A−(y)A∗t (y,x)].
Namely, the Gaussian ansatz (4.8) formally satisfies eq.(4.5) if
idc
t
dt
= 1
2
TrH−−t M tct +Htct,
idM
t
dt
= H++t +H+−t Mt +MtH−+t +MtH−−t Mt.
(4.9)
Here Mt is the operator with kernel M
t(x,y), H−+t = (H+−t )∗. The operators A+t (x) commute with
i d
dt
−Ht if
idF
t
dt
= H+−t Ft +H++t Gt, −idGtdt = H−+t Gt +H−−t Ft. (4.10)
Here Ft, Gt are operators with kernels Ft(x,y) and Gt(x,y). Note that the operator Mt = FtG
−1
t
formally satisfies eq.(4.9). Initial conditions (4.6) are satisfied if F0 = 0, G0 = 1.
Let us check that eq.(4.5) is satisfied in a strong sense.
First of all, let us present some auxiliary lemmas.
Lemma 4.5. Let M be a Hilbert-Schmidt operator and ||M || < 1. Then
exp[
1
2
A+MA+]|0 > (4.11)
The proof is presented in [43].
Corollary. For the state (4.11), the estimation
||Ψn|| ≤ Ae−αn (4.12)
is satisfied under conditions of lemma 4.5 for some A and 0 < α ≤ −1
2
log||M ||.
Proof. Since ||M || < 1, ||e2αM || < 1. Since expression Ψ˜ = exp[1
2
e2αA+MA+]|0 > specifies a Fock
space vector, ||Ψ˜2n|| = ||e2αnΨ2n|| ≤ A. Corollary is proved.
Lemma 4.6. Let M , δM be Hilbert-Schmidt operators, ||M || ≤ 1, ||M + δM || ≤ 1 and
||δM ||2 ≤ 1
4
log ||M ||−1||M ||−3/8.
Then
exp[
1
2
A+(M + δM)A+]|0 >=
∞∑
k=0
1
k!
[
1
2
A+δMA+]k exp[
1
2
A+MA+]|0 >
Proof. One should check that
s− limN→∞∑k,l,k+l≤N 12kk!(A+δMA+)k 12ll!(A+MA+)l|0 >=
s− limN→∞∑Nk=0 12kk!(A+δMA+)ke 12A+MA+|0 > (4.13)
Since the strong limit in the left-hand side of equality (4.13) exists, eq.(4.13) can be presemted as
N∑
k=0
∞∑
l=N−k+1
Ψk,l →N→∞ 0 (4.14)
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with
Ψk,l =
1
2kk!
(A+δMA+)k
1
2ll!
(A+MA+)l|0 > .
Since
([A+δMA+]Ψ)n(x1, ...,xn) = Sym
√
n(n− 1)δM(x1,x2)Ψn−2(x3, ...,xn),
one has
||([A+δMA+]Ψ)n|| ≤
√
n(n− 1)||δM ||2||Ψ||n−2.
By induction, one obtains:
||[A+δMA+]kΨn−2k|| ≤
√
n!
(n− 2k)! ||δM ||
k
2||Ψn−2k||.
It follows from the extimation (4.12) that
||Ψk,l|| ≤
√
(l+2k)!
k!
||δM ||k2
2kk!
Ae−αl/2e−αl/2
≤ maxl(l + 2k)ke−α(l+2k)/2Ae−αl/2 (||δM ||2eα)k2kk! = Ae−αl/2 k
k
k!ek
( ||δM ||2eα
α
)k
Since k! ∼ (k/e)k√2pik as k →∞, one has e−kkk/k! ≤ A1. Therefore,
||Ψk,l|| ≤ AA1e−αl/2bk (4.15)
with b = ||δM ||2eα/α. Therefore,
N∑
k=0
∞∑
l=N−k+1
||Ψk,l|| =
N∑
k=0
AA1b
ke−
α
2
(N−k+1) 1
1− e−α/2 ≤ AA1
e−α(N+1)/2
(1− e−α/2)(1− be−α/2) .
Therefore, for ||δM ||2e3α/2 ≤ α property (4.14) is satisfied. Choosing α = −14 log||M ||, we obtain
statement of lemma.
Lemma 4.7. Let Mt, t ∈ [t1, t2] be a differentiable operator function, ||Mt||2 <∞,
||Mt+δt −Mt
δt
− dMt
dt
||2 →δt→0 0. (4.16)
Then
||e
1
2
A+Mt+δtA
+ |0 > −e 12A+MtA+ |0 >
δt
− 1
2
A+
dMt
dt
A+e
1
2
A+MtA+ |0 > ||m →δt→0 0. (4.17)
Proof. Denote δM ≡ δMt,δt =Mt+δt −Mt. It is sufficient to check the following formulas:
||e
1
2
A+Mt+δtA
+ |0 > −1 − 1
2
A+MtA
+|0 >
δt
e
1
2
A+MtA+ |0 > ||m →δt→0 0; (4.18)
||A+ δM
δt
− dM
dt
)A+e
1
2
A+MtA+|0 > ||m →δt→0 0. (4.19)
The latter formula is a direct corollary of lemma 4.3, property ||e 12A+Mt+δtA+|0 > ||m+1 < ∞ following
from formula (4.12) and relation || δM
δt
− dM
dt
||2 →δt→0 0. Formula (4.18) is a corollary of the relation
∞∑
k=2
∞∑
l=0
1
δt
(2k + 1 + l)m||Ψk,l|| →δt→0 0. (4.20)
Makibg use of the estimation (4.15) and formula ||δM ||22/δt→δt→0 0, we prove relation (4.20). Lemma
4.7 is proved.
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Lemma 4.8. Let T be such nonbounded self-adjoint operator in L2(Rl) that T − 1 > 0, D(T ) ⊂
D(H+−), H+−t T−1 be uniformly bpinded operator. Let the initial condition for eq.(4.5) be of the form
(4.6), where Ψ0,n = 0 as n ≥ N0,
Ψ0,n(x1, ...,xn) =
J0∑
j=1
f 1j (x1)...f
n
j (xn), f
s
j ∈ D(T ). (4.21)
Let Hilbert-Schmidt operator Mt satisfy eq.(4.9) (the derivative is defined in the Hilbert-Schmidt sense
(4.16)) and initial condition M0 = 0, , ct obey eq.(4.9), Ft and Gt be uniformly bounded operators
Ft : D(T ) → D(T ), Gt : D(T ) → D(T ) satisfying eq.(4.10) in the strong sense on D(T ), F0 = 0,
G0 = 1. Then the Fock vector (4.7) obeys eq.(4.5) in the strong sense.
Proof. It is sufficient to prove lemma for the initial condition
Ψ0 =
1√
n!
A+[f 1]...A+[fn]|0 >
where A+[f ] =
∫
dxf(x)A+(x). Let us show that the Fock vector
Ψt =
1√
n!
A+t [f
1]...A+t [f
n]|0 >t
with
A+t [f ] =
∫
dy[A+(y)(G∗tf)(y)−A−(y)(F ∗t f)(y)]
satisfies eq.(4.5). Let
Ψ˙t ≡ 1√
n!
(
n∑
j=1
A+t [f
1]...A˙+t [f
j ]...A+t [f
n]|0 >t +A+t [f 1]...A+t [f j ]...A+t [fn]
d
dt
|0 >t
with
A˙+t [f ] =
∫
dy[A+(y) d
dt
(G∗tf)(y)− A−(y) ddt(F ∗t f)(y)],
d
dt
|0 >t≡ dctdt e
1
2
A+MtA+ |0 > +ct 1
2
A+ dMt
dt
A+e
1
2
A+MtA+ |0 > .
One has
Ψt+δt−Ψt
δt
− Ψ˙t = 1√n!A+t+δt[f 1]...A+t+δt[fn]
( |0>t+δt−|0>t
δt
− d
dt
|0 >t
)
+
1√
n!
[A+t+δt[f
1]...A+t+δt[f
n]−A+t [f 1]...A+t [fn]] ddt |0 >t +∑n
j=1A
+
t+δt[f
1]...A+t+δt[f
j−1][
A+
t+δt
[fj ]−A+t [fj ]
δt
− A˙+t [f j ]]A+t [f j+1]...A+t [fn]|0 >t +∑n
j=1
1√
n!
(A+t+δt[f
1]...A+t+δt[f
j−1]−A+t [f 1]...A+t [f j−1]]A˙+t [f j]A+t [f j+1]...A+t [fn]|0 >t .
It follows from lemmas 4.3, 4.7 and conditions of lemma 4.8 that
||Ψt+δt −Ψt
δt
− Ψ˙t|| →δt→0 0.
Eqs.(4.9), (4.10) imply that Ψ˙t = −iHtΨt. Lemma 4.8 is proved.
Denote by D1 ⊂ F the set of all Fock vectors Ψ ∈ F such that Ψn vanish at n ≥ N0 and have
the form (4.21) as n < N0. Lemma 4.8 allows us to construct the mapping Ut : D1 → F of the form
UtΨ0 = Ψt. Note that the domain D1 is dense in F .
Denote
A−t [f ] ≡ (A+t [f ])+ ≡
∫
dy[A−(y)(Gtf)(y)− A+(y)(Ftf)(y)].
Lemma 4.9. 1. The operators A±t [f ] obey the commutation relations
[A−t [f ], A
+
t [g]] = (f, g), [A
±
t [f ], A
±
t [g]] = 0. (4.22)
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2. The following property is satisfied:
A−t [f ]|0 >t= 0. (4.23)
3. The operator Ut is isometric.
Proof. The commutation relations (4.22) are rewritten as
(Gtf,Gtg)− (Ftf, Ftg) = (f, g);
(F ∗t f,Gtg)− (G∗tf, Ftg) = 0. (4.24)
They are satisfied at t = 0. The time derivatives of the left-hand sides of eqs.(4.24) vanish because of
eqs.(4.10). Statement 1 is proved.
The fact that Ut is an isometric operator is a corollary of the property
d
dt
(Ψt,Ψt) = 0.
Analogously to lemma 4.8, we find that the vector Ψ˜t = A
−
t [f ]|0 >t obeys eq.(4.5) in the strong
sense. Since Ψ0 = 0 and ||Ψt|| = ||Ψ0||, one has Ψt = 0. Property (4.23) is proved. Note that it means
that
MtGt = Ft. (4.25)
Lemma 4.9 is proved.
Therefore, the operator Ut can be extended to the whole space F , Ut : F → F .
Lemma 4.10. Let the operator (
G+ −F+
−F T GT
)
be invertible. Then the following relation is satisfied on D1:
U−1t A
+TA−UtΨ0 = (A+GTt + A
−F+)T (FA+ +G∗A−)Ψ0 (4.26)
Proof. It follows from lemma 4.9 that(
G+ −F+
−F T GT
)(
G F ∗
F G∗
)
= 1
Therefore, (
G+ −F+
−F T GT
)−1
=
(
G F ∗
F G∗
)
and
A−(y) =
∫
dz(Ft(y, z)A
+
t (z) +G
∗
t (y, z)A
−
t (z)),
A+(y) =
∫
dz(F ∗t (y, z)A
−
t (z) +Gt(y, z)A
+
t (z)).
Identity (4.26) is then a corollary of definition of the operator Ut.
Lemma 4.11. Let Ψ0 ∈ D. Suppose that TFt and H++ are continuous operator functions in the
|| · ||2-norm, Gt, T 1/2GtT−1/2, TGtT−1, T−1/2H+−t T−1/2, H+−T−1 are continous operator functions in
the || · ||-norm. Then the following statements are satisfied.
1. Ψt ≡ UtΨ0 ∈ D.
2. Ψt obeys eq.(4.5) in the strong sense.
3.
||Ψt −Ψ0||T1 →t→0 0. (4.27)
Proof. Let Ψ0 ∈ D1. For ||UtΨ0||T1 , one has the following estimation:
||UtΨ0||T1 = ||U−1t (Tˆ + 1)UtΨ0|| ≤ ||Ψ0||+ ||(A+GT + A−F+)T (FA+ +G∗A−)Ψ0|| ≤
(1 + ||F+||2||TF ||2)||Ψ0||+ (
√
2||GTTF ||2 + ||F+TF ||+ ||F+TG||2)||Ψ0||
+(||T−1/2GTTG∗T−1/2||+ ||ATTA∗T−1||)||Ψ0||T1 ≤ const||Ψ||T1
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at t ∈ [0, t1]. Therefore,the operator Ut is bounded in norm || · ||T1 . The extension of the operator Ut to
D is then also a bounded operator in || · ||T1 norm. One therefore has Ψt ∈ D.
The fact that ||UtΨ0 − Ψ0||T1 →t→0 0 if Ψ0 ∈ D1 is justified analogously to lemma 4.8. Since the
operator Ut : D → D is uniformly bounded at t ∈ [0, t1] in || · ||T1 -norm, the Banach-Steinhaus theorem
(see, for example, [46]) implies relation (4.27).
To check the second statement, note that lemma 4.8 imply that
Ut+δt − Ut
δt
→δt→0 dUt
dt
(4.28)
in the strong sense on D1. For showing that relation (4.28) is satisfied in the strong sense on D, it is
sufficient to show that the operator
δU
δt
: D → F
is uniformly bounded,
||δU
δt
Ψ|| ≤ C||Ψ||T1 .
One has
|| δU
δt
Ψ|| = || ∫ 10 dsU˙t+sδtΨ|| = || ∫ 10 dsHt+sδtUt+sδt|| ≤
maxs∈[0,1][
√
2||H++t+sδt||2 + ||T−1/2H+−ts+δtT−1/2||+ ||H+−ts+δtT−1||]||Ut+sδtΨ||T1 .
Lemma 4.11 is proved.
Let us now check properties of operators Ft, Ft, Mt.
First of all, consider the Cauchy problem
if˙t = Ytft + Ztgt,
−ig˙t = Z∗t ft + Y ∗t gt,
f0 = 0, g0 = 1,
(4.29)
where gt is a bounded operator functions, ft is a Hilbert-Schmidt operator function. The derivatives in
(4.29) are understood as
||(gt+δt − gt
δt
− g˙t)ϕ|| →δt→0 0, ||ft+δt − ft
δt
− f˙t||2 →δt→0 0. (4.30)
Lemma 4.12. Let Yt be a strongly continous operator function, while ||Zt+τ − Zt||2 →τ→0 0,
||TZt||2 ≤ at1, ||TYtT−1|| ≤ at2, ||T 1/2YtT−1|| ≤ at3 for smooth functions atk. Then there exist a solution
to the Cauchy problem (4.29) such that
||Tft||2 ≤ at4, ||T 1/2gtT−1/2|| ≤ at5, ||TgtT−1|| ≤ at6, ||gt|| ≤ at7 (4.31)
for smooth functions atk.
Proof (cf.[45]). Let us look for the solution to the Cauchy problem in the following form:
ft =
∞∑
n=0
fnt , gt =
∞∑
n=0
gnt . (4.32)
where f 0t = 0, g
0
t = 1,
fn+1t = −i
∫ t
0 dτ(Yτf
n
τ + Zτg
n
τ ),
gn+1t = −i
∫ t
0 dτ(Y
∗
τ g
n
τ + Z
∗
τ f
n
τ ).
(4.33)
By induction we find that ||fnt ||2 ≤ C1tn/n!, ||gt||2 ≤ C1tn/n! for t ∈ [0, t1]. Here C1 is a constant.
Therefore, the series (4.32) converge. ft is a Hilbert-Schmidt operator, while gt is a bounded operator.
Analogously, we show
||Tfnt ||2 ≤
C2t
n
n!
, ||Tgnt T−1|| ≤
C2t
n
n!
, ||T 1/2gnt T−1/2|| ≤
C2t
n
n!
,
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where t ∈ [0, t1]. Therefore, properties (4.31) are satisfied.
To check relations (4.30), note that
ft = −i
∫ t
0 dτ(Yτfτ + Zτgτ ),
gt = i
∫ t
0 dτ(Z
∗
τ fτ + Y
∗
τ gτ ).
(4.34)
Eqs.(4.34) imply that the operator functions ft, gt obey properties
||T (ft+δt − ft)||2 →δt→0 0, ||(gt+δt − gt)|| →δt→0 0,
Therefore,
||ift+δt−ft
δt
− Ytft − Ztgt||2 ≤
∫ 1
0 ds||Yt+sδtft+sδt + Zt+sδtgt+sδt − Ytft − Ztgt||2,
||(−igt+δt−gt
δt
− Z∗t ft − Y ∗t gt)ϕt|| ≤
∫ 1
0 ds||(Z∗t+sδtft+sδt + Y ∗t+sδtgt+sδt − Z∗t ft − Y ∗t gt)ϕt||.
Since the integrands are uniformly bounded functions, the Lesbegue theorem (see, for example, [41])
tells us that it is sufficient to check that
||Yt+τft+τ − Ytft||2 →δt→0 0, ||Zt+τgt+τ − Ztgt||2 →δt→0 0,
s− limτ→0Z∗t+τft+τ = Z∗t ft,
s− limτ→0 Y ∗t+τgt+τ = Y ∗t gt.
These relations are corollaries of conditions of lemma 4.12 and formulas (4.33).
Lemma 4.13. Let H+−t = L+Ht, Ht, T 1/2HT−1/2, THT−1 be strongly continous operator functions,
||H++t+δt − H++t ||2 →δt→0 0, L be a t-independent (maybe nonbounded) self-adjoint operator, such that
||LT−1|| < ∞, while ||T 1/2e−iLtT−1/2|| < ∞, ||Te−iLtT−1|| < ∞. Then there exists a solution to the
Cauchy problem for system (4.10) for the initial condition F0 = 0, G0 = 1:
||iFt+δt−Ft
δt
−H++t Ft −H+−t Gt||2 →δt→0 0,
||(−iGt+δt−Gt
δt
−H−−t Gt −H−+t Ft)ϕ|| →δt→0 0, ϕ ∈ D(T ).
(4.35)
Moreover,
||TFt||2 ≤ b(t), ||TGtT−1|| ≤ b(t), ||T 1/2GtT−1/2|| ≤ b(t), ||Gt|| ≤ b(t) (4.36)
for some smooth function b(t) on t ∈ [0, t1]. The properties (4.25) are also satisfied.
Proof. Consider the operator functions
Ft = e
−iLtft, Gt = eiL
∗tgt,
where (ft, gt) is a solution to the Cauchy problem (4.29) with Yt = e
iLtHte−iLt, Zt = eiLtH++t eiL∗t,
f0 = 0, g0 = 1. Check of properties (4.36) is straightforward. Let us prove relations (4.35). One has
iFt+δt−Ft
δt
− (L+Ht)Ft −H++t Gt = (ie−iLδt−1δt T−1 − LT−1)TFt + ie−iLt(ft+δt−ftδt − f˙t),
−iGt+δt−Gt
δt
− (L∗ +H∗t )Gt −H−−t Ft = (−ie
−iL∗δt−1
δt
T−1 − L∗T−1)TFt + ie−iL∗t( gt+δt−gtδt − g˙t).
Since
||(ie
−iLτ − 1
τ
T−1 − LT−1)ϕ|| ≤
∫ 1
0
ds||(e−iLτs − 1)LT−1ϕ|| →τ→0 0,
we obtain relations (4.35).
Property (4.25) is proved analogously to [45]: one should consider the convergent in || · ||-norm series
(
G F ∗
F G∗
)−1
=
∑∞
n=0
(
G
(−n)
t F
(−n)∗
t
F
(−n)
t G
(−n)∗
t
)(
eiL
∗t 0
0 e−iLt
)
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with (
G
(−n)
t F
(−n)∗
t
F
(−n)
t G
(−n)∗
t
)
= i
∫ t
0 dτ
(
G(−n+1)τ F
(−n+1)∗
τ
F (−n+1)τ G
(−n+1)∗
τ
)(
Yτ Zτ
−Z∗τ −Y ∗τ
)
Lemma 4.13 is proved.
Lemma 4.14. Under conditions of lemma 4.13 there exists a solution to the Cauchy problem for
eq.(4.9) with the initial condition M0 = 0.
Proof. It follows from [43] that the matrix G is invertible and ||G−1|| < 1. Consider the operator
Mt = FtG
−1
t . Note that ||TMt||2 <∞, ||LMt|| <∞. One has
Mt+δt −Mt =Mt+δt(Gt −Gt+δt)G−1t + (Ft+δt − Ft)G−1t ,
so that ||T (Mt+δt −Mt)||2 →δt→0 0. Therefore,
Mt+δt−Mt
δt
− F˙tG−1t + FTG−1t G˙tG−1t =
Mt+δtTT
−1(Gt−Gt+δt
δt
− G˙t)G−1t + (Mt+δt −Mt)TT−1G˙tG−1t + (Ft+δt−Ftδt − F˙t)G−1t .
Ananlogously to lemmas 4.12, 4.13, one finds
||(G
+
t+δt −G+t
δt
− G˙+t )T−1ϕ|| →δt→0 0.
Therefore,
||Mt+δt −Mt
δt
− M˙t||2 →δt→0 0.
Lemma 4.14 is proved.
Therefore, we have proved the following theorem.
Lemma 4.15. Let T , L be self-adjoint operators in L2(Rl) such that
||T−1/2LT−1/2|| <∞, ||LT−1|| <∞, ||T 1/2e−iLtT−1/2|| ≤ C,
||Te−iLtT−1|| ≤ C, t ∈ [0, t1].
Let T − c be positively definite for some positive constant c, H+−t = L + Ht, H++ be operator-valued
functions such that ||T (H++t+δt − H++t )||2 →δt→0 0, Ht, THtT−1, T 1/2HtT−1/2 are strongly continous
operator functions, Ht be a continous function. Then there exists a unique solution Ψt to the Cauchy
problem (4.5), provided that Ψ0 ∈ D ≡ {Ψ ∈ F|||Ψ||T1 < ∞} It satisfies the properties Ψt ∈ D and
||Ψt −Ψ0||T1 →δ→0 0.
Thus, properties G1-G6 are obtained as corollaries of F1-F3.
5 Composed semiclassical states
We have already mentioned that composed semiclassical states are specified by a set
(
X(α)
g(α) ∈ FX(α)
)
;
α ∈ Λk. The inner product is given by eq.(2.22). For the case FX(α) = F(L2(Rl) and ω of the form
(4.2), expression (2.22) takes the form
∫
dα(g(α),
∫
dβeβa(A
+Ba−A−B∗a)g(α)) (5.1)
with
Bs(α, ·) = ϕX [∂X
∂αs
]. (5.2)
Let us investigate the inner product space of composed states in more details.
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5.1 Constrained Fock space
The purpose of this subsection is to investigate the properties of the inner product
< Y1, Y2 >=
∫
dβ(Y1, exp[
k∑
s=1
βs
∫
dx(Bs(x)A
+(x)− B∗s (x)A−s (x))]Y2) (5.3)
for the Fock vectors Y1, Y2. Suppose the functions B1, ..., Bk to be linearly independent. Since the inner
product (5.3) resembles the inner products for constrained systems [47], we will call the space under
construction as a constrained Fock space.
First of all, investigate the problem of convergence of the integral (5.3). Note that the operator
U [B] = exp[
∫
dx(B(x)A+(x)− B∗(x)A−(x))]
is a well-defined unitary operator [43], provided that B ∈ L2(Rl), and obey the relations
A−(x)U [B] = U [B](A−(x) +B(x));
A+(x)U [B] = U [B](A+(x) +B∗(x)).
Lemma 5.1. (cf. [28]). The following estimation is satisfied:
||B||m|(Y1, U [B]Y2)| ≤
m∑
k=0
m!
k!(m− k)! ||Y1||k/2||Y2||(m−k)/2. (5.4)
Proof. One has
[
∫
dxB∗(x)A−(x);U [B]] = ||B||2U [B],
so that
||B||2(Y1, U [B]Y2) = (
∫
dxB(x)A+(x)Y1, U [B]Y2)− (Y1, U [B]
∫
dxB∗(x)A−(x)Y2).
Applying this identity m times, we obtain:
||B||2m(Y1, U [B]Y2) = ∑mk=0(−1)m−k m!k!(m−k)!((∫ dxB(x)A+(x))kY1,
U [B](
∫
dxB∗(x)A−(x))m−kY2).
Making use of the result of lemma 4.3,
||
∫
dxB(x)A±(x)Y ||l ≤ ||B||||Y ||l+1/2,
we find:
||B||2m|(Y1, U [B]Y2)| ≤
m∑
s=0
m!
s!(m− s)! ||B||
m||Y1||s/2||Y2||(m−s)/2.
Lemma 5.1 is proved.
Corollary 1. Let B1, ..., Bk be linearly independent functions. Then for some constant C1 > 0 the
following estimation is satisfied:
|β|m|(Y1, U [
∑
s
βsBs]Y2)| ≤ Cm1 ||Y1||m/2||Y2||m/2.
Proof. It is sufficient to notice that for linearly independent B1, ..., Bk the matrix (Bm, Bs) is not
degenerate, so that ||1
2
∑
m βmBm||2 ≥ C−11 |β|2 for some C1. Applying the property ||Y ||s/2 ≤ ||Y ||m/2
for s ≤ m, making use of eq.(5.4), we prove corollary 1.
26
Corollary 2. Let ||Y1||m/2 < ∞, ||Y2||m/2 < ∞ for some m > k, Then the integrand entering to
eq.(5.3) obeys the relation
|(Y1, U [
∑
s
βsBs]Y2)| ≤ const
(|β|+ 1)m (5.5)
and integral (5.3) converges.
Corollary 3. Let Y1,n, Y2,n be such sequences of Fock vectors that ||Y1,n||m/2 →n→∞ 0, ||Y2,n||m/2 ≤ C
for some m > k. Then < Y1, Y2 >→n→∞ 0.
Let us investigate the property of nonnegative definiteness of the inner product (5.3).
Lemma 5.2. Let ||Y ||m <∞ for some m > k and Im(Bs, Bl) = 0. Then < Y, Y >≥ 0.
Proof. Introduce the following ”regularized” inner product
< Y, Y >ε=
∫
dβe−ε|β|
2
(Y, U [
∑
s
βsBs]Y ).
It follows form estimation (5.5) and the Lesbegue theorem [41] that
< Y, Y >ε→ε→0 0.
It is sufficient then to prove that < Y, Y >ε≥ 0. One has:
e−ε|β|
2
= (4piε)k/2
∫
dβ ′e−2ε|β−β
′|2−2ε|β′|2
Therefore,
< Y, Y >ε=
∫
dβ ′dβ ′′(4piε)k/2e−2ε(|β
′|2+|β′′|2(U [
∑
s
β ′′sBs]Y, U [
∑
s
β ′sBs]Y ), (5.6)
here the shift of variable β = β ′ − β ′′ is made. We have also taken into account that
U [
∑
s
β ′sBs]U [−
∑
s
β ′′sBs] = U [
∑
s
(β ′s − β ′′s )Bs],
provided that the operators ∫
dx(Bs(x)A
+(x)− B∗s (x)A−(x)]
commute (i.e. Im(Bs, Bl) = 0). Formula (5.6) is taken to the form
< Y, Y >ε= ||
∫
dβ(4piε)k/4e−2ε|β|
2
U [
∑
s
βsBs]Y ||2 ≥ 0.
Lemma 5.2 is proved.
The expression (5.3) depends on k functions B1, ..., Bk. However, one may perform linear substitu-
tions of variables β, so that only the subspace span{B1, ..., Bk} is essential.
Definition 5.1. A k-dimensional subspace Lk ∈ L2(Rl) is called as a k-dimensional isotropic plane
if Im(B′, B′′) = 0 for all B′, B′′ ∈ Lk.
Let Lk be a k-dimensional isotropic plane with an invariant under shifts measure dσ. Let B1, ..., Bk
be a basis on Lk. One can assign then coordinates β1, ..., βn to any element B ∈ Lk according to the
formula B =
∑
s βsBs. The measure dσ is presented as dσ = adβ1...dβk for some constant a. Consider
the inner product
< Y1, Y2 >Lk= a
∫
dβ(Y1, U [
∑
s
βsBs]Y2) =
∫
dσ(Y1, U [B]Y2), (5.7)
||Y1,2||[k/2+1] ≤ ∞. This definition is invariant under change of basis.
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By F[k/2+1] we denote space of such Fock vectors Y that ||Y ||[k/2+1] < ∞. We say that Y Lk∼ 0 if
< Y, Y >Lk= 0. Thus, the space F[k/2+1] is divided into equivalence classes. Introduce the following
inner product on the factor-space F[k/2+1]/ ∼:
< [Y1], [Y2] >
Lk=< Y1, Y2 >Lk (5.8)
for all Y1 ∈ [Y1], Y2 ∈ [Y2]. This definition is correct because of the following statement.
Lemma 5.3. Let < Y, Y >Lk= 0. Then < Y, Y
′ >Lk= 0 for all Y
′.
The proof is standard (cf,, forexample, [41]). One has
0 ≤< Y ′ + σY, Y ′ + σY >Lk=< Y ′, Y ′ >Lk +σ∗ < Y, Y ′ >Lk +σ < Y ′, Y >Lk
for all σ ∈ C, so that < Y, Y ′ >Lk= 0.
Definition 5.2. A constrained Fock space F(Lk, dσ) is the completeness of the factor-space
F[k/2+1]/ ∼ with respect to the inner product (5.8),
F(Lk) = F[k/2+1]/ ∼.
5.2 Transformations of constrained Fock vectors
Let us investigate evolution of constrained Fock vectors. Consider the Cauchy problem for eq.(4.5).
Denote Fm = {Ψ ∈ F|||Ψ||m <∞.
Lemma 5.4. Let Ψ0 ∈ Fm. Then Ψt ∈ Fm.
Proof. Analogously to proof of lemma 4.11, one has
||UtΨ0|| = ||U−1t (A+A− + 1)mUtΨ0|| = ||(1 + (A+GTt + A−F+t )(FtA+ +G∗tA−))mΨ0||
It follows from Lemmas 4.2, 4.3 that
||(1 + (A+GTt + A−F+t )(FtA+ +G∗tA−))Ψ||l ≤
||Ψ||l + ||Ft||22||Ψ||l +
√
2||GTt Ft||2||Ψ||l+1 + ||F Tt F ∗t +GTt G∗t ||||Ψ||l+1 + ||F+t G∗t ||2||Ψ||l+1
≤ C||Ψ||l+1
with
C = 1 + ||Ft||22 +
√
2||GTt Ft||2 + ||F Tt F ∗t +GTt G∗t ||+ ||F+t G∗t ||2.
Applying this estimation, we obtain by induction:
||UtΨ0||m ≤ Cm||Ψ0||m.
Lemma is proved.
Let Lk be a k-dimensional isotropic plane with invariant measure dσ. Define its evolution transfor-
mation Ltk as follows. Let (B1, ..., Bk) be a basis on Lk. Let B
t
s be solutions to the Cauchy problems
iB˙ts = H+−t Bts +H++t (Bts)∗;
−iB˙t∗s = H−+t Bt∗s +H−−t Bts;
B0s = Bs;B
0∗
s = B
∗
s .
(5.9)
they can be expressed as
Bts = FtB
∗
s +G
∗
tBs;
Bt∗s = F
∗
t Bs +GtB
∗
s .
(5.10)
Lemma 5.5. Let Im(Bi, Bj) = 0. Then Im(B
t
i , B
t
j) = 0.
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Proof. One has:
2iIm(Bti , B
t
j) = (B
t
i , B
t
j)− (Btj , Bti) =
(FtB
∗
i +GtBi, FtB
∗
j +GtBj)− (FtB∗j +GtBj, FtB∗i +GtBi) =
(Bi, Bj)− (Bj , Bi) = 0.
because of relations (4.24) of Appendix B.
Therefore, Ltk is also an isotropic plane. Define the measure dσ
t on Ltk as follows. For the choice of
coordinates β1, .., βk on L
t
k according to the formula B =
∑
s βsB
t
s, set dσ = adβ1...dβk, where a does
not depend on t.
Lemma 5.6. The inner product < ·, · >Lt
k
is invariant under time evolution:
< Ψt,Ψt >Lt
k
=< Ψ0,Ψ0 >Lk .
Proof. By definition, one has
< Ψt,Ψt >Lt
k
= a
∫
dβ(Ψt, U [
∑
s
βsB
t
s]Ψt) = a
∫
dβ(Ψ0, U
+
t U [
∑
s
βsB
T
s ]UtΨ0).
Eq.(5.10) implies that
U [
∑
s
βsB
t
s] = exp
∑
s
∫
βsdx(A
+
t
(x)Bs(x)− A−t (x)B∗s (x)).
Making use of the relation
U+t A
±
t (x)Ut = A
±(x),
we obtain statement of lemma 5.6.
It follows from lemma 5.6 that operator Ut takes equivalent states to equivalent. Therefore, it can
be reduced to the factorspace F[k/2+1]/ ∼. Since it is unitary, it can be extended to F(Lk).
5.3 Definition of a composed semiclassical state and its symmetry trans-
formation
Let us formulate a definition of a composed semiclassical state.
Let {X(α), α ∈ Λk} be a smooth k-dimensional manifold in the extended phase space X with
measure dΣ such that an isotropic condition (2.21)
ωX(α)[
∂X(α)
∂αa
] = 0.
is satisfied. It folows from commutation relations (2.15) that
[ΩX [
∂X
∂αa
; ΩX [
∂X
∂αb
] = i
(
∂ωi(X(α))
∂αb
∂Xi
∂αa
− ∂ωi(X(α))
∂αa
∂Xi
∂αb
)
= i
(
∂
∂αb
(ωX [
∂X
∂αa
])− ∂
∂αa
(ωX [
∂X
∂αb
]
)
= 0,
so that
[A+Ba −A−B∗a;A+Bb − A−B∗b ] = 0,
where Ba have the form (5.2). Therefore,
Im(Ba, Bb) = 0.
Define an isotropic plane Lk(α) ≡ Lk(α : Λk) as span{B1, ..., Bk}. It does not depend on the
particular choice of coordinates α1, ..., αk. Introduce the following measure dσ(α) on Lk(α):
dσ(α) =
DΣ(α)
Dα
(α)dβ1...dβk, (5.11)
29
where β1, ..., βk are coordinates on Lk(α) which are determined as B =
∑
s βsBs.
Definition (5.11) is invariant under change of coordinates. Namely, let (α′1, ..., α
′
k) be another set of
local coordinates chosen instead of (α1, ..., αk). Then
B′l =
k∑
s=1
∂αs
∂α′l
Bs,
so that property
∑
l β
′
lB
′
l =
∑
s βsBs implies that coordinate sets β and β
′ should be related as follows:
βs =
∑
l
∂αs
∂α′l
β ′l.
Therefore, for the choice of coordinates α′ one has
dσ′ =
DΣ
Dα′
dβ ′1...dβ
′
k =
DΣ
Dα′
Dα′
Dα
dβ1...dβk = dσ.
The invariance property is checked.
Introduce the vector (Hilbert) bundle piΛk as follows. The base of the bundle is the isotropic manifold
Λk. The fibre that corresponds to the point α ∈ Λk is Hα = F(Lk(α)). Composed semiclassical states
are introduced as sections of bundle piΛk .
Definition 5.2. A composed semiclassical state is a set of isotropic manifold Λk and section Z of
the bundle piΛk , such that the inner product
< (Λk, Z), (Λk, Z) >=
∫
Λk
dΣ(Z(α), Z(α))F(Lk(α))
converges.
Group transformation of isotropic manifold Λk = {X(α)} is determined as
ug{X(α)} = {ugX(α)}.
Section {Z(α)} is transformed as follows. Let Z(α) = [Y (α)]. define UgZ(α) = [UgY (α)]. This
definition is correct because of the results of previous subsubsection, provided that
Lk(α : ugΛ
k) = UgLk(α : Λ
k). (5.12)
It is sufficient to prove property (5.12) for the case g = GB(t). One should check that eq.(5.9)
iB˙ts = H+−(B : ugB(t)X)Bts +H++(B : ugB(t)X)(Bts)∗ (5.13)
is satisfied for
Bts = ϕugB(t)X [
∂(ugB(t)X)
∂αs
].
However, system (5.13) is a direct corollary of property F3.
Thus, the composed semiclassical states and their group transformations are introduced.
6 Conclusions
Essential properties of the semiclassical Maslov complex-WKB approximation for quantum mechanics
- a bundle structure of set of semiclassical wave packets and their behavior under small variations of
classical variables - are considered as a framework of an abstract semiclassical mechanics. QFT models
in the weak-coupling approximation may be viewed as examples of abstract semiclassical systems.
Symmetry properties of semiclassical systems are written in infinitesimal form. Algebraic conditions
(3.4), (3.8) and (3.11), (3.12) are obtained as infinitesimal analogs of semiclassical group properties
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(2.25), (2.26), (2.23), (2.24). Condition (3.8) is very important since there are quantum anomalies in
QFT-models: symmetry properties may be violated in 1-loope approximation. Therefore, satisfaction
of relation (3.8) means absense of anomalies.
It is remarkable that the fact of commutativity of the left-hand side of eq.(3.8) with all operators
ΩX [δX ] is a corollary of eq.(3.12) and classical symmetry properties. Thus, one can expect that identity
(3.8) is violated in quantum anomaly case in such a way that its right-hand side becomes a nontrivial
c-number (maybe, X-dependent) quantity.
Sufficient conditions for constructing operators Ug are presented. For the case of X-independent
generators H(A : X), they may be viewed as an alternative for known conditions of integrability of
Lie-algebra representations.
The obtained properties F1-F3 can be explicitly checked in proof of Poincare invariance of hamilto-
nian semiclassical field theory [44].
The semiclassical Maslov theory of Lagrangian manifolds with complex germ (including WKB-
method) may be also generalized to the case of the abstract semiclassical mechanics. The composed
semiclassical states are viewed as surfaces on the semiclassical bundle. Symmetry properties remain
valid for the composed states as well.
This work was supported by the Russian Foundation for Basic Research, projects 99-01-01198 and
01-01-06251.
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