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Abstract
We investigate the norm of sums of independent vector-valued random variables in noncom-
mutative Lp spaces. This allows us to obtain a uniform family of complete embeddings of the
Schatten class Snq in Sp(mq ) with optimal order m ∼ n2. Using these embeddings we show the
surprising fact that the sharp type (cotype) index in the sense of operator spaces for Lp[0, 1]
is min(p, p′) (max(p, p′)). Similar techniques are used to show that the operator space notions
of B-convexity and K-convexity are equivalent.
© 2004 Elsevier Inc. All rights reserved.
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0. Introduction
Sums of independent random variables have a long tradition both in probability
theory and Banach space geometry. More recently, the noncommutative analogs of
these probabilistic results have been developed [9,11,25] and applied to operator space
theory [8,10,24]. In this paper, we follow this line of research in studying type and
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cotype in the sense of operator spaces [19]. This theory is closely connected to the
notions of B-convexity and K-convexity. Using embedding results we show that these
notions remain equivalent in the category of operator spaces.
We recall from [16] that a Banach space X is called K-convex whenever the Gauss
projection
PG : f ∈ L2(;X) 	−→
∞∑
k=1
(∫

f ()gk() d()
)
gk ∈ L2(;X)
is bounded. Here g1, g2, . . . are independent standard complex-valued Gaussian random
variables deﬁned over a probability space (,A,). An operator space X is called OK-
convex if PG is completely bounded or equivalently S2(X) is K-convex as a Banach
space. Using standard tools from Banach space theory, we know that S2(X) is K-
convex if and only if Sp(X) is K-convex for some (any) 1 < p < ∞. Therefore this
notion does not depend on the parameter p. According to a deep theorem of Pisier
[21] K-convexity is equivalent to B-convexity. Following Beck [1], a Banach space X
is called B-convex if there exists n1 and 0 < 1 such that
1
n
inf|k |=1
∥∥∥∥∥
n∑
k=1
kxk
∥∥∥∥∥ (1− ) max1kn ‖xk‖
holds for any family x1, x2, . . . , xn of vectors in X. Giesy proved in [5] that a Banach
space X is B-convex if and only if X does not contain n1’s uniformly. In the context
of operator spaces, the noncommutative analogue of n1 is the Schatten class S
n
1 , the
dual of B(n2). More generally, one might consider arbitrary dual spaces
L1(A) = Sn11 ⊕ Sn21 ⊕ · · · ⊕ Snm1
of ﬁnite-dimensional C∗-algebras. A priori, it is unclear which analogue of the notion
of B-convexity is the right one for operator spaces. Namely, we could only exclude
the n1’s or all the L1(A)’s. The following result clariﬁes this question.
Theorem 1. Let X be an operator space and let (An) be a sequence of pairwise
different ﬁnite-dimensional C∗-algebras. The following are equivalent:
(i) X is OK-convex.
(ii) Sp(X) does not contain n1’s uniformly for some (any) 1 < p <∞.
(iii) Sp(X) does not contain L1(An)’s uniformly for some (any) 1 < p <∞.
In fact, we prove a stronger result. We shall say that the spaces L1(An)’s embed
semi-completely uniformly in Sp(X) when there exists a family of embeddings
n : L1(An)→ Sp(X)
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satisfying ‖n‖cb‖−1n ‖c for some universal constant c > 1. This notion came out
naturally in the paper [18]. We refer to [17] for further applications of this concept. For
the equivalence of (ii) and (iii), we prove that if n1 embeds into Sp(X) with constant
cn, then there is a map u : Sn1 → Sp(X) such that
∥∥u : Sn1 → Sp(X)∥∥cb ∥∥∥u−1 : u(Sn1 )→ Sn1∥∥∥ C cn.
This map is constructed using (noncommutative) probabilistic tools. Usually, esti-
mates for sums of noncommutative random variables are motivated by classical proba-
bilistic inequalities. Our probabilistic motivation here is given by the following result.
Let us consider a ﬁnite collection f1, f2, . . . , fn of independent random variables on
a probability space (,A,). Then, given 1p < ∞, the following equivalence of
norms holds:
(p)
(∫

[
n∑
k=1
|fk()|
]p
d()
)1/p
∼ max
r∈{1,p}

(
n∑
k=1
∫

|fk()|rd()
)1/r .
We shall provide in this paper the natural analog of (p) for noncommutative random
variables. This result requires the use of the so-called asymmetric Lp spaces, which
will be deﬁned below. Now, going back to the construction of the map u : Sn1 →
Sp(X), we consider positive integers m, n1. Then, if 1km and  stands for the
normalized trace, let 	k : Lp(n) → Lp(nm) be the mapping deﬁned by the relation
	k(x) = 1⊗· · ·⊗1⊗x⊗1⊗· · ·⊗1, where x is located at the kth position and 1 stands
for the identity of Mn. Then, the embedding u can be easily constructed by combining
condition (ii) with the following result, which might be of independent interest.
Theorem 2. Let 1 < p < ∞ and 1q∞. Then, given n1 and mn2, the fol-
lowing map is a complete isomorphism onto a completely complemented subspace
x ∈ Snq 	−→
1
n1/q
m∑
k=1
k ⊗ 	k(x) ∈ Lp(nm; mq ).
Moreover, the cb-distance constants are uniformly bounded on the dimensions.
Our proof requires mn2 which is different from the well-known commutative order
m ∼ n. Using type/cotype estimates we show that the order m ∼ n2 is best possible.
The cotype for operator spaces is motivated by the Hausdorff–Young inequality for
nonabelian compact groups. Let G be a noncommutative compact group and Ĝ its
dual object. That is, a list of inequivalent irreducible unitary representations. Given
1p2, an operator space X has Fourier type p with respect to G if the X-valued
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Hausdorff–Young inequality
(
n∑
k=1
dk‖Ak‖p
′
S
dk
p′ (X)
)1/p′
cbKp(X, Ĝ)
(∫
G
∥∥∥∥∥
n∑
k=1
dktr(Ak	k(g))
∥∥∥∥∥
p
X
d(g)
)1/p
holds for all ﬁnite sequence of matrices A1, A2, . . . , An with Ak ∈ Md	k ⊗X. Here  is
the normalized Haar measure and dk denotes the degree of the irreducible representation
	k : G → U(dk). Moreover, here and in the following, the symbol cb is used to
indicate the corresponding linear map is indeed completely bounded. The notion of
Fourier cotype is dual to the notion of Fourier type stated above. Following [22], we
notice that this inequality forces us to consider an operator space structure on the vector
space where we are taking values. In other words, we need to take values in operator
spaces rather than Banach spaces.
Note that the span of the functions of the form tr(Ak	k(g)) is dense in L2(G). In
the classical notion of cotype the right-hand side is replaced by a suitable subset of
characters. Since it is not entirely clear which will be such a canonical subset for
arbitrary groups, we follow the approach of Marcus/Pisier [15] and consider random
Fourier series of the form
n∑
k=1
dk tr(Ak	k(g)U	k ),
where the U	’s are random unitaries. However, the contraction principle allows us to
eliminate the coefﬁcients 	(g). Therefore, given such a family of random unitaries over
a probability space (,A,), a possible notion of cotype for operator spaces is given
by the inequality
(
n∑
k=1
dk‖Ak‖p
′
S
dk
p′ (X)
)1/p′
cbKp(X, Ĝ)
(∫

∥∥∥∥∥
n∑
k=1
dktr(AkU	k ())
∥∥∥∥∥
p
X
d()
)1/p
.
Although this deﬁnition originated from compact groups, in this formulation only the
degrees of the representations of the dual object and their multiplicity are kept. We may
therefore consider this notion of cotype for arbitrary collections of random unitaries
(U
) indexed by 
 ∈  and where d
 represents the dimension of U
. Examples for ’s
coming from groups are the commutative set of parameters (0 = N and dk = 1 for
all k1) which arises from any nonﬁnite abelian compact group and the set 1 = N
with dk = k for k1, which comes from the classical Lie group SU(2). As we shall
see in this paper, these two sets of parameters are the most relevant ones in the theory.
Let us mention that random unitaries can also be understood as a higher-dimensional
version of random signs or independent Steinhaus variables. It is rather surprising that
in disproving cotype q larger matrices are not necessarily easier. In part because the
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sequence (d
)
∈ provides a new normalization. Let us also note that Khintchine–
Kahane inequalities are not available in the operator space setting because they even
fail in the level of scalars [13,14,22]. Indeed, type (see Section 6 for a deﬁnition) and
cotype turn out to be closer notions to Fourier type and cotype than in the classical
theory.
Theorem 3. Any inﬁnite-dimensional Lp space has:
(i) Sharp -type min(p, p′).
(ii) Sharp -cotype max(p, p′).
The organization of the paper is as follows. Section 1 is devoted to describe the
operator space structure and some basic properties of the asymmetric Lp spaces. These
spaces provide an important tool in this paper. Section 2 contains some preliminary
estimates that will be used in Section 3 to prove the analog of (p) for noncommutative
random variables. In Section 4 we construct the embedding of Snq into Sp(mq ) described
in Theorem 2. Section 5 is devoted to prove the operator space version of Pisier’s
characterization of K-convexity. Finally, in Section 6 we ﬁnd the sharp operator space
type and cotype indices of Lp spaces.
1. Asymmetric Lp spaces
Throughout this paper, some basic notions of noncommutative Lp spaces and operator
space theory will be assumed, see [22,23] for a systematic treatment. We begin by
studying some basic properties of the asymmetric Lp spaces, deﬁned as follows. Let E
be an operator space and let M be a semi-ﬁnite von Neumann algebra equipped with
a n.s.f. trace . Given a pair of exponents 2r, s∞ such that 1
p
= 1
r
+ 1
s
, we deﬁne
the asymmetric Lp space L(r,s)(M,;E) as the completion of Lp(M,) ⊗ E with
respect to the following norm:
‖x‖L(r,s)(M,;E) = inf
x=y
{‖‖Lr(M,)‖y‖L∞(M,;E)‖‖Ls(M,)} ,
where the inﬁmum runs over all decompositions x = y with  ∈ Lr(M,),  ∈
Ls(M,) and y ∈M⊗minE. Recall that any noncommutative Lp space can be realized
as Lp(M,;E) = L(2p,2p)(M,;E). In this paper, the von Neumann algebra M will
always be a ﬁnite matrix algebra Mn so that the trace  is unique up to a constant
factor. In fact, we shall only work with the usual trace trn of Mn and its normalization
n = 1n trn. The spaces
Sn(r,s)(E) = L(r,s)(trn;E)
can be regarded as the asymmetric version of Pisier’s vector-valued Schatten classes.
If R and C stand for the row and column operator Hilbert spaces, we shall denote by
Cp and Rp the interpolation spaces [C,R]1/p and [R,C]1/p. The superscript n will
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indicate the n-dimensional version. By using elementary properties of the Haagerup
tensor product, it is not difﬁcult to check that
Sn(r,s)(E) = Cnr/2 ⊗h E ⊗h Rns/2
isometrically. This provides a natural operator space structure for L(r,s)(n;E).
Lemma 1.1. Given 1r, s, t∞ such that 1
s
= 1
r
+ 1
t
, we have
‖‖CB(Cnr ,Cns ) = ‖‖Sn2t ,‖‖CB(Rnr ,Rns ) = ‖‖Sn2t .
Proof. Since the row case can be treated similarly, we just prove the ﬁrst equality.
When r = s the result is trivial. Assume now that r = ∞. We begin by recalling the
following well-known complete isometries
CB(Cn∞, Cns ) = Rn∞ ⊗min Cns = Cns ⊗h Rn∞.
Since the Haagerup tensor product commutes with complex interpolation, we obtain
the following Banach space isometries:
Cns ⊗h Rn∞ = [Cn∞ ⊗h Rn∞, Rn∞ ⊗h Rn∞]1/s = [Sn∞, Sn2 ]1/s = Sn2s .
Since s = t when r = ∞, the identity holds. Now we take s < r < ∞. In that case,
we use the fact that the complex interpolation space
Sn2t = [Sn2s , Sn∞]s/r = [CB(Cn∞, Cns ), CB(Cns , Cns )]s/r ⊂ CB(Cnr , Cns )
is contractively included in CB(Cnr , Cns ). This gives ‖‖CB(Cnr ,Cns )‖‖Sn2t . For the lower
estimate, we consider the bilinear form
CB(Cnr , Cns )× CB(Cn∞, Cnr ) −→ CB(Cn∞, Cns ),
deﬁned by (,) 	→  ◦ . Then, recalling that the Banach space CB(Cn∞, Cnp) is
isometrically isomorphic to the Schatten class Sn2p (see above), we obtain the following
inequality:
‖‖Sn2s‖‖CB(Cnr ,Cns )‖‖Sn2r .
Taking the supremum over  ∈ Mn, we obtain ‖‖CB(Cnr ,Cns )‖‖Sn2t . 
In the following lemma, we state some basic properties of the asymmetric Lp spaces
which naturally generalize some Pisier’s results in Chapter 1 of [22].
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Lemma 1.2. The asymmetric Schatten classes satisfy the following properties:
(i) Given 2p, q, r, s, u, v∞ such that 1
p
= 1
r
+ 1
u
and 1
q
= 1
s
+ 1
v
, we have
‖x‖Sn
(p,q)
(E)‖‖Snu‖x‖Sn(r,s)(E)‖‖Snv .
(ii) Given x ∈ Mn ⊗ E and 2p, q∞, we have
‖x‖Mn(E) = sup
{
‖x‖Sn
(p,q)
(E) : ‖‖Snp , ‖‖Snq 1
}
.
Therefore, any linear map u : E → F between operator spaces satisﬁes
‖u‖cb = sup
n1
∥∥∥id ⊗ u : Sn(p,q)(E)→ Sn(p,q)(F )∥∥∥ .
(iii) Any block-diagonal matrix Dn(x) ∈ Mmn⊗E, with blocks x1, x2, . . . , xn in Mm⊗E,
satisﬁes the following identity
‖Dn(x)‖Smn
(r,s)
(E) =
(
n∑
k=1
‖xk‖pSm
(r,s)
(E)
)1/p
, where 1
p
= 1
r
+ 1
s
.
Proof. Let us deﬁne
⊗h idE ⊗h t : Cnr/2 ⊗h E ⊗h Rns/2 −→ Cnp/2 ⊗h E ⊗h Rnq/2
to be the mapping x 	→ x. Then the inequality stated in (i) follows by Lemma 1.1
and the injectivity of the Haagerup tensor product. Let us prove the ﬁrst identity in
(ii). We point out that
‖x‖Mn(E) sup
{
‖x‖Sn
(p,q)
(E) : ‖‖Snp , ‖‖Snq 1
}
,
follows immediately from (i). On the other hand, following Lemma 1.7 of [22], we
can write ‖x‖Mn(E) = ‖0x0‖Sn1 (E) for some 0,0 in the unit ball of Sn2 . Then, we
consider decompositions 0 = 1 and 0 = 1 so that
‖1‖r = ‖‖p = 1 = ‖‖q = ‖1‖s ,
with 1
p
+ 1
r
= 12 = 1q + 1s . Applying (i) one more time, we obtain
‖x‖Mn(E) sup
{
‖x‖Sn
(p,q)
(E) : ‖‖Snp , ‖‖Snq 1
}
.
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The second identity in (ii) is immediate. Finally, we prove (iii). Let Ek be the subspace
of E spanned by the entries of xk . Since Ek is ﬁnite dimensional, we can ﬁnd k,k ∈
Mm and yk ∈ Mm ⊗ Ek satisfying xk = kykk and
‖xk‖Sm
(r,s)
(E) = ‖k‖Smr ‖k‖Sms .
By homogeneity, we may assume that
n∑
k=1
‖xk‖pSm
(r,s)
(E)
=
n∑
k=1
‖k‖rSmr =
n∑
k=1
‖k‖sSms .
Let us consider the block-diagonal matrices Dn(), Dn(y) and Dn(), made up with
blocks k , yk and k (1kn), respectively. The upper estimate follows by considering
the decomposition Dn(x) = Dn()Dn(y)Dn(). In a similar way, taking  = 2r/(r−2)
and 
 = 2s/(s − 2), the upper estimate also holds for the dual space Snm(r,s)(E)∗ =
Snm(,
)(E
∗). Therefore, the lower estimate follows by duality. 
2. Preliminary estimates
In this section we prove the main probabilistic estimates to study the norm of sums
of independent noncommutative random variables. First a word of notation. Throughout
this paper, eij and k will denote the generic elements of the canonical basis of Mn
and Cn, respectively.
Lemma 2.1. Let E be an operator space and let D : Sn1 (n∞(E)) → n1(E) be the
mapping deﬁned by
D
 n∑
i,j=1
eij ⊗ xij
 	−→ n∑
k=1
k ⊗ xkkk,
where xkij ∈ E stands for the kth entry of xij . Then D is a complete contraction.
Proof. Let us consider the map d : n2∞ → Mn, deﬁned by
d
 n∑
i,j=1
ij (i ⊗ j )
 = n∑
k=1
kkekk.
Since the diagonal projection of n2∞ onto n∞ is a complete contraction, we can use
the completely isometric embedding of n∞ into the subspace of diagonal matrices of
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Mn to deduce that d is a complete contraction. If H stands for a Hilbert space such
that E embeds in B(H) completely isometrically, then we consider the mapping
w : CB(B(H), n∞) −→ CB(n∞(B(H)), n∞(n∞))
deﬁned by w(T) = idn∞ ⊗ T. Clearly, w is a complete contraction. Therefore, the
linear map v : CB(B(H), n∞) → CB(n∞(B(H)),Mn), given by v(T) = d ◦ w(T), is
a complete contraction. Let S1H denote the predual of B(H). Recalling the completely
isometric embeddings
n∞(S1H) ↪→ CB(B(H), n∞),
Mn(
n
1(S
1
H)) ↪→ CB(n∞(B(H)),Mn),
we deduce that u : n∞(S1H)→ Mn(n1(S1H)), deﬁned by the relation
u
(
n∑
k=1
k ⊗ ak
)
=
n∑
k=1
ekk ⊗ (k ⊗ ak),
is a complete contraction. Namely, given a ∈ n∞(S1H) let
Ta(x) =
n∑
k=1
tr(atkx)k ∈ CB(B(H), n∞).
Then, it can be easily checked that u(a) = v(Ta). Hence, u can be regarded as the
restriction of v to n∞(S1H). This proves that u is a complete contraction.
On the other hand, the original map D is now given by the restriction of the adjoint
map u∗ : Sn1 (n∞(B(H)))→ n1(B(H)) to the subspace Sn1 (n∞(E)). 
In the following result we shall need the following description of the Haagerup tensor
norm. Given an operator space E, we denote by Mp,q(E) the space of p× q matrices
with entries in E. The norm in Mp,q(E) is given by embedding it into the upper left
corner of Sn∞(E) with n = max(p, q). Now, for any pair E1, E2 of operator spaces,
let x1 ∈ Mp,m(E1) and x2 ∈ Mm,q(E2). We will denote by x1  x2 the matrix x in
Mp,q(E1 ⊗ E2) deﬁned by
x(i, j) =
m∑
k=1
x1(i, k)⊗ x2(k, j).
Then, given a family E1, E2, . . . , En of operator spaces and given
x ∈ Mm ⊗ (E1 ⊗ E2 ⊗ · · · ⊗ En) ,
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we deﬁne the norm of x in the space Sm∞ (E1 ⊗h E2 ⊗h · · · ⊗h En) as follows:
‖x‖m = inf
{
n+1∏
k=1
‖xk‖Mpk,pk+1 (Ek) | p1 = m = pn+1
}
,
where the inﬁmum runs over all possible decompositions
x = x1  x2  · · ·  xn with xk ∈ Mpk,pk+1(Ek).
Lemma 2.2. Let E be an operator space and x1, x2, . . . , xn ∈ Mm ⊗ E. If there are
elements ak(r), bk(s) ∈ Mm and yk(r, s) ∈ Mm⊗E with 1r and 1s
 such that
xk =
∑
r,s
ak(r)yk(r, s)bk(s)
holds for 1kn, then we have∥∥∥∥∥
n∑
k=1
k ⊗ xk
∥∥∥∥∥
Lp(m;n1(E))

∥∥∥∥∥∥
∑
k,r
ak(r)ak(r)
∗
∥∥∥∥∥∥
1/2
p
sup
k
‖( yk(r, s) )‖∞
∥∥∥∥∥∥
∑
k,s
bk(s)
∗bk(s)
∥∥∥∥∥∥
1/2
p
.
Proof. Let us consider the positive matrices a, b ∈ Mm deﬁned by
a =
∑
k,r
ak(r)ak(r)
∗
1/2 and b =
∑
k,s
bk(s)
∗bk(s)
1/2 .
Then, we can ﬁnd matrices k(r) and k(s) in Mm satisfying
ak(r)=ak(r),
bk(s)=k(s)b
and such that ∥∥∥∥∥∥
∑
k,r
k(r)k(r)∗
∥∥∥∥∥∥∞1,∥∥∥∥∥∥
∑
k,s
k(s)
∗k(s)
∥∥∥∥∥∥∞1.
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Let us deﬁne, for 1kn, the matrices
zk =
∑
r,s
k(r)yk(r, s)k(s).
Then, by the deﬁnition of Lp(m; n1(E)), we have
∥∥∥∥∥
n∑
k=1
k ⊗ xk
∥∥∥∥∥
p

∥∥∥∥∥∥
∑
k,r
ak(r)ak(r)
∗
∥∥∥∥∥∥
1/2
p
∥∥∥∥∥
n∑
k=1
k ⊗ zk
∥∥∥∥∥
∞
∥∥∥∥∥∥
∑
k,s
bk(s)
∗bk(s)
∥∥∥∥∥∥
1/2
p
,
where ‖ ‖∞ denotes here the norm on Sm∞(n1(E)). Therefore, it sufﬁces to estimate the
middle term on the right. To that aim, we consider the matrices
=(· · · , k(r)⊗ e1k, · · ·) ∈ Mm,mn(Rn∞),
=(· · · ,k(s)⊗ ek1, · · ·)t ∈ Mmn
,m(Cn∞).
Moreover, if yk = (yk(r, s)) ∈ Mm,m
 ⊗ E, we also consider the matrix
y =
n∑
k=1
ekk ⊗ (k ⊗ yk) ∈ Mmn,mn
(n∞(E)).
Finally, we notice that
n∑
k=1
k ⊗ zk = (id ⊗ D)( y  ).
In particular, Lemma 2.1 gives
∥∥∥∥∥
n∑
k=1
k ⊗ zk
∥∥∥∥∥
∞

∥∥∥∥∥∥
∑
k,r
k(r)k(r)∗
∥∥∥∥∥∥
1/2
∞
sup
k
∥∥∥∥∥∥( yk(r, s) )
∥∥∥∥∥∥∞
∥∥∥∥∥∥
∑
k,s
k(s)
∗k(s)
∥∥∥∥∥∥
1/2
∞
.
This yields the assertion since the ﬁrst and third terms on the right are 1. 
Let us consider two positive integers l and n. Then, given 1p∞, we
deﬁne 	k : Lp(l ) → Lp(ln ) for each 1kn to be the mapping deﬁned by the
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relation
	k(x) = 1⊗ · · · ⊗ 1⊗ x ⊗ 1⊗ · · · ⊗ 1,
where x is located at the kth position and 1 stands for the identity of Ml . These operators
will appear quite frequently throughout this paper. In the following lemma, we give
an upper estimate of the Lp norm of certain sums of positive matrices constructed by
means of the mappings 	k .
Lemma 2.3. Let a1, a2, . . . , an ∈ Mml be a collection of positive matrices and let
1p <∞. Then, we have
∥∥∥∥∥
n∑
k=1
	k(ak)
∥∥∥∥∥
Lp(mln )
cp max

∥∥∥∥∥1l
n∑
k=1
l∑
i=1
akii
∥∥∥∥∥
Lp(m)
,
(
n∑
k=1
‖ak‖pLp(ml)
)1/p .
Here c denotes an absolute constant not depending on the dimensions.
Proof. By homogeneity, we may assume that the maximum on the right is 1. Let E
be the conditional expectation onto Lp(m), regarded as a subspace of Lp(mln). Let
bk stand for 	k(ak), by the triangle inequality∥∥∥∥∥
n∑
k=1
	k(ak)
∥∥∥∥∥
p

∥∥∥∥∥
n∑
k=1
E(bk)
∥∥∥∥∥
Lp(m)
+
∥∥∥∥∥
n∑
k=1
bk − E(bk)
∥∥∥∥∥
p
= A + B.
Let us observe that
E(bk) = l (ak) = 1
l
l∑
i=1
akii .
Therefore, by assumption, the term A may be estimated by 1. To estimate B, we
ﬁrst assume that p > 2. Then, applying the Burkholder inequality given in [11] for
noncommutative martingales, we obtain
Bcp max

∥∥∥∥∥
n∑
k=1
E(b2k)− E(bk)2
∥∥∥∥∥
1/2
Lp/2(m)
,
(
n∑
k=1
‖bk − E(bk)‖pp
)1/p
cp max

∥∥∥∥∥
n∑
k=1
E(b2k)
∥∥∥∥∥
1/2
Lp/2(m)
, 2
(
n∑
k=1
‖ak‖pLp(ml)
)1/p .
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On the other hand, since q = p/2 > 1, we invoke Lemma 5.2 of [11] to obtain
∥∥∥∥∥
n∑
k=1
E(b2k)
∥∥∥∥∥
Lp/2(m)

∥∥∥∥∥
n∑
k=1
E(bk)
∥∥∥∥∥
2(q−1)
2q−1
L2q (m)
(
n∑
k=1
‖bk‖2q2q
) 1
2q−1
=
∥∥∥∥∥
n∑
k=1
E(bk)
∥∥∥∥∥
2(q−1)
2q−1
L2q (m)
(
n∑
k=1
‖ak‖pLp(ml)
) 1
2q−1
.
The ﬁrst factor on the right is a power of A. By assumption, the second factor may
be estimated by 1. When 1p2, we proceed in a different way. Given a subset 
of {1, 2, . . . , n} with cardinal ||, let us consider the conditional expectation E onto
Lp(ml||) given by
E
(
z0 ⊗
n⊗
k=1
zk
)
=
∏
k /∈
l (zk)
(
z0 ⊗
⊗
k∈
zk
)
,
with z0 ∈ Mm and zk ∈ Ml for 1kn. Therefore, since xk = bk − E(bk) are
independent mean 0 random variables, we can estimate B as follows. For any family
of signs εk = ±1 with 1kn, let  = {k : εk = 1}. Then we have
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
p

∥∥∥∥∥E
(
n∑
k=1
εkxk
)∥∥∥∥∥
p
+
∥∥∥∥∥Ec
(
n∑
k=1
εkxk
)∥∥∥∥∥
p
2
∥∥∥∥∥
n∑
k=1
εkxk
∥∥∥∥∥
p
.
Then, if we write r1, r2, . . . for the classical Rademacher variables, we use the fact that
Lp(mln) has Rademacher type p to obtain
B =
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
p
2
∫ 1
0
∥∥∥∥∥
n∑
k=1
rk(t)xk
∥∥∥∥∥
2
p
dt
1/2
2
(
n∑
k=1
‖xk‖pp
)1/p
4
(
n∑
k=1
‖ak‖pLp(ml)
)1/p
.
This yields the assertion for 1p2. Therefore, the proof is completed. 
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3. Proof of noncommutative (p)
In this section, we prove the noncommutative analog of the equivalence of norms
(p) described in the Introduction. However, before that we need to set some notation.
Let E and F be operator spaces such that (E, F ) is a compatible pair for interpolation.
In what follows, we shall denote by Jt (E, F ) and Kt(E, F ) the J and K functionals
on (E, F ) endowed with their natural operator space structures as deﬁned in [27].
Moreover, given 2r, s∞, we shall write n(r,s)(E) to denote the linear space En
endowed with the operator space structure which arises from the natural identiﬁcation
with the diagonal matrices of Sn(r,s)(E). Then, given 1p, q∞, we use these spaces
to deﬁne the operator space
J np,q(Ml;E) =
⋂
r,s∈{2p,2q}
n(r,s)
(
L(r,s)(l;E)
)
.
Lemma 3.1. Let 1p, q∞ and p = l−1/p. Then, given t = l
1
2p− 12q , we consider
the mapping u : Jnp,q(Ml;E) → Jt (Cnlp , Cnlq ) ⊗h E ⊗h Jt (Rnlp , Rnlq ), deﬁned by the
relation
u
(
n∑
k=1
k ⊗ xk
)
= p
n∑
k=1
ekk ⊗ xk.
Then, u is a complete isometry with completely contractively complemented image.
Proof. By the injectivity of the Haagerup tensor product, it can be checked that
Jt (C
nl
p , C
nl
q )⊗h E ⊗h Jt (Rnlp , Rnlq ) =
⋂
r,s∈{2p,2q}
−1p L(r,s)(trn ⊗ l;E).
Taking diagonals at both sides, the ﬁrst assertion follows. In order to see that the diago-
nal is completely contractively complemented, we use the standard diagonal projection
P((xij )) =
∫
{−1,1}n
(εixij εj ) d(ε),
where  is the normalized counting measure on {−1, 1}n. Here x = (xij ) is a n × n
matrix with entries in Ml ⊗ E. By means of the second identity of Lemma 1.2 (ii),
it clearly sufﬁces to check that P is a contraction on L(r,s)(trn ⊗ l;E). For each
ε ∈ {−1, 1}n, we consider the matrix aε = (εiij ). Then we have
‖P(x)‖(r,s) =
∥∥∥∥∥2−n∑
ε
aεxaε
∥∥∥∥∥
(r,s)
2−n
∑
ε
‖aεxaε‖(r,s) = ‖x‖(r,s),
since aε is unitary for any ε ∈ {−1, 1}n. This completes the proof. 
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Proposition 3.2. Let E be an operator space and let 1p <∞. Then
p1 :
n∑
k=1
k ⊗ xk ∈ J np,1(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp(ln; n1(E))
is a completely bounded map with ‖p1‖cbcp, where c is independent of l and n.
Proof. Given t = l 12p− 12 , if we regard Jt (Cnlp , Rnl∞) ⊗h E ⊗h Jt (Rnlp , Cnl∞) as a space
of n × n matrices with entries in Ml ⊗ E, then we consider its diagonal subspace
J np,1(Ml;E). By Lemma 3.1, it sufﬁces to check that the mapping
˜p1 :
n∑
k=1
ekk ⊗ xk ∈ J np,1(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp(ln; n1(E)),
satisﬁes ‖˜p1‖cbcp p. Given m1, let us consider x ∈ Smp (J np,1(Ml;E)) of norm
less than one. Let us consider the spaces
F1=Cmp ⊗h Jt (Cnlp , Rnl∞),
F2=Jt (Rnlp , Cnl∞)⊗h Rmp .
Since the space Smp (J np,1(Ml;E)) embeds completely isometrically in F1 ⊗h E ⊗h F2,
we can write x = a  y  b, with a ∈ M1,mln(F1), y ∈ Mmln(E), b ∈ Mmln,1(F2) so
that ‖y‖Mmnl(E) < 1 and
max
{
‖a‖Smln2p , t‖a‖Cmp ⊗hRml2n2∞
}
<1,
max
{
‖b‖Smln2p , t‖b‖Cml2n2∞ ⊗hRmp
}
<1.
Now, if we write a = (aij ), y = (yij ) and b = (bij ) as n × n matrices of ml × ml
matrices, we have
xk =
n∑
i,j=1
akiyij bjk where x =
n∑
k=1
ekk ⊗ xk.
Therefore, we have
˜p1(x) =
n∑
k=1
n∑
i,j=1
k ⊗ 	k(aki)	k(yij )	k(bjk).
M. Junge, J. Parcet / Journal of Functional Analysis 221 (2005) 366–406 381
According to Lemma 2.2, we deduce
∥∥∥˜p1(x)∥∥∥
p

∥∥∥∥∥∥
∑
k,i
	k(akia∗ki)
∥∥∥∥∥∥
1/2
p
sup
k
∥∥(	k(yij ) )∥∥∞
∥∥∥∥∥∥
∑
k,j
	k(b∗jkbjk)
∥∥∥∥∥∥
1/2
p
,
where ‖˜p1(x)‖p stands for the norm of ˜p1(x) in Smp (Lp(ln; n1(E))). As we know,
the middle term on the right is bounded above by 1. On the other hand, Lemma 2.3
allows us to write∥∥∥∥∥∥
∑
k,i
	k(akia∗ki)
∥∥∥∥∥∥
Lp(trm⊗ln )
cp max

∥∥∥∥∥∥
∑
k,i
E(akia∗ki)
∥∥∥∥∥∥
Smp
,
 n∑
k=1
∥∥∥∥∥
n∑
i=1
akia
∗
ki
∥∥∥∥∥
p
Lp(trm⊗l )
1/p

cp max
1l
∥∥∥∥∥∥
l∑
r,s=1
∑
k,i
aki(r, s)aki(r, s)
∗
∥∥∥∥∥∥
Smp
, p‖aa∗‖Snmlp
 .
The last inequality follows from the fact that the projection onto block diagonal matrices
is completely contractive, see Corollary 1.3 of [22]. Now, recalling that∥∥∥∥∥∥
l∑
r,s=1
∑
k,i
aki(r, s)aki(r, s)
∗
∥∥∥∥∥∥
Smp
= ‖a‖2
Cmp ⊗hRml2n2∞
,
we obtain ∥∥∥∥∥∥
∑
k,i
	k(akia∗ki)
∥∥∥∥∥∥
Lp(trm⊗ln )
cpp.
Since the same estimate holds for b, we get the desired estimate for ‖˜p1‖cb. 
Proposition 3.2 provides an upper estimate for the norm of sums of independent
noncommutative random variables in Lp(n1(E)). Now, we are interested on the dual
version of this result. Hence, it is natural to consider the operator spaces Knp,q(Ml;E),
which arise when replacing intersections by sums in J np,q(Ml;E). That is, we deﬁne
Knp,q(Ml;E) =
∑
r,s∈{2p,2q}
n(r,s)
(
L(r,s)(l;E)
)
.
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Remark 3.3. Arguing as in Lemma 3.1, we can regard Knp,q(Ml;E) as the diagonal
in the Haagerup tensor product Kt(Cnlp , Cnlq ) ⊗h E ⊗h Kt (Rnlp , Rnlq ) normalized by
p = l−1/p. The projection P onto the diagonal is also a complete contraction.
Lemma 3.4. Let 1pq∞ and let E be an operator space. Then, given a positive
integer n1, the following identity maps are complete contractions
id : n(2p,2q)(E) −→ nq(E)
id : n(2q,2p)(E) −→ nq(E).
Proof. Given 2r, s∞, we can argue as in Lemma 3.1 to see that the diagonal
projection P : Sn(r,s)(E) → n(r,s)(E) is a complete contraction. Therefore, the complex
interpolation space between the diagonals of two asymmetric Schatten classes is the
diagonal of the interpolated asymmetric Schatten class. That is, we have the following
complete isometries:
n(2p,2q)(E) =
[
nq(E), 
n
(2,2q)(E)
]

, n(2,2q)(E) =
[
n(2,∞)(E), 
n
1(E)
]

,
n(2q,2p)(E) =
[
nq(E), 
n
(2q,2)(E)
]

, n(2q,2)(E) =
[
n(∞,2)(E), 
n
1(E)
]

,
completely isometrically for 12p = 1−2q + 2 and  = 1/q. Hence, it sufﬁces to show
the result for p = 1 and q = ∞. That is, we have to see that the identity mappings
id : n(2,∞)(E) −→ n∞(E),
id : n(∞,2)(E) −→ n∞(E),
are complete contractions. In other words, we have to consider the diagonals of
Rn∞ ⊗h E ⊗h Rn∞ and Cn∞ ⊗h E ⊗h Cn∞. However, we recall the completely isometric
isomorphisms E ⊗h Rn∞ = E ⊗min Rn∞ and Cn∞ ⊗h E = Cn∞ ⊗min E and the complete
contractions
Rn∞ ⊗h (E ⊗min Rn∞) −→ Rn∞ ⊗min (E ⊗min Rn∞),
(Cn∞ ⊗min E)⊗h Cn∞ −→ (Cn∞ ⊗min E)⊗min Cn∞.
Hence, it sufﬁces to show our claim for the diagonals of Rn2∞ ⊗min E and Cn2∞ ⊗min E.
In the ﬁrst case the diagonal is Rn∞⊗minE while in the second case is Cn∞⊗minE. By
the injectivity of the minimal tensor product and since n∞ carries the minimal operator
space structure, the assertion follows. This completes the proof. 
The following result can be regarded as the dual version of Proposition 3.2, where
the spaces J np,q(Ml;E) are replaced by the spaces Knp,q(Ml;E). Here we skip the
assumption that q = 1 and we work in the range 1pq∞.
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Proposition 3.5. Let E be an operator space and let 1pq∞. Then, the following
map is a complete contraction:
pq :
n∑
k=1
k ⊗ xk ∈ Knp,q(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp(ln; nq(E)).
Proof. Let t = l 12p− 12q , regarding again Kt(Cnlp , Cnlq )⊗hE⊗hKt (Rnlp , Rnlq ) as a space of
n×n matrices with entries in Ml⊗E, we consider its diagonal subspace Knp,q(Ml;E).
By Remark 3.3, it sufﬁces to check that the mapping
˜pq :
n∑
k=1
ekk ⊗ xk ∈ Knp,q(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp(ln; nq(E)),
satisﬁes ‖˜pq‖cbp. Since the diagonal projection P is a complete contraction, it
sufﬁces to prove this estimate for the diagonal in each of the following spaces:
Cnlp ⊗h E ⊗h Rnlp , tCnlp ⊗h E ⊗h Rnlq , tCnlq ⊗h E ⊗h Rnlp , t2Cnlq ⊗h E ⊗h Rnlq .
Notice that, given a scalar  and an operator space F, we denote by F the operator
space with operator space structure given by
‖f ‖Mm⊗minF = ‖f ‖Mm⊗minF .
The ﬁrst one is
∥∥˜pq : np(Slp(E))→ Lp(ln; nq(E))∥∥cbp.
This estimate obviously holds for p = q and, since the identity map np(E) → nq(E)
is a complete contraction, the desired estimate follows. For the last one, we note that
∥∥˜pq : t2nq(Slq(E))→ Lq(ln; nq(E))∥∥cbp.
Moreover, since we are using a probability measure, we know that the identity map
Lq(m;F)→ Lp(m;F) is a complete contraction. Therefore, the desired estimate for
the last case holds. For the second and third terms, we use a similar trick. We claim
that the identity mappings
L(2p,2q)(m;F1)−→Lp(m;F1),
L(2q,2p)(m;F2)−→Lp(m;F2)
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are complete contractions. Namely, by complex interpolation it reduces to the case
p = 1 and q = ∞. However, if we rescale these mappings to replace m by trm, this
case follows easily by the injectivity of the Haagerup tensor product and the well-known
estimates
∥∥id : Rm∞ → Cm∞∥∥cb√m and ∥∥id : Cm∞ → Rm∞∥∥cb√m.
We take m = ln and the operator spaces F1 = n(2p,2q)(E) and F2 = n(2q,2p)(E).
According to Lemma 3.4, it sufﬁces to prove the following estimates:
∥∥˜pq : t n(2p,2q)(Sl(2p,2q)(E))→ L(2p,2q)(ln; n(2p,2q)(E))∥∥cbp,∥∥˜pq : t n(2q,2p)(Sl(2q,2p)(E))→ L(2q,2p)(ln; n(2q,2p)(E))∥∥cbp.
Since both estimates can be treated in a similar way, we just prove the ﬁrst one. Given
a positive integer m, let us consider a diagonal matrix
x =
n∑
k=1
ekk ⊗ xk ∈ Mn ⊗ Sml(2p,2q)(E).
According to Lemma 1.2 (iii), the following identities hold for 1
r
= 12p + 12q
∥∥˜pq(x)∥∥(2p,2q)=( n∑
k=1
‖	k(xk)‖rL(2p,2q)(trm⊗ln ;E)
)1/r
=
( n∑
k=1
‖xk‖rL(2p,2q)(trm⊗l;E)
)1/r
=p t‖x‖n
(2p,2q)(S
ml
(2p,2q)(E))
,
where ‖ ‖(2p,2q) denotes the norm on the space L(2p,2q)(trm ⊗ ln; n(2p,2q)(E)).
Thus, applying the second identity of Lemma 1.2 (ii), the assertion follows. 
Once we have seen the estimates for intersections and sums given in Propositions
3.2 and 3.5, we are in position to prove the complete equivalence of norms (p) for
sums of independent noncommutative random variables in Lp(1(E)).
Theorem 3.6. Let E be an operator space and let 1p <∞. Then, the map
p1 :
n∑
k=1
k ⊗ xk ∈ J np,1(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp(ln; n1(E))
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is a complete isomorphism onto a completely complemented subspace. Similarly, the
same holds for the map
p′∞ :
n∑
k=1
k ⊗ xk ∈ Knp′,∞(Ml;E) 	−→
n∑
k=1
k ⊗ 	k(xk) ∈ Lp′(ln; n∞(E))
for 1 < p′∞. Moreover, the cb-distance constants are independent of l and n.
Proof. It is clear that we can assume E to be a ﬁnite-dimensional operator space. In
particular, all the spaces we shall consider along the proof will be of ﬁnite dimension
and hence reﬂexive. Now the duality theory for the Haagerup tensor product, see for
instance the Chapter 5 of [23], provides a complete isometry
S : (Jt (Cnlp , Cnl1 )⊗h E ⊗h Jt (Rnlp , Rnl1 ))∗ → Kt−1(Cnlp′ , Cnl∞)⊗h E∗ ⊗h Kt−1(Rnlp′ , Rnl∞).
On the other hand, according to Lemma 3.1 and Remark 3.3, the projection onto
the diagonal is always a complete contraction. Therefore, we obtain the following
completely isometric isomorphism:
J np,1(Ml;E)∗ = Knp′,∞(Ml;E∗).
Indeed, if P denotes the diagonal projection and T = u−1 ◦ P where u stands for the
linear mapping considered in Lemma 3.1, then the mapping
T ◦ S ◦ T∗ : J np,1(Ml;E)∗ −→ Knp′,∞(Ml;E∗)
is a completely isometric isomorphism. Here, the duality is given by
〈a, b〉 =
〈
n∑
k=1
k ⊗ (ak ⊗ ek),
n∑
k=1
k ⊗ (bk ⊗ e∗k )
〉
=
n∑
k=1
l (atkbk)〈ek, e∗k 〉.
Thus, we obviously have
〈p1(a),p′∞(b)〉 = 〈a, b〉 ∀ a ∈ J np,1(Ml;E), b ∈ Knp′,∞(Ml;E∗).
Consequently, the map ∗p′∞p1 is the identity on J np,1(Ml;E). In particular, by Propo-
sitions 3.2 and 3.5, p1 becomes a complete isomorphism with constants not depending
on the dimensions. Moreover, its image is a completely complemented subspace since
p1
∗
p′∞ is a completely bounded projection with ‖p1∗p′∞‖cbcp. This proves the
assertions for p1, but the arguments for p′∞ are similar. 
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Remark 3.7. Let us state Theorem 3.6 in a more explicit way. To that aim, we intro-
duce some notation. If 1rs =
1
r
+ 1
s
, we deﬁne
‖x‖∩p,q = max
r,s∈{2p,2q}
{( n∑
k=1
‖xk‖rsL(r,s)(l;E)
)1/rs}
,
‖x‖p,q = inf
x =
∑
r,s
xrs
{∑
r,s
( n∑
k=1
‖xkrs‖rsL(r,s)(l;E)
)1/rs ∣∣∣ r, s ∈ {2p, 2q}} .
Then, recalling the meaning of cb from the Introduction, we have
• Given 1p <∞, we have
‖x‖∩p,1cb
∥∥∥ n∑
k=1
k ⊗ 	k(xk)
∥∥∥
Lp(
n
1(E))
cbcp ‖x‖∩p,1.
• Given 1 < p′∞, we have
1
cp
‖x‖p′,∞cb
∥∥∥ n∑
k=1
k ⊗ 	k(xk)
∥∥∥
Lp′ (n∞(E))
cb‖x‖p′,∞.
4. A cb embedding of Snq into Sp(mq )
We begin by stating a complementation result for the subspace of J np,q(Ml;E) given
by constant diagonal matrices. As we shall see immediately, this result plays a relevant
role in the embeddings we want to consider.
Lemma 4.1. Let 1p, q∞ and let t = (n
l
) 1
2p− 12q with l and n positive integers.
Then, the map
T : Jt (Clq, Clp)⊗h E ⊗h Jt (Rlq, Rlp) −→ J np,q(Ml;E)
deﬁned by
T(x) =
(n
l
)−1/q ( n∑
k=1
ekk ⊗ x
)
is a complete isometry. The image of T is completely contractively complemented.
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Proof. To see that the image of T is completely contractively complemented in J np,q
(Ml;E), we consider the following projection:
P(x1, x2, . . . , xn) =
(1
n
n∑
k=1
xk,
1
n
n∑
k=1
xk, . . . ,
1
n
n∑
k=1
xk
)
.
Then, it sufﬁces to see that P is a complete contraction in
n(r,s)(L(r,s)(l;E))
whenever r, s ∈ {2p, 2q}. It is clear that, given any operator space E, the projection
P is contractive in these four spaces. Then, the complete contractivity follows easily
from Lemma 1.2 (ii) and the obvious Fubini type results. Now, given r, s ∈ {2p, 2q},
let rs = r,2p + s,2p. To see that T is a complete isometry, it sufﬁces to check that
T : trs Sl(r,s)(E) −→ n(r,s)(L(r,s)(l;E))
is a complete isometry for any r, s ∈ {2p, 2q}. However, this follows one more time
as a consequence of Lemma 1.2 (ii) and (iii). 
The following theorem provides an embedding of the Schatten class Snq (E) into
Lp(M, ; mq (E)) with uniformly bounded cb-distance constants.
Theorem 4.2. Let 1qp < ∞. Then, given any positive integer n1 and any
operator space E, the following mapping is a complete isomorphism onto a completely
complemented subspace:
pq : x ∈ Snq (E) 	−→
1
n1/q
n2∑
k=1
k ⊗ 	k(x) ∈ Lp(nn2 ; n
2
q (E)).
Moreover, ‖pq‖cbcp while the inverse mapping −1pq is completely contractive.
Proof. By Lemma 1.1, Jt (Cn1 , Cnp) = Rn∞ and Jt (Rn1 , Rnp) = Cn∞ for t = n
1
2p− 12
. In
particular, we can write
Sn1 (E) = Jt (Cn1 , Cnp)⊗h E ⊗h Jt (Rn1 , Rnp).
Then, Proposition 3.2 and Lemma 4.1 give that
p1 : Sn1 (E) −→ Lp(nn2 ; n
2
1 (E))
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is a cb embedding with ‖p1‖cbcp. That is, the upper estimate holds for q = 1. On
the other hand, the map
pp : Snp(E) −→ Lp(nn2 ; n
2
p (E))
is clearly a complete isometry. Hence, for the general case, the upper estimate follows
by complex interpolation. In order to see that the image of the mapping pq is com-
pletely complemented and −1pq is completely contractive, we observe again that, by
elementary properties of the local theory, we have
Snq ′(E
∗) = (Jt (Cnq , Cnp)⊗h E ⊗h Jt (Rnq , Rnp))∗
for t = n 12p− 12q . Thus, if Cn2
p′,q ′(Mn;E∗) stands for the subspace of Kn
2
p′,q ′(Mn;E∗) of
constant diagonals, Lemma 4.1 and duality give
Snq ′(E
∗) = 1
n1/q
Cn2p′,q ′(Mn;E∗).
In particular, Proposition 3.5 gives that
p′q ′ : Snq ′(E∗) −→ Lp′(nn2 ; n
2
q ′ (E
∗))
is completely contractive. Finally, we observe that
〈
pq(a ⊗ e),p′q ′(b ⊗ e∗)
〉 = 1
n
n2∑
k=1
n(atb)〈e, e∗〉 = 〈a ⊗ e, b ⊗ e∗〉.
Hence, since ∗p′q ′pq is the identity and pq
∗
p′q ′ is a projection, we are done. 
Remark 4.3. By simple dual arguments, it is not difﬁcult to check that Theorem 4.2
holds for 1 < pq∞, with pq completely contractive and ‖−1pq ‖cbcp. Namely,
we ﬁrst recall that
Sn∞(E) = Kt(Cn∞, Cnp)⊗h E ⊗h Kt (Rn∞, Rnp) for t = n
1
2p .
Then, by Theorem 3.6 and the dual version of Lemma 4.1 for the K functional, the
complete contractivity of p∞ holds. Finally, we end by interpolation and duality.
Remark 4.4. Rescaling Theorem 4.2, we get an embedding pq : Snq → Sp(mq ). In
fact, we have taken m to be n2. As we shall see in Section 6, when seeking for
cb-embeddings with uniformly bounded constants, the choice m = n2 is optimal.
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5. K-convex operator spaces
The theory of type and cotype is essential to study some geometric properties of
Banach spaces. The operator space analog of that theory has been recently initiated
in some works summarized in [19]. The aim of this section is to explore the relation
between B-convexity and K-convexity in the category of operator spaces.
5.1. A variant of the embedding theorem
In this paragraph, we study the inverse of pq when we impose on q its minimal
operator space structure. The resulting mapping will the key in the operator space
analog of Pisier’s equivalence between B- and K-convex spaces.
Lemma 5.1. The following map extends to an anti-linear isometry
T :
n∑
k=1
ak ⊗ ek ∈ Lp(n;min(E)) 	−→
n∑
k=1
a∗k ⊗ ek ∈ Lp(n;min(E)).
Here, min(E) stands for the complex conjugate operator space as deﬁned in [23].
Proof. Since min(E) embeds completely isometrically in ∞, we take E to be ∞.
Under this assumption, the result is clear for p = ∞. Namely, given x = (xn)n1 in
L∞(n; ∞), we have
‖T(x)‖ = sup
n1
‖x∗n‖ = ‖x‖.
Now, if x ∈ Lp(n; ∞), there exist a, b ∈ L2p(n) and y ∈ L∞(n; ∞) such that
x = ayb and
‖a‖2p‖y‖∞‖b‖2p < (1+ ε)‖x‖.
Therefore
‖T(x)‖‖b∗‖2p‖y‖∞‖a∗‖2p < (1+ ε)‖x‖.
Since ε > 0 is arbitrary, the assertion follows easily. This completes the proof. 
Let us consider the operator space F˜npq deﬁned as the image of Snq under the map
pq , with the operator space structure inherited from
Lp(nn2 ;min(n
2
q )).
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Proposition 5.2. The estimate ‖−1pq ‖B(˜Fnpq ,Snq )2 holds for any n1.
Proof. We ﬁrst consider a self-adjoint matrix x in Snq . Then taking m = n2, the sequence
	1(x),	2(x), . . . ,	m(x) lies in a commutative subalgebra of Mnm . In fact, using the
spectral theorem, we can write x = u∗du where d stands for the matrix of eigenvalues
of x and u is unitary. In particular, after multiplication by u⊗m from the left and by
(u∗)⊗m from the right, we may assume that
m∑
k=1
k ⊗ 	k(x)
is a diagonal matrix. In that case, we may apply Corollary 1.3 of [22] to obtain
∥∥∥ m∑
k=1
k ⊗ 	k(x)
∥∥∥
Lp(nm ;min(mq ))
=
∥∥∥ m∑
k=1
k ⊗ 	k(x)
∥∥∥
Lp(nm ;mq )
.
Therefore, Theorem 4.2 gives
‖x‖Snq ‖pq(x)‖F˜npq .
For arbitrary x, we consider its decomposition into self-adjoint elements
a = 12 (x + x∗) and b =
1
2i
(x − x∗).
Then, we deduce from Lemma 5.1 that
‖pq(a)‖F˜npq 
1
2‖pq(x)‖F˜npq +
1
2‖pq(x)∗‖F˜npq ‖pq(x)‖F˜npq .
Obviously, the same estimate holds for b. Thus, we obtain the desired estimate. 
Let us consider an inﬁnite-dimensional operator space E and a family of ﬁnite di-
mensional operator spaces A = {An ∣∣ n1}. We shall say that the family A embeds
semi-completely uniformly in E, and we shall write A ≺ E, when there exists a constant
c and embeddings n : An → E such that
‖n‖cb‖−1n ‖c for all n1.
Corollary 5.3. Let 1 < p <∞ and 1q∞. Then, we have{
nq
∣∣∣ n1} ≺ Sp(E)⇒ {Snq ∣∣∣ n1} ≺ Sp(E).
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Proof. By hypothesis, there exist c1 > 1 and embeddings n : nq → Sp(E) such that
‖n‖cb‖−1n ‖c1 for each positive integer n. Let Fn denote the image n(nq) of n
in Sp(E). On the other hand, according to Theorem 4.2, we know how to construct
linear isomorphisms
n : Snq → Fnpq ⊂ Sp(n
2
q ) such that ‖n‖cbc2
for some constant c2 independent of n. Moreover, let F˜
n
pq be the image of n endowed
with the operator space structure inherited from
Sp(min(n
2
q )).
Then, if n : F˜npq → Snq stands for −1n , Proposition 5.2 gives ‖n‖c3 for some
constant c3 independent of n. Let us deﬁne
˜n : Snq → Sp(E) by ˜n =
(
id ⊗ n2
) ◦ n.
Then we have
‖˜n‖cb‖˜−1n ‖‖n2‖cb‖n‖cb‖n‖‖−1n2 ‖CB(F
n2 ,min(n
2
q ))
=‖n2‖cb‖n‖cb‖n‖‖−1n2 ‖c1c2c3.
Since the constant c1c2c3 does not depend on n, the assertion follows. 
5.2. OB-convexity and OK-convexity
Let us start by deﬁning the notion of OB-convex operator space. Following [18], let
us ﬁx a family d =
{
d
 : 
 ∈ 
}
of positive integers indexed by an inﬁnite set 
and, given a ﬁnite subset  of , let
 =
∑

∈
d2
.
An operator space E is called OB-convex if there exists a ﬁnite subset  of  and
certain 0 < 1 such that, for any family
{
A
 ∈ Md
 ⊗ S2(E)
}

∈,
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we have
1

inf
B
unitary
∥∥∥∑

∈
d
tr(A
B
)
∥∥∥
S2(E)
(1− ) max

∈
‖A
‖Md
 (S2(E)).
If we replace the Schatten class S2(E) above by Sp(E) we get an equivalent notion
whenever 1 < p < ∞, see [18]. This deﬁnition is inspired by Beck’s original notion
for Banach spaces, which corresponds to the commutative set of parameters 0 = N
with d
 = 1 for all 
 ∈ 0. Our deﬁnition depends a priori on the set of parameters
(,d). However, we shall see below that there is no dependence on . On the other
hand, we also need to provide an operator space analog of the property of containing
(uniformly) ﬁnite-dimensional L1 spaces. However, this time we need to allow the
noncommutative L1’s to appear in the deﬁnition. Given an operator space E, a set of
parameters (,d) and 1p <∞, we deﬁne the spaces
Lp(;E) =
{
A ∈
∏

∈
Md
 ⊗ E :
(∑

∈
d
‖A
‖p
S
d

p (E)
)1/p
<∞
}
.
We impose on Lp(;E) its natural operator space structure, see Chapter 2 of [22] for
the details. We shall write Lp() for the scalar-valued case. We shall say that Sp(E)
contains L1() ’s semi-completely -uniformly if, for each ﬁnite subset  of , there
exists a linear embedding  : L1()→ Sp(E) such that
‖‖cb‖−1 ‖.
In other words, if {
L1()
∣∣∣  ﬁnite} ≺ Sp(E).
The following is the analog of a well-known result for Banach spaces, see [18].
Remark 5.4. Given an operator space E, the following are equivalent:
(i) Sp(E) contains L1()’s semi-completely -uniformly for any  > 1.
(ii) Sp(E) contains L1()’s semi-completely -uniformly for some  > 1.
Finally we recall, as have already done in the Introduction, that an operator space
E will be considered OK-convex whenever the vector-valued Schatten class S2(E) is
K-convex when regarded as a Banach space.
Remark 5.5. The given deﬁnition of OK-convexity is a bit more ﬂexible. Indeed, an
operator space E is OK-convex if and only if Sp(E) is a K-convex Banach space for
some (any) 1 < p <∞. This follows from the fact that, given 1 < p <∞, the Schatten
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class Sp(E) is K-convex if and only S2(E) is K-convex. Indeed, it follows from [20,21]
that Banach space K-convexity is stable by complex interpolation assuming only that
one of the endpoint spaces is K-convex. Now assume that S2(E) is K-convex and let
1 < p <∞. If p < 2 (resp. p > 2) we have
Sp(E) = [S2(E), S1(E)]
(
resp. Sp(E) = [S2(E), S∞(E)]
)
for some 0 <  < 1. Therefore, we ﬁnd by complex interpolation that Sp(E) is also a
K-convex Banach space. A similar argument shows that S2(E) is a K-convex Banach
space whenever Sp(E) is also K-convex. Thus our claim follows.
Remark 5.6. In [18] it was given an a priori more general notion of K-convexity for
operator spaces. Namely, let (,A,) be a probability space with no atoms. Then, fol-
lowing [15] we deﬁne the quantized Gauss system associated to (,d) as a collection
of matrix-valued functions
G =
{

 : → Md

}

∈ where 

 = 1√
d

(
g
ij
)
.
Here, the functions g
ij : → C form a family, indexed by 1 i, jd
 and 
 ∈ , of
independent standard complex-valued Gaussian random variables. Given a function f ∈
L2(;E), we can consider the Fourier coefﬁcients of f with respect to the quantized
Gauss system
f̂G(
) =
∫

f ()
()∗d().
This gives rise to the Gauss projection deﬁned below
PG : f ∈ L2(;E) 	−→
∑

∈
d
tr(f̂G(
)
) ∈ L2(;E).
An operator space E is called OK-convex if the Gauss projection associated to the
parameters (,d) is a completely bounded map. However, recalling the deﬁnition of
the quantized Gauss system, we can write
∑

∈
d
tr(f̂G(
)
) =
∑

∈
d
∑
i,j=1
∫

f ()g
ij ()d() g


ij .
Therefore, since now the right-hand side can be regarded as the classical Gauss projec-
tion, it turns out that the notion of OK-convexity does not depend on the set (,d),
so that we shall simply use in the sequel the term OK-convex, without any explicit
reference to the set of parameters (,d).
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Remark 5.7. We can replace L2(;E) above by Lp(;E) for any 1 < p <∞.
Theorem 5.8. Given an operator space E, the following are equivalent:
(i) E is OK-convex.
(ii) E is OB-convex for some (any) set of parameters (,d).
(iii) Sp(E) does not contain n1’s uniformly for some (any) 1 < p <∞.
(iv) Sp(E) does not contain L1() ’s semi-completely for some (any) 1 < p <∞.
Proof. By deﬁnition, E is OK-convex if and only if Sp(E) is a K-convex Banach
space for some (any) 1 < p < ∞, see Remark 5.5 above. Then, applying Pisier’s
characterization [21] of K-convexity, conditions (i) and (iii) are equivalent. Now we
prove the equivalence between (iii) and (iv). To that aim we can ﬁx 1 < p < ∞
without lost of generality (note that (iii) is independent of the index p ∈ (1,∞)
by its equivalence with (i) and Remark 5.5). The implication (iii) ⇒ (iv) is trivial.
Reciprocally, let us assume that Sp(E) contains n1’s uniformly. Note that, since 
n
1
carries the maximal operator space structure, any Banach space embedding of n1 is
automatically a semi-complete embedding with the same constants. Then, Corollary 5.3
claims that the family {
Sn1
∣∣∣ n1}
also embeds semi-completely uniformly in Sp(E). That is, there exists c > 1 and
embeddings n : Sn1 → Sp(E) such that
‖n‖cb‖−1n ‖c.
Now, given a ﬁnite subset  of , we also consider the map
S : A ∈ L1() 	−→
⊕

∈
d
A

 ∈ SN1 for N =
∑

∈
d
.
Finally, let R : L1()→ Sp(E) stand for N ◦ S. Then we have
‖R‖cb‖R−1 ‖‖N‖cb‖−1N ‖c,
since S is a complete isometry. In summary, the L1()’s embed semi-completely
uniformly in Sp(E). This proves the implication (iv) ⇒ (iii). It remains to see that
(ii) is equivalent to some (any) of the other conditions. As in the commutative case,
the implication (ii) ⇒ (iv) follows from Remark 5.4 and by plugging in the ‘right
unit vectors’, for details see [18]. The converse implication (iv) ⇒ (ii) (a bit more
technical) is the main result in [18]. This completes the proof. 
Remark 5.9. Theorem 5.8 implies the -independence of OB-convexity.
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Remark 5.10. We have already mentioned that semi-complete and Banach space em-
beddings of n1’s are the same since 
n
1 carries the maximal o.s.s. It is worthy of mention
that, although L1()’s are not longer equipped with the maximal operator space struc-
ture, a similar property holds for the latter spaces. Indeed, it is clear that if L1()’s
are uniformly contained in Sp(E) in the Banach space sense, then Sp(E) also contains
n1’s uniformly. Finally, by Theorem 5.8 we see that L1()’s embed semi-completely
uniformly in Sp(E). The converse is trivial.
6. Operator space type and cotype
The notions of Fourier type and cotype of an operator space with respect to a
noncommutative compact group were already deﬁned in the Introduction. These are
particular cases of a more general notion of type and cotype for operator spaces in-
troduced in [4]. In that paper, the (uniformly bounded) quantized orthonormal systems
play the same role of the uniformly bounded orthonormal systems in the classical the-
ory. Some relevant examples of this notion are the dual object of a noncommutative
compact group and the quantized analog of the Steinhaus system introduced in [15].
Before introducing the notions of type and cotype for operator spaces, let us recover
the classical notions. Let ε1, ε2, . . . be a sequence of random signs or independent
Steinhaus variables over a probability space (,A,). Given 1p2, a Banach space
X is called of type p when there exists a constant Tp(X) such that
( ∫

∥∥∥ n∑
k=1
xkεk()
∥∥∥p′
X
d()
)1/p′
Tp(X)
( n∑
k=1
‖xk‖pX
)1/p
for any ﬁnite family x1, x2, . . . , xn in X. As we mentioned in the Introduction, the basic
idea is to replace the random variables (εk) by a sequence U1, U2, . . . of independent
random unitaries. That is, each Uk :  → U(dk) is a random unitary dk × dk matrix
uniformly distributed in the unitary group U(dk) with respect to the normalized Haar
measure. In this setting, we might deﬁne the following notion of type:
( ∫

∥∥∥ n∑
k=1
dk
n∑
i,j=1
Ak(i, j)Uk(j, i)
∥∥∥p′
X
d()
)1/p′
T˜p(X)
( n∑
k=1
dk‖Ak‖p
S
dk
p (X)
)1/p
.
We want to point out that the right-hand side is only well deﬁned for operator spaces.
Moreover, this notion depends on the dimension dk and their multiplicity. Note that the
presence of dk’s in the inequality stated above is quite natural in view of the Peter–Weyl
theorem and the connection (explained in the Introduction) with the Hausdorff–Young
inequality for nonabelian compact groups. Let us give the precise deﬁnitions. The
quantized Steinhaus system associated to (,d) is deﬁned as a collection
S =
{

 : → U(d
)
}

∈
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of independent uniformly distributed random unitaries with respect to the set of pa-
rameters (,d). Given an operator space E and a function f ∈ L2(;E), we can
consider the Fourier coefﬁcients of f with respect to the quantized Steinhaus system
f̂S(
) =
∫

f ()
()∗d().
Let Stp(;E) be the closure in Lp(;E) of the subspace given by functions
f =
∑

∈
d
tr(A


) with A
 ∈ Md
 ⊗ E
and  a ﬁnite subset of . We shall write Stp() for the scalar-valued case. Then,
given 1p2, we say that the operator space E has -type p when the following
inequality holds for any function f ∈ Stp′(;E):
( ∫

‖f ()‖p′E d()
)1/p′
cbK1p(E,S)
(∑

∈
d
‖f̂S(
)‖p
S
d

p (E)
)1/p
.
In a similar way, -cotype p′ means that any f ∈ Stp(;E) satisﬁes
(∑

∈
d
‖f̂S(
)‖p
′
S
d

p′ (E)
)1/p′
cbK2p′(E,S)
( ∫

‖f ()‖pE d()
)1/p
.
Recall that the symbol cb means the complete boundedness of the corresponding
linear map. The best constants K1p(E,S) and K2p′(E,S) in the inequalities stated
above are called the -type p and -cotype p′ constants of E. More concretely, using
the spaces Lp(;E) introduced in Section 5, the given deﬁnitions of -type and
-cotype can be rephrased be requiring the complete boundedness of the following
operators:
Tp : A ∈ Lp(;E) 	−→
∑

∈
d
tr(A


) ∈ Stp′(;E),
Cp′ :
∑

∈
d
tr(A


) ∈ Stp(;E) 	−→ A ∈ Lp′(;E).
Remark 6.1. Let us recall that 0 stands for the commutative set of parameters deﬁned
in Section 5. The classical Khintchine inequalities can be rephrased by saying that the
norm of Stp(0), regarded as a Banach space, is equivalent to that of Stq(0) whenever
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1p #= q < ∞. On the other hand, by means of the noncommutative Khintchine
inequalities [13,14], it turns out that the norm of Stp(0) is not completely equivalent
to that of Stq(0). That is, the operator spaces Stp(0) and Stq(0) are isomorphic
but not completely isomorphic. More generally, Stp() is Banach isomorphic but not
completely isomorphic to Stq(), see [15] for the details. Therefore, each space Stq()
in the deﬁnition of -type p and -cotype p′ gives a priori a different notion!
Remark 6.2. As in the classical theory, every operator space has -type 1 and -
cotype ∞. An operator space E has nontrivial -type whenever it has -type p for
some 1 < p2. According to [18] and in contrast with the commutative theory, OK-
convexity is not equivalent to having non-trivial -type. Indeed, the operator Hilbert
spaces R and C fail this equivalence since both are OK-convex operator spaces but do
not have -type for any 1 < p2. This constitutes an important difference between
the classical and the noncommutative contexts. Namely, it turns out that we can not
expect an operator space version of the Maurey–Pisier theorem [16] since the simplest
form of this result asserts that the property of having non-trivial type is equivalent to
K-convexity.
Remark 6.3. It is not clear whether or not the notions of -type and -cotype depend
on (,d). Moreover, if we replace the quantized Steinhaus system by the dual object
of a noncommutative compact group G, we can ask ourselves the same question for
the notions of Fourier type and cotype. Note that this group independence is an open
problem even in the commutative theory. The reader is referred to the paper [6] for
more information on this problem.
The -type (resp. -cotype) becomes a stronger condition on any operator space as
the exponent p (resp. p′) approaches 2. In particular, given an operator space E we
consider (as in the Banach space context) the notions of sharp -type of E (i.e. the
supremum over all 1p2 for which E has -type p) as well as sharp -cotype
of E (i.e. the inﬁmum over all 2p′∞ for which E has -type p′). The aim of
this section is to investigate the sharp -type and -cotype indices of Lebesgue spaces,
either commutative or not. However, as we shall see below, some other related problems
will be solved with the same techniques.
6.1. Sharp -type of Lp for 1p2
We begin with the ﬁnite-dimensional -type constants for any bounded set of pa-
rameters (,d). More concretely, let us consider a set of parameters (,d) with d
bounded. Then, given a ﬁnite subset  of , we shall write p() to denote the space
of functions  : → C endowed with the customary norm
‖‖p() =
(∑

∈
|(
)|p
)1/p
.
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Let us consider the function f : → p() deﬁned by
f =
∑

∈
d
tr(f̂S(
)

) with f̂S(
) = e11 ⊗ 
 ∈ Md
 ⊗ p().
Then we recall that
( ∫

|√d

11|qd) 1q ∼ ( ∫

|√d

11|2d) 12 = 1, for any 1q <∞.
Indeed, the norm equivalence follows from the analog of the Khintchine–Kahane in-
equalities for the quantized Steinhaus system, proved in [15]. The last equality follows
from the deﬁnition of S. In particular, if we use the symbol  to denote an inequal-
ity up to a universal positive constant, then we have the following estimate for any
1p < q2
||1/p 
( ∫

∑

∈
|d

11|pd
)1/p

( ∫

∥∥∥∑

∈
d
tr(f̂S(
)

)
∥∥∥q ′
p()
d
)1/q ′
K1q(p(),S)
(∑

∈
d
‖f̂S(
)‖q
S
d

q (p())
)1/q
 K1q(p(),S) ||1/q .
In other words
c ||1/p−1/qK1q(p(),S) ||1/p−1/q
for some constant 0 < c1. The upper estimate is much simpler and it can be found in
[3]. Therefore, since any inﬁnite-dimensional (either commutative or noncommutative)
Lp space contains completely isometric copies of p() for any ﬁnite subset  of ,
we deduce that any inﬁnite-dimensional Lp space has sharp -type p for any bounded
set of parameters (,d). However, it is evident that our argument does not work
for unbounded sets of parameters. This case requires to ﬁnd the right matrices which
give the optimal constants. In the following theorem we compute the ﬁnite-dimensional
constants for the Schatten classes.
Theorem 6.4. If 1p < q2, the estimate
K1q(Sd
p ,S)d2(1/p−1/q)

holds for any unbounded set of parameters (,d) and any element 
 of .
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Proof. Let us take f : → Sd
p so that f̂S() = 0 if  ∈  \ {
} and
f̂S(
) =
( d
∑
i=1
ei1 ⊗ ei1
)
⊗
( d
∑
j=1
e1j ⊗ e1j
)
∈ Cd
q ⊗h Cd
p ⊗h Rd
p ⊗h Rd
q = Sd
q (Sd
p ).
Then, the following estimate holds by deﬁnition of -type:
( ∫

∥∥∥d
tr(f̂S(
)
)∥∥∥q ′
S
d

p
d
)1/q ′
K1q(Sd
p ,S) d1/q
 ‖f̂S(
)‖Sd
q (Sd
p ).
Note that we have
tr(f̂S(
)

) =
d
∑
i,j=1
eij ⊗ 
ji = (
)t.
Thus, since the 
’s are unitary, the left-hand side of the inequality above is d
1+ 1
p

 . On
the other hand, we need to compute the norm of f̂S(
) in Sd
q (Sd
p ). Since the Haagerup
tensor product commutes with complex interpolation, it is not difﬁcult to check that
the following natural identiﬁcations are Banach space isometries:
Cd
q ⊗h Cd
p = Sd
r = Rd
p ⊗h Rd
q with
1
r
= 1
2
(
1− 1
p
+ 1
q
)
.
For instance,
Cd
∞ ⊗h Cd
p = [Cd
∞ ⊗h Cd
∞, Cd
∞ ⊗h Cd
1 ]1/p = [Sd
2 , Sd
∞]1/p = Sd
2p′ ,
Cd
q ⊗h Cd
p = [Cd
∞ ⊗h Cd
p , Cd
p ⊗h Cd
p ]p/q = [Sd
2p′ , Sd
2 ]p/q = Sd
r .
In particular, due to our choice of f̂S(
), we can write
‖f̂S(
)‖Sd
q (Sd
p ) = ‖1Md
 ‖
2
S
d

r
= d2/r
 .
Combining our previous results, we obtain the desired estimate. 
Corollary 6.5. If 1p < q2, the estimate
K1q(d
2


p ,S)d2(1/p−1/q)

holds for any unbounded set of parameters (,d) and any element 
 of .
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Proof. By Theorem 4.2, we have
K1q(Sd
p ,S)K1q(Sq(d
2


p ),S)K1q(d
2


p ,S).
The last inequality follows by Minkowski inequality for operator spaces, see [3]. 
Remark 6.6. The arguments applied up to now also provide the ﬁnite dimensional
estimates for the -cotype constants when 2q ′ < p′∞. Namely, the following
estimates hold:
K2q ′(Sd
p′ ,S)d
2(1/q ′−1/p′)

 and K2q ′(
d2

p′ ,S)d
2(1/q ′−1/p′)

 .
Remark 6.7. By a simple result of [3], we have K1q(Sd
p ,S)dcb(Sd
p , Sd
q ). In par-
ticular, in Theorem 6.4 we actually have equality
K1q(Sd
p ,S) = d2(1/p−1/q)
 .
A similar argument applies to Corollary 6.5. In summary, our estimates provide the
exact order of growth of the -type (resp. -cotype by Remark 6.6) constants of the
corresponding ﬁnite-dimensional Lebesgue spaces considered above. Moreover, now we
can prove the claim given in Remark 4.4. Namely, let us consider the set  = N with
dk = k for all k1. Then, if pq : Snq → Sp(mq ) is a cb embedding with constants not
depending on the dimensions n and m, Corollary 6.5 provides the following estimate:
K1q(Snp,S)‖pq‖cb‖−1pq ‖cb K1q(Sq(mp ),S)
‖pq‖cb‖−1pq ‖cb K1q(mp ,S)
‖pq‖cb‖−1pq ‖cb m1/p−1/q .
Therefore, since K1q(Snp,S) = n2(1/p−1/q), we conclude by taking n arbitrary large.
Remark 6.8. The main topic of [2] is the sharp Fourier type and cotype of Lp spaces.
Given 1p2, it is showed that Lp has sharp Fourier type p with respect to any
compact semisimple Lie group. The arguments employed are very different. Namely,
the key point is a Hausdorff–Young type inequality for functions deﬁned on a compact
semisimple Lie group with arbitrary small support. However, the sharp Fourier cotype
of Lp for 1p2 is left open in [2]. Now we can solve it by using Corollary 6.5
and the following inequality:
K2q ′(Lp, Ĝ)K1q(Lp,SĜ).
Here K2
q ′(Lp, Ĝ) denotes the Fourier cotype q
′ constant of Lp with respect to G
and SĜ stands for the quantized Steinhaus system with the parameters given by the
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degrees of the irreducible representations of G. That inequality is a particular case
of the noncommutative version of the contraction principle given in [15]. This solves
the problem posed in [2] not only for compact semisimple Lie groups, but for any
non-ﬁnite topological compact group.
6.2. Sharp -cotype of Lp for 1p2
Given any 
-ﬁnite measure space (˜,B, ), any set of parameters (,d) and any
ﬁnite subset  of , let us consider a family of matrices
A =
{
A
 ∈ Md
 ⊗ Lp(˜)
}

∈.
Then, we can estimate the norm of A in L2(;Lp(˜)) for any 1p2 as follows.
First, Minkowski inequality and Plancherel theorem give
(∑

∈
d
‖A
‖2
S
d

2 (Lp(˜))
)1/2

( ∫
˜
[∑

∈
d
‖A
(x)‖2
S
d

2
]p/2
d(x)
)1/p
=
( ∫
˜
[ ∫

∣∣∣∑

∈
d
tr(A


)
∣∣∣2d]p/2d)1/p
Second, by the analog given in [15] of Khintchine–Kahane inequalities for S
( ∫
˜
[ ∫

∣∣∣∑

∈
d
tr(A


)
∣∣∣2d] p2 d) 1p ∼ ( ∫

[ ∫
˜
∣∣∣∑

∈
d
tr(A


)
∣∣∣pd] 2p d) 12 .
Therefore, there exists some constant c such that
(∑

∈
d
‖A
‖2
S
d

2 (Lp(˜))
)1/2
c
( ∫

∥∥∥∑

∈
d
tr(A


())
∥∥∥2
Lp(˜)
d()
)1/2
for any family of matrices A. In other words, we have proved that the mapping C2
deﬁned above is bounded when we take values in Lp(˜). However, we can not claim -
cotype 2 unless we prove that the same operator C2 is not only bounded, but completely
bounded. Now, looking at Remark 6.1, we realize that our arguments do not work to
show the complete boundedness. In this paragraph we study this problem. We begin
by computing the sharp cotype of Sq(Sp) as a Banach space. This will be the key to
ﬁnd the sharp -cotype indices of Lp spaces. We want to point out that this fact was
independently discovered by Lee [12].
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Lemma 6.9. The Schatten class Sq(Sp) has sharp Banach cotype r with
1
r
= 1
2
(
1− 1
p
+ 1
q
)
whenever 1p2 and pqp′.
Proof. First, we show that Sq(Sp) has cotype r. The case p > 1 is simple. Indeed,
we just need to check that the predual Sq ′(Sp′) has Banach type r ′. To that aim we
observe that
Sq ′(Sp′) = [Sp(Sp′), Sp′(Sp′)] with 1− 1
q
= 1− 
p
+ 
(
1− 1
p
)
.
Moreover, we have
Sp(Sp′) = [S2(S2), S1(S∞)] with 1
p
= 1− 
2
+ 
1
.
Hence Sp(Sp′) has type p and, since Sp′(Sp′) has type 2, Sq ′(Sp′) has type s with
1
s
= 1− 
p
+ 
2
= 1− 1
q
+ 
( 1
p
− 1
2
)
= 1− 1
q
+ 1
2
( 1
p
− 1+ 1
q
)
= 1− 1
r
.
It remains to see that Sq(S1) has cotype 2q. Let us denote by Rp the subspace generated
in Lp() by the sequence r1, r2, . . . of Rademacher functions. Then, if Rp(E) stands
for the closure of the tensor product Rp ⊗ E in Lp(;E), we need to see that the
following mapping is bounded:
C2q :
n∑
k=1
rk ⊗ xk ∈ R2(Sq(S1)) 	−→
n∑
k=1
k ⊗ xk ∈ 2q(Sq(S1)).
First we recall that, according to Khintchine–Kahane and Minkowski inequalities, the
following natural map is contractive:
R2(Sq(S1)) % Sq(Rq(S1))→ Sq(R1(S1)).
By the well-known complete isomorphism R1 % R + C, which follows from the
noncommutative Khintchine inequalities (see [14,22]), we can write Sq(R1(S1)) as the
sum Sq(S1(R)) + Sq(S1(C)). Therefore, it sufﬁces to see that the following natural
mappings:
S : Sq(S1(R)) → 2q(Sq(S1)),
T : Sq(S1(C)) → 2q(Sq(S1)),
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which send the canonical basis of R or C to the canonical basis of 2q , are bounded.
Since both cases are similar, we only prove the boundedness of T. To that aim we recall
that, since Sq(S1(C)) = [S∞(S1(C)), S1(S1(C))]1/q , it sufﬁces to prove the boundedness
of
T0 : S∞(S1(C)) → ∞(S∞(S1)),
T1 : S1(S1(C)) → 2(S1(S1)).
If we observe that T0 factors through S∞(S1(∞)), it is clear that T0 is even contractive.
To show that T1 is bounded, let us consider a ﬁnite family x1, x2, . . . , xn of elements
in S1(S1). Then, since S1(S1(C)) embeds completely isometrically in S1(N3), we know
from [26] that it has Banach cotype 2 so that we get
∥∥∥ n∑
k=1
k ⊗ xk
∥∥∥
2(S1(S1))
=
( n∑
k=1
‖xk ⊗ ek1‖2S1(S1(C))
)1/2
c
∫ 1
0
∥∥∥ n∑
k=1
rk(t)(xk ⊗ ek1)
∥∥∥
S1(S1(C))
dt
=c
∥∥∥ n∑
k=1
xk ⊗ ek1
∥∥∥
S1(S1(C))
.
The last equality follows since
∥∥∥ n∑
k=1
rk(t)(xk ⊗ ek1)
∥∥∥
S1(S1(C))
=
∥∥∥( n∑
k=1
(rk(t)xk)
∗(rk(t)xk)
)1/2∥∥∥
S1(S1)
.
This gives the boundedness of T1 and consequently the map C2q is also bounded. In
summary, we have seen that Sq(Sp) has Banach cotype r in the range of parameters
considered. To complete the proof, we need to see that this exponent is sharp. However,
recalling that
Sq(Sp) = Cq ⊗h Cp ⊗h Rp ⊗h Rq,
we can regard Cq ⊗h Cp as a subspace of Sq(Sp). Now, since the Haagerup tensor
product commutes with complex interpolation, we obtain the following Banach space
isometries:
Cq ⊗h Cp = [Cp′ ⊗h Cp,Cp ⊗h Cp] = [Sp′ , S2]
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with
1
q
= 1− 1
p
+ 
( 2
p
− 1
)
.
This gives that Cq ⊗h Cp = Sr as a Banach space, we leave the details to the reader.
Therefore, Sq(Sp) can not have better cotype than r. This completes the proof. 
Let us recall that the commutative set of parameters (0,d0) is given by 0 =
N where we take d
 = 1 for all 
 ∈ 0. In the following result we show that,
in contrast with the Banach space situation, any inﬁnite-dimensional (commutative or
noncommutative) Lp space with p #= 2 fails to have -cotype 2.
Theorem 6.10. Any inﬁnite-dimensional Lp space has sharp -cotype max(p, p′).
Proof (d bounded). As it was pointed out in [4], it is obvious the any Lp space
has -cotype max(p, p′) with respect to any set of parameters . Let us see that this
exponent is sharp when d is bounded. In this particular case, it clearly sufﬁces to
consider the commutative set of parameters 0. We also assume that 1p2 since
the case 2p∞ has been considered in Remark 6.6. Moreover, since any inﬁnite-
dimensional Lp space contains a completely isometric copy of p, it sufﬁces to check
it for p. Now, let us assume that p has 0-cotype q ′, for some q ′ < p′. Then we can
argue as in Corollary 6.5. Namely, combining Theorem 4.2 with Minkowski inequality
for operator spaces, we have
K2q ′(Sq ′(Sp);S0)K2q ′(Sq ′(N2; p);S0)K2q ′(p;S0).
Now, by Lemma 6.9, the best 0-cotype we can expect to have is r where
1
r
= 1
2p′
+ 1
2q ′
<
1
q ′
.
Therefore, we deduce that r > q ′ and the result follows by contradiction. 
Proof (d unbounded). Arguing as in the previous case, it sufﬁces to see that p has
sharp -cotype p′ for 1p2. Let us assume that p has -cotype q ′ for some
q ′ < p′. Then, again by Theorem 4.2 and Minkowski inequality, the space Sq ′(Sp)
should have -cotype q ′. However, recalling that
Sq ′(Sp) = Cq ′ ⊗h Cp ⊗h Rp ⊗h Rq ′ ,
we conclude that the subspace C(p, q) = Cq ′ ⊗h Cp = Cq ′ ⊗h Rp′ of Sq ′(Sp) must
also have -cotype q ′. Then, we proceed as in Theorem 6.4. Namely, let us consider
a function f : → C(p, q) so that
f̂S() = 0 for  ∈  \ {
}
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and such that
f̂S(
) =
d
∑
i,j=1
ei1 ⊗ ei1 ⊗ e1j ⊗ e1j ∈ Cd
q ′ ⊗h C(p, q)⊗h Rd
q ′ .
By the deﬁnition of -cotype we have
‖f̂S(
)‖Sd

q′ (C(p,q))
K2q ′(C(p, q),S)
( ∫

∥∥∥d1/q
 tr(f̂S(
)
)∥∥∥qC(p,q)d)1/q .
Now using the Banach space isometry
Sns = Cnu ⊗h Rnv for
1
s
= 1
2u
+ 1
2v
,
which follows easily by complex interpolation, we obtain
‖f̂S(
)‖Sd

q′ (C(p,q))
=
∥∥∥ n∑
k=1
ekk
∥∥∥
C
d

q′ ⊗hC
d

q′
∥∥∥ n∑
k=1
ekk
∥∥∥
C
d

p ⊗hRd
q′
= d
1
2+ 12p+ 12q′

 .
Moreover, since tr(f̂S(
)
()) =
d
∑
i,j=1
eij ⊗ 
ji() = (
())t, we have
( ∫

∥∥∥d1/q
 tr(f̂S(
)
())∥∥∥qC(p,q)d())1/q = d 1q+ 12q′ + 12p′
 .
Combining our previous results, we obtain q ′p′. This completes the proof. 
Remark 6.11. By duality, the sharp -type index of Lp is min(p, p′).
Remark 6.12. By a standard argument using the contraction principle, our results for
sharp -type and -cotype also hold for any uniformly bounded quantized orthonormal
system. The reader is referred to [4] for further details.
Remark 6.13. As it was recalled in Remark 6.2, it seems that there is no analog of
the Maurey-Pisier theorem for operator spaces. Theorem 3 clearly reinforces that idea.
Finally, the reader is referred to Section 4.2 of [7] for an unrelated notion of operator
space cotype 2 for which Lp has cotype 2 whenever 1p2.
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