Abstract-This paper develops an encoding scheme for discrete-state systems as part of a hybrid-state hierarchy. The codes are based on commands between subsystems, in the sense that the interactions of the discrete states with the continuous states are exploited to attach significance to what each discrete state does to the continuous subsystem. The resultant codeset is independent of how the discrete-state transitions are designed, and conventional tools such as truth tables and K-maps are easily applicable in the binary representation of the codes. Code-based representations of every possible combination of commands/behaviors governed by the discrete subsystem is useful in a number of design scenarios, an example of which is the generation of a consistent norm for discrete states. Such a norm is demonstrated to be useful in hybrid-state estimation.
I. INTRODUCTION
The interaction between a mobile agent such as a robot or a vehicle and the driver, be it a human being or an autonomous controller, can be generalized as the interaction between a continuous-state system (CSS) that operates on continuous parameters such as position, orientation, and velocity and a discrete-state system (DSS) that operates on decisions and abstractions such as which road to take, when to stop, etc.
The coupling between these systems of different domains has successfully been modeled as hybrid-state systems (HSSs), for a wide variety of cyberphysical systems, including autonomous vehicle applications [1] , [2] and estimation/prediction of driver/vehicle interactions [3] at The Ohio State University Control and Intelligent Transportation Research Laboratory.
The analysis of the overall HSS in terms of reachability, stability [4] , or formal verification [5] - [8] is not as straightforward a process as for their continuous-state counterparts due to the hybrid domain of the states and different mechanisms governing state transitions in each domain. One important tool that is useful for this type of analysis is the definition of a norm between the arbitrary discrete states; since a norm or a distance measure is crucial in definitions of attractivity, invariant subspaces, and stability. So far, DSS or HSS norm definitions [9] in the literature have been based on the graph topology of the finitestate/sequential automata that governs the DSS portion of the HSS. A state-encoding method that is independent of the interconnection of the discrete states is developed in this paper for the specific purpose of defining a new norm over the discrete states.
An encoding scheme, in its simplest definition, is a one-to-one mapping between the discrete states of a finite-state machine (FSM) and a finite set of integers [10] that are usually represented in binary. The proposed method starts with a numerical encoding of the discrete states based on the CSS interactions and does not use the state-machine transitions. The generated codeset is demonstrated to be useful to form a norm for the discrete states. Code-assignment schemes for the internal states of finite-state automata can be traced back to early studies [11] , which focused on comparing different methods of code assignment for the purposes of optimality in logic implementation. Different code assignments such as Gray code [12] or Johnson encoding [13] try to minimize the number of bits changing during state transitions, whereas performancebased coding schemes, such as one-hot coding, aim to maximize the speed of the implementation on field-programmable gate arrays by assigning as many bits to the code as there are discrete states. While these pioneering studies and more recent counterparts such as [14] and [15] dealt mainly with FSMs in isolation, the hybrid-state hierarchy and the DSS-CSS interaction is the focus of this paper.
On the following pages, the HSS hierarchy used in this paper and the developed code-assignment methodology will be described. The codes are based on the commands between subsystems in the overall hierarchy and interconnections. The methods will be demonstrated on two specific examples based on autonomous vehicles, and driver/vehicle modeling and estimation.
II. SYSTEM DEFINITION, CODE GENERATION, AND ASSIGNMENT

A. HSSs
The HSS can be modeled as a hierarchy of a discrete-state higher level and a continuous-state lower level, as shown in Fig. 1 .
The interactions between the modes or the states of the discretestate tier are modeled as an FSM with discrete state X that is connected to the lower level continuous-dynamic model of the plant, with continuous state x, which in the case of a mobile agent can be modeled simply via a point mass model a la Reeds and Shepp [16] , a bicycle model [17] , or a full-car model. The connections between levels are through signals s and S.
When the HSS is used as a hybrid-state controller for a CSS, as shown in Fig. 2 , the DSS portion is a discrete-state controller that 1524-9050 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The overall system equation for the HSS as a controller in discrete time is given in
In the set of system equations, F is the state-transition function of the high-level controller in DSS, f is the low-level system equation of the continuous controller, v is the state-transition function of the continuous plant, S and s are the interface signals generated for discrete-to-continuous and continuous-to-discrete connections, and Ψ and Φ are the actual interfaces for these connections.
X ∈ Σ = [X 1 , X 2 , . . . , X N ] is the discrete state of the singlestate FSM in DSS, with system F providing the state X as output to the interface.
T ∈ R n is the real-valued n-dimensional vector of states for the continuous-state plant, whereas y ∈ R m is the real-valued m-dimensional vector of states and also the output of the continuous-state controller. The states of all three dynamical systems, i.e., F , f , and v, are also the outputs of each system. U and u are inputs from external world to discrete and continuous level controllers, respectively.
T are K-and L-dimensional vectors of binary indicator variables that carry state-transition events to the FSM F .
u(k) ∈ R
l and S(k) ∈ R j are real-valued l-and j-dimensional vectors of inputs to the continuous controller f from the outside world and the discrete-state controller, respectively. As U and u are the principal inputs connecting the controller subsystems to other possible systems such as sensors or situational awareness in an ITS application, the (U, u) notations were selected as opposed to the more traditional continuous-control disturbance notation, i.e., "d."
B. Command-Based Codes
The discrete-state portion of the HSS is not inherently different from any other DSS. The set of existing tools for coding and analysis of DSS still applies; however, the interaction of the DSS with the continuous states can be exploited for further insight. Command-based codes for the discrete states are developed with this idea as the basis, as described in the following paragraphs.
Definition 1: Given the substate x i ∈ R, CSS (f, v), and set of discrete-to-continuous input signals S ∈ R j , the discrete state X ∈ Σ is defined to generate a command x r i ⊂ S such that the CSS regulates
Each substate of the continuous plant state x ∈ R n can potentially receive a command, but not all substates are controllable by the continuous controller. For a discrete-time, linear, and continuous-state plant, function v would be represented with two matrices, which is traditionally denoted by A and B, and the number of controllable states would be determined by conventional linear system theory methods such as checking the rank of controllability gramian [18] .
In the more general case, for the specific purpose of defining a command, a substate x i ∈ R is controllable if the reference signal x r i ⊂ S passed in a discrete-to-continuous signal S ∈ R j can be followed by the continuous subsystem so that x i → x r i . Theorem 1: A command can be sent to substate x i ∈ R of the continuous-state plant in an HSS controller if x i is a continuous state of the system v(x, y) that is controllable by the input y; and y is the state and output of the system f (y, x, u, S) that is controllable by the input S from the discrete-state level.
Proof: The controllability requirement of continuous substate x i by input y in system v(x, y) directly follows from the command definition in Definition 1. If the continuous output and state y of system f (y, x, u, S) is controllable by the output S of the interface Ψ, the second part of the command definition, which requires the control of x i , by y, according to S, is satisfied.
By design, possible commands that the discrete states can send via S for the same continuous substate are mutually exclusive. Increasing a continuous state and decreasing it cannot occur at the same time. Each discrete state that controls a particular continuous substate picks one command from the list of all possible commands. The commandbased encoding scheme utilizes the combinations of these commands, issued by each discrete state.
Definition 2: The code or the encoding scheme is a one-to-one mapping (an injection) from the finite discrete states of the DSS to a finite set of nonnegative-integer-valued vectors of length M , M being the number of controllable substates among the continuous plant states.
Each discrete state is assigned a single vector of nonnegative integers to identify that state, and no vector in the coding scheme is used more than once.
A random assignment of integers (or vectors of integers of arbitrary length) to discrete states would also form an encoding scheme by the previously mentioned definition, if the number-state correspondence is one-to-one. However, a numbering/encoding scheme that purposefully captures certain properties of the states or the overall system is inherently more useful, and it is the main focus of this paper.
The earlier methods developed to compare nuances of code assignments [10] , [11] are applicable to compare the merits of resultant codes for HSSs. However, the initial selection of the code represents the overall system in finer detail when both the discrete states and their interactions with the continuous states are considered.
C. Generation and Use of Command-Based Codes
Generation and assignment of command-based codes starts by identifying the set of states of the continuous subsystem that are dependent on the discrete subsystem as defined in Definition 1. This dependence, as described in Section II-A, is through the discrete-to-continuous interface Ψ and the continuous controller f .
1) Generating the Codes:
The overall methodology of identifying and assigning command-based codes is given in the following steps: a) Identify the continuous states that the DSS can control through the interface Ψ and the continuous controller f . b) List the number of possible commands/selections that are available to the DSS for each controllable continuous state. c) For each controllable continuous substate, number the possible commands in order as nonnegative integers. These are the possible codes that each discrete state chooses from. d) For each discrete state, combine the codes of the commands that the particular state issues to the continuous subsystem as a vector.
The codes generated by this method are based on how the discrete states individually interact with the continuous states. Hence, the codes do not depend on the state transition function F (X, U, s). As listed in the summary, the actual conditions for state transitions are not used. The same set of discrete states can be connected in any graph topology, and the same codes will apply as long as there are no changes to what each state does.
If the continuous state is
T , a number of these n continuous substates are independent of the discrete state X(k). The others, through their controllability by input y, y being a function of S and S being a function of X, are controlled in accordance with the discrete state X. Each of these controllable continuous substates is a command recipient.
Once the continuous states that can receive commands are identified, the possible commands that the DSS can send to these CSSs are listed individually for each state. Each command in a given list of commands for a particular state gets a nonnegative integer that uniquely identifies the command within the set of commands for that continuous state.
After all the states that can receive commands are identified and all possible commands are listed and numbered, each discrete state in the DSS can be encoded with the vector of individual command codes in a selected order, based on which of the listed commands that the particular discrete-state issues.
2) Formal Definition: Command-based encoding scheme C is a mapping from the discrete-state space of the HSS to the set of nonnegative-integer-valued vectors
where M is the number of controllable continuous substates of the HSS among x ∈ R n , with M ≤ n, and c j is the code piece corresponding to the command that state X i issues for the jth controllable substate, for j ∈ [1, M] .
Theorem 2: The discrete-state space is mapped into an L-dimensional module, where L is the number of command blocks, through state encoding based on the commands/behaviors that can be generated by the discrete-state level.
Proof: A module over a ring is a generalization of a vector space over a field. Furthermore, a vector space V over field G, together with the sum and multiplication binary operators, holds a series of properties [19] . The set of integers, i.e., Z, which is a commutative ring, with integer addition and multiplication, forms the integer-valued module, with the zero vector being the additive identity element and integer 1 being the multiplicative identity element. Therefore, by going from the discrete-state space onto the vectors of nonnegative integers (Z * ), the encoding scheme introduced is a mapping into a module. As the set of integers lack the general multiplicative inverse apart from those for elements 1 and −1, it does not constitute a field; hence, the more generic definition of a module, instead of a vector field.
With the four-step method defined previously, each discrete state in the DSS gets a vector of nonnegative integers based on which command combination that the particular state uses. Some combinations of commands (some codes) will not be used in a given HSS implementation.
Since the code space captures all possible states under the DSS/CSS structure, the discrete-to-continuous interface, Ψ, becomes a simple decoder of discrete state codes into commands.
Both inputs (U and s) can be defined as binary events as mentioned. State-transition events can be defined as binary variables over external/internal continuous variables and thresholds or they can be inherently binary by definition.
These binary events, which are fed as inputs to the discrete-event system, do not need to be grouped, as they are naturally binary and independent; thus, "external event 0" can be captured in the least significant bit of U (k) and "internal event 0" can be captured in the least significant bit of s(k), whereas the higher order bits carry the remaining events.
As all the possible states and inputs of the discrete-event system are thus coded in binary, a truth table is sufficient to represent the entire FSM. Further binary logic tools such as K-maps [20] can also be utilized for embedded controller design for these systems, but the application of such tools is a straightforward extension and, thus, beyond the scope of this paper.
Truth tables can be visually less intuitive than graph-based FSM representations. The use of command-based codes, however, does not necessarily eliminate graph-based design methods from the overall system development. One can work on the initial design of the FSM via a state transition graph and calculate the codes for each state if the need for the codes arises. One implementation can be seen in Section III, along with further demonstrative examples.
3) Use as a Norm: As mentioned in the Introduction, the command-based codes can be used to define a norm over the discretestate space, which, in turn, can be used in HSS analysis, as discussed in [21] . Unless the discrete states are naturally defined on vector spaces, such as each state being a partition of Cartesian plane, the mapping onto command-based codes, therefore onto M -dimensional nonnegative-integer-valued vectors, enables the definition of distance relations between them.
Given an HSS with M controllable continuous substates (M ≤ n, n being the number of dimensions of the continuous state x), and the command-based code of a discrete state as an M -dimensional nonnegative integer vector, c = [c 1 , c 2 , . .
. , c M ]
T ∈ Z * , where c i is the code piece for the command that the particular state issues for controllable continuous substate i, Theorem 3: L p distance over vector field Z * M defines a norm over the discrete states of the HSS.
Proof: Since c is a vector of nonnegative integers, by Definition 2, L p norm satisfies the positive homogeneity, triangle inequality and zero-vector requirements, as the same norm satisfies the same requirements on the set of integers (Z); and nonnegative integers 
Z
* as a subfield (G) is closed under multiplication and addition that the requirements call for.
Given two codes, i.e., c and d, the p-norm is used as
The mapping of states onto m-dimensional integer vectors lets us use the well-defined Euclidean norm in a straightforward manner.
D. Representation of Codes
The representation of each nonnegative-integer-valued command c j in a specific numeral system is not a requirement, as the previous section does not call for any particular representation of the integers in codes. The continuous-state commands can easily be represented in binary, decimal, or hexadecimal. However, the inputs to the discretestate FSM controller are generally in terms of on/off state-transition events, which are represented in binary intuitively. Therefore, representing the integer state codes in binary provides consistency and leads to straightforward implementation of state-transition tables as FSM descriptions.
III. EXAMPLES
Here, two simple examples on control and estimation of HSSs will be used to demonstrate the command-based coding scheme described in the previous section.
A. HSS Controller for a Simple Driver Assistance System
A simple advanced cruise control (ACC) example for an autonomous vehicle controller can be constructed as follows.
The vehicle model is a 1-D point mass model with first-order friction
where m is the mass of the vehicle, a is the friction coefficient, f in is the input force, and x is the position of the vehicle. The discrete-to-continuous interface, i.e., Ψ, generates the input f in to the continuous system. The DSS is an FSM with three possible states, i.e., "accelerate," "decelerate," and "maintain speed," as shown in Fig. 3 . The behavior of the ACC can be summarized as the following.
1) If there are no vehicles ahead, maintain the speed input by the user. 2) If there is a slower vehicle ahead, slow down to match speed. The sensor subsystem of the ACC generates the following inputs to be used in the discrete controller, assuming the sensing range of the vehicle being D meters: "there is another vehicle in front of us, within D meters," "the vehicle in front is slower than this vehicle," TABLE I  STATE CODES FOR ACC EXAMPLE   TABLE II  DISCRETE-TO-CONTINUOUS INTERFACE "the vehicle in front is faster than this vehicle," and "this vehicle is below the set speed from user input." These inputs can be considered as a mixture of external input U shown in Fig. 2 and the internal signal s, as they combine external sensors and the state of the vehicle.
In order to minimize oscillations and fast switching, the comparisons listed previously are assumed to have built-in hysteresis, such that "the vehicle in front is faster than this vehicle" the event is not triggered unless the speed of the lead vehicle is l mi/h higher than the self-vehicle.
The mentioned inputs can be coded in 4 bits in a straightforward manner, as shown in Fig. 4 . The number of bits can be reduced, but the event-to-bit correspondence is generally more intuitive for debugging purposes.
Since there are three possible commands within the same continuous substate (the acceleration of the vehicle), 2 bits and a single command block are needed, as shown in Table I .
The discrete-to-continuous interface, as a simple state decoder, is given in Table II . For this example, M as defined in Section II-C is equal to 1 (one controllable substate) and Table II represents the equation S(k + 1) = Ψ(X(k + 1)) of Section II-A.
In order to keep the design simple and illustrative, the detection range D is assumed to be large enough to react to slower/stopped vehicles with the above-listed input forces. In real applications, these input forces need to be functions of the lead vehicle speed and the instantaneous headway in order to guarantee safe operation.
Under all the assumptions and descriptions listed above, the statetransition table given in Table III was generated to capture the desired FSM behavior with command-based coding of the states.
Since the states and input events are represented over a total of 6 bits, two for the state and four for the input, there are 2 6 = 64 possible combinations for these bits. Therefore, the complete truth table includes 64 rows. Table III, on the other hand, only lists the 11 significant rows, in the sense that these are the only combinations of states and input events that result in state transitions. The omitted lines would have the same state on both X(k) and X(k + 1) columns, as those particular state-input combinations do not change the state of the DSS.
As discussed in Section II-C, the codes assigned to inputs and states up to this point are independent of how the FSM transitions worked. The state codes were based on the continuous substate(s) they control, and the transition conditions defined in the truth table can be changed without reassigning codes to each discrete state.
B. Code-Based Performance Metric for an HSS Estimator
An HSS estimator for driver/vehicle modeling and prediction was developed and demonstrated in [3] . As in most estimation applications, a metric to measure the success of the estimator is useful. As previously discussed, the nonnegative integer vectors of the commandbased codes can be represented in any numeral system, and this particular example will demonstrate the decimal representation.
A simple approach that was utilized before is to check if the estimated discrete state and the actual discrete state are the same. When X(k) =X(k) holds, X(k) being the actual state of the DSS in an HSS, andX(k) being the estimate, it is obvious that the estimation is successful.
However, the amount of error is not easy to measure when the estimation and actuality differ. Defining
Usual methods utilize the graph connectivity of the discrete states; however, the single directional state transitions do not comply with the symmetry requirements of a formal norm between discrete states. If X 1 transitions into X 2 , but if the transition in the opposite direction is not possible, claiming X 1 − X 2 = X 2 − X 1 is not very intuitive.
Command-based codes provide a method to assign values to each discrete state independent of such connectivity issues, as discussed in Section II-C, which leads to a measure of distance as defined in the same section, between any given state pair that is useful in estimation performance metrics.
The FSM-based driver model in Fig. 5 was developed to capture a number of intersection approach scenarios that resulted in fatal traffic accidents. As such, the model does not cover every possible scenario.
The main focus is on speed profiles of an observed vehicle, since the speed is both easily observable via sensors or vehicle-to-vehicle communication, and indicative of the general behavior of the driver. Investigating the possible behaviors that the model captures, the overall span of the discrete states can be represented via four separate controllable continuous state: "Longitudinal Location," "Speed," "Acceleration," and "Steering."
As defined in Section II-B, the continuous states that the DSS can represent are
T where x l is the longitudinal position and θ is the yaw of the observed vehicle. The remaining continuous states of the vehicle are not significant enough to be represented in the discrete-state abstraction model; therefore, they do not have command blocks by the previously mentioned definition.
The command blocks and the commands that the DSS can send for each controllable continuous state are listed in Table IV . Each command/abstraction over a controllable state is represented as decimal nonnegative integers, as described earlier.
Using these command blocks in the order given, each state in Fig. 5 can be assigned a unique command-based code vector, as shown in Table V .
These codes can directly be used to measure the distance between the actual state and the estimate calculated by the HSS estimator. Using the norm defined in Section II-C, the example distances between states, as shown in (4), are calculated.
Interpreting these distance measures, if the estimate isX(k) = S8 when the actual state is X(k) = S7, the estimation error is 1 unit, whereas estimatingX(k) = S6 gives an error of √ 2 units 
Comparing these results to the simple number-of-state-transitions distance between states by using Fig. 5 , both S6 and S8 are one transition away from S7; however, the command-based codes captured the difference between "wrong estimation of speed" and "wrong estimation of speed and yaw rate."
IV. CONCLUSION
In this paper, an encoding scheme that is uniquely useful in HSS was developed. The hierarchy of the discrete states over continuous subsystems was exploited to define discretely controllable continuous states of the overall system, where each controllable continuous state provides a dimension of separability in the discrete-state space.
In an HSS setting, there is more information to be used than the isolated DSS, namely, the interaction of the DSS portion with the CSS. Using this information to identify and encode the discrete states independent of the state transitions, it was possible to capture the interactive roles of each discrete state, which, in turn, was useful in defining a norm over them.
The resultant methodology and the command-based codes were demonstrated on two examples, including, a simple autonomous vehicle controller and an HSS estimator. The codes were shown to be independent of the FSM state transitions and connectivity, which is interpreted as an advantage over graph-topology-based methods in the sense that the codes are less likely to change under minimal design adjustments to the FSM.
One inherent limitation of the proposed and illustrated methodology is the need to identify and assign commands, as defined in this paper, manually. Ongoing work attempts to address this limitation through more analytical approaches and possible automation tools to identify and label DSS-CSS interactions that will simplify command identification and code generation for more complex HSS structures.
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