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Abst rac t - -We present a parallel hybrid asynchronous method to solve large sparse linear systems 
by the use of a large parallel machine. This method combines a parallel GMRES(m) algorithm with 
the least squares method that needs ome eigenvalues obtained from a parallel Arnoldi algorithm. All 
of the algorithms run on different processors of an IBM SP3 or IBM SP4 computer simultaneously. 
This implementation f this hybrid method allows us to take advantage of the parallelism available 
and to accelerate the convergence by decreasing considerably the number of iterations. (~) 2006 
Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Many scientific applications require the resolution of linear systems of the form 
Ax = b, 
where A is an n x n real matrix, b is a real vector, and x is the real vector of the solution of the 
system. Such systems are often implanted by large sparse matrices; this sparse structure is very 
helpful to solve a large linear system. 
The computation and storage of GMRES(m) [1] allows us to resolve such linear systems with a 
very large scale. In addition, it allows computing sparse matrices in a compressed format, without 
loading zeros in memory, because it preserves the sparse structure. It has been implemented on a 
parallel machine [2], but this method cannot always converge very fast. There are some ways to 
accelerate the convergence of GMRES. One of these is to calculate in parallel some eigenvalues by 
the Arnoldi method [3,4]. As soon as they are approximated with sufficient accuracy, eigenvalues 
are used to perform some iterations of the least squares method [5] for getting a better initial 
vector for the next GMRES restart. 
In this paper, we first present in Section 2 the numerical methods used in our hybrid method. 
We propose a parallel algorithm for the hybrid method and we study the implementation on 
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the supercomputer IBM SP3 (of USTL 1) and IBM SP4 (of CINES 2) (in Section 3). Important 
parameters and numerical results are discussed for this implementation (in Section 4), and the 
advantages of this method are shown by numerical examples. 
2. THE GMRES (M) /LS -ARNOLDI  
(K,L) HYBRID PARALLEL  METHOD 
2.1. Arnold i  P rocess  
The Arnoldi process gives an orthonormai basis Vm = Iv1, v2, . . . ,  vm] of the Krylov subspace 
KIn(A, v) = span (v, Av , . . . ,  Am- iv ) ,  
where A E 9~ "xn, and v E 9I n. 
There is one variant of the algorithm which results from a recursive application of the Gram- 
Schmidt (GS) process on the columns of the matrix [vl, Av l , . . . ,  Avm-1], where Vl is the nor- 
malized vector v. 
ALGORITHM 1: ARNOLDI PROCESS. 
1. Compute ~= Ilvl12, and v~ =v/~.  
2. For j = 1 , . . . ,m do 
hi,j = (Avj,vi), :for i= l , . . . , j  
w Av3 J = - ~i=l  h~,jvi, 
compute hj+l,j ---- HwlI2, and Vj+l = w/hj+l,j 
end do 
H,~ is the (m + 1) x m upper Hessenberg matrix whose nonzero entries are the coefficients hi,/. 
Therefore, we obtain this important relation 
AVm = Vm+t[Im. (2.1) 
Let Hm be the m × m upper Hessenberg matrix obtained from Hm by removing its last row, then 
we can write 
H,~ = V~ AVm, (2.2) 
and (2.1) can be rewritten 
AVm = VmHm + hm+l,mVm+lerm, (2.3) 
where em is the m TM canonical vector of 9l m. 
The Gram-Schmidt method we use above is the classical Gram-Schmidt process (CGS). The 
modified Gram-Schmidt process (MGS) is another variant of the GS process; in addition it is 
more stable than CGS. But we cannot parailelize it so well. We can remedy the stability drawback 
of CGS by reorthogonalizing the vector V3+l at every iteration or only if a loss of orthogonality 
is detected. The method adopted by Kelley in [6] is based on the Brown/Hindmarch condition; 
the reorthogonalization is done if 
I1Avjl[2 + ~llwl12 = IIAvjlh 
in working precision, with 6 ---- 10 -3. 
The Arnoldi process will be used in the GMRES solver, and in Arnoldi's method for computing 
eigenvalues and eigenvectors of large sparse matrices, to perform the projection onto the Krylov 
subspace KIn(A, v). For the parallel implementation of the Arnoldi process, in the previous 
methods, we will use the reorthogonalized CGS version, because it is both parallelizable and 
stable. 
~USTL: Universit~ des Sciences et Technologies de Lille, Lille, France. 
2CINES: Centre Informatique National de l'Enseignement Sup~rieur, Montpellier, France. 
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2.2. GMRES Method  
In 1986, Saad and Schultz described the GMRES (generalized minimum residual) method, 
see [1] as a Krylov subspace method for solving nonsymmetric systems. The m TM (m ~ 1) 
iterate x,~ of GMRES is the solution of the least squares problem 
min lib - Ax l ]2 ,  (2.4) 
Z6xo+km (A,ro) 
where ro = b - Axo is the residual of the initial solution. 
The Arnoldi process applied to Km(A,  ro) builds Vm+l = [Vm, Vm+l] and /~m which satisfy 
formula (2.1). 
Since KIn(A ,  to) = span(v, Av, . . . ,  A '~- lv ) ,  the iterate Xm has the following form: 
Xm ~- XO + Vmym, 
where Ym ~ [Rm, and its residual rm can be presented as follows: 
b - Axm = b - A(xo  + V,~ym) 
-- ro - AVmYm 
= ym+l  - Bmy ), 
where el is the first canonical vector of 9~ m+l. 
Now we can compute the norm of rm, and we have 
H,-,,,H2 = I]v,,,+l 1[2 
Therefore, ym is the solution of the following least squares problem: 
min 11/3el-/-Imyll 2 . (2.5) 
A powerful tool for solving this optimization problem is the QR decomposition based on House- 
holder transformations [7]. 
The major drawback to GMRES is that the amount of work and storage required per iteration 
rises linearly with the iteration count. Unless one is fortunate nough to obtain extremely fast 
convergence, the cost will rapidly become prohibitive. The usual way to overcome this limitation 
is by restarting the iteration. After a chosen number of iterations m, the accumulated data are 
cleared and the intermediate r sults are used as the initial data for the next m iterations. This 
procedure is repeated until convergence is achieved. The difficulty is in choosing an appropriate 
value for m. If m is too small, GMRES(m) may be slow to converge, or fail to converge ntirely. 
A value of m that is larger than necessary involves excessive work (and uses more storage). 
Unfortunately, there are no definite rules governing the choice of m, and choosing when to restart 
is a matter of experience. Some helpful preconditioned GMRES methods [8] are also studied for 
a better convergence. 
The GMRES(m) algorithm uses the traditional GMRES algorithm iteratively, by finding the 
iterate Xm, and restarting the algorithm with the initial guess x0 = xm, until convergence. Thus, 
we obtain the restarted GMRES(m) after m iterations of GMRES. 
ALGORITHM 2: GMRES(m).  
i. Start: choose xo an initial guess of the solution, m the dimension of Krylov 
subspaces, and g the tolerance, 
compute ro = b - Axo .  
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Figure 1. The P-time matrix "utmlT00a'. 
2. Apply Arnoldi process to Km(A, ro). 
3. Compute Ym-'-argminue~ libel- [Imy]12 with QR factorization, 
and set  X m = 370 Jr YrnYTr~, rm ---- b - Axm.  
4. Restar t :  i f  Ilrmll~ <~ stop 
e lse  set  xo  ----- Xm, r ---~ r m , and  goto  2 
The GMRES process hows a strong coupling [9], so the communications are intense and there 
exists an optimal number of processors. Beyond this number, the time of proceeding increases. In 
Figure 1, we notice 9 is the optimal number for this matrix on the computer IBM SP3, however 
for IBM SP4 the optimal number of processors for the same matrix is 7. For this algorithm, 
the IBM SP4 has a better performance than the IBM SP3 because of a more suitable hardware 
configuration. When we increase the number of processors to 10 or 11 processors, the time of 
calculation does not increase a lot because of the mechanism of shared memory in just one node 
of IBM SP3 or SP4 (the cost of communication is much heavier by message passing than in 
memory sharing mode). 
We can use the available parallelism by executing another algorithm (the calculation of the 
eigenvalues by the Arnoldi method). The use of such a hybrid method allows us to accelerate the 
convergence where the improvement of parallelism of the method GMRES(m) will be ineffective, 
or may even degrade the performance. We remark that these two algorithms are asynchronous. 
The eigenvalues we get allow acceleration of the convergence after being preceded by the method 
"least squares". The asynchronism allows the postponed reception of the eigenvalues without 
slowing down the principal calculation of the system resolution. 
2.3. Arno ld i ' s  Method  for Comput ing  Eigenvalues and E igenvectors  
Arnoldi's method is well known for approximating eigenvalues of large sparse matrices. It was 
first proposed by Arnoldi in 1951, see [10]. 
By reducing A to an upper Hessenberg matrix Hm, some approximate eigenva/ues of A in the 
Krylov subspace Km(A,v)  are computed by this method. The eigenvalues of Hm are approxi- 
mates of the eigenvalues of A and are called the Ritz values of A. 
Convergence cannot be achieved with a small m; on the other hand the storage required 
increases with m, so m cannot exceed a certain threshold. This problem is resolved by restarting 
the algorithm with v, a restarting vector, a combination of the real part of eigenvectors a sociated 
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with the d desired dominant eigenvalues. We can choose v in the form 
d 
v = ERe(u , )  
i=l  
Thus, Arnoldi's method for computing d dominant eigenvalues and their associated eigenvectors 
is as follows. 
ALGORITHM 3: ARNOLDI"S METHOD. 
1. S tar t :  choose v an in i t ia l  vector ,  m the dimension of gry lov subspaces, 
and d the number of desired dominant eigenvalues,  with the threshold 6. 
2. Apply the Arnoldi process to K, , (A ,v ) .  
3. Compute the eigenvalues (hi, 1 < i < d) and the assoc iated e igenvectors  
(yi, l< i<d)  of Hr,. 
4. Set u i=Vmyi ,  for  i= l , . . . ,d ,  the Ritz vectors  
5. Compute Pi = [[Aiui - Aui]]2, i = 1 , . . . ,d .  
6. Restart :  i f  maxd=l [Pi] < z stop 
d else set v = ~ i= l  Re(u i ) ,  and goto 2. 
After convergence in order to find another eigenvalue, we can deflate the matrix or choose a 
starting vector v orthogonal to the eigenvectors a sociated with the eigenvalues already computed, 
see [11-13]. 
2.4. Least Squares Method  
Just like all Krylov subspace methods, the iterates of the least squares method can be written 
as follows: 
5c = xo + Pk(A)ro,  (2.6) 
where x0 is an initial approximation, r0 its initial residual, and Pk is a polynomial of degree k - 1. 
Let p~ be the subset of the real polynomials pace defined by 
p~ = {polynomials p of degree k, such that p(0) = 1}, 
and define the polynomial Rk E p~ by Rk(z )  = 1 -- zPk(z ) .  Then the residual of the iterate ~ is 
= Rk(A)ro .  
Suppose that A is diagonalizable. Denote by {ul, u2,...,u,~} its eigenvector basis, and a(A)  = 
{A1,--., A~} its spectrum. 
If we express r0 in the eigenvector basis as 
n 
r0 ----- E pilQ' 
i=l 
then we can rewrite ~ in this way 
= ~ piRk()~i)ui. 
i=l 
An overestimate of the Euclidean norm of ~ is given by 
11~ll2 ~ Itr0112 m~)IRk(~)l. 
It is natural to choose Rk so that the above bound of []7=]]2 is minimal; in this case Rk is the 
solution of the following min max problem: 
min max IRk(A)I. (2.7) 
Rk6P~ AEa(A) 
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Since we do not have the whole spectrum of A, but only some eigenvalue stimates contained in 
a convex hull H, we consider the problem 
min max IRk(A)I. (2.8) 
RkEP~ XEH 
It is known that maxx~H ]Rk()~)l is reached on the polygonal boundary OH of H, and thus (2.8) 
becomes 
min max ]Rk()~)l. (2.9) 
RkEP~ )~EOH 
The above min max problem is difficult to solve. To address this difficulty, Smolarski and Say- 
tor [14] proposed to change the uniform norm (i.e., maxwell IRk()QI) by weighted L2-norm on the 
space of real polynomials, with a suitable weight function w. We obtain the following minimiza- 
tion problem: 
min [IRkll~,. (2.10) 
RkEP~ 
Let OH + be the upper part of OH, and denote by Ev (v = 1,.. .  ,#) its edges, and hence we have 
E 0H+ = U.=I v. Let c. and d, be, respectively, the centre and the half width of the edge Ev. 
The inner product (., .)~ over the space of real polynomials, associated with the norm II-Hw, is 
defined after simplification by 
where w~, is the restriction of w on the edge E, w~ is defined by 
~.(~)  = 2 id ~ _ (~ _ c~)=t-~/=.  (2.12) 
71" 
This weight is the generalized weight on a complex edge associated with the Chebyshev basis 
T~(()~-c,)/d,). This property makes the computation of the inner product easier by expressing p 
and q in this basis on each edge E,  as follows: 
z p(~)  = V"  F!')T.. ~ - c~ ~ ~ - z_., ~ ~ , q(;~) = {~')Ti , (2.13) 
i=0  i=0 
then we have 
= 2Ro + ,214 ,  
Let (tj)j > 0 be the scaled and shifted Chebyshev basis 
((~ - c ) /d )  
tj()~) = Tj Tj(a/d) ' j = 0,1 , . . . .  (2.15) 
This is the best basis of polynomials on the ellipse ¢(c, d, a) of smallest area enclosing H (see [15] 
and [16] for an algorithm computing this optimal ellipse). Moreover it satisfies a three-term 
recurrence of the form 
~+lt i+ l (z )  = (z  - ~ , ) t , ( z )  - ~t , _ l (Z ) ,  i = o, 1 , . . . .  (2 .18)  
Using the (tj)j > 0 basis defined by (2.15) we obtain a well-conditioned modified Gram matrix 
Mk = (mi,j) defined by 
mi,j = (tz-l ,t j-1)w, i , j  C {1, . . . ,k  + 1}. (2.17) 
We can express Pk in the Chebyshev basis as follows: 
k--1 
Pk = ~ ~iti, 
i=0  
where the coefficients ~i are determined by a minimization problem similar to problem (2.5) seen 
in CMRES with a Hessenberg matrix obtained from Mk and the coefficients ai, ~i, 5i. For more 
details, see [3]. 
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2.5. The  Hybr id  A lgor i thm GMRES(m)/LS(k,  1) 
This algorithm includes two parts. In the first part we use the GMRES(m) method to solve 
the linear system. In the second part, we find some eigenvalue stimates, and we apply the least 
squares method iteratively l times and we restart he GMRES(m) algorithm. 
The algorithm can be given as follows. 
ALGORITHM 4: GMRES(m)LS(k, I ) .  
i. Start: Choose xo, m,  m' the dimension of Krylov subspaces, k the degree of 
the least squares polynomial, 6 the threshold and I the number of successive 
application of the least squares method. 
2. Compute Xm, the m th iterate of GMRES starting with xo, if 
llb-Axml]2 <6 Stop else set xo =Xm,  ro=b-Axo .  
3. Perform simultaneously m' iterations of Arnoldi process on the other 
processors starting with to, and compute the eigenvalues of Sm,. 
4. If the number of eigenvalues obtained is sufficient then compute the least 
squares polynomial Pk on the boundary of H the convex hull enclosing all 
computed eigenvalues. 
5. For j=  l,...,l do 
Compute ~ ---- x0 + Pk(A)ro, and set Xo ---- x, ro = b -  Axo. 
End do 
6. Restart: if lit0(12 < 6 stop else goto 2. 
Suppose that the computed convex hull H contains only the eigenvalues AI,..., As, so the last 
residual is given by 
s 
= (Rk(A)/ro = ~ p (Rk(Ai/) u~ + p (Rk(Ai) l) ui. 
i=1 i=s+l 
The first part of the residual is very small because the LS method finds Rk minimizing IRk(A)[ 
with A E H, but not the second part, so the residual will be rich in the eigenvectors associated 
to the eigenvalues outside the convex hull H. 
We can tell that as l increases the first part will be much closer to zero and the second part 
will be very large. This explains the fact that residual norm increases enormously. However, 
restarting GMRES(m) with an iterate of which the residual norm is enormous. 
Restarting GMRES(m) with an iterate of which the residual is a combination of a small number 
of eigenvectors, the convergence will be very fast even if the residual norm is enormous. 
Because of the reason above, it is better to take the LS residual as the initial vector of Arnoldi's 
method in order to find new eigenvalues outside the hull convex H. This technique is used in the 
least squares Arnoldi method, see [15]. 
In order to implement this hybrid method, we use the supercomputer "IBM SP3 and SP4". A 
group of processors i in charge of the GMRES(m) algorithm, and another group takes charge of 
the parallel Arnoldi algorithm which calculates independently the eigenvalues necessary for the 
hybridization of the GMRES(m) method. The Arnoldi method includes ome parts which can be 
parallelized (Arnoldi's projection, residuals calculation, restarts). It is realized by the scientific 
software parallel package "PARPACK" [17] which runs on a group of processors, and a sequential 
part (the LS method and the sorting of eigenvalues) which runs on only one processor. 
In the Arnoldi method, when the number of eigenvalues whose residual is under the chosen 
threshold is sufficient, these eigenvalues will be sent to the processors devoted to the sequential 
part of hybridization. This computation is sequential because it uses just a small set of data; 
a parallel distribution of them is unnecessary. This process will calculate "least squares" pa- 
rameters, i.e., parameters of a convex polygon containing the eigenvalues in the complex plan, 
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Figure 2. The representation of eigenvalues in the complex plan of a real matrix, the 
convex, and the ellipse including them. 
parameters of the ellipse of smallest area enclosing this convex polygon, and coefficients of the 
least squares polynomial (see Figure 2). 
These parameters are then sent in order to execute the parallel part of the hybridization. The 
processes executing the GMRES(m) algorithm receive these data in an asynchronous manner, at 
the end of the current iteration. The GMRES algorithm is then stopped, and the parallel part 
of the hybridization is realized, by the least squares method, before restarting GMRES with the 
obtained iterate. The residual of this vector is also sent to the processors which run the Arnoldi's 
algorithm in order to use it as a new better initial vector for Arnoldi's method. 
3. IMPLEMENTATION 
3.1. Genera l  Organ izat ion  
To have experiments on such a system, we choose the supercomputer system IBM SP3 and IBM 
SP4. For IBM SP3: one SMP architecture with five nodes interconnected bya high debit network. 
For the four original nodes, each node has 16 processors of 375 MHz and 16 GB memory. For the 
fifth node updated recently, it has 16 processors of 1.1 GHz and 16 GB memory. For IBM SP4: 
one SMP architecture with nine nodes Power4 interconnected bya high debit network Federation, 
each node has 32 processors of 1.3 GHz and 64 GB memory. For our experiments, by reason of 
efficiency, and decreasing the communication f network, we execute our programs just on one 
node of the supercomputer. 
Most of the processors are used to run the algorithm GMRES(m) by the way of SPMD (single 
program multiple data) model, with an administrative process and p identical calculation pro- 
cesses. The calculation processors read directly their own data and execute the corresponding 
part of the method GMRES(m), communicating with their sibling processes. 
The processors dedicated to the parallel package "PARPACK" [17] contain the reception of 
residuals, the projection of Arnoldi, and the calculation of eigenvalues. Only one processor 
calculates the parameters "least squares" (the vertexes of convex polygon, the parameters of 
ellipse (a, c, d), and coefficients of the polynomial "least squares" ~i), which will be sent to the 
processors executing the algorithm GMRES(m) later. 
3.2. Matr ix  Format  for the  Imp lementat ion  
Matrices downloaded from the MatrixMarket site are tested for our algorithm. A series of ma- 
trices used in nuclear physic and computational fluid dynamics are tested: the matrix "utm300" 
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(size 300 × 300, 3155 nonzero elements), 3 the matrix "utmlT00a" (size 1700 × 1700, 21313 nonzero 
elements), 4 the matrix "utm3060" (size 3060 x 3060, 42211 nonzero elements), ~ and the largest 
matrix tested "af23560" (size 23560 × 23560, 484256 nonzero elements). 6 In fact, we convert all 
these matrices into the CSR format for our calculation. 
The format most economical in the memory for the machines is the format CSR (compress 
sparse row) or its equivalence CSC by columns (compress parse column). The CSR format 
describes the sparse matrices by three vectors [18,19]. 
3.3 .  Eigenvalues Accumulat ion  
It is necessary to accumulate eigenvalues found during several iterations. Indeed the number of 
usable eigenvalues (whose residual norms are under the expected accuracy) obtained after each 
Arnoldi's iteration is not always sufficient o perform another LS iteration. In addition, for a 
given initial vector, eigenvalues whose accuracy is sufficient are not always the same from one 
iteration to another. 
Moreover, we cannot obtain all the matrix eigenvalues with the Arnoldi method. To obtain a 
good distribution of the computed eigenvalues, we must use different initial vectors. Each restart 
of the method is hence established by changing this vector, especially with the residual vector 
received from GMRES, if it is available. In this way, a satisfactory sampling of eigenvalues i
computed that allows us to calculate fficient LS parameters. We therefore save eigenvalues that 
are found at each iteration. All these values are used to update the LS parameters. Some will be 
duplicated but these copies do not modify the convex polygon characteristics. 
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Figure 3. The influence of the size of the Krylov subspace in GMRES method MG 
for "af23560" on IBM SP4. 
3See details about this matrix at http ://math. nist. gov/MatrixMarket/data/SPARSKIT/~okamak/ 
utm300, html. 
4See details about this matrix at http://math, nist. gov/MatrixMarket/data/SPARSKIT/tokamak/ 
utm1700a, html. 
SSee details about this matrix at http://math, nist. gov/MatrixMarket/data/SPARSKIT/tokamak/ 
utm3060, html. 
6See details about this matrix at http://math.nist, gov/MatrixMarket/data/NEP/airfoil/ 
af23560, html. 
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3.4. Method Parameters  
The hybrid algorithm's behaviour is subordinate to many parameters. We describe here the 
most important of them. 
n is the matrix size. 
m is the size of Krylov's subspace. This parameter exists in both the CMRES method and in 
the Arnoldi method. When m decreases, the duration of each iteration decreases, because the 
amount of calculation becomes maller. But at the same time, the number of iterations before 
convergence increases [1]. An optimal value exists that is not necessarily the same in the two 
algorithms. In addition, we can use these values to adjust the relative speed between the two 
computations in order to adjust the number of eigenvalues sendings (see Figures 3-6). Thus we 
shall distinguish between m(GMRES) and m(Arnoldi). 
k is the degree of the least squares polynomial. 
l is the power of the LS computation. It represents he number of times that the LS parameters 
will be used at each LS iteration. 
NV is the minimum number of eigenvalues to accumulate before the calculation of LS param- 
eters; it has also a remarkable influence on the performance (see Figure 7). 
The importance of both k and I is discussed in Section 4 (see Figures 8, 9 and Tables 1, 2). 
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Table 1. K- iterations for the matrices (NC- -not  convergent). 
utm300 utml700a af23560 
K= 10 160 
K= 20 14 
K= 30 23 
K= 50 19 
1514 94 
849 42 
793 NC 
875 NC 
Table 2. K- t ime (second) for the matrices (NC~not  convergent). 
utm300 utml700a af23560 
K=IO 
K=20 
K=30 
K=50 
8.1159 252.0393 318.4566 
0.8325 140.4478 147.4916 
1.5434 134.3323 NC 
1.9122 147.8727 NC 
4. NUMERIC  RESULTS 
The experimental results (see Figures 8-10), tested with the sparse matrices downloaded from 
the site "MatrixMarket", show that the acceleration of convergence is unquestionable. We ob- 
serve that the global computation time of the hybrid parallel method is better than the parallel 
CMRES(m) itself. The speedup can be spectacular when the convergence of GMRES itself is 
difficult (see Figure 10). 
In Figure 6, when the hybrid computation using LS parameters by the GMRES/LS processes 
occurs, we often notice a temporary increase of the residual. However the next decrease of this 
residual is faster than before the last LS iteration, and globally the convergence is accelerated [19]. 
Thereby, too frequent sending of LS parameters damages the efficiency; each LS iterate does 
not have time to have repercussions on many GMRES iterations. When the peaks are high and 
nearby, divergence may even occur. We can avoid this trouble by the choice of a sufficient value of 
the NV parameter (see Figure 7) which forces waiting storage of a specified number of calculated 
eigenvalues before each LS iteration. 
It is possible to improve the efficiency of least squares hybridization by calculating a high 
power l of polynomial. The residual evolution shows high peaks, but the global convergence is 
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Figure 10. The comparison ofthe hybrid method and GMRES itself of "utml700a'. 
faster (see Figure 9). However the computation t ime of the parallel part  of the hybridization 
increases in respect o this power. For the small values of l, the t ime consumed by this computa- 
tion is less than that gained with the speedup of convergence. Sometimes the situation is worse, 
for l = 1, the hybridization overhead may produce a worse time than with GMRES(rn) itself (see 
Figure 8). But an excessive increase of l beyond a certain limit offers no addit ional time, or even 
a waste of t ime and we may obtain a divergence. 
The LS polynomial degree k is also an important parameter, and its value must be sufficient o 
obtain efficiency with the hybridization. But as the previous parameter,  it increases the parallel 
computat ion t ime (see Table 2). 
The optimal values of these parameters vary with the matrices and to find them in each case 
is a delicate matter.  We can see from Tables 1 and 2. According to the least t ime and the least 
numbers of iterations, for the matr ix "utm300TP",7 the optimal value of k is 20, for the matr ix 
"utm1700aTP", s the optimal value of k is 30, and for the matr ix  "af23560TP", 9 the optimal 
value of k is 20. Comparing Tables 1 and 2, we notice that sometimes the number of iterations 
reduces while the time of calculation increases (because of the addit ional t ime for LS calculation 
when the parameter k increases). 
The nondeterminism has a remarkable influence on the performance of the parallel programs. In 
the mode of t ime-sharing (see Table 3), the performance depends a lot on the load of the machine. 
The t ime of calculation and the number of iterations are different for each execution. And the 
coupling between the two parallel algorithms, when eigenvalues are sent by the Arnoldi process, 
does not occur always at the same iteration number of GMRES process. Of course, the effect of 
the hybridization is thus different between two executions with the same values of parameters. 
We can also observe that  the same phenomenon happens even for the mode of monopolization 
(see Table 4): every processes monopolizes a single processor, it does not share the processors 
with other processes, but the performance still varies with each execution. Although they do not 
share the processors at the same time with the others, they have to share the same memory with 
the other processes that are running on the same node of the machine. 
7Hybrid method parameters of "utm300" in Tables 1 and 2: n = 300, rn(GMRES) = 121, n(CMRES) : 4, 
m(Arnoldi) = 64, L = 10. 
8Hybrid method parameters of "utmlT00a" in Tables 1 and 2: n = 1700, m(GMRES) = 100, n(GMRES) = 4, 
rn(Arnoldi) = 256, L -= 10. 
9Hybrid method parameters of "af23560" in Tables 1 and 2: n • 23560, m(CMRES) = 200, n(OMRES) --- 4, 
rn(Arnoldi) = 200, L = 10. 
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Table 3. Nondeterminism of the acceleration of the convergence, time-sharing on 
IBM SP3. (Matrix "af23560", n = 23560, m(GMRES) = 100, rn(Arnoldi) = 200, 
k = 10, l = 10, nG = 4.) 
GMRES(m) Iterations 
LS Iterations 
Total Time (seconds) 
99 94 
7 7 
903 865 
99 81 
8 6 
917 706 
Table 4. Nondeterminism of the acceleration of the convergence, monopolization on 
IBM SP3. (Matrix "af23560", n = 23560, m(GMRES) = 100, m(Arnoldi) = 200, 
k = 10, l ---- 10, nG= 4.) 
GMRES(rn) Iterations 87 86 111 82 
LS Iterations 6 6 8 6 
Total Time (seconds) 301 307 397 273 
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Figure 12. General scheme of asynchronous hybrid GMRES/LS-Arnoldi processes. 
The  number  o f  p rocessors  (nG)  that  execute  the  a lgor i thm GMRES(m)  is a lso a key  parameter  
(see F igure  11). We can  observe  that  when we put  more  processors  in to  the  ca lcu la t ion  a f ter  
A Hybrid GMRES/LS-Arnoldi Method 1661 
a threshold (in Figure 11, for IBM SP3 and IBM SP4 the threshold is eight), the time used 
to get the resolution increases contrarily. This is because the time of calculation gained by the 
acceleration with more processors i less than the time consumed by the communication among 
the processors. 
The minimum number of eigenvalues to accumulate before the calculation of the LS parameters, 
NV, has also a remarkable influence on the performance (see Figure 7). When this parameter is
small, the first time we get the eigenvalues, we compute the LS parameters more quickly, so it 
makes the whole program faster. But we get an ellipse that is less precise, and the acceleration 
effect is worse. When this parameter is large, we need more time to wait for enough eigenvalues 
for the first calculation of the LS parameters, but we can get a much better ellipse, which fields 
a good acceleration. However, beyond a still larger number of eigenvalues, waiting further does 
not give a best precision to the LS parameters. So there exists also an optimal value. In addition 
to this effect of NV mainly available on the first calculations of LS parameters, this number NV 
has also an influence on the space between the peaks, that is to say the period between two LS 
iterations which depends of the time spent waiting for NV eigenvalues to be calculated. 
The most important parameter for the hybrid method (as for the GMRES(m) method itself) 
is MG (the size of subspace Krylov for the GMRES method), because the major part of our 
algorithm is the GMRES(m) method, and most of our processors work for GMRES(m), it has 
a significant influence on our hybrid method (see Figures 3, 4). The efficiency of each iteration 
increases with this parameter but its time of calculation increases also. When the value of MG 
is not very large, and when we increase the value of MG, the time to convergence decreases. In 
Figure 5, when we increase MG from 150 to 250, we get a better performance. 
But when we increase MG from 250 to 400, the time to convergence decreases contrarily. In 
Figure 3, we can see that the number of iterations decreases with the increase of MG. We can 
see that when we increase the value of MG, we need fewer iterations to achieve convergence, but 
for each iteration, we need more time for the calculation, and in all, we need more time for the 
convergence. So there is an optimal value of MG; in this case, it is 250. 
For the processors used by the package PARPACK to calculate eigenvalues, MA is a very 
important parameter to adjust is the size of the Krylov subspace for the Arnoldi method. So 
the value of m(Arnoldi) has therefore an obvious influence (see Figures 5 and 6). When we 
increase this size, we get the eigenvalues more accurately which are more helpful to speed up the 
convergence, but the calculation time of the eigenvalues increases ignificantly. So there should 
exist a balance for choosing the best size. 
The experiments show that when increasing l, k, MA (the size of subspace Krylov for the 
Arnoldi method), MG (the size of subspace Krylov for the GMRES method), and NV (the 
minimum number of eigenvalues to accumulate before the calculation of the LS parameters), the 
time to convergence decreases, then remains at the same value or increases and there are optimal 
values of l, k, MA, MG, NV. These values appear also for the number of computation iterations. 
And in all, the setting of the different parameters for our hybrid method GMRES/LS-Arnoldi is 
really delicate and depends trongly on the matrices and the machines. But even when we have 
not chosen the optimal value of some parameters, we still have a good acceleration compared 
with the method GMRES itself (see Figures 5-7, 9). 
5. CONCLUSIONS 
The experimental results show the interest of the method even if the evolution of the residual 
norm presents ome peaks. We have obtained very important convergence accelerations, more 
significant han when using just a parallel machine with several nodes, to solve a large scale 
scientific problem. Thanks to the low amount of communications between its components, our 
hybrid method takes advantage of available parallelism that might otherwise be unusable with 
the classical method. 
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The resolution of the linear system by GMRES(m) and the calculation of eigenvalues are 
totally independent. According to the load of the machine, the calculations of eigenvalues axe 
not always realized by the same times of iterations. These calculations are asynchronous with the 
performance nonreproducible, but in any case this hybridization gives a significant acceleration. 
A lot of parameters allow optimization of the performance of the hybrid method. To find the 
best value of each of them is not easy. In addition, each matrix has its own optimal values of each 
parameter. But even not reaching the best performance, it is easy to obtain reduced computation 
times, and convergence may occur when it is not possible with GMRES(m) itself. 
Although not discussed in this paper, the hybrid method is also useful for linear systems with 
several right-hand sides because the same LS polynomial can be used for all right-hand sides. 
In the near future, we will extend our method to the scientific problems of very large size, 
where the sizes of matrix may reach more than 1 x 10 6. In this case, memory available on one 
node is not sufficient, and we will do more tests on several nodes of the same computer and on 
different supercomputers to see the performances. 
Another aim is to apply this hybrid method across a distributed computing environment. We 
will start the tests in mode of peer-to-peer. In this way, the performance may be modest, but 
we can exploit the many underexploited resources which are much cheaper compared with the 
supercomputers. 
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