developmental plasticity" (sensu Nettle & Bateson, 2015) . In this case, the developmental temperature is a cue that triggers a phenotypic change in the direction of the new optimum, but if the temperature change is severe or unprecedented, then this might merely impose developmental stress. In stressful conditions, plasticity is likely to be maladaptive, so selection should favour a reduction in plasticity (this phenomenon is called "genetic compensation"; Grether, 2005) . Selection could favour a reduction in plasticity in the population mean, however, without decreasing individual plasticity; this scenario is predicted in Figure 1 .
A rapid change in temperature could induce greater levels of phenotypic variation within a population, which could facilitate or accelerate adaptation to a new environment (O'Dea, Noble, Johnson, Hesselson, & Nakagawa, 2016) . Ordinarily, when a population is well adapted to its environment, we expect high "adaptive precision" (sensu Hansen, Carter, & Pélabon, 2006) so that the genotype reliably produces a near-optimal phenotype. In a changing environment, however, lowering adaptive precision (i.e. increasing phenotypic variability) could increase the chance of an unusual and beneficial phenotype arising in the population (Hansen et al., 2006) .
Populations with greater phenotypic variance might recover more quickly after an environmental perturbation, as they are more likely to harbour individuals who, by chance, tolerate or even thrive in the changed conditions. The fitter individuals could allow the population to persist in a novel environment, and provide the material for selection to act upon (Ghalambor et al., 2007) . This scenario is reminiscent of "bet-hedging"-if it is unclear which single phenotype will maximize fitness in the next generation, betting on a wide range of phenotypes might pay off (Franch-Gras, García-Roger, Serra, & Carmona, 2017; Starrfelt & Kokko, 2012) . Potentially, variability itself could be heritable, which might allow these variants to keep up with rapidly changing environments via "heritable bet-hedging" (O'Dea et al., 2016; Pal & Miklos, 1999) .
Novel environments could increase phenotypic variance by exposing previously hidden (cryptic) genetic variation, or by inducing new epigenetic changes. Under normal conditions, the genotype slowly accumulates genetic changes that are not expressed. When the temperature changes, some of this variation can be revealed and exposed to selection (McGuigan & Sgrò, 2009; Paaby & Rockman, 2014; Wood & Brodie, 2015) . Any variants with a selective advantage could increase in frequency via natural selection and spread through the population. Alternatively, a change in temperature can induce changes in gene expression via epigenetic modifications.
While these changes will only be heritable in the short term (if at all), they may still increase the likelihood that the phenotypes become genetically encoded, via genetic assimilation (Crispo, 2007; Pal & Miklos, 1999) . Despite a theoretical basis behind the adaptive potential of increased phenotypic variance (Ghalambor et al., 2007) , the effect of temperature on phenotypic variance is largely unexplored in empirical studies.
Fishes should reveal whether temperature changes do increase phenotypic variance because, as ectotherms, they are particularly sensitive to their external temperature (Neuheimer, Thresher, Lyle, & Semmens, 2011) . Previous fish studies have shown the phenotypic average of many phenotypic traits is affected by the developmental environment (i.e. there is developmental plasticity) (Jonsson & Jonsson, 2014) . However, while phenotypic variance is at the heart of evolutionary theory, statistical analyses have historically focussed on testing for differences in phenotypic means. Few, if any, studies explicitly test whether the developmental temperature changes phenotypic variance, but the statistical tools now exist to approach this question using a meta-analysis.
Here we present the first meta-analysis on the phenotypic effects of developmental temperature in fish, and the first in any species to test for the effects of developmental temperature on phenotypic variability. We test 10 a priori predictions, which we registered before data exploration and analysis (O'Dea, Lagisz, Hendry, & Nakagawa, 2018a) . We predict that: (a) fish reared in warmer temperatures will have greater phenotypic variability than fish experiencing control temperatures, controlling for any effect of temperature on the phenotypic mean ( Figure 1c ). (b) Changing the developmental temperature will impact the mean of traits, according to the studies reviewed in Jonsson and Jonsson (2014) .
Warm temperatures will increase growth rate and metabolic rate, but reduce size, muscle fibre number and heart volume (c.f. Hesse's rule; Müller et al., 2014) (Figure 1b ). (c) Cool temperature treatments will cause differences in phenotypic means and variability that are similar in magnitude to warm temperature treatments, but with the same direction in variability and opposing directions in means. This prediction assumes that the developmental temperature and optimal phenotypic mean are linearly correlated, and fishes have evolved adaptive developmental plasticity. (d) Larger differences between control and treatment temperatures will result in larger differences in phenotypic means and variability. (e)
Longer treatment durations will cause a larger difference in phenotypic means and variability. (f) An earlier start in treatment will cause larger differences in phenotypic means and variability. (g)
A permanent treatment will have a larger effect on phenotypic means and variability than a transient treatment. (h) Fish groups that express greater phenotypic variability in the control environment will also show a greater shift in the average phenotype when exposed to the experimental temperature. (i) Experimental populations with greater amounts of genetic diversity will show more phenotypic variability, and respond more to temperature treatments. To test this prediction, we use a crude, but simple proxy for genetic diversity: the number of fish who contributed gametes to the experimental population. (j) Temperature treatments F I G U R E 1 A change in the environment changes the optimal phenotype. Subsequently, phenotypic plasticity changes the phenotypic mean (b) or phenotypic variance (c), which shifts some individuals closer to the new optimum (i.e. adaptive plasticity). Transparent points and lines denote previous conditions and phenotypes, while black denotes the present (after an environmental change). (a) Fitness density curves show the old and new adaptive landscape, with old and new population phenotypes shown underneath (points and error bars represent mean ± SD). Under normal conditions (before the change), the phenotype of a hypothetical population is centred on the adaptive peak (i.e. the point of maximum fitness), but after an environmental change the adaptive landscape shifts. The dashed vertical lines represent the optimal phenotypes in each environment. Both a plastic shift in the mean or an increase in variability can push more of the population towards the new adaptive optima. In (b,c), the changes in phenotypes are represented as either (b) consistent shifts in the intercept of reaction norms, or (c) stochastic changes in the intercept and slope of reaction norms (i.e. spreading of the reaction norms) that approach or exceed the optimal thermal limits of the species will elicit larger phenotypic effects than temperature treatments within the normal thermal range. 
| ME THODS

| Eligibility criteria
Study design
We included experimental studies that reared fish eggs or newly hatched fish embryos under at least two temperature conditions: (a) normal temperature (control treatment; defined below under Data collection process) and (b) warmer than normal temperature (warm treatment). If data were available for a cool temperature treatment in addition to the warm treatment, we extracted those data too. Those data allowed us to test whether any phenotypic differences were simply caused by a temperature change, or whether the direction of the temperature changes mattered. When data on multiple temperature treatments were presented at increasing temperature differences from the control, we took each control-treatment pairwise comparison. We excluded treatments that caused survival lower than 10%, so that we were testing for the effects of viable temperature changes, not extreme developmental stress. The cut-off value of 10% was chosen because studies that reported very low survival fell below this value.
The temperature treatments needed to commence on or before the day of hatching, and the treatments needed to be simultaneous (i.e. families or groups split between treatments; between-subject design). We included studies where the treatment was maintained for the duration of the experiment, and also studies where fish were brought back to a common, control temperature before being measured.
Phenotypic measurements
Studies needed to report means, sample sizes, and variance or a measure of dispersion (standard deviations, standard errors, interquartile ranges or coefficient of variations) for ratio-scale phenotypic traits (i.e. traits measured on a continuous scale with a lower-bound at zero). Where sample sizes or variance was missing, we attempted to contact authors for this information. All contacted authors (n = 8)
were asked whether they could provide additional data (published or unpublished) that could be used in our meta-analysis. Five authors replied to requests for data, and two provided data used in analysis.
We excluded measurements taken before the day of hatching (e.g. egg mass). We also excluded proportion (binary) data (e.g. sex ratio) because these data types would not allow us to test for variability differences (the distribution of these data is described by the mean and sample size, and any variance that is reported for these measurements is from the group level rather than individual level, making it not comparable to other types of traits). The minimum sample size for inclusion was three fish per treatment group. Genetic and molecular data were outside the scope of this meta-analysis.
| Information sources
| Search
We performed a systematic search using the Scopus and Web of Scopus: TITLE-ABS-KEY ("*fish*" OR "bass" OR "carp" OR "char" OR "cod" OR "salmon*" OR "sole" OR "tetra" OR "*trout") AND TITLE-ABS-KEY ("high* temperature*" OR "elevated temperature*"
OR "high* water temperature*" OR "elevated water temperature*" OR "rearing temperature*" OR "effects of temperature*" OR "temperature challenge*" OR "thermal stress*" OR "embr* temper*").
AND TITLE-ABS-KEY ( "rear*" OR "incubat*" OR "developmental temperature*") AND LANGUAGE (english) AND NOT SRCTITLE ( "Japanese Edition").
AND NOT TITLE-ABS-KEY ("cryo*" OR "triploidy" OR "jellyfish").
AND ( LIMIT-TO ( SUBJAREA, "AGRI") OR LIMIT-TO ( SUBJAREA, "BIOC") OR LIMIT-TO ( SUBJAREA, "ENVI") OR LIMIT-TO ( SUBJAREA, "MEDI") OR LIMIT-TO ( SUBJAREA, "VETE") OR LIMIT-TO ( SUBJAREA, "IMMU")).
Web of Science: (TS=("*fish*" OR "bass" OR "carp" OR "char" OR "cod" OR "salmon*" OR "sole" OR "tetra" OR "*trout") AND TS=("high* temperature*" OR "elevated temperature*" OR "high* water temperature*" OR "elevated water temperature*" OR "rearing temperature*" OR "effects of temperature*" OR "temperature challenge*" OR "thermal stress*" OR "embr* temper*") AND TS=("rear*" OR "incubat*" OR "developmental temperature*")
NOT SO=("Japanese Edition") NOT TS= ("cryo*" OR "triploidy"
OR "jellyfish")) AND (SU=(Agriculture OR Behavioral Sciences OR The first term in our search string-"*fish*" OR "bass" OR "carp" OR "char" OR "cod" OR "salmon*" OR "sole" OR "tetra" OR "*trout"-was designed to include studies on fish that do not necessarily mention fish in the title, abstract or keywords. To decide on the fish names to include, we compiled a list of the most common fish names from the "list of common fish names" page on Wikipedia. We then performed our search with the individual addition of each of these names and recorded the number of hits. For the names that added >10 hits, we downloaded the titles of these papers and scanned them to see which were suitable. We excluded names that generated many hits for studies that were not on fish, such as "ray".
In addition, on 31 January 2018, we performed a backward and forward search to find the studies cited in, and studies that sub- 
| Study selection
The exact numbers of screened and included studies are shown in Figure S1 , and the list of included studies is presented in Table S1 .
We used Rayyan software to screen titles and abstracts (Ouzzani, Hammady, Fedorowicz, & Elmagarmid, 2016) .
Three people (REO, ML and SN) screened the abstracts, using a decision tree ( Figure S2 ). We had a partial overlap of decisions (36% abstracts screened by more than one person, among which 24% of abstracts had conflicting decisions). Conflicting decisions were discussed and resolved.
Nearly 85% of the 1,610 abstracts were excluded after screening.
We performed full-text screening for the remaining 247 papers included after abstract screening, from which 62 papers were included for data extraction. The full list of screened studies is avail- (v. 3.4.3; R Development Core Team, 2018) . All data were extracted by one author (REO), but to verify these extractions half of the data (50% of papers) were checked by other authors. We extracted data as control-treatment pairwise comparisons. For laboratory fish strains, the control temperature was taken as the usual rearing conditions for the system. For wild-caught fish, the temperature used as control was either specified in the paper or was inferred from other studies on the same species. The data were excluded if the "control" temperature was outside the reported optimal temperature range for the species, as reported from the websites Fishbase (Froese & Pauly, 2000) and Animal Diversity Web (University of Michigan Museum of Zoology, 2018). Each pairwise comparison was given a unique ID (unit of analysis), a group ID (the group of eggs that had been split between temperatures), a paper ID (the paper reporting the data) and a species ID (the species that was measured). To minimize errors, data were entered into a relational database, built using Filemaker Pro software (v. 12). Data exported from this software are available from https ://osf.io/e2tyw/ , and a copy of the relational database is available on request from REO.
| Data items
For the full list of moderator variables, see Table S2 . For each pairwise comparison, we extracted information about the type, magnitude and length of the temperature treatment. Phenotypic traits were divided into 11 fine categories, which we grouped into four broad categories: (a) behaviour ( When survival data were reported for different incubation temperatures of each group, we extracted this information as well (note that these survival data were collected after the first round of peer review and were therefore not included in the registered analysis plan).
| Analysing data
| Effect sizes
To test for phenotypic differences between a treatment and a control group of fish, we calculated two effect sizes for each pairwise comparison, along with their associated sampling variance: the log response ratio (lnRR; Hedges, Gurevitch, & Curtis, 1999 ) and the log coefficient of variation ratio (lnCVR; Nakagawa et al., 2015) . To test for mean phenotypic differences, we used lnRR, which is the natural logarithm of the ratio between the mean phenotype in the treatment and control groups. To test for differences in phenotypic variance, we used lnCVR, where the ratio represents the difference between the coefficients of variation (i.e. standard deviations divided by means)
for the treatment and control. We used lnCVR because, as expected, our data showed a strong positive correlation between mean and variance. We calculated each effect size in R, using the escalc function in the metafor package (v. 2.1-0; Viechtbauer, 2010). For both logged ratios, we specified the treatment group as the numerator and the control group as the denominator, so that positive values indicate the trait value increased in the treatment group, whereas negative values indicate the trait value decreased in the treatment group.
In addition to calculating the phenotypic differences between the treatment and control groups directly, we also estimated them from random-slope meta-regression models. In this alternative method for estimating variability differences, logged standard deviations are modelled directly while controlling for their corresponding logged mean values (lnSD; Raudenbush & Bryk, 1987) . This lnSD method has greater statistical power to test for differences in variability between a control and treatment (c.f. Nakagawa et al., 2015) .
More details are given below under Sensitivity analyses.
| Meta-analysis
We fit meta-analytic and meta-regression multilevel linear mixed-effects models, using the rma.mv function in the metafor package (v. To decide on the random-effects structure, we compared null models, which were run using the maximum likelihood method, with combinations of five random effects: unit ID, paper ID, group ID, species, and phylogeny (modelled with a phylogenetic relatedness correlation matrix; to generate the phylogeny (shown in Figure 2 ) we searched for species names in the Open Tree Taxonomy (Hinchliff et al., 2015) , using the tnrs_match_names function in the R package rotl (v. 3.0.4; Michonneau, Brown, & Winter, 2016) . We computed branch lengths using the default settings of the compute.brlen function in the R package ape (v. 5.1; Paradis & Schliep, 2019) ). The data were structured so that group ID and paper ID were roughly equivalent (as few papers presented data for multiple groups of fish), so only one of these random effects could be fit at a time. Subsequent model selection was based on comparing the models variance components and AIC values, which are shown in Table S3 . We chose a model with group ID and unit ID as random effects. Here, the variance component for group ID represents between-group variance, and the variance component for unit ID represents residual (within-group) variance.
We specified sampling variance as variance-covariance matrices, with the sampling variance for each effect size on the diagonal, and the covariance between these measures as off-diagonal elements at appropriate locations. We ran two types of models: "conservative" and "non-conservative". The conservative model assumed a 0.5 correlation between the effect size sample variances with the same group ID. The "non-conservative" model assumed no correlation (i.e. independent sample variances). These two approaches yielded qualitatively similar results; here, we present results from the non-conservative models, but the results for conservative models are presented in the SI.
Meta-regression
We estimated the amount of heterogeneity in our data set (I 2 total ) for the multilevel meta-analytic models, using the method described by Viechtbauer (2018) . Most meta-analyses in ecology and evolution find high levels of heterogeneity (Senior et al., 2016) , and ours were no exception (87% and ~100% for lnRR and lnCVR meta-analytic models, respectively). We therefore turned to meta-regression models to both explain some of this heterogeneity (the between-study variance and within-study variance), and test our a priori predictions.
Missing data were removed for meta-regression models (complete cases analysis). The "full model" included all significant and marginally non-significant (i.e. p value < .1) predictors, after first checking for multicollinearity between the predictors.
Transformations
All regression coefficients for continuous moderator variables were estimated at the average values of those predictors, by meancentring continuous inputs (i.e. subtracting the means from each value of the input variable). Where both the type of treatment (cool or warm) and a continuous variable were fit in the same model, the continuous variable was mean-centred separately for each treatment type (Nakagawa, Kar, O'Dea, Pick, & Lagisz, 2017) . In addition, the amount of variation expressed by fish in the control group (lnCV) was z-scaled to be expressed in standard deviation units.
| Sensitivity analyses
To determine the robustness of our results, we performed a number of sensitivity analyses.
Bayesian meta-analysis
We re-ran all lnCVR and lnRR models with an alternative Bayesian approach, using the MCMCglmm package (v. 2.26; Hadfield, 2010) . In order to weight the studies correctly, we fixed the sampling variance for each effect size by using an inverse-Wishart prior (V = 1, fix = 1), so that the sampling variances were taken directly from the studies (which matches the assumption of known sampling variances of metaanalytic models). For the random effect of group ID, we used a parameter expanded prior that was minimally informative (V = 1, nu = 0.002, alpha.mu = 0, alpha.V = 1,000). All MCMC chains were run for 100,000 iterations, with a 10,000 burn and 100 thinning interval, and we visually checked that these chains were mixing well. All results were very similar to those produced using metafor, and they are available in the SI.
lnSD instead of lnCVR
We used an alternative method to test for differences in variability between the control and treatment groups, where the logged standard deviation (lnSD) for each group of fish was the response variable.
To account for the mean-variance relationship, the logged mean was included as a fixed effect. We tested for the effect of the treatment by including the treatment factor (either "control" or "treatment") as a fixed effect. In addition to the random effects of unit ID and group ID, we also included a random slope for each control-treatment pairwise comparison. In order to include this random slope, we ran these models using MCMCglmm (at the time of writing, this model specification is not supported in metafor). This Bayesian approach also allowed us to set 1 as the coefficient of the fixed effect of logged mean, which makes the coefficient for the treatment fixed effect equivalent to lnCVR (Nakagawa et al., 2015) . For the other fixed effects, we set the prior at 0 with large uncertainty (variance of 10,000,000).
Publication bias
As none of our data originates from unpublished studies, the results are at risk of publication bias (a bias towards significant differences).
This bias is likely to be a greater issue for mean differences than variance differences, because most studies did not explicitly test for differences in variability. We took three steps to explore whether publication bias was an issue in our data set: first, we first plotted lnRR and lnCVR against their standard errors (square-root of sampling variances), to look for asymmetry in these funnel plots ( Figure S3 ). Next, we ran Egger's regression on the "meta-analytic residuals" (sensu Nakagawa & Santos, 2012) of effect sizes and their sampling errors.
These residuals were calculated from full Bayesian models, including the type of treatments and the interactions with trait type and treatment magnitude for lnCVR (Table S17) , with the addition of the treatment condition and variability in the control group for lnRR (Table   S18 ). Finally, we tested whether studies with larger effects tend to be published earlier (known as the time-lag effect), by including publication year as a moderator variable in meta-regression models (Jennions & Møller, 2002) (Table S21) .
Leave-one-out analyses
To test how robust our main results were to the exclusion of individual experimental groups of fish, we performed leave-out-one analyses, where we ran the same models multiple times, each time leaving out one subset of data (i.e. excluding one group ID).
| RE SULTS
| Description of data set
Our data set (available from https ://osf.io/e2tyw/ ) includes 62 papers reporting data on 43 species. We analysed 627 effect sizes for the difference between 84 groups of control and treatment fish. The median and mean sample size in each sample (control or treatment group of F I G U R E 2 The number of effect sizes for each family of fish, and the number of species representing each family, shown alongside the estimated phylogeny from the Open Tree of Life (Michonneau et al., 2016) . The size of fish silhouettes depicts the order of maximum length for the species in that family (range = 6-210 cm), and the silhouette shading level represents the total number of fish measured for species in that family (range = 10-1,960 fish; darker shades depict higher sample sizes). The lengths of horizontal bars correspond to the percentage of effect sizes that originate from warm treatments (red; top bar) and cool treatments ( Figure 2 shows the spread of data across the phylogeny of species represented in the data set. Warm treatments comprised 65.4% of the effect sizes, and the average increase in temperature for these treatments was 4.4°C. The magnitude of the temperature difference for the cool treatment (34.6% of effect sizes) was 3.1°C. The vast majority of studies measured morphological and physiological response variables (76.2% and 21.1% of effect sizes, respectively). The duration of the temperature treatment was very positively skewed: the median day that fish were measured was 12 days after the treatment started, whereas the average was 35 days.
Similarly, the median and mean of the treatment start date was 0 and 1.5 days post-fertilization. In a minority of cases, the fish in the treatment group were brought back to the control temperature before they were measured (i.e. transient treatments: 16% of effect sizes). The median and average number of parents who contributed eggs or sperm to a given experimental group of fish was 10 and 15, based on information available for 70% of effect sizes.
| Did warm temperatures increase phenotypic variability?
Fish reared in warmer temperatures expressed 8.4% more variable phenotypes than fish reared in normal temperatures, albeit this difference was marginally non-significant (lnCVR: 0.081, 95% confidence interval, CI: −0.004 to 0.165; Figure 3a , Table S4 ). Using the alternative lnSD method of analysis, we estimated a statistically significant 13.0% increase in phenotypic variability in warm temperature treatments (lnSD control-warm treatment slope : 0.122, 95% confidence interval, CI: 0.064-0.179; Figure 3b , Table S5 ).
| Did changed developmental temperatures change phenotypic means?
Warm temperatures tended to show a statistically non-significant 3.1% increase in the means of phenotypic traits (lnRR warm intercept : 0.030, CI: −0.004 to 0.064; Figure 3c , Table S7 ). Among different types of phenotypic traits, only growth rate (which was classified as life history) showed a statistically significant 38% increase in warmer temperatures, but note that this estimate is based on very little data so it is not informative (n = 4; Figure 4 ; Table S9 ). Warm temperature treatments did not reduce mean values in any of the broad categories of phenotypic traits (Table S9) .
Cool treatments showed a larger effect on phenotypic means than warm treatments and significantly reduced trait means by 8.3%
(lnRR cool intercept : −0.086, CI: −0.128 to −0.045; Figure 4 , Table S7 ).
Because cool and warm treatments had opposing effects on phenotypic means, in the combined meta-analysis these treatments effectively cancelled each other out. The overall meta-analytic mean therefore found no change in the mean phenotype as a result of changes in the developmental temperature (lnRR intercept : −0.006, CI: −0.039 to 0.027; Figure 3c , Table S7 ).
| The differences between cool and warm treatments
In meta-regressions of mean phenotypic differences, the type of treatment (cool or warm temperatures) was an important moderator variable to account for heterogeneity in the size and magnitude of effects (lnRR Q m = 35.53, df = 1, p < 0.000; Table S19 ). Warm F I G U R E 3 Main meta-analytic and meta-regression results for phenotypic differences between the control and treatment group in (a, b) variability, and (c) means within different trait categories. Whiskers denote 95% confidence intervals; estimates are statistically significant when the confidence intervals do not cross the dashed vertical line at zero. Blue and red circles represent meta-regression intercepts for cool and warm treatments, respectively (n = 217 and n = 410 effect sizes), and lowercase "a" and "b" symbols indicate whether these estimates are significantly different from each other (using a significance threshold of alpha = 0.05). Black diamonds represent meta-analytic intercepts (n = 627). (a, b) Warm treatments tend to increase phenotypic variance, whereas variance in cool treatments is unchanged. Treatment differences in (a) are analysed with lnCVR, using a redistricted maximum likelihood model. Treatment differences in (b) are analysed in Bayesian random slope models using lnSD, with the log of phenotypic means fixed to 1. (c) Cool treatments tend to decrease phenotypic means, whereas warm treatments show a smaller and non-significant increase in means [Colour figure can be viewed at wileyonlinelibrary.com] Table S7 ).
In contrast to phenotypic differences in means, the type of treatment was less important for meta-regressions of phenotypic differences in variability (lnCVR Q m = 1.236, df = 1, p = 0.266; Table S19 ).
While the tendency for variability to increase was driven by warm temperature treatments, the 5.2% contrast between the treatment types was non-significant (lnCVR warm-cool slope : −0.053, CI: −0.147 to 0.041; Figure 3a , Table S4 ).
| Do larger changes in temperature cause larger effects?
Larger temperature treatments caused greater variability increases in the warm temperature treatments, but not the cool temperature treatments. The slope of the meta-regression model indicated that a 1-degree increase in warm temperatures caused a significant 3.5% increase in variability (lnCVR warm degree difference slope : 0.036, CI: 0.009-0.062; Figure 5a , Table S10 ). To illustrate the effect of the magnitude of the temperature change, we ran post hoc meta-regression models where the intercept was estimated at different distances from the control temperature ( Figure 6 ; Table S11 ). At the average magnitude of warm temperature treatments (4.4°C), the model predicted an 8.2% increase in variability. When we shifted the intercept to 3 degrees warmer, at 7.4°C, the phenotypic variability increased by 20.3% (lnCVR warm average magnitude + 3 degrees intercept : 0.185, CI: 0.071-0.300 Figure 6a ; Table S11 ).
A change in the developmental temperature caused a change in phenotypic means, but the magnitude of this difference did not increase as the temperature moved further away from the control (ln-RR warm degree difference slope : −0.003 CI: −0.014 to 0.008; lnRR cool degree difference slope : 0.009 CI: −0.015 to 0.033; Figure 5b , Table S12 ). Post hoc meta-regression models confirmed that increasing the magnitude of temperature change did not increase the magnitude, or statistical significance, of the mean difference estimates (Figure 6b ; Table S13 ).
To illustrate the combined effects of temperature treatments on the mean and variance of phenotypic traits, we present simulated normal distributions of a phenotypic trait, based on our model estimates, in Figure 7 . F I G U R E 4 Effects of temperature treatments on phenotypic means, within different types of trait categories. Whiskers denote 95% confidence intervals; estimates are statistically significant if the confidence intervals do not cross the dashed vertical line. The confidence intervals for physiology and morphology are narrower than for life history and behaviour, because they are estimated from more data. Sample sizes are shown in Table S9 
| Do longer treatment durations cause larger effects?
The length of the treatment (mean ± SD = 35.5 ± 44.9 days) had no effect on the magnitude of phenotypic differences between the treatment and control groups, in either mean or variability (variance:
lnCVR treatment duration slope : 0.000, CI: −0.002 to 0.001; mean: lnRR treatment duration slope : 0.000, CI: 0.000-0.001; Figure S6 , Table S14 ).
| Did changing the temperature earlier cause larger effects?
In order to be included in our meta-analysis, the temperature treatment had to start before or on the day of hatching (i.e. the time between eggs being fertilized and developing into larvae). Within this limited range of time for the treatment to start, we found little effect of the timing of the treatment on the magnitudes of phenotypic differences (variance: lnCVR treatment start slope : −0.006, CI: −0.012 to 0.000; mean:
lnRR treatment start slope : −0.001, CI: −0.003 to 0.002; Figure S7 , Table S14 ).
| Do permanent treatments cause larger effects than transient treatments?
The permanence of the treatment condition (permanent or transient) had no effect on phenotypic variability (lnCVR permanent-transient difference :
0.042, CI: −0.124 to 0.207; Figure S8 , Table S15 ), and a significant effect on phenotypic means (7.4% difference between permanent and transient treatments; lnRR permanent-transient difference : −0.077, CI: −0.143 to −0.012; Figure S8 , Table S15 ). Because transient treatments were only a small portion of our data set (16% of effect sizes), it is possible that this difference was not due to the treatment conditions per se, but rather due to uneven sampling of other moderator variables. For example, cool treatments were over-represented in the transient data subset (49% cool treatments in transient treatments compared with 32% in permanent treatments). We therefore included both treatment type and treatment condition as fixed effects in the "full model" (which also included trait type and variability of the control group; Table S18 ).
In the full model, both cool and warm treatments showed a reduction in mean phenotype in transient compared with permanent conditions.
Because cool treatments tended to decrease the phenotypic mean, this suggests that transient treatments had a larger phenotypic effect than permanent treatments. In contrast, warm treatments tended to increase phenotypic means (albeit not statistically significantly), suggesting that warm treatments had larger phenotypic effects when the treatment condition was permanent rather than transient.
| Does having more variation allow for larger average plastic responses?
The amount of phenotypic variability in normal temperatures affected the amount of developmental plasticity expressed in experimental temperatures. In warm temperature treatments, at the average magnitude of the temperature change (4.4°C), an increase in baseline variability of one standard deviation estimated a 10% F I G U R E 6 Estimates of the phenotypic differences in (a) means and (b) variability between control and treatment groups, estimated from the intercept of metaregression models with the type of treatment-cool (blue) or warm (red)-and the magnitude of temperature change. Each model includes the interaction term, and the magnitude of temperature change is shifted separately for each type of treatment, to estimate the intercept at different magnitudes of temperature change. The "mean magnitude" is 3.1 degrees for cool treatments, and 4.4 degrees for warm treatments. Figure S9 , Table S16 ). The same increase in variation was associated with a 7.0% decrease in the phenotypic mean at the average magnitude of cool temperature treatments (3.1°C) (lnR-R cool control variability slope : −0.072, CI: −0.108 to −0.037; Figure S9 , Table   S16 ). The relationship between the magnitude of variability of the control group and the magnitude of plasticity was particularly consistent for warm treatments, with the slope remaining statistically significant in all full models (Table S18) .
| Does the number of parents impact the plastic response of a population?
We predicted that groups of fish from greater numbers of parents would show greater plastic responses to changes in the developmental temperature, but this was not the case (Table S14 ). The basis for our prediction was that greater genetic diversity would lead to greater phenotypic diversity. This assumption was not statistically supported: a post hoc meta-regression found no significant relationship between the number of parents and the amount of phenotypic variability expressed in normal temperatures (lnCV number parents slope : 0.153, CI: −0.036 to 0.342; Figure S10c ). We also recognize that, in this data set, groups of fish from greater numbers of parents might not be more genetically diverse, as different groups were kept or collected under different experimental conditions, and encompassed a wide range of species.
| Does the distance of the treatment from the species' thermal limit matter?
The magnitude of the temperature change had no impact on mean phenotypic differences, regardless of the distance of the temperature change from the optimal thermal limit of the species (Tables   S12 and S14 ). The magnitude of the temperature change did matter for variability: larger differences in temperature induced greater increases in variability (Table S10 ). However, pushing temperatures beyond the thermal limit of the species did not induce greater phenotypic variability. An increase in distance from the thermal limit of 1 degree tended to reduce the variability difference by 1.2% (lnCVR distance from thermal limit slope : −0.012, CI: −0.023 to −0.001; Table S14).
| Are phenotypic differences correlated with survival?
We ran post hoc exploratory analyses to see whether phenotypic differences were correlated with survival differences between a control and treatment group, using the subset of studies that reported survival information (survival data were available for 38 groups of fish, which represented 44.3% of the whole data set). The reason for collecting survival data is that phenotypic differences in the temperature treatments could be caused by differential survival, rather than phenotypic plasticity. Differences in phenotypic variability showed a non-significant tendency to be greater when the temperature treatment decreased survival, in both warm and cool treatments (lnCVR warm survival slope :
0.23, CI: −0.359 to 0.819; lnCVR cool survival slope : 0.76, CI: −0.368 to 1.888; Table S22; Figure S11a ).
The phenotypic mean in the temperature treatment tended to decrease as survival decreased as well, with the trend being most noticeable for cool treatments. For cool treatments, which showed a negative estimate for lnRR, decreased survival was associated with an increase in phenotypic differences between the control and tem- Table S22 ; Figure S11b ). Figure   S3a and S3b). The usefulness of these funnel plots for multivariate meta-analyses is debatable, however, and when we averaged the effect sizes within groups of fish (the main random effect), the funnel plots looked more symmetrical ( Figure S3c and S3d). To test the sensitivity of our meta-analytic and meta-regression means to exclusion of certain levels of the group-ID random effect, we ran "leave-one-out" analyses. We re-ran the meta-analytic model and meta-regression of treatment type (cool and warm) after removing one experimental group of fish (n = 84 models, for the 84 groups of fish in the data set), and compared the estimates and confidence intervals to our overall results. The estimates for mean and variance differences overall, and in cool and warm treatments, appeared fairly robust ( Figures S4 and S5 ).
| Publication bias
The results of Egger's regression on the meta-analytic residuals indicated the presence of publication bias in the data set for phenotypic differences in means, but not variability (Table S20 ). However, we did not find evidence of a time-lag bias (larger effect sizes were not published earlier; Table S21 ).
| D ISCUSS I ON
Changing fish's developmental temperature changed their average phenotype, but in opposing directions depending on whether the temperature was increased or decreased. These shifts in average phenotype could indicate any combination of adaptive plasticity (Figure 1b) , maladaptive responses to thermal stress, or selection.
Increases in temperature, but not decreases, also increased phenotypic variability, which suggests a reduction in genotype precision that causes a spreading in reaction norms (Hansen et al., 2006; SnellRood, Kobiela, Sikkink, & Shephard, 2018) (Figure 1 ). These effects were not significantly moderated by the starting date or duration of the temperature change, the distance of the new temperature from the thermal limit of the species, or the number of parents who contributed to the spawning, and there was a great deal of unexplained variation in effects between studies. The shift in average phenotype was limited, as the average phenotype did not continue to change as the temperature changed (although warmer temperatures did induce more variation around this mean). Populations that expressed more variability in normal conditions showed larger plastic responses in both mean and variance. Combined, these results demonstrate warmer-than-standard developmental temperatures can increase the frequency of rare phenotypes in fish populations, and potentially induce novel phenotypes.
| Increased variability in novel environments
We found that warm environments increase phenotypic variability, despite no change in the phenotypic mean in most trait categories (except growth rate), with larger changes in the environment causing greater expression of stochastic plasticity. The evolutionary consequences of phenotypic plasticity have long been debated and depend on the extent to which the plasticity is heritable (Crispo, 2007) 
| The direction of the temperature change matters
Compared to warm treatments, and contrary to our predictions, cool treatments had no significant effect on phenotypic variability and caused a larger shift in the phenotypic mean. An artificial explanation for this result is that the "cool" and "warm" categories in our data could have been inaccurate; perhaps the experimental fish represented in the meta-analyses were kept closer to their thermal maximum than their thermal minimum to accelerate development, as is common in aquaculture (Arguello-Guevara, Bohorquez-Cruz, & Silva, 2017). If we accept the temperature categories, then there are competing explanations for their differences, depending on whether the temperature-induced shift in average phenotype is interpreted as (a) an adaptive response to a shift in the optimal phenotype; or (b) a maladaptive response to thermal stress (either maladaptive plasticity or selection). Under the first scenario, assuming that the optimal phenotype is linearly correlated with the environmental temperature, fishes seemed to respond better to cool rather than warm temperature changes-perhaps in cool temperatures, they are relieved of constraints that exist at warm temperatures (e.g. metabolic constraints; Pörtner & Lannig, 2009 ). More speculatively, the ancestral history of fishes might have occurred in cooler environments, so that cool temperatures represent a familiar change that fish can adaptively respond to (Figure 1b) , whereas warm temperatures are a novel stressor that triggers an increase in developmental noise (Figure 1c ) (Ghalambor et al., 2007) . The second scenario leads to the opposite interpretation; cool temperatures are more likely than warm temperatures to cause a slide in the population mean away from the adaptive optimum (i.e. fishes in warm temperatures show greater "genetic compensation", sensu Grether, 2005) . While we cannot distinguish between these competing explanations, an exploratory analysis did suggest that mean phenotypic differences in cool temperatures were higher with increasing mortality (potentially indicating maladaptation and selection). Future research is needed to test whether or not phenotypic changes are adaptive.
| Limited plasticity in population means
Contrary to our expectations, larger temperature changes did not cause larger shifts in the phenotypic mean (i.e. limited directed plasticity). Similar results have been found for thermal acclimation at later developmental stages in coral reef fishes (Donelson, 2015; Grenchik, Donelson, & Munday, 2013) . Again, alternative interpretations depend on whether a shift in the average phenotype is considered adaptive. Adaptive plasticity might be constrained at more extreme temperatures. For example, the oxygen and capacity limited thermal tolerance hypothesis predicts fishes growth and aerobic scope will be constrained in warm temperatures, as increases in basal metabolic demands outpace resource consumption and the availability of dissolved oxygen (Donelson, Munday, McCormick, & Nilsson, 2011; Pörtner & Lannig, 2009) . Alternatively, plasticity is likely to be costly in novel environments (Snell-Rood et al., 2018) , so the average phenotype might be "fixed" in order to prevent a maladaptive slide in the population average in response to environmental perturbations. This canalization is seen in examples of genetic compensation and counter-gradient variation (Grether, 2005) .
| Average differences could be over-estimated
We found some evidence that studies reporting large average differences between treatment and control groups were over-represented in our data set. This pattern could reflect publication bias and selective reporting within studies, whereby "positive" findings are more likely to be published and reported by authors than null results (Jennions, Lortie, Rosenberg, & Rothstein, 2013) . In contrast to mean differences, our effect sizes for variance differences did not show evidence of selective reporting and/or publication bias. This is not surprising, because studies typically do not test hypotheses based on variability differences (an exception in our data set was Burt et al., 2012) . Unfortunately, while there has been a recent push towards increasing transparency in scientific publications, our review found low uptake of these initiatives within this field (Nosek et al., 2015) .
Only two studies included in the data set had data readily available to download online, and many studies were excluded due to low reporting standards of essential information. We therefore urge future studies on the effects of developmental temperature to make all data publicly available, to reduce the adverse effects of selective reporting in research synthesis (Parker et al., 2016) .
| Other limitations and future directions
Our data had limited coverage over some moderator variables for which we tested predictions, which highlights areas warranting future research. The vast majority of traits represented in our data set were morphological (mostly length and mass). Future studies should focus on other types of traits, such as behaviour, for which little data were available (this gap was also identified by a more general review of the effects of fishes' rearing environments; Jonsson & Jonsson, 2014) .
These data could facilitate better predictions of how fishes respond to climate change. Longer-term studies are also required to assess the lifelong implications (i.e. fitness) of different developmental environments; the majority of our data set consists of phenotypic traits measured in juvenile fish. It is valuable to measure adult fish because the phenotypic response of fish to different temperatures can vary depending on the measured life stage, due to changes in both optimal temperature conditions (Arguello-Guevara et al., 2017) and different resource requirements (e.g. endogenous vs. exogenous feeding; Baras et al., 2012) . For example, the dominance of juvenile measurements in our data set could account for why we found an overall increase in body size at warm temperatures, despite a decrease being generally expected in adult fishes (Burt et al., 2012; Kim, Metcalfe, Silva, & Velando, 2017; Munday et al., 2017) . Another explanation could be the generally benign conditions experienced in laboratory settings, which could mask resource limitation trade-offs that would be expected in nature (Munday, Kingsford, O'Callaghan, & Donelson, 2008) . To see whether the patterns of increasing variability with increasing temperature are seen in the field as well as the laboratory, a potential study could use existing long-term data sets of wild fish populations.
| Practical implications
As the world warms, and temperature fluctuations become more frequent and severe (Bathiany, Dakos, Scheffer, & Lenton, 2018) , how will fishes respond? In the short term, our results suggest minimal responses of the average population phenotypes, but (as predicted by Ghalambor et al., 2007) an increase in phenotypic variants in the population. If the initial population size is large enough, then increased variability should increase the likelihood of that population surviving and adapting to the new environment.
Importantly, the potential for increased variation in warm environments is predicted by a population's underlying level of phenotypic variability. To reduce the economic impact of climate change on fisheries, therefore, our results reaffirm that it is important that harvested populations maintain phenotypic variation. The importance of maintaining phenotypic variation could affect management strategies for harvested fish populations (Villegas-Ríos, Moland, & Olsen, 2016) . Large and diverse populations will stand the best chance of adapting to environmental change. Additional sources of stress should be reduced as much as possible; for example, survival of hatchery-reared Salmo salar during a heatwave was improved through minimizing larval stress by mimicking natural rearing conditions (Bamberger, 2009 ).
| CON CLUS IONS
We found proof-of-concept support for an increase in phenotypic variability in warm environments, especially for large changes in temperature. Unusual phenotypes that are induced by the environment could facilitate adaptation to novel environments. We encourage future studies to report and consider the implications of this variation. Further empirical research will be needed to determine how often variants induced by the environment are heritable and stable, whether heritable variants are caused by underlying cryptic genetic variation or epigenetic modifications, and whether the propensity for variability is itself heritable (i.e. heritable bet-hedging, sensu O'Dea et al., 2016) . Future theoretical work should consider the implications of environmental effects on intraspecific variation for evolutionary and ecological models (Bolnick et al., 2011) . As environmental conditions are becoming increasingly unpredictable, the capacity of species to produce and maintain phenotypic variability might be a crucial determinant of long-term population survival.
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