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Each student has their particular characteristic in learning.
To improve teaching and learning, knowing the profile of
each student is of great importance for the application of
new teaching methodologies. This work addresses the appli-
cation of the Artificial Neural Network (MLP) and a Genetic
Algorithm (GA), for optimization of the network’s hyper-
parameters, in the classification of student learning styles.
The dataset was constructed by applying the Honey-Alonso
learning styles questionnaire to a group of 53 learners. The
results demonstrate the feasibility of the proposed approach,
with a mean accuracy, F1 score, precision and recall of 0,86
% and a standard deviation of 0,2044, for k = 10. For k =
5, an average for accuracy, F1 score, accuracy and recall of
0,864 % and standard deviation of 0,086.
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1. INTRODUÇÃO
Para a melhoria no processo de ensino, conhecer o perfil
de cada estudante se torna uma ferramenta eficaz no estudo
e aplicac¸a˜o de novas metodologias. Estudantes sa˜o caracter-
izados por terem distintos perfis de aprendizagem, ou seja,
cada pessoa tem sua maneira de reter o conhecimento repas-
sado. Segundo [12], o fator isolado mais importante influ-
enciando a aprendizagem e´ aquilo que o aprendiz ja´ sabe.
Assim, a necessidade de adaptar estrate´gias de ensino de
acordo com o perfil e caracter´ısticas individuais do educando
se torna um meio de atender o aluno, colocando-o em uma
posic¸a˜o de aprendizagem o´tima, considerando a distaˆncia
entre o n´ıvel real de desenvolvimento potencial [16].
Uma poss´ıvel abordagem para auxilio na proposta de no-
vas metodologias de ensino seria a classificac¸a˜o dos estu-
dantes em relac¸a˜o aos seus estilos de aprendizagem, podendo
assim, adotar-se estrate´gias de ensino de acordo com cada
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estilo [5]. Classificando os alunos em estilos de aprendiza-
gem, considerada-se a possibilidade de estudar cada classe e
suas particularidades para auxiliar no desenvolvimento, po-
tencializando a aprendizagem [14]. Classificar manualmente
os alunos com base em observac¸a˜o ou alguma abordagem
de detecc¸a˜o de estilos de aprendizagem pode ser uma tarefa
a´rdua para um especialista, devido ao numero de alunos em
uma classe ou escola. Desse modo, utilizar um sistema, de-
vidamente treinado, capaz de aprender padro˜es e classificar
novas entradas seria essencial para essa tarefa [5].
A Inteligeˆncia Artificial (IA), apresenta um conjunto de
te´cnicas dentro de uma suba´rea chamada Aprendizado de
Ma´quina (AM), que permite a aplicac¸a˜o de algoritmos para a
tarefa de classificac¸a˜o e agrupamento de dados [6]. O me´todo
de Redes Neurais Artificiais (RNAs) e´ proposto nesse con-
texto pois tem se mostrado eficaz na resoluc¸a˜o de problemas
de classificac¸a˜o de dados, criando modelos robustos e com
grande capacidade de generalizac¸a˜o e aprendizado adapta-
tivo a partir de exemplos [8].
Considerando a importaˆncia da tema´tica para melhoria do
processo de ensino e aprendizagem, este trabalho tem como
objetivo a aplicac¸a˜o de um Algoritmo Gene´tico (AG) para
otimizac¸a˜o dos hiper-paraˆmetros da rede Perceptron Multi-
camadas, do ingleˆs Multilayer Perceptron (MLP), na classi-
ficac¸a˜o de perfis de estudantes, visando a busca pelo aper-
feic¸oamento da qualidade do ensino e aprendizagem. Assim,
sendo poss´ıvel adotar estrate´gias de ensino de acordo com o
perfil e caracter´ısticas de cada classe.
Como principais contribuic¸o˜es pertinente a a´rea da com-
putac¸a˜o aplicada a educac¸a˜o, o trabalho apresenta:
• Construc¸a˜o e disponibilizac¸a˜o de um dataset de estilos
de aprendizagem;
• Aplicac¸a˜o de um Algoritmo Gene´tico para otimizac¸a˜o
dos hiper-paraˆmetros da Rede Neural MLP.
O restante deste artigo esta´ organizado da seguinte maneira:
na Sec¸a˜o 2 e´ apresentada a fundamentac¸a˜o teo´rica necessa´ria
ao entendimento deste trabalho; na Sec¸a˜o 3 sa˜o descritos
e comparados os trabalhos correlatos; na Sec¸a˜o 4 e´ apre-
sentado a metodologia utilizada para extrac¸a˜o e tratamento
dos dados e aplicac¸a˜o da MLP juntamente com AG para
otimizac¸a˜o dos hiper-paraˆmetros; na Sec¸a˜o 5 sa˜o apresenta-
dos e discutidos os resultados da metodologia abordada; e,
por fim, sa˜o apresentadas as concluso˜es na Sec¸a˜o 6.
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Nesta sec¸a˜o sa˜o apresentados os conceitos relacionados a
estilos de aprendizagem, aprendizado de ma´quina e os algo-
ritmos MLP e AG.
2.1 Estilos de Aprendizagem
Segundo [2], estilos de aprendizagem sa˜o trac¸os cognitivos,
afetivos e fisiolo´gicos, que servem como indicadores alusiva-
mente esta´veis de como os alunos compreendem, interagem
e respondem seus ambientes de aprendizagem. Tambe´m sa˜o
particularidades e tendeˆncias individuais de cada pessoa, que
influenciam na assimilac¸a˜o de determinado conteu´do. [2] de-
finem quatro estilos:
• Estilo ativo: valoriza dados da experieˆncia, entusiasma-
se com tarefas novas e e´ muito a´gil;
• Estilo reflexivo: atualiza dados, estuda, reflete e
analisa;
• Estilo teo´rico: e´ lo´gico, estabelece teorias, princ´ıpios
e modelos, busca a estrutura e sintetiza;
• Estilo pragma´tico: aplica a ideia e faz experimentos.
Os estilos de aprendizagem e suas caracter´ısticas propor-
cionam refereˆncias para o processo de ensino e aprendiza-
gem, seja presencial ou virtual. Com a descoberta de tais
caracter´ısticas e´ poss´ıvel estabelecer um perfil considera´vel
ao aluno possibilitando a qualidade da aprendizagem [2].
2.2 Aprendizado de Máquina
AM e´ o campo da IA atualmente muito usado para ana´lise
de dados, onde, aplica-se modelos matema´ticos proporcio-
nando a identificac¸a˜o de padro˜es e tomada de deciso˜es, po-
dendo ou na˜o, ser com base em dados previamente conheci-
dos [6]. Esse campo e´ divido em aprendizado supervision-
ado e na˜o supervisionado, supervisionado e´ quando o apren-
dizado e´ realizado com instaˆncias de dados previamente clas-
sificadas, na˜o supervisionado quando na˜o se sabe quais as
classes das instancias de dados.
2.2.1 Multilayer Perceptron - (MLP)
A MLP e´ caracterizada pela presenc¸a de uma ou mais ca-
madas de neuroˆnios, situada entre a camada de entrada e
sa´ıda da rede neural. Tendo aplicac¸a˜o com potenciais re-
sultados em a´reas como, aproximac¸a˜o universal de func¸o˜es,
reconhecimento de padro˜es, previsa˜o de se´ries temporais e
otimizac¸a˜o de sistemas [4].
O aprendizado das redes neurais se da´ pelo ajuste dos
pesos e do limiar de cada neuroˆnio. O ajuste e´ efetuado
utilizando-se o processo de treinamento supervisionado, ou
seja, para cada instaˆncia de entrada obte´m-se a respectiva
sa´ıda (resposta desejada). Na fase de apresentac¸a˜o das in-
staˆncias de dados, forward, os dados sa˜o propagados e pro-
cessados pelas camadas da rede ate´ chegarem a camada de
sa´ıda onde e´ obtido um valor de resposta. Apo´s esse pro-
cesso e´ calculado o erro e inicia-se a fase de ajuste dos pesos
e limiar, propagac¸a˜o reversa backward. Na MLP o ajuste e´
realizado pelo me´todo de backpropagation [13], onde e´ real-
izado o ajuste de pesos da camada de sa´ıda em direc¸a˜o a
camada de entrada com base no erro calculado na fase for-
ward. Desse modo, a aplicac¸a˜o sucessiva das fases forward
e backward fazem com que os pesos e limiares dos neuroˆnios
se ajustem automaticamente em cada iterac¸a˜o, implicando
na gradativa diminuic¸a˜o do somato´rio dos erros produzidos
pelas respostas da rede em relac¸a˜o as desejadas. O Algo-
ritmo 1 apresenta a fase de treinamento de uma rede MLP.
Algoritmo 1: Algoritmo de treinamento da MLP
Obter o conjunto de amostra de treinamento {xk};
Associar o vetor de sa´ıda desejada {dk};
Iniciar os vetores de pesos das camadas com valores
aleato´rios e pequenos;
Especificar os hiperparaˆmetros da rede;
for e ∈ epocas do






2.2.2 Algoritmo Genético - (AG)
O AG e´ um me´todo de otimizac¸a˜o que se baseia na teoria
evoluciona´ria de Charles Darwin, os indiv´ıduos sofrem alter-
ac¸o˜es e os mais aptos sobrevivem [11]. Um principio desse
algoritmo e´ que um crite´rio de selec¸a˜o fara´ com que, apo´s
um determinado numero de gerac¸o˜es, o conjunto inicial de
indiv´ıduos gere indiv´ıduos mais aptos [7]. Um conjunto de
operac¸o˜es e´ necessa´rio para que, dada uma populac¸a˜o ini-
cial, a partir dessa populac¸a˜o consiga-se gerar populac¸o˜es
sucessivas. Os operadores do algoritmo sa˜o: cruzamento,
(crossover), e mutac¸a˜o. Ale´m desse operadores, o algoritmo
tambe´m determina alguns me´todos de selec¸a˜o. O Algoritmo
2 apresenta as etapas do AG de acordo com [7].
Algoritmo 2: Algoritmo Gene´tico - AG
Gerac¸a˜o da populac¸a˜o inicial P ;
avaliac¸a˜o;








• Selec¸a˜o: consiste em selecionar e copiar um cromos-
somo para populac¸a˜o de acordo com sua aptida˜o. Desse
modo, cromossomos mais aptos tem maior chance de
participar na formac¸a˜o de um ou mais indiv´ıduos da
pro´xima populac¸a˜o;
• Cruzamento: e´ um operador gene´tico fundamentado
na troca de partes dos cromossomos (pais), assim, gerando
duas novas soluc¸o˜es (filhas);
• Mutac¸a˜o: sa˜o as trocas realizadas nos cromossomos,
troca-se os valores contido nos genes de um cromos-
somo. Semelhante ao cruzamento, utiliza-se uma taxa
de mutac¸a˜o que sorteia se ocorrera´ ou na˜o mutac¸a˜o.
A mutac¸a˜o permite uma variac¸a˜o das caracter´ısticas
dos indiv´ıduos da populac¸a˜o e possibilita que sejam
introduzidas informac¸o˜es que na˜o estiveram presentes
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2.   FUNDAMENTAÇÃO TEÓRICA
em nenhum dos indiv´ıduos, proporcionando uma busca
explorato´ria;
• Avaliac¸a˜o: consiste em realizar a avaliac¸a˜o de todos
os indiv´ıduos da populac¸a˜o atrave´s da func¸a˜o de avali-
ac¸a˜o, fitness.
2.2.3 Métricas para Avaliação de Modelos de AM
A finalidade do uso das me´tricas de avaliac¸a˜o e´ medir a
qualidade do modelo, avaliando a capacidade de erro e ac-
erto. Neste artigo foi adotado o uso das quatro me´tricas
como meio de comparac¸a˜o e validac¸a˜o do modelo[6].
1. Precisa˜o Geral (Accuracy) - o nu´mero de acertos (pos-
itivos) divido pelo nu´mero total de exemplos:
Accuracy =
Numero de predic¸o˜es corretas
Numero total de predic¸o˜es feitas
(1)
2. F1 Score - O F1 Score e´ uma me´dia harmoˆnica entre
precisa˜o e recall:





3. Precisa˜o (Precision) - Nu´mero de exemplos classifica-
dos como pertencentes a uma classe, que realmente sa˜o
daquela classe (positivos verdadeiros), dividido pela
soma entre este nu´mero, e o nu´mero de exemplos clas-




PositivosV erdadeiros + FalsosPositivos
(3)
4. Revocac¸a˜o (Recall) - Nu´mero de exemplos classifica-
dos como pertencentes a uma classe, que realmente
sa˜o daquela classe, dividido pela quantidade total de




PositivosV erdadeiros + FalsosNegativos
(4)
2.2.4 Validação Cruzada - K fold
O me´todo de validac¸a˜o cruzada k-fold realiza a divisa˜o do
conjunto de dados em k subconjuntos [6]. Apo´s a divisa˜o,
um subconjunto e´ utilizado para teste e os k-1 restantes sa˜o
atualizados para treinamento do modelos de aprendizado.
Esse processo e´ realizado k vezes alternando o conjunto k
que e´ utilizado para teste. A Figura 1 apresenta a dinaˆmica
do me´todo k-fold.
Figure 1: Divisa˜o do conjunto de dados em k = 5
subconjuntos (folds). [15].
Existem outros me´todos de validac¸a˜o cruzada na liter-
atura, contudo, para este trabalho optamos por utilizar o
me´todo k-fold por ser um dos me´todos mais utilizados em
AM [6].
3. TRABALHOS RELACIONADOS
Para propor metodologias de ensino em um ambiente ed-
ucacional e´ importante conhecer e compreender diferentes
estilos de aprendizagem. A literatura apresenta alguns tra-
balhos abordando a classificac¸a˜o de estudantes com base
em seus perfis e prefereˆncias de aprendizagem. Neste ar-
tigo esta˜o relacionados os trabalhos voltados a classificac¸a˜o
e predic¸a˜o de perfis estudantis, sendo os trabalhos [9] e
[5], trabalhos recentes que usam te´cnicas de aprendizado de
ma´quina supervisionado para classificac¸a˜o e predic¸a˜o de es-
tilos de aprendizagem. E o trabalho [10], selecionado por
apresentar uma abordagem semelhante a esse trabalho.
[10] propo˜em o uso de uma Multi-Layer Perceptron para
classificar dados de aprendizes. Os dados foram obtidos pela
aplicac¸a˜o do questiona´rio Felder-Silverman, considerando as
categorias Ativo/ Reflexivo e Sequencial/ Global para a clas-
sificac¸a˜o. O trabalho descreve experimentos realizados com
estudantes em um ambiente real. Os resultados mostram
que a aplicac¸a˜o da MLP proporcionou uma melhora con-
sidera´vel na predic¸a˜o, tendo como acura´cia de 89% para
(Ativo/Reflexivo) e 84% (Sequencial/ Global). Contudo, o
trabalho na˜o avalia a aplicac¸a˜o da MLP sobre os perfis das
outras duas dimenso˜es de Felder-Silverman, portanto na˜o e´
poss´ıvel trac¸ar um perfil completo das prefereˆncias de estilo
de aprendizagem.
[1] apresentam uma abordagem para classificar estudantes
dinamicamente com base em seus estilos de aprendizagem.
No trabalho o conjunto de dados foi estruturado com os logs
da avaliac¸a˜o de iterac¸o˜es de 35 alunos no software Moodle.
Cada estudante foi identificado de acordo com o modelo de
Felder e Silverman. Os autores tambe´m comparam os estilos
de aprendizado baseado no comportamento com os resulta-
dos de um questiona´rio aplicado ao final do curso. Como
classificac¸a˜o, os autores definiram me´tricas que avaliam o
conjunto de teste e retornam a acura´cia. Os resultados ap-
resentam como me´dia de acura´cia 75%.
[9] propo˜em a identificac¸a˜o de estilos de aprendizagem de
um aprendiz pela captura dos logs de comportamento do
aprendiz em um ambiente Web, e-learning. Os estilos foram
mapeados baseado no modelo de Felder e Silverman. O al-
goritmo Fuzzy C Means (FCM) foi usado para agrupar os
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dados de estilos comportamentais capturados. Para adap-
tar as mudanc¸as que os estilos comportamentais poderiam
sofrer ao longo do tempo os autores aplicaram um algoritmo
de busca gravitacional baseado no algoritmo back propaga-
tion (GSBPNN), para predizer os estilos de aprendizagem
em tempo real. O trabalho apresenta uma comparac¸a˜o dos
2 algoritmos desenvolvidos e como resultado mostra que o
algoritmo GSBPNN teve seu melhor desempenho com 200
iterac¸o˜es, alcanc¸ando uma acura´cia de 95,93%.
Em [5], os autores realizaram uma ana´lise de quatro al-
goritmos de aprendizado de ma´quina, Naive Bayes, Multi
Layer Perceptron, Ibk e J48, para a tarefa de classificac¸a˜o
de estilos de aprendizagem de estudantes em um ambiente
real de aprendizado online. Neste trabalho tambe´m foi usado
o modelo de estilos de aprendizagem proposto por Felder e
Silverman. Como resultado e´ apresentado uma comparac¸a˜o
realizada pelas me´tricas de avaliac¸a˜o, F1, recall e precision
que mostram que o algoritmo Naive Bayes e IBK tiveram
melhor resultado.
Tomando como principio que todos os algoritmos de classi-
ficac¸a˜o de dados sa˜o ajustados com base nos seus paraˆmet-
ros e a importaˆncia dos mesmos, esse artigo avanc¸a sobre
os trabalhos correlatos em relac¸a˜o ao uso de um Algoritmo
Gene´tico para otimizar os hiper-paraˆmetros do modelo de
aprendizado e na escolha do questiona´rio de estilos de apren-
dizagem que garante uma forma direta e completa na iden-
tificac¸a˜o dos estilos de aprendizagem.
4. METODOLOGIA
Nesta sec¸a˜o e´ apresentado a metodologia utilizada para
extrac¸a˜o, tratamento dos dados e aplicac¸a˜o da MLP junta-
mente com o AG para otimizac¸a˜o dos hiper-paraˆmetros.
4.1 Conjunto de dados
Para extrac¸a˜o dos dados foi realizado a aplicac¸a˜o do ques-
tiona´rio Honey-Alonso de estilos de aprendizagem [2], a alunos
com idade entre 9 e 60 anos do curso de informa´tica de um
Centro de Refereˆncia e Assisteˆncia Social (CRAS), local-
izado na cidade de Patroc´ınio, Minas Gerais. Totalizando
um quantitativo de 53 alunos. O questiona´rio aplicado e´
composto por 80 alternativas onde um aluno seleciona um
alternativa de acordo com o seu perfil. O objetivo e´ classi-
ficar um aprendiz entre quatro principais estilos de apren-
dizagem, ativo, reflexivo, teo´rico e pragma´tico. A Figura 2
apresenta uma versa˜o adaptada do questiona´rio aplicado.
Figure 2: Sete primeiras questo˜es do questiona´rio
Honey-Alonso aplicado aos alunos do curso de in-
forma´tica [Figura adaptada de [2]].
A aplicac¸a˜o do questiona´rio foi feita com a disponibiliza-
c¸a˜o das ma´quinas do laborato´rio, onde o questiona´rio foi
disponibilizado atrave´s de um formula´rio do Google, adap-
tado com as opc¸o˜es do questiona´rio Honey-Alonso de estilos
de aprendizagem.
4.2 Pré-processamento de Dados
Em AM uma das tarefas mais importante e´ transformar
informac¸o˜es em um formato simples para que a parte da apli-
cac¸a˜o dos algoritmos seja feita de forma eficiente. Os dados
obtidos com a aplicac¸a˜o do questiona´rio sa˜o as alternativas
selecionadas pelos alunos avaliados, enta˜o, para uma instaˆn-
cia do dado tem-se 80 opc¸o˜es, sendo que, algumas foram
selecionadas e outras na˜o. Desse modo, uma instaˆncia de
dado conte´m oitenta atributos representando as opc¸o˜es do
questiona´rio, onde, adotamos a representac¸a˜o bina´ria. Apli-
cando essa representac¸a˜o as opc¸o˜es selecionadas pelo avali-
ado e´ representada com o valor 1 e as na˜o selecionadas com
o valor 0. Sendo assim, uma instaˆncia comporta 80 atribu-
tos com valores 0 ou 1. A Figura 3 apresenta as 5 primeiras
instaˆncias do conjunto de dados apo´s o pre´-processamento.
Figure 3: Dataframe com as 5 primeiras instaˆncias
dos dados pre´-processados. Uma instaˆncia repre-
senta um aluno avaliado.
Para a visualizac¸a˜o dos dados e implementac¸a˜o dos algo-
ritmos foi utilizado a linguagem de programac¸a˜o Python.
A Figura 3 apresenta as 5 primeiras instaˆncias dos dados
pre´-processados em um dataframe da biblioteca pandas, bib-
lioteca do Python para visualizac¸a˜o de dados.
Os dados foram rotulados seguindo o me´todo de avaliac¸a˜o
do questiona´rio Honey Alonso de estilos de aprendizagem [2],
para identificar qual o estilo predominante para um aluno
avaliado, com base nas alternativas selecionadas. Assim, foi
poss´ıvel construir o conjunto de dados, dataset, para treinar
o modelo de aprendizado.
4.3 Treinamento da MLP
Para esse trabalho utilizou-se aprendizado supervision-
ado, pois, os dados de treinamento ja´ foram previamente
classificados. Desse modo, a ideia foi construir um modelo
de aprendizagem que apo´s o treinamento conseguisse classi-
ficar novas instaˆncias de dados na˜o rotuladas, validando a
capacidade de generalizac¸a˜o do modelo. Dentre os algorit-
mos de AM supervisionado, foi escolhido como modelo de
aprendizagem para esse trabalho uma RNA do tipo MLP,
sendo que a mesma tem se mostrado eficiente na resoluc¸a˜o de
problemas de classificac¸a˜o de dados, criando modelos robus-
tos e com grande capacidade de generalizac¸a˜o e aprendizado
adaptativo a partir de exemplos [8].
Para o treinamento de uma MLP e´ necessa´rio especificar
os hiper-paraˆmetros como quantidade de e´pocas, taxa de
aprendizado, nu´mero de amostras por lote, dentre outros.
Na˜o existe um regra que define como encontrar os melhores
paraˆmetros para o treinamento. Alguns trabalhos propo˜em
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batch size epochs first dense layer learning rate momentum second dense layer
1 4 8 64 64 0,008 0,81 64 1,0
2 6 8 64 32 0,006 0,91 256 0,9
3 5 8 64 64 0,005 0,93 64 1,0
4 8 16 64 32 0,003 0,90 32 0,9
5 9 16 64 64 0,008 0,93 128 0,9
6 2 8 64 32 0,003 0,84 32 0,9
7 6 8 64 256 0,003 0,91 128 0,9
8 1 16 64 128 0,008 0,91 128 0,9
9 13 8 64 128 0,004 0,87 64 0,9
10 3 8 32 64 0,009 0,84 256 0,9
Me´dia 5,7 10,4 60,8 86,4 0,0057 0,885 115,2 0,92
Desvpad 3,59 3,86 10,12 69,21 0,00 0,004 82,90 0,04
Table 1: Dez execuc¸o˜es do AG para busca dos hiper-paraˆmetros da MLP.
o uso de te´cnicas como Grid Search e outros algoritmos [3].
Para otimizac¸a˜o dos hiper-paraˆmetros da MLP utilizamos
um AG.
No AG desenvolvido um individuo e´ um conjunto de hiper-
paraˆmetros (genes) como, batch size, epochs, dense layers,
dropout, activation, filters e bias. Esses paraˆmetros sa˜o
necessa´rios para definic¸a˜o do modelo de rede neural. A
func¸a˜o de aptida˜o, fitness, do AG avalia a acura´cia obtida
pela RNA na fase de teste, com base nos paraˆmetros do
individuo. A selec¸a˜o e´ feita pela escolha dos 2 melhores in-
div´ıduos da populac¸a˜o, ou seja, com maior fitness, esses sa˜o
denominados pais. O cruzamento utilizado foi o de 1 ponto
de corte, sendo definido como ponto de corte a metade da
estrutura do individuo. A mutac¸a˜o dos genes e´ feita com
base na taxa de mutac¸a˜o, que foi definida por padra˜o como
0, 25, podendo ser alterada na inicializac¸a˜o do algoritmo.
5. RESULTADOS
Para execuc¸a˜o do AG, o dataset foi dividido em 80% para
treinamento e 20% para teste. A populac¸a˜o inicial do AG
foi definida com tamanho 4, a taxa de mutac¸a˜o com valor de
0,25 e o numero ma´ximo de gerac¸o˜es 20, podendo o algoritmo
convergir antes pois foi definido um limite, threshold, que
verifica se ja´ foi encontrado um fitness com valor de 0.9, caso
exista, o algoritmo finaliza a execuc¸a˜o. Os resultados com as
melhores soluc¸o˜es de 10 execuc¸o˜es do AG sa˜o apresentados
na Tabela 1, assim como, os hiper-paraˆmetros encontrados
e o fitness.
O fitness e´ encontrado apo´s a aplicac¸a˜o da configurac¸a˜o
dos hiper-paraˆmetros a MLP, apo´s o treinamento da rede
para o conjunto de treino e apo´s o ca´lculo de acura´cia re-
alizado na fase de teste, onde e´ apresentado o conjunto de
teste para a rede. O fitness e´ a acura´cia da rede para o con-
junto de teste, ou seja, um fitness igual a 1.0 e´ o mesmo que
uma acura´cia da rede de 100% para o conjunto de teste.
Com os resultados apresentados na Tabela 1, e´ poss´ıvel
observar que com o nu´mero de neuroˆnios na primeira ca-
mada oculta igual a 64 e o nu´mero de neuroˆnios na segunda
camada oculta igual ao da primeira, e um batch size igual a
8, no treinamento da MLP para o dataset de treinamento, o
valor de fitness (Acura´cia da MLP para o conjunto de teste)
e´ melhor que as demais configurac¸o˜es. Ale´m disso, os resul-
tados das dez execuc¸o˜es sa˜o satisfato´rios com uma me´dia de
0,92 e desvio padra˜o de 0,04, ou seja, o objetivo de usar o AG
para otimizar a escolha dos hiper-paraˆmetros para o mod-
elo de rede foi atingido, proporcionando uma classificac¸a˜o
efetiva dos dados do conjunto de teste.
A fim de validar a execuc¸a˜o do AG para escolha dos hiper-
paraˆmetros da rede, foi utilizado um me´todo de validac¸a˜o
cruzada denominado k-fold [6], que avalia a capacidade de
generalizac¸a˜o de um modelo, a partir do conjunto de dados.
Ale´m do me´todo k-fold, foram utilizadas as me´tricas para
avaliac¸a˜o definidas na sec¸a˜o 2.
Para a validac¸a˜o cruzada escolhemos o numero de subcon-
juntos, folds, com valor 10 e 5. Desse modo, com k = 10,
um conjunto de dados e´ subdividido em 10 subconjuntos de
amostras. Para 10 subconjuntos temos 10 execuc¸o˜es, sendo
que para cada execuc¸a˜o, um dos 10 subconjuntos e´ escolhido
sem repetic¸a˜o para teste e os outros 9 para treinamento.
Apo´s a execuc¸a˜o da validac¸a˜o cruzada foi obtido os resul-
tados que permitiram a gerac¸a˜o de tabelas comparativas. A
Tabela 2 apresenta os resultados da validac¸a˜o cruzada para
k = 10.
Resultados da Validac¸a˜o Cruzada para k = 10
k Accuracy F1 score Precision Recall
1 0,66 0,66 0,66 0,66
2 1,0 1,0 1,0 1,0
3 1,0 1,0 1,0 1,0
4 1,0 1,0 1,0 1,0
5 0,80 0,80 0,80 0,80
6 1,0 1,0 1,0 1,0
7 0,80 0,80 0,80 0,80
8 1,0 1,0 1,0 1,0
9 1,0 1,0 1,0 1,0
10 0,40 0,40 0,40 0,40
Me´dia 0,866 0,866 0,866 0,866
Desvpad 0,2044 0,2044 0,2044 0,2044
Table 2: Resultados da aplicac¸a˜o da validac¸a˜o
cruzada com k=10 e aplicac¸a˜o das 4 me´tricas de
avaliac¸a˜o de modelos de MA.
A Tabela 3 apresenta os resultados da validac¸a˜o cruzada
para k = 5.
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Resultados da Validac¸a˜o Cruzada para k = 5
k Accuracy F1 score Precision Recall
1 0,81 0,81 0,81 0,81
2 0,81 0,81 0,81 0,81
3 1,0 1,0 1,0 1,0
4 0,9 0,9 0,9 0,9
5 0,8 0,8 0,8 0,8
Me´dia 0,864 0,864 0,864 0,864
Desvpad 0,086 0,086 0,086 0,086
Table 3: Resultados da aplicac¸a˜o da validac¸a˜o
cruzada com k=5 e aplicac¸a˜o das 4 me´tricas de avali-
ac¸a˜o de modelos de MA.
Com os resultados da validac¸a˜o cruzada para as duas vari-
ac¸o˜es de k e´ poss´ıvel observar que os valores da avaliac¸a˜o sa˜o
maiores que 80% para as quatro me´tricas definidas, demon-
strando que o uso de bons hiper-paraˆmetros para a MLP
resulta em um bom comportamento do modelo.
6. CONCLUSÃO
Este trabalho apresentou uma abordagem inteligente para
extrac¸a˜o de dados e aplicac¸a˜o de duas te´cnicas de Apren-
dizado de Ma´quina na tarefa de classificac¸a˜o de estilos de
aprendizagem de alunos de uma instituic¸a˜o de ensino. Com
a aplicac¸a˜o da MLP e do AG para otimizac¸a˜o dos hiper-
paraˆmetros da MLP, foi poss´ıvel observar uma melhora sig-
nificativa na fase de generalizac¸a˜o e teste do modelo com
a apresentac¸a˜o de instaˆncias de dados na˜o vistas no treina-
mento. Os resultados dos experimentos demonstram a via-
bilidade da abordagem proposta, com uma me´dia para acura´-
cia, F1 score, precisa˜o e recall de 0,86 % e desvio padra˜o de
0,2044, para k = 10. Para k = 5, uma me´dia para acura´cia,
F1 score, precisa˜o e recall de 0,864 % e desvio padra˜o de
0,086. Possibilitando o uso em um ambiente educacional.
Como trabalho futuro, tem-se como objetivo o desenvolvi-
mento de uma ferramenta Web para extrac¸a˜o de dados de
aprendizes e classificac¸a˜o automa´tica com base em te´cnicas
de aprendizado de ma´quina e a integrac¸a˜o em algum am-
biente virtual de ensino. Tambe´m objetiva-se o estudo de
novas abordagens de identificac¸a˜o de estilos de aprendiza-
gem e comparac¸a˜o com a apresentada nesse trabalho e no
trabalho de Felder e Silverman.
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