Interference alignment (IA) is a promising technique that allows high capacity gains in interfering channels. In this paper we consider the design of iterative minimum mean squared error (MMSE)-based IA techniques for the downlink of broadband wireless systems with limited feedback and employing orthogonal frequency division multiplexing (OFDM) signals. A quantized version of the channel state information (CSI) associated with the different links between base station (BS) and user terminal (UT) is feedback from the UT to the BS which sends it to the other BSs through a limited-capacity backhaul network. This information is then used by each BS to perform the overall IA design. A low-complexity channel quantization technique is employed, requiring the quantization of only a fraction of the channel frequency response samples. Therefore, we need a relatively small number of quantization bits to transmit and share CSI, while allowing performance close to the one obtained with perfect channel knowledge.
Introduction
Coordination between cells is one of the fastest growing topics of research, and it is a promising solution for cellular wireless systems to mitigate intercell interference and the increasing capacity in the years to come [1] , [2] . This technology is already under study in long term evolution advanced (LTE A) under the coordinated multipoint (CoMP) concept [3] . Since the performance of cell-edge users is greatly limited by the intercell interference, the design of an efficient interference management scheme is crucial to improve the performance of those users.
Analysis of interference channels has shown that capacity of an interference channel for a given user is one half the rate of its interference-free capacity in the high transmit power regime, for any number of users [4] . One interesting recent scheme to efficiently eliminate the intercell interference and achieve a linear capacity scaling is interference alignment (IA). This recently used technique allows the transmitters to align in the unwanted users' receive signals in any dimension, through the use of precoders. With this strategy more interferers can be completely cancelled than with other interference cancellation methods, thus achieving the maximum degrees of freedom [5] .
An explicit formulation of the precoding vectors achieving IA for time or frequency selectivity channels has been presented in [4] . A closed-form solution for constant channels is still unknown for more than 3 users, where the solution coincides with time/frequency variant channels [4] . A two-stage optimization of the precoding and decoding matrices in the K-multi input, multi output (MIMO) constant interference channels was proposed in [6] . Due to the difficulty in obtain a closed-form solution for constant channels some iterative algorithms were proposed [7] - [9] . In [7] , it presents some examples of iterative algorithms that take advantage of the reciprocity of wireless networks to achieve interference alignment with only local channel state information (CSI) knowledge at each node. A minimum mean squared error (MMSE)-based iterative IA scheme has been proposed in [8] . Several iterative linear precoding designs using alternating minimization were proposed in [9] . These algorithms can be implemented in a distributed or centralized manner. On the contrary to the algorithms discussed in [7] , the ones discussed in [9] require accurate CSI knowledge, since they do not require channel reciprocity and thus imperfect or quantized CSI can be considered with these algorithms.
The knowledge of CSI at the transmitter is absolutely crucial for the precoded-based systems. When perfect CSI is available, IA achieves the optimum theoretical bound of degrees of freedom (DoF) for interference channels [5] . However, assuming perfect CSI at the transmitters is not realistic in many practical scenarios and, consequently, recent studies addressed the issue of the IA under limited feedback [10] . In [11] , a new channel quantized method designed jointly with an additional receiver filter has been proposed. An IA scheme based on the random vector quantization (RVQ) codebooks for the constant MIMO channel has been discussed in [12] . Although RVQ techniques allow efficient IA schemes with limited feedback, the required codebooks can be very large, especially when we have a high number of transmit and receive antennas. This means that the encoding and decoding complexity can be very high, even for flat fading channels. For the severely time-dispersive channels, associated with broadband wireless systems, they require prohibitively high encoding/decoding complexity. In that case, it is preferable to employ simpler quantizers, working on a sample-by-sample basis, as in [13] .
In this paper we propose iterative IA techniques for the downlink of OFDM-based broadband wireless systems with limited feedback. A quantized version of the CSI associated with the different links between base station (BS) and user terminal (UT) is feedback from the UT to the BS and sent to the other BSs through a limited-capacity backhaul network. This information is then employed by the different BSs to perform the overall IA design. Our channel quantization method has much lower complexity than the RVQ based techniques, since it requires the quantization of only a few samples of the broadband channel. It should be emphasized that for severely time-dispersive channels the RVQ based schemes require the quantization of all channel samples. We further extend this scheme for a robust MMSE IA algorithm, where the quantization error is taken into account in equalizer and precoder matrices calculation.
The remainder of the paper is organized as follows: section II presents the system model of the K-user IC MIMO for OFDM systems. The proposed channel quantized strategy is presented in section III. Section IV briefly describes the considered IA algorithms to be evaluated with limited feedback. Section V presents the main simulation results. The conclusions and future work are drawn in section VI.
System Characterization
In this paper we consider the downlink of a cellular OFDM-based system. Due to the orthogonality between subcarriers we can apply IA independently for each OFDM subcarrier. Therefore, we have a K-user MIMO interference channel with constant coefficients on a persubcarrier basis. It comprises a K transmitter-receiver pair sharing the physical channel, with a given transmitter intending to have its signal decoded only by a single receiver. In a downlink cellular based system the transmitter and receiver corresponds to the BS and UT, respectively. We assume that the BSs are grouped in sets of K elements that are linked through a limited-capacity backhaul network and the quantized version of the CSI associated with the different links between each BS and each UT is shared to all BSs, as shown in Fig. 1 Under linear precoding, the received frequencydomain signal (i.e., after cyclic prefix removal and discrete Fourier transform (DFT) operation) at the kth UT and the lth subcarrier ( 0,...,
provided that the cyclic prefix is long enough to account for different overall channel impulse responses between the BSs and the UTs (i.e., including transmit and receive filters, multipath propagation effects and differences in the time-of-arrival for different BS-to-UT links); , k l s is the data symbols vector of size 
where , k l G denotes the linear receiving filter employed at the UT k on subcarrier l with dimension of / 2 M M × . The summation term in (2) is usually denoted coordination interference, since it is caused by the BSs that may coordinate to minimize its effect. 
Channel Quantization Strategy
In this section we describe an efficient channel quantization procedure that is used to send CSI of the BSto-UT links associated to different transmit/receive antennas to the BS and then to share this information between BSs, through the backhaul network. For the sake of simplicity, we will drop the dependence with the transmit and receive antenna index, i.e., the channel frequency response, between a given transmit-receive antenna link, will be denoted
. The channel frequency response is estimated at the receiver through appropriate training sequences and/or pilots [14] . The channel estimate is then quantized and sent to the BSs to perform the computation of the IA parameters.
To quantize the channel frequency response we need to quantize N complex random variables. If the real and imaginary part of each are quantized with m bits we will need to send 2mN bits to the BSs (and this must be done for each link between transmit and receive antenna). However, we can reduce the amount of information required to characterize the channel frequency response by noting that the channel impulse response, which is represented by 
CP CP l N N N N ′ =
). Throughout this paper we consider the separate quantization of the real and imaginary parts of each of the appropriate CP N samples of h , leading to
where ( )
. Q f denotes the quantization characteristic. When the number of multipath components is large, the channel frequency response samples are approximately Gaussian and it can be shown that [15] , 0,..., 1
with Q l n denoting the quantization noise term with variance 2 Q σ . We can define a signal-to-quantization noise ratio (SQNR) on subcarrier l as 2 2 SQNR , 0,..., 1
The SQNR is a function of the number of quantization levels 2 m , with m denoting the number of bits required for the real and imaginary of each quantized sample. 
IA Algorithms
In this section we start by briefly review the closed-form IA algorithm for 3 K ≤ . Then, the iterative MMSE-based IA algorithm for a general K and assuming perfect CSI is described. After that, the MMSE is explicitly minimized under channel quantization errors, referred to as robust MMSE IA algorithm. Finally, the quantization of the detection , k l G is discussed.
Closed-form IA Precoder for K=3
For the three user interference channel it is possible to find a closed-form solution to , , 1, 2, 3 
where 1 2 2 , ,..., M ω ω ω are the eigenvectors of matrix
. These precoding matrices can be optimized as discussed in [6] . For this, a QR decomposition is applied to the above precoder matrices as 
where (9), the linear filter used at the kth receiver is given by
with dimension ( )
Iterative MMSE
A common metric for accounting for noise in linear receivers in wireless communications is the mean square error (MSE). This concept can also be applied to IA. In this approach we account for signal power by attempting to force the received signal to look like the intended signal before precoding and transmission. The MMSE criterion minimizes the expected sum of the norms between each ,
In this case the optimization problem can be formulated as
The solution was derived in [8] and the iterative procedure is the following: 1) Fix G , we must send this information to the UTs. Note that for the iterative based approaches both matrices should be computed at the transmitted side, since it is not realistic to exchange information between the BSs and the UTs on each iteration. As with the channel response, we must quantize the detection matrices. In this paper we assumed a similar quantization procedure for the channel and detection matrices. The main difference is that we need to send the information associated with all subcarriers, contrarily to the channel matrices where we can sample and quantize only one out of / CP N N subcarriers. This is due to the fact that the time-domain version of the detection matrices is not restricted to CP N samples, spanning over the entire block.
Performance Results
In this section we present a set of performance results for the IA techniques described above, namely: the closed-form approach (CF-MMSE), the iterative MMSE (I-MMSE) and iterative robust MMSE (I-RMMSE) schemes. Our scenario has K=3 BSs, cooperating to transmit information to K=3 UTs sharing the same resources. All terminals are equipped with 4 antennas. The main parameters used in the simulations are based on LTE standard 0: FFT size of 1024; sampling frequency, s f , set to 15.36 MHz; sub-carrier separation is 15 kHz and modulation is QPSK.
We considered a channel with an exponential powerdelay profile (PDP) that decays 20 dBs from the first to the last path. We have CP N =64 sample-spaced paths with uncorrelated Rayleigh fading. The long term channel power is affected by a lognormal shadowing with 99% of the fading between -3dB and 3dB. We assume perfect CSI estimation at receiver side (i.e., at the UT). E denoting the average bit energy and 0 N and denoting the one-sided noise power spectral density, when we have perfect CSI. In Fig. 3 , we evaluate the performance of the I-MMSE algorithm for different number of iterations. The curve for the CF-MMSE is also plotted to comparison. Although the performance improves with the number of iterations, the gains after 20 iterations are negligible. Therefore, in the following we will consider 20 iterations for the I-MMSE and I-RMMSE algorithms. E N values, mainly for the iterative MMSE approach. This is because the quantized error was not taken into account in the design of the precoder and equalizer matrices. For m=8, we can see that the performance is close to the one obtained for perfect CSI (no quantization) even when both the channel and the equalizer matrix G are quantized. Fig. 5 depicts the BER performance comparisons of the iterative MMSE and robust MMSE for m=4 and m=6. The results are presented for the case when only the channel is quantized and when both (channel H and matrix G) are quantized. As it can be seen, when the number of quantized bits is low (m=4) the I-RMMSE scheme clearly outperforms the I-MMSE approach. When the number of quantized bits increases the quantization error decreases and the performance of the I-MMSE tends to the one given by the I-RMMSE. When m=8, the performance of both approaches is basically the same, for both quantization cases (only channel quantized and both channel and equalizer matrix quantized). 
Conclusion
In this paper we considered iterative MMSE-based IA techniques for the downlink of OFDM-based broadband wireless systems with limited feedback. The channel associated with the different BS-to-UT links is estimated at each UT and then a quantized version of these channels is feedback from the UTs to the BSs. The performance of several IA algorithms with different quantization characteristics is studied in detail. The proposed method requires the quantization of only a few samples of the broadband channel. Moreover, we can have close to optimum performance with a relatively low number of quantization bits at the real and imaginary parts of the appropriate number of samples of the channels. Future work will focus on analyzing and reducing the overhead associated with the quantization of the detection matrices.
