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I. INTRODUCTION
W HILE the various motivating arguments put forth for designing robots that physically resemble humans-the need for robots to function in environments designed expressly for humans and the better facilitation of human-robot interaction leading to wider social acceptance of robots-are by now well known, recent works that focus on getting humanoid robots to move in a humanlike way, e.g., [1] and [2] , point to a growing realization that how the robot moves and behaves is just as important in the way that humans ultimately perceive robots.
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Digital Object Identifier 10.1109/TSMCB.2008.926324 from human motor control research, Simmons and Demiris [4] generate human point-to-point arm-reaching movements in which the hand typically follows a linear path and the velocity profile resembles a smooth bell-shaped curve. In [5] , human subjects are asked to subjectively evaluate the naturalness of arm movements generated from various algorithms, e.g., the minimum velocity or acceleration of the hand, minimum angular velocity or acceleration of the joints, minimum joint torque or torque change based on dynamic optimization, etc., and the authors conclude, among other things, that the smoothness of hand velocity profiles is critical and that minimum torque and other dynamically optimal motions tend not to be perceived as being natural (the latter finding is also confirmed in [6] ). The important consequence inferred from such previous works is that both the joint and task space characteristics of a movement are important ingredients affecting the movement's naturalness. The easiest and most popular way to generate humanoid movements resembling human movements in both the joint and task spaces is to exploit some existing database of human motion capture data. Recent approaches attempt to generate movements that are similar, in some statistical sense, to this database of movements; this is also true for many works in imitation learning and programming by demonstration. Nearly all of the metrics used to measure the similarity between movements rely on joint and task space representations of the movement. However, directly applying a particular set of human motion capture data-in the form of joint angle trajectories-to a robot will more often than not yield unsatisfactory movements because topological and structural differences inevitably exist between the human subjects providing the motion data and the actual robot (e.g., differences in kinematic degrees of freedom, joint types, link dimensions, joint limits, mass and inertial properties, etc.).
Therefore, what is needed is a procedure for generating new movements from a collection of similar movements (or, in the context of imitation learning, from multiple demonstrations of a specific movement), which adjusts the joint trajectories to compensate for these structural differences while still preserving the "natural" qualities of the movement in both the joint and task space senses.
The main contribution of this paper is an algorithm for generating natural humanlike movements, which simultaneously accounts for task and joint space characteristics in a unified and consistent fashion while preserving the natural qualities of the movement within an optimization setting. The approach that we set forth is based on the following: 1) the encoding of movement primitives in joint space as a set of basis elements that are extracted via the principal component analysis (PCA) of existing human movement data and 2) the use of HMMs to determine the optimal linear combination of basis elements, which best represents the movement in the task space.
The idea that complex movements are created from a vocabulary of movement primitives has inspired a wealth of related studies in the human motor control literature (see, e.g., [7] - [9] and the references cited therein). The method of representing and generating human arm movements as a linear superposition of principal components was first investigated in [8] . Basis elements obtained from PCA have also been used in interpolation-based schemes for deriving action and behavior primitives for humanoid robots [10] - [12] and for obtaining dynamically suboptimal motions in real time, e.g., suboptimal minimum torque motions [12] .
The use of HMMs are ubiquitous in time series signal processing, particularly in speech recognition [13] . Recently, HMMs have also appeared in video-based gesture recognition [14] - [16] and robot task learning [17] , [18] . The ability of HMMs to generalize human demonstrations has naturally led to several proposed methods for HMM-based movement generation [19] - [23] , whose details we discuss in the following.
In our proposed method, each movement primitive is represented by an HMM trained with human motion capture data. The HMM training process uses only the task space properties of the movement, i.e., only the hand trajectories and velocities in Cartesian space. At the same time, basis elements in the form of joint angle trajectories for each movement primitive are extracted via the PCA of the same HMM training data. Movements are then generated by selecting the basis element weights that result in the maximum probability for the given HMM and that meet boundary conditions and other userspecified constraints.
A. Related Work
Several closely related works that employ HMMs for movement generation have been recently proposed in the literature. Inamura et al. [19] train a continuous HMM using joint angle trajectories of human motion capture data as the observation data. New joint angle trajectories are obtained via the direct simulation of state transition and observation emission process with an averaging strategy, in which the following are accomplished: 1) the average state sequence is obtained from repeated trials of the state transition process; 2) the joint angle trajectories are obtained from a single trial of the observation emission process based on the averaged state sequence; and 3) the averaged joint angle trajectories are obtained from repeated trials of 1) and 2).
Calinon and Billard [20] - [22] primarily use HMM in an imitation learning context, which is for generalizing multiple human demonstrations of a given task. In contrast with Inamura et al. [19] , Calinon and Billard [20] use only key-point values, such as inflection points extracted from the joint angle or 3-D hand path trajectories, to train two corresponding separate HMMs. New movements are generated by interpolating the key-point sequence retrieved from the trained observation mean vectors. The works of Calinon and Billard in [21] and [22] extend their work in [20] by the following: 1) using PCA or independent component analysis to reduce the data dimension and the effects of noise before HMM training and 2) introducing a cost function to determine whether to control the humanoid using either the retrieved joint angle or 3-D hand path trajectories.
Asfour et al. [23] also rely on key-point retrieval from the trained HMM and interpolation of those key-points, which is similar to [20] . A distinctive feature of [23] is that three separate HMMs are employed for a specific movement, namely, jointangle-based, hand-path-based, and hand-orientation-based. The newly generated movement is the blend of the joint angle trajectories produced by those HMMs.
The approach presented in this paper enhances, in several important respects, the previously mentioned HMM-based methods for movement generation. The primary original contributions can be summarized as follows. 1) Our framework provides a systematic and efficient means of simultaneously considering the goodness of fit in both the joint and task spaces; the basis elements extracted via PCA reflect the joint space characteristics of the movement, whereas the trained HMM focuses on the features of the movement in the task space. Considering that the requisite optimization involves selecting the best linear combination of the movement basis elements that yields the highest probability for the trained HMM, the resulting movement preserves both the joint and task space characteristics of the original human motion. Our approach can be contrasted with that of Inamura et al. [19] , which uses only human joint angle trajectories and does not consider the task space features of the movement. At the same time, the other methods described in [20] - [23] generate separate movements according to the task and joint space characteristics, of which one is either selected or the two are suitably merged through some ad hoc user-defined criterion. 2) Our optimization procedure effectively resolves any movement discrepancies arising from the inherent kinematic differences between the target humanoid and the human subject providing the movement database. Considering that previous approaches [19] - [23] directly generate the movements without considering such structural differences, it becomes necessary to, e.g., manually adjust the human joint angle trajectories prior to HMM training to ensure, for example, that the joint limits of the target humanoid are not exceeded and that the qualitative features that make the movement natural are preserved even for different link length proportions. Such adjustments must, moreover, be made repeatedly whenever the target humanoid is changed. In contrast, considering that any joint limit constraints can be easily included into our optimization procedure, our approach avoids any laborious manual modification of the human joint angle trajectories. As we will also discuss later, considering that the HMM observation vector is defined to be the Cartesian hand position and velocity (normalized by the sum of the link lengths), humanlike movements can be generated simply by explicitly specifying the initial and final joint configurations of the movement as constraints in the optimization procedure. Unlike past approaches, the modification of the human joint angle trajectories and the HMM training is unnecessary even when the target humanoid is changed.
We emphasize that although our proposed approach bears some superficial similarities to the methodology presented in [21] and [22] , which is in the respect that both apply PCA and HMMs to human movement data, the two approaches are fundamentally different in both purpose and means; the works of Calinon and Billard in [21] and [22] apply PCA to human movement data across different joint or Cartesian position variables to reduce the data dimension and the effects of noise prior to HMM training. In contrast, our approach applies PCA to human movement data across multiple human demonstrations of every single joint comprising a movement in order to extract the movement basis elements for each corresponding joint.
B. Paper Organization
This paper is organized as follows. In Section II, we describe the principal component-based approach to constructing joint space basis elements and how these elements can be used to generate movements. Section III then presents our overall HMM-based optimization framework for movement generation. Section IV provides a detailed case study involving diverse sets of arm movements for a prototype humanoid robot, which is followed by a summary and topics for further study in Section V.
II. JOINT SPACE BASIS ELEMENTS VIA PRINCIPAL COMPONENTS
In our procedure for movement basis extraction via PCA, a human demonstrator first executes repeated trials of a specific movement (e.g., hand raising), which are then recorded with a motion capture device. Assuming that the kinematic parameters of the human subject are available, the movement data are stored in the form of joint angle trajectories obtained from the inverse kinematics. For each joint, PCA is then applied to the captured joint angle trajectories, and a set of dominant principal components (or, more precisely in our case, their continuoustime polynomial approximations) are selected as basis elements representing that movement class. This procedure is repeated for different types of basic movements, with the associated principal components constituting a convenient "primitive" representation for each movement class.
If the demonstrator executes a specific movement N times, with each movement sampled at M uniform time intervals, the joint angle trajectories of a particular joint can be represented as a sample movement matrix X ∈ M ×N ; here, each column of X, which is denoted as x i ∈ M , i = 1, 2, . . . , N, represents a single (sampled) joint angle trajectory for each execution. The associated sample covariance matrix C ∈ M ×M can be obtained as wherex is the sample mean. Denoting the eigenvalues of C, in decreasing order, by λ i (i.e., λ 1 ≥ λ 2 ≥ · · · ≥ λ M ), the corresponding eigenvectors e i are the principal components of X. The ratio between each eigenvalue and the sum of all the eigenvalues is then the percentage of data explained by each corresponding principal component. Usually, the first p dominant principal components are selected as movement basis elements according to the following criterion:
where T is a specific user-supplied threshold (e.g., 0.9 and 0.95). Fig. 1 shows an example of the captured joint angle trajectories and the four dominant principal components. If we use only the first three principal components as the movement basis elements, the newly generated joint angle trajectory can be expressed as a linear combination of b i (t), which is the continuous-time polynomial approximation of each principal component e i , as follows:
whereq(t) is the continuous-time polynomial approximation of the mean trajectory and c i represents the scalar weighting coefficients. What remains now is how to determine the coefficients c i .
One of the simplest ways of determining c i is to perform a linear movement interpolation via the solution of the linear equation
where {q(t 0 ), q(t f ),q(t 0 ),q(t f )} are boundary conditions at the initial and final configurations specified by the user. The computational time for solving (4) is negligible. Modifying the number of principal components used or applying other boundary conditions, e.g., joint angle accelerations at the end points, can be accommodated in a similar fashion.
Note that (4) must be separately applied to each joint. When the number of weights to be determined exceeds the number of boundary conditions, the weight values can be determined via optimization with respect to a suitable criterion. The subsequent suboptimal motions obtained for physical criteria, e.g., minimum torque motion, can generally be obtained far more efficiently than by using more general basis elements such as B-splines.
Finally, we note that although our framework employs principal component representations of the joint trajectories, in principle, one can use any number of methods for constructing the basis elements for each movement primitive, e.g., independent component analysis, nonnegative matrix factorization, etc.
III. MOVEMENT GENERATION FRAMEWORK
By using the principal components as the movement basis elements, we can generate new joint angle trajectories that appear similar to the captured human joint angle trajectories. However, this apparent similarity in the joint space does not ensure a natural appearance in the task space. In previous case studies involving arm movements [24] , we have shown that both the linear interpolation method using (4) and torque minimization, although efficient, produce movements that somehow fail to capture the small but essential details that result in the perception of a movement as being natural-the spatiotemporal characteristics of the movement in the task space (such as the motion of the hand while waving) clearly need to be considered.
To address this concern, we combine the PCA-based movement generation framework [12] and the HMM representation of movements used for gesture recognition into a single movement generation framework. Specifically, the HMM is trained in the task space for a specific movement primitive, using the same human motion capture data employed in the PCA-based movement basis extraction procedure. We then determine the linear combination of weights for the movement basis elements so as to maximize the probability for the trained HMM, which is subject to any user-imposed boundary joint values and constraints. The end result is a movement that is natural from the perspective of both the task and joint spaces, and it satisfies the desired initial and final configurations of the end effector. We describe the proposed movement generation framework in the following two stages: 1) HMM setup and training and 2) motion optimization using the principal components with the trained HMM.
A. HMM Setup and Training
HMMs can be characterized as discrete state stochastic processes consisting of hidden states S and observation vectors o from S. The characteristics of a specific HMM are completely determined by the probability distribution set λ HMM = {A, B, π}, where A, B, and π are, respectively, the state transition probability distribution, the observation probability distribution, and the initial state distribution. In Fig. 2 , a ij comprising A represents the transition probabilities from state S i to state S j , i.e., a ij = P (q t+1 = S j |q t = S i ), where we denote the actual state at time t as q t , and b j (o) comprising B represents the observation probability distributions at S j . If the mixture of M Gaussian densities is used, b j (o) can be expressed as
where w jm represents the mixture coefficients for the mth Gaussian mixture in the state S j and μ jm and Σ jm are the mean vectors and the covariance matrices for the mth Gaussian mixture in the state S j . Given the observation sequences, HMM training involves determining the probability distribution set λ HMM = {A, B, π} so as to maximize the probability of the observation sequences for the given model. Many different training algorithms are available, e.g., the Baum-Welch algorithm is widely used in speech recognition applications [13] . As a first step toward using HMMs for movement generation, the observation vector must be defined; for this purpose, we use the 3-D Cartesian position and velocity of the end effector, which can be straightforwardly obtained from the forward kinematics once the joint and kinematic parameters of the human links are available. Considering that in most cases, the link length proportions of the humanoid robot will differ from that of the human demonstrator, we use the Cartesian position normalized by the sum of the link lengths, i.e., if the Cartesian position with respect to the fixed frame is p = (X, Y, Z) and the normalized position isp = (X,Ŷ ,Ẑ), then the observation vector is chosen to be o = (X,Ŷ ,Ẑ,Ẋ,Ẏ ,Ż) ∈ 6 . For the observation density, we use a single Gaussian density rather than a mixture of multiple Gaussians, considering that the training observation sequences are necessarily limited in practice.
Next, the type of HMM must be decided. The most general type of HMM is the ergodic HMM shown in Fig. 2(a) , where all of the states are mutually connected. In the ideal case, the choice of the type of HMM should not be a critical factor. For example, in speech recognition applications, where the left-right HMM shown in Fig. 2(b) is widely used according to the temporal characteristics of the spoken word, all the a ij 's that Fig. 3 . Examples of choices of the number of the hidden states for hand movements, which are, namely, hand raising and figure "3."
do not correspond to the left-right HMM would vanish during the training process, even for the ergodic HMM. However, considering that the training observation sequences are noisy to some degree and their available quantity is limited in practice, choosing an appropriate type of HMM is crucial for effective training. For our application in which the observation vector is defined to be the position and velocity of the end effector, the left-right HMM shown in Fig. 2(b) is found to be an appropriate choice.
The number of hidden states must also be decided. In the extreme, the number of states can be set equal to the length of the observation vector sequence [13] ; however, this is not recommended for the obvious reasons of limited training data and excessive computational requirements at the training stage. In the case of speech recognition, the number of hidden states typically corresponds to the number of phonemes in a specific word. Similarly, we can select the number of hidden states according to the spatial properties of a specific movement. We heuristically split the specific movement into the initial and final states and a minimal number of intermediate states that are representative of the movement characteristics. Fig. 3 shows examples of such choices of the number of hidden states for hand movements that are considered in our case studies, i.e., hand raising and a gesture representing the figure "3." We note that our method is not bound to any particular type of movement segmentation and that any number of methods based on, e.g., curvature considerations, information-theoretic criteria, such as the minimum description length, etc., can be employed.
For HMM training, the human motion capture data used to extract the movement basis elements is also used to obtain the observation sequences. Therefore, the observation sequence O = {o 1 , o 2 , . . . , o M } is available for each motion capture execution, and totally N sample observation sequences are available for HMM training. As a result of HMM training, multiple human demonstrations are generalized, and the essential characteristics of a specific movement are encoded in the probability distribution set λ HMM = {A, B, π}.
B. Movement Optimization
Once the trained HMM and the principal components extracted from the human motion capture data are available, optimal movements using the principal components as movement basis elements can be determined that yield the highest probability for the trained HMM. This step can be expressed in the form of an optimization involving the trained HMM, i.e., where c denotes the weights in the linear combination of the PCA-based basis elements andÔ is the observation vector sequence [computed from the forward kinematic equations with the joint angle trajectories obtained from the linear combination of the principal components for each joint as given by (3)], which is subject to appropriate boundary joint values at the initial and final configurations. When the joint limits of the humanoid robot differ from those of the human demonstrator, the joint limit constraints can be easily inserted into the optimization process. The boundary joint values and joint limit constraints are, respectively, considered as the linear equality and nonlinear inequality constraints in the optimization process. The forward procedure [13] is used in calculating P (Ô|λ HMM ).
To reduce the optimization search space, we use the projected values of the human motion data onto the selected principal components. For each principal component of a specific joint, there exist N projected values of the original human sample movement matrix X ∈ M ×N . In order for the resulting movement to be similar to the sample human movements, each weighting coefficient of (3) should be close to the corresponding projected values of the human motion data. We therefore restrict the search space of each weighting coefficient according to ±c i ≤ p i,max · (1 + δ), where p i,max is the maximum absolute value of the N projected values of the human movements onto the corresponding principal component and δ is a small positive number to allow the new movement to exceed the range of the original human movements. For our following case studies, δ is set to 0.3. The weighting coefficients, such as c 4 in (3) not related with the principal components, are restricted to lie between −(1/2)π and (1/2)π.
IV. NUMERICAL AND EXPERIMENTAL CASE STUDIES
In this section, we examine the feasibility of our proposed movement generation framework via numerical and experimental case studies involving several arm movements. We consider a 4-DOF humanoid arm, consisting of a 3-DOF shoulder and 1-DOF elbow, with the wrist assumed fixed (see Fig. 4 ). To test the adaptability of our framework to variations in the link length proportions, three different humanoid models are used in the case studies, as shown in Table I . The forearm length represents the length between the elbow and the reference point of the hand. The first humanoid model has the same link length proportions as the human demonstrator. Simple arm movements, including hand raising and a figure "3" gesture, are [25] is used throughout for all calculations related to our HMMs.
A. Hand Raising
We first consider a simple hand-raising motion. The human demonstrator executes this motion 50 times, and the human joint angle trajectories are calculated from the recorded 3-D position data of the markers. The principal components and observation sequences are then extracted from the obtained joint angle trajectories. We use a left-right HMM with five hidden states defined as follows.
State 1) The hand is at the initial lower position, with the elbow outstretched. State 3) The hand is in the middle position, with the elbow bent. State 5) The hand is in the final vertical position, with the elbow outstretched. States 2) and 4) are defined in the obvious way as the intermediate spatial positions of the adjacent states. Fig. 5 shows both the training data and the training results of the associated HMM for the hand-raising motion. In Fig. 5(b) , the estimated mean vectors of the observation Gaussian density for each state are plotted as asterisk markers, together with the mean of observation sequences. Only the first three components of the mean vector corresponding to the normalized Cartesian position of the hand can be displayed. As shown in Fig. 3 , we can see that the mean vectors are well placed at the positions presumed during the design of the associated HMM. Fig. 5(c) shows the log-likelihoods of each training observation sequence for the trained HMM, i.e., P (O|λ HMM ). In Fig. 5(d) , for comparison, the maximum and minimum probability training sequences for the trained hand-raising HMM are displayed with the mean observation sequence. Again, only the first three components, i.e., the normalized Cartesian hand trajectories, are plotted. The maximum probability observation sequence, whose log-likelihood for the trained HMM is −59.5, appears very much similar to the mean observation sequence whose log-likelihood is −36.1, whereas the minimum probability observation sequence, whose log-likelihood is −584.3, does not. These results suggest that the HMM has been adequately trained for the hand-raising motion.
Before showing the results of our movement optimization, we illustrate, with examples, the problems that arise when directly applying human motion capture data to humanoids. First, the resulting motions may exceed joint limits, such as the case for the humanoid elbow joint limit being set to (2/3)π in Fig. 6(a) . Fig. 6(b) shows the resulting Cartesian hand trajectories obtained from the human joint trajectories for our three humanoid models. The log-likelihood of the observation sequence for humanoid model 1 for the trained HMM is −197.5, whereas those for humanoid models 2 and 3 are, respectively, −308.5 and −328.1. These numbers reflect the diminished naturalness of the movement arising from the difference in length proportions. We now compare the movements obtained from the optimization stage with the previous results. Table II shows the percentage of data explained by each principal component for our basic movements (hand raising and figure "3") . For both cases, we use the four dominant principal components in the optimization, which explain at least 80% of the original motion capture data. The joint angle values at the initial and final configurations are imposed as equality constraints in the optimization.
We first examine the effects of different joint limits on optimized hand-raising movements for humanoid model 1. The solid and dashed lines of Fig. 7(a) represent, respectively, the optimized joint angle trajectories for the case without and with elbow joint limits (set to (2/3)π in the latter case). The corresponding normalized Cartesian trajectories of the hand position are shown in Fig. 7(b) . Please see video attachment 1 for the corresponding moving picture of the optimized movements. This will be available at http://ieeexplore.ieee.org. The loglikelihood of the movement in the case without the elbow joint limit is −56.3 and −95.9 in the joint limit case.
We next examine the results of the optimized motions for different link length proportions. We first optimize the handraising motion for humanoid model 1 for the prescribed boundary values of the joints. We then determine the optimal motions for humanoid models 2 and 3, using boundary values calculated such that the initial and final normalized Cartesian hand positions are the closest (in the sense of least squares distance) to those for humanoid model 1. From the results shown in Fig. 8 and video attachment 2, the similarities between the resulting normalized Cartesian hand trajectories are immediately apparent in spite of the differences evident in the corresponding joint angle trajectories. This video attachment will be available at http://ieeexplore.ieee.org. The log-likelihoods of the optimized motions for humanoid models 1, 2, and 3 are, respectively, −56.3, −62.3, and −67.4.
B. Figure "3" Gesture
We now apply our proposed framework to an arm gesture corresponding to the figure "3." The entire procedure for movement generation is identical to the previous cases.
A left-right HMM with seven states is used (see Fig. 3 ). Again, using 50 executions by the human demonstrator, the results of the HMM training are shown in Fig. 9 . Fig. 9(b) shows that our choice of the number of states for the figure "3" gesture is appropriate. The log-likelihoods of the maximum and minimum probability figure "3" gestures are, respectively, −162.7 and −420.8, whereas that of the mean observation sequence is −141.8. The corresponding normalized Cartesian hand trajectories are shown in Fig. 9(d) .
The figure "3" gesture generation results are shown in Fig. 10 and video attachment 3. This will be available at http://ieeexplore.ieee.org. The boundary joint values for each humanoid model are set following the hand-raising case. Despite the differences in joint angle trajectories for the three humanoid models, the normalized Cartesian hand trajectories are almost identical. The log-likelihoods of the resulting gestures for humanoid models 1, 2, and 3 are, respectively, −138.9, −146.2, and −143.3, suggesting that the training appears to have been adequate.
C. Application to the KIBO Humanoid Prototype
We now demonstrate the results of our movement generation procedure using the KIBO humanoid robot prototype. Similar to the robot used for our earlier simulation studies, KIBO also has a 4-DOF arm (3-DOF shoulder and 1-DOF elbow). KIBO's upper arm and forearm lengths are both 120 mm, and its elbow joint limit is set to (110/180)π. Two simple movements used in the previous case study are generated again for KIBO. The initial and final boundary joint values for each movement are specified in the same way as in the previous case studies.
The optimized motions are shown in Fig. 11 and video attachment 4. This will be available at http://ieeexplore.ieee.org. The white lines represent the 2-D trajectories of the reference point on the hand. For the resulting hand-raising motion shown in the top row of Fig. 11 , it can be verified that the resulting motion is natural even with the elbow joint limit constraint. The resulting figure "3" gesture, which is shown in the bottom row of Fig. 11 , also appears quite satisfactory. The log-likelihoods of the optimized hand-raising and figure "3" gestures are, respectively, −147.1 and −138.4 (also summarized in Table III ). The log-likelihoods expressed in italics denote cases where the elbow joint limit constraint was in effect. It should be noted that the comparison of log-likelihoods across different movement classes is not meaningful because each movement class possesses its own trained HMM.
The average computational times for generating each movement are shown in Table IV . The optimization is performed on the Pentium Dual-Core 2.8-GHz processor with 2-GB memory using the "fmincon" function of the Matlab Optimization Toolbox. The optimization termination tolerances on the objective   TABLE III  LOG-LIKELIHOODS FOR THE TRAINED HMMs   TABLE IV  AVERAGE COMPUTATIONAL TIMES function value and the weighting coefficients are all set to 0.01. The computational times are averaged over ten trials for each movement with varying boundary joint values. From Table IV , we can see that there is a slight increase of the computational time in proportion to the number of states.
An analysis reveals that in the evaluation of the objective function, most of the computational time is occupied in the calculation of the forward kinematics of the observation vector, particularly by the curve fitting and differentiation procedure, to obtain the requisite velocities for the hand trajectory. In our simulations, this stage is considerably speeded up without any noticeable loss in accuracy by using finite difference approximated derivatives. It should be noted that the main emphasis of this paper was not on minimizing computation times but on evaluating the validity of the algorithm and a qualitative analysis of the generated movements. We expect that further speedup can be attained via, for example, more efficient approximation techniques, customized optimization algorithms, and even by implementing our algorithm directly in C or C++.
D. Comparison With Other Algorithms
We now compare our movement generation procedure with other natural movement generation algorithms reported in the literature. In [24] , we have already shown that our proposed approach can yield far more natural movements than the linear interpolation or joint torque minimization. Here, among the various algorithms introduced in [5] , the following four algorithms are compared: the minimum end-effector velocity and acceleration movements (MV and MA) in the 3-D Cartesian space and minimum angular velocity and acceleration movements (MAV and MAA) in the joint space. Lim et al. [12] reports it is more efficient to use, as basis elements in the movement optimization, the principal components of human joint trajectories than, for example, piecewise B-spline polynomials; we therefore use the principal components as the movement basis elements for these four algorithms.
The 3-D Cartesian trajectories of the resulting movements generated via each method under the same boundary conditions for each movement (hand-raising and figure "3" gestures), are shown in Fig. 12 . The log-likelihoods of the resulting hand-raising movements generated via our approach, MV, MA, MAA, and MAV for the trained HMM are, respectively, −41.3, −237.5, −177,7, −339.1, and −258.5. We can also see that the trajectories of the hand-raising movements generated via our approach shown in Fig. 12(a) are much more similar to the mean trajectories shown in Fig. 5(b) than the trajectories of the other algorithms.
The advantage of our proposed movement generation framework over MV, MA, MAV, and MAA can be more clearly seen via the results of the figure "3" gesture shown in Fig. 12(b) . Although the principal components representing the joint space characteristics of the figure "3" gesture are used as the movement basis elements, with the exception of our method, all the other methods do not consider the task space characteristics of the figure "3" gesture in the optimization process; the consequence is an unnatural-looking movement as shown in Fig. 12(b) . The log-likelihoods of the resulting figure "3" gestures generated via our approach, MV, MA, MAA, and MAV are, respectively, −163.7, −1019.1, −1241.9, −956.1, and −1135.4, further supporting our claims of naturalness.
E. Discussion
Beyond the simple arm movements demonstrated in our experiments, in principle, our framework can also be extended to more complex movements, which are both of a longer duration and involving a greater number of states to describe the movement. To assess the associated computational complexity, we recall that the complexity of the forward procedure for computing P (Ô|λ HMM ) is O(N 2 T ), where N and T denote, respectively, the number of states and the length of the observation sequence [13] . Based on this result, it would seem that, in general, it is better to break up movements involving a large number of states into a concatenation of smaller (and simpler) movement segments. Such a movement segmentation can be manually or automatically performed, as done in [26] and [27] . While it is difficult to provide a precise quantitative projection because it would depend on factors such as the kinematic structure and geometric and topological characteristics of the movement trajectory, for our arm movement studies, we have found that limiting the number of states for each movement to below ten seems to be reasonably effective.
In our HMM training procedure, we use the 3-D Cartesian position and velocity of the end effector, which are normalized by the total length of links, as the observation vector. Via such a normalization, it is possible to apply the trained HMM to other humanoids with different link length proportions without retraining the HMM. The observation vector normalization also allows us to use the motion capture data of multiple human subjects for HMM training purposes without degrading the quality of the resulting humanoid movement. For the movement basis element extraction procedure via PCA, using multiple human subjects should not significantly affect the quality of the generated movements, considering that the joint angle trajectories should not significantly differ, provided that they belong to the same movement class.
Finally, we remark that our proposed framework is best suited for situations where natural movements are a high priority, e.g., gestural human-robot interaction and entertainment robots performing dance or athletic movements. In its current form, our framework is not well suited for situations where movement accuracy is critical, e.g., two-arm cooperative movements interacting physically or manipulating a common object. Indeed, for movements requiring any combination of precise force-position-impedance control, demanding that the movement further appear natural would seem to call for an altogether different approach. For two-arm movements that do not involve physical interaction, one straightforward way to apply our framework is to first generate one arm movement using our methodology and the second arm movement can then be obtained from the same methodology, with collision avoidance between the two arms imposed as constraints in the associated optimization for the latter arm.
V. CONCLUSION
This paper has presented an algorithm for generating natural humanlike movements, which simultaneously accounts for task and joint space characteristics in a unified and consistent fashion. Each movement class is represented as an HMM, which is trained with only the task space trajectories of human motion capture data. At the same time, basis elements in the form of joint angle trajectories for each movement primitive are extracted via the PCA of the motion data. Movements are then generated by selecting the basis element weights that result in the maximum probability for the given HMM and that meet boundary conditions and other user-specified constraints.
The results obtained from our numerical and experimental case studies demonstrate the advantages of our proposed framework. The resulting movements appear substantially more natural than, for example, movements obtained from a torque minimization procedure or movements obtained by directly applying human joint trajectory data to the humanoid platform. Another important advantage of our method is that any kinematic differences between the humanoid and human subjects, i.e., different link length proportions or joint limit constraints, are naturally accounted for in the embedded optimization procedure.
Our current efforts are focused on the following: 1) considering, in lieu of PCA, other methods for constructing the joint space basis elements, e.g., independent component analysis and nonnegative matrix factorization; 2) replacing the manual movement segmentation step in the HMM representation of a complex movement, which is by an automatic segmentation procedure such as one based on minimizing the minimum description length of the movement encoding; 3) seeking ways to improve the computational efficiency of the optimization procedure; and 4) considering cyclic movements, such as walking and running, and more complex movements that arise in sports and dance.
