Abstract-One of the key, emerging challenges that connects the "Big Data" and the AI domain is the availability of sufficient volumes of training data for AI/Machine Learning tasks. SynthNotes is a framework for generating standards-compliant, realistic mental health progress report notes at the very large, population-level scale, and in a strict privacy-preserving manner. Our framework, inspired by the needs to explore, evaluate, and train computational methods for the emerging mental health crisis in the US, is useful for benchmarking, optimization, and training of biomedical natural language processing, information extraction, and machine learning systems intended to operate at "Big Data" scale (billions of notes). The free text notes generated by SynthNotes are based on the literature and public statistical models allowing for realistic, natural language representation of a patient, and his or her mental health characteristics. Additionally, SynthNotes can partially simulate stylistic, grammatical, and expressive characteristics of a licensed mental health professional. SynthNotes is modular and flexible, allowing for representation of variety of conditions, incorporation of alternative foundational models, and parametrization of the variability of the structure, content, and size of the synthetically generated corpus. In this paper, we report on the initial use and performance characteristics of our SynthNotes framework and on the ongoing work for inclusion of content planning and deep learning-based generative methods trained on real data.
I. INTRODUCTION
The work presented in this paper is motivated by an emerging crisis related to the dramatic rise of suicide rates in the US and the need to evaluate and design new approaches for machine-assisted suicide risk surveillance. Consequently, we realized the need to have access to large volumes of relevant mental health training materials in a manner that is accessible to a wide group of researchers and in a strictly privacypreserving fashion. Prior research has shown that widely used de-identification techniques such as swapping data, recoding variables, and adding noise to a dataset can distort relationships among variables [1] , [2] . As a strategy to simultaneously protect sensitive data from attack or exposure and establish a more effective mechanism for disseminating and utilizing data, synthetic datasets have demonstrated value in a number of general domain problems [1] , [2] , [3] , [4] . A better understanding of how traditional synthetic data generation methods can be used to scale data science efforts and examine the types of research questions commonly investigated in the population health sciences is needed.
We sought to generate randomly structured, high-fidelity psychiatric notes for depression and other conditions following the diagnostic and clinical documentation standards recommended by the DSM-V and clinical note writing instructions [5] . Our framework is based on a patient-disease-physician model, allowing configurability and personalization of generated text so that we can account for the differences in the writing style, grammatical correctness, and attention to details of the individual physicians as well as for the variability in the patients' background, living conditions, lifestyles, and disease manifestations.
Our work originated as part of a suicide prevention initiative at the US Department of Veterans Affairs (VA), which puts a special emphasis on this problem given that the suicide rates among veterans are higher than in the civilian population. For example, in 2014 it was estimated that twenty veterans commit a suicide each day. [6] . Several initiatives are in place to reduce this rate, some focusing on groups that are now at an elevated risk for suicide, including older and female veterans. These initiatives include the use of advanced predictive analytics to identify those at risk and intervene early. However, these analytic models include model predictors from structured data sources and do not consider the data within the mental healthrelated notes [7] , [8] , [9] .
The total size of the data, indexes, etc. stored in the VA's data warehouse, called Corporate Data Warehouse (CDW),
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is greater than 9 terabytes. Approximately one million notes are additionally changed or created every day. This dataset is the next target for precision mining, analysis, extraction, and identification of the factors of interest. Given the large size of data, and its sensitive, private nature, we recognize the need to generate a synthetic corpus that could be used for performance testing and benchmarking of the medical and natural language-oriented algorithms and approaches. For that reason, we developed a SynthNotes [10] framework, a work in progress, which is described in this paper.
A. Synthetic Data Generation
A good data synthesizer seeks to minimize the loss of meaningful information, while protecting the confidentiality of protected information that can be used to re-identify individuals such as names, addresses, social security numbers, and more. There are two main traditional approaches to synthetic data generation described in the academic literature [3] , [11] , [2] , [12] , [3] , [1] . The first approach to generating a fully synthetic dataset was proposed by Rubin in 1993 to synthesize long form responses based on the short form household responses on the Census [2] . Rubin's approach involved the generation of multiple synthetic datasets by selecting units from the original dataset and imputing their long form data, using a model that was fit to the original dataset and did not include any of the households actual long form data. Later the same year, a partially synthetic dataset was suggested by Little to address the problems associated with specifying a model that considers all of the relationships within a dataset by sampling from the original dataset and replacing the key variables with imputed values [11] . In contrast to fully synthetic data, one-toone mappings between the original and the partially synthetic dataset can be retained.
Other types of synthetic data described in the academic literature include test data and realistic synthetic data [13] , [14] , [4] , [15] but there is little to no attempt to ensure the integrity of the data transformation process. Moreover, these datasets are used primarily for more narrowly focused tassk such as software development and testing purposes, and not the development of the scalable, high-performance analytic algorithms. Realistic data reflects similar properties to the original data, but the synthesis process does not involve modifying the original dataset. For example, to simulate a disease population, one might begin with a large hypothetical population with a known distribution and then simulate sampling from that population instead of sampling from members of the population directly.
II. APPLICATIONS TO OBSERVATIONAL HEALTH DATA
Statistical methods for generating synthetic microdata have been critical to the release of health, economic, labor force and other types of public-use data files for academic, industry and government research [16] , [12] , [17] , [18] , [15] , [3] , [19] , [20] for decades.
Synthetic data have also been used to expand the distribution of public-use microdata in Canada and the European Union.
Initially developed for the UK Longitudinal Study, the R statistical software package SynthPop provides an open source solution for statistical disclosure control for microdata [12] .
A. Synthetic Patients
To model nationally representative cancer data, work by Yu et al. derived synthetic patient data from the National Cancer Institutes Surveillance, Epidemiology, and End Result (SEER), imputing geographic tracts for disclosure avoidance [16] , [18] . Although their synthetic dataset did not contain all geographic tracts in the source data, given a patient's tumor characteristics, they demonstrated that synthetic data generation techniques can be used to preserve important statistical characteristics of the SEER registry that are related to cancer disparities, while protecting confidentiality.
Realistic synthetic datasets have been generated for health information exchange (HIE) simulations and to facilitate the exploratory analysis of electronic health records [13] , [14] , [15] . Synthea, a "cradle-to-grave" patient synthesizer, was developed by the MITRE corporation. Synthea is a key component of SynthMass, an award winning simulated HIE that can be used to visualize and interact with individual patient data by city and town [14] . Synthea is based on clinical practice guidelines, health incidence statistics, and Census demographics. Also, driven by desire to increase the the use of EHR datasets, researchers have focused on the generation of realistic synthetic electronic health records [13] . Neither application provides a notes generating component, nor a comprehensive evaluation that includes the assessment of synthetic data for prediction or causal inference; their main purpose is for software development, model simulation and exploratory analysis.
B. Text Data Generation
The generation of the textual synthetic data is challenging on a number of levels. In addition to ensuring the correctness of the statistical properties of the data, synthetic text data needs to retain the grammatical and linguistic validity in order to be processable by natural language processing (NLP) and information extraction (IE) algorithms.
Applications such as StatsMonkey for sports reporting [21] , Wikipedia article writing [22] , and Associated Press financial reporting (Wordsmith platform by Automated Insights) [23] have demonstrated a human-like performance in generating a natural language for statistics and expert-knowledge tasks. In the medical domain, Portet et al., have implemented an automatic reporting framework for neonatal care [24] . Similarly motivated, and Wang et al. have implemented a text generation utility for "Big Data" testing called TextGen [25] , whereas Masqud has used synthetic text generation for sentiment analysis [26] .
Recent approaches with the application of Generative Adversarial Networks (GANs) and LSTM deep learning architectures for text generation have shown promise and are of particular interest to researchers working on textual synthetic data [27] , [28] , [29] , [30] , [31] . Despite these and other efforts, we observed the need for a generator of realistic synthetic mental health notes capable of the volume needed for largescale analytics and surveillance for suicide prevention efforts at the national level.
III. BACKGROUND
The VA is known for excellence in mental health care. Its network of mental health professionals includes a Suicide Prevention Coordinator (SPC) at each VA medical center in the US. SPCs promote high quality mental health treatment for acute risk Veterans through direct support, care coordination, increased monitoring, and intensifying care. To facilitate the review of what can be hundreds of acute risk cases in a large VA facility, the Recovery Engagement And Coordination for Health Veterans Enhanced Treatment (REACH VET) model is used by SPCs to quickly distill suicide relevant information from millions of Veterans health records and identify those most at risk for suicide, hospitalization, illness, or other adverse outcomes [7] .
Although REACH VET's prediction algorithm considers hundreds of patient variables from a variety of different clinical and administrative databases for suicide risk prediction, it does not consider important patient information "locked" in free text clinical notes. SynthNotes was inspired by the desire to pair NLP with high performance computing technologies for the purpose of suicide prevention among the US veterans population. Synthesized data will primarily be used for developing, optimizing, and testing information extraction and machine learning systems to support care for Veterans at the highest risk of suicide; however, our goal is to bring our technologies to the operational environment, so that they can be applied to the VA's CDW, integrated with VistA [32] and updated daily for SPC and other mental health professionals at the VA.
IV. APPROACH
Our approach to implementing the SynthNotes algorithm is best described as pragmatic, progressive, and evolutionary. We started with a basic templating mechanism, advanced it to model-driven, and we are in process now of developing a more sophisticated algorithm, informed from the actual data, and capable of natural language generation using generative neural approaches, with statistical, self-supervising correction methods. This gradual and phased approach was largely due to the limited, evolving access to the actual VA data, and the need to first test scaling aspects of our approaches before moving on to the challenges of precision mining from text.
A. Phase I -"Mechanistic" Generation from Templates
The first phase of our synthetic note generation implementation focused on a simplistic template-based approach ( Figure  1 ). As a foundation for the structure-learning and generation of text, we used SOAP template instructional materials [33] , [34] . The objective of this phase was to generate large volumes (millions or billions) of grammatically and structurally correct text samples for testing performance and scaling of text search, indexing, and information extraction algorithms.
For testing purposes, we also included keywords and life stressor indicators, which have been found to be significant suicide risk indicators (Figure 1 ). Most template field values are selected from a configuration file by random selection, although some are held constant to preserve basic logical coherence (Figure 2 ). 
B. Phase II -Models-enhanced Generation
A Phase II implementation enhanced the previous implementation with the use of a model-based generator, and classical Natural Language Generation (NLG) techniques.
1) Patient, Disease, and Physician Modeling: Our first step in enriching the mechanistic style of the Phase I synthetic notes utilized existing literature, data analysis, and expert input to derive patient, disease, and physician models. The primary goal was to create patients with richer, more diverse, and realistic (literature-informed) information properties which can be reported in the synthetic notes.
To further enhance our patient models, we built on the work done by the Synthea project, which is able to produce synthetic patient populations with full medical histories. Census data, refined to the city level, provides distributions for demographic information which includes age, gender, socioeconomic status, education, alcoholism, and other relevant attributes. Patient profiles are further enhanced by the use of Synthea's disease modules, which are designed as probabilistic state transition Physician here is taken in a general sense, and it might include a therapist, counselor, or other medical professional that is authoring medical notes.
graphs. The transition likelihoods for each disease model are gathered from expert research related to each module. We initially relied on the most relevant modules for our work: injuries, medications, substance abuse, homelessness, and self-harm. Most modules also provide common care plans, developed by domain experts, prescribed for each class of medical event. For our work, it was necessary to add additional mental health modules such as depression, PTSD, bipolar disorder, obsessive compulsive disorder, and anxiety. These addition modules and conditions allowed us to create richer patient populations with the types of diseases and disorders most relevant to our research. We structured patient models as a collection of variables derived from past research on suicide risk factors.
These included general, population-specific factors and statistics on prevalence of mental health diseases, demographic data, medical history, socio-economic status, living conditions, lifestyle, appearance, firearm possession, and substance abuse. This important step makes SynthNotes an effective generator of synthetic data and enables the most precise and accurate possible search, information extraction, word embeddings, and patient modeling, useful to our research, and for the community at large.
Disease modeling, at least in its current implementation, is a combination of expert-curated, literature-derived properties mapped to ontologies such as the Unified Medical Language System (UMLS) [35] which provides extensive medical term dictionaries clustered into conceptual categories. UMLS also contains a Semantic Net which defines clusters of UMLS concepts and the relationships that exist between them. Our initial investigation shows that significant information regarding treatments and diseases relationships is available and encoded in the Semantic Net.
In addition to modeling patients and diseases, we also support custom generated text configurations. These configurations attempt to account for the differences in the writing style, expressiveness, grammatical correctness, readability, and attention to details of the individual writers (physician model) [36] .
Our initial attempt at this model involves substitution of random words, chosen by a parametrized distribution, with common misspellings or usual abbreviations that a physician may use. We also use the UMLS Metathesaurus and Specialist Lexicon for syntactic variability, and common medical abbreviations for short/long terms. Moving forward, we plan to increase the accuracy of our physician models by researching clustering algorithms conditioned on syntactic and linguistic characteristics of a physician's notes. Previous work [38] , [39] , [40] on neural text generation has proven capable of learning disentangled representations of style which can then be used to control aspects of generated text. We intend to build on this work in the novel area of clinical notes.
2) Statistical Generation Methods: Our first, template based generation approach, augmented with the previously discussed profiles has been a useful tool for studying search methods, benchmarking, and testing our text processing infras- tructure. However, it is a brittle and time consuming system that requires significant development effort. Our next step is to create a more automated sentence generation system. There is a great deal of literature on language generation systems and many avenues to pursue, however, there is no open source, domain independent implementation. This is part of what makes language generation such a difficult task.
Classic sentence generation has historically been described as a three stage pipeline: document planning, microplanning, and surface realization (the actual writing of sentence structures that are present in the final document) [41] .
Past work in natural language generation has sought to combine the classic three step pipeline into a single learned process. Kondadadi et al. [37] demonstrated a statistic language generation system which combined planning and sentence realization by learning templates from a domain specific corpus. Their approach made use of domain specific entity tags to cluster sentences into similar semantic templates. A ranking SVM was then used to choose templates based on sentence position in the document and available input data. Such a template learning system can make more realistically structured and varied clinical documents while also reducing the size and complexity of the generation software.
Our second version of SynthNotes looks to this hybrid of classical and statistical methods in order to build a more automated and realistic note generator. A prototype system has been built to demonstrate the effectiveness of this approach applied to the medical domain. This note generator applied Algorithm 1: ModelBasedGenerator Input: s: (long) total size of the corpus of notes to be generated Output: c: (collection) -corpus of the generated notes Data: T B <g,d,a> (repository) -a repository of the templated expressions dimensioned on disease, age, and gender; Let G be a disease-specific set of gender distributions of prevalence; A be a disease-specific set of age distributions of prevalence; Φ be a set of physician/therapist style characteristic tuples s phi consisting of two reals, representing the grammatical correctness and brevity; S be a disease-specific set of severity groups, expresses at stepwise real values on the 0-1 interval; P = {D, SE, L} be a set of templated characteristics of a patient-s. for disease d in disease set D do repeat choose patient gender determinant g randomly from G choose patient age a randomly from A choose patient disease template t from T B <g,d,a> randomly select therapist model φ from Φ construct note n with template t by inserting model-based values for patient and disease alter n by applying physician writing model φ add n to collection c until n = s where n is a current number of notes generated; return c the methods laid out by Kondadi in 2013 with modifications suited for clinical note analysis. A system design reference can be found in Figure 3 .
In In our work, we used the open data available in the MIMIC-III database [42] . In order to perform information extraction, primarily medical concept identification, for finding template sentences the note generator can write we used Apache cTAKES [43] . By using this approach, we are able to write realistic andvaried clinical notes for further advancing research in medical language processing. Moving forward, we will be applying this method to pscychiatric notes in the CDW.
C. Phase III -Generation from the Learned Models
Information extraction from clinical notes is an ongoing parallel research track to our generation research and provides another avenue for text generation. Some research has shown that machine learning systems can produce text by learning alignments between knowledge representations, extracted information, and the text that contains that data. Mei et al. [44] , proposed a domain independent neural encoder-alignerdecoder LSTM which learns to select relevant knowledge records from a database and to produce free form text. Given that our domain has many medical records and events for each patient, only some of which are relevant for a particular clinical note, this approach could be promising.
Recent research has shown the use of transfer learning in natural language processing using pre-trained language models (LM) [45] . In particular, language modeling is one of the foundational tasks in NLP, where given n preceding tokens, the model predicts the (n + 1) th token [46] . One approach is to refine a pre-trained language model for the mental health domain and generate language using that model. Our expectation is that using attention [47] and teacher forcing [48] would enhance the quality of generated text.
Despite recent advances which take advantage of breakthroughs in machine learning and neural generation methods, we have many hurdles to cross. Indeed, existing research generally relies on corpora which are highly constrained, in terms of the domain, and robustly paired with knowledge representations. To date, there are few medical language data sets which are both highly available, well labeled, and of a suitable size for this type of learning.
V. RESULTS
In this section we discuss the performance of the SynthNotes generator with respect to Phase I and II implementation, and the corresponding runtime performance for generating a large corpus of notes. We leave the discussion of the accuracy and learning performance metrics for future work when we wiil have implemented Phase III.
A. Computing Environment
All benchmarks were performed in the CADES OpenStack computing environment at Oak Ridge National Lab. The single machine benchmarks were performed within an OpenStack virtual machine with 16 virtual CPUs and 8 GB of RAM.
A moderate sized cluster was created in CADES to test distributed generation using Apache Spark with storage in HDFS. The HDFS cluster consists of both a primary and secondary namenode and six datanodes. Both namenodes are 'c1.small' instances (16 VCPUs, 8 GB RAM). Each datanode is an 'm1.2xlarge' instance (16 VCPUs, 32 GB RAM); additionally, each datanode is mounted with 160 GB of OpenStack Cinder volume storage provided via NetApp flash storage. Spark worker nodes were collocated with the datanodes and the master collocated with the secondary namenode.
B. Performance of the Templated Generator
In its current form, the framework has shown to a) serve its purpose as a realistic corpus generator, and b) to do so efficiently at scale ( Figure 4 ). As shown in Figure 4 , the performance of the generator scales effectively with the implementation of the multi-threading approaches, which reduces the runtime of the generator by over a magnitude -a singlethreaded version produces a million notes in 952.88 seconds with a throughput of 1049. 44 Our initial distributed performance analysis demonstrates the framework's ability to generate mental health notes a scale of data comparable to the VA's CDW ( Figure 6 ). Our moderately sized Spark cluster was able to generate and write to HDFS 100 million notes in 1740 seconds with a throughput of 57,470 notes per second. This represents an additional speedup of nearly 4x over a single machine while also writing to a distributed filesystem.
C. Language Generation Metrics
It is common in natural language generation applications to apply automated metrics used in evaluating machine translation systems. We evaluated our statistical generated version of SynthNotes on BLEU and METEOR in order to gauge the accuracy of the generated note. To perform the evaluations, each SynthNote generated document was compared to the original document from the MIMIC-III database. Results from the evaluation can be found in 5. of re-identification that are posed by the increasing amounts of information about individuals and firms available in the public domain. The need to ensure the privacy and security of personal health information and the desire to share healthcare datasets for the purpose of population-level cohort studies, makes the ability to synthesize patient data extremely attractive to the developers of NLP, information extraction and machine learning systems.
Our implementation of the SynthNotes framework is an ongoing process, which is moving towards its final stage of being informed by the actual data, and being dynamically generative. The ability to generate synthetic data for a target populations of interest would enable data owners to release anonymized versions of patient datasets to all interested parties. Next steps for synthetic data researchers should include a formal framework for validation of a diverse collection of synthetic datasets that includes structured and unstructured health information and considers the intended purpose of the user. Also, efforts should focus on the development of community resources that are specific to the generation of synthetic patients and can be used for benchmarking various types of patient synthesizers.
VII. FUTURE WORK
Our future work will include the investigation of neural generative models, their relevance to the generation of synthetic mental health notes and a qualitative assessment of their clinical coherence. We will also investigate the integration of SynthNotes with labeling, and "weak" labeling for machine learning from clinical text.
VIII. CONCLUSION
The SynthNotes framework has been shown to serve its purpose as a realistic corpus generator, and to do so efficiently, for hundreds of millions of notes. Although synthetic data presents an attractive alternative to deidentification, producing useful synthetic data currently involves a substantial research effort and some customization for the specific characteristics of a dataset. The benefit is that once it is created, it can facilitate the development of software, and to a limited degree, scientific inquiry. Although synthetic data have demonstrated their value in a number of general domain problems, a better understanding of how synthetic text data generation methods can be used to examine the types of research questions commonly investigated in the VA population, and relevant to population health more broadly, is needed.
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