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Abstract
We subsume three identities of Sun [2] into an infinite family of identities, and consider some
special cases.
1. Introduction













the dual sequence of (an). Repeating this operation gives rise to the original sequence:
a∗∗n = an for all n [1, 192–193].
A sequence (an) satisfying a∗n = an is called self-dual. An important example of a self-dual

























When ak = (−1)kBk then An(x) = Bn(x), the classical Bernoulli polynomial. Sun’s main
theorem [2, Theorem 1.1] gives three identities involving the polynomials An and A∗n. Using
these identities he unifies and generalizes various identities concerning Bernoulli numbers
and polynomials in the recent literature. The main theorem here gives an infinite family of
identities subsuming Sun’s identities.
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2. The main theorem
We begin with preliminaries concerning exponential generating functions. Throughout we




n=0 be its dual. Also we let An and A
∗





































(n− i)! = exp(t)α(−t).
As a consequence,
exp(t)α∗(−t) = exp(t) exp(−t)α(t) = α(t)
which recovers the fact that a∗∗n = an.
It is well-known that the Bernoulli polynomials Bn(x) are symmetric or anti-symmetric
about 1/2 according to the parity of n, to wit
Bn(1− x) = (−1)nBn(x).
The following lemma generalizes this to arbitrary sequences, relating the polynomials An
and A∗n.










































Hence A∗n(x) = (−1)nAn(1− x) for all n. !
Sun’s main theorem uses three variables x, y and z satisfying x+y+ z = 1 and expresses
three sums featuring polynomials Am(y) and A∗n(z) with coefficients in x as expressions
depending only on x. Our main theorem generalizes the first two of these identities. We
later see how to generalize the third.
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Proof. We first recast (2) in a more symmetric form. We replace z by 1 − z and use the
duality principle. Then x = 1− y− z must be replaced by z− y. After some rearrangement







(z − y)k−j (l + j)!Al+j+r(y)









(y − z)l−j (k + j)!Ak+j+r(z)
(k + j + r)!
























(z − y)k−j(l + j)! Al+j+r(y)
(l + j + r)!
so that (3) is concerned with Ar(k, l; y, z) − Ar(l, k; z, y). We consider the exponential
generating function of the Ar(k, l; y, z). We calculate
∞∑
k,l=0












(z − y)k−j(l + j)! Al+j+r(y)




































exp(zt + yu)α(−t− u)
(t + u)r















































































Br−i(t, u, y, z)
where






[zs exp((y − z)u)− ys exp((z − y)t)].
We claim that










k + q − 1− j











Fm,q(t, u, y, z)
where






k + q − 1− j
q − 1− j
)(
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We remark that































= 0. We must take particular care with the cases
where i = 0 or j = 0. If i > 0 and j > 0 then



































k − 1 + i
i
)(








k + i− 1
i− 1
)(












= Gm+1,i−1,j(t, u)−Gm+1,i,j−1(t, u).
If i > 0 then























































Similarly, if j > 0 then
(t + u)Gm,0,j(t, u) =
(
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Finally,
(t + u)Gm,0,0(t, u) = (t + u)
m∑
k=0
(−t)kum+1−k = um+1 − (−t)m+1.
It follows that
(t + u)Fm,1(t, u, y, z) = (t + u)Gm,0,0(t, u) = u
m+1 − (−t)m+1,
(t + u)Fm,2(t, u, y, z)
= (t + u)(Gm,0,1(t, u)z + Gm,1,0(t, u)y)
= (m + 2)um+1z + Gm,0,0(t, u)(y − z)− (m + 2)(−t)m+1y,
and for r ≥ 3,































(y − z)r−l(um+rzr−l − (−t)m+ryr−l).
This establishes (4).
Consequently
Ar(k, l; y, z)−Ar(l, k; z, y)









k + r − 1− i− j
r − 1− i− j
)(
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3. Examples and applications
The identities (1.4) and (1.5) in [1] are respectively the r = 1 and r = 0 cases of Theorem 2.
























(k + l + 2)!
[(k + 1)y + (l + 1)(1− z)]− a1






) (a0 [(k + 1)y + (l + 1)(1− z)]
(k + l + 1)(k + l + 2)
− a1
k + l + 1
)
.
Taking l = k and z = y in (2) gives the following corollary.







(1− 2y)k−j (k + j)![Ak+j+r(y)− (−1)
rA∗k+j+r(y)]
(k + j + r)!
























(1− 2y)k−j (k + j)!Ak+j+r(y)
(k + j + r)!
















This corollary naturally gives rise to Bernoulli polynomial identities by taking an =








(1− 2y)k−j (k + j)!Bk+j+r(y)
(k + j + r)!
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The following theorem which subsumes the second and third identities [2, (1.5), (1.6)] in
Sun’s main theorem follows from Theorem 2.























Proof. In this identity we interpret Am(x)/m! as zero whenever m < 0.




















(y − z)l−jAk+j−r(z) (6)
The r = 0 case of (6) is the same as the r = 0 case of (3). It is immediate from the
definition of Am(x) that A′m(x) = mAm−1(x). The case r > 0 of (6) follows from the r = 0











which annihilates all powers of (y − z), to both sides. !
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