Introduction
A variety of applications in biology, education, geology, and oceanography need a model of worldwide ocean depths. The raw material for such a model-bathymetric survey data-are increasingly made public, and many recent surveys have been stimulated by the potential for new territorial claims under the Law of the Sea. New swath mapping and imaging techniques generate great quantities of bathymetric data. Even so, the global ocean remains poorly covered by soundings, and the majority of acoustic data in the remote basins are older, more error-prone, and poorly navigated data (Smith 1993) . Comparisons of sounding controls used in both older and newer versions of Smith and Sandwell's (1997) bathymetric model show that despite extensive contributions of new data from numerous government and research organizations, 35% of the ocean area still lies more than 10 km from a sounding, which is only a small improvement over 40% a decade ago. The problem is that most of the new surveys are covering areas that were previously mapped, albeit with older technology, because there is no program dedicated to systematic mapping of the oceans. Only 15% of the area in the current 1-min Mercator grid bathymetry model is constrained by soundings; the other 85% of the ocean remains indirectly mapped by some interpolation scheme. Gaps as large as 10 5 km 2 must be filled.
Satellite altimeters cover the oceans with uniformly distributed resolution and at a far greater density (track spacing about 4 km) than ship surveys. The altimeters measure sea surface height, from which gravity anomalies may be derived and seafloor structure inferred. Therefore, there have been many efforts to estimate regional and global bathymetric models by exploiting altimetry to interpolate between soundings (Baudry and Calmant 1991; Calmant 1994; Jung and Vogt 1992; Ramillien and Cazenave 1997; Sichoix and Bonneville 1996; Smith and Sandwell 1994, 1997) .
The Smith and Sandwell (1997) bathymetric model and its updates have been widely used in the scientific community for more than a decade, and recently it has been incorporated into the GEBCO_08 and SRTM30_Plus products (Becker et al. 2009) , and the popular web application Google Earth. Over the years, there have been numerous updates to the model (see Table 1 ) as more ship data became available and as modeling techniques evolved. However, until this study, there has been no published comparison of each updated version to its predecessor, or to multibeam data that became available after a version was released. It is important to perform systematic evaluations of the model updates in order to identify errors and assess accuracy, and to confirm the model is being improved.
In this paper, we compare Smith and Sandwell bathymetric model versions 7.2 through 12.1 against Japan Agency for Marine-Earth and Science Technology (JAMS-TEC) multibeam acoustic swath survey data that were not Jakobsson et al. (2008) available when the models were prepared (or were withheld in this study for testing purposes). The JAMSTEC data are concentrated in the western Pacific Ocean, but they are also located in the eastern Indian Ocean, the Arctic Ocean north of Alaska, parts of the southern and eastern Pacific Ocean, there is a cruise in the Southeast Indian Ocean, and there are also cruises that nearly circumnavigate the globe along about 15°or 30°S latitudes. These data cover a number of geologic settings and we chose sites that covered both smooth and rough areas and traversed gaps in the control data used in the models. We consider the differences between the model depths and JAMSTEC ''ground truth'' data to be ''errors,'' and for purposes of this study ''overall'' is the aggregate of these data. We find that overall errors are being reduced in successive bathymetry model updates. However, our examination of local areas having large gaps between tracks has revealed problems with the bathymetry prediction algorithm that are otherwise inconspicuous when errors are analyzed on a global scale. Correcting these algorithm problems leads to improved bathymetric models and to better global statistics as well.
History of the bathymetric model
The Smith and Sandwell (1997) bathymetric model combines depths derived from satellite gravity data with in situ data such as soundings and shorelines. This approach is advantageous because satellite tracks cover the ocean more densely than ship tracks, which have only sparse coverage. In the bathymetric model, gaps between ship measurements are filled in with derived depths by a method described in detail in Smith and Sandwell (1994) . An overview of the method is that gravity anomalies are Gaussian filtered to pass full wavelengths \160 km, and then converted to bathymetry with a gravity-to-topography scaling factor assuming appropriate geologic properties locally calibrated by ship soundings. The predicted bathymetry is then combined with regional low-pass filtered (passing full wavelengths [160 km) bathymetric soundings to form the altimetric bathymetry model. The gravity-to-topography scaling factor is estimated from the empirical ratio of bandpass filtered soundings to band-pass filtered, downwardcontinued gravity anomalies, in the prediction (15-160 km) band. Gravity and bathymetry may be correlated in the prediction band, if sediment is thin and seafloor relief is high enough; at longer wavelengths the seafloor topography is usually isostatically compensated and shows little or no correlation with gravity. In most areas, the scaling factor implies a geologically reasonable density contrast at the seafloor. Exceptions occur over very tall seamounts, where a linear filtering process cannot be adequate to characterize the relationship between depth and gravity (Parker 1973) . When the bathymetric model is periodically updated, a new version is released. The successive versions of the model examined in this study are listed in Table 1 . The updated versions use the latest satellite gravity field available to improve bathymetry from the prediction band, and the incorporation of additional soundings produces a better local gravity-to-topography scale factor. There were also changes in the modeling technique. At the time of Smith and Sandwell's 1994 paper, dense satellite altimeter data from the Geosat Geodetic Mission were only available south of 30°S, and the majority of the sparse echo soundings in the southern oceans were poorly navigated (Smith 1993) . In July 1995 the U.S. Navy released all the Geosat Geodetic Mission data. These were combined with ERS-1 data and processed into a gravity anomaly field covering ± 72°lat-itude ) and a depth model (version 7.2; Smith and Sandwell 1997 ). The depth model employed the same technique as in Smith and Sandwell (1994) , but adapted to a Mercator grid covering the wider latitude range. Since many of the soundings available in the more northern oceans were well navigated, an additional step was added to the algorithm. In this step, after obtaining the results as in the 1994 method, the result may be perturbed to fit designated trusted soundings. Grid cells were therefore marked as either constrained by soundings or interpolated by altimetry in that and subsequent products.
Comments on version 7.2 included criticism of an ''orange peel'' texture, a random bumpiness, in the abyssal areas of the model. While later work (Goff and Smith 2003; Goff et al. 2004) showed that this bumpy texture contained information about real abyssal hill fabric, version 8.2 took steps to suppress it. An inversion scheme, following Oldenburg (1974) , was used to convert band-pass filtered and downward-continued gravity into depth. This scheme accounted for the higher-order non-linearities of Parker (1973) and also included a threshold: gravity anomalies were not fit unless they exceeded a threshold value, set to the root-mean-square amplitude of the filtered gravity over abyssal areas. In this way the orange peel texture was suppressed. We find in this paper that the algorithm also may have done a particularly good job of estimating seamount heights, due to its accounting for the non-linear terms at tall features.
After topography version 8.2 in November 2000, effort shifted toward the reprocessing of radar altimeter data to improve the signal to noise ratio in the derived gravity data Smith 2005, 2009 ). These allowed the gravity to be produced on a 1 arc-minute Mercator grid and expanded from ± 72°to ± 81°latitude, and eventually implied that the high-cut filter used in bathymetry prediction could be allowed to pass shorter wavelengths. In 2005, the USS San Francisco nuclear attack submarine collided with a seamount south of Guam. Although this seamount was not shown on the navigation products used by the U.S. Navy at that time, a seamount in that area was expressed in the version 8.2 bathymetry model. This collision stimulated new efforts to improve both the gravity and bathymetry models. In order to produce new models quickly, the old 1994 and 1997 algorithms were employed, rather than the non-linear, iterative, and threshold-employing scheme that had been used for version 8.2.
The General Bathymetric Charts of the Oceans (GE-BCO) grid has historically been based on bathymetric contours of the world's oceans that were originally available as a series of paper maps, and later as digital contours in the GEBCO digital atlas (British Oceanographic Data Center 2003) . The S2004 bathymetry model combined Smith and Sandwell's (1997) version 8.2 with GEBCO as noted in Table 1 . The SRTM30_Plus V4.0 model that was released in May 2008 and is used in Google Earth is essentially version 10.1 on a 30 arc-second geographic grid (SRTM30_Plus V5.0 is documented in Becker et al. 2009 ), although resampling the Mercator-projected Smith and Sandwell model onto a 30 arc-second grid does not produce a grid with higher resolution (Marks and Smith 2006) . In 2008, GEBCO adopted SRTM30_Plus V5.0 for use in its digital gridded terrain and ocean model.
Multibeam data
We obtained multibeam echo sounder data as xyz ping files from the JAMSTEC web site (cited in Acknowledgements). Swaths we examine are KR05-01 from R/V Kairei and MR06-01 from R/V Mirai collected in 2005 and 2006, respectively. Both vessels used a Sena Advanced Integrated Navigation System (data format version 02.6) and a Seabeam 2112.004 multibeam system, the latter of which has a manufacturer-listed accuracy of up to 0.5% of depth. The multibeam data were processed, cleaned, and quality controlled using HIPS/SIPS 5.3 (CARIS) software. Processing included rejecting side beams (beam numbers 1-12 and 131-151), rejecting spike noise data, deleting location error data, and converting to an ASCII format. Gravity measurements were from a Fuguro Bodenseewerk KSS 31 on R/V Kairei. The total magnitude gravity data were corrected for drift, the Eotvos effect, tagged with longitudes and latitudes where the measurements were made, and provided as ASCII files. We reduced the data to free-air gravity anomalies relative to the GRS80 Geodetic Reference System.
We plot swath multibeam data from KR05-01 and MR06-01 in Fig. 1 (top panel); they overlap in a study area we focus on later. We exploit this overlap to assess the repeatability of these multibeam data using the method described in Marks and Smith (2009) whereby xyz depth points from swath MR06-01 are subtracted from a 6-arc second grid of the multibeam depths from KR05-01. These depth differences are plotted with a solid red line in a cumulative histogram (bottom panel). For these two overlapping multibeam swaths the standard deviation is 23.4 m and 95% of the depth differences are less than 49 m, or about 0.8% of depth. It happens that two , and between KR05-01 and combined MR06-01, MR99-K06, and MR00-K02 overlaps. The solid black line is from differences using a 6 arc-second grid, and the dashed line is the same from a 1 min grid other swaths (MR99-K06 and MR00-K02) also intersect KR05-01 nearby, and including the MR06-01 data we plot their xyz point depth differences with the KR05-01 grid with a solid black line in the cumulative histogram. We find that 95% of the depth differences are less than 67 m, or about 1.1% of depth. Apparently the depth differences are larger where MR99-K06 and MR00-K02 intersect KR05-01, possibly due to a roll bias in MR99-K06 ), or stretches of data collection that were not optimum. We note that depth differences between two other intersecting swaths (MR02-K01 and MR00-K008) in Marks and Smith (2009) had a standard deviation of 10.9 m and 95% of the differences were less than 19.3 m, which is about 0.47% of depth. It is possible that the scatter along the western edge of KR05-01 (see top panel) which is also evident in the enlarged image of the depth differences (top panel) is manifest in larger depth difference values. Perhaps more of the outer beams in KR05-01 should have been rejected in processing. We also gridded the swaths by taking their median depths on a 1-min mesh and plotted these, along with their median depth differences, in the middle panel of Fig. 1 . The scatter is reduced by using median depths and accordingly 95% of the depth differences are less than 52 m (dashed black line on the cumulative histogram, lower panel).
Although we consider JAMSTEC multibeam data to be the standard against which depths from bathymetry models may be compared, even multibeam measurements suffer from errors and these may vary from place to place. Nevertheless, we use JAMSTEC multibeam data in both our global and local comparisons because of their good coverage, the fact that the data have been processed, cleaned and quality controlled, and because they are freely available for download in the form of ASCII xyz data files. Further, as we evaluate the successive bathymetry model versions the JAMSTEC data we compare them against remain the same, thus permitting us to also evaluate changes in the bathymetry model as it has evolved.
We note here that for bathymetry model versions 11.1 and 12.1 that had available JAMSTEC data incorporated, we created companion versions in which all JAMSTEC data were withheld. This enabled us to test errors in versions 11.1 and 12.1 as we describe in the following sections.
Bathymetry model errors

Overall assessment
We make an overall assessment by looking at models built without JAMSTEC multibeam data, and comparing those models to the JAMSTEC soundings. The models are on 1-min Mercator grids, and the median of all available soundings in a grid cell is the value of the cell. Accordingly, we formed the median of all JAMSTEC multibeam data falling in 1-min Mercator grid cells, and subtracted these medians from the models' cell value.
We find that overall errors are being reduced in the successive bathymetry model updates. Errors are the differences between the updates and ''ground truth'' JAMSTEC multibeam surveys not previously incorporated into the model (as described above). For versions 8.2, 11.1, and 12.1, the 50th percentile errors have declined from 57 to 55 to 49 m, and 90th percentile errors have declined from 257 to 235 to 219 m, respectively (note that the distribution is not Gaussian). Much of the overall error improvement can be attributed to an increasing number of available ship soundings that are incorporated into the models, many arising as coastal nations survey offshore for Law of the Sea claims. Other significant contributions to global error improvement are careful editing of the sounding data (Becker et al. 2009 ) and improvements in the satellite gravity model. The most recent update, version 12.1, shows no systematic variation of errors with depth (see Fig. 2 ).
Spectral analyses
We chose a long (greater than 1,000 km) transit of the R/V Kairei during cruise KR05-01 for the analyses shown here. The profile we examine (Fig. 3) crosses a large part of the western Pacific, was continuously collected (no major course or speed changes, only one minor bend in the course of the ship), samples both rough seamounts and smooth abyssal plains, and in both smooth and rough areas the profile crosses areas where the nearest sounding control in the bathymetry models is more than 20 km away from the profile.
To plot and analyze the data as profiles we gridded the multibeam data onto a 6 arc-second grid and used GMT 123 (Wessel and Smith 1998) routine ''grdtrack'' to sample the gridded multibeam bathymetry at the points where the gravity measurements were made. The latitude and longitude of these points were then projected into the Mercator coordinates used in the altimetric bathymetry models shown in Table 1 with the GMT routine ''mapproject,'' and ''grdtrack'' was again used to sample these models at the KR05-01 gravity measurement points. Smith and Sandwell bathymetry model versions 8.2, 11.1, and 12.1 were so sampled, along with the corresponding gravity model versions 9.2, 16.1, and 18.1, from which they were built. We also computed the distance to the nearest control point in the bathymetry models and added that distance to the profile information as well. Figure 3 shows the data we obtained along the profile. In the top panel, we have added 11 mGal to the gravity data reported by the ship in order to correct the mean level of the measurements; marine gravimeters are relative instruments and the absolute level usually needs correction (Wessel and Watts 1988) . After adjustment of the mean level of the ship gravimeter values, we computed the root-mean-square (RMS) differences between the ship data and the three altimetric gravity models shown, obtaining 5.0, 4.1, and 3.7 for versions 9.2, 16.1, and 18.1, respectively. The middle panel shows the depth profiles and the RMS differences of 203, 225, and 151 for versions 8.2, 11.1, and 12.1, respectively. The bottom panel shows the distance to the nearest control in the bathymetry models. These distances are not the same in each version, as new data are added to newer versions and older data may be removed as editing evolves. Also, the increasing availability of multibeam data is reflected in the decreasing average distance from control (bottom panel) with newer bathymetry model version. However, we were able to identify areas of rough and smooth topography along the profile shown in Fig. 3 that were more than 20 km from the nearest control points in all the models. We present a closer look at these in the next section.
The portion of the profile data in Fig. 3 running from 350 to 1,400 km was selected for cross-spectral coherency analysis. This selection was made to encompass the large amplitude signals. The data sequences were resampled to a uniform 1-km sample spacing using GMT routine ''sample1d'' and then power spectral density (PSD) and crossspectral coherency were computed using GMT routine ''spectrum1d,'' which averages the periodograms obtained from successive overlapped and cosine-arch-tapered windows of the data series. We used a window length of 128 km, so that there are more than eight statistically independent samples contributing to our analysis.
The power spectral densities show that the gravity (Fig. 4a) and bathymetry (Fig. 4b ) measurements made on board the ship have more power than the corresponding model estimates at wavelengths shorter than 20 km. At wavelengths longer than 50 km, all the data show similar spectra. Between 20 and 50 km wavelengths, there are some differences.
The cross-spectral coherency between pairs of data sequences shown is the linear correlation coefficient as a function of wavelength, indicating how much of one sequence can be correlated with the other sequence through a linear filtering operation. Coherency near one indicates nearly perfect linear correlation of the two inputs, while coherency near zero indicates the absence of any significant linear process relationship between the two inputs. a function of wavelength in either, or both, of the input sequences. If one input sequence is noise free while the other has noise, then the coherency is 0.5 where the signalto-noise ratio in the noisy sequence is 1:1 (Bendat and Piersol 1986, Eq. 6.39). If both inputs have noise, uncorrelated with the signals and with each other, and both have the same signal-to-noise ratio as a function of wavelength, then the coherency is 0.25 when the signal-to-noise ratio is 1:1 (Bendat and Piersol 1986, Eq. 6.51).
The altimetric gravity models are strongly correlated with the ship's gravity measurements at wavelengths longer than 32 km (Fig. 4c) , although coherency begins to decline at wavelengths shorter than 50 km. The coherency reaches 0.5 at a wavelength of 21 km for version 9.2 gravity, and at 18 km for versions 16.1 and 18.1. Since version 9.2 shows more power at these wavelengths than versions 16.1 or 18.1 (see Fig. 4a ), this indicates that more of the power in version 9.2 was incoherent with the ship's gravity measurements. Thus, although versions 16.1 and 18.1 have less power than version 9.2, the power they do have is more coherent with the ship's measurements. The signal-to-noise ratio in the gravity models has improved between version 9 and version 16.
The altimetric bathymetry models are well correlated with the ship's depth measurements at wavelengths longer than 32 km (Fig. 4d ), but coherency rolls off rapidly at shorter wavelengths. For both versions 8.2 and 11.1, coherency falls to 0.5 at 24 km wavelength, while for version 12.1 the corresponding wavelength is 18 km. Version 12.1 appears significantly better than version 11.1.
It is interesting to note that bathymetry version 8.2 does not show coherency significantly different than version 11.1 (Fig. 4d) . In the next section we show that the RMS errors in version 8.2 are less than those in version 11.1 in both the smooth (Fig. 6 ) and rough ( Fig. 9 ) areas where the distance to control is large; however, on the overall profile (Fig. 3 ) the RMS error of version 8.2 is higher than that of V11.1. The cross-spectral coherency analysis requires a long profile, and thus lumps together areas that are near to other control points with areas that are far from control points.
In Fig. 4e , we computed the coherency between the ship's gravity and bathymetry measurements, which are both independent of altimetry. Because gravity can be sensitive to sub-seafloor structures, as well as structures perpendicular to the profile along the ship's path, we do not expect perfect correlation between these two series. Even so, the roll-off of coherency is much slower than in Fig. 4c and d, dropping to 0.5 at only 11 km wavelength. This implies that if the altimetric gravity field were sufficiently free of noise, or could capture more of the signal power at short wavelengths, then it could be used to obtain higher resolution (shorter wavelength) bathymetry estimates.
Errors over smooth seafloor
Here we focus on an area of smooth seafloor in the East Mariana Basin (Fig. 5) that has large gaps between Fig. 4 Power spectral density (PSD) and cross-spectral coherency from the portion of the profiles shown in Fig. 3 that runs from 350 to 1,400 km. a Gravity PSD, b depth PSD, c gravity coherency, d depth coherency, and e coherency between gravity and depth as both are measured by surveys. Two multibeam swaths (KR05-01 and MR06-01) traverse this area (Fig. 6) . Depths from these swaths were not incorporated into bathymetric model versions 11.1 and older because they were not yet available. These swaths span areas that have few depth soundings from other ships nearby.
Successive versions of the bathymetry model over smooth seafloor are shown in Fig. 5a , and satellite gravity anomalies are shown in Fig. 5b . In Fig. 6a we have plotted swaths KR05-01 and MR06-01 on the version 8.2 image, to demonstrate that the multibeam data show the seafloor is flat, and version 8.2 bathymetry is flat. Except in version 8.2, short-wavelength bathymetric anomalies in the center of the bathymetry versions shown in Fig. 5a increase in amplitude with successive model updates, even though the observed seafloor bathymetry is flat. These anomalies lie in a large area that is void of grid cells having ship constraints (black dots). The corresponding short-wavelength satellite gravity anomalies (Fig. 5b) , that most probably arise from sub-seafloor structure, are being incorrectly passed into the predicted bathymetry. Version 12.1 shown is one we created by withholding all JAMSTEC data, and which has improvements that led to its flatter bathymetry.
Gravity and bathymetry profiles are plotted along the KR05-01 center-beam track in Fig. 6b and c. The RMS differences between the ship data and corresponding altimetric models for the profile segment shown are notated on the figure. Even though newer version 18.1 satellite gravity anomalies are less noisy than those in version 9.2, depths predicted by bathymetry version 8.2 match KR05-01 depths better than more recent model updates (version 8.2 has the lowest RMS). This demonstrates how changes in the prediction algorithm used by the various bathymetry versions affects the accuracy of the resulting estimated depths, regardless of improved gravity input. We note that the RMS results shown in Fig. 3 are different (version 8.2 has an intermediate RMS value) than those shown in Fig. 6c (version 8.2 has the lowest RMS value). In Fig. 3 (Table 1 links gravity to bathymetry versions). Black dots are grid cells constrained by ship soundings. Shortwavelength gravity anomalies incorrectly give rise to corresponding bathymetry anomalies in versions 7.2, 9.2, 9.1, 10.1, and 11.1. Bathymetry version 8.2, which used a different algorithm, correctly suppressed the anomalies, and in 12.1 they are reduced by a scaling correction the RMS differences were calculated over the entirety of the profile shown, which spans a wide range of distances to control, while the profile in Fig. 6 is located where the distance to control is large ([20 km; the segment labeled ''smooth'' in Fig. 3 is enlarged in Fig. 6 ). So where controls are sparse and depths predicted from altimetry dominate (as is typical over most of the oceans), the algorithm used in version 8.2 gave the best result.
To assess the errors in the bathymetric models over smooth seafloor, we calculated the differences between the xyz multibeam depth points from swaths KR05-01 and MR06-01 and the corresponding bathymetric model depths. This was done in two ways-one using every xyz point in the multibeam files provided by JAMSTEC, the other using median multibeam depths. In the second way the xyz data are projected into the Mercator coordinates used in the bathymetry model and the median is calculated using GMT routine ''blockmedian'' at the same grid spacing as the model. For each error the distance to the nearest sounding was calculated by searching the neighborhood for the nearest control point that is encoded in the bathymetry models. These errors for each xyz point are plotted against distance to the nearest sounding constraining the bathymetric model in Fig. 7 (top panel) , and for each median multibeam depth (bottom panel). We see that the errors increase in amplitude with successive versionapproaching 250 m in versions 10.1 and 11.1, while errors in versions 8.2 and 12.1 are only about 100 m. Further, the Distance from Constraint, Km Fig. 7 Errors are the absolute value of the differences between KR05-01 and MR06-01 (located in Fig. 6a ) multibeam depths and bathymetry models (Fig. 5a ), plotted against distance to the nearest sounding constraining the prediction. The top panel plots errors for each multibeam point, the bottom panel plots errors from median multibeam depths calculated at the same spacing as the bathymetry grids. Scatter is reduced in the bottom panel.
Large errors in versions 7.2, 9.2, 9.1, 10.1, and 11.1 result from a scaling problem. Corrected scaling in version 12.1 reduces errors.
Version 8.2 used a different prediction algorithm that yields the lowest errors errors generally increase in amplitude with distance from constraint. These patterns persist even when the errors are from median multibeam depths, although taking medians reduces the overall amplitude. Most striking is how low the errors are in version 8.2, compared to the others. This is due to the threshold step in the special algorithm used in 8.2. The amplified errors in versions 9, 10, and 11 can be explained by a scaling problem. The scaling problem arose inadvertently as a result of the transition from a 2-min grid spacing to a 1-min grid spacing. Recall that a gravity-totopography scaling factor is used to convert satellite gravity anomalies to predicted bathymetry anomalies. When this scaling factor was estimated from soundings and satellite gravity based on 2-min grids, the shortest wavelengths in the bathymetry (*16 km, limited by the grid spacing) approximately matched the inherent *15 km resolution of the gravity anomalies [shorter wavelengths are attenuated by upward continuation from the seafloor to the sea surface, and are also suppressed in the gravity calculation process . However, when the grid spacing of the model was changed to 1-min, the shortest wavelengths in the bathymetry (*8 km) no longer matched the inherent *15 km resolution of the gravity anomalies. This mismatch yielded an increased topographic variance that caused the gravity-to-topography scaling factor to be too large. The scaling problem is manifest as the incorrectly-amplified short-wavelength bathymetry anomalies seen in versions 9, 10, and 11 in Fig. 5a , and as the amplified errors seen the same versions in Fig. 7 .
In version 12.1, the scaling problem was corrected by adjusting the short-wavelength cut-off of the filter applied to the 1-min gridded soundings to match the short-wavelength gravity resolution, for purposes of estimating the gravity-to-topography scaling factor. The result is flatter bathymetry anomalies as seen in version 12.1 in Fig. 5a , and smaller errors in the same version in Fig. 7 .
Errors over rough seafloor
We performed the same assessment techniques as described above in a region of small seamounts in the East Mariana Basin that also has large gaps between surveys; Fig. 8a plots the corresponding bathymetry model versions and Fig. 8b plots the satellite gravity anomalies. 
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Multibeam depths from KR05-01 are plotted on the version 8.2 image in Fig. 9a . The swath path crosses the flank of one seamount and a ridge extending to an adjacent seamount, and there are only a few grid cells having ship control. The smooth bathymetry contours become jagged over the multibeam depths because very small-scale seafloor features can be resolved in the dense coverage multibeam affords. As before, version 12.1 shown is one with JAMSTEC multibeam tracks withheld. In Fig. 8a , all the bathymetry models appear similar, even though there are large distances between ship constraints. This is because the medium-wavelength satellite gravity anomalies lie within the 15-160 km prediction band and they are correctly passed by the gravity-totopography transfer function into the bathymetry model versions. However, a closer look at the bathymetry profiles along track KR05-01 (Fig. 9c) reveals that the seamount amplitude is predicted best by bathymetry version 8.2 that included the non-linearity between gravity and topography, which is important for capturing the amplitudes of seamounts (Marks and Smith 2007) . The seamount amplitude is attenuated in versions 11.1 and 12.1 that did not include this feature in their prediction algorithms. Version 18.1 gravity anomalies (Fig. 9b ) match the ship gravity best.
In Fig. 10 we see that the errors appear to increase with distance from constraint and also with successive model versions 9, 10, and 11, reaching *800 m in versions 10 and 11. As we found in the smooth seafloor area, the errors are lowest (*500 m) in version 8.2 and close to that in the improved version 12.1. Errors from median multibeam 
Regional long-wavelength errors
In the Pacific Ocean north of the Hawaiian Ridge, there are large areas devoid of sounding constraints that enabled us to discover regional-scale errors that had been building up in successive bathymetry models. In Fig. 11a , we plot the differences in depth between version 11.1, and the companion version of 11.1 that we computed withholding JAMSTEC multibeam data. We see there are long-wavelength depth differences that extend even through constraints that are common to both solutions, which is not an expected result. This indicates that version 11.1 without JAMSTEC data contains long-wavelength errors in depth that become evident when compared to the better-constrained version 11.1 that incorporated the JAMSTEC data. The implication is, however, that wherever there are large voids in ship constraints, there may be regional-scale depth errors. We determined that these long-wavelength errors are the result of basing a bathymetry model version on the previous one, in other words, using low-pass filtered depths from the previous version, instead of recomputing a new regional depth field each time. This can contribute to the amplification of errors seen in successive bathymetry versions 9 through 11 (see Figs. 7 and 10 ) also.
To demonstrate that this is the cause of the regional errors, we compare version 12.1 that has the gravityto-topography scaling factor correction discussed earlier and is initiated from S2004, to the companion version 12.1 that had JAMSTEC withheld. In Fig. 11b we see that the long-wavelength depth errors are greatly reduced in version 12.1 and that the differences remain a short distance away from the JAMSTEC swath paths, which is an expected result. The depth differences can be quantified by their standard deviation, r = 64.1 m for version 11.1, and r = 43.7 m for version 12.1.
The improvements in version 12.1 are also quantified in Figs. 7 and 10. In these figures, the amplification of errors over successive versions 9 through 11, is not present in 12.1. Instead, version 12.1 has smaller errors over both smooth and rough seafloor.
Concluding remarks
Overall, the bathymetry models are improving with successive version. Much of this can be attributed to the increasing number of soundings being incorporated into Fig. 11 a Depth differences are between version 11.1 with JAMSTEC data (red dots are constraints), and version 11.1 with JAMSTEC withheld (black dots are constraints). Longwavelength depth differences can extend even through common constraints. b Same as (a), except using version 12.1, that has corrected gravity-totopography scaling and is initiated from S2004. Regionalscale errors have been greatly reduced the models and to an improved satellite gravity model. Significantly, we find there is no systematic variation between bathymetry model errors and depth. Our examination of local study areas having large gaps between surveys has revealed problems with the prediction algorithm that are not evident when errors are analyzed on a global scale. The efforts described in this paper reveal that the newer models (through version 11.1) were in some ways not as good as version 8.2. One problem was traced to the use of the 1-min, as opposed to 2-min, bathymetry grid: the spectral content of the 2-min bathymetry was close to that of the high-cut gravity, so the scaling worked well on a 2-min grid. However, a 1-min grid allowed for extra bathymetric variance not captured in the gravity, biasing the scaling of milliGals into meters. This was mitigated in version 12.1 by high-cut filtering the bathymetry before making the correlation and scaling analysis. A second problem was that the long-wavelength trend surface had not been improving as expected, when it was based on a low-pass filter of the previous version. For version 12.1 the long-wavelength surface was based on S2004, which is a blend of GEBCO (British Oceanographic Data Center 2003) in shallow water and polar regions, with version 8.2 in deep water areas equatorward of ± 72°latitude. Although it seems that the altimetry should be limited by the band-pass filter and so should not alter the long wavelengths, in fact the non-linear approach used in version 8.2, by allowing non-linear growth in the power in the prediction band, allows changes to occur at long wavelengths outside the band. In effect, tall seamounts can change the regional mean depth in version 8.2 differently than they do in the other versions. Version 12.1, by reverting to the long wavelengths of version 8.2, gives a better fit to the new JAMSTEC data.
The current bathymetric model (version 12.1), that has the scaling and long-wavelength problems corrected, can resolve features of the seafloor as small as 18 km across. Yet the spectral analyses of geophysical data measured by ship along a survey in the western Pacific Ocean demonstrates that even shorter wavelengths can be resolved. If the satellite gravity field can be improved, or if a new satellite mission capable of collecting higher-resolution altimetry data were flown, then the resulting bathymetry model could map surprisingly small details of the seafloorpotentially as small as 5 km half-wavelength. Further, future prediction techniques may include the non-linear and threshold-setting algorithm that was used in version 8.2 that apparently produced a superior bathymetric prediction than even more recent versions. When this feature and other improvements are made, future bathymetry model versions will be greatly improved.
