In previous work, we proposed a method for leveraging efficient classical simulation algorithms to aid in the analysis of large-scale fault tolerant circuits implemented on hypothetical quantum information processors. Here, we extend those results by numerically studying the efficacy of this proposal as a tool for understanding the performance of an error-correction gadget implemented with fault models derived from physical simulations. Our approach is to approximate the arbitrary error maps that arise from realistic physical models with errors that are amenable to a particular classical simulation algorithm in an "honest" way; that is, such that we do not underestimate the faults introduced by our physical models. In all cases, our approximations provide an "honest representation" of the performance of the circuit composed of the original errors. This numerical evidence supports the use of our method as a way to understand the feasibility of an implementation of quantum information processing given a characterization of the underlying physical processes in experimentally accessible examples.
Introduction
Quantum computing is the theory and practice of using systems which exhibit the properties of quantum mechanics to store and process information, allowing certain computational problems to be solved with greater speed than any known classical algorithm [1, 2, 3] . This work addresses a gap in efforts towards developing a practical quantum computer, namely that between our understanding of the physics of existing small quantum systems, and methods for reasoning about the performance of large fault-tolerant circuits. We provide a concrete algorithm that is tractable given currently available classical computational resources, and that enables reasoning about the performance of large-scale quantum information processors using experimental evidence in small systems. Our method accomplishes this task by extending the applicability of simulation algorithms for limited error models with honest approximations of errors outside these models. This is of immediate importance given that several modalities have been proposed for the development of large-scale quantum information processors, including quantum dots [4] and superconducting qubits [5] .
The development and implementation of fault-tolerant quantum error correction (QEC) is a key milestone towards the development of large-scale quantum computation. Therefore, understanding the thresholds, overhead and resource requirements of fault-tolerance methods is a critical step towards evaluating the feasibility of proposals for large-scale quantum information processing. For some such fault-tolerance schemes, we can analytically find thresholds on the acceptable errors, such that for any error of a weaker rate than the threshold, we can arbitrarily reduce the logical error rate. However, analytic thresholds have not yet been proven for fault-tolerance proposals based on topological properties, such as surface-code based implementations [6] . For these proposals, numerical simulations are performed based on restricted error models that admit efficient classical simulation algorithms. Connecting these numerically simulated thresholds to models based on the physics of a device is a pressing concern in the development and appraisal of quantum information processing (QIP) proposals.
In recent years, proof-of-principle experiments have provided a better understanding of the physics underlying candidate QIP devices by implementing and fully characterizing quantum algorithms on small systems [7] . Such characterization techniques, however, are based on quantum process tomography [8] and are thus exponentially expensive in the size of the system. Though techniques exist to improve the characterization of quantum systems by using classical [9] and quantum [10] simulation resources, the exponential cost is inevitable if we demand that the system be characterized in terms of a quantum channel, due to the number of parameters that must be estimated. Thus, we cannot practically hope to directly characterize intermediate or large systems to demonstrate feasibility of QIP proposals. A more attractive option, then, is to apply models of noise derived from experimental characterization of small instances of, or from simulations of the physics underlying, a proposed device. Such realistic noise models are not in general efficient to simulate, however, such that the question naturally arises: how does one leverage the efficient simulation algorithms for limited noise models to reason about the performance of large quantum information processors, using the realistic physical models afforded by small experimental examples? Crucially, we demand that we extrapolate small models to simulations of large quantum information processors in an honest fashion; that is, such that errors are only ever exaggerated and are never underestimated.
Doing so would enable the analysis of the performance of circuits implemented on a particular device, and would in turn provide insight into whether an implementation would likely succeed using a given fault-tolerance scheme. Additionally, an honest model provides a useful tool for other tasks, such as understanding resource costs of a device that is already well below the threshold. Potential applications such as these are motivated by already existent numerical studies of circuit performance that are not tied to any particular device. These studies depend on the existence of efficiently simulable sub-theories of quantum mechanics.
The most commonly used sub-theory stems from the Gottesman-Knill (GK) theorem [11] , which provides an efficient classical simulation algorithm for acting Clifford gates and Pauli measurements on stabilizer states. Coupling this with Monte Carlo (MC) techniques, stabilizer circuits with faults modeled as the probabilistic application of stabilizer circuit elements can be simulated efficiently. 1 GK-MC simulations have been used to numerically estimate threshold error rates in topological codes [6, 17, 18] , and have been augmented with Sequential Monte-Carlo techniques to enable reasoning about overhead required even when well below threshold [19] . Given the existing applications of GK-MC simulation, and the potential utility of other efficient simulation algorithms, it is highly desirable to use these techniques to aid in the understanding of real device performance. Understanding how to do this could also provide insights into how to compare the performance of experimentally realized gates to analytically derived thresholds for limited error models.
The challenge of applying efficient simulation techniques to realistic systems lies in the simple fact that errors for physical systems will, in general, not fit into one of the efficient simulation formalisms. In [20] , we proposed a solution to this problem via the concept of honest error approximations. The idea is to replace an arbitrary error E with a channel Λ from a restricted class S, such that Λ honestly represents the tendency of E to preserve or distort quantum information. If S is a subset of efficiently simulable channels, Λ will be an efficient, honest estimate of the error induced by E. While we work exclusively with our definition of honesty, we stress the generality of this proposal.
We define honesty using the operationally motivated concept of distinguishability. Let · 1 denote the Schatten 1-norm [21] . For two quantum states ρ 0 and ρ 1 , the quantity
is the optimal success probability of inferring the value of a bit α ∈ {0, 1}, drawn with uniform probability, given the state ρ α , using a single measurement [22] . The error that a noise map E induces on a state ρ is then quantified as ρ − E (ρ) 1 , which we term the input-output (IO) distinguishability. This provides a strong operationally motivated definition of error; given a 50% chance that E acts on ρ, the IO distinguishability tells us what the optimal probability of "noticing" its action is. Using this quantification of error, the following optimization problem for finding an honest approximation to a given noise map E was given in [20] :
Subject to: for every pure state ρ,
where Λ ranges over some desirable subset of quantum channels (eg. Pauli channels), and · ⋄ is the diamond norm, which provides an analogue to distinguishability for channels [23] . The constraint of the above problem encodes our definition of honesty; if the constraint is satisfied for two maps Λ and E, we say that Λ is an "honest representation" of E. The main result of [20] is an easy-to-compute, state-independent condition on the maps Λ and E which is sufficient to ensure honesty in the qubit case. For higher dimensions, the property ensures something similar to honesty, where the Schatten 1-norm is replaced by the 2-norm, though, to date, all instances that we have generated have also been found to satisfy Equation (4) when tested using random pure states. We use this simpler condition in an optimization problem detailed in Appendix A.1 to numerically find honest approximations in this work. Details on the actual implementation of the problem, as well as a definition of the diamond norm, can also be found in Appendix A.1. We note that work similar to [20] has highlighted the utility of efficiently simulable measurements for modeling non-unital errors [24] . [16] .
While our method ensures that the individual gate errors are honestly represented, its utility as a means for determining overall circuit performance depends on the preservation of the honesty of the approximations under composition and tensor products. 2 That is, we are concerned with the degree to which a composition of honest approximations of gate elements is itself an honest approximation of the circuit composed of the individual gates in question.
In this paper, we numerically demonstrate that honesty is preserved under composition for some well-motivated physical models when used in a typical QEC circuit, providing evidence for the general applicability of our method. The circuit we simulate is a stabilizer circuit, and thus we approximate gate errors as probabilistic applications of stabilizer circuit elements, to make it efficiently simulable using GK-MC. Specifically, we consider approximating errors as Pauli channels and as mixed-Clifford channels (probabilistic application of Pauli gates, and Clifford gates respectively). Our analysis is carried out within a generic simulation schema, described in detail in the next section, which emulates analysis of a physical system's ability to perform a QIP task, as per [4, 25] . This schema serves as a demonstration of how we imagine our approximation method can be used, and tests its value within such a use case. We find that, in all tested cases, our approximations compose well; that is, the approximated circuits honestly represent the performance of the originals.
Additionally, we include performance statistics for "Pauli twirling", which is another way of generating a Pauli channel from an arbitrary error, within our simulation schema. In [20] , we showed that Pauli twirled approximations can underestimate the error induced by the original channel (as per our definition), and thus may not be useful for circuit performance evaluation. In [26] , Geller and Zhou ask if the Pauli twirled approximations are "sufficiently good." The motivation for their work is that the Pauli twirled approximation is efficiently computable in the dimension of the system, given a full description of a map, and that twirled channels are in general easier to estimate experimentally than the original [27, 28, 29] . This is in contrast to our method, which is not necessarily efficient to compute in the dimension. They argue that, while the Pauli twirled approximations sometimes underestimate the failure probability for the task they consider, the amount of underestimation is small. Our simulations, in conjunction with Geller and Zhou's work, demonstrate good and poor regimes of performance for the Pauli twirled approximations, in terms of circuit performance evaluation, with Geller and Zhou's error models falling into the good regime. In Appendix C, we identify and examine these regimes in detail, and argue that the poorly performing regime may be more representative of the types of errors typically found in experiment.
Simulation Schema
Our simulation schema begins with a low level physical model, and ends with a high level, efficient simulation of a QEC circuit, with our approximation method being a bridge between the two. A physical model is a description of the continuous-time dynamics of a candidate physical system for QIP, consisting of deterministic and stochastic parts to internal and control Hamiltonians, as well as dissipative open quantum-system dynamics, and includes constraints on control amplitudes. Using control techniques, a gate set is generated from a physical model, which consists of all elementary quantum logic gates required for the desired QEC circuit. Once a gate set is generated, the error on each gate is approximated using our method, yielding an honest representation of the original gate set, which is used in an efficient simulation of the desired QEC circuit. The circuit that we simulate, shown in Figure 1 , is a gadget that performs one round of errorcorrection in an n, k, d stabilizer code, which we implement using the 5-qubit perfect code (a 5, 1, 3 code). The circuit was chosen by balancing the desire that it be representative of standard practices, with the requirement that it be small enough to allow for fast simulation of arbitrary gate errors, thereby allowing for comparison of the efficiently simulable errors to the original. For us, a gate set consists of the gates {1, X, Y, Z, H, CNOT}, where the first four are standard single qubit Pauli gates, H is the Hadamard gate, and CNOT is the two qubit controlled-not gate. 3 We implement this procedure for three gate sets, generated from two physical models with varying model parameters and control techniques. The physical models and control techniques are chosen to be representative of those found in experiment. Doing so allows us to encounter errors not typically considered in fault-tolerance research, despite naturally occurring in physical implementations. We emphasize however that neither the approximation method, nor the procedure for testing it given here, have been tailored for a particular outcome. The method is generic; it is independent of both the underlying physical model and gates, as well as the QEC circuit.
Error Composition
Before walking through our implementation of this scheme, we construct a simple example in which honest approximations compose dishonestly. This example demonstrates the inherent limitations of approximating an error with another error that composes in a fundamentally different way. Consider the two single-qubit maps
where
and Z is the Pauli z operator. In [20] , it was shown that if p = | sin(θ/2)|, then Λ and Γ have identical IO distinguishability properties; that is,
for all ρ, and is therefore Λ an honest representation of Γ. Consider the state ρ + = |+ +|, where X |+ = |+ , and X is the Pauli x operator, which is chosen as it is maximally sensitive to both U(θ) and Λ. One can check that
Now, consider the circuit composed of two applications of Γ, C = Γ • Γ, and the approximate circuit C (a) = Λ • Λ, where
For
, it can be checked that
and thus the composition of approximations is not an honest representation of the original circuit. This example can be understood by looking at how repetitive application of these channels affects the state. Each application of Γ, a unitary error, deterministically rotates the state by a small angle, whereas Λ, a dephasing error, rotates the state by 180 • , but with a small probability. In the former case, the distance that each application moves the current state remains constant, whereas in the latter case, this distance decreases exponentially, resulting in an underestimation of errors after only two applications. We encounter this situation in our simulations; one of the gate sets we consider has an identity gate error that is essentially a unitary about the z-axis, and the honest Pauli approximation is the dephasing channel that reproduces its IO distinguishability properties. Given this discussion and the frequency with which the gate occurs, we expected that our approximations might underestimate the overall circuit error. However, even in this case, our approximations perform as desired, providing strong numerical evidence for the value of this method in QEC circuits.
Despite these potential difficulties with error composition, it remains possible that, after a QEC protocol is applied, the resulting effective errors might compose more desirably. As an example, the first step of QEC in stabilizer codes is measuring the error syndrome. This consists of measuring a generating set of stabilizer elements {Q i } k i=1 , which produces a k-bit string b with b i = 1 if the outcome from measuring Q i is −1, and b i = 0 if it is +1. If a particular string b is measured, then the system is projected onto the subspace defined by the projector
For a Pauli operator P and codeword |ψ , Π b P |ψ = 0 if P does not produce syndrome b, and Π b P |ψ = P |ψ if P produces syndrome b. Thus, indexing the Pauli operators as {P i }, and denoting S b as the set of indices for Pauli operators that produce syndrome b, if a particular syndrome b is measured after an error Λ, with χ-matrix χ ij in the Pauli basis [8] , acts on an arbitrary codeword |ψ , the state will be (ignoring normalization)
Given this form, it is clear that if P i and P j have different syndromes, then χ ij can play no part in the post-syndrome measurement state, and is therefore effectively truncated by syndrome measurement. In this way, errors become more "incoherent" and this, at least superficially, makes errors "more like" Pauli channels (which have diagonal χ-matrices in the Pauli basis). Thus, whatever the form of Λ, after a correction step is enacted, the effective error may compose more like a Pauli channel. In practice, this argument may fail due to various aspects of imperfect syndrome measurement, such as limited visibility measurements, and the time it takes to perform measurement protocols like ancilla-assisted syndrome measurement.
Implementing the Schema

Physical Models and Gate Set Generation
We consider two physical models, PM1 and PM2. PM1 is motivated by a double quantum dot system, and PM2 represents an archetypal two level system (see Appendix B for a description and full details). Gate Set 1 (GS1) is built on PM1, and Gate Sets 2 and 3 (GS2 and GS3) are built on PM2 (using different model parameters). GS1 and GS2 use noise refocusing techniques [30, 31] , which mitigate errors induced by stochastic Hamiltonians. GS2 and GS3 implement gates via hard pulses; that is, the pulse sequences used to generate the gates are manually specified by choosing control amplitudes. Due to the complicated structure of the Hamiltonian in PM1, optimal control theory (OCT) was used to find pulse sequences that implement the gates in GS1 with high fidelity [32, 33] . Every gate in a set is made to be the same length in time, as our circuit simulation proceeds in discrete time steps in which a single gate acts on every register qubit. A full description of how the gates are simulated is given in Appendix A.2.
The different combinations of physical model and control techniques give rise to different types of gate errors. A detailed account on the form of the errors for each gate set is given in Appendix C, as it has particular relevance within the context of that discussion. We do however wish to highlight that some gates in GS1 have largely unitary errors, resulting from the use of OCT pulse finding in gate implementation. Thus, given the discussion on error composition, GS1 provides a strong test for our method.
Gate Set Approximations and Statistics
For each gate set we generate three efficiently simulable approximate gate sets:
Pauli twirled The Pauli twirled errors.
Pauli The honest Pauli channel approximation.
Clifford The honest mixed-Clifford channel approximation. 4 Several metrics are used to compare how each approximation performs on individual gates. In what follows we denote the noisy implementation of some ideal operation U ideal by Λ Original , and use Λ as a place holder for the various approximations. The first few metrics are well known quantities.
• χ 00 -The first entry of the χ-process matrix of the error in the Pauli basis [8] . This quantity is reported due to its relation to the average gate fidelity [34] , and, for Pauli channels, is the probability that no fault occurs.
• Λ − U Ideal ⋄ and Λ − Λ Original ⋄ -The distance of the approximation Λ to the ideal gate and original error, respectively.
The rest stem from our definition of honesty. Using the function
which we call the hedging of the channel Γ relative to E for the state ρ, the statement that Λ honestly represents the error of Λ Original can be restated as h(Λ, Λ Original , ρ) ≥ 0 for all pure states ρ. We calculate three quantities related to the hedging, which we approximate by randomly sampling N pure states
The average of the hedging function over pure states.
•
N -The ratio of pure states |ψ for which h(Λ, Λ Original , |ψ ψ|) < 0, where Looking at the various diamond norm distances between the Original, Ideal, Pauli twirled (Λ PT ), and Pauli errors (Λ P ), a simple ordering can be seen to hold for every gate:
Thus, while the Pauli twirled error is always closer than the Pauli to the Original, it is also always closer to the Ideal than the Original, and is therefore a less noticeable error than the Original. The location of the Clifford approximation in the second inequality chain varies; for some gates, it is an order of magnitude closer to the Original than both the Pauli and Pauli twirled approximations, for others, it is the same distance to the Original as the Pauli, indicating that the best Pauli is also the best Clifford approximation, and for the rest, it is in between the two.
Two other important and connected observations can be made. In some cases, the χ 00 element of the honest approximations is much lower than that of the Original, and in others it is not appreciably different. In the former cases, the Pauli twirled approximations tend to be much closer to the Ideal, and have worse hedging performance, than in the latter cases. These are demonstrations of channels with different average fidelities but similar IO distinguishability properties, and channels with identical average fidelities but very different IO distinguishability properties. This observation is connected to the different regimes of performance for Pauli twirling, as well as how "coherent" or "unitary" an error is, and is explained in detail in Appendix C.
Circuit Design and Simulation Results
We simulate the gadget Φ gadget that performs one round of error correction on one block of an error-correcting code, as per Figure 1 . We isolate the action Φ gadget of this gadget on the encoded state by preceding and following it with perfect encoding and decoding operations, E ideal and D ideal . The circuit is simulated by computing its Choi state; for a code that encodes k logical qubits into n physical qubits, we take the state
where {|i } 2 k i=1 is an orthonormal basis for the k-qubit Hilbert space, and compute
where C represents the entire circuit and J(C) is the Choi-Jamiołkowski matrix for the circuit.
(This simulation method is chosen due to the efficiency with which maps of the form we consider can be applied to states. See Appendix A.3 for details.) Due to the perfect encoding and decoding operations, J(C) = J(Φ gadget ). Explicitly, the circuit performs the following operations:
1. The state |β 00 ( Equation 13) is prepared, half of which is perfectly encoded into an n, k, d stabilizer code.
2. The gadget Φ gadget is applied to the encoded physical qubits, consisting of: i) One imperfect wait location on all of the data qubits. This is a placeholder for possible non-trivial operations in gadgets meant to perform logical operations.
ii) Simultaneously, a register of ancillas for ancilla-assisted syndrome measurement is prepared. An imperfect identity operation acts on each ancilla to represent imperfect ancilla preparation.
iii) Imperfect ancilla-assisted syndrome measurement is performed (see Figure 2 ). Measurement of the physical ancillas is taken to be perfect, with errors represented by identity gates that precede the measurement.
3. A perfect recovery operation is performed by classical feed-forward of syndrome measurement details (see Figure 4 ).
4. Once Φ gadget is done, the resultant state is then perfectly decoded and the physical ancillas are discarded.
The recovery operation is chosen to be perfect as, in practice, it isn't always necessary to physically perform the recovery; errors can be tracked and taken into account when further operations are performed on the block [35] .
Circuit with simplifications and with explicit wait locations. We implement this simulation schema using the 5-qubit perfect code, with the syndrome measurement and recovery circuits designed by the Python package QuaEC [36] . Note that we choose to perform the syndrome measurement in a non-fault-tolerant way, as a fault-tolerant gadget for a code with n physical qubits would require at least 2n ancilla qubits for the Steane or Knill faulttolerant error correction (FTEC) gadgets, or strictly more than ∑ i wt(S i ) = 16 ancillae for the Shor FTEC gadget. Thus, at least 10 ancillae are needed for the perfect code, requiring simulation of at least 16 qubits, putting us outside the range of quickly simulable circuits with arbitrary errors.
With 4 stabilizer generators, this code requires 4 ancillas for encoding and 4 for syndrome measurement using the circuit shown in Figure 2 . Any redundant Hadamard gates have been removed. The recovery operation is shown in Figure 4 . This type of non-fault tolerant syndrome measurement is similar to gadgets proposed for use in topological QEC codes, such as the surface code. In particular, the syndrome measurement gadget used by Fowler et al [6] , shown in Figure  3 , relies on CNOT gates between each data qubit in the support of a stabilizer generator and a common ancilla qubit. We emphasize that we are not concerned with absolute circuit performance. Rather, the task at hand is the comparison of relative performance of efficiently simulable error approximations, so it suffices that this circuit contains all of the typical elements and procedures for QEC, regardless of fault-tolerance.
• • • • |0 Z Figure 3 : Circuit to measure the stabilizer generator Z ⊗4 , proposed by Fowler et al [6] for use in surface codes. Table 2 gives the simulation statistics for Φ gadget , again using N = 10 6 sample pure states to compute the hedging parameters. For each gate set, the Pauli and Clifford approximations compose well; the approximated circuit honestly represents the error of the original. This is especially encouraging for GS1, given its unitary identity error. For the Pauli twirled errors, we see that in GS1 they fail the honesty condition for every tested pure state. For GS2, they fail the honesty condition for just over half of the pure states tested, but by an arguably small degree. Interestingly, for GS3, the Pauli twirled approximations provide an honest representation of the circuit performance. 
Conclusion
In all examined cases, the honest approximations led to honest representations of circuit performance, providing confidence in our method as a tool for evaluating the performance of typical QEC circuits with realistic gate errors. By starting from continuous-time physical models, and building gates using common control techniques, we tested our method against errors typical of those found in experiment. The details of the physical models and control techniques were not tailor-made for any desired outcome. The strongest test of our method came from errors with strong unitary parts, arising from OCT designed pulses, a regime not typically considered in faulttolerance research. Additionally, our results, in conjunction with the recent work by Geller and Zhou [26] , demonstrate two regimes of performance for Pauli twirled error approximations. In one regime, their performance can be considered "sufficiently good", while in the other, Pauli twirling results in systematic underestimation of the IO distinguishability notion of error (see Appendix C). Our work is motivated by the desire for the simulations to be pessimistic. We want to be reasonably assured that, if the simulation with the approximated errors performs well according to some metric, then the actual implementation will perform well also. Currently, experimental implementations of QIP are limited to small system sizes. Extrapolating their performance to hypothetical large-scale systems requires caution. Quantum processors will require constant application of error-correction protocols like the one we consider, and it is imaginable that in large systems, consisting of hundreds of qubits or more, even a small underestimation of the effect of physical-level errors may dramatically compound, resulting in false expectations of over-all performance.
This work provides hope that our method can be used as a tool for extrapolating performance from small systems in an honest way. This is key to understanding the feasibility of various proposals for large-scale quantum devices, which in turn will aid in planning the way forward for feasible experimental implementations of QIP.
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A Methods
A.1 Channel Approximation and Diamond Norm Computation
To measure the distance between two maps Λ and E, we use the diamond norm distance Λ − E ⋄ , which provides an analogue to distinguishability for channels [23] . For any map Φ : L(H 1 ) → L(H 2 ) (mapping the linear operators acting on one Hilbert space to the linear operators acting on another), the diamond norm can be defined as:
where 1 L(H 1 ) is the identity channel acting on L(H 1 ). Given a set of channels S, to find an honest approximation of an error map E, we seek to minimize Λ − E ⋄ for Λ ∈ S such that Λ satisfies the constraint given in [20] . To implement the optimization, we require that S has a parameterization. For our purposes, it is natural to consider sets of the form S = {∑ 
is the Bloch representation of E, and 1 is the identity matrix of appropriate size. Note that the constraint given here is slightly more general than the one in [20] , as it includes the possibility for S to contain non-unital channels. We note again that if a qubit map Λ satisfies the constraint in the above optimization problem, then it is an honest representation of the error E, according to the definition in the introduction. For higher dimensional channels, the constraint is sufficient to ensure something similar to honesty, where the Schatten 1-norm is replaced by the Schatten 2-norm, in which case the approximation Λ is still guaranteed to be somehow globally worse than E, though not in an operationally motivated way. To date, however, all higher dimensional approximations that we have generated using this algorithm have also been found to be honest when tested using random pure states.
We implement the approximation optimization problem in MATLAB using the built in fmincon function. The diamond norm is computed using a semi-definite program given by Watrous [37] and implemented using the CVX package [38] . Linear constraints ensure that the vector (p 1 , ..., p n ) is a probability vector and non-linear constraints check that the eigenvalues of the matrix A are non-negative with a tolerance of 10 −15 . The SQP algorithm is used for the optimization. Due to the non-convexity of this problem it is necessary to run many local solvers and then choose the best result. This is done using the MultiStart function which instantiates the local solver many times over randomly chosen starting points that satisfy the constraints. For each approximation, we used 72 starting points.
A.2 Cumulant Simulation
To simulate quantum logic gates using our noise models, a method for the simulation of stochastic quantum evolution is required. This has been considered in the context of analyzing the fidelity with which decoherence-free subsystems can be implemented [39] . In that case, the cumulant expansion [40, 41, 42 ] was applied to model the effects of stochastic dynamics on a quantum system.
Following that approach, we will consider that, conditioned on a particular realization of noise, our system evolves according to the Liouville-von Neumann equation
where ρ(t) is the density operator describing our system at time t, H is the Hamiltonian of the system, and where D ∈ T(H) is a linear transformation describing the decoherence of the system. We assume that H(t) can be decomposed into deterministic and stochastic parts,
We then further decompose H st (t) such that all of the stochasticity is encapsulated in a set of scalar-valued functions {ω 1 (t), . . . , ω k (t)}. Thus,
for some set of deterministic operator-valued functions {A i (t)}.
To analyze the dissipation transformation D, we assume that it can be written in Lindblad form,
where {L i } are called the Lindblad operators of the system.
Both the Liouvillian operator L[ρ(t)] := [H, ρ(t)]
and the dissipation operator D act linearly on density operators, and thus may be represented by superoperatorsL,D ∈ L(L(H)), where L(H) marks the set of all linear operators acting on Hilbert space H. Using the isomorphism that L(H) ∼ = H ⊗ H, we shall use the column-stacking basis for H ⊗ H, such that ||i j|⟫ = |j ⊗ |i . Therefore one can rewrite Equation (17) as
Now we go to the rotating frame of the deterministic superoperatorL det (t), i.e. we define a unitary
where |ρ(t)⟫ = U † (t) |ρ(t)⟫.
The formal solution to Equation (22) , then, for a single realization of the trajectories {ω(t)} is given by
DU (t).
For our purposes, we are interested in the average evolutionŜ over the ensemble of control trajectories,Ŝ (t) = T exp −iˆt
The cumulant expansion gives us thatŜ(t) = exp(K(t)), wherê
To simplify this, we assume that each control parameter ω i (t) is a trajectory of a stationary zeromean process (The zero-mean assumption technically isn't an assumption; the mean of each random process can be absorbed into the deterministic part of the Hamiltonian.) That is, that ω ∼ GP(0, φ), where φ is the matrix-valued autocorrelation function for ω(t), such that φ i,j (t 1 − t 2 ) = ω i (t 1 )ω j (t 2 ) . ThenK 1 becomes simplyK
whereas we can then rewriteK 2 in terms of the autocorrelation function,
. In this way, we note that the cumulant expansion generalizes the Magnus expansion so as to account for stochastically-varying fields. The motivation for using cumulants instead of expanding the time-ordered exponential in terms of moments of the stochastic process stems from the fact that cumulant averages enter in the exponential, reducing the risk of truncation artefacts.
To numerically simulate the gate action, we discretizeL det (t ′ ) along our gate length t at N points, with equal time intervals ∆t between these points, i.e. we evaluate {L det (m∆t)}, with m = 1, ..., N while t = N∆t. Next we approximate U (n∆) by
Finally, we turn turn the integral in line (28) into a sum
and the double integral in line (29) into a double sum
To simulate the gates, we truncatedK(t) in Equation (25) at second order, which can be partially justified with the following. If we have no dissipator term in Equation (17) , then due to statistical independence, the mth order cumulant disappears if, for a set of times {t 1 , t 2 , ..., t n }, any of the time gaps |t 1 − t 2 |, |t 2 − t 3 |, ...,|t n−1 − t n | are larger than the correlation time τ c of the stochastic process [40] . Since cumulants at every order vanish once the gap between the set of time points exceeds τ c , then if t ≫ τ c , the mth order cumulantK m is effectively an integral over an (m − 1) dimensional sphere with radius τ c , integrated over t. Therefore,K m scales roughly as τ m−1 c A m t, where A is the maximum norm ofÂ i (t). Comparing the second-and fourth-order cumulants,K 2 andK 4 , reveals that
c A 2 , meaning that if τ c A ≪ 1 and t ≫ τ c , we have a justification for truncating the cumulant expansion at second order. For the physical models considered in this work, the dissipator terms in the Liouville-von Neumann equation were considerably smaller in their norm than the noise Hamiltonian terms, so we assume that the arguments above are still applicable.
A.3 Circuit Simulation
Each gate in the gate set acts on either one or two qubits, subjecting the rest to identical, uncorrelated noise (the noisy identity gate). The action of a noisy process on a quantum register can be calculated in the Kraus representation,
For a generic noisy process, using naïve matrix multiplication, this calculation involves ∼ 2 5n operations and requires the storage of ∼ 2 4n complex parameters. These costs can be reduced dramatically by exploiting the fact that the noise is independent and that the gate set acts identically on different qubits. Noise maps that act independently commute, and can be applied in sequence as a result:
Thus, the amount of storage is reduced to that required to store the gate set and the current state, ∼ 2 2n complex parameters, and the number of operations required now scales as n2 3n . This can be further reduced by noting that each channel λ j is equivalent to the perfect identity on n − 1 qubits, and its effect can be pre-calculated to reduce the total number of operations to n2 2n . The extension to two-qubit gates is straightforward; for further information, see [43] .
B Physical Models and Gate Protocol Details
This Appendix describes the physical models, noise refocusing techniques, and the subsequent gate sets generated from these. It is assumed that the density matrix ρ(t) describing a physical system evolves according to
where H(t) is the Hamiltonian for the system and {L i } is a set of Lindblad operators generating non-unitary dynamics [44, 45, 46] . A physical model must specify all deterministic and stochastic Hamiltonians (both internal, and control), and specify any Lindblad operators that the system is subject to.
B.1 Physical Model 1
Physical Model 1 is motivated by a double quantum dot physical system. A double quantum dot is a pair of electrons contained in a double potential well. The spatial and spin states of the electrons encode logical states |0 and |1 ,
where |Φ S 11 and |Φ T 11 are symmetric and anti-symmetric spatial states with one electron in each of the potential wells, and |Φ S 02 is a symmetric spatial state having two electrons in one particular well.
The electron state can be controlled by varying the voltage detuning B(t) and Zeeman splitting difference A(t), described below.
• Voltage detuning introduces a potential energy difference B between the quantum wells.
B > 0 favours the |Φ 02 spatial state over |Φ S 11 and |Φ T 11 , because |Φ 02 allows for both electrons to minimize their potential energy. The parameters a and b in Equation (38) are therefore B-dependent and given by Fermi-Dirac statistics [47] such that the probability p 11 = |a| 2 of having an electron with potential energy B is given by p 11 = 
where B 0 is the energy eigenvalue of |Φ 02 at zero detuning. Up to a constant identity contribution, this yields the following Hamiltonian for logical states
• Zeeman splitting is related to the energy difference between electron spin-up and spindown states in the presence of an external magnetic field. A magnetic field gradient across the potential wells introduces an energy splitting A between |Φ 11 ⊗ |↑↓ and |Φ 11 ⊗ |↓↑ , where |Φ 11 = |Φ S 11 + |Φ T 11 , leading to a Hamiltonian
|↓↑ ↓↑|). The resulting matrix H(A) in the logical basis is
Substituting the parameters a(B) and b(B) into the above expressions and summing them results in the effective logical single qubit Hamiltonian
where the parameters α(t) and β(t) encapsulate the stochastic behaviour of the parameters A(t) and B(t). As the logical state |0 corresponds to the ground state of the physical Hamiltonian at zero detuning (B = 0) and in zero magnetic field gradient (A = 0), we make an assumption that relaxation acts on the logical state simply as a Lindblad operator L = 1 2 √ T 1
(X + iY). The parameters A(t), B(t), B i
for i ∈ {0, 1, 2}, and T 1 , define the deterministic evolution of the system, with the first two representing the single-qubit controls and the latter being the T 1 timeconstant of the system. Both control scalars are specified for intervals of length δt, over which the controls remain constant, whereas the rate of change of these control scalars between adjacent intervals is bounded with
dA(t) dt
≤ ∆A max and
dB(t) dt
≤ ∆B max . Additionally, the controls are bounded by some maximum value; that is |A(t)| ≤ A max and 0 ≤ B(t) ≤ B max for some A max , B max ≥ 0.
The parameters specified by α and β are independent, zero-mean, stationary Gaussian processes [48] , such that α(t) = β(t) = 0 and α(t 1 )β(t 2 ) = 0. The auto-correlation functions are given by
where δ(t) is the Dirac delta function. Parameters labelled with the letter Γ represent the noise strengths, and those labelled with τ represent various correlation times. The Hamiltonian for simulating two-qubit gates is given by
with two Lindblad operators
. Any parameters or Hamiltonians denoted by superscript (i) mark either the first (i = 1) or the second (i = 2) qubit, and are identical to the Hamiltonian in line (40) . The stochastic parts for single-qubit Hamiltonians on different qubits are taken to be independent. The two-qubit control parameter C(t) can only take two values, C(t) ∈ {0, C max }, and the noise parameter γ(t) is an independent zero-mean stationary Gaussian process with autocorrelation function
B.2 Physical Model 2
Physical Model 2 is an archetypal two level system. For a single qubit, the Hamiltonian is given by
with the only Lindblad operator given by L = 1 2 √ T 1
(X + iY). The parameters A(t), B(t), φ(t)
, and T 1 , define the deterministic evolution of the system, with the first three representing the single-qubit controls. Every control value is specified for intervals of length δt, over which the controls remain constant. Each control scalar is bounded by some maximum value; that is |A(t)| ≤ A max and |B(t)| ≤ B max for some A max , B max ≥ 0, but is not limited by any control rates.
The parameters specified using the letters α and β are all stationary Gaussian processes. All are zero-mean and independent. That is, α(t) = β i (t) = 0 for i = 1, 2, and α(t 1 )β i (t 2 ) = β 1 (t 1 )β 2 (t 2 ) = 0 for i = 1, 2. The auto-correlation functions are given as
where the parameters labelled with the letter Γ are the noise strengths and those labelled with Λ represent upper and lower cutoffs for 1/ f noise. The autocorrelation function g 1/ f for 1/ f noise is defined as the Fourier transform of 1/ f spectral density with smooth cutoffs [49] 
Notice that lim
|ω| . The two-qubit Hamiltonian for this model is given by
Single-qubit Hamiltonians denoted by H (i) acting either on the first (i = 1) or the second (i = 2) qubit have identical parameters to the Hamiltonian in Equation (43), and stochastic parts for single-qubit Hamiltonians are taken to be independent. The two-qubit control parameter C(t) is bounded in its maximum value |C(t)| ≤ C max , but is otherwise unconstrained. γ(t) is an independent zero-mean stationary Gaussian process, its autocorrelation function being given by
B.3 XY Sequence Gate Protocol
Suppose we have a dynamical decoupling sequence which is given as a list of unitary operations {A i }, i = 1, ..., N, where i denotes the temporal order of these operations. We demand that
where e iφ is an arbitrary global phase. If we want to spread a unitary gate U across the sequence {A i }, we first find
where U 1/N N = U, and then implement the sequence
which follows from direct substitution and Equation (50).
B.3.1 XY8 sequence
The XY8 sequence [30] is an 8-unitary decoupling sequence where, following the notation above,
In the limit of perfect control and infinitesimally short (delta) pulses, the sequence refocuses noise along any direction that varies slower than the sequence is implemented. To implement a unitary gate U within the sequence, we split it into 8 parts,
where we simplify the expression using XYXY = YXYX = −1, and the fact that the global phase of the desired unitary is irrelevant.
B.3.2 XY4 sequence
The XY4 sequence [31] is a 4-unitary decoupling sequence where, following the notation above,
Like the XY8 sequence, the XY4 sequence refocuses noise along any direction that varies slower than the sequence is implemented, given that the pulses are ideal and infinitesimally short. We spread a unitary gate U across the sequence by breaking it into four parts,
(56)
B.4 Gate Sets
Gate Set 1 (GS1) is built on Physical Model 1 using the parameters in Table 3 . This gate set was built from an XY8 pulse sequence [30] , with single-qubit gates being implemented within this sequence according to the XY sequence gate protocol. Each pulse piece in the sequence was found via the GRAPE algorithm [32, 33] with control constraints from Table 3 incorporated into the algorithm. All gates are 199.2 ns long and the discretization step for cumulant simulations was chosen to be 0.1 ns. Gate set 2 (GS2) is built on Physical Model 2 using the parameters in Table 4 . This gate set was built from an XY4 pulse sequence [31] , again, with single-qubit gates being implemented within this sequence according to the XY sequence gate protocol. All pulse pieces are performed using hard pulses. All gates are 168 ns long and the discretization step for cumulant simulations was chosen to be 0.25 ns 5 .
Gate set 3 (GS3) is also built on Physical Model 2, but uses the noise parameters in Table 5 to provide variety in the resultant gate errors. No refocusing pulse sequences are used; all gates are generated from simple hard pulses. All gates are 25 ns long and the discretization step for cumulant simulations was chosen to be 0.1 ns.
For each gate set, the two-qubit CNOT gate is implemented using the identity (−1)
For GS1 and GS2, as for single-qubit gates, the gate is broken into parts that are interspersed into their respective XY sequences. In this case however, the first two single-qubit rotations are done during the first half of the XY sequence, and the last two single-qubit rotations are done during the second half of the XY sequence, in a way similar to the single-qubit gates. The two-qubit coupling operation is implemented in the middle of the XY sequence. For GS3, the CNOT gate is implemented according to the above identity, using hard pulses. See Appendix A.2 for details on the procedure used to simulate the gates. 
C Secondary Analysis
This appendix contains analysis that is secondary to the main point of the paper, but that we consider important in its own right. We identify the good and poor regimes of performance for the "Pauli twirled" errors, and classify our gate sets into these regimes. This analysis also aids in the understanding of the behaviour of the approximations generated by our own method; in particular the observation made in the main body that in some cases, the average fidelity of our approximations is much less than that of the original, whereas in some cases they are very similar.
phases remain constant for longer periods of time. The same can be said for GS3, though given that the gates are so short, a smaller time step was used anyway. Given the importance on the classification of errors to this discussion, we conclude by explaining why the errors for each gate set take the form that they do.
The identification of these regimes requires analysis on what happens to the IO distinguishability properties of a channel when it is twirled. Generally, twirling a map Λ by a set of unitaries
The twirled map results from choosing a unitary operator from the twirling set with uniform probability, applying it, applying Λ, then inverting the twirling operator. If the twirling set is chosen to be the Pauli operators, it is called a Pauli twirl and, if perfectly implemented, will transform any map into the Pauli channel that results from mathematically truncating the off-diagonal elements of the process (χ-)matrix [8] .
Before analyzing the effects of Pauli twirling specifically, we can look at the general effect of twirling on the diamond norm distance of an arbitrary channel to the identity operation. Let H denote a finite dimensional Hilbert space, and L(H) the set of linear operators from H → H. One property of the diamond norm is that for
, it holds by straightforward application of the triangle inequality that
where 1 L(H) is the identity channel. In other words, the distance of a twirled error to the identity operation is always bounded above by that of the original error and so, in a worst case sense, twirling typically acts to make an error harder to detect. To specify the regimes of performance of twirling, we look at the Bloch representation of quantum channels. Any qubit map Λ can be represented as a matrix M and vector t that acts on Bloch vectors as r → M r + t. M can be written in terms of its polar decomposition M = OP, where O and P are an orthogonal and positive semidefinite matrix, respectively. Thus, the action on the Bloch sphere can be represented as r → O(P r + O T t) [50] . That is, as a possibly non-unital channel followed by an orthogonal rotation of the Bloch sphere, which corresponds to a unitary rotation for qubits [51] . We say that a channel is in the "unitary regime" if the effect of O is relatively large compared to P and t, and we say the channel is in the "deforming regime" if the opposite is true. To quantify the "effect" of a Bloch matrix M, we use the quantity 1 − M 2 , and use t 2 to quantify the effect of the non-unital part. We use · 2 to denote both the Hilbert-Schmidt norm on matrices and the Euclidean norm on vectors, where context and notation will make clear which is meant. In the following paragraphs, we examine how twirling affects worst-case IO distinguishability properties of different errors in these regimes.
First, for a unital deforming qubit channel Λ, the Bloch representation is simply a positive semi-definite matrix P. Diagonalize P as P = UDU † , for some orthogonal matrix U and diagonal non-negative matrix D. Then, as diagonal Bloch matrices are realizable as Pauli channels, we can write
where V is the unitary corresponding to U. Channels of this form are called Generalized Pauli channels, and the diamond norm distance between channels of this form with different probability vectors p and q is given by ∑ 3 i=0 |p i − q i | [52, 53] . For these channels, as VP i V † has no identity part for i ≥ 1, the χ 00 element in the Pauli basis is identical to the probability assigned to the identity operator. As this quantity is conserved in Pauli twirling, and as the identity map on qubits 1 L(C 2 ) is a Generalized Pauli channel, it follows that, for a deforming unital qubit channel Λ and its Pauli twirl
Thus, diamond norm distance to the identity for these channels is unaffected by Pauli twirling.
To examine the qualitative behaviour of Pauli twirling on a non-unital deforming channel, we examine the special case of an amplitude damping channel, which has Kraus operators
for some parameter γ, and Bloch representation
In the Bloch representation, the effect of Pauli twirling is to remove the off-diagonal elements of M and set t → 0. Thus, the only effect that twirling has on this channel is to remove the nonunital part. Note that the dominant error considered by Geller and Zhou in [26] is of this form; the Bloch matrix is diagonal, and so in some sense, Pauli twirling has a minimal effect. We consider the worst case performance of this channel on a pure qubit state. It is clear that the state most affected by Λ, and by its Pauli twirl Λ PT , is the −1 eigenstate of Z, which we denote as ρ − . It can be easily checked that ρ − − Λ(ρ − ) 1 = 2γ, and ρ − − Λ PT (ρ − ) 1 = γ. Thus, while the worst case performance in this case is lessened by Pauli twirling, it is only by a factor of 2. Lastly, we look at purely unitary channels. For two unitary operators U, V in L(H), there exists a pure state |ψ ∈ H for which (see [21] ). From this form, it is clear that any state that maximizes the distinguishability between the identity operation and a unitary U will be orthogonal to the unitarys rotation axis. Thus, for a rotation U by an angle θ,
As the χ 00 element of a qubit rotation by angle θ is cos 2 (θ/2), it follows from the preceding discussion that, for the Pauli twirled error
. Thus, for small values of θ, the twirled channel can be orders of magnitude closer to the identity than the original.
With this qualitative analysis in hand, we examine the form of the Bloch representation of the errors considered in this paper. The Bloch representation of each error is decomposed into the three pieces O, P, and t, and the size of each piece is reported in Table 6 . As the identity gate occurs most frequently in the circuit, its properties are the most important.
We see that GS1 has the largest unitary component to its errors (in terms of the ratio to the other components). The error in the identity gate is almost entirely unitary, and therefore falls neatly into the unitary regime. Indeed, this is consistent with the fact that a single-qubit unitary rotation by an angle θ will have a χ 00 element of cos 2 (θ/2) ≈ 0.99999, whereas the Pauli channel that exactly matches its IO distinguishably has a χ 00 element of 1 − | sin(θ/2)| ≈ 0.99762. We see that these numbers correspond exactly to the given number of digits in Table 1 , where a twoorder-of-magnitude decrease in the distance of the Pauli twirled error to the identity channel is shown. While the other errors in the set have unitary parts, the non-unitary parts are comparable in size. As such, character from both the unitary and unital deforming regimes is observed; the diamond norm distance of the Pauli twirled error to the identity decreases, but the decrease is not as impressive as for the identity gate. For the Y and H errors, the unitary part is 2 or 3 times larger than the non-unitary, and thus the decrease in diamond norm distance to the ideal channel for the Pauli twirled errors is the greatest of the non-identity gates.
For every gate in GS2, t 2 is relatively small and 1 − O 2 is in most cases an order of magnitude smaller than 1 − P 2 , putting GS2 into the unital deforming regime. When looking at the diamond norm distances of the Pauli twirled channels to the identity, we see that, as expected in this regime, there is very little decrease. Indeed, while the Pauli twirled channels generally underestimate the error in the hedging metrics, the underestimation is small. For GS3, 1 − O 2 is usually of comparatively negligible size, and t 2 is of the same order of magnitude as 1 − P 2 , putting this gate set into the non-unital deforming regime. Looking at the decrease of the diamond norm distance to the ideal operations for the Pauli twirled errors, we see roughly what is expected; a decrease on the order of a factor of 2. As in the case of GS2, while the Pauli twirled errors show underestimation in the hedging statistics, it is by a small degree.
This discussion supports and illuminates the idea of two regimes of behaviour for Pauli twirled approximations. In the unitary case, we observe large underestimation of IO distinguishability properties. For the circuit we've considered, this underestimation propagates upwards; the gadget simulated with Pauli twirled errors is much harder to distinguish from the perfect gadget than the original errors. In the deformation regime, the Pauli twirled errors can result in underestimation. One might argue however, as Geller and Zhou do, that this level of underestimation is acceptable. Indeed, while the hedging is negative for the Pauli twirled gates and circuit for GS2, it is small in magnitude. For GS3, the Pauli twirled circuit even has positive hedging. This is perhaps not surprising on an intuitive level. Pauli channels are a subset of deforming channels, and while not all deforming errors are Pauli channels, they are like Pauli channels. All deforming channels contract the Bloch sphere inwards (with possible non-unital shifts), so Pauli twirling simply maps one deforming channel to another, which doesn't dramatically change the IO distinguishability properties. This stands in contrast to the unitary regime where, in regards to IO distinguishability, something fundamental can be lost when a dominantly unitary error is mapped to a Pauli channel via Pauli twirling.
This discussion also demonstrates why our approximations behave the way they do in regards to average gate fidelity. As we've seen from the Pauli twirl analysis, for a fixed average fidelity, channels in the unitary regime are much more distinguishable from the identity operation than those in the deforming regime. Thus, if the original error is in the unitary regime, our approximations, which fall into the deforming regime, will sometimes have a much worse average fidelity than the original to allow them to honestly represent its IO distinguishability properties.
As a final point, we can ask why the errors for each gate set have the form that they do. To explain this, it is necessary to examine the physical models and the pulse design techniques used, which are described in detail in Appendix B. The simplest case is GS3, where hard pulses with no refocusing sequences were used. As the T 1 time was the shortest of all of the gate sets, and no refocusing pulses were used, the strong non-unital effects were allowed to continue building in their natural direction throughout each gate resulting in primarily non-unital errors. In GS2, which used the same physical model as GS3, the T 1 time was an order of magnitude longer. In addition, the refocusing pulse sequence used has the effect of "flipping" the non-unital shift between the positive and negative z-direction, and so, when averaged over the whole sequence, the effective non-unital shift tends to zero. As a result, the size of the non-unital piece tends to be at least an order of magnitude smaller than the other pieces, putting this gate set into the unital deformation regime. Finally, as GS1 had the longest T 1 time, and the refocusing sequence was performed at a rate far faster than the T 1 time, the non-unital error components are negligible. Aside from this, the prime difference between GS1 and the other gate sets is that the pulses used were found using the GRAPE algorithm, rather than being hard, which accounts for the dominant unitary components of the errors. For hard pulses, in the limit of no noise, the implemented unitary should be perfect, aside from numerical imprecision in the field amplitudes, which can be made arbitrarily small with low overhead. For pulses found using the GRAPE algorithm this is not the case; even a noiseless implementation will not produce the perfect unitary. Arguably, this situation is more prevalent in experimental implementations as pulse finding algorithms like GRAPE are necessary to obtain high-fidelity control over systems with complicated Hamiltonians. In addition, these types of algorithms can be used to achieve high-fidelity control across a range of internal Hamiltonian parameters, even when the Hamiltonian is simple [33] .
D Gate Statistics
