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Résumé
Les graphes sont des outils de représentation des données très puissants et universels, utiles dans divers
domaines des sciences notamment le traitement d'images, la reconnaissance des formes ou la vision par
ordinateur. Dans ces domaines, la mesure de similarité entre les objets est souvent une phase importante.
Dans le cadre d'une représentation sous forme de graphe cette phase se traduit par un appariement
des graphes. Dans cet article nous passons en revue un ensemble de travaux basé sur la théorie des
graphes appliquée aux traitements d'images. Notamment les approches de représentation en graphe et
les diérentes mesures de similarité de graphes. Également, nous présentons quelques applications des
graphes dans l'analyse d'images et la recherche par le contenu.
Mots-clefs : Graphe, Traitement d'images, Mesure de similarité, Appariement de graphes.
1 Introduction
La représentation sous forme de graphe est utilisée dans diérentes applications d'analyse d'images. Dans
ces applications, l'image est traitée pour produire un graphe représentant les composants et les relations entre
eux. Les n÷uds et les arcs peuvent avoir des étiquettes (labels). Des informations auxiliaires sont enregistrées
comme attributs associés aux n÷uds et/ou aux arcs. La distinction entre les étiquettes et les attributs se fait
comme suit : les étiquettes font parties de la structure du graphe et elles doivent s'apparier dans l'ordre pour
que les graphes soient considérés isomorphes. En contre partie, les attributs contiennent des informations qui
ne font pas parties de la structure du graphe. Les valeurs des attributs sont ignorées lors du test de similarité
entre des graphes [7].
Cette représentation structurelle puissante a prouvé sa exibilité en traitement d'une grande variété de
types d'images (les anciens documents, les plans électriques et architecturaux, les images naturelles, les
images médicaux ...). Les travaux, qui ont fait recours aux graphes, ont visé une représentation qui préserve
l'information topographique de l'image ainsi que les relations entre les composantes. Actuellement, plusieurs
approches dérivées des graphes pour l'analyse d'images ont été proposées notamment pour les systèmes de
recherche par contenu, la segmentation et l'indexation.
Le l conducteur de ce travail, est suggéré par la question suivante : Où en est-on avec l'application
des graphes dans l'analyse d'images ? Dans ce contexte, nous explorons dans cet article des travaux sur la
représentation sous forme de graphe, ensuite nous détaillons quelques travaux sur les mesures de similarité
entre les graphes développées par des traiteurs d'images. Enn, nous passerons en revue des applications des
graphes dans le domaine de l'analyse d'images.
∗Ce travail est partiellement nancé par le projet Navidomass de l'Agence Nntionale de la Recherche référencé sous le numéro
ANR-06-MCDA-012 et par la région Lorraine.
2 Notions des graphes
2.1 Dénitions
Soit E un ensemble, on écrit X⊆E si X est un sous-ensemble de E, on écrit X⊂E si X est un sous-ensemble
propre de E (X est un sous-ensemble de E et X 6= E). On appelle X l'ensemble complémentaire de X dans
E avec X=E\X. Soit E un ensemble ni, on note par ‖E‖ le nombre des éléments de E. On note par 2E
l'ensemble composé par tous les sous-ensembles de E.
On dénit un graphe par le couple (V, E) où V est un ensemble ni et E une relation binaire dans E
(E⊆V×V), chaque élément dans V est appelé n÷ud. On note aussi par E la fonction de V→2V tels que ∀
x∈V, E(x)={y∈V | (x,y)∈E}. Si y=V(x), y est adjacent à x. Soit la fonction E* tels que x∈V, E*(x)=V(x)\
x. Soit X⊆V, on dénit E(X)=
⋃
x∈XE(x), et E*(X)=E(X)\X. Si y∈E(X) on dit que y est adjacent à X.
Soient X, Y⊆V et E(X)∩Y=∅, alors Y est adjacent à X.
Soit G un graphe avec G=(V,E) et X⊆V, on dénit un sous-graphe de G induit par X par le graphe
GX=(X, E∩[X×X]). Dans ce cas, GX est un sous-graphe de G. Soient les deux graphes G=(V,E) et
G'=(V',E'), G et G' sont isomorphes s'il existe une bijection f de E→ E' tels que, ∀ x,y∈V, y∈E(x)
si et seulement si f(y)∈E'(f(x)).
Soit G un graphe avec G=(E, V) G est :
réexif : ∀ x∈V, (x,x)∈E.
irréexif : ∀ x∈V, (x,x)/∈E.
symétrique : ∀ x, y∈V, (x,y)∈E ⇒(y,x)∈E.
asymétrique : ∀ x, y∈V, (x,y)∈E ⇒ (y,x)/∈E (si G est asymétrique, G est irréexif).
antisymétrique : ∀ x, y∈V, (x,y)∈E et (y, x)∈E ⇒ x=y (si G est asymétrique, G est aussi antisymétrique).
transitif : ∀ x, y V, (x,y)∈E, (y,z)∈E ⇒ (x,z)∈E.
Un graphe relationnel attribué (Attributed Relational Graph) : est un graphe où chaque n÷ud (∀ x∈V)
est associé à un vecteur d'attributs Av ⊂ IRn et chaque arc (∀ (x,y)∈E) est associé à un vecteur d'attributs
Ae ⊂ IRm, avec n et m∈IN. Bien qu'on dénisse les attributs comme de nombres réels, ce type de graphe
n'est pas limité au nombre réel.
2.2 Appariements de graphes
An de comparer deux graphes, il est nécessaire de mettre en correspondance leurs sommets, c-à-d de
dénir un appariement (matching) entre ces graphes.
Étant donné deux graphes G = (V,E) et G'= (V',E'), un appariement multivoque m entre G et G' est
une relation entre V et V', c-à-d m⊆ V×V'. Sans perte de généralité, il est supposé que les ensembles des
n÷uds de G et de G' sont disjoints ( V∩V'=∅ ).
N÷uds appariés à un sommet : Étant donné un appariement m de deux graphes G et G', m(v) est
l'ensemble des n÷uds appariés au n÷ud v. Plus formellement :
∀v∈V, m(v)={v'∈V' | (v,v')∈m}
∀v'∈V', m(v')={ v∈V | (v,v')∈m}
Quand aucune contrainte n'est ajoutée à l'appariement, c-à-d quand chaque sommet peut être appa-
rié à zéro, un, ou plusieurs n÷uds (chaque n÷ud pouvant être apparié à un ensemble de n÷ud de l'autre
graphe), l'appariement est dit multivoque. Cependant, il est possible d'ajouter des contraintes sur le nombre
de sommets avec lesquels un n÷ud peut être apparié. Cela nous amène à dénir les appariements fonction-
nels, applicatifs, univoques, injectifs et bijectifs. Étant donnés deux graphes G =(V,E) et G'=(V',E'), un
appariement m⊆V×V' est :
 un appariement fonctionnel de G dans G' si m apparie chaque sommet du graphe G avec au plus un
sommet du graphe G' : ∀ v∈V, ‖m(v)‖ ≤ 1
 un appariement applicatif de G dans G' si m apparie chaque sommet du graphe G avec exactement un
sommet du graphe G' : ∀ v∈V, ‖m(v)‖=1
 un appariement univoque entre G et G' si m apparie chaque sommet du graphe G et G' avec au plus
un sommet : ∀ v∈V, ‖m(v)‖ ≤ 1 ∧ ∀ v'∈V', ‖m (v')‖ ≤1
 un appariement injectif de G dans G' si m apparie chaque sommet du graphe G avec un sommet
diérent de G' : ∀ v∈V, ‖m(v)‖=1 ∧ ∀ v'∈V', ‖m(v')‖ ≤1
 un appariement bijectif entre G et G' si m apparie chaque sommet du graphe G ( respectivement de
G') avec un sommet diérent de G'( respectivement de G) : ∀ v∈V, ‖m(v)‖=1 ∧ ∀ v'∈V', ‖m(v')‖ =1
Arcs appariés : Soit m un appariement des sommets de deux graphes G =(V,E) et G'=(V',E'), un
arc (u,v)∈E est dit apparié à un autre arc (u',v')∈E' si et seulement si {(u,u'), (v,v')}⊆m. Comme pour le
n÷uds l'ensemble des arcs appariés à l'arc (u,v) par l'appariement m est noté m(u,v) :
∀(u,v)∈E, m(u,v)={(u',v')∈E' |u'∈m(u), v'∈m(v)}
∀(u',v')∈E', m(u',v')={(u,v)∈E |u∈m(u'),v∈m(v')}
3 Représentation par des graphes
Les images sont généralement segmentées en régions. Chaque sommet du graphe représente alors une
région de l'image et les arcs représentent les diérentes relations possibles entre les régions (connectivité,
distance...). L'intérêt principal de l'utilisation des graphes pour la représentation d'images est l'intégration
d'informations spatiales dans la modélisation. En eet les représentations classiques telles que les histo-
grammes de couleurs, les descripteurs de textures, etc... ne donnent aucune information sur la façon dont les
régions d'intérêt de l'image sont agencées. Au contraire, la représentation par les graphes permet de décrire
la structure de l'image comme la façon dont les régions sont disposées les une par rapport aux autres. En
outre, selon les types de relations choisies, cette représentation en graphe peut être invariante à certaines
transformations telles que les rotations de l'image ou les translations de certaines parties de l'image.
Comme exemple de cette représentation sous forme de graphe Horst Bunke en [9] convertit un dia-
gramme de circuit en un graphe avec la représentation des lignes du diagramme de circuit : chaque n÷ud
du graphe représente un point nal d'une ligne, angle, ou intersection, et les attributs du n÷ud enregistrent
les coordonnées (x,y) de cette caractéristique. L'étiquette d'un n÷ud est le degré du n÷ud (1 pour un point
nal, 2 pour un angle, 3 pour une intersection en >). En raison de cette dénition des étiquettes des n÷uds,
l'isomorphisme de sous-graphes apparie toujours un n÷ud de point nal avec un autre n÷ud de point -
nal, jamais un avec un n÷ud angle ou intersection. Cependant, les coordonnées (x,y) sont ignorées durant
l'isomorphisme de sous-graphe, parce que ces coordonnées sont enregistrées comme attributs.
D'autres travaux (détaillés dans [24, 1, 4, 25, 3, 30, 29, 15]) de représentation sous forme structurelle
(i.e. graphes) des images ou des documents graphiques utilisent diérentes méthodes (les méthodes varient
selon les caractéristiques des données manipulées). Par exemple, dans [24] l'auteur manipule des lettrines
issues de documents anciens, il procède par une segmentation en diérentes couches d'informations de ces
lettrines an d'obtenir " des couches d'informations de zones homogènes". Chaque région homogène de la
lettrine sera associée à un n÷ud du graphe avec deux attributs la taille et la forme, et chaque arc entre les
n÷uds à deux attributs l'angle et la distance. Dans [30], les graphes sont utilisés pour légender (étiqueter)
les images par des mots-clés automatiquement. Un graphe principale est construit à partir d'un ensemble
des images déjà étiquetées et segmentées. Ce graphe est un graphe de 3-niveaux (Fig.1), avec un niveau
de n÷uds images (les i dans la Fig.1), un niveau de n÷uds mot-clés (les t dans la Fig.1) et un niveau de
n÷uds régions d'image (les r dans la Fig.1). Les connections entre les n÷uds sont basées soit sur une relation
de similarité soit sur une relation de co-occurrence. Pour capturer la corrélation d'un attribut croisé, pour
chaque image, l'auteur soumet un arc entre le n÷ud image et les n÷uds attributs valeurs associés à l'image.
Cette liaison est appelée IAVlinks (" image-attribute-value " links).
La plupart des travaux qui utilisent les graphes comme modèle de représentation notamment pour les
documents graphiques, ont pour objectif la dénition de la mesure de similarité entre les documents pour les
comparer. La section prochaine présente des mesures de similarités élaborées soit simplement pour comparer
deux documents, soit pour être au c÷ur de systèmes d'indexation ou de classication basés sur les graphes.
4 Mesure de similarité des graphes
La structure des graphes est caractérisée principalement par la exibilité, l'universalité et l'utilisation dans
des domaines d'applications variés. Ce fait a conduit au développement de plusieurs mesures de similarité
Fig. 1  Un graphe à 3-niveaux [30]
pour les graphes qui sont optimisées pour diérents types de graphes et diérentes applications. Ces mesures
de similarités de graphe dièrent selon le type des graphes qu'elles traitent et qu'elles prennent ou non en
compte les informations des attributs. Mais la plupart de ces mesures ont une caractéristique commune qui
consiste en quelque sorte à utiliser des opérations d'edition (edit operations). Le principe est de dénir l'eort
nécessaire pour rendre les graphes identiques. Cet eort est calculé par le nombre d'opérations primitives
qui sont nécessaires pour rendre les graphes identiques. Dans la suite nous détaillerons les mesures les plus
connues dans la littérature.
4.1 La distance d'édition
La distance d'édition pour les graphes est l'extension de la distance d'édition pour les chaînes des carac-
tères (ou distance de Levenshtein) [35] aux graphes. La distance d'édition est une mesure très commune de
similitude pour les graphes et des variantes ont été proposés avec succès dans beaucoup de domaines d'appli-
cation telle que par exemple la reconnaissance des visages [36]. La distance d'édition entre deux graphes est
le nombre minimum des opérations d'édition qui sont nécessaires pour transformer un graphe en un autre.
Les principales opérations d'édition sont, la suppression ou l'insertion des n÷uds ou arcs, et le changement
des attributs des n÷uds ou des arcs.
Pour calculer la distance entre deux graphes Robles-Kelly [34] propose une méthode de conversion d'un
graphe à une séquence de chaînes de caractères an d'appliquer des techniques de mesure de la distance
d'édition de chaîne de caractères. La problématique principale de cette mesure est la détermination du coût
minimal des opérations d'éditions eectuées. Les solutions proposées face à cette problématique sont dans la
majorité probabilistes [28] [34]. Papadopoulos et Manolopoulos [31] propose une autre solution en réduisant
les opérations possibles (cf section suivante).
4.2 La mesure de Papadopoulos et Manolopoulos
Papadopoulos et Manolopoulos [31] présentent une mesure de similarité pour les graphes qui est aussi
basée sur le concept des opérations d'édition. Ils proposent trois opérations primitives diérentes, qui sont
l'insertion de n÷uds, la suppression de n÷uds et la mise à jour de n÷uds. Pendant que les opérations de
suppression et d'insertion ont des signications évidentes, l'opération de mise à jour est nécessaire pour
insérer ou supprimer les arcs incidents pour un n÷ud. En plus, Papadopoulos et Manolopoulos introduisent
la séquence de degrés d'un graphe qui est la donnée en ordre décroissante des degrés de chaque n÷ud du
graphe. La distance de similarité entre deux graphes est dénit comme le nombre minimum des opérations
primitives qui sont nécessaires pour que les deux graphes possèdent la même séquence de degrés.
Pour calculer la mesure de similarité, un histogramme trié de graphe est introduit dans [31]. Soit un
graphe G = (V,E), son histogramme est construit par le calcul des degrés de chaque n÷ud de G, par une
suite où chaque n÷ud correspond à une case diérente de l'histogramme. En triant ces cases, on obtient un
histogramme trié de graphe G (sorted graph histogram). Les auteurs montrent que la L1-distance entre deux
histogrammes triés de graphes est égal, à la distance de similarité entre les deux graphes correspondants. En
plus, cette distance satisfait les trois propriétés fondamentales de l'espace métrique : la positivité, la symétrie
et l'inégalité triangulaire.
Évidement, si les graphes dans une base de données n'ont pas le même ordre les histogrammes triés des
ces graphes auront des dimensions diérentes. Pour permettre l'utilisation des structures d'indexation des
espaces de vecteurs, une technique de pliage pour les histogrammes a été introduite pour achever à une
dimension constante des histogrammes de chaque graphe. Pour créer un histogramme plié à partir d'un
histogramme trié, l'ordre maximum de tous les graphes dans la base ainsi que tous les graphes requêtes doit
être connus à l'avance. Au début, la dimension désirée n est xée, et pour les graphes avec un nombre de
n÷uds inférieur à n, la dimension de leurs histogrammes triés est ramenée à la dimension n. Dans tout les
autres cas, un nouveau histogramme plié Hp sera construit par échantillonnage de la somme des n-premières
valeurs de Ht. Après la résolution du problème de la dimension, les auteurs utilisent la technique d'indexation
R-tree pour exploiter leur mesure.
Ht
⇓ ⇓ ⇓
Hp
La technique de pliage d'histogramme de Papadopoulos et Manolopoulos.
4.3 Mesure de similarité basée sur le plus grand sous-graphe commun
Cette méthode de mesure de similarité entre deux graphes proposée par Bunke et Shearer dans [10]
est basée sur le plus grand sous-graphe commun de deux graphes. Un graphe G est appelé un sous-graphe
commun aux deux graphes G1 et G2, s'il est un sous graphe, respectivement, de G1 et G2. Un sous-graphe
commun G de deux graphes G1 et G2 est dit maximal (le plus grand) s'il n'existe aucun autre sous-graphe
commun de G1 et G2 avec un ordre (taille, en terme de nombre de n÷uds) plus grand que celui de G. Dans
[10], le plus grand sous-graphe commun est noté " mcs " (maximal common subgraph), on note le plus grand
sous-graphe commun de G1 et G2 par pgsc(G1,G2). La mesure de similarité entre deux graphes non-vides
G1 et G2 est dénit par :
dpgsc(G1,G2)= 1 -
|pgsc(G1,G2)|
max{|G1|,|G2|}
Où | pgsc(G1,G2)| est le nombre des n÷uds du pgsc de G1 et G2 , et | G2 | et| G2 | sont respectivement
le nombre de n÷uds de G1 et G2. Cette mesure selon [10] respecte les propriétés suivantes :
- 0 ≤ dpgsc (G1,G2) ≤ 1
- dpgsc (G1,G2) = 0 ↔ G1 et G2 sont isomorphes l'un à l'autre.
- dpgsc (G1, G2) = dpgsc(G2,G1)
- dpgsc (G1, G3) ≤ dpgsc (G1,G2) + dpgsc(G2,G3)
4.4 La mesure de similarité φ-distance
Une autre mesure de similarité pour les graphes est proposée par Chartrand, Kubicki et Schultz dans
[18]. Cette mesure est basée sur des fonctions entre les ensembles des n÷uds des graphes, qui sont comparés,
et est dénit pour les graphes connexes de même ordre. La mesure de similarité se base sur la φ-distance
dénit par : Soient les deux graphes connexes G1 = (V1,E1) et G2 = (V2,E2) ayant le même ordre n, et
l'application linéaire φ : V1 7→ V2. La φ-distance entre G1 et G2 est dénie par :
Distφ (G1, G2)=
∑
u,v | lp(u,v) - lp( φu ,φv ) |
Où la somme est prise pour toutes les paires des n÷uds u et v distincts
(
n
2
)
dans G1, et lp(u,v) est la
longueur du plus court chemin entre u et v dans G1. La mesure de similarité φ-distance entre deux graphes
connexes G1 et G2 avec le même ordre est :
Dφ (G1, G2) = min { Distφ (G1, G2) }
Le minimum est pris parmi toutes les applications φ possibles de V1 à V2.
Chartrand et al. montrent que la mesure de similarité φ-distance respectent les propriétés des espaces
métriques, mais ils ne proposent aucun algorithme pour calculer cette mesure. En revanche ils présentent un
ltre de limite inférieur pour la similarité. Ce ltre est basé sur la notion de la distance totale d'un graphe
connexe G d'ordre n, dénie par :
td(G)=
∑
lp(u,v)
Où la somme est prise pour tous les pairs des n÷uds u et v distincts
(
n
2
)
de G. Chartrand et al. [18]
montre que pour deux graphes connexes G1 et G2 avec le même ordre on a :
|td(G1)- td(G2) | ≤ Dφ(G1, G2)
Évidemment, le calcul de la distance totale est très coûteux en matière de temps parce qu'il faut considérer
toutes les paires de n÷uds. Ce calcul peut être fait à l'avance de sorte que la distance totale puisse être
employée comme une valeur ltre pour le graphe. Néanmoins, le calcul de la mesure de similarité φ-distance
exacte demeure une tâche complexe, puisque ils existent n ! applications linéaire possibles entre les ensembles
de n÷uds de deux graphes avec l'ordre n.
4.5 La notion de graphe Médian
Étant donné un ensemble d'éléments, le médian peut être un concept très utile pour avoir une représenta-
tion qui accumule une information globale de l'ensemble. Dans le domaine de l'analyse d'image par approches
structurelles, le graphe médian, introduit par Jiang et Bunke dans [23, 21, 8], a pour objectif l'extraction
de l'information essentielle à partir d'un ensemble de graphes dans un seul prototype ( i.e. modèle).
Soit S un ensemble de graphes, le médian est dénit comme le graphe dérivé de S qui a la plus petite
somme de distances à tout les graphes dans l'ensemble S. Si la condition que le médian appartient à l'ensemble
des graphes est requise, le médian de l'ensemble est obtenu. Sinon, un graphe médian généralisant est obtenu.
Soit U l'ensemble contenant tout les graphes qui peuvent être construit à partir d'un ensemble S= {g1,
g2, g3,..., gn} (i.e. tout graphe avec un nombre de n÷ud entre 1 et la somme de tous les n÷uds de gi et avec
les étiquettes des n÷uds et des arcs prises par les même deux fonctions qui ont aecté les étiquettes dans
S). Le graphe médian généralisant et le graphe médian sont respectivement dénis par :
ḡ = arg ming∈U
∑n
i=1 d(g,g i)
ĝ = arg ming∈S
∑n
i=1 d(g,g i)
Avec d(·,·) une certaine fonction de distance qui mesure la dissimilarité entre deux graphes.
Le concept de graphe médian généralisant est plus intéressant parce qu'il a un grand potentiel de capter
l'information essentiel de l'ensemble des graphes. Mais aussi plus complexe à calculer, en fait sa complexité
grandit exponentiellement en fonction du nombre de graphes et du leurs tailles. Par contre, le graphe médian
peut être calculé en O(n2) étapes (pour chaque étape, nous aurons besoin de calculer la distance entre deux
graphes).
Même si le problème de graphe médian généralisant est quelque peu récent, la littérature dans le domaine
de l'analyse d'image et de la reconnaissance de forme par approches structurelles, présente quelques travaux
qui proposent diérentes méthodes pour calculer le graphe médian généralisant. Par exemple, Jiang [22]
utilise un algorithme génétique avec représentation chromosomique. Hlaoui [20] propose une solution basée
sur la décomposition de problème de la minimisation de la somme des distances en deux parties ; une pour
la somme des distances dédiée aux n÷uds et l'autre pour les arcs. Encore, la théorie de graphes spectrale
[17] ainsi que la programmation linéaire [27] ont été utilisées pour cette problématique.
5 Applications utilisant des graphes
Dans le domaine de l'analyse d'images, les graphes ont été largement utilisés dans diérents sous-
domaines. Dans cette partie, nous nous focalisons sur les exploitations des graphes les plus intéressants
dans le domaine de la segmentation, la recherche par contenu et la reconnaissance de formes. Ces choix ne
sont pas exhaustifs mais ils nous paraissent important et plus ou moins connexes.
Fig. 2  image segmentée par l'algorithme [16]
5.1 Segmentation
Soit G= (V, E) un graphe non-orienté. Les n÷uds vi∈V sont l'ensemble des éléments à segmenter et
les arcs (vi, vj) correspondent aux paires des n÷uds voisins. Chaque arc (vi, vj) à un poids correspondant
p((vi, vj)), qui est une mesure de dissimilarité positive entre les éléments voisins vi et vj. Concrètement,
les éléments dans V sont les pixels de l'image et le poids est une certaine mesure de dissimilarité entre
deux pixels connectés par un arc (diérence d'intensité, couleur, localisation ...). Dans les approches de
segmentation basées sur les graphes, une segmentation S est une partition de V aux composants tels que
chaque composant (ou région) C⊆S correspond à un composant connexe dans un graphe G' = (V, E'), où
E'≥E. Autrement dit, chaque segmentation est induite par un sous-ensemble des arcs de E. Il existe plusieurs
façons de mesurer la qualité d'une segmentation mais en général nous voulons que les éléments dans une
région soient similaires, et les éléments dans des régions diérentes soient dissimilaires. Cela veut dire que
les arcs entre deux n÷uds dans le même composant doivent relativement avoir un poids faible, et les arcs
entre les n÷uds dans des composants diérents doivent avoir un poids élevé. Diérents algorithmes [16, 5]
s'appuient sur cette représentation pour segmenter des images. La Fig. 2 montre un exemple de segmentation
dans ce contexte. La gure montre bien que la segmentation est sensible au choix de la mesure entre les pixels
p. Un choix de mesure de dissimilarité faible a tendance à produire une sur-segmentation de l'image alors
qu'une mesure élevée à produire une sous-segmentation de l'image. Dans le cas de la gure 2 nous constatons
une sur-segmentation du fond de l'image alors qu'à première vue cette zone peut nous paraître homogène.
5.2 Recherche par le contenu
Dans le contexte de la recherche par contenu d'images dans des bases de données, lorsque l'utilisateur
formule une requête visuelle, sa cible de recherche est rarement représentée par une image entière comme le
suppose le paradigme classique de recherche par une image exemple. L'image ne doit pas être traitée comme
une unité atomique, car elle est généralement constituée d'un ensemble composite de zones visuelles exprimant
une certaine sémantique. Dans ce contexte, les graphes, de par leurs natures, proposent une solution ajustée
à ce problème. Bien évidement, l'utilisation des graphes augmente radicalement la complexité (voir [12]) des
tests d'évaluation de similarités entre les entités, mais les récents et rapides développement des techniques
d'indexation multimédia ont proposé des solutions pour réduire la complexité d'appariement.
Berretti et al. [6] a proposé une technique d'appariement et d'indexation dédiée aux modèles de graphes
dans la recherche par contenu. En fait, les images sont représentées par des graphes relationnels attribués
"Attributed relational graph (ARG)" (image = < E, a, w>, où E resprésente l'ensemble des n÷uds, a
les attributs de n÷uds et w les attributs des arcs appelés "relations spatiales binaires"). Ensuite, Berretti
propose un modèle de comparaison des "ARG" avec trois distances (distance d'attribut, distance de relation
et distance commune). En adaptant la technique d'indexation m-tree [11], les auteurs [6] présentent un
test sur la bibliothèque d'image web-museum (http :// www.oir.ucf.edu). Dans [15, 19] d'autres solutions de
recherche par composantes visuelles font recours aux graphes, notamment les graphes d'adjacence des régions
"Regions Adjacency Graph (RAG)" également utilisé dans [26] pour la reconnaissance de symboles dessinés
à la main dans des documents de plans architecturaux. En l'occurrence, d'autres types de graphes ont été
élaborés dans les travaux sur la recherche par le contenu comme le graphe de variance spatiale et le graphe
d'adjacence des couleurs modiés proposés dans [32] l'auteur présente un test d'un algorithme de recherche
par contenu d'images couleurs basé sur une représentation sous forme de graphe hybride construisant des
Fig. 3  Représentation sous forme de graphe d'un caractère manuscrit [2]
Fig. 4  Représentation sous forme de graphe d'une forme [33]
caractéristiques pour une image selon l'adjacence des régions et la distribution des couleurs dans chaque
régions.
Certainement, la représentation sous forme de graphes est une solution adéquate pour la recherche par
contenu d'images. Cependant, la problématique principale est le choix des informations à stocker dans ces
graphes, par conséquence, les informations sont sélectionnées selon le type d'images à traiter. Par ailleurs, la
complexité des algorithmes d'appariement présente un handicap pour l'utilisation plus générale des graphes.
5.3 Reconnaissance de formes
Plusieurs travaux [8, 2, 14, 13, 33] ont montré l'utilité des graphes dans la reconnaissance de formes
manuscrits ou non. Dans ce cas, la quantité d'information contenue dans le graphe ore un bon compromis
entre la précision de la description et la tolérance aux déformations que l'on observe dans l'écriture manuscrite
[13]. Les graphes ont été utilisés comme structure de représentation (Fig. 3 et 4) qui permet non seulement à
l'appariement des formes mais aussi comme une structure intermédiaire susante capable de s'adapter pour
décrire d'autres formes (manuscrit) [33]. Nous invitons le lecteur intéressé vers l'article de Horst Bunke [8]
qui présente un état de l'art complet de l'utilisation des graphes dans la reconnaissance de formes.
6 Discussion et conclusions
Dans cet article nous avons passé en revue des applications de la théorie des graphes dans le domaine
de l'analyse d'images notamment les mesures de similarité développées pour mesurer la similarité d'images
représentées par des graphes. La mesure de similarité de deux images se mesure en appariant les n÷uds
des graphes associés aux images de façon à retrouver leurs caractéristiques communes. Diérentes sortes
d'appariements de graphes, impliquant diérentes mesures de similarité ont été proposés dont nous avons cité
une liste des travaux non-exhaustive. Nous pouvons conclure que les graphes sont une forme de représentation
très polyvalente et exible adaptée au domaine de l'analyse d'images.
Les mesures de similarité passées en revue dans cet article sont très générales. En fait, elles peuvent
s'appliquer dans des diérents contextes sans restrictions sur les étiquettes et les arcs des graphes.
Malgré la complexité élevée des algorithmes d'appariement des graphes, la représentation structurelle des
images reste une piste de recherche très prometteuse. Les quelques applications présentées dans cet article
montre l'intérêt des graphes dans le traitement d'image. La exibilité et la faculté à s'adapter aux diérents
type des données ainsi que la possibilité de traiter une sous partie sans avoir besoin de considérer une image
comme un tout, toutes ces caractéristiques sont des atouts pour les approches basées sur les graphes dans le
domaine de l'analyse d'images et la recherche d'informations notamment la recherche par le contenu d'images.
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