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Density Theorems for Almost Periodic Functions: 
A Hilbert Space Approach 
V. KOMORNIIC * 
1. lNTR0nuCT10~ 
Let T, ,..., T,, be positive numbers and consider the vector space 
x= x,-, + + XT,,, 
where X,, denotes the vector space of all T,-periodic functions with zero 
mean, satisfying some smoothness condition. In connection with the 
investigation of the oscillatory properties of the wave equation several 
results were proved on the structure of X by A. Haraux and the author in 
[S, 6, 71 under the hypothesis 
TJT, is irrational whenever i #j. 
Among others it was proved that 
(1.1) 
(i) X is dense in the space of all functions defined in an interval I 
and having the same smoothness property as X, if and only if the length of 
I is less than T, + ... + T,,. 
(ii) In the limiting case where the length of I is equal to 
T, + . + T,,, there exists a strictly positive function orthogonal to X. 
Our results also improved some classical theorems in the theory of mean- 
periodic functions [8]. Both results have direct applications to the study of 
a vibrating membrane. However, in view of further possible applications it 
seems to be important to remove the irrationality condition ( I. I ). This is 
the purpose of the present paper. 
In particular we answer the problem on the existence of a strictly 
positive orthogonal function in the limiting case. (Its existence under the 
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hypothesis ( 1 .l ) was a curious new fact; the general methods of the mean- 
periodic functions did not apply to the limiting case.) As we shall see, the 
answer is in general negative. However, for the existence of a strictly 
positive orthogonal function a much weaker sufficient condition will be 
given than the condition (1.1). 
The present paper does not treat the applications of these results to 
oscillatory problems. Concerning this subject, we refer to the papers of 
Brezis [ 11, of Cazenave and Haraux [2, 3,4], and also to their references. 
The author is grateful to A. Haraux for the useful discussions concerning 
this paper. 
2. STATEMENT OF THE RESULTS 
Throuhout this paper we shall use the following notations: 
C, R, Q, Z, N denote the sets of complex, real, rational, integer, and 
natural numbers respectively (O$ N). By a positive number we mean a 
number >O. 
Given a positive number T by XT we denote the (complex) vector space 
of all T-periodic, locally square-integrable functions with zero mean from R 
to Cc, i.e., 
X,={f~L;,,jB,C):f(t+T)~,f(t)and~~f=O}. 
0 
Given a set V of functions R + @ and an interval Zc 58 by Y ) I we denote 
the set of restrictions of the elements of V to Z, 
v I,= i.f Ir:.fE VI. 
The length of the interval I will be denoted by 111. 
Let a finite set A = {T, ,..., T,,) of positive numbers be given, and 
introduce the vector space 
x= XT, + ’ ‘. + XT,> 
THEOREM 1. There exists a positive number T(A) such that for any inter- 
val I, 
Xl, is dense in L2(Z) z$f III < T(A). 
Furthermore the orthogonal complement of X 1, in L2(Z) is finite dimensional 
if 111 = T(A) and is infinite dimensional if 111 > T(A). 
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We can give an explicit expression for the number T(A) and for the 
codimension of X I, in the limiting case 111 = T(A) in terms of the set A. 
For this let A, ,..., A, denote the different equivalence classes of .4 with 
‘T,EQ. (2.1) 
respect to the equivalence relation 
T - T, iff T,,’ 
THEOREM 2. For i = l,..., p, put 
T(A,)=~(~l)‘B’ ‘(B), (2.2) 
tchere B runs over all nonvoid subsets of’ A,, I BI denotes the number of’ 
elements ?f B und (B) denotes the largest common divisor of the elements of 
B (i.e., the largest positive number .such that h/(B) E N ,for all h E B). Then 
T(A)= T(A,)+ ... + T(A,,). (2.3) 
Consequently we huve 
max(T ,,..., T,,) <T(A)< T, + ... + T,,, 
max{ T, ,..., T,, ] = T(A) iff there e.ui.sts an index i such thut T, divides T, ,jbr 
alli (i.e., T,/T,E N), and 
T(A) = T, + . + T,, lff TJT, 4 Q trthenever i #j. 
THEOREM 3. Let I he an interval of‘ length T(A). Then the orthogorud 
complement of’ X /, in L’(I) is p-dimensional. Moreover: 
(a) Denoting by P, j the vector space of all polynomials iw + @ of’ 
degree <p - 1 and putting Y := P,, , + X, Y /, is dense in L’(Z). Further- 
more Y (, = L’(Z) iff T,/T,c Q .for all i,.i (i.e., iffp = I ). 
(b) There exists u real-valued function h E L’(I) such that the dis- 
trihutionul derivatives h, h’,..., htp ” (with respect to the interior of I) spun 
the orthogonal complement ef X I,. Furthermore, extending by zero the 
,function h to u function H: R + R, its derivative Hcp’ is a nonzero ,finite 
linear combination qf Dirac measures. 
Our last result concerns the existence of a positive orthogonal function. 
We remark that the function h in the previous theorem is determined uni- 
quely, up to a multiplicative constant. 
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THEOREM 4. Assume that each equivalence class Ai has the following 
property: 
there exists a rearrangement T,, ,..., T ,,,, qf its elements such 
that .for any 1 c k d n, either T,/T, E N for some 1 6 j-c k or 
(T,,, T,,) = ( T,, , T,z ,..., T,, ) jtir all 1 d j < k. (2.4) 
( We denote by the above symbols the largest common divisors of the 
corresponding sets.) Then either h > 0 or h < 0 almost everywhere in I. 
On the other hand, f condition (2.4) is not satiffied it may occur that all 
three subsets h > 0, h = 0, h < 0 of I have positive measure. 
We remark that condition (2.4) is obviously satisfied if no equivalence 
class A, contains more than two elements. Hence this condition is much 
weaker than the former condition (1.1). 
3. PROOFS FOR THE RATIONAL CASE 
In this section we prove all the assertions of Theorems 14 concerning 
the special case p = 1, i.e., where 
T/IT, is rational Vi, j. (3.1) 
By a linear change of variables we may then assume that 
T, ,..., T,, E N and (T ,,..., T,,)= 1. (3.2) 
In the sequel we assume (3.2) and we set 
T= T, x ... x T,,, 
J= {O<j< T:jT,/TEZ for some 16i6n). 
Furthermore we define 
T(A)=x(-l)“+‘(B), 
B 
where B runs over the nonvoid subsets of A. This reduces the first part of 
Theorem 2 to a definition. Furthermore it follows easily using the logical 
sieve formula that [Jl = T(A). Using this equality the second part of 
Theorem 2 follows. (In view of (3.1) the last assertion takes the form 
T(A)= T, + ... + T,, iff n= 1.) 
To prove Theorems 1 and 3 we need two constructions and a useful den- 
sity result for translation-invariant subspaces. Note that the vector spaces 
X and Y are translation-invariant.) These results are contained in the 
following three lemmas. 
LEMMA 3.1. lf’ I c Iw js an infercal of‘ Irngrlz 1 II = T( A ) tl7~17 Y 1 , = L,‘(I). 
Proof: It follows from the definition of the set J and from the 
Riesz Fischer theorem that Y is identical to the set of all functions g of the 
form 
with 
c b,J < =c. (3.4) 
IEJ 
,,I t § 
Let f be an arbitrary function from L”(Z). Let I= (a, a + IJI ) and let 
t E (a, a + 1) be a point for which .f’(t),.f’( t + 1) ,...,, f’(r + lJ1 ~ 1) are all 
defined. (Almost all points of the interval (a, u + 1) have this property.) 
Consider the system 
c a,,,, e- 
77uc , + 1)1 I I(! i h 1, r- =,f‘( [ + k ), k = o,..., I.II ~ 1 
/EJ 
111 t a 
and rewrite it in the form of the system of linear equations 
c (pvh 1 ( c u,,,,r2”“/+“‘7” 7) =,l‘([+k), 
, F .I ,?I t / 
k = O,..., jJI - 1. Its determinant is a Vandermonde determinant, and it is 
different from zero because by the definition of J if,j’, ,j” E J and ,j’ #,j” then 
0 < I j’ -,j”I < I JI 6 T and P’~““~# I?/” ‘. As a consequence we have 
,,I t P i=O 
where the coefficients dlk depend only on J and T. It then follows that for 
any jc J fixed, 
I.11 1 
c 
a,,, e271,Jnl = p Zrr,/tiT 
,,1 t n 
,co d,kf(t + k) 
almost everywhere in (a, u + 1). Furthermore the function on the right side 
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of this equation belongs to L2(a, a + 1) because f belongs to L2(Z). By the 
Riesz-Fischer theorem this equation has a unique solution (ai,,,),,= such 
that 2, z IqJ 2 < co. Defining the function g in (3.3) with these coef- 
ficients a,, (3.4) is satisfied and g 1, =f: 1 
Remark. It follows from the above proof that the coefficients a,, in the 
formulae (3.3), (3.4) are determined uniquely. In other words 
y I, = PO I, + (XT, I, + . . + X,, I ,) is an algebraic direct sum. We shall use 
this fact in the next section. 
LEMMA 3.2. If Ic iw is an interval of length 111 = T(A) then there exists a 
nonzw junction h E L’(I) such thut 
h is constant in each interval (a + k, a + k + l), k = 0, 
l,..., IJI - 1, where I = (a, a + IJ( ), (3.5) 
s if= 0, Yf’E x. (3.6) I 
Proof The linear system 
(where S,, denotes the Kronecker symbol) has essentially the same deter- 
minant as that in the proof of the preceding lemma. Hence it admits a 
unique solution (uI,). Putting 
h( 1) = a, if r~(u+k, u+k+ l), k=O, l,..., IJl - 1, (3.8) 
h belongs to L’(Z) and satisfies (3.5). To see (3.6) it suffices to show that 
f h(t)e 2n1(, C nrI’V/T dt = 0 (3.9) 
whenever ,jE J, m E Z and 1 jl + Irnl > 0 because the linear hull of the 
corresponding functions e2”“I+‘nT)“‘T is dense in X I, with respect to the 
topology of L’(Z). Using (3.7), (3.8) and that 1 jl + Irnl > 0 implies 
,j + mT # 0 an easy computation gives 
s 
2ni(, + mT)u/T 
h(t) e 
-2nd / + mT)r/T dt = 6,,( 1 _ e 2x1//T) e 
I 2nz( J + mT)/T’ 
Hence (3.9) follows because for ,j#O the first, for j= 0 the second term of 
this product vanishes. 1 
MY I22 ?-Ih 
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LEMMA 3.3. Lrt V c Lf<,,( R) hc u tl.un.).lutiott-itlcNriNnt lirwur .~~~h.sp~~w 
und ussutne thut V / , 11u.s ,finitc c,o~iittrrtt.siotl in L’(I) fitr .sotw itttcrrwl I c R 
Then V 1,. is dense in L’(I’) ,fOr un)l inrcwml I’ c [w .such rlzur 11’1 < 11). 
Proof: Suppose that C’ /, is not dense in [,‘(I’) for some interval 
I’ = (a, u + h) c iw where h < I’ := 111. Then there exists a nonzero function 
h E L’(Z’) orthogonal to V I,,. By the translation-invariance of V it then 
follows that the functions /I, E L’(u, (I + c), 0 < t < C~ - h, defined by 
1 
0 if II < .Y < u + t, 
h,(x) = h(s- 1) if u + t < s < u + t + h. 
0 if N + t + h < .Y < u + c, 
are all orthogonal to V / ,c,,t, + (, in L’(u, u + c). Being that the functions /I, 
are linearly independent, this means that V I,,,, t, + , ) has infinite codimension 
in L’(a, u + c). But this contradicts the translation invariance of V because 
V I, has finite codimension in L’(I) and 111 = C. 1 
From Lemmas 3.1 -3.3 the Theorems I and 3 follow easily. (Note that Re 
h has the same properties (3.5), (3.6) as /I.) 
Now, let us consider the case of Theorem 4 where the condition (2.4) is 
satisfied. In view of the hypothesis (3.2) we may assume that 
A = ( T, ,..., T,,) has the following property: for each 1 < k 6 n, either 
T,/T, E N for some I <,j < X (3.10) 
or 
(T,, T,)=(T ,...., T,) for all 16 j<k. (3.1 I ) 
Let us define the functions 11~: R + I&! (I <h- <n) by induction as follows. 
h,(t)= ; 
i 
if 0~ 1~ T, 
otherwise, 
and for I <k<n, hk(t)-hhr ,(t) if (3.10) is satisfied, 
(IA 111.. /Al) I 
h,(t)= 1 ITA ,(r -.A T, >..., T, 1) 
, -0 
otherwise (then (3.1 I ) is satisfied). 
Obviously h,(t) 3 0, Vt E 1w. We will show by induction on k that 
h,,f‘=O, yf‘EXT,+ ... +x,, (3.12) 
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and 
h,(t) > 0 iff O<t<T({T ,,..., T,}). (3.13) 
These are obviously true if k = 1. Let 1 < k d n and assume that they are 
true for k - 1. If condition (3.10) is satisfied then obviously 
‘x-7., + + x,, = x,, + . . + xrA , 
whence (3.12) follows. To show (3.13) we prove that 
T({T ,,..., T,})= T({T ,,..., Tk ,)). 
We have by definition 
WT,,..., T,),-T(jT,,..., T, ,,‘I 
= c (-l)‘+‘(B)+ 1 (-l)‘“‘-‘(B), 
T,B n T,t A 
where B runs over all subsets of ( T, ,..., T, } containing Tk and where T, is 
a fixed element with 1 <,j< k and T,/T, E N. Now the assertion follows 
because the members of the right-side sums pairwise eliminate each other. 
Indeed, the application BH B’ = Bu i T,) is a bijection between the two 
types of subsets and 
(-l)lB’ ‘(B)+(-l)‘B”m ‘(B/)=0, 
because (B’) = (B) by T,/T, E N. 
Now, let us consider the induction step in the case where (3.10) is 
not satisfied. For (3.12) it suffices to show that jrw hkf= 0 if 
/‘E Xr, + + X, , or iff’( t) 3 @t”r’fT~ for some 0 # m E Z. To this end, we 
observe first that 
i’ 
IQ lT,....Tk,l I 
h, .f’= c 
I 
h, ,(t -AT, ,..., Tk)).f’(t) dt 
ll2 , = 0 r4 
(TA (Ti....T~ll I 
= 
c /h i 
,(t).f(t +AT, ,...> T,)) dt. 
, = 0 
If ,f‘E-Yr, + ‘.’ +X,, , then all the integrals vanish by the induction 
hypothesis and by the translation invariance of XT, + ... + X,-,. If 
,f‘tr) _ p2n LITI ~,TA , OfmE& then 
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where 
Now we distinguish two cases. If nl( T, ,..., T,),‘T, 4 N then the geometric 
series Sk,,,, vanishes. If n?( T, . . . . . T,)/T, E N then rzn Irn ’ ri E X, for any 
1 <.j < k and the above integral vanishes by the induction hypothesis. This 
proves (3.12). 
To prove (3.13) it suffices to show that 
T((T,,..., L})=T(jT,,..., Tk ‘)+((T,I(T,,..., T,:))- l)(T,,..., T,) 1, 
or, using the former calculations that 
((T,I(T,,..., T,))-INT,,.... T,)=c(-1)‘“’ ‘(B), 
where B runs over all subsets of { T, ,..., T,) containing T,. If B is such a 
set then as a consequence of (3.1 I ), (B) = (T, . . . . . T,) if B # { TA ) (and 
obviously ({ T, 3) = T,). Classifying the subsets B according to the number 
of their elements hence we obtain 
2 ( - 1 )‘B’ l(B)= i 1 (-1)’ ‘(B) 
,=I ‘BI=, 
( - 1)’ ‘(T, ,..., Tk) 
= Tk - (T, >..., T,: L 
and (3.13) follows. The first part of Theorem 4 is proved. 
To prove the second part of Theorem 4 it suffices to exhibit a coun- 
terexample. Let us choose A = { 30,42, 70, 105 ) then T(A) = 162. We assert 
that for any interval I= (a, u + 162) R the function h is given, up to a mul- 
tiplicative constant, by the formula 
h(t) = uk if a+k-l<t<a+k, k=l,..., 162, 
where the sequence a,, Us,..., ulhz is the following: 
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Putting ak = 0 for k = 163, 164,..., one can readily see that 
ak+a - 2, k+ 105  k = l,..., 105, 
ak+ak+70+ak+140- - 3, k = l,..., 70, 
ak+ak+42+ak+84+~k+L76=~~ k = l,..., 42, 
ak+ak+30+ak+60+ak+90+~k+120+ak+150=7~ k = l,..., 30. 
Now, if J‘E X,o, then, putting h(t) = 0 for t E R\Z it follows that 
s J I?f= I o+ lo5 (h(t) + h(t + 105))f‘(t) dt = 2 lU’ ‘05f=0. <I u 
One can see analogously that j, hf= 0 if fE X7,, ,f~ Xd2, or f~ X3o. Hence 
j, /zf= 0 whenever f~ X3, + X4, + X7, + X,o5. The theorem follows because 
h takes positive, negative, and 0 values on sets of positive measure. 1 
Remark. In Theorem 4 the condition (2.4) is sufficient but not 
necessary. Indeed, putting A = {6,9, 10) it is not satisfied but the 
orthogonal function h is equal, up to a multiplicative constant, to the 
strictly positive function defined by the following sequence (now 
T(A)=20): 
1, 1, 2, 3, 4. 5, 6, 7, 8, 8, 8, 8, 7, 6, 5, 4, 3, 2, 1, I. 
On the other hand, (2.4) is automatically satisfied if JA / < 2. 
We do not know a counterexample such that IAl = 3 and all the sets 
h > 0, h = 0, h < 0 have positive measure. A weaker counterexample is the 
following (contradicting to the strict positivity): A = { 6, 10, 15}, T(A) = 22, 
and h is defined by the sequence 
1. 0, 1, I, 1, 2, 1, 2, 2, 2, 2, 2, 2, 2, 2, 1, 2, 1, 1, 1, 0, 1. I 
4. THE GENERAL CASE. 
Turning to the proofs in the general case we introduce the equivalence 
classes A 1 ,..., A, as in the formulation of Theorem 2 and we define the 
numbers T(A) and T(A,) by the formulas (2.2)-(2.3). 
LEMMA 4.1. If I c iw is an interval of length T(A) then Y 1 I is dense in 
L2( I). 
Proof. If p = 1 then the assertion follows from Lemma 3.1. Assume that 
p > 1 and that the assertion is true for p - 1. Let g E L2(Z) be an arbitrary 
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function and E an arbitrary positive number. By the translation invariance 
of Y we may assume that /= (0, T(A)). Set Z’=(T(A,,), T(A)), 
x,= 1 x, (i= I,..., p). 
lc 4, 
and let H: R -+ R’ denote a nonzero function supported by [O, T(A,)], 
orthogonal to X, as it was constructed in Lemma 3.2. 
Applying the induction hypothesis to the function g * H’E L’(r), there 
exists ,TE P,) Z + X, + . + X,] , such that 
We may assume by density that ,T is the sum of a polynomial of degree 
<p - 2 and of a finite linear combination of the exponential functions 
Znrmr,‘? e , Ofme& TEA,u ... VA,_ ,. 
We show that there exists ,f’~ P, , + X, + .. + X, such that 
,“r= ,f’ * H’. (ii) 
It suffices to show that the linear maps P, , + P,,- >, xl”, -+ XI)‘, 
(j= l,,.., p - 1 and m = 1, 2 ,...) defined by the formula ,j’~,f’* H’ (where 
x”, denotes the finite dimensional vector space generated by the functions 
e2ffik,“, TEA,, k = +l, +2 ,..., km) are surjective. 
In the first case it is sufficient to prove that .f~ P, , andJ’* H’ = 0 imply 
that f is constant. Denoting by [A,,] the least common multiple of the 
elements of A,,, it is obvious that 8rA,, - 6,, is orthogonal to X,,. Using the 
special case of Theorem 3 proved in the preceeding section, it follows that 
Bca,, - 6, is then a finite linear combination of some translates of H’. 
Hence f * (fiCAP, - 6,) = 0, i.e., ,f’ is periodic and the assertion follows since 
the only periodic polynomials are the constants. 
In the second case it is sufficient to show that f E X, (.j <p) andf‘w H’ = 0 
imply f= 0. This will be proved later (see Lemma 4.3). 
Applying Lemma 3.1 there exists .f’ E P,, + X,> such that 
f'=s-.f in (0, TCA,,)). 
From (i), (ii), and from the relationf’ * H’=O it follows that 
(iii) 
Taking into account the special form of H’, we obtain the estimates 
IIf+f'-gJ/ L2(u,,+ (a,)) d E + Cllf-tf - gllL:(a+ T,AI,,.U) 
DENSITY THEOREMS 549 
for all T(A,) dad T(A) - (A,), with a suitable constant C depending only 
on H’. In view of (iii), we conclude that 
II .f+f’ - gll L>(I) G C’E 
with another constant C’ depending only on H’ and on the length of I. 
Since f+f’ E Y and since E was arbitrary, the lemma follows. 1 
LEMMA 4.2. For i = 1, 2, let u translation invariant linear s&space 
X, c L&( R, C), u,function Hi E L,‘,,(R, C), and a number pi E N be given such 
that 
supp Hi is compact, (4.1) 
Hf.pl) is a nonzero finite linear combination of Dirac measures, (4.2) 
s 
Hi ‘)f = 0, VfEX;, j=o )...) p,- 1. (4.3) 
08 
Then putting X=X,+X1, p=p,+p*, and H= H, * H, (i.e., 
H(t)-jn H,(t-s) H2(s)ds) we have HEL/,,(R,@), 
supp H c supp H, + supp Hz, (4.4) 
Htp’ is a noxero ,fi:nite lineur combination of Dirac measures, (4.5) 
! H"!f=O, YfE‘Y, j=o )...) p- 1. (4.6) w 
ProqjY It follows from (4.1) and (4.2) that for j= O,..., pi- 1 HIJ) has 
compact support and is piecewise continuous. Hence the definition of H is 
correct and HE Z&(R, @); (4.4) is obvious; (4.5) follows from the identity 
H”” = H\Pl) * H $“l’ because the convolution of two Dirac measures is again 
a Dirac measure. As a consequence of (4.5) H’” is piecewise continuous, 
and it has compact support if j < p. Thus the integrals in (4.6) make sense. 
In view of the linearity of condition (4.6) it suffices to show that 
s 
H(‘y-z 0, VfEX, ux,, j = o,..., p - 1. 
R 
This easily follows from the induction hypothesis and from the translation 
invariance of X,. Indeed, let f~ X, be fixed arbitrarily (the case f E X, is 
similar) and let 0 <j <p. If j <p - 1 then there exist 0 <j, <p, and 
0 <j, < pz such that j = j, + j2. We then have 
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j 7 
H(‘!j‘= .[,< (HI”) * Hi”‘) f 
. ^ 
=! I H;“‘(/ -s) H;‘:‘(s) d.sf’(t) dr 36 . R 






H’,“‘(U),f(U + s) d2.d ds = 0 
w 
because the inner integral vanishes. The casej=p - 1 is a little different but 
follows the same line: we put j, =p, - 1, j, =p2 and the outer integral 
above becomes a finite sum. 1 
Most of the assertions of Theorems 14 follow from their validity in the 
special case p = 1 (proved in the previous section) and from Lemmas 3.3, 
4.1, 4.2. Indeed, let us define the number T(A) by (2.2) and (2.3) then the 
first part of Theorem 2 reduces to a definition while its second part follows 
by an easy computation. To prove the other results, by the translation 
invariance of X and Y it suffices to consider intervals I with left endpoint 0. 
First, consider the interval I= (0, T(A)). The first assertion in part (a) of 
Theorem 3 is identical to Lemma 4.1. 
On the other hand, fix a nonzero function hi E L2(0, T(A ,)) orthogonal to 
(C I-,;E A, X7;) I (O.T(A,)) for each i = l,..., n, and define the function h: I + R by 
the formula 
h(r)- /-.I’ h,(s,)...h,(s,)d.s,..‘ds,~,. (4.7) 
O<r,<T(A,) 
, = I... p 
\,+ ... + ,/,=, 
(The existence of hi was proved in the previous section.) It follows using 
Lemma 4.2 that h, h’,..., h’” ‘) belong to L2(Z), are ortogonal to X I,, and 
that I?“‘) is a nonzero linear combination of Dirac measures where H 
denotes the extension of h by zero to R. By the latter property the functions 
h, h’,..., h’“- ‘) are linearly independent whence the codimension of X I, in 
L’(I) is >p. Taking into account that (by definition) X has (algebraically) 
p codimension in Y and that (as we have already shown) Y I, is dense in 
L’(Z), the codimension of Xl, in L2(Z) is 6~. Hence the part (b) of 
Theorem 3 follows. Combined with Lemma 3.3 this implies Theorem 1, too. 
The first part of Theorem 4 follows easily from its validity for p = 1. 
Indeed, if hi is a strictly positive function on (0, T(A,)), then the function h 
defined by (4.7) is also a strictly positive function on I. The second part of 
Theorem 4 was already proved in the previous section. 
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We have proved all the assertions of Theorems 14 except the second 
assertion of part (a) of Theorem 3 for the case p > 1. To prove this last 
result we need a lemma and also a proposition, interesting in itself. Let us 
introduce the notation 
x;= 1 A-,; (i= l,...,p), 
T,EA, 
and let H denote a nonzero function supported by an interval of length 
T(A,), orthogonal to X, as it was constructed in the previous section 
(extending by zero to [w the function h in Lemma 3.2). 
LEMMA 4.3. Assume p > 1. If f E X, and f * H’ (convolution) vanishes on 
R then f also vanishes on R. 
Proqf Putting for i = 1, p, 
T’= n (TkI(A,)) 
TheA, 
and 
J’= {O<j< T’: 3T,eA, such thatjT,/(T’(A;))EZ}, 
it follows from the proofs of Lemma 3,l and 3.2 that f and H’ have the 
form 
.f‘tt) = C a,me2n,(/+m~‘)I,‘(T’lA~)) (4.8) 
mea 
/+lml>o 
with C la,,l’< a, 
(4.9) 
with suitable constants a,,, and h,. (For (A,) = 1 these formulae reduce to 
those used in Section 3.) We recall that the coefficients aim in (4.8) are 





e2ni(i+mT’)ri(T’(AI))_0 on R, (4.10) 
,tJ’ 
mtl 
, + 11111 > 0 
where 
IJPI 
clrn = 1 bk(e 
2ni(i+mr’)(Ap)l(T’(Al)))k, 
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Since the decomposition (4.10) is unique, hence we conclude that u,,,~c,,,~ = 0 
for all j,m. We will show that for all .j, m, c,,,, # 0. Then the lemma will be 
proved: u,,,~ = 0 and ,f’- 0. 
Assume on the contrary that c,,,, = 0 for some Jo J’. nz E Z. j+ /~l( > 0. 
This means that 
1 _ ,hil, +,uI“,,.A,,, ,I’( 4,)) 
is a root of the polynomial p(z) = 1:1;“1 0 h, z”. This is a nonzero polynomial 
(because H # 0) of degree d IJ”I, hence it has no more than 1.I” roots. On 
the other hand it is easy to see that for any ,j’ E J”, 
_ = eh,’ I” 
-1 
is also a root of p(z). Indeed, fixing a nonzero integer m’ arbitrarily, the 
function 
g(t)=e 27711 j t ,,,‘PJ/,( /y/i,)) 
belongs to X,, and then, by the definition of H we have 
VP 
O- (g * H’)(t)= 1 h,e- ‘nr(l’+nl’l~llr f hl4,,l1 (1”(.4pil 
h =o 
whence our assertion follows. 
Now, we will show that the numbers :’ and z,. (j’ E J”) are all different. 
This will be a contradiction because P(Z) cannot have more than 1 J” roots. 
If .j’ and j” are two different elements of Jp then 0 < 12rcrij’/T” - 
2n$‘/7’“( <27-r by the definition of J” whence :,, # z,... If ;’ were equal to 
some z,. (j’ E J”) then 
(.i+mT’)(A,)I(T’(A,))-.i’ITP 
would be an integer. Denoting this integer by m’. we would obtain 
j’ + m’ T” _ T”( A,,) 
.j+ mT’ T’(A, 1 
(j + mT’ # 0 because 0 d j < T’ and ,j + Irnl > 0). And this is a contradiction 
because the left-hand-side number is rational while the right-hand-side 
number is irrational. 1 
PROPOSITION 4.4. The decomposition Y = P, ~ , + X, + . + X, is an 
algebraic direct sum in the following sense: if q E P, , , ,f, E X, ,...,,f, E X, and 
ifq4.f; + ... +,fp vanishes in an interval of length T(A) then q,.f, ,..., f, all 
vanish on R. 
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ProoJ If p = 1 then the assertion follows from the proof of Lemma 3.1. 
Assume that p 3 2 and that the assertion is true for p - 1. It suffices to 
show that f, vanishes on R. Indeed, then by symmetry f,,...,f, also vanish 
on R, whence the polynomial q vanishes on an interval of length T(A) and 
then vanishes on R, too. 
It follows from our hypothesis that 
q*H+,f,*H+.+f,*H 
vanishes on an interval of length T(A)- T(A,)= T(A,)+ ... + T(A,-,). 
Furthermore the last term vanishes by the definition of H. Differentiating 
we obtain that 
q* H’+f; * H’+ ... +.fpm, *H’ 
vanishes on an interval of length T(A , ) + + T(A, ,). Taking into 
account that H’ is a finite linear combination of Dirac measures and that 
X, is translation invariant, f, * H’ belongs to Xi, i = l,..., p - 1. Furthermore 
q * H’ E P, ~, . In fact one can easily see that q * H’ E P,- z because 
CrlOhk=Oby 1 *H’(=l’ * H) = 0. Applying the induction hypothesis we 
conclude that ,f, * H’ vanishes on R and then by Lemma 4.3 f, vanishes on 
R, too. 1 
Now, let us turn to the proof of the last part of Theorem 3. We will show 
that if I is an interval of length T(A) and if p > 1 then Y /, # L*(I). First, 
consider the linear operator S: X, + X, defined by $f = f * H’. S is injective 
by Lemma 4.3. We show that S is not superjective. If it were superjective 
then, equipping X, with the Hilbert space structure obtained from its 
natural embedding into L2(0, T(A ,)) (here we tacitly use Proportion 4.4) it 
would be also continuous and by Banach’s open mapping theorem its 
inverse also would be continuous. On the other hand for any n E IV the 
function (assuming T, E A ,) f,,( t) = e2nin”T’ belongs to X, and (using (4.9)) 
\/,=(I / 
Applying Kronecker’s theorem and using the relations 
I”? 
C h,=O and (A,)/T,$Q 
k=O 
(recall that p > 1) we have 
IJPl 
,ipL ,C, bk(e2nfn’AP”rl)k = 0 
proving that S-’ is not continuous. 
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Let us fix a function g E X, such that 
Sk # g, V’hEX,. (4.1 I ) 
On the other hand we can easily construct a function ,f’~ L,‘,,(R. C’) such 
that 
,f’* H’ = g (4.12) 
(we definef(t) = 0 for 0 < r < T(A,,) and we extend it to R by the formula 
(4.12)). Obviously ,f I, E L*(I). We show that .f’ I, I Y I ,. 
Suppose on the contrary that ,f‘I, E YI ,. Then there exist q E P, , , 
f, E X, ,..., ,fp E X, such that 
y +J’, + ” +.f, =.f in I. 
As in the proof of Proposition 4.4, it follows that 
y*H’+,f,*H’+...+,f, ,*H’=f*H’ in I’, 
where I’ is an interval of length T(A ,) + + T(A, ,). Furthermore, 
q * H’ E P,- *, .f; * H’ E X, ,...,, f, , * H’ E X, , Taking into account that 
f* H’ = g E X, by (4.12) and applying Proposition 4.4 we obtain 
,I; * H’ = g on R, 
i.e. 
This contradicts (4.11) because ,f, E A’, 1 
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