Abstract-Recurrent neural networks for solving constrained least absolute deviation (LAD) problems or L 1 -norm optimization problems have attracted much interest in recent years. But so far most neural networks can only deal with some special linear constraints efficiently. In this paper, two neural networks are proposed for solving LAD problems with various linear constraints including equality, two-sided inequality and bound constraints. When tailored to solve some special cases of LAD problems in which not all types of constraints are present, the two networks can yield simpler architectures than most existing ones in the literature. In particular, for solving problems with both equality and one-sided inequality constraints, another network is invented. All of the networks proposed in this paper are rigorously shown to be capable of solving the corresponding problems. The different networks designed for solving the same types of problems possess the same structural complexity, which is due to the fact these architectures share the same computing blocks and only differ in connections between some blocks. By this means, some flexibility for circuits realization is provided. Numerical simulations are carried out to illustrate the theoretical results and compare the convergence rates of the networks.
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Digital Object Identifier 10.1109/TNN.2010.2048123 X = {x ∈ n |ρ ≤ x ≤ } = {y ∈ r |l ≤ y ≤ h} where ρ, , l, h are vectors whose components are all constants. In above equations, the inequality signs between two vectors are understood componentwise. Note that some components of l and ρ can be −∞ and some components of h and can be +∞. So, the two-sided inequality constraints Cx ∈ , or l ≤ Cx ≤ h can include both one-sided inequality constraints (l or h is infinity) and equality constraints (l = h) as special cases. Clearly x ∈ X is also a special case of Cx ∈ , but as it can be handled more efficiently in many algorithms, it is separated from the inequality constraints and given a name bound constraint. Equation (1) represents a very general L 1 -norm optimization problem often encountered in signal processing. One of its most important applications is the estimation of model parameters in the presence of background noise. In that case, x stands for the vector of parameters to be estimated, A stands for the model matrix, b stands for the vector of observation and e b − Ax stands for the noise and errors contained in b. The goal is to estimate x in the constrained set {x ∈ X|Cx ∈ } conforming to a certain criterion such as least square (LS), i.e., minimal e 2 , or least absolute deviation (LAD), i.e., minimal e 1 . In this sense, (1) is often called an LAD problem. Due to the smoothness of e 2 and nonsmoothness of e 1 , the LS solution is easier to obtain than the LAD solution. However, it is well known that the LAD method performs much better than the LS method when the noise distribution is nonGaussian such as Laplace or Cauchy distribution, which is often the case in practice [2] , [7] , [14] . Moreover, the LAD method is more robust as it is less susceptible to outliers (bad data points) than the LS method.
Because of their excellent properties, LAD problems have been extensively studied and many numerical algorithms have been proposed for solving them (see [2] , [24] , [29] , [30] , and references therein). Recently, there is a surge of interest in designing recurrent neural networks (RNNs) for solving them. For example, Wang et al. [33] proposed an RNN for solving unconstrained LAD problems (all constraints are absent). For another example, Xia [35] and Kamel [36] proposed two RNNs for solving LAD problems with bound constraint only. The most powerful network so far might be the one devised in [34] as it is claimed to be capable of handling both equality constraints and inequality constraints (but this claim 1045-9227/$26.00 c 2010 IEEE needs further investigation; see Section III-B). A distinguished property shared by these RNNs is their dynamic nature in the process of searching for solutions, which makes them possible to be implemented physically by designated hardware such as application-specific integrated circuits, where the processing is truly done in a parallel manner. This hardware solver concept has stimulated the emergence of many RNNs for solving various optimization-related problems (see [1] , [4] [5] [6] , [8] [9] [10] [11] [12] [13] , [16] [17] [18] [19] , [25] , [28] , [32] , and [37] [38] [39] ) not limited to LAD problems since the mid 1980s when Hopfield and Tank published some milestone articles [15] , [31] . A variety of RNNs have been proposed for solving linear and nonlinear programming problems [1] , [6] , [8] , [10] , [11] , [13] , [19] , [25] , [37] , [38] , combinatorial optimization problems [9] , [28] , [32] , variational inequalities [4] , [12] , [17] , [18] , algebraic problems [5] , [39] , and so on (see also references therein).
For solving the LAD problems considered in [33] , [35] , [36] , the RNNs proposed in these articles have many excellent properties. For instance, all of them can guarantee the global convergence of the output to exact solutions without any control circuits for tuning parameters during the dynamic evolving process. However, these models may fail to produce efficient circuits when a generally constrained LAD problem like (1) is encountered. In fact, none of the models in [33] , [35] , [36] can solve an LAD problem with all types of constraints including bound, inequality and equality constraints. Though the model proposed in [34] may solve such problems, its dimension must be very high because it has to convert the bound and two-sided inequality constraints into one-sided inequality constraints, which is undesired for circuits realization. Even worse, its ability for handling inequality constraints is questionable. In Section III-B, a simple example will be used to illustrate this point. On the other hand, even for solving the special problems considered in these references, the proposed networks are not simplest and there leaves much space for improvement (see Section V for simpler architectures).
In this paper, we aim at answering the following two questions: 1) Is there an RNN capable of solving the most general LAD problem (1) with low structural complexity? 2) Are there simpler RNNs compared with existing ones [33] , [35] , [36] for solving the same special LAD problems?
Meanwhile, we are not satisfied with designing just one model for solving one problem; instead, we will endeavor to find alternatives for solving every problem that we are interested in. This is quite useful for circuits practitioners to choose appropriate models for implementation, as in practice some physical limitations may make a particular implementation inefficient. The idea for designing alternatives to a model that has been proved to be feasible is to change some connections in the feasible model without, or with least, insertion of additional blocks. This idea has gained successes in designing alternative RNNs for linear and quadratic programming recently [20] [21] [22] .
The rest of this paper is organized as follows. In Section II, the optimality conditions of the general LAD problem (1) are presented, which lay a base for RNN design in subsequent sections. In Section III, two efficient RNNs are presented for solving (1) with the discussion of their structural complexities.
In Section IV, their performances are analyzed rigorously. In Section V, some important special cases of problem (1), as well as the corresponding RNNs, are discussed. Section VI presents the results of numerical simulations and Section VII concludes this paper.
Throughout this paper, it is always assumed that there exists at least one finite solution to the problem (1).
II. Problem Formulation
First of all we convert the LAD problem (1) into a minimax optimization problem. This is a regular strategy used in [33] [34] [35] [36] .
Lemma 1: The problem (1) is equivalent to the following optimization problem:
where
The results can be established by using the same techniques as in [33] [34] [35] [36] .
Then we define three piecewise linear functions
The other two functions can be defined similarly. These functions are often called projection operators in the neural network context [4] , [10] [11] [12] , [17] [18] [19] , [37] , [38] .
Theorem 1: A point x * ∈ n is a solution of problem (1) if and only if there exists y * ∈ m and z * ∈ r such that
Proof: According to Lemma 1, it is only needed to show that the results hold for the minimax problem (2) . Note that Cx ∈ can be written as Cx = s, s ∈ by introducing a new variable s. Then the Lagrangian function associated with the minimax problem can be defined as
According to the well-known saddle point theorem, a point x * ∈ n is a solution of problem (2) 
The two equations imply
. Because s * = Cx * , the latter equality can be rewritten as Cx
The proof is completed.
III. Two Neural Network Models

A. Models
In this section, we present two RNNs for solving the LAD problem (1) . The first one is governed by the following dynamic equations:
and λ > 0 is a constant for scaling the convergence rate. The output of the network is x. The second one is governed by the following dynamic equations:
and λ > 0. The output of the network is also x. For convenience, in what follows the two networks, as well as their dynamic equations, are referred to as NN-I and NN-II, respectively.
The two sets of dynamic equations share much similarity, which can be understood as follows. If we letx in NN-II be equal to g X (x − A Tỹ + C Tz ), then one iteration of NN-I and NN-II requires the same number of algebraic operations such as summations, multiplications and nonlinear transformations by appropriately arranging the computing orders (actually, in NN-I,x should be computed beforeȳ andz; while in NN-II, x should be computed afterỹ andz). In other words, NN-II entails just one more operation than NN-I, that is, adding z−Cx, which is available from the third line, toz to computex. This strong similarity stimulate us to ask whether some blocks of one architecture can be used by the other. The answer is yes. Fig. 1 plots the architectures of the networks by block diagrams. In the figure,
From the diagram, implementation of any model requires n amplifiers for realizing the activation function g X (·), m amplifiers for the activation function g Y (·) and r amplifiers for the activation function g (·). (One should note that though the termx in NN-I appears also in the expressions ofȳ and z, it does not mean that the g X term has to be implemented three times in circuits as it can be built as a common block. Likewise,ỹ andz in NN-II are needed to be implemented once only.) The rest elements required are some conventionaly units for realizing weighted summations and integrations. Now a days very-large-scale integration technologies make this implementation to be an easy task. What we would like to emphasize here is that in circuits realization the two networks entail nearly the same number of elements including the amplifiers, capacitors, connections weights and so on. In fact, from the block diagrams, switching between the two schemes can be easily achieved by changing some connections and gain factors without adding or removing any major computing units. The only difference is that for implementing NN-I, the summator just before the "OUT6" port [see Fig. 1 (a)] is redundant, whereas it is a must for NN-II. But in general this difference is negligible and we can claim that the two networks possess the same structural complexity.
B. Comparison With Existing Models
As pointed out in Section I, there exist several neural networks for solving different types of LAD problem, e.g., [33] [34] [35] [36] , and the first three can not solve the most general problem (1). Let us take a look at the last model, which was assumed to be capable of solving the LAD problems in the following form:
where E and f are, respectively, a matrix and a vector with appropriate dimensions. Obviously, the problem (1) can be rewritten in the above form. The dynamics equations of the network proposed in [34] for solving (5) are where
It is easy to show that the equilibrium point set of the network may not correspond to the solution set of the problem. Consider a very simple problem in which x is a scalar and A = E = 1, b = f = 0. Clearly, the minimizer is x = 0. However, it is easy to check that x = y = w = −1 is also an equilibrium point of the network. So the performance of this network is questionable.
From Section II, it is seen that solving (1) is equivalent to solving the following minimax problem:
Then the two neural networks invented, respectively, in [13] and [11] can also solve the problem. Specifically, their dynamic equations become
and
, and the other notations are the same as in NN-I and NN-II. Clearly, both of the networks are more complex than NN-I and NN-II. At least, they have one more state variable which entails more elements in hardware implementation. In addition, the first one can not guarantee the convergence to the solutions of the problem. For example, consider a very simple and special problem min x 1 , subject to x ∈ X = .
It is easy to verify that when x 0 = y 0 = 1/2, the quantity y + x will never exceed [−1, 1] and the solution is
Obviously, the state trajectory x(t) will never converge to the desired value 0.
IV. Stability Analysis
In this section we will show that both of the neural network NN-I and NN-II are stable and globally convergent to a solution of problem (1) . First, some preliminaries are introduced.
Lemma 2: Consider the function g X (·) defined in (3). 1) For any x ∈ n and any v ∈ X
2) The function
2 is convex and continuously differentiable on n , whose gradient is given by ∇ψ(x) = 2(x − g X (x)).
The same properties hold for the functions g Y (·) and g (·).
Proof: 1) See [23] . 2) See Theorem 2.2 in [26] . Note that (4) can be equivalently put into the following variational inequality form [23] :
Theorem 2: A point x * ∈ n is a solution of problem (1) if and only if there exists y * ∈ m and z * ∈ r such that they constitute an equilibrium point of NN-I and NN-II.
Note that there exists at least one finite point in the equilibrium sets of NN-I and NN-II since it is assumed that there exists at least one finite solution to the problem (1).
In the rest of this section, for convenience the triple
T is often denoted by u * , and so on. According to Theorem 1, it is trivial to show one of the significant properties of the two networks NN-I and NN-II.
Lemma 3: For any initial point u 0 ∈ n+m+r , there exists a unique continuous solution u(t) for both NN-I and NN-II for t ∈ [t 0 , τ) with u(t 0 ) = u 0 .
Proof: By using Lemma 2, it is easy to prove that the right-hand-sides of both NN-I and NN-II are Lipschitz continuous in n+m+r . Then the results follow from the existence theory of ordinary differential equations [27] .
A. Neural Network I Lemma 4:
The following function is convex and continuously differentiable on n+m+r :
Proof: In view of Lemma 2 it is trivial to show that φ(u) is continuously differentiable on n+m+r whose gradient is given by
) and the last inequality follows from Lemma 2. Therefore φ(u) is convex on n+m+r [3] . Theorem 3: With any initial point u 0 ∈ n+m+r , the neural network NN-I is stable in the sense of Lyapunov and converges to a solution of (1) .
Proof: From Lemma 3, there exists a unique continuous solution u(t) to the neural network NN-I for t ∈ [t 0 , τ) with u(t 0 ) = u 0 . Define the following Lyapunov function with respect to u(t):
where u * stands for a finite equilibrium point of NN-I and φ(u(t)) is defined in Lemma 4. The convexity of φ(u) implies that V 1 (u) ≥ 
By (8) we have
Adding the two sets of equations gives
Making use of these inequalities we can calculate the time derivative of V 1 (u)/λ along the trajectory of neural network NN-I as follows:
Hence, the neural network NN-I is stable in the sense of Lyapunov. Clearly, dV 1 /dt = 0 if and only if u is an equilibrium point of neural network NN-I.
Since
is bounded for all t ≥ t 0 . Therefore τ = +∞. It also follows that for any initial point u 0 , there exists a convergent subsequence {u(t k )} with t 0 < t 1 
where u † is an equilibrium point of NN-I. Finally, define another Lyapunov function
It is easy to see that V † 1 (u) decreases along the trajectory of NN-I and satisfies V † 1 (u † ) = 0. Therefore, for any ε > 0, there exists q > 0 such that, for all t ≥ t q
Therefore, lim t→∞ u(t) = u † . It follows that the neural network is globally convergent to an equilibrium point, and hence, a solution of problem (1).
B. Neural Network II
In view of Lemma 2 and similar to Lemma 4 we can prove the following results.
Lemma 5: The following function is convex and continuously differentiable on n+m+r :
whose gradient is given by
Theorem 4:
With any initial point u 0 ∈ n+m+r , the neural network NN-II is stable in the sense of Lyapunov and converges to a solution of (1) .
Proof: From Lemma 3, there exists a unique continuous solution u(t) of NN-II for t ∈ [t 0 , τ) with u(t 0 ) = u 0 . Define the following Lyapunov function with respect to u(t):
where u * stands for a finite equilibrium point of NN-II and ψ(u(t)) is defined in Lemma (5). The convexity of ψ(u) implies that V 2 (u) ≥ 
Making use of these inequalities we can calculate the time derivative of V 2 (u)/λ along the trajectory of neural network NN-II as follows:
The rest of the proof is similar to the proof of Theorem 3, and is omitted here for brevity.
V. Special Cases
In this section, we consider solving some LAD problems with different combinations of linear constraints, which have been studied from the viewpoint of RNN in the literature. The purpose is to compare the two new RNNs with existing ones for solving the same problems. Since most of the RNNs to be compared are theoretically guaranteed to be globally convergent to correct solutions, the comparison criterion is mainly the structural complexity (some preliminary comparisons for convergence rates based on numerical simulations are presented in Section VI). It will be seen that the two new RNNs are simpler than most existing ones for solving variously constrained LAD problems, even for solving the unconstrained problem. Moreover, for solving a particular problem, another network will be derived from NN-I and NN-II by changing some connections in them.
A. Equality + One-Sided Inequality + Bound Constraints
First, we are concerned with the following LAD problem:
where E ∈ p×n , f ∈ p and the other notations are the same as in (1) .
By noticing that Cx = d, Ex ≤ f can be written as
the two neural networks developed in previous sections can well solve the problem. By introducing a new state variable s ∈ p associated with the inequality constraint Ex ≤ f , we can derive the following neural network from NN-I: 
Similarly, we can derive the following network from NN-II for solving (9):
For convenience, the above two networks are, respectively, termed NN-a and NN-b hereafter. Fig. 2 depicts their architectures by block diagrams. In the figure, {e qi } p×n = E, {f q } p×1 = f, {d k } r×1 = d and the other parameters are the same as in Fig. 1 . Obviously, like their predecessors, the two schemes share the same structural complexity. Actually, from Fig. 2(b) and (c), transforming NN-a to NN-b, or vice versa, entails just changing six connecting lines and four gain factors, though the summator connecting with the "OUT7" port [see Fig. 2(a) ] is redundant for NN-a but a must for NN-b.
Interestingly, it is found that another network can be also used to solve the problem (9), whose dynamic equations are 
NN-c:
d dt
and λ > 0. This network is called NN-c hereafter. A comparison between the dynamic equations of NN-c and NN-a shows that for accomplish one iteration of computing, the same number of mathematic operations such as summations and multiplications are needed with appropriate computing orders (actually, in NN-ax should be computed beforeȳ and w while in NN-cx should be computed afterỹ andw). This intuitive observation implies that circuits implementation of the two models entails the same number of elements. Fig. 2(d) illustrates the architecture of NN-c. A comparison between Fig. 2(b) and Fig. 2(d) indicates that transforming from NN-a to NN-c, or vice versa, entails just changing four connecting lines and three gain factors. Likewise, from Fig. 2(c) and From Section IV we know that the two networks NNa and NN-b are both globally convergent to a solution of the problem (9) . We then investigate if NN-c also has this property. First, it is trivial to show that its equilibrium point set is identical to that of NN-a or NN-b, and that a point
T is an equilibrium point of these networks if and only if it satisfies
These equations actually describe the optimality conditions of the problem (9). Then we state the stability results of the network NN-c.
Theorem 5: With any initial point u 0 ∈ n+m+r+p , the neural network NN-c is stable in the sense of Lyapunov and converges to a solution of (9).
Proof: See Appendix. To summarize, theoretically guaranteed performances of NN-a, NN-b and NN-c for solving (9) are the same.
From Section III-B, it can be readily concluded that the neural networks proposed in [34] and [13] may fail to solve the problem (9) , but the network in (7) 
With this result, one can verify that the neural network proposed in (7) reduces to NN-b exactly.
B. Bound Constraints Only
Recently, Xia and Kamel did some benchmark work in applying RNNs to parameter estimation [35] , [36] . Specifically, in [35] , they considered solving the following LAD problem:
where the notations are the same as in (1). The following socalled cooperative neural network was proposed to solve the problem:
where λ > 0. As the problem (11) is a special case of the problem (9), all of the three neural networks NN-a, NN-b and NN-c can be applied to solve the problem. Specifically, the first one degenerates to
and both of the other two degenerate to
.
One should keep in mind that g X in (12) and (13) and (12) and (14) are not needed to be implemented twice. Even with this consideration, it is easy to see that both (13) and (14) are simpler than (12) . Another constrained LAD problem for parameter estimation formulated by Xia and Kamel is as follows [36] :
where the notations are the same as in (1) with a new variable s and a new box set S. A neural network was proposed for solving it
where λ > 0. Again, all of the three neural networks NN-a, NN-b and NN-c can be applied to solve the problem (15) . Specifically, the first one degenerates to
and the other two degenerate to
Clearly, both networks are simpler than (16).
C. No Constraints
Finally, we consider the unconstrained LAD problem
The following network was designed in [33] for solving it:
where λ > 0. Obviously, the two models (13) and (14) can solve this problem. By setting X = n , their dynamic equations are, respectively, simplified to be
Comparisons show that both of the two new models possess lower structural complexity than (20) by noticing that in (20) an additional term AA T y has to be calculated whereas in (21) or (22) this is unnecessary.
VI. Numerical Simulations
To illustrate the theoretical results obtained in previous sections and compare the performances of the RNNs proposed in this paper, we have simulated their dynamic systems to solve some LAD problems in MATLAB.
Experiment 1: Consider an unconstrained LAD problem (19) with
This problem is highly degenerate as there are 30 degenerate base points [30] . The optimal solution obtained by several efficient numerical algorithms is x * = (0.7142857, −0.7142857, −1.1428571)
T with the objective function value 5.78571 [30] . We simulated the two neural networks (21) and (22) to solve the problem. It was observed that from any initial point in 15 the outputs always converged to this solution. Fig. 3 depicts the states of the networks with respect to the time t with λ = 1000 from a random (but identical for the two networks) initial point.
We then considered solving the same problem with an addition constraint 0 ≤ 2x 1 − x 2 ≤ 2 by using NN-I and NN-II. Simulations indicated that they always converged to the solution x * = (0.6250, −0.7500, −1.1250) T with the optimal objective function value 5.8125. Fig. 4 depicts the error function x(t) − x * 2 for the two networks from four random initial points. It is seen that the value of this function decreases to zero very fast in any case.
Experiment 2: In Section III, we have shown that the proposed two neural networks NN-I and NN-II possess the same structural complexity, while in Section IV we have shown that they possess the same stability results. But their convergence rates were not compared, though all of them should be greatly faster than numerical LAD solvers and this issue is not a so important criterion for judging the validity of the networks. Anyway, for the sake of completeness, we would like to do an investigation in this regard. But it was found to be difficult to derive such results theoretically for continuous neural networks. So, we compared the convergence rates on a variety of problems, which is a strategy often adopted for comparing the speeds of numerical algorithms for solving mathematical problems. Note that the required time for accomplishing a task relies on the scaling factor λ; actually the larger the scaling factor, the less the time. Without loss of generality, in simulations λ was always set to one. Therefore, in what follows, a time unit denotes 1/λ, where λ can be very large, e.g., 10 6 .
We considered solving the LAD problem in the general form of (1) with different coefficients. Random numbers were generated uniformly between −1 and 1 and then assigned to the elements of A and C. b i (i = 1, . . . , m) was the sum of the corresponding row of A plus a number generated from normal distribution with mean zero and standard deviation 3, denoted by (0, 3). l i (i = 1, . . . , r) (or h i ) was the sum of the corresponding row of C minus (or plus) a number generated by max{0, (0, 3)}. ρ i = −1, i = 1 (i = 1, . . . , n) . Six combinations of n, m, r were considered (see Table I ) and in each combination 30 sets of coefficients were generated in above way.
As indicated in Section III-B, the network (7) can also solve these testing problems, though its circuits implementation is more expensive. For comparison purpose, it was simulated on the problems, too. On each problem, for NN-I and NN-II, simulations terminated when either t ≥ 1000 time units or
The same stopping criteria were adopted for the network (7), but the above equation was replaced with
It is not difficult to check that the left sides of the above two inequalities are equal to zero if and only if x is a solution of the problem (1) . The components of the initial points for the networks were uniformly and randomly generated in [−1, 1].
The amount of time units required by each run was recorded and the mean µ and standard deviation σ of this quantity over 30 runs for each problem set are shown in Table I . It was found that the three networks successfully achieved the prescribed precision 10 −4 within 1000 time units on most problem sets, except on the fourth set (see footnotes below the table for details). That is why the running time of any network for this set of problems is much greater than for other sets in Table I .
The last two columns of Table I show the comparison results of the required time units for the networks. Paired t-tests were carried out on each problem set between the three networks. If the amounts of time units were significantly different for two networks on a problem set (p < 0.01), then a tailed t-test was carried out to estimate which is smaller. It was found that the running time of NN-I was less than that of NN-II and (7) on most problem sets (p < 10 −4 ) except on the first set where no significant difference was found (p > 0.76). In addition, the running time of the network (7) was greater than that of NN-I but less than that of NN-II on four sets. This is not strange by considering that the network computation is a parallel process, and it is possible that a more complex architecture solves a problem faster. From Table I , it can be seen that when n > m, the difference between the three networks was negligible; and when n ≤ m, NN-I was faster than the other two. Moreover, when the number of constraints Fig. 3 . States of the neural networks (21) and (22) with respect to the time t in solving the unconstrained LAD problem in Experiment 1. λ was set to 1000 for both networks. It is seen that the states of any network achieve steady values as t increases. (a) Neural Network (21) . (b) Neural Network (22) . Fig. 4 . Error function for the neural networks NN-I and NN-II with respect to the time t starting from four random initial points in solving the constrained LAD problem in Experiment 1 (same color in the two insets corresponds to the same initial point. Please refer to the online version of this paper for colors). λ was set to 1000 for both networks. It is seen that this function for any network decreases to zero rapidly with respect to t. are relatively large with respect to the number of variables, all networks require large amounts of time units. Experiment 3: We were also interested in the rates of the neural networks NN-a, NN-b, and NN-c discussed in Section V-A for solving the LAD problems in the form of (9) . Thus, these dynamic systems were simulated on computers to solve a variety of randomly generated problems. Table II lists the statistics of the recorded time units required by the networks. The coefficients of the problem (9) were generated as follows. The elements of A, C and E were uniformly generated between −1 and 1. The element b i (i = 1, . . . , m) was the sum of the corresponding row of A plus a number generated from normal distribution with mean zero and standard deviation 3, denoted by (0, 3). The element d i (i = 1, . . . , r) was the sum of the corresponding row of C plus a number generated in (0, 3), and the element d i (i = 1, . . . , p) was the sum of the corresponding row of E minus a number generated in ( As in Experiment 2, the scaling factor λ was set to one. The amount of time units required by each run was recorded and the mean µ and standard deviation σ of this quantity over 30 runs for each problem set are shown in Table II . The three networks successfully achieved the prescribed precision 10 −4 within 500 time units on most problem sets, except on the last two sets (see footnotes below the table for details).
The results of paired t-tests between the three networks on each problem set are shown in the last two columns of Table  II . It is seen that when n ≥ m and the number of constraints is relatively small with respect to the number of variables, the amounts of time units for the three networks are all small and the differences between them are negligible; when n ≤ m and the number of constraints is relatively large with respect to the number of variables, the amounts of time units for the networks are all large and NN-a is faster than the other two.
VII. Conclusion
We have designed a set of RNNs for solving LAD problems (also called L 1 minimization problems) with various combinations of linear constraints. If two-sided inequality constraints are present, two neural networks with the same structural complexity, called NN-I and NN-II, respectively, can both solve the problem. If the inequality constraints are one-sided, two networks as special cases of NN-I and NN-II can solve the problem, which are called NN-a and NNb, respectively. In addition, for solving this particular problem, another network sharing the same structural complexity with NN-a and NN-b, called NN-c, was also found to be competent.
The three networks NN-a, NN-b and NN-c can be tailored to new models for solving various special LAD problems, and these networks are often simpler than the counterparts in the literature in terms of structural complexity. Moreover, all of the networks designed in this paper can solve degenerate LAD problems naturally without resort to additional efforts, which is in contrast to numerical algorithms.
The design of several models for solving same problem takes advantage of the fact that keeping blocks of an RNN intact while changing connections between them can lead to new networks with similar structural complexity. This simple idea has inspired two new RNNs for solving linear or quadratic programming problems recently [20] , [21] . Here another successful application is witnessed.
Though all of the RNNs designed in this paper were rigorously shown to be capable of solving the LAD problems, the convergence rates were not analyzed. Some preliminary numerical simulations predicted that in general NN-I was faster than NN-II, while NN-a was faster than NN-b and NN-c. Anyway, it is believed that all of such hardware solvers could run extremely faster than conventional numerical algorithms that are executed on digital computing equipments.
By Lemma 2, we have
