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1. INTRODUCTION 
It is known [3] that a control system described by the one-dimensional 
heat equation in an interval (say, 0 < x < rt) is “nullcontrollable” in any 
time T> 0 by boundary control applied at one endpoint (see Sect. 2 for a 
precise statement of the problem). Moreover, the method in [3] provides a 
bounded control operator C,: L2[0, rc] + L*[O, T], where, if u0 E L2[0, n], 
C,u, = h is the control steering u0 to 0 in time T which has minimum 
L’[O, T]-norm. It is of great interest to have explicit estimates for (IC,(I or 
at least to determine its behavior as a function of T. In [S] the authors dis- 
cussed a similar problem but with controls in a different space. They 
obtained a simple bound for the norm of the control in terms of the final 
time T, for values of T greater than a certain positive constant. In contrast, 
not much was known about the behavior of j(C,j( when T-+0+ until very 
recently. It was proved in [7] that when exact nullcontrollability can be 
obtained via nullcontrollability of the wave equation, one has 
asymptotically log llCT\l = 0( T-‘ ‘) as T + 0 + Our aim is to show that a 
lower bound of the form Kexp(h/T) exists, so that the preceding estimate is 
(qualitatively) the best possible. (Proposition 3). We begin by stating our 
problem in Section 2 and, by applying the ideas used in [3], we construct 
the control function. In the following sections we shall develop a simple 
method to obtain an upper bound for the distance in L2[0, T] from the 
function exp( -i,,t) to the subspace spanned by {exp( -L,t), k #a}. This 
produces a lower bound for the L’[O, T]-norms of the functions of a 
system biorthogonal to {exp( - lk t)} and, as a consequence, we get a lower 
bound for the operator C,. As a further application of these results, we 
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shall obtain a lower bound for the norm K, of the inverse of the operator 
which carries each function in the subspace of I,‘[O. x ] spanned by 
jexp( -i,,,r), II = 1, 2,...) into its restriction to [IO, T]. The behavior of K, 
for T-+ so has been studied in [2], where it is shown that, given 0 < 1 and 
p 30, there exists a constant M = M(p) such that 1 + $e ln’ < K, 6 
l+Mf? *07, for T 3 p. 
2. THE CONTROL PROBLEM AND ITS REDUCTION 
TO A MOMENT PROBLEM 
We shall consider the following nullcontrollability problem: 
[NCP] Given T>O and u,EL’[O, n], determine a function 
f E L’[O, T] such that if u = U(X, t) denotes the solution of the equation 
u, = II,,, 0 < x < 71, O<t<T (2.1) 
with initial and boundary conditions 
u( x, 0) = u,(x), 06x671, 
u(0, t) = 0, O<t<T, 
4% f) =.f’(r), O<t<T, 
(2.2) 
then u also satisfies 
U(.K, T) = 0, o<x<lL (2.3) 
It is well known that the problem (2.1) (2.2) has a unique solution in a 
sense made explicit in [3]. Using the method employed there, we can 
reduce our control problem to a moment problem in L”[O. T]. Let A be 
the operator in L2[0, z] defined by (Ay)(x) = y”(x), with domain D con- 
sisting of all functions y in L’[O, n] such that y’ and y”, taken in the sense 
of distribution theory, belong to L2[0, z] and satisfy the conditions; 
y(O) = y(z) = 0. The operator A is self-adjoint and its eigenvalues are given 
by { - A,, }, where 
A,, = n2, n = 1, 2,... (2.4) 
The corresponding normalized eigenfunctions are given by 
y,,(x) = J&sin nx. 
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we consider the eigenfunctions expansions of no(x) and u(x, t), 
uo(x) = 2 vrr Y,(X), 
n=l 
4% t) = f vr,,(f) Y,(X), 
,I = 1 
with 
(2.5) 
The control f(t) steers u0 to a null terminal state in time T if and only if 
q,?(T) = 0 for n = 1, 2,... . It can be shown by elementary Fourier analysis 
(cf. [3]) that 
rln(T)=v,,e-““T-(-l)“n f oTf(t)e-‘n”-‘)dl. J, 
If we call 
h(t)=f(T-t), c,,=- 
then we can formulate our problem as the following moment problem: 
[MP] Determine a function /zEL~[O, T] such that 
s 
T 
h(t)ePin’dz=c,v,, n = 1, 2,... . (2.6) 
0 
3. THE OPTIMAL SOLUTION OF THE MOMENT PROBLEM 
As a very particular case of the results obtained in [3] we know that 
when 
uo(x) = Ymb) (3.1) 
a solution of (2.6) can be constructed by taking 
h(f) = cwd,(t), (3.2) 
where {$m> is a sequence of functions biorthogonal to the system 
{exp( -&t)> in L2[0, r], that is, 
s 
7~m(t)exp(-I,t)dt=S,,. 
0 
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Let (7,) denote the sequence defined by 
1” 4 if ,j= 1, 2 ,..., m - 1, 
Tsi= 
4, 1 if j= m, m + l,..., (3.3) 
and let E(T), E,(T), and E,,(T) denote the smallest closed subspaces of 
L*[O, 7J spanned by the systems of functions: fexp( -Akl), k = 1, 2,...}, 
{exp(-&t), k#m}= (exp(-z,t), k= 1,2,...}, and {exp(-r,t), i= 
1, 2 ,..., j}, respectively. By (2.4) it is clear that Cp= 1 l/n,, < co. Then E(T) is 
a proper subspace of L2[0, T] and exp( -A,, t) $ E,,( T) (cf. [S]). If r,,(t) 
denotes the unique function of E,(t) which lies closest to exp( -A,,,[) in the 
L’[O, T]-norm, we can define 
A,(t) = (e-&J - r,(t))/(d,( T))*, (3.4) 
where 
(d,(T))' = jaT (e -jd - r,(t))2dt. 
The set ($,} defined in this way is the optimal biorthogonal system, in the 
following sense: If ill/X} is any other biorthogonal system for 
{exp( -A,[)}, then )I$,IIL~cO,TI ,< J/$I?:)jL2c0,T,. In the general case, when the 
initial state z+,(x) is expressed as (2.5), a solution of (2.6) will be given by 
h(t) = f c,,v,,$,,(t). (3.5) 
PI= I
It is interesting to point out that this solution h(t) is also optimal in the 
sense mentioned above. In fact, if the functions {$,,(t)l are given by (3.4), 
then AGE(T). Let h*(f) denote any other solution of (2.6) and let 
g(t)=h*(t)-h(t). Then 1: g(t)e-““‘dt=O, n= 1, 2,..., which implies that 
gEE(T)‘. Then it is clear that I(/z[~~Q~, d I(h*/lL2Co,T.,. 
We deduce from (3.4) that 
llhnlI~~C~.~~ = lldm(T). (3.6) 
Consider m fixed. If we call d,,(T) the distance from exp( -n,t) to the 
subspace E,,(T), then 
d,(T) G dj,,, j = 1, 2,... (3.7) 
Actually, {d,,,(T), j= 1, 2 ,... > is a decreasing sequence and d,,,(T) = 
min{ d,,,( T), j= 1, 2,... >. Moreover, for j fixed, d,.,(T) is an increasing 
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function of T (cf. [4]), then also d,(T) is an increasing function of T, 
bounded by ([3]) 
(3.8) 
Inequality (3.7) will be used in the next section to obtain an upper estimate 
for d,(T) which will be of particular interest for small values of T. 
4. AN UPPER BOUND FOR d,(T) 
LEMMA 1. Let u~(~)=C{=~ Icie-‘~‘+rcj+,e-Lm’, where {K~, 1 <i< j+ 1) 
are arbitrary real numbers and ICY+, # 0. Then the following inequality holds: 
dj,,,< Tt$(t)dt/rc,f+L. s (4.1) 0 
Proof: If we take into account the definition of distance from 
exp( - 1, t) to Ej,,( T) (cf. [ 1 ] ) and replace this function by ( 1 /IC, + 1 ) uj( t) - 
c{= i (K$c~+ i) e-‘I’, we obtain 
dj.,=min Ije-rmr-ale-zl’- . . . -a,e-T#Ij 
=min li(l/~,+,)ui(t)-a,e-f’t- .*. -ajecz~‘Ij 
=min \juj(t)-a,eC’l’- ... -aje-‘~‘jJ/fc,+, 
G Il"jll/Kj+ 19 
where the minimum is always taken over { (aI ,..., a,) E Rj} and the norm is 
the L2[0, T]-norm. This proves (4.1). Q.E.D. 
Let us now select {JC~} in such way that v,(t) satisfies the initial con- 
ditions: ~~(0) = u;(O) = . . . = u,!j- r)(O) = 0, $jj(O) = 1. This is equivalent to 
solve the linear system 
whose determinant is the Vandermonde determinant 
In particular we obtain 
Kj+l = (-l)jDj(Tl,..., Zj)/‘Dj+,= fi (~i-lv~)-‘. (4.3) 
i=l 
409!110/2-1s 
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In this case (4.1) becomes 
(4.4) 
To obtain an upper bound for oi(r) let us show first that it maintains its 
sign on the half-line t > 0. This will be a consequence of the following 
obvious generalization of the mean value theorem. 
LEMMA 2. Let gc c[a, + ‘x) n C’(a, + co), g(a) = 0 and g(t) -+ 0 us 
t --t +CO. There exists at least one point c E (a, + co) such that g’(c) = 0. 
LEMMA 3. The function v,(t) is strictly positive for t > 0 and j= 1, 2,... 
Proof: Let us suppose that there exist points where vi(t) has different 
signs. Then there exists at least one point alo)> 0 such that ~~(a{“)) = 0. If 
we apply the mean value theorem in [O, u{“‘] and Lemma 2 in [al’), + cc) 
there must be points a\‘), u$‘J such that 0~ a’,“< u$r) and ~;(a:‘)) =O, 
r = 1,2. Using the same argument we can prove that there must be points 
(+-I’ j such that OC~\/~‘)< ... <a!‘~*) and vj’-r)(O)= 
,;i-- I,&,;; “g f ’ or r=l,..., j. Then ujjPIJ (t) has at least j + 1 different 
zeros. But it is known that a linear combination of j-t 1 exponential 
functions has at most j different real zeros. This contradiction proves that 
v,(t) does not change its sign on (0, + co). On the other hand the condition 
v;‘)(O) = 1 shows that v,(t) > 0 for t > 0. Q.E.D. 
LEMMA 4. vj( t) satisfies the inequality 
Vj( t) < t’/j!, j> 1, t>O. (4.5) 
ProoJ: u,(t) can be considered as the unique solution of the initial-value 
problem 
y(j+yt)+s, y(‘)(t)+ .‘. +si+, y(t)=O, 
y(o) = . . = y(j- l)(o) = 0, y”‘(0) = 1, 
(4.6) 
where s, = s,(r, ,..., t,, 1,) denotes the rth elementary symmetric function of 
the variables 7, ,..., zj, A,. By Lemma 3 and the fact that So+, > 0, we can 
affirm that v,(t) satisfies the inequality 
u!i+ l)(t) +-S, VW(t) + . . . 
J J 
+ sp/qt) ,< 0 for ta0. 
Integrating over the interval [0, t] and taking into account the initial con- 
ditions in (4.6) we prove that 
vi”‘(t) + s, v,“- “(2) I- . *. + SjUj@) < 1, t > 0. 
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The last term of the left-hand member is again nonnegative for t > 0, then 
we can neglect it and the remaining expression is still less or equal than 1. 
Integrating we obtain 
v!j- l)(t) + . . . 
J +Sj-,Uj(t)<t/l!, t > 0. 
We can use the same argument to prove that 
ujJ-‘)(t)+s,u,j-‘-‘)(t)+ ... +sj+lj(t)<t’/i!, t 3 0, i = 1, 2 ,..., j. 
For j = j, we obtain inequality (4.5). Q.E.D. 
PROPOSITION 1. There exist two positive constants, a and C(m), such that 
d,(T) Q C(m) T”Zj!(aT)j for j&O and t30. (4.7) 
Proof. From (4.5) we obtain 
s 
T  
u,‘(t)dt< T2’+l/(2j+ l)(j!)“, j> 1. 
0 
Then, from (3.7) and (4.4) we get 
d,(T)< fi (z,--A,,,1 Tj+“‘/j! m, j3 1. 
r=l 
Let us consider j b m. Then 
p, ,z,-A*,=mfil p2-m21 fi I(r+1)2--21 
t-=1 r=m 
m-1 
= rjJl (m-r)(m+r) (I (r+ l-m)(r+ l+m) 
?.=??I 
m-1 
=(m-l)!(j+l-m)! n (m+r) fi (r+l+m) 
r=l r=rn 
= (j+ 1 -m)!(j+ 1 +m)!/2m*. 
By using the following estimates for k!, 
e -(k-1)kk~k!~ee-‘k-1)(k+l)k+1/4, 
(4.8) 
(4.9) 
we can show that 
d m (T)<C,(m) j7/2j!Tj+1/2 for j>,m and T>O. (4.10) 
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If we choose a> 1 such that J “‘l <a’ we obtain (4.7) for j>m. Then (4.7) , , 
will also be valid for 0 <j< m, at least for Td l/ma. But if we recall that 
d,,,(T) is bounded for T>O, it is clear that we can modify C,(m) is such a 
way that (4.7) is valid for T> 0 and j 3 0. However, it is also easy to obtain 
a direct proof. In fact, for 1 ,< j < m we have 
m21= fi (m-r) fi (m+r) 
r=l r=l r= I 
For j=O: 
d,(T)=min{j(e-“i-m’-h(t)llLZCO,~l,hEE,(T)) 
6 Jlexp( -A, t)ll L~cO,T, = (( 1 - exp( - 21, T))/2n,)‘j2 6 T”2. Q.E.D. 
5. LOWER BOUND FOR THE NORM OF THE CONTROL OPERATOR 
PROPOSITION 2. If $,,, denotes the mth function of the optimal 
biorhogonal system defined in (3.4), there exist two positive constant b and 
k(m) such that 
llrl/,ll L2co,rl 2 K(m) ebir/T”2, T>O. (5.1) 
Proof: From (3.6) and (4.7) we obtain 
l14+mllL~~0,T7 2 MC(m) T"%aW for j30, T>O. 
If we multiply the jth inequality by l/2’ and then we add we obtain (5.1) 
with K(m) = 1/2C(m) and b = 1/2a. Q.E.D. 
Let us now denote by C, the control operator (cf. [6]) 
C,: L*[O, 7.~1 -+ L’[O, T] (5.2) 
defined by C, (initial state) = (optimal nullcontrol), where “optimal” 
means again “minimum L2[0, g-norm.” We pointed out in Section 3 that 
if the initial state is uo(x) = y,(x), then the optimal nullcontrol is given by 
f(t) = c, $,J T- t), where c, = (- 1 )“(n/2) ‘j2e -m2r/m. Then it is clear that 
IICTII 2 Icml Ilkl/L2[O,Tp ma 1. (5.3) 
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If we consider m fixed, then the following result is immediately obtained as 
a consequence of Proposition 2 and inequality (5.3). 
PROPOSITION 3. Let T,> 0 be given and let C, denote the control 
operator for problem [NCP]. Then there exist two positive constants b and 
R, such that the following inequality holds form 0 < T< T,, 
llCTll 2 Reblr. 
Proof. From (5.1) and (5.3) we obtain, for m=m,, 
IJC,I1 3 K’(m,) e-“~TebiT/T’i2 3 ReblT, 
where R = K’(m,) e-m~TolT~12. Q.E.D. 
6. A FURTHER APPLICATION OF PROPOSITION 2 
Schwartz has shown in [IS] that the operator from E( co) into E(T), 
which carries each function in E( co) into its restriction to [O, T] has a 
bounded inverse, If we denote its norm by K,, then [3] 
It (1/,11 L*[O,T] g kKT, m = 1, 2,..., (6.1) 
where B; ’ = d,( co) is the constant given in (3.8). 
PROPOSITION 4. Let To > 0. There exist two positive constants, b and R’, 
such that KT> R’eblT, for 0 < T 6 To. 
Proof: It is a consequence of (5.1) and (6.1), taking m = m, fixed and 
R’ = K(m)/B, TAJ2. Q.E.D. 
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