Abstract. We establish that the spectral multiplier M(Gα) associated to the differential operator
Introduction
If m, n ∈ N the Grushin operator on R m × R n is defined by In this paper we consider the operators we call Bessel-Grushin operators which appear when Bessel operators replace the first Laplacian operator in G. If β > −1/2 the Bessel operator is defined by
x 2 , x ∈ (0, ∞).
Let m, n ∈ N and α = (α 1 , ..., α m ) ∈ (−1/2, ∞) m . We introduce the Bessel-Grushin operator G α as follows Our objective in this paper is to study L p -boundedness properties of spectral multipliers and Riesz transforms associated with G α , being n = 1 in the case of Riesz transforms. We are motivated by the recent papers of Chen and Sikora [5] , Jotsaroop, Sanjay and Thangavelu [16] , Martini and Muller [19] and Martini and Sikora [20] , about Grushin operators.
We consider the Laguerre operator
where β > −1/2. We have that, for every k ∈ N, The system {Φ α k (x)} k∈N m is an orthonormal basis in L 2 ((0, ∞) m ). We denote by F 2 (f ) the Fourier transform of f ∈ L 2 ((0, ∞) m × R n ) with respect to the second R n -variable, that is,
The Bessel-Grushin operator G α is defined by
where
represents the inverse map of F 2 and
Here, for every k ∈ N m and g ∈ L 2 ((0, ∞) m × R n ), If f ∈ C ∞ c ((0, ∞) m × R n ), the space of smooth functions with compact support in (0, ∞) m × R n , it is clear that G α f = G α f . In the sequel we write also G α to refer us to the operator G α .
Suppose that M is a bounded Borel function on (0, ∞). We define the spectral multiplier M(G α ) associated with M by
Since M is bounded the operator M(G α ) is bounded from L 2 ((0, ∞) m × R n ) into itself. As usual, the question is to give conditions on the function M such that the operator M(G α ) can be extended from L 2 ((0, ∞)
into itself, when p = 2. In the classical Hörmander multiplier, local Sobolev norms are considered to describe smoothness of M in order to get L p -boundedness of the multiplier operator. These arguments have been used by Christ [6] , Duong, Ouhabaz and Sikora [8] , Duong, Sikora and Yen [9] , Hebisch [15] , Hulanicki and Stein [12, cf.] , in different settings. , where δ t M(s) = M(ts), t, s ∈ (0, ∞). When we consider different functions η we get equivalent local Sobolev norms.
We now establish our result about spectral multipliers for Bessel-Grushin operators.
Theorem 1.1. Let α ∈ [1/2, ∞) m , and D = max{m + n, 2n}. Suppose that M is a bounded Borel measurable function on (0, ∞) such that M M W s 2 < ∞ for s > D/2. Then, the spectral multiplier M(G α ) can be extended from
Note that when M is a bounded measurable function on (0, ∞), M(G α ) is bounded from L 2 ((0, ∞) m × R n ) into itself, and then classical interpolation theorems, duality and Theorem 1.1 imply that the operator M(G α ) can be extended from
into it self, for every 1 < p < ∞, provided that M satisfies the conditions in Theorem 1.1.
According to [19, Theorem 1] we conjeture that when m < n the result in Theorem 1.1 is also true for s > (m + n)/2. Moreover, we also conjeture that the order (m + n)/2 of differentiability in Theorem 1.1 cannot be decreased. In order to show this the idea is to work with the imaginary power G it α , t ∈ R, of the Bessel-Grushin operator and to adapt the arguments in [29] (see [5, Section 5] and [20, Section 5] ). We will study these questions in a foregoing paper.
The key result in the proof of Theorem 1.1 is a weighted Plancherel type estimate. Next we introduce Riesz transforms, when n = 1, associated with Bessel-Grushin operators. Let β > −1/2 and a > 0. We define
Note that A * β (a) is the "formal" adjoint of A β (a) in L 2 (0, ∞). We have that
, a, x ∈ (0, ∞). This decomposition suggests to "formally" define the Riesz transforms for the scaled Laguerre operator L α (a), α = (α 1 , ..., α m ) ∈ (−1/2, ∞) m and a > 0, as follows: for every j = 1, ..., m
and
According to some well-known properties of Laguerre functions (see, for instance, [13, (2.17) 
Here e j = (e For every γ > 0 and
where, for every
In order to prove this theorem we start using the main idea in the proof of [16, Theorem 1.1], namely, we see R α,j and R α,j , j = 1, ..., m, as Banach valued Fourier multipliers and then we use the celebrated Weis' multiplier result [34, Theorem 3.4] . But to show that the R-boundedness properties hold for the family of operators which appear in the Bessel-Grushin context, we can not proceed as in [16, Section 2] because Laguerre functions have not as nice operational properties as Hermite functions. Roughly speaking we take advantage that the operators we need to study are bounded perturbations of those operator handled in [16] .
Throughout this paper we always denote by c and C positive constants that can change from one line to the other.
Proof of Theorem 1.1
The strategy of the proof of this theorem is the same as in [20] (see also [5] , [19] and [28] ) and the key result is a weighted Plancherel inequality. Laguerre expansions play an important role and we need to get estimations involving Laguerre functions.
The Bessel-Grushin operator G α is selfadjoint and positive in
, by using the perturbation formula (see [10, Corollary 1.7, p . 161]) we get
Here and in the sequel, we identify each measurable function f on (0, ∞) m × R n with the function f 0 defined by
From (4) we deduce that
and t > 0. According to [20, Proposition 3] there exists a distance ρ in R m × R n such that the triple (R m × R n , ρ, | · |), where | · | denotes the Lebesgue measure in R m × R n , is a homogeneous type space (in the sense of Coifman and Weiss [7] ), and that
where, for every t > 0, W t represents the integral kernel of e −tG . Hence, for every t > 0, the operator e −tGα is bounded from
, and t > 0. 
Let R > 0. As it was commented above the operator e
and that
Hence, the operator F (G α ) is associated to the kernel
Then, Lemma 2.1, (a), leads to m and R, s > 0. For every ε > 0 there exists C ε > 0 such that
We now define, for j = 1, ..., m and l = 1, ..., n, the operators
As it was done in [20] , we denote by |M | the operator of multiplication by |x|, and |D| represents the operator
It is clear that |M | is a positive and selfadjoint operator. Moreover, we have that
, and d ∈ N. Also we define the operator S by
Next result is a version of [20, Proposition 4] in our setting.
for every f ∈ Ran(|D| γ ), the range of |D| γ , such that
Proof. Our first objective is to show that, for every
We consider the operator
We treat the case d = 1. The inequality in (7) is now equivalent to the following one
According to Plancherel equality for the Fourier transform, (8) holds if, and only if,
The operator
We have that L [4] ). We get
, a.e. u ∈ R n , and then the coefficient c α k in the second equality above, which is given by (9) , is understood as a function of u. On the other hand, the property
can be also deduced from the previous argument. An inductive procedure allows to show that (7) is true for every d ∈ N. The imaginary powers of the operators S and 
In the usual way, the homogeneity allows us to obtain that
γ is an one to one operator, we deduce that (6) holds.
Lemma 2.4. Suppose that H is a compactly supported Borel measurable complex function defined on R.
Moreover, for y ∈ (0, ∞) m and z ∈ R n ,
We can write
Indeed, the interchange of the order of integration can be justified as follows. Since H has bounded support there exists
Hence, we have that [24, (27) ], we get
We have made the change of variable |u| 1/2 y = Y and have taken into account that {k ∈ N m :
m , where A represents the cardinal of A. On the other hand, by using Plancherel equality for Fourier transforms and Laguerre expansions we easily obtain (10).
For every R > 0, we define the weight function,
The following is our crucial weighted Plancherel inequality.
Lemma 2.5. Assume that γ ∈ [0, n/2) and H is a compactly supported Borel measurable complex function defined on R. Then, for y ∈ (0, ∞) m and z ∈ R n ,
being C > 0 independent on R.
Proof. We define, for every ∈ N,
By using monotone convergence theorem it follows that
if, and only if,
Our next objective is to estimate the following function, for each y ∈ (0, ∞)
By making straightforward manipulations we get, for each y ∈ (0, ∞)
According to [23, p. 1124] , there exist C, η, λ and ξ ∈ (0, ∞) such that
Then, we deduce that
Furthermore, as it was done in [20, Lemma 8] , one can get for all k ∈ N m and α ∈ (−1/2, ∞)
where, in this case, ν k = 2(2s(k) + s(α) + m). By proceeding as in the proof of [20, Lemma 9] , (13) and (14) allows us to obtain that, for every ε > 0,
From (15) we deduce that
where C does not depend on . By taking limits as → ∞ we obtain (11). 
, where, for every t > 0,
where, for every k ∈ N,
According to the Mehler's formula [32, (1.1.47)], for every t > 0, we can write
for every g ∈ L 2 (0, ∞), where, for every t, x, y ∈ (0, ∞)
1 − e −4t .
To simplify notation, it is convenient to consider the functions a(t) = 2e
1 − e −4t and b(t) = 1 2
1 − e −4t , t > 0.
Observe that
and these bounds will be used repeatedly.
Here I β denotes the modified Bessel function of the first kind and order β. By defining
In the sequel we will use the following properties of the Bessel function I ν , ν > −1/2. By [17, (5.11.8) and (5.16.4)], for every n ∈ N,
where [ν, 0] = 1 and
Also, it is clear that
Moreover, according to [17, (5.7 .9)] we have that,
Assume that a > 0. Straightforward manipulations allow us to show that the operator −L α (a) generates on L p (0, ∞), 1 ≤ p < ∞, the semigroup of operators {W α t,a } t>0 , where, for every t > 0,
By using the arguments given in [2] , [11] and [22] we can see that, for every j = 1, ..., m, and
Moreover, the operators R α,j (a) and
We need to recall some definitions related to the Hermite operator which we denote by H.
The operator H = −∆ + |x| 2 , on R m can be written as follows
Note that A *
where H k represents the k-th Hermite polynomial [17, (4.9.1) and (4.9.
2)]. We have that
operator −H generates the semigroup of contractions {W t } t>0 in L 2 (R), being for every t > 0,
By using Mehler's formula for Hermite functions [32, (1.1.36)] we obtain
where, for x, y ∈ R and t ∈ (0, ∞),
1 − e −4t
1 − e −2t + (x + y)
Moreover, if W t , t > 0, is defined by (25) ,
The Hermite operator −H generates, for every 1 ≤ p < ∞, the semigroup of contractions
In order to study Riesz transforms associated with Grushin operator Jotsaroop, Sanjay and Thangavelu [16] considered the scaled Hermite operator H(a) defined by
for every a ∈ R. The operator H(a) can be written as
.., m. Riesz transforms for the operator H(a) were formally defined by
, a ∈ R \ {0}, and j = 1, ..., m.
Here, we only consider the Riesz transform R 1 (a). By taking in mind [30, (3 
Note that R 1 (x, y; a) = |a| m/2 R 1 ( |a|x, |a|y; 1), x, y ∈ R m .
Next, we collect some estimates concerning Hermite and Laguerre heat kernels. Let β ≥ 1/2 and u, v ∈ (0, ∞). It is convenient to write W t and W β t in terms of the functions a(t) and b(t) defined in (17) , as follows
Since the asymptotics for the modified Bessel function I β depend on whether its argument is small or large (see (19) and (20)) it will be useful to consider the next to sets
Lemma 3.1. Let β ≥ 1/2, 0 < ε < 1 and t, u, v ∈ (0, ∞). Then,
Proof of (a). The first inequality is a consequence of (27) together with (19) and (20) . The second one follows easily from (26) and (18) .
Proof of (b). It is straightforward from the relation (27), Lemma 3.1, (a); and (19).
Proof of (c).
It is enough to note that,
1 − e −2t + (u + v)
1 + e −2t
We can proceed similarly when we take two derivatives.
Proof of (d).
Proof of (e). From (21) we deduce that,
Hence
I β+1 a(t)uv e −a(t)uv .
By (19), (20) and (26) we obtain
Suppose now that 0 < u/2 < v < 2u. Applying (20) and Lemma 3.1, (a); we get for each t ∈ A 1 (u, v),
On the other hand, (19) with n = 0 give us ,for t ∈ B 1 (u, v),
1 + e −2t + (u − v)
Thus, for every t ∈ B 1 (u, v),
Proof of (f ). According to (29) we get,
1 + e −2t 2πa(t)auvI β a(t)auv e −a(t)auv − 1
By (21) we have that
Then, by using (20) we obtain,
From (19) and (31) we deduce that, for every n = 2, 3, . . . ,
According to (19) and (20) it follows that
1 + e −2t × 2πa(t)uvI β a(t)uv e −a(t)uv − 1
Moreover, (32) and (33) imply that
Recall that, for every t, u, v ∈ (0, ∞),
being A β (1) and A(1) the usual derivatives in the Laguerre and Hermite setting, respectively (see (1) and (24)).
Lemma 3.2. Let β ≥ 1/2, 0 < ε < 1 and t, u, v ∈ (0, ∞). Then,
Proof of (a). We have that
Thus,
Proof of (b). By taking into account that
leads to
Putting together (34) and (35) we arrive at
First of all, assume that u/2 < v < 2u. From (19) with n = 0 it follows that,
Also (20) leads to,
Suppose now that v ∈ (0, u/2] ∪ [2u, ∞). By proceeding as in (37) and (38) we can obtain
Proof of (c). By (34) we can write
Since,
Lemma 3.2, (a)
, and the first estimate in (28) allow us to deduce the desired conclusion.
Proof of (d). Identity (36) allows us to write
By taking into account (20) and (32) we conclude
Proof of (e). According to (21) and the identity (36) we can write
Let t ∈ B 1 (u, v). By using (19) we obtain,
Asymptotic behavior (19) leads also to
Also, we have that
According to (33) we get,
Similarly we can show that
Proof of (f ). According to (30) and by using (19) , (20) , (32) and (33) we obtain
Proof of (g). We have that
By using (21) and (22) we get
According to (19) it follows that
Equalities (19) , (33) , (39), (41) and Lemma 3.1, (c), lead to
Analogously, when 0 < v < u/2 or 0 < 2u < v, we get
On the other hand, from (20) , (32) and (40) we deduce, for every z ∈ (0, 1],
Hence,
3.2.
The proof of the Theorem. In this section we prove that the Riesz transform R α,1 is bounded from L p ((0, ∞) m × R) into itself, for every 1 < p < ∞. The boundedness of the other Riesz Transforms can be showed in a similar way.
The operator R α,1 is defined by
Fourier transform. By using Plancherel equality for Laguerre functions expansion we obtain
Let a > 0. From (23) we get, for every
Moreover, we have that for x, y ∈ (0, ∞) m and t > 0,
Then,
Since R α,1 (x, y; 1) is a standard Calderón-Zygmund kernel [25, Proposition 3.1] we can obtain
where the constant C > 0 does not depend on a. By using Calderón-Zygmund theory we conclude that R α,1 can be extended from
into itself (as it was said earlier) and
We deduce that
. Furthermore, we have that
. By using some properties of the Bochner integral and Hölder inequality we get
Then, for every x ∈ R, R g(y, ·)e −ixy dy (z) = R g(y, z)e −ixy dy, a.e. z ∈ (0, ∞) m .
It is sufficient to see that the families of operators
if, and only if, there exists C > 0 such that
for every sequences (u j )
Then, by [33, Theorem 1.3 Chapter XII], (46) holds for every (u j )
Proof. It is enough to take into account the above observation and (23), (42), (43) and (44).
The proof of the differentiability of the map
and the R-boundedness of the family {u d du R α,1 (u)} u>0 are more involved. In order to show these last properties we will use some results established in [16] .
is differentiable.
Proof. In [16] it was shown that the function
we have that
is differentiable. In order to show that R α,1 is differentiable we will prove that D α,1 = R α,1 − R 1 is differentiable. We divide this proof in three steps.
Step 1: In this first step we show that the operator
Note that we have apply the identity,
which allows us to compare the terms of each product one by one. We now prove that
According to Lemma 3.2, (b), we have that
where C > 0 does not depend on a.
From now on, to abbreviate notation, if
Hence, from Lemma 3.1, (a), we get
We consider the maximal operator
which is bounded from L p ((0, ∞) m−1 ) into itself for each 1 < p < ∞. Moreover, the Hardy operators [14, p. 244, (9.9.1) and (9.9.2)]
and the operator
Next we study M 2 . From Lemma 3.1, (b), we obtain
The above estimates allow us to write, for every
where C is not depending on a. So, as in the case of M 1 , we conclude
In a similar way we can see that, for every j = 3, ..., m,
Hence, (47) is justified. Thus, we can write
where the last integral is absolutely convergent. Moreover, by using the L p -boundedness of the auxiliar operators we conclude that
Step 2: The aim of this step is to show that
We now analyze ∂ a [R α,1 (x, y; a) − R 1 (x, y; a)], x, y ∈ (0, ∞) m . We have that
According to (48) we get, for every g ∈ L p ((0, ∞) m ),
We want to obtain analogous L p -estimates for the remaining terms in (49). We are going to reorganize them in the new kernels S t and T t defined below (see (51) and (63)).
We consider, for every x, y ∈ (0, ∞) m and t > 0, the kernel S t given by
We study each of the above terms separately. First of all we analyze S
By combining Lemma 3.1, (a) and (e) taken with ε = 1/4; (52) and (53) we deduce that, for every g ∈ L p ((0, ∞) m ), 1 < p < ∞ and j = 2, ..., m,
and the L p -boundedness property for the Hardy and maximal operators leads to
Now we pass to the study of the kernel S 
and from Lemma 3.1, (a), we obtain
By combining Lemma 3.1, (a) and (d); Lemma 3.2, (a); (55) and (56) we deduce
Then, for every g ∈ L p ((0, ∞) m ),
Next we concentrate on the kernel S 2 t . Lemma 3.1, (f ), give us
Also, from Lemma 3.1, (d) and (e), we get
By combining Lemma 3.1, (a); Lemma 3.2, (a); (59) and (60) we obtain, for every
L p -boundedness properties of the Hardy and maximal operators lead to
for every g ∈ L p ((0, ∞) m ), 1 < p < ∞. Here C > 0 is not depending on a.
Putting together (54), (58) and (61) we obtain
for every g ∈ L p ((0, ∞) m ), 1 < p < ∞, where C > 0 does not depend on a.
We now define the kernel
t (x, y; a), x, y ∈ (0, ∞) m and t > 0.
We start with T 1 t . By Lemma 3.2, (d) and (e), it follows that
and from Lemma 3.2, (f ), we deduce that
According to Lemma 3.1, (a); (64) and (65) it follows that, for every
And, L p -boundedness properties of Hardy and maximal operators, together with, Jensen inequality, imply that
Now, we consider the kernel T 2 t . First of all, observe that
By taking in mind Lemma 3.1, (a); Lemma 3.2, (c); (55), (56) and proceeding as in (57) we conclude,
where C > 0 does not depend on a. Hence, (66) and (67) give us
being the constant C > 0 independent of a. By combining (50), (62) and (68) we conclude that, for every
Here, as above, C > 0 does not depend on a. By proceeding in a similar way we can also obtain
for every g ∈ L p ((0, ∞) m ), 1 < p < ∞, where C > 0 is not depending on a.
Step 3: This last step is devoted to show the differentiability of the operator
being d α,1 (a) the operator considered in Step 2. According to (70) we get
. We can proceed in a similar way when a < 0. We conclude that for each 1 < p < ∞ the function
Lemma 3.5. Let α ∈ (1/2, ∞) m and 1 < p < ∞. The family of operators {a
Proof. 
We will have (49) in mind. Let a > 0. In the sequel the constant C > 0 does not depend on a. As in (43) and by [30] we get a (m−2)/2 R α,1 ( √ ax, √ ay; 1) − R 1 ( √ ax, √ ay; 1) ≤ C a|x − y| m , x, y ∈ (0, ∞) m , x = y.
Next we analyze the terms associates to S t and T t in (49) (see (51) and (63) In Lemma 3.1, (b), the factor (a(t)ax k y k ) −1 has been removed when it was less than 1. We obtain as in Lemma 3.1, (a) and (f ), and Lemma 3.2, (a), 
We now prove that sup a∈R\{0} ∂ x1 a d da R α,1 (x, y; a) − R 1 (x, y; a) ≤ C |x − y| m+1 , x, y ∈ (0, ∞) m , x = y.
The proof of (78) can be completed by the interested reader by using the same ideas used in the proof of (79) but making careful manipulations.
Let a > 0. According to (49) we have that, for every x, y ∈ (0, ∞), x = y ∂ x1 ∂ a R α,1 (x, y; a) − R 1 (x, y; a) = m 2 a (m−2)/2 ∂ x1 R According to (44) and [30] we obtain for every x, y ∈ (0, ∞) m , x = y
Then, Lemma 3.1, (a), and Lemma 3.2, (d), lead to
Moreover, we apply Lema 3.2, (g), to obtain, for each x, y ∈ (0, ∞) m , x = y,
By using Lemma 3.1, (a) and (e); and by proceeding as in the previous cases we obtain 
Finally, as in the proof of (82) we get
, x, y ∈ (0, ∞) m , x = y.
Putting together (80), (81), (82), (83) and (84) we deduce ∂ x1 ∂ a R α,1 (x, y; a) − R 1 (x, y; a) ≤ C a|x − y| m+1 , x, y ∈ (0, ∞) m , x = y.
If a < 0 we can proceed in a similar way and (79) 
