evelopmental processes are carefully orchestrated. A multi-cellular organism can only emerge from a single fertilised egg cell because gene expression is robustly regulated in space and time by networks of transcriptional regulators. Single cell transcriptomic data allow us to probe and map these networks in unprecedented detail. Here we develop an information theoretical framework to infer candidate gene (co-)regulatory networks and distill mechanistic hypotheses from single cell data. Information theory offers clear advantages for such data, where cell-to-cell variability is all pervasive and sample sizes are large. Higher-order information theoretical functionals capture interactions and dependencies between genes reliably in both in silico and real data.
Background

Transcriptional regulation
Precisely controlled patterns of gene expression are essential for the survival and reproduction of all life-forms. Development provides the canonical example, where changes in gene regulation determine the path by which from a single fertilised egg cell emerges a complex multicellular organism. Intricate networks of transcriptional activators and repressors have evolved to regulate the spatial and temporal expression of genes, enabling organisms to adjust transcription levels in response to environmental, developmental and physiological cues [1] [2] [3] [4] [5] [6] . Elucidating the structure of such gene-regulatory networks (GRNs) has been a central goal of much recent systems biology research [7] [8] [9] [10] [11] [12] [13] [14] .
The structure of GRNs alone does not fully constrain their function, but it serves as an important starting point for further analysis. The simplest mathematical representations of GRNs are static graphs, where each node represents a gene, and edges depict either (i) relationships between transcription factors and their targets; or (ii) connect pairs of genes which show coordinated changes in expression across conditions and/or time. The former causal relationships are of course more interesting from a mechanistic point of view, but distinguishing regulatory and co-regulatory relationships is often not feasible from expression data without making further assumptions, or using temporal or perturbation data. There are relatively few comprehensively characterized GRNs even at this coarse level of description; the most reliable have been generated over many years and in an often painstaking manner [5, 6, [15] [16] [17] .
Network inference
The introduction of efficient high-throughput expression assays has driven interest in network inference methods, and a variety of machine learning and statistical approaches are now available to identify likely (co-)regulatory relationships be- tween genes based on their gene expression patterns. In addition to correlation-based networks (perhaps the simplest way of identifying putative relationships), Gaussian graphical models, (Dynamical) Bayesian networks, regression analyses, and information theoretical approaches have been used for network inference [18] [19] [20] [21] [22] [23] [24] . Combining such approaches often confers slight but consistent improvements in the quality of the predicted networks [25] [26] [27] .
A common challenge for all of these methodsthough not always fully acknowledged -is the socalled large-p, small-n problem. This refers to the situation, common for bulk transcriptomic studies, where p, the number of hypotheses, is greater than n, the number of measurements; much innovative statistical research over the past two decades has targeted this problem [28] . The increasing availability of single cell data is, however, ushering in a new era, where the number of experiments -here, measurements obtained from single cells -is becoming comparable to the number of potential pairwise gene interactions (see Fig. 1 ); continuing advances in single cell technologies will enable substantial increases in sample size [29, 30] .
Single cell experiments pose new statistical and analytical challenges due to high levels of technical noise, but importantly also provide information about the biological heterogeneity within cell populations [31] [32] [33] [34] [35] . Such cell-to-cell variability offers the potential to gain new insight into cell fate decisions and transitions between cell states [1, 3, 4, [36] [37] [38] . Identifying the (co-)regulatory interactions that contribute to controlling these processes is a key aim of many single-cell transcriptomic studies [1, [36] [37] [38] [39] [40] .
Here we develop, evaluate and apply an information theoretical framework to detect statistical dependencies among single cell mRNA (scRNA) expression levels in order to infer candidate functional relationships between genes. Information theory provides a set of measures, chiefly among them mutual information (MI) , that allow us to characterize statistical dependencies between pairs of random variables [41, 42] . It has considerable advantages over simpler measures such as (Pearson) correlation, as it is capable of capturing non-linear dependencies, and reflecting the dynamics between pairs or groups of genes [43, 44] . Calculating these measures involves estimating joint probability distributions, generally requiring computationally expensive density estimation [45, 46] or data discretization. These approaches are ideally suited to single cell data as the large sample sizes enable more accurate (and higher dimensional) empirical probability distribution estimates, while discretization limits the influence of noise and differing expression magnitudes of genes.
before developing them into a framework for network inference.
Information theoretic measures
The entropy, H(X), quantifies the uncertainty in the probability distribution, p(x), of a random variable X. For a discrete random variable, the entropy is given by,
which is maximal for a uniform distribution. When considering the relationship between X and a second random variable, Y, we quantify the information that one variable provides about the other using the mutual information,
y) p(x)p(y) ) = H(X) + H(Y) − H(X, Y).
This quantifies the difference between the joint entropy, and the joint entropy assuming independence of X and Y, and thus provides a nonnegative, symmetric measure of the statistical dependency between the two variables. Given a third variable, Z, the conditional mutual information (CMI),
quantifies the information between X and Y given knowledge of Z.
A number of MVI measures have been defined that aim to quantify the statistical dependencies between three or more variables, but there is little consensus as to the most appropriate metric [47] . Some of these measures (such as three-variable MI, CMI and conditional entropies) are used in existing information theoretic based network inference algorithms [22, 23, 49, 50] . However, alternative MVI measures exist that offer a more detailed examination of the relationships between three variables, and in this work we make use of PID [48] .
PID considers the information provided by a subset of source variables, e.g. S = {X, Y}, about another target variable, e.g. Z. The variables in set S can provide information about the target uniquely, redundantly, or synergistically. In the case of three variables, the mutual information between the set S and the target variable is equal to the sum of four partial information terms,
The MI between a single variable in S and the target comprises a unique and redundant contribution, e.g.,
(5) Conceptually, redundancy is the portion of information about the target that can be provided by either variable in S alone, the unique contributions are linked to a specific variable in S, whereas the synergistic contribution requires knowledge of both variables in S (see Methods for more mathematical detail).
Existing network inference methods
Information theoretical methods of network inference are widely seen as powerful alternatives to other approaches, such as regression-based models [51] , Bayesian and dynamical Bayesian networks [52] [53] [54] and Gaussian graphical models [55, 56] . Here we compare our new algorithm against several common information theoretic based network inference methods, and thus briefly summarise these approaches here.
Relevance networks [57] use the MI estimates (or, in some cases, correlation) in order to detect edges. As there is no reliable universal way of determining the statistical significance of MI values, a threshold is typically chosen to determine which edges are present and which ones are not. This fails to account for the fact that MI may be increased for nodes X and Z even though they only indirectly interact via an intermediate node Y. The Data Processing Inequality (DPI) allows us to sort out some of these cases by virtue of the relationship which holds whenever X, Y and Z form a Markov Chain. This post-processing of the MI values using the DPI is at the core of the popular ARACNE algorithm [20, 58] . Thresholds on the pairwise MIs are used to identify likely dependent pairs X, Z; MI values above the threshold are then considered with every possible other node Y in light of the DPI.
Given that MI values are affected by a number of factors, including especially the variability of each individual random variable, any global a priori threshold may be highly problematic: it will give rise to false positives as well as falsenegatives. In the context likelihood of relatedness (CLR) algorithm [50, 59] the MI between X and Z is considered against all MI values for pairings of X and Z with all other variables Y. Thus the threshold for each pair will reflect the variabilities of both genes, as well as their relative levels of statistical dependence on other genes. MRNET [60] aims to identify a minimally redundant but maximally explanatory set of variables/predictors (containing up to f variables/genes) for each target gene X in a greedy manner.
All these methods start from the pairwise MI matrix, and then use it in different ways. Even compiling the MI matrix is, however, fraught with potential problems: the manner in which data are treated (e.g. discretization), and the estimator used for the entropy and MI both affect the performance of the algorithms [61, 62] . When comparing different approaches it is therefore important to ensure that discretization and estimation of MI are done identically. Without this it becomes impossible to disentangle the relative strengths and weaknesses of the different approaches that are based on and interpret MI values. Below, in the Methods, we discuss the different estimators and discretization approaches that we use and which are implemented in the InformationMeasures.jl package (see Results: Software) . Our comparisons with existing methods thus always start from the same MI matrix.
At every stage it has to be kept in mind, though, what network inference is capable of [12] , which is not a reliable faultless reconstruction of the molecular networks underpinning cell physiology; instead it takes the observed variabilities in gene expression (or any other random variable) and looks for patterns of statistical dependence between pairs or groups of nodes (random variables) in the network, quantifies these, and allows us to rank these in an order that should mean that higher-ranked relationships are more likely to represent true and meaningful functional relationships, e.g. among genes in a cellular process. It is therefore important to stress that "inferred" edges are best considered as hypotheses that can be distilled from the data.The aim here is to develop a better quantification and ranking of such dependencies/hypotheses and we will later revisit the interpretation and limitations of such approaches in more detail. Figure 3 : PID values were estimated from data simulated from a 10-gene in silico network (top) using GeneNetWeaver [64] . 
Results
Single cell data are notoriously complex and their analysis fraught with a host of potential problems [31] [32] [33] [34] [35] 63] : technical problems -e.g. are zero mRNA expression measurements really absence of expression, or due to measurement sensitivity -and conceptual problems abound. Crucially, bulk or conventional mRNA expression measurements cannot be relied upon as guides or experimental validation of the much more detailed population measurements. So in order to validate and illustrate our approach we use in silico data sets where the true answer can be known by definition to compare our approach to other information theoretical methods. We then consider three real scRNA datasets; here the focus will be to show which interactions/relationships are suggested by our approach and to discuss the merit and relevance of these predictions or inferences. Along the way we will develop a set of guidelines as to how these methods are best applied in the analysis of new scRNA data.
Synthetic data generation and analysis
We investigate the usefulness of PID (including in comparison to MI) for inferring network edges using data generated from in silico models. Initially, we used stochastic simulations from simple directed 3-node networks of varying topologies, and estimated PID values from these simulated data (as described in Methods). A distinctive pattern is apparent in networks with a single directed edge between two variables ('one edge' topology, Fig. 2 ) -the unique information between the two connected genes is notably higher than both the unique information between unconnected genes and the redundancy values between all three genes. With increasing numbers of edges within the network this pattern is lost, as we would intuitively expect ( Fig. 2 and S1 ). It is important to note that the pattern can only be observed under simulation conditions that generate variability in the observed variables (i.e. statistical relationships cannot be detected when the system is at steady state; Fig. S1 ).
To explore whether this pattern also occurs for triplets of nodes embedded in large networks, we consider time series expression data simulated from five different 50-gene networks using GeneNetWeaver [64] . This software generates dynamical models of networks inspired by known gene connectivity patterns in E.coli and S.cerevisiae (Fig. S2) . PID values were esti- mated from these data for every triplet of genes within the networks, and each triplet was classified according to its topology -six topological arrangements were possible given the model assumptions (maximum of one edge between each pair of nodes, no self-regulation, and no feedback loops). Mean PID values were calculated for each group (Fig. S3) , and the same distinctive pattern (high unique versus redundant contributions for connected genes) was observed for the triplets with a single directed edge. Examining in silico data from a 10-gene network suggests that the relative size of the unique information compared to the redundancy -i.e. the proportion of MI accounted for by the unique contribution (Eq. 5) -may be more informative than the absolute unique information (Fig. 3 ).
It should be noted that the unique information between any source gene X and target gene Y varies depending on the third gene Z considered in the triplet. The sum of the redundancy between the three genes and the unique information between X and Y is always the same, however: it is equal to their MI (Eq. 5). Hence for any gene pair, the ratio of unique information to MI varies depending on the identity of gene Z. We define the proportional unique contribution (PUC) between two genes X and Y as the sum of this ratio calculated using every other gene in a network (where S is the complete set of genes),
this measure may be thought of as the mean proportion of MI between two genes X and Y that is accounted for by the unique information.
Incorporating PID into an inference algorithm
A novel network inference algorithm was developed using the PUC measure (Fig. 4) . The redundancy and unique information contributions are first estimated for every gene triplet, then the PUC is calculated for each pair of genes in the network (Eq. 7).
Finding a threshold for defining an edge at this stage is problematic, because the PUC scores are distributed differently for each gene (see Fig. S4 ), thus setting a global threshold for PUC scores across the whole network risks biasing the results by factors such as expression variability. This was previously observed with MI and led to the devel-opment of measures that take into account the network context, central to the CLR algorithm [50, 59] . A similar solution is employed here: an empirical probability distribution is estimated from the PUC scores for each gene (paired to every other gene in the network), and the confidence of an edge between a pair of genes is given by,
where F X (U) is the cumulative distribution function of all the PUC scores involving gene X (here, we assume either a Gamma or Gaussian empirical probability distribution).
Algorithm performance
Undirected networks were inferred from in silico datasets for five 50-gene networks ( Fig. S2 ) using ARACNE, CLR, MI, MRNET [65] and the new PID-based algorithm. Accuracy of the inferred networks was evaluated using the area under the precision-recall curve (AUPR) and the area under the receiver operating characteristic curve (AU-ROC) [66] .
The PID-based algorithm performs favourably compared to the other algorithms ( Fig. 5 ). In agreement with the previous comparisons [27] , CLR performs particularly well and rivals PID closely; it performs better than MI alone or the other MI-based network reconstruction algorithms, MRNET and ARACNE.
Application to single-cell data
Psaila et al. [67] used single-cell quantitative PCR (sc-qPCR) to map the behaviour of megakaryocyte-erythroid progenitors (MEP). Their analysis revealed the existence of heterogeneity and population structure in this class of cells, which had thus far been considered as a uniform cell population. The parallel existence of lineages that are primed preferentially for a particular cell fate -megakaryocytic (MK-MEP) or erythroid (E-MEP) -in addition to multi-potent progenitors (Pre-MEP) that have still some vestiges of myeloid differentiation capacity, is just one of many emerging examples for the need to revise our understanding of the haematopoietic hierarchy [68] [69] [70] (which may be flatter than had previously been thought).
Here we apply our PID-based algorithm to the complete dataset of Psaila et al. [67] and infer a candidate network that depicts the statistical dependencies among the analysed genes. The resulting network (we restrict the figure to show the top 5% of edge confidence scores) is shown in Fig. 6 (All Data). Network structures based on pairwise MI scores from the same data showed skewed degree distributions with the bulk of the nodes unconnected (Fig. S5A ).
Network inference requires variability in the data and the level of this variability is crucially linked to the ability to detect pairs of genes that vary in harmony. Here, we are interested in the genes involved in differentiation processes, and thus aim to detect statistical relationships associated with variability between different cell types, rather than analysing the heterogenous expression of genes within a single cell population. We therefore infer networks using subsets of the data comprising pairwise combinations of the three groups of cells identified in [67] ; these networks differ from the network inferred using all the data, but much less than would be expected for any random pair of networks with the same number of nodes and degree sequence (Fig. S5B) . Furthermore, the networks inferred from E-MEP + MK-MEP and Pre-MEP + MK-MEP data are more similar to each other than either is to the E-MEP + Pre-MEP data ( Fig. 6 ). This could reflect that E-MEP cells are closer to Pre-MEP cells than they are to the MKMEPs; this resonates well with the original authors' results.
We next wanted to consider the biological plausibility of specific interactions identified using our inference method (rather than considering the structural characteristics of the whole networks as above). To do so, we used two published mouse embryonic datasets [70, 71] where the roles of selected genes during the studied developmental processes are fairly well understood.
Fig . 7A shows the network inferred using data generated by Guo et al. comprising expression measurements of selected genes during early embryonic development (from oocyte to 64-cell blastocyst stages) [71] . We again inferred networks using subsets of these data -in this case, we considered overlapping subsets of 'early' and 'late' cells to reveal any temporal dependencies in the de- tected interactions. A number of known relationships between genes are apparent in the network, e.g. upregulation of Cdx2 and Gata3 transcription factors (TFs) during the 8-cell to morula transition is identified as an edge in the 'early' network; while the co-expression of primitive endoderm specific TFs Creb312 and Sox17 is detected as an edge in the 'late' network (consistent with the appearance of distinct cell types, including primitive endoderm cells, in the blastocyst). A cluster of known pluripotency and reprogramming factors is also identified in the network (Pou5f1, Nanog, Esrrb, Klf2 and Klf4) -importantly, Sox2, another key reprogramming factor is not connected with these genes, but is known to be upregulated later than the other factors [71] .
Moignard et al. studied mouse embryonic haematopoietic development, and used sc-qPCR data to develop a Boolean network model of the GRN underlying blood development [70] . In Fig. 7B we compare the networks inferred from these same data using our PID-based algorithm and MI -we find the inferred PID network shares a higher number of edges with the Boolean network model, than the network constructed using MI values alone (see Fig. S6 for node labels). Although we of course do not know the 'true' structure of the GRN in this case (this is only feasible when using in silico data), the Boolean model was shown to capture key cell states observed experimentally and generated several experimentally-validated predictions [70] , thus we use this as a benchmark to indicate the biological plausibility of our inferred networks.
Guidelines & limitations
Any comparative analysis of information-based GRN inference algorithms is influenced by a number of decisions, in particular: (i) how the data are discretized, (ii) the choice of MI estimator, and (iii) the metric used to evaluate performance. We discuss the impact of each of these decisions and offer guidelines for future analyses.
The information measures described here are all built upon estimates of discrete probability distributions, and yet mRNA expression data are continuous. Several algorithms and heuristics have been developed to discretize data and estimate empirical probability distributions from the resulting discrete frequencies. We investigated two methods for discretization, along with four MI estimators, as described in Methods.
All estimators were fairly accurate when used to calculate joint entropies for two uniformly distributed random variables, but for more variables their performance varies (Table 1 ). In such high- [67] ). dimension situations, the two estimators that take a prior, the Dirichlet and shrinkage estimators, retained their accuracy -at least when the correct priors were used. When given the wrong prior the Dirichlet and shrinkage estimators were less accurate ( Table 2) . Rank agreement between the estimators was increased by employing Bayesian Blocks discretization (Fig. S7) ; in light of these findings, use of the Bayesian Blocks algorithm is advised, and the maximum likelihood estimator is favoured due to its simplicity.
The choice of discretization method and estimator was found to influence the performance of the inference algorithms, with effects varying depending on the algorithm and on the true network (Fig.  S8) . Sampling frequency and dataset size also had an effect, with better performance in general with the availability of more data (Fig. S9) . Due to the number of influential factors, we advise caution when interpreting the results of this or any such comparison as an exhaustive exploration of these factors is not feasible; however we note that the PID-based algorithm performed well in general across the tested combinations of discretization methods, estimators and datasets.
The metric used to evaluate algorithms also affects the apparent performance of the inference algorithms, evident here in the higher scores for AUROC than AUPR ( Fig. 5 and S8 ). This is a welldocumented phenomenon, caused by the true negatives in a GRN vastly outnumbering the true positives, meaning that AUPR is the more meaning- Julia was chosen for its speed (Fig. S10) , clear mathematical syntax, growing availability of libraries and good integration with other languages. The existing Discretizers.jl package is used to implement the discretization methods (uniform width, uniform count, Bayesian Blocks); in some of our initial analyses we used the AstroML Python implementation of the Bayesian Blocks algorithm [73, 74] .
In order to meet a wide range of requirements, the package can be used simply for discretizing data or for probability estimation. The formulae for the information measures can be accessed directly and applied to pre-discretized data or probability distributions that have already been estimated elsewhere.
A script that implements the PID-based network inference algorithm (using the Julia programming language [72] ) is available from our website. The algorithm has complexity O(n 3 ) meaning that it is best suited for small to medium-sized inference problems (Fig. S10) . When analysing larger datasets (e.g. as obtained using scRNA sequencing where data is available for thousands of genes), a subset of (up to hundreds of) genes should first be selected, e.g. based on prior knowledge of the specific system being studied (or using functional annotations of genes), or those that show high variability between cell states or samples. This not only makes the subsequent network inference analysis computationally tractable, but will also aid interpreting the results. As is the case for other network inference algorithms, genes with no variability in mRNA expression are uninformative, and should always be removed prior to analysis.
Discussion
Numerous algorithms have been developed that aim to infer the structure of biological networks from observations of the constituent components. Many make use of information theoretic measures that, unlike correlation, enable detection of non-linear relationships between variables and, in some cases, allow us to explore statistical dependencies between three or more variables. Here, we demonstrate that decomposing the mutual information between three variables into different contributions using the multivariate information measure PID [47, 48] can help us to identify putative relationships between variables. We used in silico datasets generated from known networks to demonstrate that, as we might intuitively expect, the unique information terms (Eq. 4) are particularly informative about direct interactions.
Using these unique information terms, we developed an inference algorithm to score potential network edges in a manner which explicitly takes into account the local context for each gene rather than setting global thresholds for edge scores. Similar to CLR [50, 59] , we use empirical distri-butions to find the highest scoring edges for each gene in turn; both methods performed particularly well across our comparisons with different in silico datasets, indicating the value and relevance of this type of approach.
Considering gene context also impacts the types of network structures we infer: in many cases, we found that our approach results in more connected networks which capture the most important interactions for each node. By contrast, standard MI relevance networks tend to produce unbalanced graphs which leave many orphan nodes, and which have skewed degree distributions (e.g. Fig. S5 ) as a result of high-variability nodes predominating among the nodes involved in pairs with the highest MI values; such highly variable genes would act as false-positive generators. This should be borne in mind when selecting inference algorithms, as depending on our beliefs about the structure of the true network, and the aims of our analyses, we may want to emphasise (or elucidate) different network features. The choice of network inference algorithm thus implicitly biases the results that we get. In favour of information theoretical measures (including PID) is that this is an equitable measure of statistical dependency -by equitability we mean that we do not bias systematically in favour of certain types of statistical dependencies [75] .
When comparing inference algorithms it is also crucial to consider -or at least be aware of -the many other factors (beyond the actual inference algorithm) that may influence the result. Choice of discretization and entropy estimation methods, and performance metrics, as well as the particular dataset can all affect final algorithm rankings. Although there are practical limits to how many factors we can consider, we emphasise the need to explore these issues to some extent to obtain reliable and fair comparisons. Here we demonstrate robustly good performance of our algorithm as we vary many of these influential factors.
Such comparisons will help us to understand the strengths and weaknesses of different approaches, thus allowing us to choose the most appropriate inference algorithms for our particular situation and data type. There is good reason to favour ensemble or committee-type predictors where more than one method is used to infer edges; their predictions are pooled; and a merged network is generated [13, [25] [26] [27] 76] . This simple description hides a great number of steps, few of which are statistically well worked out or understood. For example, it is unclear what the minimal requirements on an estimator are to be useful in an ensemble (except that this depends, of course, also on the whole panel of estimators included in the procedure). Neither do we understand how optimally to combine and weight different predictors. This is in principle straightforward in cases where we have training data (supervised learning), but this is rarely the case for the problems currently being addressed with single cell data. And while in silico performance lends credibility to an inference procedure (we should not trust a method that performs poorly under such a sanitized setting), this may inadequately reflect the performance in real settings, especially when our ambition is to model the dynamics (as well as the connectivity) of biological networks.
Algorithm selection may also be influenced by our prior knowledge about the underlying network structure when this is available [77] . Some inference algorithms incorporate these prior beliefs [78, 79] , rather than a pure data-driven approach where the network solely depends on the current dataset. While in many cases this can enhance performance, it may not always be appropriate to rely on existing knowledge. For example, when analysing single cell data, we may want to avoid biasing our conclusions by relying on knowledge largely gained from populationaveraged bulk data, in order to fully exploit the potential of single cell data to provide new insights.
In parallel to addressing these methodological challenges it is also important to develop better, more informative experiments. Single cell transcriptomic data often comprises cells harvested at different time-points (or under different conditions); in some cases, cells may be divided prior to subsequent transcriptomic analyses into distinct subpopulations / phenotypes using FACS or similar methods that rely on known cell-type markers. However, there is not necessarily a direct correspondence between sampling times and biologically interesting or relevant events a priori due to heterogeneity within the population (e.g. asynchronous development). Instead pseudo-temporal ordering is used to place cells into a sequence that may correspond to de- 
: (A) PID interaction network inferred using early embryonic development data (oocyte to E4.25 blastocyst stages) [71]. Graph edges indicate the top 5 % of putative interactions detected using the PID algorithm on the complete dataset. Networks were also inferred using two overlapping subsets of the data -an 'early' subset that includes all cells collected from oocyte up to 32-cell E3.5 blastocyst stages, and a 'late' subset including cells collected from 16-cell morula to 64-cell E4.25 blastocyst stages. Edge colours indicate temporal dependencies of the identified relationships; red indicates an edge ranks in the top 5 % of edges in the early network but not the late network, blue indicates the converse (late but not early), while grey indicates relationships without specific temporal dependencies (i.e. only present in the network constructed using the complete dataset, or present in both the early/late networks). (B) Comparison of networks inferred using haematopoietic development data in [70]. Moignard et al. used single-cell expression data for 20 transcription factors to infer a Boolean network model of blood development; we show a simplified representation of their model, where nodes (genes) are linked by an edge if those genes are either directly linked, or linked via one Boolean operation or set of update rules (genes linked in their model via a chain of multiple sets of update rules are not connected here). We used our PID algorithm or MI alone to infer networks of putative interactions between genes using these same data, and compare the edges identified in each of these three networks (numbers of shared edges are indicated by the Venn diagram). For node labels, see Fig. S6.
velopmental change over time [1, 38, [80] [81] [82] (we note that recently these approaches have received some criticism as they are based on simplistic assumptions about the development process [4] ). In situations where we believe these assumptions to be reasonable (and thus the inferred temporal orderings realistic), we could potentially make use of this temporal information to infer directionality of gene interactions within networks [22, 49, 83, 84] . As fine-tuning the temporal sampling scheme is less likely to be successful (except, perhaps, for the simple maxim "the more time points the better") than for bulk-data we need to identify other interventions that could lead to more informative data. When to collect data, and which external conditions should be considered, is still largely guided by domain expertise with all the advantages and problems that this entails. Simulationbased experimental design approaches [85] [86] [87] [88] are required to ensure that we use single cell technologies to their best effect.
Methods that allow us to explore high-throughput datasets and identify putative functional relationships between genes are clearly needed to allow us to effectively analyse the large quantities of single cell transcriptomic data now available. It is crucial, however, to remember the limitations of such data-driven inference approaches when interpreting the results: we can only hope to detect relationships where there is sufficient variability in gene expression observed under the chosen experimental conditions (and we may thus miss some relevant functional relationships). The statistical relationships we do observe may be merely correlative (as without perturbation or temporal data we cannot judge causality), however, in many instances identifying genes which show coordinated changes in expression state will still be of biological interest (even if there is no direct regulatory relationship between the genes). The inferred relationships and network structure should be viewed as a way of identifying patterns and pu-tative relationships from the data -which can be used as the basis for further targeted experiments or integration with other types of data -thus serving as a hypothesis-generation tool to guide promising areas for future research and investigation. Validating or invalidating any of these hypotheses experimentally may, of course, lead to a revision of the network model.
Conclusions
n this study, we describe the development of a network inference algorithm that is based on PID, an easily interpretable multivariate information measure. Using in silico single-cell gene expression datasets, we demonstrate better or comparable performance of this algorithm relative to several common inference algorithms that also rely on information-theoretic measures.
Our extensive comparisons highlight the importance of considering a multitude of influential factors when making such comparisons -the algorithms used to discretize continuous expression data and to estimate information theoretic measures, as well as the metrics used to evaluate performance can all influence the relative ranking of competing inference methods. Of course, the performance may also be affected by the nature of the dataset -including the sampling frequency, dataset size, and the structure of the true biological network. It is clearly infeasible to exhaustively consider all possible factors, but we emphasise the need to explore the influence of these variables in order to obtain robust and unbiased comparisons.
We apply our method to several published singlecell gene expression datasets to illustrate how we can explore statistical dependencies and identify putative biological relationships between the observed variables (genes). Single-cell gene expression data are increasingly common and, with advances in experimental technologies, dataset sizes (i.e. number of cells) will further increase enabling more accurate estimation of multivariate information measures. As with all network inference methods, we cannot expect to reconstruct the exact structure of the underlying biological networks, but instead view such methods as tools to explore the data; generate hypotheses; represent the current state of understanding; and guide further experiments, model development and analyses.
Methods
Calculating PID terms
The partial information terms are calculated using the specific information, I spec , which quantifies the information provided by one variable about a specific state of another variable [89, 90] ; e.g. if we consider the information provided by X about state z of variable Z,
. (9) If we consider S = {X 1 , X 2 } and a target variable Z, the redundant contribution is calculated by comparing the amount of information provided by each variable within S about each state of the target Z,
(10) Unique and synergistic contributions can then be calculated using the redundancy and MI terms (Eq. 4, 5).
Discretization algorithms
In order to use the entropy estimators described here, continuous datasets must first be discretized. A number of algorithms exist to define the total number and boundaries of the resulting partitions (or bins). One common simple approach is to use bins of equal width, with the number of bins determined heuristically, e.g. here we use the nearest integer to the square root of the size of the dataset, √ n [91] . A more sophisticated approach is the Bayesian Blocks algorithm [74] , in which the number and widths of bins are chosen by optimising a fitness function, without constraining the bins to be of equal width.
Estimators
When a dataset is large enough, the empirical frequencies can be considered to be an approximation of the true probabilities, referred to here as the maximum likelihood approach. For sparser datasets, a number of methods have been developed either for estimating the probability distribution from a set of frequencies, such as the Dirichlet estimator and the shrinkage estimator, or for estimating the entropy directly, as in the MillerMadow estimator [92, 93] .
The Dirichlet estimator refers to a group of Bayesian estimators that take a Dirichlet distribution as prior, but each with different parameters [92, 94] . There is no consensus on the best parameters to use, despite several proposed alternatives [92] ; here, we use the same parameter, 1, for each bin unless otherwise stated.
The shrinkage estimator is also Bayesian, compromising between the observed frequencies, unbiased but with a high variance, and a prior (or target) distribution, biased but with low variance [92] . The estimate is affected by both the choice of target distribution and the weight given to the target (or shrinkage intensity). In the current analysis the optimal shrinkage intensity is calculated as described in [92] , and the target distribution is the uniform distribution.
The Miller-Madow estimator is an entropy bias correction that does not estimate the probability distribution, and therefore cannot be meaningfully applied to higher order information measures. Despite this it has been applied for the comparison of different MI-based algorithms [65] , and so it is included in this analysis, with the caveat that its meaning is unclear.
Simulation of in silico 3-gene network data
We considered six 3-gene topologies (Fig. S1) , and used the Gillespie algorithm [95] to generate stochastic simulations of gene expression timecourse data using two alternative model definitions (based on thermodynamic or mass action kinetics). In both cases, we include an additional activating stimulus that is present from halfway through the simulation timecourse. This additional stimulus acts to perturb the system away from a steady state, driving changes in gene expression that are necessary for relationships between genes to be observable. For model and simulation details, see SI Methods.
Simulation of in silico GeneNetWeaver network data
Data were simulated using GeneNetWeaver [64] , which was used in the DREAM5 (Dialogue on Reverse Engineering Assessment and Methods) network inference competition [27] . GeneNetWeaver uses dynamical models that consider mRNA transcription and translation processes and generates stochastic time series simulations. To mimic single cell data, we simulated 700 time series experiments for each network, with mRNA measurements generated at seven time points; we sampled a single time point from each time series, resulting in gene expression measurements for 700 'cells' (100 cells at each time point).
Methods for analysis of real datasets Published datasets
We analysed three published qRT-PCR datasets to illustrate our network inference algorithm. Normalised Ct values from Psaila et al. [67] were subtracted from the assumed maximum, 40, and the resulting dCt values used in our analyses. Normalised dCt values from Moignard et al. [70] were used directly for our analyses. Raw Ct data from Guo et al. [71] were treated as described by the original authors (dCt values were calculated assuming a limit of detection of 28, and normalised on a cell-wise basis by subtracting the mean expression of housekeeping genes Actb and Gapdh; all values corresponding to expression below the limit of detection were set to -15).
Network Distances and Statistical Significance
The edit distance of a symmetric network [96] is defined here as 20, 2016; where A q ij denotes the (i, j) element of the adjacency matrix A q corresponding to network G q ; for binary matrices such as here, this is simply a Hamming distance, only for undirected networks can we restrict the distance calculation to the upper or lower triangular matrix.
In order to test whether this distance is in line with expectations, we compare to the configuration graph ensemble corresponding to the networks compared. That is for both G 1 and G 2 we randomly rewire edges but keep the degree of each node fixed, and we repeat this procedure 10,000 times. This approach is appropriate as the most general null model to generate confidence intervals for network properties [97] .
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SI Methods
Simulation of in silico 3-gene network data
The first thermodynamic model includes seven species: mRNA (x i ) and protein (y i ) corresponding to three genes (i = 1, 2, 3) , and a stimulating ligand (s) which targets a selected gene. We define the following reaction types with associated propensities, Reaction Propensity
to represent mRNA decay, protein decay, translation and transcription respectively, where λ is the protein / mRNA decay rate, translation is modelled according to saturation kinetics (with maximum rate α translation ), i.e.,
and transcription rates depend on the concentration of any regulating proteins (including the stimulating ligand s if present) according to the relationship,
where α transcription is a constant transcription rate, M is the total number of possible states S m for gene i (either unbound, or bound by one or two regulating proteins), and α m is the relative activation rate for each state. The probability of each state, P{S m }, depends on the concentrations of the regulating proteins, modelled according to standard thermodynamic principles (see e.g. [26] for details). For example, if a gene has two possible regulators (proteins y j , y k ), we calculate the mean activation of transcription of the target gene i using the function,
where χ j = (y j /k j ), k j is the dissociation constant, and the possible states of the gene are unbound, bound by y j or y k alone, or by both y j and y k . For our models, the maximum number of regulators for a given gene is three (proteins y j and y k plus the stimulating ligand s), but we assume a maximum of two regulators can bind the gene at any one time (so we consider the gene states with each possible pair of ligands bound, but not a state with all three bound).
For the thermodynamic model, we simulated timecourses from time 0 to 1000, with the stimulating ligand s present from time 500 at a constant level of 20 molecules, and recorded the system state at 40 equally spaced intervals. We repeated the simulations 25 times -and calculated PID scores using the resulting data -with the stimulus targeting each of the three genes in the network in turn (75 simulations in total, 3 sets of PID scores). We randomly sample initial mRNA (x i ) and protein (y i ) levels from a U(0, 5) distribution. Model parameters were λ = 0.02, α transcription = 2, α translation = 2, and k i = 50 (for all i = 1, 2, 3). Relative activation rates for transcription, α m , depended on the number of activating and inhibiting regulators present in each possible state S m : α m = 0.1 (for the unbound state, i.e. basal transcription), 0.001 if an inhibitor was bound (we assumed inhibition dominated activation), and 5 if only activating regulators were bound.
The second mass action model that we consider also includes seven species: genes (g i ) and
16
. 20, 2016; mRNA/protein (x i ) for i = 1, 2, 3, and the stimulating ligand s. We assume that protein and mRNA concentrations are equal (i.e. translation is instantaneous) and, unlike our first model, assume that a gene can only be bound by a single protein at any time. The possible reactions and associated propensities are, Reaction Propensity
for basal transcription and protein decay, protein binding and unbinding from a target gene, and transcription from a gene bound to a regulating protein respectively (where g i x j indicates gene i is bound by regulating protein j).
For the mass action model, we simulated timecourses from time 0 to 400, with the stimulating ligand present from time 200 at a constant level of 20 molecules, and recorded the system state at 20 equally spaced intervals. We repeated the simulations 50 times with the stimulating ligand targeting each gene. We initiated simulations with two copies of each gene (g i = 2), no stimulating ligand, and initial mRNA/protein levels sampled from a uniform distribution (x i ∼ U(0, 50)). Model parameters were k txn = 1, k decay = 0.05, k on = 0.01, k off = 0.25, and k regulated = 10 or 0.1 for activating and inhibiting regulation respectively. Information measures were calculated from these data using the Matlab package written by Timme et al. [47] , following discretisation with the AstroML implementation of the Bayesian Blocks algorithm [73, 74] .
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. Boolean model network PID network MI network Figure S6 : Three networks inferred using sc-qPCR data from Moignard et al. [70] . 
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