Scale dependent equations of motion of an ideal fluid  by Pantelis, Garry
Applied Mathematics Letters 22 (2009) 374–377
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Scale dependent equations of motion of an ideal fluid
Garry Pantelis
Department of Computer Science, Intercollege, P.O. Box 42572, 6500 Larnaca, Cyprus
a r t i c l e i n f o
Article history:
Received 28 March 2007
Received in revised form 3 April 2008
Accepted 3 June 2008
Keywords:
Incompressible inviscid fluids




a b s t r a c t
Starting from the property that the velocity is a divergence free filtered field we construct
the equations ofmotion for an ideal fluid on a space–time-scale.Methods of approximation
are briefly examined bywhich themacroscopic equations can be solved on individual scale
slices. Validation of such approximations based on general residual models are discussed.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The interest here is in the construction of macroscopic equations governing the flow of an ideal fluid that are suitable for
complex flows that exhibit fluctuations at all spatial/temporal scales. Hence themacroscopic equationswill depend not only
on space–time but also on a parameter associated with scale. In view of the necessity of practical application we examine
the role of approximation that allows one to extract solutions independently on any desired scale.
In earlierwork [1,2] emphasiswas placed on the construction ofmacroscopic equations based on a consistency condition.
Here we largely put aside consistency and focus on the model error, i.e. how well a solution derived using an approximate
residual agrees with the exact solution of the macroscopic equations. We also modify the approach of [1,2] by removing the
requirement that macroscopic solutions converge to fully resolved solutions in space–time. This, it is hoped, will initiate
a dialogue as regards a wider notion of macroscopic solutions that can be defined entirely within the space–time-scale
and not merely as some kind of filtered representation of solutions of the fully resolved system (see also [3]). This has
further implications for how the macroscopic equations themselves are derived. Rather than introduce these ideas in a
general settingwe focus on a specific applicationwhich should also be of interest in large eddy simulation of incompressible
turbulent flows.
LetΩ = Rn be the space domain with cartesian coordinates x = (x1, . . . , xn) (n = 1, 2, 3) and T ⊂ R the time interval
with t ∈ T denoting the time. In order to define filtered variables we introduce the scale parameter η ∈ I on the scale





where 4 = ∇ · ∇ and ∇ = ( ∂
∂x1
, . . . , ∂
∂xn ) is the spatial gradient operator. A filtered scalar variable φ : M → R can now
defined by
Lφ = 0 inM. (1.2)
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If in particular we have lim|x|→∞ ∇φ = 0 and limη→0+ φ = Φ(x, t), for some Φ : Ω × T → R, ‖Φ‖L2(Ω) < ∞, then
φ(x, t, η) becomes the Gaussian filter of Φ(x, t). In this way we can identify η = βδ2, where δ is a parameter associated
with the characteristic spatial resolution and β is a constant associated with the filter width. For the purposes of numerical
solution methods the parameter δ can be related directly to the spatial mesh size of the discretization. The value of the
parameter β is standard under the definition of the Gaussian filter (see [1] for a more detailed discussion).
A major sticking point with the Gaussian filter is the existence of a limiting solution, as η → 0+, associated with the
space–time pointwise representation of the dependent variables. Here we shall depart from the approach made in [1,2] by
attempting to work entirely inM and avoid any assumptions of convergence to a limiting solution in space–time.
We denote by F (M,Rn) (F (M,R)) the set of smooth vector (scalar) functions on M , i.e. smooth mappings M → Rn
(M → R). Let the fluid velocity v ∈ F (M,Rn) be a filtered field, defined by
Lv = 0 inM, (1.3)
and satisfy the continuity condition
∇ · v = 0 inM. (1.4)
We now construct the macroscopic equations from (1.3) and (1.4).
On each scale slice Mη=const, in a time interval I ⊂ R a fluid element follows a path under the flow characterized by a
mapping γ : I→ Mη=const (integral curve of v) so that
v ◦ γ (t) = dx ◦ γ (t)
dt
. (1.5)
The acceleration, a, of the same fluid element can be defined along the flow path γ (t) by
a ◦ γ (t) = d
2x ◦ γ (t)
dt2
= dv ◦ γ (t)
dt
. (1.6)
Alternatively we may write a ∈ F (M,Rn) as
a = ∂v
∂t
+ v · ∇v. (1.7)
We introduce the symmetric second-order tensor σ whose components are given by
σij = vi,kvj,k, (1.8)
where 1 ≤ i, j, k ≤ n and adopting the summation convention of repeated indices. Writing [Div σ ]i = σij,j we also define
s = −2Div σ . (1.9)
The properties assigned to v above dictate that the acceleration must satisfy the following constraint.
Proposition 1.1. If v ∈ F (M,Rn) satisfies (1.3) and (1.4) then
La = s in M, (1.10)










(Lv)+L(v · ∇v). (1.11)









vi,j + vj ∂vi,j
∂η
− (vj,kkvi,j + 2vj,kvi,jk + vjvi,jkk)
= (Lvj)vi,j + vj(Lvi),j − 2vj,kvi,kj
= (Lvj)vi,j + vj(Lvi),j − 2(σij,j − vj,jkvi,k)
= (Lvj)vi,j + vj(Lvi),j − 2σij,j (1.12)
since ∇ · v = vj,j = 0. Thus we can write
L(v · ∇v) = (Lv) · ∇v + v · ∇(Lv)+ s. (1.13)
The required result follows from (1.11) and (1.13) and the fact that v is a filtered field, i.e.Lv = 0. 
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We can always introduce a filtered scalar function p ∈ F (M,R),
Lp = 0 inM, (1.14)
and write
a = −∇p+ r, (1.15)
for some r ∈ F (M,Rn). Noting that La = −L∇p + Lr = −∇Lp + Lr = Lr , we have constructed from (1.3) and (1.4)
the system of macroscopic equations
∇ · v = 0 inM, (1.16)
∂v
∂t
+ v · ∇v +∇p = r inM, (1.17)
Lr = s inM, (1.18)
where s is given by (1.9).
We can think of the residual r as incorporating all of the effects of the large scale viscous and stress/strains of the fluid
that are manifestations of the filtering process. In the case where we can assume the existence of a limiting pointwise
representation of the filtered variables we can impose, under some appropriate norm ‖ · ‖, the condition that limη→0+ ‖r −
ν4v‖ = 0, for some constant ν. In this way we recover, at least in the generalized sense, the Navier–Stokes equation from
the macroscopic equations (1.16)–(1.17) as a limiting formulation. Since the notion of viscosity is itself meaningful only in
some locally averaged sense, under the continuum fluid model the inviscid limit, limη→0+ ‖r‖ = 0, is more natural.
2. Approximation
The macroscopic equations (1.16)–(1.18) require integration with respect to η and hence the prescription of (v, p, r) on
a given scale slice of finer resolution. As such they are of little use in applications. In practice we are interested in extracting
solutions only on a single scale slice Mη=const independent of solutions on any other scale slice. To this end we resort to
approximation and seek an approximate residual r that can be evaluated independently on scale slices ofM .
While any choice of an approximate residual will violate (1.18) we aim to seek a residual such that the residual equation
error, defined by
e = Lr − s, (2.1)
is sufficiently small. We know that if e does not vanish identically on M we cannot expect that v will be an exact filtered
field [2] but we do demand that v be sufficiently close to one. Our objective here is to establish a relationship between e and
the filter error, ψ , defined by
ψ = Lv. (2.2)
An example of a residual approximation that has been found to be useful in applications is one inwhich the exact residual
equation (1.18) is replaced by (see [1,2])
4r − r
η
+ s = 0. (2.3)
Supplied with suitable initial and boundary conditions the approximate macroscopic system (1.16), (1.17) and (2.3) forms
a closed system that can now be solved independently on any scale slice Mη=const. Under the stronger inviscid limit,
limη→0+ |r| = 0, it follows that
|e| =
∣∣∣∣ ∂r∂η − rη
∣∣∣∣ ≤ η2 supM
∣∣∣∣ ∂2r∂η2
∣∣∣∣ . (2.4)
and hence consistency, as defined in [1,2], is satisfied.
Motivated by a discussion of residual approximations in general, we shall avoid any focus on specific formulations such
as (2.3). Since we are also avoiding assumptions of convergence to regular solutions on space–time we can only compare
solutions relative to arbitrary scale slices. We derive a simple bound based on the L2(Ω)-norm denoted by ‖ · ‖.
Proposition 2.1. Let v¯ ∈ F (M,Rn) be such that Lv¯ = 0 in M. Define M = Mη> for some  ∈ (0, η0) and let v ∈ F (M,Rn)
be such that limη→+ v = v¯|η= . Suppose further that lim|x|→∞ ∇v,∇v¯ = 0 and let ψ ∈ F (M,Rn) be defined byψ = Lv. It
follows that for t ∈ T and η ∈ (, η0)
‖v − v¯‖ ≤ η sup
η′∈(,η)
‖ψ‖(t, η′). (2.5)
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Proof. Setting u = v − v¯ we have
Lu = ψ inM . (2.6)





+ ‖∇u‖2 ≤ ‖ψ‖‖u‖. (2.7)
To obtain the simplest bound that can be derived from (2.7), we remove the second term from the left hand side due to its





from which the desired result follows. 
The following provides a relationship between ψ and e.
Proposition 2.2. If v ∈ F (M,Rn) and p ∈ F (M,R) satisfy (1.16) and (1.17) for some r ∈ F (M,Rn) then the filter error
ψ = Lv is related to residual equation error e = Lr − s by the system of linear PDEs
∂ψ
∂t
+ v · ∇ψ + ψ · ∇v +∇pi = e in M, (2.9)
∇ · ψ = 0 in M, (2.10)
where pi = Lp.
Proof. From the definition of the residual equation error and using (1.17) we have




+ v · ∇v +∇p
)
− s = ∂Lv
∂t
+L(v · ∇v)+∇Lp− s. (2.11)
Also
L(v · ∇v) = (Lv) · ∇v + v · ∇(Lv)+ s, (2.12)
where we make use of the fact that v is divergence free to express the source term s in the divergent form (1.9). The result
(2.9) follows from (2.11) and (2.12) and settingψ = Lv, pi = Lp. The result (2.10) follows from the fact that v is divergence
free andL∇ · v = ∇ ·Lv. 
For the case where r satisfies (1.18) we have e = 0 in M and (2.9)–(2.10) admit the trivial solution, from which it follows
that v is a filtered field.
In the case of approximationwe can consider (2.9)–(2.10) as a potential source fromwhich onemay obtain an estimate of
ψ and hence the error (2.5). For this purposemethods can vary. One possibility, that appears worthy of further investigation,
is to adopt a numerical approach whereby (2.9)–(2.10) are augmented to the numerical scheme for the solution of the
macroscopic equations (1.16)–(1.17) and some choice of the residual approximation. This will depend on whether one is
able to obtain reliable numerical estimates of the residual equation error e for the residual model being employed.
From the point of view of a rigorous validation of any residual model being used in the macroscopic equations
(1.16)–(1.17), the long time stability of (2.9)–(2.10) is crucial. If for some choice of an approximate residual r we are
guaranteed the existence of v ∈ F (M,Rn) satisfying (1.16) and (1.17) such that v and all of its partial derivatives are
bounded in M then, by definition, the filter error ψ = Lv will also be bounded in M . In such an event the stability of
(2.9)–(2.10) is guaranteed. However, towards a rigorous validation of the residual model the stability of (2.9)–(2.10) is
necessary but not sufficient. In [2] it is shown that one may be able to bound e but at the same time violate the consistency
condition. This highlights the point that any analysis based on the error (2.5) through (2.9)–(2.10) must be carried out with
equal regard given to the satisfaction of the consistency condition as defined in [1,2].
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