Because 3-D data are acquired using 3-D sensing such as stereo vision and laser range finders, they have inhomogeneous and anisotropic noise. This paper studies optimal computation of the similarity (rotation, translation, and scale change) of such 3-D data. We first point out that the Gauss-Newton and the Gauss-Helmert methods, regarded as different techniques, have similar structures. We then combine them to define what we call the modified Gauss-Helmert method and do stereo vision simulation to show that it is superior to either of the two in convergence performance. Finally, we show an application to real GPS geodetic data and point out that the widely used homogeneous and isotropic noise model is insufficient and that GPS geodetic data are prone to numerical problems.
Introduction
The task of autonomous robots to reconstruct the 3-D structure of the scene using stereo vision and simultaneously compute its location in the map of the environment, called SLAM (Simultaneous Localization and Mapping), is one of the central themes of robotics studies today. One of the fundamental techniques for this is to compute the 3-D motion of the robot between two time instances. This information is obtained by tracking a particular 3-D object to compute its rotation, translation, and scale change. A similar task occurs in reconstructing the entire shape of a 3-D object by 3-D sensing, for which multiple sensors are necessary, because one sensor can reconstruct only the part that is visible to it. Hence, we need to map a partial shape obtained from one sensor to a partial shape obtained from another by computing an appropriate similarity between them. The same task arises for geodetic measurement of the earth surface from multiple satellite sensor data [1, 5, 7, 18] .
Thus, 3-D similarity estimation is an important problem in many engineering applications. To this end, many researchers have focused on accurate rotation estimation since 1980s. This is because translation can be estimated from the displacement of the centroid of the object, and the scale change is easily perceived from its changing size, while rotation estimation is not so straightforward in the presence * E-mail kanatani@suri.cs.okayama-u.ac.jp of noise. However, almost all rotation estimation algorithms proposed in the past [3, 4, 9, 10, 13, 24] have assumed homogeneous and isotropic noise. This is unrealistic for 3-D data acquired by 3-D sensing such as stereo vision and laser/ultrasonic range finders, because the accuracy is usually different between the depth direction and the direction orthogonal to it, resulting in an inhomogeneous and anisotropic noise distribution depending on the position, orientation, and type of the sensor.
It is [21] who first pointed out the inevitable inhomogeneity and anisotropy of the noise in 3-D data and presented a 3-D rotation estimation scheme that takes it into account. They used a technique called renormalization, which iteratively removes statistical bias of reweight least squares [14] . Recently, [19] presented a numerical scheme for computing an exact maximum likelihood (ML) solution. [20] extended it to 3-D similarity estimation. They used for the optimization computation the Levenberg-Marquardt (LM) method, the most widely used standard optimization technique in the field of computer vision [8] . The LM is basically the Gauss-Newton method, to which the gradient descent principle is combined to ensure convergence [23] .
In geodetic science, on the other hand, the Gauss-Helmert method [2, 17, 18] is popular for similarity estimation; Helmert himself was a geodesist, and the similarity transformation is sometimes referred to as the "Helmert transformation". The Gauss-Helmert method is also used in some computer vision ap-plications [6, 22] . However, the Gauss-Newton and Gauss-Helmert methods have been regarded as different principles, and no comparative studies of them are found, partly because they have been mainly used in different domains: the former in robotics and computer vision, the latter in geodetic science. In this paper, we reformulate the Gauss-Helmert method in a form that makes the comparison easier and point out that the two have a very similar mathematical structures. Then, we combine them to define what we call the "modified Gauss-Helmert method" and do stereo vision simulation to show that it is superior to either of the two in the convergence performance. Finally, we show an application to real GPS geodetic data and point out that the widely used homogeneous and isotropic noise model is insufficient and that the numerical problem sometimes regarded as a shortcoming of Gauss-Helmert method is due to the inherent nature of GPS geodetic data.
Maximum likelihood estimation
Suppose we are given 3-D position measurements r α and r α , α = 1, ..., N , before and after a similarity motion. We model the measurement uncertainty by independent Gaussian noise of mean 0 and covariance
where , which we call the noise level, describes the magnitude and V 0 [r α ] and V 0 [r α ], which we call the normalized covariance matrices, describe the directional characteristics of the noise. If the noise is isotropic and homogeneous, we can let V 0 [r α ] = V 0 [r α ] = I (the unit matrix) for all α, but in general V 0 [r α ] and V 0 [r α ] are not diagonal and also different from position to position.
Letr α andr α be the true positions of r α and r α , respectively, that undergo a similarity of rotation R, translation t, and scale change s. Their optimal estimation in the sense of ML is to minimize the Mahalanobis distance, which we hereafter call "residual" for simplicity (the multiplier 1/2 is merely for convenience),
with respect tor α andr α subject tō
for some rotation R, translation t, and scale change s. Here, we combine the rotation R and scale change s into a "scaled rotation" S = sR and express it in terms of the quaternion 1 q = (q 0 , q 1 , q 2 , q 3 ) as follows:
(3) This matrix represents a rotation if q is normalized to unit norm [11] . If q is not restricted to a unit vector, the square norm q 2 represents the scale change s. This quaternion representation of similarity is well known in computer vision and robotics, and it is also used in geodesic recently [2] .
Introducing to (1) Lagrange multipliers λ α for the constraint (2), we let
The ML estimators ofr α ,r α , q and t are obtained by letting the derivatives of (4) with respect to them be 0 and solving the resulting equations.
Gauss-Newton method
We first formulate the Gauss-Newton method, the most fundamental optimization technique for robotics and computer vision. Differentiating (4) with respect tor α andr α , we obtain
Letting these be 0 and solving forr α andr α , we havē
Substituting these into (2), we can obtain the Lagrange multipliers λ α in the form
where we define
Substituting (7) into (6) and substituting the resultingr α andr α into (1), we can express the residual J in the following form:
Differentiating (3) with respect to q i , i = 0, 1, 2, 3, we obtain
and differentiating V α W α = I with respect to q i on both sides, we obtain
from which ∂W α /∂q i is expressed as
where S[ · ] denotes symmetrization (S[A] = (A + A )/2). Thus, the derivative of (9) with respect to
From (18), the second derivative with respect to t is
Differentiation (18) with respect to q i and doing the Gauss-Newton approximation, we obtain the following mixed second derivative:
Using the matrix U α in (16), we can thus express the Hessian of the residual J in the following form (Gauss-Newton approximation):
Thus, we obtain the following procedure for the Gauss-Newton method.
6. Solve the following 7-D linear equation:
7. Update q and t as follows, and return to Step 2:
As described in textbooks of optimization, (23) and (24) mean approximating, via Taylor expansion, the residual J in (9) by a quadratic function around the current values of q and t and moving to the minimum of the approximated residual J until the iterations converge.
Gauss-Helmert method
We now formulate the Gauss-Helmert method popular in geodetic science [2, 6, 17, 18, 22] . Suppose we are given some approximations r (0) α and r α (0) of the true positionsr α andr α . Let q and t be the current estimates the true solutionq andt. We writē
and compute the correction terms ∆r α , ∆r α , ∆q, and ∆t. Substituting (25) into (2), doing Taylor expansion, and omitting second and higher order terms in the correction terms, we obtain
If (25) and (26) are substituted into (4), we obtaiñ
Differentiating this with respect to ∆r α , ∆r α , ∆q i , and ∆t and letting the results be 0, we have
From the first and second equations, we obtain
Substitution of these into (26) results in
where e α is the first vector in (8) . We have also used the matrices Q i in (11) and the relation in (10). If we define the 3 × 4 matrices 
Using the matrices U (0) α in (31) and the matrices V α in (12) we can write (30) as
We see that (30), (32), and (33) define linear equations in λ 1 , ..., λ N , ∆q, and ∆t. Solving these, we can determineq,t,r α , andr α , which exactly minimize the residual J in (1) subject to the linearized constraint (26). However, (26) is an approximation, so we regard the computed solution q and t as new current values and upgrade r (0) α by the left side of the first equation in (29) using the computed λ α (the value of r α ( (0) is not used in the computation). We repeat this until all variables converge. The procedure is summarized as follows:
1. Provide an initial guess of q and t, and let r (0) α = r α and J 0 = ∞ (a sufficiently large number.
Compute the scaled rotation S in (3) for q.
3. Compute the vectors e α and the matrices W α in (8) , and evaluate the residual J in (9).
4. If J ≈ J 0 , return q and t and stop. Else, let J 0 ← J.
5.
Compute the matrices Q i in (11) and U (0) α in (31).
Solve the following (3N + 7)-D linear equation:

α , q and t as follows, and return to Step 2:
Reduced Gauss-Helmert method
The above description gives an impression that the Gauss-Newton and Gauss-Helmert methods are very different disciplines. We now show that the Gauss-Helmert method can be expressed in a form very similar to the Gauss-Newton method. From (33), we can express λ α in the form
where W α is the matrix defined in (8) . If (36) is substituted into the first and the second equalities in (28) to eliminate λ α , we obtain linear equations only in ∆q and ∆t. Hence, the procedure of the Gauss-Helmert method can also be written in the following form:
1. Provide an initial guess of q and t, and let r (0) α = r α and J 0 = ∞ (a sufficiently large number).
Compute the scaled rotation S in (3) for q.
5.
Compute the matrices Q i in (11) and the matrices U (0) α in (31).
7. Compute λ α by (36).
Update r
α , q, and t as follows, and return to Step 2:
This reduction of the algorithm reduces the memory usage in the computer; the effect is significant when the number N of the data is very large. Also, the similarity to the Gauss-Newton method becomes more apparent. Comparing (23) and (37), we see that the matrices U α of (16) are replaced by the matrices U (0) α of (31). For the Gauss-Newton method, the right side of (23) is the gradient of the residual J with respect to q and t, but the counterpart of the second term is missing on the right side of (37). However, when ∆q = ∆t = 0 at the time of the convergence of the Gauss-Helmert iterations, we see from (36) that λ α = −W α e α . Hence, the first equation in (38) implies
which coincides with (6) if (7) is substituted. Substitution of (39) into (31) shows
Hence, we have
If this is substituted, the right side of (37) coincides with that of (23) . Since this is 0 when the iterations have converged, we see that the Gauss-Helmert method returns the same solution as the Gauss-Newton method. Since the matrix on the left side of (23) is the Gauss-Newton approximation of the Hessian of the residual J, the matrix on the left side of (37) can also be viewed as an approximation of the Hessian of J. If we call it the Gauss-Helmert approximation, the Gauss-Newton and the Gauss-Helmert approximations differ by O(e α ).
Modified Gauss-Helmert method
It is easily seen that (6) of the Gauss-Newton method gives the maximum likelihood estimators of r α andr α , given the current estimates q and t, while the first equation in (35) (or (38)) gives an iterative update using the Lagrange multipliers λ α of (36) expressed in the increments ∆q and ∆t of q and t. Although the resulting r (0) α converge to the first equation of (6), as we showed in the preceding section, we can expect higher accuracy if we directly use the first equation of (6) rather than the iterative update as in (35) or (38). The modified procedure is summarized as follows:
1. Provide an initial guess of q and t, and let J 0 = ∞ (a sufficiently large number).
2. Compute the scaled rotation S in (3) for q.
3. Compute the vectors e α and the matrices W α in (8) , and compute r (0) α as follows:
4. Evaluate the residual J in (9). If J ≈ J 0 , return q and t and stop. Else, let J 0 ← J.
5.
Compute the matrices Q i in (11) and the matrices U (0) α in (31). 6. Solve the following 7-D linear equation:
7. Update r (0) α , q, and t as follows, and return to Step 2:
As shown in the preceding section, if the values of r (0) α defined in (42) are used, the right side of (43) coincide with that of (23) . In other words, while the right side of (37) of the (reduced) Gauss-Helmert method converges to that of the Gauss-Newton method, the above modified Gauss-Helmert method uses, from the beginning, the same value as the Gauss-Newton method on the right side of (43). Consequently, the only difference between the Gauss-Newton and the Gauss-Helmert methods is whether the Gauss-Newton approximation or the Gauss-Helmert approximation is used on the left side.
Simulated Stereo Vision

Covariance evaluation
A curved grid surface is rotated around the world origin O and translated after its scale is changed, as depicted in Fig. 1 . The 3-D positions of the grid points are reconstructed by stereo vision before and after the similarity motion. The simulated stereo images are shown in Fig. 2 . The image size is set to 500 × 800 pixels and the focal length to 600 pixels. The two cameras are positioned so that the disparity angle, or the parallax, of the world origin O is 10 • . We added independent Gaussian noise of mean 0 and standard deviation σ pixels to the x and y coordinates of each of the grid points in these images and computed their 3-D positionsr α andr α by the method described in [15] . For optimal similarity estimation, we need to evaluate the normalized covariances V 0 [r α ] and V 0 [r α ] of the reconstructed 3-D positionsr α and r α . Following [16] and [19] , we evaluated these as follows.
We fix an XY Z world coordinate system and regard the reference camera position as placed at the coordinate origin O with the optical axis aligned to the Z-axis. The image xy coordinate system is defined in such a way that its origin o is at the principal point (the intersection with the optical axis) and the x-and y-axis are parallel to the X-and Y -axis of the world coordinate system, respectively. Then, the camera is rotated around the world coordinate origin O by R (rotation matrix) and translated by t from the reference position. We call {R, t} the motion parameters of the camera. The camera imaging geometry is modeled by perspective projection with focal length f , projecting a 3-D point onto a 2-D point (x, y) by the following relationship [8]:
x P X,
(45) The symbol means equality up to a nonzero constant multiplier, and f 0 is a scale constant of approximately the image size for stabilizing finite length computation. The 3 × 4 projection matrix P is given by
where the aspect ratio is assumed to be 1 with no image skews, or so corrected by prior calibration. We consider two cameras with motion parameters {R, t} and {R , t } with focal lengths f and f , respectively. Let P and P be the projection matrices of the respective cameras, and x and x the images of a point in 3-D observed by the respective cameras. Image processing for correspondence detection entails uncertainty to some extent, and we model it by independent isotropic Gaussian noise of mean 0 and standard deviation σ (pixels). Due to noise, the detected points x and x do not exactly satisfy the epipolar constraint (Appendix A), so we correct x and x , respectively, tox andx that exactly satisfy the epipolar constraint in an optimal manner (Appendix B). From the corrected positionsx andx , the corresponding 3-D positionr is uniquely determined (Appendix A). Note that although the noise in x α and x α is assumed to be independent, the noise in the corrected positionsx α andx α is no longer independent [14] . The normalized covariance matrices V 0 [x] and V 0 [x ] and the normalized correlation matrices V 0 [x,x ] and V 0 [x ,x] are given as follows [14, 16] :
Here, F is the fundamental matrix between the two images (see Appendix A), and we define P k ≡ diag(1, 1, 0). Since the vectorX reconstructed from x andx satisfies the projection relationship in (45), vectorsx and PX are parallel, and so arex and P X . Thus, we havê
It follows that if the noise inx andx is ∆x and ∆x , respectively, the noise ∆X inX satisfies to a first approximation ∆x × PX +x × P ∆X = 0, ∆x × P X +x × P ∆X = 0.
These are combined into one equation in the form
where ∆r is the 3-D vector of the first three components of ∆X andP andP are the left 3 × 3 submatrices of the 3 × 4 projection matrices P and P , respectively. Here, we define the product a × A of a 3-D vector a and a 3 × 3 matrix A to be the 3 × 3 matrix whose columns are the vector products of a and the respective columns of A [14] . Multiplying both sides by the transpose of the left side from left, we obtain 
The following identities hold [14] :
Here, we define
where N [ · ] denotes normalization to unit norm (N [a] = a/ a ). Similarly, we have
Using these, we can rewrite (51) in the following form:
Hence, we obtain
(56) Taking expectation on both sides, we obtain the normalized covariance matrix V 0 [r] of the reconstructed positionr in the following form:
(57) Evaluating the normalized covariance matrix V 0 [r α ] in (57), we find that the uncertainty distribution has an ellipsoidal shape elongated in the depth direction, as illustrated in Fig 1. The ratio of radii is, on average over all the points, 1.00 : 1.685 : 5.090 in the vertical, horizontal, and depth directions, respectively, meaning that the error in the depth direction is approximately five times as large as in the vertical direction. We actually measured this ratio by adding noise to the images many times and found that it is about 1.00 : 1.686 : 5.095, a very close value to the prediction by (57). Table 1 shows how the residual J of each method decreases with iterations. The standard deviation of the error added to the stereo images is σ = 1.0, 2.0, 3.0 (pixels), respectively. We started from the identity (R = I, t = 0, s = 1) and imposed no threshold for convergence: we stopped if J stops decreasing. In each step, unchanged digits are underlined. What is marked is that the initial decrease in J of the Gauss-Helmert method is conspicuous; it drops sharply and almost abruptly. In contrast, Gauss-Newton method reduces J continuously and steadily. On the other hand, the initial decrease in J of the modified Gauss-Helmert method is smaller than the Gauss-Helmert method. This is because the modified Gauss-Helmert method computes the ML estimator ofr α for the "current" estimate of the similarity. Since the initial guess (the identity) is far from the truth, the values r (0) α computed by (42) are very poor approximations, while the Gauss-Helmert method initializes r (0) α by the data r α themselves, so they are better estimates ofr α . Nevertheless, the modified Gauss-Helmert method exhibits the best convergence performance of all, and the effect is more marked as the noise in the data increases. Figure 3a shows for various σ the average number of iterations over independent 1000 trials, each time with different noise. We can see that the Gauss-Helmert method converges faster than the Gauss-Newton method and in most cases the modified Gauss-Helmert method converges even faster. For comparison, Fig. 3b shows the result initialized using the widely used homogeneous and isotropic noise model which assumes V 0 [r α ] = V 0 [r α ] = I for all α. In this case, we compute the centroids r c and r c of the data {r α } and {r α }, respectively, and the deviations r α = r α − r c andr α = r α − r c from their respective centroids. As is well known, the scale change s can be estimated by
Results
and the rotation R is computed from {r α } and {r α } by the method of singular value decomposition (SVD) (Appendix C). The translation t is determined from t = r c − sRr c . As we see from Fig. 3b , the Gauss-Newton method converges faster than the Gauss-Helmert method for such an accurate initialization when the noise in the data is small. However, the Gauss-Helmert method becomes more efficient as the noise increases. Yet, the modified Gauss-Helmert method is always the most efficient for all the noise level. We next evaluated the accuracy of the computed rotationR, the translationt, and the scale changeŝ. LetR,t, ands be their true values, respectively. We computed the rotation angle δΩ (in degree) of the relative rotationRR −1 , the translation error δt = t −t and the scale change error δs =ŝ −s. Repeating this 1000 times with σ fixed, each time using different image noise, we evaluated the RMS errors
where the superscript (a) denotes the value of the ath trial. Figure 4 plots these for various σ. Since, as far as accuracy is concerned, there are no discernible differences between the Gauss-Newton, the Gauss-Helmert, and the modified Gauss-Helmert methods, we compared their accuracy with the use of the homogeneous and isotropic noise model. It is clearly demonstrated that accurate estimation cannot be done unless the inhomogeneity and anisotropy of the 3-D sensing data.
Real Data Example
Turkey is a country with frequent earthquakes, and researchers monitor the land deformation using GPS data. Table 2 shows the X, Y , and Z coordinates (in meters) of five positions selected from a landslide area near Istanbul in October 1997 and March 1998 [1] . The absolute positions are corrected in reference to control points in stable areas. The covariance matrices of these values are estimated using statistical regression analysis. For the 1997 data, their covariance matrices (in the order listed in the Table 3a shows the changes in J of the three methods initialized by the identity (unchanged digits are underlined). We see that the values fluctuate in the digits below the eighth or ninth place. This phenomenon has been known in geodesic science and has sometimes been regarded as a shortcoming of the Gauss-Helmert method. However, this is common to the three methods. We see that although the data in Table 2 have many digits, the four or five digits are common to all the five observation points and that the differences between 1997 and 1998 occur only in the last two or three digits. As is well known in numerical analysis, such data are very prone to the magnification of the finite length computation error. We conclude that for all the methods the value of Table 3a has practically converged at the second iteration and that the subsequently fluctuates in the digits below the eighth or ninth place indicate the accuracy limit due to finite length computation (double precision in our case). Accordingly, the similarity solutions also converge up to six or seven digits. Table 3b lists the meaningful digits with utmost attainable accuracy, to which the solution using the conventional homogeneous and isotropic noise model agree at most in the first digit. This illustrates that accurate estimation cannot be done without using the optimal computation shown here.
Conclusions
Because 3-D data are acquired using 3-D sensing such as stereo vision and laser range finders, they have inhomogeneous and anisotropic noise. In this paper, we studied optimal computation of the similarity (rotation, translation, and scale change) of such 3-D data. We compared the two well known methods that are suitable for this purpose: the Gauss-Newton method widely regarded as the standard optimization technique by computer vision and robotics engineers, and the the Gauss-Helmert method popular among geodetic scientists. Our observations are summarized as follows:
1. The Gauss-Helmert method has a very similar form to the Gauss-Newton method. This Table 3 : (a) Changes in the residual J (×10 −6 ) for the data in Table 2 . Unchanged digits are underlined. (b) The translation t = (t1, t2, t3) (in meters), the scale change s, the rotation axis l = (l1, l2, l3) (unit vector), the rotation angle Ω (in degree), and the residual J (×10 −6 ) estimated from the data in Table 2 . The optimal solution lists meaningful digits with utmost accuracy. becomes evident if the unknowns are reduced to the similarity variables alone by eliminating out the Lagrange multipliers. We can view the Gauss-Helmert iterations a variant of the Gauss-Newton iterations with a special approximation of the Hessian of the residual, which may be called the "Gauss-Helmert approximation".
2. In the course of the iterations, the Gauss-Helmert method sharply drops the residual at first, but the subsequent convergence is not necessarily fast. In contrast, the Gauss-Newton iterations continuously and steadily reduce the residual. Overall, the Gauss-Newton method is more efficient when the initialization is accurate and the data noise is low, but the Gauss-Helmert method becomes more efficient when the initialization is poor or the noise level is high.
Then, we combined the merits of the two methods to define the "modified Gauss-Helmert method". We observed that:
3. The initial drop of the residual is not so sharp as the Gauss-Helmert method, but the convergence is smooth as the Gauss-Newton method.
4. Irrespective of the accuracy of the initialization or the noise level of the data, the convergence is always faster than the Gauss-Newton or the Gauss-Helmert method.
We also described how to evaluate the covariance matrices of the inhomogeneous and anisotropic noise associated with stereo vision. Finally, we showed an application to real GPS geodetic data and found that:
5. The widely used homogeneous and isotropic noise model is insufficient for accurate estimation.
6. The limited accuracy, for which the Gauss-Helmert method has sometimes been to blame, is due to the inherent nature of GPS geodetic data.
It is expected that our proposed modified Gauss-Helmert will become a standard tool in both computer vision and robotics engineering and geodetic science.
Here, the matrix F = (F ij ), called the fundamental matrix , is defined by 
where P ij and P ij are the (ij) elements of the projection matrices P and P of the first and the second camera, respectively, as defined in (46). If we let r = (X, Y, Z) be the 3-D point we are looking at, we obtain from the perspective projection relationship in (45) x = f 0 P 11 X + P 12 X + P 13 X + P 14 f 0 P 31 X + P 32 X + P 33 X + P 34 f 0 , y = f 0 P 21 X + P 22 X + P 23 X + P 24 f 0 P 31 X + P 32 X + P 33 X + P 34 f 0 , x = f 0 P 11 X + P 12 X + P 13 X + P 14 f 0 P 31 X + P 32 X + P 33 X + P 34 f 0 ,
Clearing the fraction, we obtain the following linear equations: 
These are four equations for three unknowns X, Y , and Z, but because the epipolar constraint in (60) is satisfied, the solution is unique. In fact, (60) is derived as the necessary and sufficient condition for (63) to have a unique solution.
B. Optimal Triangulation
Let (x, y) and (x , y ) be a pair of corresponding points between stereo images. Since correspondence detection by an image processing operations inevitably entails uncertainty to some degree, they do not necessarily satisfy the epipolar constraint in (60). Geometrically, this corresponds to the fact that the lines of sight starting from the lens center of the two cameras and passing through (x, y) and (x , y ) in the image plane do not necessarily meet in the scene. For optimal 3-D reconstruction, we need to correct (x, y) and (x , y ) optimally to (x,ŷ) and (x ,ŷ ) so that their lines of sight intersect, i.e., (60) is satisfied. By "optimally", we mean that the correction is done in such a way that the reprojection error (x−x) 2 +(ŷ −y) 2 +(x −x ) 2 +(ŷ −y ) 2 is minimized. This correction procedure goes as follows [15]:
1. Let E 0 = ∞ (a sufficiently large number),x = x,ŷ = y,x = x ,ŷ = y , andx =ỹ =x =ỹ = 0, and express the fundamental matrix F = (F ij ) as the 9-D vector f = (F 11 , F 12 , F 13 , F 21 , F 22 , F 23 , F 31 , F 32 , F 33 ) . (64)
3. Updatex,ỹ,x ,ỹ ,x,ŷ,x , andŷ as follows:
x
4. Compute the reprojection error E by E =x 2 +ỹ 2 +x 2 +ỹ 2 .
If E ≈ E 0 , return (x,ŷ) and (x ,ŷ ) and stop. Else, let E 0 ← E and go back to Step 2.
C. Homogeneous isotropic noise model
Various methods are known for optimally computing the 3-D rotation for homogeneous and isotropic noise [3, 9, 10, 13, 24] , but all are mathematically equivalent. The simplest is the following method in terms of the singular value decomposition (SVD) [12]:
1. Compute the following correlation matrix N between the 3-D positions r α and r α before and after the rotations:
2. Compute the SVD of N in the form
where U and V are orthogonal matrices, and σ 1 ≥ σ 2 ≥ σ 3 (≥ 0) are the singular values.
3. Return the following rotation matrix:
