The paper suggests a method of recovering of missing values based on optimal approximation by band-limited processes for sequences, i.e. discrete time processes, that are not necessarily band-limited. The problem is considered in the pathwise setting, without using probabilistic assumptions on the ensemble. The method requires to solve a closed linear equation in the time domain connecting the available observations of the underlying process with the values of the band-limited process outside the observation range. Some robustness with respect to noise contamination is established for the suggested recovering algorithm. It is suggested to apply the data recovery algorithm to a forecasting problem considered as a data recovery problem that is solvable via interpolation with a dummy long-horizon forecast.
Introduction
The paper considers data recovery problems for sequences in pathwise setting, i.e. without probabilistic assumptions using the approach suggested in [8] for band-limited extensions of one-sided sequences For continuous data, the recoverability is associated with smoothness or analytical properties of the processes. For discrete time processes, it is less obvious how to interpret analyticity; so far, these problems were studied in a stochastic setting, where an observed process is deemed to be representative of an ensemble of paths with the probability distribution that is either known or can be estimated from repeating experiments. For stochastic stationary Gaussian processes with the spectral density φ, a classical result is that a missing single value is recoverable with zero error if and only if π −π φ e iω −1 dω = −∞.
(Kolmogorov [17] , Theorem 24) . Stochastic stationary Gaussian processes without this property are called minimal [17] . In particular, a process is recoverable if it is "band-limited" meaning that the spectral density is vanishing on an arc of the unit circle T = {z ∈ C : |z| = 1}. This illustrates how recoverability is connected with bandlimitiness or its relaxed versions. Respectively, it is common to use band-limited approximations of non-bandlimited underlying processes for the forecasting and other applications. There are many works devoted to causal smoothing and sampling, oriented on estimation and minimization of norm of the error, especially in stochastic setting; see e.g. [1, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 2, 23, 24, 26, 25, 27, 29, 30] . Some analogs of criterion (1) or error-free recoverability were obtained in [10] .
The present paper considers optimal data recovering problem for sequences that are not necessary parts of band-limited processes. We consider the problem in the deterministic setting, i.e.
pathwise. This means that the method has to rely on the intrinsic properties of a sole underlying sequence without appealing to statistical properties of an ensemble of sequences. An estimate of the missing value has to be done based on the intrinsic properties of this sole sequence and the observed values. The paper suggests a method of optimal recovering missing values of sequences (discrete time processes) based on extension of the approach from [8] . The optimality criterion is pathwise; it does not involve an expectation on a probability space.
For the case of multiple missing data, the method requires to solve a convenient closed linear equation connecting directly the set of past observations of the underlying process with the set of future values of the band-limited process (equation (5) in Theorem 1 and equation (9) in Theorem 2 below). The equations are finite dimensional for the case of a finite number of missing values.
We study these equation in the time domain, without transition to the frequency domain; therefore, the selection of the basis in the frequency domain is not required. In particular, this allows to avoid calculation of Slepian's type basis [22] . We established solvability and uniqueness of the solution of the recovering problem. Furthermore, we established numerical stability and robustness of the method with respect to the input errors and data truncation. For the case of a large set of missing values, this would require to impose a penalty on the norm of the approximation process, i.e. to run a Tikhonov regularization. We found that this regularization can be achieved with an arbitrarily small modification of the optimization problem (Theorem 2). For the case of a small finite set of missing values, this regularization is not required. For the case of a single missing value, an explicit solution is obtained (Example 1).
We suggest some application to forecasting. Approximation of underlying processes by smooth predicable processes is a traditional forecasting tool. In the present paper, we suggest to supplement regularization by a penalty on the growth of the solution by regularization via including some dummy long-horizon forecast and considering forecasting as a data recovery problem, with missing data between current time and times covered by this long-term forecast. In other words, we have to replace the extrapolation of the past path by interpolation between the past path and this dummy long-horizon forecast. It appears that this helps to stabilize the numerical solution similarly to the penalty on the growth. Of course, the choice of this dummy long-term forecast have am impact on the short-horizon forecast; however, we found that this impact is mild with appropriate choices of the horizon. The sustainability of the method is illustrated with some numerical experiments.
Some definitions and background
Let Z be the set of all integers, and let Z − = {t ∈ Z : t ≤ 0}.
Let D ⊂ Z be a given set such that there exist s ∈ Z such that either {t :
For a set G ⊂ Z, we denote by ℓ 2 (G) a Hilbert space of real valued sequences {x(t)} t∈G such
. Similarly, we denote by ℓ 2 (θ, τ ) a Hilbert space of real valued sequences {x(t)} τ t=θ such that
2 be the subspace in ℓ 2 consisting of all x ∈ ℓ 2 such that x(t) = 0 for t ∈ D. We assume that we are given Ω ∈ (0, π).
Let B be the set of all mappings X : T → C such that X e iω ∈ L 2 (−π, π) and X e iω = 0 for |ω| > Ω. We will call the corresponding processes x = Z −1 X band-limited. We will use the notation sinc (x) = sin(x)/x, and we will use notation • for the convolution in
Let H(z) be the transfer function for an ideal low-pass filter such that H e iω = I [−Ω,Ω] (ω), where I denotes the indicator function. Let h = Z −1 H; it is known that h(t) = Ω sinc (Ωt)/π.
The definitions imply that
Proposition 1 implies that the trace { x(t)} t∈M of a band-limited process is uniquely defined by its trace { x(t)} t∈D . This can be considered as reformulation in the deterministic setting of a sufficient condition of predictability implied by the classical Szegö-Kolmogorov Theorem known for stationary Gaussian processes [17, 23, 24] .
The main results
We consider below input processes x ∈ ℓ 2 (D) and their band-limited approximations. The sequences {x(t)} t∈D represent the historical data available at the current time t = 0; the values for t ∈ M are unavailable.
Equations for optimal recovering
Clearly, it is impossible to apply the ideal low-pass filter directly to the underlying processes x ∈ ℓ 2 (D) since the convolution with h requires the values for t ∈ M that are unavailable. We will be using approximation described in the following lemma. Lemma 1. There exists a unique optimal solution x ∈ ℓ BL 2 of the minimization problem
Under the assumptions of Lemma 1, there exists a unique band-limited process x such that the trace x| t∈D provides an optimal approximation of its observable trace {x(t)} t∈D . The corresponding trace { x(t)} t∈M can be interpreted as a result of optimal recovery of missed trace x| M (optimal in the sense of problem (2) given Ω). We will suggest below a method of calculation of this trace { x(t)} t∈M only; the calculation of the trace { x(t)} t∈D will not be required and will be excluded.
be an operator defined as
Consider a mapping ν :
Let a mapping a :
Since h(t) = Ω sinc (Ωt)/π, the operator A can be represented as a matrix with the components
and a process a(x) = {a(x, t)} t∈Z can be represented as a vector
The following lemma shows that the mapping A is not a contraction but it is close to a contraction.
3. If the set M is finite, then the operator A : ℓ M 2 → ℓ M 2 has the norm A < 1.
has a unique solution
The trace y| t∈M of the solution in Theorem 1 is the sought extension on M of the optimal band-limited x approximating the observed sequence {x(t)} t∈D .
Theorem 1 represents a generalization of Theorem 1, where M is a singleton. Some examples of application of Theorem 1 are given below.
Example 1. Let s ∈ Z be given. By Theorem 1, the problem of optimal recovering a single missing value x(s) for x ∈ ℓ 2 (D), where D = Z\{s}, has an unique solution given
This solution is optimal in the sense of problem (2) given Ω, with M = {s}. In addition,
.
To obtain this, we have to apply Theorem 1 with M = {s}. We have that the mapping y → y(s)
is a bijection between ℓ M 2 and R, A t,m = Ω π I {t=s,m=s} , and optimal solution of the recovering problem is y = {y(t)} t∈Z is such that y(t) = 0 for t = s, and
It gives equation (6) for the result x(s) = y(s) of the optimal recovering of the missing value x(s).
Remark 1. Formula (6) applied to x BL ∈ ℓ BL 2 gives a well-known formula
that follows from the Shannon sampling theorem; see e.g. [16] . The difference with (6) is that x is (6) is not necessarily band-limited.
Example 2. If M = {0, 1, 2}, then the problem becomes the problem of optimal recovery of a missing value x(0). In this case, the result { x(t)} t=0,1,2 = {y(t)} t=0,1,2 of the optimal recovering is (I −Ā) −1ā , where I is the unit matrix in R 3×3 ,
It will be shown below that the matrix I −Ā is invertible.
Regularized setting
Let us consider a modification the original problem (2)
Here ρ ≥ 0 is a parameter.
The setting with ρ > 0 helps to prevent selection of x with excessive norm. It can noted that it is common to put restrictions on the norm of the optimal process in data recovery, extrapolation, and interpolation problems in signal processing; see e.g. [1, 4, 25] .
Lemma 1 can be generalized as the following.
Lemma 3. For any ρ ≥ 0 and x ∈ ℓ 2 (D), there exists a unique optimal solution x ρ of the minimization problem (8) . In addition,
In these notations, x 0 is the optimal process presented in Lemma 1.
Under the assumptions of Lemma 3, the trace on M of the band-limited solution x ρ of problem (8) can be interpreted as a result of optimal recovery of the missed trace of x| M (optimal in the sense of problem (8) given Ω and ρ). Let us derive an equation for this solution.
Let I : ℓ M 2 → ℓ M 2 be the identity operator. Let A ρ = (1 + ρ) −1 A and a ρ (x) = (1 + ρ) −1 a(x), where A and a(x) are such as defined above.
It follows immediately from Lemma 2(ii) that, for any ρ > 0, A ρ < 1. Hence the operator
is continuous and
for the corresponding norm. In addition, by the properties of projections presented in the definition for a(x), we have that
Theorem 1 stipulates that equation (5) has a unique solution. However, this theorem does not establish the continuity of the dependence of y on the input x| t∈D . The following theorem shows that regularity of solutions is feasible for problem (8) with ρ > 0.
Theorem 2.
1. For any ρ > 0 and x ∈ ℓ 2 (D), the equation
for any x ∈ ℓ 2 (D).
2. If the set M is finite, then statement (i) holds for ρ = 0 as well.
Similarly to Theorem 1, the trace y ρ | t∈M of the solution in Theorem 2 is the sought extension on M of the optimal band-limited x approximating the observed sequence {x(t)} t∈D (optimal in the sense of problem (8) given Ω and ρ).
Replacement of the original problem by problem (8) with ρ → 0 can be regarded as a Tikhonov regularization of the original problem. By Theorem 2, it leads to solution featuring continuous dependence on x in the corresponding ℓ 2 -norm.
Remark 2.
Since the operator A ρ is a contraction, the solution of (9) can be approximated by partial sums
Numerical stability and robustness
Let us consider a situation where an input process x ∈ ℓ 2 (D) is observed with an error. In other words, assume that we observe a process x η = x + η, where η ∈ ℓ 2 (0, +∞) is a noise. Let y η be the corresponding solution of equation (14) with x η as an input, and let y be the corresponding solution of equation (14) with x as an input. By Theorem 2, it follows immediately that, for
This demonstrates some robustness of the method with respect to the noise in the observations.
In particular, this ensures robustness with respect to truncation of the input processes, such that semi-infinite sequences x ∈ ℓ 2 (D) are replaced by truncated sequences x η (t) = x(t)I {|t|≤q} for q > 0; in this case η(t) = I |t|≤q x(t) is such that η ℓ 2 (D) → 0 as q → +∞. This overcomes principal impossibility to access infinite sequences of observations.
In practice, only finite-dimensional systems of linear equations can be solved numerically. This means that, in the case where the set M is infinite, equation (9) with an infinite matrix A cannot be solved numerically even for truncated inputs, since it involves a sequence a(x) that has an infinite support for truncated x. Therefore, we have to apply the method with A replaced by its truncated version. We will consider below the impact of truncation of matrix A.
Robustness with respect to the data errors and truncation
For the case where the set M is infinite, let us consider replacement of the matrix A = {A t,m } k,m∈Z in equation (9) by truncated matrices A N = {A N,t,m } t,m∈Z = {I |t|≤N,|m|≤N A t,m } t,m∈Z for integers N > 0. This addresses the restrictions on the data size for numerical methods. Again, we consider a situation where an input process is observed with an error. In other words, we assume that we observe a process x η = x + η ∈ ℓ 2 (D), where η ∈ ℓ 2 (D) is a noise. As was mentioned above, this allows to take into account truncation of the inputs as well.
Let us show that the method is with respect to these variations.
Lemma 4. For any N > 0, the following holds.
3. For any N > 0, the operator (I − A N ) −1 : ℓ M 2 → ℓ M 2 is continuous and, for the corresponding norm,
4. For any ρ ≥ 0 and any x ∈ ℓ 2 (D), the equation
has a unique solution y ∈ ℓ M 2 .
Theorem 3. Assume that at least one of the following conditions is satisfied:
1. the set M is finite and ρ ≥ 0; or 2. ρ > 0.
Then the solution of (9) is robust with respect to data errors and truncation, in the sense that
Here y ρ denote the solution in ℓ M 2 of equation (9), and y ρ,η,N denote the solution in ℓ M 2 of equation (11) with x replaced by x = x η , such that x ∈ ℓ 2 (D), η ∈ ℓ 2 (D), and x η = x + η.
Theorem 3 establishes robustness with respect to truncation of (A, x) and with respect to the presence of the noise in the input. Therefore, this theorem justifies acceptance of a result for (A N , x η ) as an approximation of the sought result for (A, x).
Application to forecasting
Assume that we observe past values {x(t)} {t≤0} and wish to predict the values at t ∈ M , where M = {1, ..., m}. using the extension x| Z + of a band-limited approximation of x| Z − , i.e., solution of problem (2) (8) with 4. Accept x(t) as an optimal short-horizon forecast for t = 1, ..., m (optimal given Ω).
It can be noted that, for finite M , the operator (I −A) −1 : ℓ M 2 → ℓ M 2 is continuous, i.e., we may accept ρ = 0. in (8) . This approach does not replace minimization of the distance x− x ρ ℓ 2 (Z − by minimization of a different functional. Therefore, selection of any z does not lead to increasing of this distance. However, our numerical experiments show that the minimal eigenvalues of operator I − A converges to zero as |M | → +∞, where |M | is the number of elements of M . This is the reason why we may use solution of (8) with some small ρ > 0, to achieve more robust numerical stability.
In some numerical experiments described below, we found that if m is significantly smaller than m then the choice of a dummy long-horizon forecast z| D has a relatively weak impact on the short-horizon forecast x| M .
This can be explained as the following.
Let z ∈ ℓ 2 (Z \ Z − ) and m > 0 be given, and let z ∈ ℓ 2 ( D) be selected such that z(t) = z(t − m + 1), t > m. We have that
where
Here ν m (z) is an element of ℓ 2 such that ν m (z)(t) = z(t) for t ≥ m and ν m (z)(t) = 0 for t < m.
Clearly, for any z, we have that (I {t>m} (h•(ν m (z))) → 0 weakly in ℓ 2 as m → +∞. Hence x m → 0 weakly in ℓ 2 as m → +∞. It follows that x m (t) → 0 as m → +∞ for t = 1, .., m 0 . In other words,
the limit here does not depend on z. This implies that the short-horizon forecast obtained by this method can be similarly meaningful for different choices of the dummy long-horizon forecast z.
We observed this feature in some numerical experiments described below.
In these experiments, we calculated the solution x| M of linear system (5) for a given x directly using build-in MATLAB operation for solution of linear algebraic systems.
We used truncated input sequences {x(t)} t∈{−q,...,0} and matrices {A t,m } k,m∈{1,...,N } , for q, N ∈ Z + . We selected N > m and q = N . The sequences were generated using Monte-Carlo simulation. The experiments demonstrated a good numerical stability of the method; the calculations were completed in few seconds; the results were quite robust with respect to deviations of input processes and truncation. Figure 1 shows an example of a process x(t), and examples of the corresponding band-limited extensions x| M obtained from (9) with Ω = 0.25π, q = −60, N = 60, m = 12, M = {1, 2, ..., m} with two different dummy sequences z (i.e. dummy long-horizon forecasts). Since our method does not require x(t)| t / ∈M , these values were not calculated; the extension x(t)| t∈M was derived directly from x(t)| t≤0 . Respectively, the values x(t)| t / ∈M are not shown. It can be noted that the paths { x(t)} 1≤1≤ m are close if m is small.
As was mentioned above, the extension x| t>0 to the future times t = 1, .., m can be interpreted as an optimal forecast of x| t≤0 (optimal in the sense of problem (8) given Ω and ρ). Proofs are similar to the proofs given in [8] for the case where D = Z − .
Proof of Proposition 1. It suffices to consider the case where {t : t ≤ 0} ⊂ D. Furthermore, it suffices to prove that if x(·) ∈ ℓ BL 2 is such that x(t) = 0 for t ≤ 0, then x(t) = 0 for t > 0. The proof of this repeats the proof of Proposition 1 [8] .
Proof of Lemma 1. It suffices to prove that ℓ 
. This implies that h • y ℓ 2 < y ℓ 2 . Hence
This completes the proof of statement (i) of Lemma 2. Statement (ii) follows from statement (i) Statement (iii) follows from statement (i) and from the fact that ℓ M 2 is finite dimensional. This completes the proof of Lemma 2.
Proof of Theorem 1. Assume that the input sequences {x(t)} t∈D are extended on M such that x(t) = x(t) for t ∈ M . Then x is a unique solution of the minimization problem
By the property of the low-pass filters, x = h • x. Hence the optimal process x ∈ ℓ BL 2 from Lemma 1 is such that
For y = I M x, we have that
This completes the proof of Theorem 1. Proof of Theorem 2. First, let us show that the optimal process x ρ ∈ ℓ BL 2 which existence is established in Lemma 3 is such that
Proof of Lemma
Let x ′ ρ = xI D + x ρ I M . Then x ρ is an unique solution of the minimization problem
It follows that x ρ = (1 + ρ) −1 x ρ , where x ρ is an unique solution of the minimization problem
By the property of the low-pass filters,
By the definitions, it follows that
Similarly to equations (13) in the proof of Theorem 1, we prove that (14) holds.
Further, equation (14) is equivalent to equation (9) which, on its turn, is equivalent to the equation
Since the operator ( Proof of Lemma 4. Let us prove statement (i); this proof follows the proof of Lemma 2(i). Let
Under the assumptions on y, we have that z = 0. In this case, z N / ∈ ℓ BL 2 ; it follows, for instance, from Proposition 1. Let Z = Zz. We have that
. This implies that h • z ℓ 2 < z ℓ 2 . Hence This completes the proof of statement (i). This completes the proof of statement (i). The proof of (ii) is similar; in this case, the case where z = 0 is not excluded.
Let us prove statement (ii)-(iii). Consider a matrixĀ N = {A t,m } 1≤t,m≤N ∈ R N ×N . Suppose that this matrix is degenerate, i.e. that there exists a non-zero z = {z(t)} N t=1 ∈ R n such that Az = 0. Let y ∈ ℓ M 2 be such that y(t) = z(t), 1 ≤ t ≤ N , and y(t) = 0 for t > N . In this case, A N y = 0 which would contradict the statement (i). Therefore, the matrixĀ N is non-degenerate.
Further, the space ℓ M 2 is isomorphic to the space Y = R N × ℓ 2 (N + 1, +∞), i.e. y ∈ ℓ M 2 can be represented as (ȳ, y) ∈ Y, whereȳ = (y(1), ..., y(N )) ⊤ ∈ R N and y = y| t>N ∈ ℓ 2 (N + 1, +∞).
Respectively, the sequence A N y ∈ ℓ M 2 is represented as (Ā Nȳ , y| t>N ) ∈ Y, the sequence y − A N y ∈ ℓ M 2 is represented as (ȳ −Ā Nȳ , 0 ℓ 2 (N +1,+∞) ) ∈ Y. Hence the sequence (I − A N ) −1 y ∈ ℓ M 2 is represented as ((I N −Ā N ) −1ȳ , y| t>N ) ∈ Y, where I N : R N → R N is the identity operator. It follows that equation (11) has an unique solution y ∈ ℓ M 2 defined as the following:
(y(1), ..., y(N )) ⊤ = (1 + ρ) −1ȳ ∈ R N , y(t) = a(x, t), t > N, y = (1 + ρ)
This completes the proof of Lemma 4.
Proof of Theorem 3. Let e N = y ρ,η,N − y ρ . We have that 
