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For a scalar delay generalized logistic equation
y˙t =
m∑
k=1
rktyt
(
1− yhkt
K
)∣∣∣1− yhkt
K
∣∣∣αk−1
explicit oscillation conditions are established for all the cases of parameters αk, i.e.,
sublinear, superlinear, and also mixed ones. Coefﬁcients rkt and delays hkt are
not assumed to be continuous. © 2001 Academic Press
1. INTRODUCTION
The delay logistic equation
y˙t = rtyt
(
1− yht
K
)
	 ht ≤ t	 (1)
is known as Hutchinson’s equation, if r and K are positive constants and
ht = t− τ for a positive constant τ. Hutchinson’s equation has been inves-
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tigated by several authors; see, for example, [1–4]. Delay logistic equation
2(1) was studied by Gopalsamy and Zhang [5, 6] who gave sufﬁcient con-
ditions for the oscillation and the nonoscillation of (1).
Publications [7–18] are devoted to various generalizations of logis-
tic equation (1). For example, in [9, 16, 17] the authors considered an
equation
y˙t = rtyt
(
1− yht
K
)∣∣∣∣1− yhtK
∣∣∣∣
α−1
	 (2)
where α < 1 (sublinear case) or α > 1 (superlinear case).
In this paper we investigate Eq. (2) with several delays
y˙t =
m∑
k=1
rktyt
(
1− yhkt
K
)∣∣∣∣1− yhktK
∣∣∣∣
αk−1
 (3)
We consider cases αk < 1, k = 1	    	m, αk > 1, k = 1	    	m, and also
three mixed cases for m = 2. The case αk = 1, k = 1	    	m was considered
in [19, 20].
All results are obtained under the assumption that coefﬁcients, delays,
and initial function are arbitrary measurable, and not necessarily continu-
ous, functions. It is important to avoid a usual constraint that the param-
eters are continuous, since in many interesting applications they are not
continuous. In addition, in [21] the authors proved that oscillation proper-
ties of the difference equation can be derived from oscillation properties
of some delay differential equation with discontinuous delays. In [22, 23] it
was shown that we can study the oscillation of nonimpulsive delay equations
with discontinuous coefﬁcients rather than the oscillation of an impulsive
delay equation.
We note here paper [10], where parameters of logistic equation were not
assumed to be continuous functions.
It is interesting to discuss here some methods which are applied to obtain
oscillatory results for logistic equation and its generalizations.
Usually a differential equation is transformed to an operator equation
with the following property: if the operator equation has a nonnegative
solution, then the differential equation has a nonoscillatory solution. For
the operator equation either the Schauder ﬁxed point theorem is applied,
or convergence of monotone approximations to a solution is demonstrated,
or the connection of oscillation properties of the nonlinear logistic equation
and the linear delay differential equation is employed.
Here we use all three methods. We do not assume that the parameters of
Eq. (3) are continuous functions. Hence unlike the other papers we have to
apply the Schauder ﬁxed point theorem in space L∞ of Lebesgue measur-
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able and locally essentially bounded functions. In the most difﬁcult super-
linear case we transform the differential equation to an operator equation
u = AuBu	
where operator A is a monotone increasing operator and B is a monotone
decreasing one. We prove that there exist two functions v, w, 0 ≤ vt ≤
wt, such that vt ≤ AvtBwt, wt ≥ AwtBvt. Then oper-
ator Tu = AuBu acts in the interval vt ≤ ut ≤ wt and therefore we
can use the Schauder ﬁxed point theorem.
The paper is organized as follows. In Sections 2–6 we consider an equa-
tion, which is obtained from (3) by the following substitution:
xt = yt
K
− 1
On the basis of these results in Section 7 we investigate generalized delay
logistic equation (3).
2. PRELIMINARIES
Consider a scalar delay differential equation
x˙t = −1+ xt
m∑
k=1
rktxhkt
xhkt
αk−1	 t ≥ 0	 (4)
under the following assumptions:
(a1) rk, k = 1	    	m, are Lebesgue measurable functions essentially
bounded in each ﬁnite interval 0	 b, rkt ≥ 0,
(a2) hk 0	∞ → R are Lebesgue measurable functions, hkt ≤ t,
limt→∞ hkt = ∞, k = 1	    	m, and αk > 0, k = 1	 2	    	m are real
numbers.
Together with (4) we consider for each t0 ≥ 0 an initial value problem
x˙t = −1+ xt
m∑
k=1
rktxhkt
xhkt
αk−1	 t ≥ t0	 (5)
xt = ϕt	 t < t0	 xt0 = x0	 (6)
We also assume that the following hypothesis holds
(a3) ϕ −∞	 t0 → R is a Borel measurable bounded function.
Deﬁnition. An absolutely continuous in each interval t0	 b function
x R → R is called a solution of problem (5), (6), if it satisﬁes Eq. (5) for
almost all t ∈ t0	∞ and equalities (6) for t ≤ t0.
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We will present here a lemma which will be used in the proof of the main
results.
Consider the linear delay differential equation
x˙t +
m∑
k=1
rktxhkt = 0	 t ≥ 0 (7)
Lemma 1 [7]. Let (a1)–(a3) hold. If
lim
t→∞ sup
∫ t
mink hkt
m∑
k=1
rksds ≤ 1/e	 (8)
then Eq. (7) has a non-oscillatory solution.
If in addition 0 ≤ ϕt < xt0 xt0 < ϕt ≤ 0, then the solution of
initial value problem (7), (6) is positive (negative).
If
lim
t→∞ inf
∫ t
maxk hkt
m∑
k=1
rksds > 1/e	 (9)
then all the solutions of Eq. (7) are oscillatory.
3. CASE αk < 1	 k = 1	    	m
Together with Eq. (4) consider differential inequalities
x˙t ≤ −1+ xt
m∑
k=1
rktxhkt
xhkt
αk−1	 t ≥ 0	 (10)
x˙t ≥ −1+ xt
m∑
k=1
rktxhkt
xhkt
αk−1	 t ≥ 0 (11)
In this section and the next one we assume that (a1)–(a3) hold and consider
only such solutions of (4), (10), and (11) for which the following condition
holds:
1+ xt > 0 (12)
Theorem 1. The following statements are equivalent:
1. Either inequality (10) has an eventually positive solution or inequal-
ity (11) has an eventually negative solution.
2. There exist t0 ≥ 0, ϕ −∞	 t0 → R, either ϕt ≥ 0, c > 0 or
ϕt ≤ 0, −1 < c < 0, such that inequality (13) has a nonnegative locally
integrable on t0	∞ solution
ut ≥
(
1+ c exp
{
−
∫ t
t0
usds
}) m∑
k=1
Fkut	 (13)
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where
Fkut =



c
αk−1rkt exp
{ ∫ t
hkt usds
}
× exp1− αk
∫ hkt
t0
usds	 if hkt ≥ t0,
rkt

c
 exp
{ ∫ t
t0
usds
}

ϕhkt
αk	 if hkt < t0,
3. Equation (4) has a nonoscillatory solution.
Proof. 1 → 2 Let x be a solution of (10) and xt > 0 for t ≥ t1.
Then there exists t0 ≥ t1 such that hkt ≥ t1 for t ≥ t0, k = 1	    	m.
Denote ϕt = xt, t < t0, and c = xt0.
Let ut = −x˙t/xt, t ≥ t0. For solution x of (10) we have x˙t ≤ 0,
t ≥ t0; consequently, ut ≥ 0. We can rewrite now x in the form
xt =
{
c exp
{− ∫ tt0 usds}	 t ≥ t0,
ϕt	 t < t0.
(14)
By substituting x in inequality (10) we obtain inequality (13).
Similarly (13) can be obtained, if xt < 0 is a solution of (11).
2 → 3. Let u0 be a nonnegative solution of inequality (13) with
ϕt ≤ 0, −1 < c < 0 . Denote a sequence
unt =
(
1+ c exp
{
−
∫ t
t0
un−1sds
}) m∑
k=1
(
Fkun−1
)t (15)
Inequality (13) implies u1t ≤ u0t. By induction we can prove 0 ≤ un
t ≤ un−1t ≤ u0t.
There exists a pointwise limit of the nonincreasing nonnegative sequence
unt.
Let ut = limn→∞ unt; then by the Lebesgue convergence theorem
ut is locally integrable and
lim
n→∞
(
Fkun
)t = Fkut	 k = 1	    	m
Thus (15) implies
ut =
(
1+ c exp
{
−
∫ t
t0
usds
}) m∑
k=1
Fkut
Hence function x deﬁned by equality (14) is an eventually negative solution
of Eq. (4).
Now let u0 be a nonnegative solution of inequality (13) with ϕt ≥ 0,
c > 0. Denote c1 = −c, ϕ1t = −ϕt. Then u is also a solution of (13)
with c1, ϕ1t instead of c, ϕt. From the previous case it follows that there
exists an eventually negative solution of Eq. (4).
Implication 3 → 1 is evident.
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Corollary 1. Suppose there exist t0 and A > 1 such that the inequality
ut ≥ A
m∑
k=1
rkt exp
{ ∫ t
hkt
usds
}
× exp
{
1− αk
∫ hkt
t0
usds
}
	 t ≥ t0	 (16)
has a nonnegative locally integrable solution, where the sum contains only such
terms for which hkt ≥ t0. Then Eq. (4) has a nonoscillatory solution.
The corollary follows from statement (2) of Theorem 1 if we assume
ϕ ≡ 0 and −1 < c < 0, such that 
c
αk−1 < A, k = 1	    	m.
Corollary 2. If there exists an eventually positive solution of (4), then
there exists an eventually negative solution of (4).
Remark. Theorem 1 and its corollaries remain valid if for some or for
all indices k we have αk = 1.
Theorem 2. There exists a nonoscillatory solution of (4) if and only if∫ ∞
0
rktdt <∞	 k = 1	    	m
Proof. Suppose ∫ ∞
0
rktdt <∞	 k = 1	    	m
Then there exist t0 and A > 1 such that A exp2
∫∞
t0
∑m
k=1 rksds < 2. For
any nonnegative u
A
m∑
k=1
rkt exp
{ ∫ t
hkt
usds
}
exp
{
1− αk
∫ hkt
t0
usds
}
≤ A
m∑
k=1
rkt exp
{ ∫ t
t0
usds
}

Let ut = 2∑mk=1 rkt. Then u is a solution of inequality (16). Corollary 1
implies that Eq. (4) has an eventually negative solution.
Suppose now, that for some i, 1 ≤ i ≤ m, we have ∫∞0 ritdt = ∞. Let
x be a positive or a negative solution of (4) for t ≥ t1. There exists t0 ≥ t1
such that hkt ≥ t1, t ≥ t0, k = 1	    	m. Let ut = −x˙t/xt, t ≥ t0;
then ut ≥ 0. We can now rewrite x in the form (14), where c = xt0,
ϕt = xt, t < t0.
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By substituting x in (4) we obtain for t ≥ t0
ut =
(
1+ c exp
{
−
∫ t
t0
usds
}) m∑
k=1

c
αk−1rkt
× exp
{
−αk
∫ hkt
t0
usds
}
exp
{ ∫ t
t0
usds
}

Then
ut ≥ min1	 1+ c
c
αi−1rit exp
{
1− αi
∫ t
t0
usds
}

Hence
rit ≤

c
1−αi
min1	 1+ cut exp
{
− 1− αi
∫ t
t0
usds
}

Then∫ t
t0
risds ≤

c
1−αi
min1	 1+ c
∫ t
t0
us exp
{
− 1− αi
∫ s
t0
uτdτ
}
ds
= 
c

1−αi
min1	 1+ c1− αi
(
1− exp
{
− 1− αi
∫ t
t0
usds
})
≤ 
c

1−αi
min1	 1+ c1− αi

Hence
∫∞
t0
risds <∞, which gives a a contradiction. Then all the solutions
of (4) are oscillatory.
4. CASE αk = 1	 k = 1	    	m
Oscillation conditions for this case were obtained in [19, 20]. Here are
some results from these papers.
Theorem 3. If there exists nonoscillatory solution of the linear equation
x˙t +
m∑
k=1
rktxhkt = 0	 (17)
or there exists eventually positive solution of the differential inequality
x˙t ≤ −1+ xt
m∑
k=1
rktxhkt	
then there exists nonoscillatory solution of (4).
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If for some ! > 0 all solutions of the linear equation
x˙t + 1− !
m∑
k=1
rktxhkt = 0 (18)
are oscillatory, then all solutions of (4) are oscillatory.
If (8) holds then Eq. (4) has a nonoscillatory solution.
If (9) holds then all solutions of (4) are oscillatory.
5. CASE αk > 1	 k = 1	    	m
Lemma 2 [25, IV.6.26]. Set M ⊂ L∞a	 b is compact if and only if for
every ! > 0 there exists dilatation of the interval a	 b to a ﬁnite number of
measurable subsets Ei ⊂ a	 b such that for every Ei we have supt	s∈Ei 
f t −
f s
 < ! for all f ∈M .
Lemma 3. If h ∈ L∞a	 b then linear integral operator
Hxt =
{ ∫ ht
a xsds	 if ht ∈ a	 b,
0	 if ht∈¯a	 b,
is a compact operator in L∞a	 b.
Proof. Let ! > 0 be an arbitrary number. Divide set ha	 b ∩ a	 b
into a ﬁnite number of subsets Fi, i = 1	    	 n, such that for every τ1	 τ2 ∈
Fi we have 
τ1 − τ2
 < !. Denote
Ei = h−1Fi	 i = 1	    	 n	 E0 = t ∈ a	 b ht∈¯a	 b	
S = x ∈ L∞a	 b x = 1	 M = HS
Let us show that M is a compact set in L∞a	 b.
For dilatation Ei, i = 1	    	 n, we have
sup
t	 s∈Ei

Hxt − Hxs
 = sup
t	 s∈Ei
∣∣∣∣
∫ hs
ht
xτdτ
∣∣∣∣
≤ sup
t	 s∈Ei

ht − hs
 < !
If i = 0 then supt	s∈E0 
Hxt − Hxs
 = 0 Lemma 2 implies that M =
HS is a compact set, hence H is a compact operator.
Theorem 4. Suppose for some ! > 0 there exists a nonoscillatory solution
of the linear delay differential equation
x˙t = −!
m∑
k=1
rktxhkt (19)
Then there exists a nonoscillatory solution of Eq. (4).
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Proof. Let t0 ≥ 0, c, and ϕ −∞	 t0 → R be such that −1 < c < 0,
ϕt ≤ 0, 
ϕt
 < 
c
 < !1/αk−1, and hence c ≤ ϕt ≤ 0. Lemma 1 implies
that initial value problem (19), (6) with initial function ϕ and initial value
x0 = c has a negative solution x0t < 0. Denote
w0t = −
x˙0t
x0t

Then w0t ≥ 0 and x0t = c exp−
∫ t
t0
w0sds	 t ≥ t0.
By substituting x0 into Eq. (19) we have
w0t = !
m∑
k=1
rkt ×
{
exp∫ thktw0sds	 if hkt ≥ t0,
exp∫ tt0 w0sdsϕhktc 	 if hkt < t0.
Consider now two sequences
wnt =
(
1+ c exp
{
−
∫ t
t0
wn−1sds
}) m∑
k=1
rkt
×



c
αk−1 exp
{ ∫ t
hkt
wn−1sds
}
exp
{
− αk − 1
×
∫ hkt
t0
vn−1sds
}
	 if hkt ≥ t0	
exp
{ ∫ t
t0
wn−1sds
} 
ϕhkt
αk

c
 	 if hkt < t0,
vnt =
(
1+ c exp
{
−
∫ t
t0
vn−1sds
}) m∑
k=1
rkt
×



c
αk−1 exp
{ ∫ t
hkt
vn−1sds
}
exp
{
− αk − 1
×
∫ hkt
t0
wn−1sds
}
	 if hkt ≥ t0	
exp
{ ∫ t
t0
vn−1sds
} 
ϕhkt
αk

c
 	 if hkt < t0	
where w0 was deﬁned above and v0 = 0.
We have 
ϕhkt
αk−1 < 
c
αk−1 < !. Then w1t ≤ w0t, v1t ≥ v0t =
0, and w0t ≥ v0t. Hence by induction
0 ≤ wnt ≤ wn−1t ≤ · · · ≤ w0t	 vnt
≥ vn−1t ≥ · · · ≥ v0t = 0	
and wnt ≥ vnt
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There exist pointwise limits of nonincreasing nonnegative sequence wnt
and of nondecreasing sequence vnt. If we denote wt = limn→∞wnt
and vt = limn→∞ vnt, then by the Lebesgue convergence theorem we
conclude
wt =
(
1+ c exp
{
−
∫ t
t0
wsds
}) m∑
k=1
rkt
×



c
αk−1 exp
∫ t
hkt
wsds
× exp
{
− αk − 1
∫ hkt
t0
vsds
}
	 if hkt ≥ t0	
exp
{ ∫ t
t0
wsds
} 
ϕhkt
αk

c
 	 if hkt < t0	
(20)
vt =
(
1+ c exp
{
−
∫ t
t0
vsds
}) m∑
k=1
rkt
×



c
αk−1 exp
{ ∫ t
hkt
vsds
}
× exp
{
− αk − 1
∫ hkt
t0
wsds
}
	 if hkt ≥ t0	
exp
{ ∫ t
t0
vsds
} 
ϕhkt
αk

c
 	 if hkt < t0
(21)
Denote operator T  L∞a	 b →:L∞a	 b by the equality
Tut =
(
1+ c exp
{
−
∫ t
t0
usds
}) m∑
k=1
rkt
×



c
αk−1 exp
{ ∫ t
hkt
usds
}
× exp
{
− αk − 1
∫ hkt
t0
usds
}
	 if hkt ≥ t0	
exp
{ ∫ t
t0
usds
} 
ϕhkt
αk

c
 	 if hkt < t0
Equalities (20), (21) imply that for every function u from the interval v ≤
u ≤ w we have v ≤ Tu ≤ w. Lemma 3 implies that operator T is a compact
operator on the space L∞t0	 b for every b > t0. Then by the Schauder
ﬁxed point theorem there exists a nonnegative solution of equation u = Tu.
Denote
xt =

 c exp
{
−
∫ t
t0
usds
}
	 t ≥ t0	
ϕt	 t < t0
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Then xt is a negative solution of Eq. (4), which completes the proof.
Corollary. If
lim
t→∞ sup
∫ t
minkhkt
m∑
k=1
rksds <∞	 (22)
then Eq. (4) has a nonoscillatory solution.
Proof. Inequality (22) yields that for some ! > 0
lim
t→∞ sup
∫ t
minkhkt
m∑
k=1
!rksds ≤
1
e

Lemma 1 and Theorem 4 imply that Eq. (4) has a nonoscillatory solution.
6. MIXED CASES
6.1. Case m = 2, α1 < 1 = α2
Theorem 5. Let m = 2, α1 < 1 = α2, and all solutions of at least one of
the equations
x˙t = −1+ xtr1txh1t
xh1t
α1−1 (23)
x˙t = −1+ xtr2txh2t (24)
be oscillatory. Then all solutions of (4) are oscillatory.
Proof. Suppose there exists a nonoscillatory solution x of (4). If x is an
eventually positive solution of (4) then there exists t0 ≥ 0 such that
x˙t ≤ −1+ xtr1txh1t
xh1t
α1−1	 t ≥ t0	
and
x˙t ≤ −1+ xtr2txh2t	 t ≥ t0
Theorems 1 and 3 imply that Eqs. (23) and (24) have nonoscillatory solu-
tions, which gives a contradiction.
The case when Eq. (4) has an eventually negative solution is similar.
Corollary. Let m = 2, α1 < 1 = α2 If
either
∫ ∞
0
r1sds = ∞ or lim
t→∞ inf
∫ t
h2t
r2sds >
1
e
	
then all solutions of (4) are oscillatory.
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The proof follows from Theorem 2 and Lemma 1.
Theorem 6. Let m = 2	, α1 < 1 = α2 If∫ ∞
0
rksds <∞	 k = 1	 2	
then there exists a nonoscillatory solution of (4).
The proof follows from the remark to Theorem 1 and its corollaries and
is similar to the proof of Theorem 2.
6.2. Case m = 2	 α1 > 1 = α2
Theorem 7. Let m = 2	 α1 > 1 = α2 If
lim
t→∞ inf
∫ t
h2t
r2sds >
1
e
	
then all solutions of (4) are oscillatory.
Proof. Suppose x is an eventually positive solution of (4). Then for some
t0 ≥ 0 and for all t ≥ t0 we have
x˙t ≤ −1+ xtr2txh2t
On one hand, by Theorem 3 Eq. (24) has a nonoscillatory solution. On the
other hand, the assumptions of the theorem together with Theorem 3 imply
that all solutions of (24) are oscillatory, which gives a contradiction.
The case when Eq. (4) has an eventually negative solution is similar.
Theorem 8. Let m = 2	 α1 > 1 = α2 Suppose for some ! > 0 there
exists a nonoscillatory solution of the linear equation
x˙t = −!r1txh1t − r2txh2t (25)
Then there exists a nonoscillatory solution of Eq. (4).
The Proof is similar to the proof of Theorem 4.
Corollary. Let m = 2	 α1 > 1 = α2 If
lim
t→∞ sup
∫ t
minh1t	 h2t
r1sds <∞ and
lim
t→∞ sup
∫ t
minh1t	 h2t
r2sds <
1
e
	
then there exists a nonoscillatory solution of (4).
Proof. There exists ! > 0 such that
lim
t→∞ sup
∫ t
minh1t	h2t
!r1s + r2sds ≤
1
e

Lemma 1 yields that Eq. (25) has a nonoscillatory solution.
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6.3. Case m = 2	 α1 > 1 > α2
Theorem 9. Let m = 2	 α1 > 1 > α2 If
lim
t→∞ inf
∫ ∞
0
r2sds = ∞	
then all solutions of (4) are oscillatory.
The proof is similar to the proof of Theorem 7.
Theorem 10. Let m = 2	 α1 > 1 > α2 Suppose there exists a nonoscil-
latory solution of (4) with α1 = 1 > α2 Then there exists a nonoscillatory
solution of (4) with α1 > 1 > α2
Proof. As in the proof of Theorem 1 (see also the remark to this the-
orem) there exist t0 ≥ 0	 −1 < c < 0	 ϕt ≤ 0 such that (4), (6) with
α1 = 1 > α2 has negative solution x0t. Denote w0t = −x˙0t/x0t.
Then w0t ≥ 0 and x0t = c exp−
∫ t
t0
w0sds	 t ≥ t0	 where c = x0t0.
By substituting x0 into Eq. (4) with α1 = 1 > α2 we have
w0t =
(
1+ c exp
{
−
∫ t
t0
w0sds
}) 2∑
k=1
rkt
×



c
αk−1 exp
{ ∫ t
hkt
w0sds
}
× exp
{
− αk − 1
∫ hkt
t0
w0sds
}
	 if hkt ≥ t0,
exp
{ ∫ t
t0
w0sds
} 
ϕhkt
αk

c
 	 if hkt < t0,
where α1 = 1 Then for α1 > 1 > α2 we have
w0t ≥
(
1+ c exp {− ∫ t
t0
w0sds
}) 2∑
k=1
rkt
× 
c
αk−1 exp
{ ∫ t
hkt
w0sds
}
exp
{
−αk − 1
∫ hkt
t0
w0sds
}
	
where the sum contains only such terms for which hkt ≥ t0. Let v0t ≡ 0
and consider two sequences
wnt =
(
1+ c exp
{
−
∫ t
t0
wn−1sds
})(
r1t
c
α1−1
× exp
{ ∫ t
h1t
wn−1sds
}
exp
{
−α1 − 1
∫ h1t
t0
vn−1sds
}
+ r2t
× 
c
α2−1 exp
{ ∫ t
h2t
wn−1sds
}
exp
{
−α2 − 1
∫ h2t
t0
wn−1sds
})
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and
vnt =
(
1+ c exp
{
−
∫ t
t0
vn−1sds
})(
r1t
c
α1−1
× exp
{ ∫ t
h1t
vn−1sds
}
exp
{
−α1 − 1
∫ h1t
t0
wn−1sds
}
+ r2t
× 
c
α2−1 exp
{ ∫ t
h2t
vn−1sds
}
exp
{
−α2 − 1
∫ h2t
t0
vn−1sds
})

Then as in the proof of Theorem 4 we obtain
0 ≤ wnt ≤ wn−1t ≤ · · · ≤ w0t	 vnt ≥ vn−1t ≥ · · · ≥ v0t = 0	
and wnt ≥ vnt Then there exist wt = limn→∞ wnt and vt =
limn→∞ vnt Hence by the Schauder ﬁxed point theorem there exists
u, v ≤ u ≤ w, which is a solution of the equation
ut =
(
1+ c exp
{
−
∫ t
t0
usds
})
×
(
r1t
c
α1−1 exp
{ ∫ t
h1t
usds
}
exp
{
− α1 − 1
∫ h1t
t0
usds
}
+ r2t
c
α2−1 exp
{ ∫ t
h2t
usds} exp{− α2 − 1 ∫ h2t
t0
usds
}
Then
xt =

 c exp
{
−
∫ t
t0
usds
}
	 t ≥ t0,
0	 t < t0,
is a negative solution of (4), (6) with xt0 = c	 ϕ ≡ 0. The proof is
completed.
Corollary Let m = 2	 α1 > 1 > α2 If∫ ∞
0
rksds <∞	 k = 1	 2	
then there exists a nonoscillatory solution of (4).
7. MAIN RESULTS
Consider now delay logistic equation (3),
y˙t =
m∑
k=1
rktyt
(
1− yhkt
K
)∣∣∣∣1− yhktK
∣∣∣∣
αk−1
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where rk	 hk	 αk satisfy conditions (a1), (a2), K > 0, and initial function ψ
satisﬁes (a3). There exists a unique solution of (3) with the initial condition
yt = ψt	 t < t0	 yt0 = y0 (26)
In this section we assume that an additional condition
(a4) y0 > 0	 ψt ≥ 0	 t < t0,
holds. Then as in case m = 1 [16, 17] the solution of (3), (26) is positive.
A positive solution y of (3) is said to be oscillatory about K if there exists
a sequence tn	 tn →∞, such that ytn −K = 0	 n = 1	 2	   ; y is said to
be nonoscillatory about K if there exists T ≥ t0 such that 
yt −K
 > 0 for
t ≥ T . A solution y is said to be eventually positive (eventually negative)
about K if y −K is eventually positive (eventually negative).
Suppose y is a positive solution of (3) and deﬁne x as x = y
K
− 1. Then
x is a solution of (4) such that 1+ x > 0.
Hence oscillation (or nonoscillation) of y about K is equivalent to oscil-
lation (nonoscillation) of x.
By applying Theorems 1–10 we obtain the following results for Eq. (3).
Theorem 11. Let αk < 1	 k = 1	    	m. There exists a nonoscillatory
about K solution of (3) if and only if∫ ∞
0
rktdt <∞	 k = 1	    	m
Theorem 12. Let αk > 1	 k = 1	    	m.
If
lim
t→∞ sup
∫ t
minkhkt
m∑
k=1
rksds <∞	
then Eq. (3) has a nonoscillatory about K solution.
Remark. If m = 1 and the parameters of (3) are continuous functions
then the results of Theorems 11 and 12 were ﬁrst obtained in [16] (see
also [17]).
Theorem 13. Let m = 2	 α1 < 1 = α2
If either ∫ ∞
0
r1sds = ∞
or
lim
t→∞ inf
∫ t
h2t
r2sds >
1
e
	
then all solutions of (3) are oscillatory about K.
404 berezansky and braverman
If ∫ ∞
0
rksds <∞	 k = 1	 2	
then there exists a nonoscillatory about K solution of (3).
Theorem 14. Let m = 2	 α1 > 1 = α2 If
lim
t→∞ inf
∫ t
h2t
r2sds >
1
e
	
then all solutions of (3) are oscillatory about K.
If
lim
t→∞ sup
∫ t
minh1t	h2t
r1sds <∞	 lim
t→∞ sup
∫ t
minh1t	h2t
r2sds <
1
e
	
then there exists a nonoscillatory about K solution of (3).
Theorem 15. Let m = 2	 α1 > 1 > α2 If∫ ∞
0
r2sds = ∞	
then all solutions of (3) are oscillatory about K.
If ∫ ∞
0
rksds <∞	 k = 1	 2	
then there exists a nonoscillatory about K solution of (3).
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