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CHAPTER 1
INTRODUCTION
1.1

MOTIVATION

As commercial vehicle technology advances, safety is among the most important driving
forces and motivations of innovative development of new and more capable vehicle systems. There
has been a notable trend in the direction of intelligent automation of specific tasks, lane keeping
and Adaptive Cruise Control (ACC) for example, in pursuit of safer, more effective and more
convenient travel as summarized by Li (Li et al. 2005). Based on the 2018 report from the World
Health Organization (WHO), 1.35 million deaths occurred in vehicle related accidents world-wide
in 2016, with 50 million non-fatal injuries reported in 2018 (World Health Organization 2018).
This is an increase in total vehicle related fatalities from the reported 1.25 million in 2013. While
the rate of deaths per 100,000 people is continuing to plateau at roughly 18 since the year 2000 (see
Fig. 1.1), more must be done or future years will only continue to see rising numbers of fatalities.

Figure 1.1: Total No. & rate of road related fatality per 100,000 global population (World Health Organization 2018).

It should be noted that, as seen in Fig. 1.2, there has been over a 50% reduction in death
rates per 100,000 vehicles on the road indicating that progress has been made to mitigate the
vulnerability posed by the proliferation of motorized transportation throughout the world.
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Figure 1.2: No. of vehicles & rate of road related fatality per 100,000 vehicles (World Health Organization 2018).

Unfortunately, the new high of total road related deaths in 2016 is not the only sign of insufficient progress towards the global goal of ‘Vision Zero’. As noted in the info-graphic in Fig. 1.3,
road traffic incidents are now the 8th leading cause of death for people of all age groups and the
1st leading cause of death for persons aged 5 – 29 (World Health Organization 2018).

Figure 1.3: Global road traffic injury summary info-graphic for 2016 (World Health Organization 2018).
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Figure 1.4: Summary of SAE J3016 levels of driving automation standard (SAE 2018).

It is clear that now more-so than ever, that drastic change must occur to begin to make a
positive impact on global road-related fatalities with human driver error being responsible for
94% of vehicle accidents (Mueller, Cicchino, and Zuby 2020). This issue requires novel concepts
and technologies across multiple professional disciplines. One of the most promising and rapidly
developing solutions is the increase in automated functionality of road vehicles with all major
automotive manufacturers beginning to introduce intelligent safety systems to consumer market
vehicles. Level 4 – 5 Intelligent Vehicles (IVs), as classified by SAE (SAE 2018), with their
end to end self-driving capability, offer the potential to reduce the number of deaths from vehicle
accidents to zero. Current production vehicles are limited to at best levels 2 and 3 as the systems
and technologies required for levels 4 and 5 are not fully matured. A summary of the varying levels
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Figure 1.5: False crash detection due to bounding box simplification.

of driving automation defined by SAE J3016 standard is shown in Fig. 1.4.
Passive safety technology will be a key component not only for the current development
period, but also for when self-driving technology has fully matured. It is likely infeasible for
new technology to achieve a world with zero vehicle accidents due to the dynamic and often unpredictable nature of road environments, meaning passive safety systems will remain critical to
keeping passengers and pedestrians safe.
With this in consideration, this work seeks to evaluate the performance of six algorithms
(simple bounding box, oriented bounding box, L-shape fit bounding box, polynomial fit estimation,
complemented convex hull, and three-arc fit) that leverage LiDAR data to estimate the shape of
vehicles at various angles and distances. As passive safety technology develops towards pre-crash
prediction of collision and preemptive activation of restraint systems, this contour information
will be a necessary development for avoiding false-positive activation of irreversible passive safety
systems. Schneider et al. (Schneider, Lugner, and Brandmeier 2019) discussed the danger of
inaccurate contour estimation regarding the industry standard of bounding box assumptions that
could lead to false triggering of safety systems in near-miss scenarios, as illustrated in Fig. 1.5.
Activation of airbags in such a scenario would directly endanger vehicle passengers as well as
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pedestrian bystanders, likely leading to causing an accident from the driver losing control of the
vehicle. Krämer et al. (Krämer, Stiller, and Bouzouraa 2018) note an additional shortcoming of
bounding boxes in the case of non-traditional vehicles, e.g., articulated busses.
The contour information can be easily incorporated into other capabilities of high-level IVs
such as object classification and tracking making it non-intrusive in the vision of self-driving development and reducing the relative computational cost increase compared to the simple bounding
box method.

1.2

HYPOTHESIS

If a multitude of metrics for measuring accuracy of estimated vehicle contours are used to
provide insight on algorithm performance under dynamic conditions, then the most accurate algorithm, relative to a ground truth, can be determined based on relative distance and angle of the
measured target-vehicle.

1.3

METRIC FOR SUCCESS

Based upon initial assessment of variations in the quality and quantity of vehicle LiDAR
reflections that could result from different relative distance and relative angle, it is expected for
the performance of the tested algorithms to be lowest at higher distances due to the low number
of reflections, best at short to medium distances due to an increasing number of reflections, and
somewhere in between for very short ranges due to possible self-occlusion of the target vehicle.
Additionally, it is expected that the performance of the different algorithms will be reduced at
increasing relative angles as the target-vehicle begins to self-occlude portions of itself.
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1.4

SUMMARY OF ORGANIZATIONAL STRUCTURE OF THESIS

This thesis document follows a conventional five chapter model summarized as follows:
Chapter 1 introduces the general topics covered, presents justifying motivation for this work, and
proposes an experimental hypothesis accompanied by pre-defined metrics for success. Chapter 2
provides a comprehensive survey and review of the state-of-art literature regarding Intelligent Vehicle (IV) systems, automotive sensor technology, algorithms & software for advanced vehicle
systems, and integrated vehicle safety. Chapter 3 presents the novel methods developed for the
design of an experiment to test the proposed hypothesis, describes the different vehicle contour estimation algorithms that have been investigated, presents the proposed metrics used for assessment
of the investigated contour estimation algorithm accuracy, and assess a number of factors influencing the experimental data. Chapter 4 presents the experimental data, presents the results of the
proposed analysis of the experimental data, discusses additional algorithm performance/capability
factors, and provides a concise yet conclusive analytical summary of the algorithm performance
results for the different experimental trials. Finally, Chapter 5 concludes the thesis by revisiting
the proposed hypothesis and metrics for success to validate that this work has answered/achieved
them, and provides recommendations for the continuation of this work and topic.
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CHAPTER 2
LITERATURE REVIEW
2.1

INTELLIGENT VEHICLE SYSTEMS

The area and scope of Intelligent Vehicle (IV) systems comprises varying levels of hardware
and software technologies that assist in the operations of a motor-vehicle. Data is collected with
sensors (see Fig. 2.1) and processed into information that can be acted on depending on the system and situation. Capabilities can range from simple visual/auditory feedback systems, driver
assisted automation of situational tasks, occupant condition monitoring/interfacing and so on. In
general, IV systems seek to improve the experience of vehicle use by: improving safety of vehicle
operation, bettering vehicle operation convenience through reducing the task-load of the driver,
reducing travel time by more efficient vehicle operation, etc. as discussed by Soloiu et al. (Soloiu
et al. 2016). The potential benefits that these technologies can, and in many cases already do,
provide has motivated extensive development and continued research in the area.

Figure 2.1: Intelligent vehicle perceiving the local environment (ETAuto 2020).
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Figure 2.2: Table summary of varying levels of driving automation (SAE 2018).

2.1.1

SAE CLASSIFICATIONS

The Society of Automotive Engineers (SAE) defines IV systems (also commonly referred to
as Automated Driving Systems (ADS)) as “the hardware and software that are collectively capable
of performing the entire Dynamic Driving Tasks (DDT) on a sustained basis, regardless of whether
it is limited to a specific Operational Design Domain (ODD)” (SAE 2018). These IV systems are
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Figure 2.3: Common & prospective automated driving systems with SAE level of driving automation indicated (SAE
2018).

further categorized into six different levels based on capability and extent of automation provided
by the system. As summarized in Fig. 2.2, the six levels of automation begin with no automation
at level zero and incrementally increase the scope of automation with full automation at level five
(SAE 2018).
IV systems encompass a wide range of technologies with different capabilities and varying
complexity. Common examples include Adaptive Cruise Control (ACC) at level one, highway
piloting at level two, traffic jam navigation at level three, self valet parking at level four, and full
automated driving at level five (see Fig. 2.3 (SAE 2018)).

2.1.2

ADAPTIVE CRUISE CONTROL

Adaptive Cruise Control (ACC) is a system that dynamically manages the speed of an egovehicle (the vehicle with the ACC system) based on some combination of distance to, relative
velocity between, and true velocity of other vehicles ahead of the ego-vehicle. The speed of the

33

Figure 2.4: Block schematic of radar based ACC system (Azarbar, Dahmardeh, and Taskhiri 2018).

ego-vehicle is controlled to maintain a safe distance between vehicles and, in isolation, is an example of a level one automation system. These systems are becoming increasingly more common
in production vehicles as a semi-premium feature. Figure 2.4 is an example of a radar-based ACC
system block diagram developed by Azabar et al. (Azarbar, Dahmardeh, and Taskhiri 2018).

2.1.3

AUTOMATIC EMERGENCY BRAKING/STEERING SYSTEM

Automatic Emergency Braking (AEB) systems actively monitor the relative distance & speed
of an ego-vehicle and environmental object hazards (e.g., other vehicles, pedestrians, and road
barriers) to predict potential imminent collisions in order to actuate the ego-vehicles braking system. Due to similar design principles, AEB systems can be included with ACC systems relatively
easily. Typically, AEB systems offer multi-stage functionality based on predicted Time to Collision (TTC) with variable braking. Modern systems include modeling of driver reaction and active
steering control for improved accident mitigation, such as presented in work from Eckert et al.
(Eckert et al. 2011). These more advanced systems combining Automatic Emergency Steering
(AES) and AEB are an example of a level two automation system. A working principle diagram
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Figure 2.5: Working principle of emergency steer and brake assist system (Eckert et al. 2011).

of an Automatic Emergency Braking and Steering (AEBS) is shown in Fig. 2.5.

2.1.4

LANE DEPARTURE MONITORING/LANE KEEPING

Lane monitoring systems come in three main variants. Lane Departure Warning (LDW) systems actively monitor the ego-vehicles lateral position within the lane and provide auditory/visual
feedback to the driver if the ego-vehicle deviates too much from lane center. Lane Keeping Assist
(LKA) systems extend LDW capabilities with active steering control to keep the ego-vehicle within
the lane boundaries if necessary. Lane Centering Assist (LCA) systems actively provide steering
input to center the ego-vehicle in the road-lane and are the most recent of the three technologies.
Zhao, Wang, and LeBlanc developed a model and controller for an LKA system (see Fig. 2.6)
using a bicycle vehicle-model and using real human driver data (Zhao, Wang, and LeBlanc 2017).
These systems have conventionally utilized camera and inertial sensors for lane detection and
tracking, such as presented by Wang, Teoh, and Shen (Wang, Teoh, and Shen 2004), however, Sun
et al. (Sun et al. 2019) were able to detect road-lane boundaries in real-time using a LiDAR sensor
and an Inertial Navigation System (INS) with high accuracy. Multi-sensor fusion may be necessary
for non-ideal scenarios (e.g., faded/missing road-lane markers and night driving).
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Figure 2.6: Lane departure model trajectory comparison with and without control (Zhao, Wang, and LeBlanc 2017).

2.1.5

DRIVER/OCCUPANT HEALTH AND CONDITION MONITORING

Driver monitoring systems are among the less mature prospective IV systems. According to
Khan and Lee, they can broadly be described as systems that monitor the status of a driver and
provide feedback or assistance to facilitate safe and comfortable driving (Khan and Lee 2019).
Systems can keep an eye out for driver distraction, fatigue and aggressive driving behavior and
enact countermeasures informed by the current driving environment. A conceptual visualization
of this is shown in Fig. 2.7.

Figure 2.7: Driver monitoring system (IoT 2020).
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Figure 2.8: Visualization of Volkswagen park assist system (Lincoln 2017).

2.1.6

PARKING ASSIST/SELF-PARKING

Parking assistance systems provide support in scenarios such as parallel & reverse parking, as
shown in Fig. 2.8. Nearly all modern vehicles are beginning to offer at least a backup camera and/or
ultrasonic proximity parking sensors. These systems can act passively (level zero/one automation)
only providing additional visual/auditory feedback to the driver or they can actively steer and
control vehicle speed (level two automation) to complete the parking without driver input. Current
development seeks to extend to a kind of ‘valet parking’ system where the vehicle can be instructed
to search for a suitable parking place without any human input (level three automation) as well as
be remotely summoned to a location which requires the system to plan and navigate a path without
human input.

2.2

SENSING TECHNOLOGY

Automotive manufacturers and researchers use a variety of sensors to gather extrinsic and
intrinsic information to facilitate safe and effective operation of the vehicle. Many groups have
even compiled annotated, multi-sensor data-sets in pursuit of progressing the development of selfdriving capabilities such as nuScenes developed by Caesar et al. (Caesar et al. 2019). Common
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sensors include Global Positioning System (GPS), radar, LiDAR, ultrasonic/electromagnetic, Inertial Measurement Unit (IMU), camera, wheel encoder and more. The sensors are frequently used
in conjunction with other sensors, taking advantage of strengths and minimizing shortcomings of
the different sensor technologies such as the multi-sensor fusion framework studied by Dickmann
et al. (Dickmann et al. 2014) and Kuttenberger et al. (Kuttenberger et al. 2006). A sensor fusion of
stereo camera vision and the vehicles IMU is presented by Michalke et al. (Michalke, Stein, and
Franke 2011) for detection of side impacts. Additionally, Lange and Tandler (Lange and Tandler
2007) developed a side impact detection and mitigation system based on stereo camera vision and
short-range radar. The proceeding sections will detail the common automotive sensors as well as
draw comparison to the capabilities of the different technologies.
LiDAR Technology
Spatial Dimensions
1D

Distance Measurement Method
Indirect-ToF
Synchronized
Pulse Phase
Shift
Modulated
Continuous
Wave
Frequency

Amplitude

2D

3D

Beam Delivery Method

Direct-ToF

Scanning

Mechanical

Non-MEMS
Spinning
Mirror
Spinning
Laser
Array

MEMS
Oscillating
Mirror

Laser Source/Receiver

Non-Scanning

Non-Mechanical

Flash

Optical
Phased
Array

Line
(2D)

DPSSL

ElectroOptical
Modulator

Whole
Scene
(3D)

Fiber
Laser

Liquid
Crystal
Meta-surface Solid-State LiDAR

Structured Light

Laser
Diode

VCSEL

850 nm

Si

SPD

SPAD

905 nm
MPD
Si
SiPM
1550 nm

Laser Sources

Risley
Prism

InP
GaAs

MPPC

PMT

InGaAs
Movable
Lens (MicroMotion)

Wavelength
and Material

PIN-PD

Antenna
Array
Laser Detectors

Figure 2.9: Categorized tree chart of different state-of-art LiDAR technologies.
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Figure 2.10: Working principles for 1-D, 2-D and 3-D LiDAR sensing.

2.2.1

LIDAR

Light Detection and Ranging (LiDAR) utilizes coherent laser light (typically 850 nm, 905 nm
or 1550 nm wavelengths) in order to measure relative distance between the sensor and environmental objects. A tree chart summarizing the many different LiDAR technologies and variants
based on review of state-of-art literature is presented in Fig. 2.9. There are four primary operational aspects that categorize the multitude of LiDAR technology solutions. These categories are
spatial dimension of sensing, distance measurement method, laser beam delivery method and the
laser source and receiving hardware.
As noted in Fig. 2.9, LiDAR can be configured for 1-D as laser range finders, 2-D as planar
scanning and 3-D as Euclidean space scanning. These different spatial variants are visualized in
Fig. 2.10. It is also noted in Fig. 2.9 that the two primary techniques for measuring distances with
LiDAR are Direct-Time-of-Flight (D-ToF) and Indirect-Time-of-Flight (I-ToF) with I-ToF being
achievable by a number of different techniques. The third, and arguably most diverse, category is
the means of laser beam delivery. The two high-level variants are scanning LiDAR which actively
steer the laser light either by mechanical or non-mechanical means, and non-scanning LiDAR
which illuminates large regions of the environment in a single instance.

39
The final differentiating factor among LiDAR technology is the specific laser emitter and detector hardware used. There are many commonly used hardware for the source laser emission
such as laser diodes, Vertical Cavity Surface Emitting Lasers (VCSEL), Diode Pumped SolidState Lasers (DPSSL) and fiber lasers. The wavelength of emitted laser is partially dependent on
the type of laser source variant, but is primarily determined by the periodic elements that compose the laser emitting source. Silicon (Si) based emitters can be used to produce 850 nm and
905 nm (with 905 nm being the most frequently used of the three typical wavelengths). Laser emitters producing lasers with a wavelength of 1550 nm require slightly more exotic periodic elements
including Indium Phosphide (InP), Gallium Arsenide (GaAs) and Indium Gallium Arsenide (InGaAs). In kind to the many laser emitting technologies, there are many different solutions for
laser return detectors including Single-Photon Detectors (SPD), Single-Photon Avalanche Diodes
(SPAD), Multi-Photon Detectors (MPD), Silicon Photo-Multipliers (SiPM), Multi-Pixel Photon
Counters (MPPC), Photo-Multiplier Tubes (PMT), P-N Photo-Diodes (PIN-PD) and arrayed antennas.
LiDAR technology uses the Time-of-Flight (ToF) of laser light to measure relative distances
to objects. This is accomplished by either Direct-Time-of-Flight (D-ToF) methods or by a IndirectTime-of-Flight (I-ToF) methods. With D-ToF, as seen in Fig. 2.11, the round trip travel time of the
laser is directly measured and used to calculate distance using (2.1). For I-ToF techniques, shown
in Fig. 2.12, changes in either pulse phase, wave frequency or wave amplitude are measured for
calculating distance using (2.2).

d = ∆t

c
2

(2.1)

Where d is the relative distance from the sensor to the measured target, ∆t is the time taken for the
sensor pulse to propagate out, reflect off the measured target & return to the sensor, and c is the
speed of light1 .
1. c = 299, 792, 458 ms in a vacuum and c = 299, 630, 657 ms in air.
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d = Δt 2
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Figure 2.11: Working principle of LiDAR sensor and direct-time-of-flight measurement.

Δt = d c2

Tunable Laser
Beam Splitter

Scene

Photodetector

Tx Signal
Rx Signal

Frequency

T

τ

fd
Δt
BW

Δf
Time

Figure 2.12: Working principle of LiDAR sensor and indirect-time-of-flight measurement using saw-tooth FMCW
modulation (note: red indicates the transmitted signal and blue indicates the return signal).
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c
c · |∆f |
d = |∆t| ⇒ d =
2
2 · df
dt

(2.2)

Where d is the relative distance to the target, |∆t| is the travel time of the laser beam taken as an
absolute value, c is the speed of light, |∆f | is the absolute frequency difference and

df
dt

is frequency

shift per unit time.

Figure 2.13: Working principle of MEMS based mechanical beam steering technology (Yoo et al. 2018).

The primary differentiating factor of LiDAR technology is the method of beam steering for
2D and 3D applications (or the lack-thereof in 1D applications as seen in Fig. 2.10). As denoted in
Fig. 2.9, the two overarching categories are scanning and non-scanning. Scanning LiDARs can be
further divided into mechanical scanning and non-mechanical scanning technologies. Mechanical
scanning LiDAR include MicroElectro-Mechanical Systems (MEMS) which utilize small oscillating mirrors for beam directional control (see Fig. 2.13), and non-MEMS which utilize rotating
mirrors or rotating laser arrays (see Fig. 2.14).
Two additional mechanical scanning LiDAR technologies include rotating Risley prisms which
diffract light through multiple special prism shaped lenses for beam directional control (see Fig. 2.15)
and movable optical lenses which control conventional convex lenses for beam directional control
(see Fig. 2.16).
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Figure 2.14: Working principle of rotating mirror (left) and laser array (right) based mechanical beam steering technologies (Holzhüter 2019).

Figure 2.15: Working principle of rotating Risley prism based mechanical beam steering technology (Li, Sun, and
Gao 2016).

Figure 2.16: Working principle of movable lens based mechanical beam steering technology from Cepton (Pei, McCord, and Rejaly 2018).

Non-mechanical scanning methods include Optical Phased Arrays (OPA) which exploit interference behaviour of the emitted light to steer beam direction (see Fig. 2.17), Electro-Optical
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Modulators (EOM) which are optical devices used to modulate different characteristics (e.g., amplitude, frequency, intensity, polarization, phase, etc.) of the emitted light in order to control the
beam direction (see Fig. 2.18), and liquid crystal meta-surfaces which use electrical signals to control the properties of special materials that are used as reflectors to control the beam direction (see
Fig. 2.19).

Figure 2.17: Working principle of OPA based non-mechanical beam steering technology from Quanergy (Eldada
2019).

Figure 2.18: Working principle of EOM based non-mechanical beam steering technology (Römer and Bechtold 2014).

The second main beam delivery technology, non-scanning LiDAR, includes flash LiDAR
which illuminates large areas by passing the laser beam through a diffusing lens (see Fig. 2.20)
and structured light technologies which project patterns of light onto a scene to allow passive
optical sensors to extract spatial information.
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Figure 2.19: Working principle of liquid crystal meta-surface based non-mechanical beam steering technology
(Shaltout et al. 2018).

Figure 2.20: Working principle of flash LiDAR technology (Advanced Scientific Concepts 2020).
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LiDAR being an active sensor allows for operation in low light conditions unlike conventional
camera systems. Object detection can be accomplished even using arrayed 1D LiDAR such as presented by Soloiu et al. (Soloiu, Ibru, and Beyerl 2016). Additionally, it offers unparalleled spatial
resolution making it ideal for identifying detailed environmental features that can be leveraged for
object classifiers, mapping and integrated safety systems as noted by Höver and Lichte (Höver,
Lichte, and Lietaert 2006) as well as Lindner and Wanielik (Lindner and Wanielik 2009). Rahman
et al. (Rahman et al. 2014) showed the capability of a model-based Detection and Tracking Moving
Object (DATMO) algorithm to identify and track the movement of a single target. Many groups
have extended this to multi-object tracking frameworks such as Choi et al. (Choi et al. 2013), Ye
et al. (Ye, Fu, and Li 2016) and Kampker et al. (Kampker et al. 2018).
LiDAR has been utilized as the sensor for this work as this sensor is relatively new regarding
application in the automotive field, and offers some advantages compared to more commonly used
sensors.
Depth Perception Technology
Triangulation

Time-of-Flight

Interferometry

Focus

Structured Light
Interferometry

Light Field

Passive

Depth Sensing

Active
Time-of-Flight

Stereo

Stereo

Figure 2.21: Different depth perception technologies for camera vision, recreated from (Vision 2018).

2.2.2

CAMERA

Camera sensors are passive sensors that collect light to image the environment within their
field of view. Software can then be used to extract valuable information from these images to
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Figure 2.22: Working principles of depth perception technologies for camera vision (DAQRI 2018).

facilitate vehicle operation. One of the fundamental disadvantages of simple monocular cameras
is that they only provide a 2-D representation of a 3-D world. Additionally, as they do not traditionally produce their own light, they cannot reliably operate in low-light or at night on their own.
However, many solutions to these issues have been developed in order to utilize the advantages of
camera sensors (e.g., high resolution, object classifying capability, low cost).
The extraction of depth from camera images has been accomplished in a number of ways. Single monocular camera can estimate spatial relations if they are moved through static environments
by relating sequences of images but this often offers poor accuracy. Reliable depth information
is typically accomplished by triangulation, Time-of-Flight (ToF), or interferometry. As summarized in Fig. 2.21, these depth estimation techniques can be accomplished in different ways. Some
examples of the working principles of camera depth sensing is shown in Fig. 2.22.
Triangulation for depth perception can be accomplished with passive stereo cameras through
the effect of parallax due to the distance between the two cameras, or by projecting light (e.g.,
laser, structured) onto the scene in mono or stereo systems for additional reference point(s) for the
triangulation calculations. ToF cameras typically utilize LiDAR units to directly measure distance,
as noted by Horaud et al. (Horaud et al. 2016), in similar fashion as previously mentioned in the
discussion of LiDAR sensing.
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Figure 2.23: Visualization of the working principle of event based vision (Kim, Leutenegger, and Davison 2016).

Cameras offer impressive data resolution with a low cost due to the proliferation of the technology in many other industries. However, camera image data requires large processing power
and are significantly affected by poor lighting conditions as discussed by Soloiu et al. (Soloiu et
al. 2017). In addition to the already discussed camera vision technologies, two additional variants
that should be mentioned include event based vision and thermal/Infrared (IR) cameras. Event
based cameras differ fundamentally from traditional cameras in that, rather than utilizing a shutter
to record individual image frames at some rate, event cameras record any change in incoming light
for each individual pixel that comprises the image sensor as reviewed by Gallego et al. (Gallego
et al. 2019). A visualization of this working principle is shown in Fig. 2.23.

2.2.3

RADAR

Radar is an active sensor technology that uses radio waves to detect objects and determine
their relative distance and, in some cases, their relative velocity. A visualization of the working
principle of radar is shown in Fig. 2.24. In many ways radar operates according to the same underlying principles as LiDAR, emitting radio waves and using I-ToF/D-ToF techniques to extract
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Figure 2.24: Working principle of radar in automotive applications (Cowell 2018).

range information. One advantage of radar is higher maximum detection range due to the low frequency that radar operates in. However, this increased range comes at the cost of spatial resolution
of the measurements.
Based on a survey of current literature, there are a number of radar variants. Continuous
Wave (CW) radar outputs a continuous single frequency radio signal and can be used for determining relative velocity based on Doppler shift but cannot provide range information. Pulsed radar
emits short bursts of radio waves and can be used for ranging based on ToF of the pulsed signal
but do not provide relative velocity data. Pulsed Doppler or Frequency Modulated Continuous
Wave (FMCW) radar can be used when both relative range and velocity need to be determined
simultaneously. Radar signals can be modulated in many ways as summarized in Fig. 2.25.
According to Peng and Li, FMCW radar is among the most common for state-of-art automotive radar sensors and works by modulating the frequency of a continuous output signal (Peng and
Li 2019). There are a number of different patterns for signal frequency modulation including sine,
square-wave, triangle, sawtooth and staircase step modulation as noted by Wolff (Wolff 2011) and
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Figure 2.25: Tree chart of different radar signal modulation techniques (Sunbu 2017).

shown in Fig. 2.26. Relative distance can be determined using (2.2) as previously discussed. The
maximum range for a radar system can also be calculated using (2.3).
s
Rmax =

4

Ps · G2 · λ2 · σ
Pemin · Lges (4π)3

(2.3)

Where Rmax is the maximum range, Ps is the transmitted power, G is the antenna gain, λ is the
transmitted wavelength, σ is the radar cross section, Pemin is the smallest received power detectable
by the system and Lges is a loss factor accounting for internal attenuation, fluctuation losses and
atmospheric losses (Wolff 2020). The resolution for range measurements can also be described by
(2.4).

∆fF F T =

1
df
=
T
dt(fup − fdown )

(2.4)

Where fF F T is the smallest measurable frequency difference (i.e., the range resolution), T is the

50
modulation duration,

df
dt

is frequency shift per unit time and (fup − fdown ) is the Bandwidth (BW)

of the transmitted signal (Wolff 2020). Similarly, the angular resolution for differentiating between
multiple targets is defined by (2.5) (Pieraccini and Miccinesi 2019).

∆θ =

λ
D

Where ∆θ is the angle resolution and D is the width of the receiving antenna.

Figure 2.26: Examples of frequency modulation signal types for FMCW radar (Connelly 2016).

(2.5)
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Figure 2.27: Frequency relationship for triangular modulated FMCW radar (Wolff 2011).

For FMCW radar utilizing the common sawtooth modulation, only the range to objects can
be determined and any Doppler shift due to radial motion towards or away from the emitter will
contribute to error in the range measurement. If triangle modulation is instead used then range and
Doppler frequencies can be calculated using (2.6) and (2.7) (see Fig. 2.27 for graphical relationships).
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∆f (R) =

∆f1 + ∆f2
2

(2.6)

Where f (R) is the frequency in relation to distance, ∆f1 is the frequency shift on the rising edge
of the triangle modulation signal and ∆f2 is the frequency shift on the falling edge of the triangle
modulation signal (Wolff 2011).

∆fD =

|∆f1 − ∆f2 |
2

(2.7)

Where fD is the Doppler frequency related to the radial velocity of the measured object (Wolff
2011).

Figure 2.28: Different radar frequencies for short, mid, and long range radar.

One of the main advantages of radar is that by shifting the BW frequency range, the field of
view and maximum range can be adjusted without any hardware change. This allows for a single
radar sensor with multiple modes, shown in Fig. 2.28, to be applied to handle a variety of different
scenarios.
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2.2.4

ULTRASONIC

Ultrasonic sensors, similar to radar and LiDAR, are proximity range measurement devices
that use sound waves (typically 20 - 70 kHz) to measure distances to objects (see Fig. 2.29 for the
working principle). Due to their use of sound waves as opposed to EM waves, they have much
shorter ranges compared to LiDAR and radar but are much less complex and therefore usually
considerably lower in cost. Ultrasonic sensors also are more affected by environmental factors
such as ambient temperature although this is not too great of a concern in the relatively small
measurement ranges in which they are typically applied.

Figure 2.29: Principle of ultrasonic sensor operation (Ifm 2020).

2.2.5

INERTIAL MEASUREMENT UNIT

An Inertial Measurement Unit (IMU) is actually a fusion of three different sensors, gyroscopes, accelerometer and magnetometer, in order to determine and track orientation and position
(Kok, Hol, and Schön 2017). Each of these sensors has a number of variants however, only MEMS
variants will be discussed in the scope of this work. IMUs provide orientation information for the
IMUs coordinate frame relative to some baseline frame of reference. The orientation information
is typically represented as rotation vectors, Euler angles or quaternions. An example of Euler angle
coordinate rotations is shown in Fig. 2.30.
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Figure 2.30: Individual Euler angle coordinate rotations (Kok, Hol, and Schön 2017).

Based on the nomenclature in Fig. 2.30, rotation matrices for rotation about each axis are
defined in (2.8) – (2.10).


0
0 
1



Rz = 
0
cos(φ)
sin(φ)




0 −sin(φ) cos(φ)

(2.8)




cos(θ) 0 −sin(θ)



Ry = 
0
1
0




sin(θ) 0 cos(θ)


(2.9)



 cos(ψ) sin(ψ) 0



Rx = 
−sin(ψ)
cos(ψ)
0




0
0
1

(2.10)

Where Rz , Ry and Rx are the resultant rotation matrices about the Z, Y and X-axis respectively
and φ, ψ and θ are the angles of rotation about the Z, Y and X-axis respectively. These can be
combined into a single rotation matrix (2.11).
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Ruv = Rz Ry Rx




cosθcosψ
cosθsinψ
−sinθ 




=
sinφsinθcosψ − cosφsinψ sinφsinθsinψ + cosφcosψ sinφcosθ


cosφsinθcosψ + sinφsinψ cosφsinθsinψ − sinφcosψ cosφcosθ

(2.11)

Where Ruv is the rotation matrix representing the rotation of coordinate frame v to coordinate
frame u.
The rotation matrix can then be combined with kinematic transformation vectors as a homogeneous transformation to represent the position and orientation of a coordinate frame as defined
in (2.12) – (2.13).

Puv = [Xuv Yuv Zuv ]T

(2.12)

Where Puv is the translation vector representing the relative distance between the origins of coordinate frames u and v in Cartesian coordinates Xuv , Yuv and Zuv .





Puv 
 Ruv
Tuv = 

0 0 0 1


cosθcosψ
cosθsinψ
−sinθ
X
uv




sinφsinθcosψ − cosφsinψ sinφsinθsinψ + cosφcosψ sinφcosθ Yuv 


=

cosφsinθcosψ + sinφsinψ cosφsinθsinψ − sinφcosψ cosφcosθ Z 

uv 


0
0
0
1

(2.13)

Where Tuv is the homogeneous transformation matrix between the coordinate frames u and v.
As already mentioned, the three sensors that typically comprise most IMU sensors are accelerometer, magnetometer and gyroscope. MEMS accelerometers are used to measure accelerations or changes in velocity and typically consist of a small proof mass attached to beam springs

56

Figure 2.31: Working principle of MEMS accelerometer (O’Reilly, Khenkin, and Harney 2009).

nestled in between capacitive fingers. Under acceleration, the proof mass will lag behind the moving body due to being suspended by springs causing the distance between the proof mass fingers
and capacitive fingers to change. This change in distance can be measured as a change in capacitance through circuitry and converted into a meaningful acceleration value. An example of this
type of accelerometer is shown in Fig. 2.31.

Figure 2.32: Schematic of MEMS gyroscope (Patel and McCluskey 2012).
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Figure 2.33: Schematic of MEMS magnetometer (Wu et al. 2018).

MEMS gyroscopes are used to detect rotations and have similar designs to MEMS accelerometers. They primarily differ in that they drive vibrations in the proof mass and utilize the Coriolis
effect to detect angular motion. An example schematic is shown in Fig. 2.32.
MEMS magnetometers are used for measuring the presence, strength and direction of magnetic fields (typically the earths). They accomplish this by leveraging Lorentz forces to rotate a
proof mass attached to torsional beams. By measuring the subsequent change in capacitance, the
characteristics of the magnetic field can be derived. An example schematic of a MEMS magnetometer is shown in Fig. 2.33.

2.2.6

GLOBAL POSITIONING SYSTEM

The Global Positioning System (GPS) is a constellation of 31 satellites owned and operated
by the U.S. military that is used to provide accurate real time positioning anywhere on Earth.
Relative distance to satellites are computed using timed radio signals so that trilateration can be
used to identify positioning in terms of latitude and longitude as shown in 2D and 3D cases in
Fig. 2.34. GPS can also be extended to utilize more than the 31 GPS satellites, known a Global
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Navigation Satellite System (GNSS), by connecting to other navigation satellite constellations such
as Europe’s Galileo constellation, China’s Beidou constellation, Russia’s GLONASS constellation
and others (Perdue 2019).

Figure 2.34: Working principle of trilateration in 3D (left) and 2D (right) (GIS 2020).

GPS and GNSS are crucial supplemental technologies for IV systems, facilitating navigation,
localization, and so on. Due to the large distances between user receivers and individual satellites,
accuracy of position information ranges from a few centimeters for advanced receiver systems
to roughly 5 m accuracy for less complex receivers such as smartphone GPS. Position accuracy
can further be reduced if the receiver is near large, tall objects (e.g., trees, buildings, bridges)
due to unaccounted travel distance of reflected GPS/GNSS signals as noted by Kos, Markezic
and Pokrajcic (Kos, Markezic, and Pokrajcic 2010). A visual example of this as well as signal
blockage/diffusion is shown in Fig. 2.35.
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Figure 2.35: Factors contributing to positioning inaccuracies for GPS/GNSS (Van Sickle 2015).
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2.2.7

CAPABILITY COMPARISON OF SENSORS FOR INTELLIGENT VEHICLES

All of the prior discussed sensors have strengths and weaknesses with no individual sensor
technology (even if multiple of same type used) being enough for levels four and five driving
automation. A combination of some or all of different sensors, which will be discussed in the
proceeding section, will almost definitely be required for full driving automation to be achieved.
This section will seek to compare the capabilities of the various sensors as impartially as possible
as many of the comparisons found in literature can sometimes favor specific technologies over
others. For the scope of this thesis, the following comparison will primarily focus on perception
sensors (e.g., camera, radar, LiDAR, ultrasonic). It, of course, should be noted that this work only
utilizes LiDAR technology as a disclaimer to the following information.

Figure 2.36: Overview of operating spectra of different perception sensors (Rosique et al. 2019).

Each perception technology, with the exception of ultrasonic, operates within different spectra
of the Electro-Magnetic (EM) spectrum. Cameras utilize visible light wavelengths between 400 −
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750 nm, LiDAR operates in Near Infrared (NIR) wavelengths between 850 − 1550 nm, thermal
cameras utilize Mid Infrared (MIR) wavelengths between 8000 − 14, 000 nm, radar operates in
radio wavelengths between 2.4 − 125 mm, and ultrasonic utilizes sound with wavelengths between
8.5−17 mm (Rosique et al. 2019). This differing operating wavelengths is mapped out in Fig. 2.36.
The three sensors that are most commonly compared are camera, radar and LiDAR. Radial
charts that describe many of the features, strengths and weaknesses of these three sensors is shown
in Fig. 2.37 (Bravo 2019b).

Figure 2.37: Radial chart comparison of different perception sensors (Bravo 2019b).

Additionally, a more comprehensive comparative summary of various aspects of perception
sensing technology is presented in Table 2.1 (sensor scored on scale of 1 – 5 where a score of 1
indicates poorest/lowest in the comparison and a score of 5 indicates best/highest in the comparison). This was compiled from a multitude of literature sources in order to best provide a fair and
accurate summary of the various capabilities and aspects of the individual technologies. It should
also be noted that the analysis presented in Table 2.1 considered only a single most common variant, as far as automotive application, for sensors with multiple forms (i.e., an experienced ‘ideal’
human driver, passive stereo camera, multi-layer mechanical rotating LiDAR, FMCW phased array radar and a single mono-ultrasonic sensor). It should be noted that this comparison of sensing
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Table 2.1: Comprehensive Characteristic Summary of Common Perception Sensors for IV Systems
Aspect/Capability

Human

Camera

LiDAR

Radar

Ultrasonic

2

3

4

5

1

1

5

4

3

2

3

4

5

2

1

1

3

4

5

2

-

2

3

4

5

1

5

3

4

2

1

2

3

4

5

Performance (Poor Weather)

4

1

3

5

2

Depth Perception∗

1

2

4

5

3

2

1

3

5

4

5

4

3

2

1

-

4

2

3

5

1

4

2

3

5

∗

Operating Range
∗

Resolution

∗

Field of View

∗

Data Accuracy

†

Data Complexity

Data Frame Rate Output

∗
∗

Performance (Unfavorable Lighting)
∗

∗

Relative Speed Detection
∗

Object Classification
†

Cost

Size Footprint

†

∗

High score indicates high value of specific category.

†

High score indicates low value of specific category.

technology is by no means all encompassing as such detailed analysis is not within the scope of
this research and is an intricate problem all of its own.
With the various sensor technologies working principles discussed and capabilities compared,
it becomes clear that no single sensor or algorithm will be independently sufficient to facilitate
the highest levels of driving automation. As with many things, the solution to such a dynamic
and complex process will be a ‘team effort’ requiring the fusion of many different sensors and
algorithms for level 3 – 5 IV systems. Chapter 2.2.8 will present the state-of-art in sensor fusion
and the challenges it brings.

2.2.8

MULTI-SENSOR FUSION

Sensor fusion will be critical to the realization of highly automated intelligent systems and
advanced integrated safety systems (Coles et al. 2016). Sensor Fusion is the process of combining
sensor data from more than one sensory source in order to measure/estimate some environmental
quantity that would not be possible just a single sensor, or to reduce the measurement/estimation
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Figure 2.38: General process flow for automotive sensor fusion schemes (Bravo 2019b).

uncertainty of an environmental quantity. A high-level process pipeline for sensor fusion is shown
in Fig. 2.38 (Bravo 2019b). Two distinct approaches to sensor fusion include direct fusion in which
data from multiple sensors are combined or some amount of past data is fused with real-time data
from one or more sensors, and indirect fusion in which senor data is fused with specific a priori
knowledge such as a pre-existing map of the environment (Muresan, Giosan, and Nedevschi 2020).
A sensor fusion of IMU, GPS, and wheel encoders can be used for intersection navigation based
on an a priori map for example as developed by Beyerl et al. (Beyerl et al. 2016).
Two additional distinctions for automotive sensor fusion architectures are low-level and highlevel fusion schemes (Bravo 2019a). Low-level fusion, shown in Fig. 2.39(a), employs powerful
centralized computing that receives raw, unprocessed data from one or more sensors. While this
allows for greater flexibility for system modification, it requires broad capability and large computational resources in order to process incoming data from a variety of sensors and then fuse the
processed information. In contrast, high-level fusion systems, shown in Fig. 2.39(b), leverages
distributed dedicated hardware (either as a part of the sensor package or small sensor specific dedicated processing hardware) to apportion the computation load across multiple sources. Rather than

64
(a)

(b)

Figure 2.39: Examples of sensor fusion architecture where (a) is a low-level fusion system and (b) is a high-level
fusion system (Bravo 2019a).

sending raw data to the central computing system, processed information is directly acquired from
various sensors allowing the central computing system to specialize entirely on the fusion of highlevel information. This architecture can facilitate faster and more accurate systems as it effectively
turns the information flow into an assembly line with application specific hardware only handling
targeted cases however, that comes with the cost of increased system cost and complexity.
Nearly all information provided by common automotive sensors can complementary aid a
control system in estimating some or many state variables of interest. Many algorithms and frameworks have been proposed in literature to perform this sensor fusion process such as:
• Bayesian Networks
• Central Limit Theorem
• Dempster-Shafer Theorem
• Family of Kalman Filter Variants
• Machine Learning
• Neural Networks
Some of the most common sensor fusion systems include multi-sensor fusion of IMU for
estimating and tracking the position and orientation, know as pose, of an ego-vehicle, fusion of
camera and LiDAR data to facilitate colored depth vision (see Fig. 2.40(a)) or semantic scene
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(a)

(b)

Figure 2.40: Sensor fusion systems combining camera vision and LiDAR point cloud data where (a) fuses the data to
produce RGB-D vision (Kumar et al. 2020), and (b) fuses the data for semantic scene segmentation (Eigen and Fergus
2015).

segmentation (see Fig. 2.40(b)), and fusion of IMU and camera/LiDAR for solving Simultaneous
Localization and Mapping (SLAM) problems just to name a few (Yurtsever et al. 2020).

2.3

ALGORITHMS FOR ADAS & IV SYSTEMS

There are a number of algorithms that have been developed to facilitate partial/full automation
of vehicle operation. From a high level, IV systems must first perceive and analyze the local
environment to then plan and execute appropriate time-sensitive action, such as point-to-point
navigation shown in Fig. 2.41. Algorithms for IVs must be capable of solving a multitude of
operational challenges such as:
• Localization
• Object Detection and Classification
• Path Planning and Control
• Perception and Mapping of Environment
• Single/Multi-Object Tracking
The proceeding sections detail some of the most ubiquitous and challenging of these problems
including automated navigation and Simultaneous Localization and Mapping (SLAM) solutions.
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Figure 2.41: High level breakdown of general IV navigation system process flow (Mosterman and Zander 2017).

2.3.1

AUTOMATED INTELLIGENT NAVIGATION

Intelligent navigation is the task of safely and timely getting from some point to a desired
target point. As presented by Badue et al. (Badue et al. 2019), this problem is typically divided
into a set of hierarchical systems as follows:
• Route Planning
• Path Planning
• Behavior Selection
• Motion Planning
• Obstacle Avoidance
• Control
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Route planning systems compute an optimum route as way points based on road network
maps. Path planning algorithms compute series of local paths based on the current route, the state
of the local environment and the state of the ego-vehicle. While the next system does not directly
contribute to achieving route and path goals, behavior selectors choose which driving modes to use
to complete a selected path based on the state of the environment and the state of the ego-vehicle.
Motion planning algorithms compute a trajectory from the ego-vehicles real-time state to a goal
state based on the desired path and current vehicle behavior. Obstacle avoidance systems adjusts
current trajectories based on the state of the environment and the ego-vehicle state in order to avoid
collisions of the ego-vehicle with environmental objects. The final system in this hierarchical chain
is the vehicle controller which converts the current trajectory command into electrical signals to
vehicle actuators responsible for steering, braking, acceleration, etc. in order to achieve the desired
trajectory.
Each of the individual subsystems can be implemented with many different developed algorithms, sensor configuration and vehicle kinematic models in order to produce the most feasible
and capable system for appropriate applications.

2.3.2

SIMULTANEOUS LOCALIZATION AND MAPPING

One of the most challenging problems facing IV systems today is the task of Simultaneous
Localization and Mapping (SLAM). This is defined as the construction and updating a map of
unknown and dynamic environments while concurrently localizing the position and orientation of
the ego-vehicle within the map (Debeunne and Vivet 2020). These two unknown quantities are
directly dependant on one another as an ego-vehicle’s location within an environment map will determine the ego-vehicle’s view of the surrounding environment. Additionally, real world systems
are subject to measurement error and sensor noise that further complicates the issue. State-of-art
SLAM algorithms, rather than attempting to exactly solve for localization or exactly construct a
map, leverage probabilistic approaches to approximate both unknowns and then use the indepen-
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Figure 2.42: Graphical visual example of SLAM problem.

dent approximations to update the estimations. A graphical representation of SLAM process is
shown in Fig. 2.42.

2.4

INTEGRATED SAFETY

Integrated safety seeks to merge the two fields of active safety, systems that actively seek
to avoid vehicle accident scenarios, and passive safety, systems that automatically trigger during
a crash to mitigate the severity of vehicle accidents. Passive safety systems rose to prominence
around 1970 with seat belt legislation and active safety systems, like Anti-lock Braking Systems
(ABS), entered production vehicles in the late 1970s. A general timeline of passive/active safety
technology development is presented in Fig. 2.43.
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Figure 2.43: Sensing and system development trends for passive and active safety fields with notable technology
milestones noted.

Passive safety systems have saved countless lives in scenarios where an accident has occurred.
These systems are the last resort and include crash management systems, seat belts, buckle/belt
pretensioners, frontal and side airbags and automatic battery and fuel cut-off systems to name a few
(Goernig 2007). Future advanced integrated safety systems are seeking to act up to 500 ms before
the time of collision, t0 , during the pre-crash phase. As new sensing technology and advanced
computation hardware is implemented for self-driving and Advanced Driver Assistance Systems
(ADAS), passive safety technology can benefit from these new resources to become more robust
and effective as noted by Uhler and Knoll (Uhler and Knoll 2006). With environmental perception
and crash severity modeling, intelligent pre-crash actuation of irreversible passive safety systems
can serve to mitigate accident consequences as shown in Fig. 2.44. The crash severity estimation of
pre-crash systems require appropriate geometric vehicle models for predicting crash characteristics
such as overlap, relative angle, and impact point. This necessitates new vehicle geometry models

70

Figure 2.44: Timeline of advanced pre-crash systems (Böhmländer et al. 2017).

to replace inadequate bounding boxes.
Knoll and Schäfer (Knoll et al. 2004) – (Knoll and Schäefer 2005) discuss how specific surround sensors (e.g., radar, camera, and ultrasonic) can be leveraged for predictive collision avoidance and mitigation systems. Kim et al. (Kim et al. 2015) showed improved Autonomous Emergency Braking (AEB) system performance through the use of camera and LiDAR sensor fusion.
As safety standards increase, systems capable of pre-crash sensing and activation are now at the
forefront of interest as a means of lessening the severity of accidents. This includes crash severity
estimation and adaptive restraint system deployment.
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CHAPTER 3
METHODS
3.1

EXPERIMENTAL LIDAR DATA COLLECTION PROCEDURE

The primary goal of this work is to determine which of the considered contour estimation
methods produces the most accurate predictions based on the distance and relative angle of the
target vehicle. This is initially difficult to achieve due to the number of variables that can affect the
data provided by the LiDAR sensor. Some of the major factors contributing to such variation are
discussed in Chapter 3.7. A testing procedure and experimental set up was developed to eliminate
as many external factors as possible and produce experimental data that would allow the multiple
different methods to be fairly compared. The proceeding sections detail the experimental design,
sensor characteristics, design and fabrication of a target-vehicle, creation of a simulated virtual
LiDAR data-set, the working principles of the various contour estimation methods, metrics for
accuracy assessment, pre-analysis processing of the collected LiDAR data, and the many variables
that influence the LiDAR data and the steps taken to mitigate them.

3.1.1

DESIGN OF EXPERIMENT

For the experimental design, a VLP-16 Puck LiDAR was mounted on a trolley platform
(henceforth referred to as the ego-vehicle) 0.3 m above the ground, which could be propelled down
a guided track at a desired speed. A simplified vehicle contour model (henceforth referred to as
target-vehicle) was kept stationary and positioned initially 50 m in front of the ego-vehicle. The
angle of the target-vehicle (relative to the straight path of the ego-vehicle) was adjusted between
trials to investigate how it affects contour estimations. The four angles tested where 0◦ , 15◦ , 45◦ ,
and 75◦ . The mid-point of the target-vehicle’s front was kept in line with the ego-vehicle’s front
mid-point for all angle trials as is illustrated in Fig. 3.1(a). The ego-vehicle was propelled towards
the target-vehicle at 10 km
and the LiDAR sample rate set to 20 Hz resulting in roughly 411 point
h
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Figure 3.1: Experimental data collection design, (a) is a birds-eye view simplified schematic of the experimental
procedure and (b) an image of the data collection setup where (1) is the ego-vehicle, (2) LiDAR sensor, (3) additional
LiDAR sensor (not utilized in this work), (4) target-vehicle, (5) angle reference markings for orienting target-vehicle,
(6) automatic braking trigger and (7) connection rail for the ego-vehicle propulsion system.

clouds collected for each angle. The execution of the experimental procedure and data collection
was performed at the indoor crash hall at CARISSMA Research and Testing Center of Technische
Hochschule Ingolstadt Germany. An annotated image of the experiment is shown in Fig. 3.1(b).

3.1.2

SIMPLIFIED VEHICLE CONTOUR DESIGN

The first consideration was creating and constructing a simplified vehicle contour to serve
as the target vehicle to collect LiDAR measurements from. Constructing the simplified contour
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Figure 3.2: Process of simplified target-vehicle contour creation.

was done for two primary reasons. Firstly, as discussed in Chapter 3.5, an accurate ground truth
representation is necessary in order to measure the accuracy of the various contour estimation
algorithms. By fabricating the simplified contour, the dimensions are known from design sketches
and the dimensions are more easily verified on the physical construction compared to a production
vehicle. This eliminates the difficulty of generating a ground truth of a pre-existing vehicle, which
not only has a much more complex shape but depending on age and condition will also have
variation in the vehicle shape from prior use of the vehicle. The second reason for constructing
the simplified contour is that, in regards to the passive safety application discussed in Chapter 1.1,
the part of the vehicle contour of interest is the outermost edge of the vehicle. On production
vehicles, this is only a small portion of the vehicle profile. By constructing the simplified vehicle
contour such that the shape is homogeneous along the height of the contour ensures that the LiDAR
measurements will best represent the section of interest for real vehicles. If a real vehicle was used,
then the LiDAR layers would fall on different parts of the target vehicle at different distances as
will be discussed in Chapter 3.7. It should be noted that the simplified vehicle contour was based
on the outermost edge of a 2015 Toyota Yaris from publicly available engineering drawings. This
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was done so that the simplified vehicle contour was still representative of real-world vehicles. The
process of how the simplified contour was created is visualized in Fig. 3.2.

3.1.3

CHARACTERIZATION OF VLP-16 PUCK LIDAR

There are an ever increasing number of LiDAR sensors offered by companies for automotive
applications. The VLP-16 Puck LiDAR sensor, shown in Fig. 3.3, from Velodyne was selected for
this work as it provides high fidelity spatial data up to 100 m at a reasonable cost.

Figure 3.3: The VLP-16 Puck from Velodyne (Velodyne 2018).

The VLP-16 generates 3-D point clouds from the reference frame shown in Fig. 3.4. Due to
the working principle of LiDAR, the measurement point clouds are in spherical coordinates for
3-D sensors (as polar coordinates for 2-D sensors) as seen in Fig. 3.5. Individual data points are
represented as:

Pspherical

 
R
 

=
α
 
ω

(3.1)

Where Pspherical is a data point within the point cloud, R is the radial distance to P measured by
the LiDAR, α is azimuth (horizontal) angle, and ω is the polar (vertical) angle.
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Figure 3.4: The coordinate reference frame of the VLP-16 Puck.

The contour estimation algorithms however, are based on 3-D Cartesian coordinates defined
as:

PCartesian

 
x
 

=
y 
 
z

(3.2)

Where PCartesian is a data point within the point cloud, x is the projected position of P on the
X-axis, y is the projected position of P on the Y-axis, and z is the projected position of P on the
Z-axis.
The data must be converted from spherical to Cartesian coordinates using (3.3).

PCartesian

  

x Rsin(ω)cos(α)

  
 = Rsin(ω)sin(α)
=
y
  

  

z
Rcos(α)

(3.3)

As the LiDAR scans the environment, each individual point is collected into a point cloud.
This point cloud only contains LiDAR reflections from a single complete horizontal sweep of the
sensor’s Field of View (FOV) which is 360◦ for the VLP-16. As such, point cloud data is defined
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Figure 3.5: Different coordinate systems where (left) is a simple number line coordinate system for 1-D coordinates, (middle) shows 2-D coordinates as both polar and 2-D Cartesian coordinate systems (also called rectangular
coordinates), and (right) shows 3-D coordinates as both spherical and 3-D Cartesian coordinate systems.

as:

0

Pi = (P1 , P2 , . . . , Pn )

(3.4)

0

Where Pi is a point cloud of frame number i from some reference point cloud frame containing
LiDAR measurement points (P1 , P2 , . . . , Pn ) where n is the number of data points in a single
frame. Additionally, LiDAR reflections are based in Cartesian coordinates as previously discussed
such that Pn = PCartesian .
The key specifications of the VLP-16 are provided in Table 3.1 as listed by the sensor manufacturer (Velodyne 2018). A more comprehensive description is included in Appendix A.
Table 3.1: Velodyne VLP-16 LiDAR Sensor Specifications
Specification

Value

Channels

16

Maximum Measurement Range

100 m

Measurement Accuracy

±3 cm

Field of View (Horizontal)

360◦

Angular Resolution (Horizontal)

0.1◦ – 0.4◦

Field of View (Vertical)

30◦ (±15◦ )

Angular Resolution (Vertical)

2.0◦

Sample Rate (Adjustable)

5 Hz – 20 Hz
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Figure 3.6: Connection diagram for data collection from VLP-16 with optional INS/GPS sensor shown (Velodyne
2018).

The VLP-16 streams data through an interface box and can be accessed by computer via
an Ethernet connection as shown in Fig. 3.6. Once connected, the IP address of the computers
Ethernet connection must be statically set to 192.168.1.XXX, where “XXX” can be any integer
number from 2 – 254 except for 201.
One requirement that should be met by the contour estimation algorithms is that the required
computation time should not exceed the rate of incoming LiDAR frames. The algorithms should
process the current frame of data in less time than the time in between subsequent point clouds.
The time for the VLP-16 to complete measurement for a single point cloud frame can be calculated
using (3.5).

tF R

 α0 −1
=
60 s

(3.5)
0

Where tF R is the time between subsequent LiDAR frames and α is the set rotation speed (rpm) of
0

the sensor. In the case of this work, the maximum α of 1200 rpm was used and as such, tF R was
equal to 50 ms.

78
Simulated LiDAR

Max Visible Contour

Occluded Contour

Simulated Reflections

42

41.5

Longitudinal Position (m)

41

40.5

40

39.5

39

38.5

38

37.5

37
−1

−0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Lateral Position (m)
Figure 3.7: Virtual LiDAR reflections of ‘gold standard’ contour.

3.2

VIRTUAL LIDAR DATA-SET CREATION

It was also desired to determine the performance of the different contour estimation algorithms in an idealized scenario of ‘perfect’ LiDAR measurements (e.g., no sensor noise or measurement error) of the target-vehicle to gauge their maximum theoretical performance within the
experimental design. A series of simulated single-layer point clouds was created to represent this
‘gold standard’. The simulated point clouds were created using the ground truth at varying angles
and within the distance ranges of the real measurements. An example of how the virtual reflections
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were generated is displayed in Fig. 3.7.

3.3

CONTOUR ESTIMATION ALGORITHMS

As mentioned prior, LiDAR technology can provide high fidelity information on not just the
direct presence of objects in the environment, but features of the objects can be identified and
measured as well. Typically, LiDAR data is used to assign bounding boxes to other vehicles as
presented by Rachman (Rachman 2017) and Steinemann et al. (Steinemann et al. 2011). There is
limited research into more appropriate shape representations of vehicles which can often lead to
safety critical issues as described by Schneider et al. (Schneider, Lugner, and Brandmeier 2019)
and Krämer et al. (Krämer, Stiller, and Bouzouraa 2018). Ohl and Maurer (Ohl and Maurer
2011) extended capability from bounding boxes to open polylines using a Kalman filter based on
evidence theory to provide more information on the part of the vehicle visible from the LiDAR
reflections, although their method still produces box like shapes. Krämer et al. (Krämer, Stiller,
and Bouzouraa 2018) leverage free-space information, from LiDAR, to provide a more accurate
shape representation of vehicles as 2D polylines. Contour extraction techniques for computer
vision systems, such as that presented by Shin et al. (Shin et al. 2008), have been extensively
researched however, they typically extract 2D projections of contours without consideration of
multiple image frames or use of stereo-vision setups. In this work, the information gathered and
extracted from the LiDAR measurements is leveraged to estimate a contour of a vehicle’s shape
directly. Several different methods and algorithms were selected for comparison including:
• Simple Bounding Box
• Oriented Bounding Box
• L-Shape Fitting Oriented Bounding Box
• Polynomial Fit Estimation
• Complemented Convex Hull
• Three-Arc Curve Fit
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Figure 3.8: Example of contour prediction of simple bounding box algorithm.

3.3.1

SIMPLE BOUNDING BOX

The simple bounding method extracts the minimum and maximum (x, y) coordinates from
the extracted LiDAR returns and computes the four corner points of a rectangle that encompasses
all of the LiDAR returns. This method provides no additional information about the target vehicle,
e.g., relative angle or front/side classification. The main advantage of this method is the low
computational resources required and the fast processing time due to its simplicity. The trade
off of shape information for fast execution results in this method being inadequate in the scope
of commercial passive safety systems and would only be appropriate in small-scale, low-speed
applications such as mobile robotics. An example of this method is shown in Fig. 3.8.
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Figure 3.9: Example of contour prediction of the oriented bounding box algorithm.

3.3.2

ORIENTED BOUNDING BOX

The oriented bounding box algorithm extends the simple bounding box method by computing
a best fitting bounding box encompassing the extracted LiDAR points through minimizing the area
of the bounding box. This offers an advantage over the simple bounding box as the relative angle
can be approximated using the oriented edges of the bounding box. The additional capability of the
algorithm does increase the computation time required compared to the prior simple bounding box
method. The function does not identify which, if any, of the edges of the bounding box correlate
to the front or sides of the vehicle nor does it complement the shape estimation by accounting for
the occluded part of the vehicle. This leads to the oriented bounding box tending to underestimate
the width/length of the vehicle in many cases as well as inconsistency in relative angle predictions.
An example of the method is shown in Fig. 3.9.
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This method begins by computing the convex hull of the input points as the oriented bounding
box will share one of the edges of the convex hull. The last point of the convex hull is removed
as, for this application, this point will always correspond to the occluded non-visible part of the
vehicle contour. Next, the algorithm computes the angles for all of the edges of the convex hull,
reducing these to unique first quadrant angles. The algorithm then creates rotation matrices for
each of the angles, computed in the previous step, and rotates the convex hull for each angle. The
border size and area of the bounding box for all rotated frames of the convex hull are computed.
Then the algorithm searches for the rotated frame that results in the minimum area and indexes the
associated angle. Using this angle, the bounds of the convex hull projected onto the rotated frame
is computed. The final step is to then compute the corner points of the bounding box rotated back
to the original frame and output them as the result.
It should be noted that while it is possible to calculate the relative angle, further processing
must be performed to determine which edge of the oriented bounding box to use for angle calculation. Through testing, it was found that using the longest edge of the oriented bounding box
provides the most accurate angle estimation. However, the angle prediction often was found to
be quite poor depending on the distance and true relative angle of the target. The use of L-shape
fitting for correctly oriented bounding boxes have been developed by Shen et al. (Shen, Pendleton,
and Ang 2015) as well as Zhang et al. (Zhang et al. 2017) as a solution to this issue and will be
discussed nest.

3.3.3

L-SHAPE FITTING ORIENTED BOUNDING BOX

L-shape fitting is a further refinement of simple and minimum area based oriented bounding
boxes such as presented by Qu et al. (Qu et al. 2018). First, the two points with the greatest
distance between them are identified as (x1 , x2 ). These two points are then joined by a straight
line Ld . The algorithm then creates a set of orthogonal lines projections Lo from Ld to all data
points in the point cloud, excluding x1 and x2 . The list of Lo is then sorted to identify the Lo
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with the greatest length who’s angle relative to Ld is close to 90◦ . This can be preformed using
an iteration end-point algorithm. Once complete, the point cloud data point with the chosen Lo
is then designates as the third corner point of the bounding box x3 . The L-shape is now achieved
by connecting points x1 , x2 , and x3 defining the longest line as the side for determining vehicle
orientation. The bounding box is then completed by calculating the fourth and final corner point
x4 and connecting it to points x1 and x2 . An example of the method is shown in Fig. 3.10.

Figure 3.10: Example of contour prediction of the L-shape fit bounding box algorithm (Rachman 2017).

The main advantage this algorithm offers is much more reliable relative angle estimations.
This method still suffers with incorrect estimations of the target-vehicle width although slightly
less than the minimum area based oriented bounding box method. The algorithm also can produce
poor results for highly curved targets. Naujoks and Wuensche (Naujoks and Wuensche 2018) were
able to improve on these shortcomings by extending the minimum area technique by applying
Rotating Calipers which was even able to partially reduce underestimation of vehicle width in
some cases.
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Figure 3.11: Example of contour prediction of polynomial fitting algorithm.

3.3.4

POLYNOMIAL CURVE FITTING ESTIMATION

The polynomial fit estimation algorithm fits a polynomial curve to the segmented LiDAR
points using the general form in (3.6).

y=

n+1
X

ci xn+1−i

(3.6)

i=1

Where y is the longitudinal distance, x is the lateral distance, n is the degree of the polynomial
and ci is the coefficient of the polynomial. This function first determines the number of LiDAR
reflections from the target, and then fits the highest order polynomial curve possible based on the
number of reflections. This ranges from a 3rd order polynomial for low number of reflections, up
to a 6th order polynomial to estimate the shape of the vehicle. This provides a smooth estimation
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of the contour in ideal scenarios. In practice, however, when presented with partial views of the
vehicle front and side, the function has difficulties fitting a polynomial that accurately represents
the full target-vehicle shape (i.e. both vehicle side and front in one curve). This function also
lacks the capability to estimate the relative angle or provide additional feature classification of the
target-vehicle. An example of this method is shown in Fig. 3.11.
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Figure 3.12: Example of contour prediction of complemented convex hull algorithm.

3.3.5

COMPLEMENTED CONVEX HULL ALGORITHM

The complemented convex hull algorithm, developed by Schneider et al. (Schneider, Lugner,
and Brandmeier 2019), computes the convex hull of the vehicle reflections using the Graham scan
algorithm, presented by Robert Graham (Graham 1972). This convex hull is additionally processed
and reduced to compute the vehicle contour and further compliment the contour with additional
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pertinent information including relative angle, longitudinal vehicle axis, vehicle front and vehicle
side classification as well as estimation of the shape of occluded sections of the target-vehicle in
many scenarios. The reader is directed to the article written by Schneider et al. (Schneider, Lugner,
and Brandmeier 2019) for a full explanation. The algorithm has been notably improved as a part
of this work through further calibration of the empirically derived parameters and considerable
reduction in computation time through software optimization which will be presented in in later
chapters. An example of the output produced with this algorithm is seen in Fig. 3.12.
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Figure 3.13: Example of contour prediction of three-arc fitting algorithm.

3.3.6

THREE-ARC FIT ALGORITHM

The three-arc algorithm uses a simplified geometrical approximation of the contour of a car
first presented by Sequeira et al. (Sequeira et al. 2019). The complex geometry of the vehicle’s
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contour can be broken down into three regions and a circular arc is fit onto each of the regions to
represent the complete contour curve. The arc can be represented by a simple quadratic equation
and hence, the contour estimation done by the three-arc method is mathematically simple and
ideally a close fit to the ground truth. Fig. 3.13 depicts the geometric representation of the curves
and a comparison to the profile of the vehicle.
The three-arc method uses a polynomial approximation and curvature breakdown approach
to estimate the radii and width from the LiDAR reflection points. The point cloud data from the
vehicle is segregated into two groups. One group representing the front region of the vehicle and
the other group representing the side of the vehicle. The reflection points from the front of the
vehicle are fit with a polynomial curve of 5th degree. This curve is analyzed for its curvature
behaviour and anchor points are generated to split the polynomial into three regions and mark the
central axis of the target-vehicle. Then, each of the segments are used to generate an approximate
arc and the width is computed over the central axis with an assumption of symmetry. The reader
is directed to the work of Sequeira et al. (Sequeira et al. 2019) for a full explanation.

3.4

METRICS FOR ACCURACY ASSESSMENT

The various shape/contour estimation algorithms discussed are assessed based on two main
criteria, the accuracy/closeness to a ground truth and the computation time required. Further consideration for relative angle accuracy and additional feature classification is made as well. The
accuracy is computed with several mathematical techniques for measuring curve similarity including the area between curves, discrete Fréchet distance and a modified Root Mean Square Error
(RMSE). Jekel et al. (Jekel et al. 2019) investigated multiple different curve similarity measures
for identifying material properties through inverse analysis that would allow a non-linear Finite
Element (FE) model to behave similarly to experimental hysteresis loops. Cassisi et al. (Cassisi
et al. 2012) assesses the use of various curve similarity measures for application in time series data
mining tasks such as image processing. Multiple similarity metrics are used in order to mitigate
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Figure 3.14: Graphical visualization of area between curves.

any unintended bias of the individual methods and increase confidence in the overall assessment.

3.4.1

AREA BETWEEN CURVES

The area between two curves is the final measure of contour similarity used for this work.
A small area between two curves indicates a close similarity between the curves. Fig. 3.14 is a
graphical representation of the information this method measures with the red colored space being
the area between the two example curves.
The area between two curves is expressed by the integral in (3.7).
b

Z

Q(x) − P (x) dx

A=

(3.7)

a

Where A is the area between curves Q(x) and P (x) along the limits of integration [a, b]. For
this to be true, curve Q(x) must be above curve P (x). In order to account for possible multiple
intersections of the two curves, (3.7) is changed to (3.8).
Z

b

|Q(x) − P (x)| dx

A=
a

(3.8)
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Figure 3.15: Trapezoidal area approximation method (modified from (MathWorks 2019)).

By taking the absolute value of the integration, any space between the two curves (regardless of
which curve is on top along [a, b]), will positively contribute to the area calculation. Without this
consideration, intersections would lead to a negative area contribution of places along the curve
around the intersection regions leading to incorrect results.
As a part of this work, a function has been developed to compute the area between two curves;
in this case, the output of the contour estimation algorithms compared to a ground truth. As previously discussed, the output of the contour algorithms can be in the form of (x, y) coordinates,
meaning numerical integration is difficult and often impossible without accurate algebraic representations of the contour predictions. The function instead closely approximates the numerical
integration using the trapezoidal method. A demonstration of this is shown in Fig. 3.15. The general formula for the area of a trapezoid and the area between curves approximation is defined in
(3.9) – (3.13).

AT rapz =

a+b
h
2

(3.9)

Where AT rapz is the area of the trapezoid, a and b are the lengths of the two parallel edges (the
sides) and h is the height. While this formula for the area of a trapezoid holds true, it does not
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necessarily lend itself well to this specific work.
In order to simplify things, the Shoelace formula, also known as Gauss’s area formula shown
in (3.10), can be used as the trapezoids constructed between the two curves will be simple convex
quadrilaterals, with the possible exception of intersection points. This intersection of the curves
issue can be remedied in different ways. It was chosen, rather than considering both curves while
computing the area error, to reduce Q(x) and P (x) to a new absolute difference curve shown in
(3.11). This results in the exact same area and reduces the complexity of considering two curves
to merely finding the area of one curve with respect to the x-axis.
1
AT rapz = |x1 y2 + x2 y3 + x3 y4 + x4 y1 − x2 y1 − x3 y2 − x4 y3 − x1 y4 |
2

(3.10)

Where xi and yi are the Cartesian coordinates of the four vertices of the trapezoid. The difference
curve is then defined as:

f (x) = |Q(x) − P (x)|

(3.11)

Where f (x) is the resultant absolute difference between the two curves.

Z
A=
a

b

N

b−aX
f (x) dx ≈
(f (xn ) + f (xn+1 ))
2N n=1

(3.12)

b−a
=
[f (x1 ) + 2f (x2 ) + · · · + 2f (xN ) + f (xN +1 )]
2N
For integration with N + 1 evenly spaced points along the curve of distance

b−a
.
N

In the case that

the spacing between points is not constant and equal, (3.12) is generalized as (3.13).
Z
a

b

N

1X
f (x) dx ≈
(xn+1 − xn )[f (xn ) + f (xn+1 )]
2 n=1

(3.13)

Where [a = x1 < x2 < · · · < xN < xN +1 = b] and the specific spacing between consecutive

91
points is xn+1 − xn .

3.4.2

DISCRETE FRÉCHET DISTANCE

The Fréchet distance, developed by Maurice Fréchet, is a mathematical test to determine the
similarity of two curves that considers the time-series order of the curves (Fréchet 1906). It is
commonly defined intuitively with the ‘man walking his dog’ analogy. The man and dog both
traverse separate, finite and curved paths sharing a connection between them at each discrete point
along their paths (often described as them being connected by a leash). The rate that they traverse
their respective paths can vary to maintain slack in the leash, but they cannot traverse backwards
along their paths. In this analogy, the Fréchet distance between the man and the dog is the length
of the shortest leash that would allow them to both to traverse their paths. This is formally defined
in (3.14).
 



F (Q, P ) = inf max d Q q(t) , P p(t)
q,p t∈[0,1]

(3.14)

Where F (Q, P ) is the Fréchet distance of two curves Q and P , q and p are reparameterizations of
Q and P to be continuous and non-decreasing, t can be thought of as the ‘time’ variable that only
allows forward propagation along the curves, and d is the distance function of the metric space S.
The discrete case, as described by Eiter and Mannila (Eiter and Mannila 1994), is utilized for this
work as the vehicle contours are provided as sets of (x, y) coordinates and not explicit equations.
The discrete Fréchet distance is commonly referred to as the coupling distance and is defined in
(3.15). Fig. 3.16 is a visual example of the discrete Fréchet distance between two similar curves.

dF (Q, P ) = min ||L||

(3.15)

Where dF is the discrete Fréchet distance, Q and P are two polygonal curves, L is a coupling
between Q & P and, length ||L|| of the coupling L is the length of the longest link in L.
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Figure 3.16: Graphical visualization of discrete Fréchet distance.

3.4.3

ROOT MEAN SQUARED EUCLIDEAN ERROR

RMSE is a statistical method to measure the variation, in this application considered the
error, between two sets of data. A variation of this method is used as one of the measures of
curve similarity. For this work, the RMSE method is used with the Euclidean distance between
evenly spaced points on both the contour estimations and the ground truth as the error term. The
Euclidean distance is the shortest, single straight-line segment that can connect two points in space
and is computed using the general form in (3.16).
v
u n
p
uX
d(p, q) = d(q, p) = (p1 − q1 )2 + (p2 − q2 )2 + · · · + (pn − qn )2 = t (pi − qi )2

(3.16)

i=1

Where d is the Euclidean distance between the two points p and q in Cartesian coordinates, and
n refers to the spatial dimension that contains the points. Here, n is 2, as the output of all the
algorithms is in two-dimensional form.
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The RMSE formula is seen in (3.17).
s
RM SE =

PT

i=1 (x̂i

− xi ) 2

T

(3.17)

Where RMSE is the error score, T is the number of observations, x̂i is the predicted value and xi
is the true value. Equations (3.16) and (3.17) are then combined to form the modified RMSEE
formula shown in (3.18).
PT
RM SEE =

i=1

di (P, Q)
T

(3.18)

Where RM SEE is the average Euclidean error score and T is now the number of evenly spaced
points, pi and qi , along curves P and Q. Note that linearly spaced points are added to ensure both
curves have the same number of points and have sufficient resolution to provide the best similarity
assessment.

3.5

PRE-PROCESSING CONSIDERATIONS OF CONTOUR ALGORITHM OUTPUT FOR
ACCURACY ASSESSMENT
The different contour estimation algorithms, discussed in Chapter 3.3, output their approx-

imations as (x, y) coordinates with varying amounts of additional information depending on the
specific algorithm (e.g., relative angle). In spite of this, it is desired to compare the different algorithms to one another. In order to appropriately measure the accuracy of the different predictions,
by the means outlined in Chapter 3.4, many different considerations must be addressed including:
• Creation of ground truth
• Alignment of output with ground truth
• Reduction of full contour to vehicle front
• Linear up-sampling of ground truth and contours
An accepted ground truth is required for comparison with the different algorithm outputs. The
method for creating the ground truth is discussed in Chapter 3.1.2. The next consideration is proper
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Figure 3.17: Transformation and trimming process where (a) is the example algorithm output and (b) is the trimmed
and transformed contour.

alignment of the contour estimations with the ground truth. This is crucial as misalignment would
result in erroneous accuracy assessment. Each of the contour estimation methods require different
considerations as they can differ in the format of how they represent their outputs. To produce the
most accurate comparison, the output from each algorithm is transformed in Cartesian space to the
origin, (x, y) = (0, 0), and aligned with the ground truth. A homogeneous transformation is used
to perform the translation and rotation in a single step. Once transformed, the contour prediction
is trimmed and reduced to only the front portion corresponding to the vehicle front based on the ycoordinate values. The contour outputs are first linearly up-sampled before trimming to ensure no
detail of the front is removed by this process as well as match the number of points of the ground
truth. An example of the transformation and trimming process is shown in Fig. 3.17.
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3.6

ALGORITHMS FOR CLASSIFICATION AND EXTRACTION OF VEHICLE FROM
RAW POINT CLOUD

The first step in processing the raw point cloud output was alignment by rotation of the entire
point cloud based on LiDAR calibration performed prior to data collection. There were three
steps taken to identify and extract the target-vehicle points to be input into the contour estimation
algorithms. These steps were:
• Ground Point Removal
• Segmentation of Point Clusters
• Classification and Extraction of Vehicle Reflections

3.6.1

GROUND POINT FILTER

In order to reduce computational load in the proceeding steps, it is desirable to index and
remove ground reflection points from the LiDAR data. There are a number of methods for ground
point filtering in 3-D LiDAR data such as using Random Sample Consensus (RANSAC) methods
for plane fitting based on a unit vector and distance thresholds for proximity searching and indexing
of likely ground reflections. This requires level mounting/calibration of the LiDAR and relatively
flat ground terrain which can offer challenges in urban driving environments. The RANSAC model
can be altered to fit poly-surfaces to improve the use in non-ideal scenarios at the cost of increased
computation complexity. Additionally, consideration for the angle between points near the best fit
surface can be used to further improve performance in cases where objects are physically contacting the ground such as vehicle wheels or bases of trees.

3.6.2

POINT CLUSTERING AND SEGMENTATION

With the ground reflections removed, the point cloud is segmented into point clusters based
on a threshold Euclidean distance. Point clusters with fewer than four points are then discarded as
these are not objects of interest or are far away from the ego-vehicle.
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3.6.3

VEHICLE CLASSIFIER AND POINT EXTRACTION

Due to the controlled environment of data collection (e.g., no additional objects were placed
within the sensors field of view) very few point clusters remain at this step. These clusters include
the reflections from the ego-vehicle, the walls of the indoor crash hall, and reflections from safety
barriers that encloses the testing course. The wall reflections can be removed with similar methods
used for ground removal as they are flat surfaces. While not as flat as the walls, the safety barrier
reflections are also quite easily identified and removed. This process was performed for each point
cloud of the multiple trials and the resulting vehicle points stored for later use in evaluation of the
contour estimation algorithms.

3.7

EXPERIMENTAL VARIABLES AFFECTING LIDAR MEASUREMENTS

There are many variables influencing the density, number, and accuracy of LiDAR data such
as:
• Measurement Error and Noise
• Relative Distance & Angle
• LiDAR Mounting Position & Orientation
• Inter-Frame Sensor/Object Movement
• Color/Material (Reflectivity) of Target

θdiv(horizontal)
θdiv(vertical)
d

Laser Spot

Figure 3.18: Visualization of the divergence of light that occurs at increasing distances.
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3.7.1

SENSOR NOISE

The typical measurement accuracy of the Velodyne LiDAR sensor is ±3 cm as listed in Table 3.1. This has not shown to be a major concern based on experimentation for the scope of this
work. Each frame of data is independent of the prior so there is no accumulation of error such as
that experienced in many Simultaneous Localization and Mapping (SLAM) algorithms that utilize
LiDAR. 3 cm (6 cm total) is also relatively small on the scale of the target and distance range that
was tested.
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Figure 3.19: Horizontal and vertical beam divergence dimensions for Velodyne VLP-16 Puck.

Another contributing factor to measurement error is the inherent divergence of the lasers used
in the Velodyne LiDAR. This divergence affects the horizontal and vertical position of the LiDAR
reflection and is caused by the wave-like behavior of light as shown in Fig. 3.18. The horizontal
(scan direction) beam divergence is 0.18◦ and the vertical beam divergence is 0.09◦ according to
sensor documentation (Velodyne 2018). A plot of beam spot dimensions as a function of distance is
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shown in Fig. 3.19 with linear trend lines fit to each divergence data set. Similar to the measurement
accuracy however, this was found to have a negligible affect on the collected measurements.

LiDAR
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𝜽
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Figure 3.20: Geometric model for point density of single LiDAR layer.

3.7.2

DISTANCE OF MEASUREMENTS

As the relative distance between the object being measured and the LiDAR increases, the
number of reflections will generally trend down for a number of reasons. All LiDAR sensors will
have some angular resolution (vertical and horizontal) that will result in a reduction in laser density
as the relative distance increases. The reflectivity of the object, which is a measure of the intensity
of the reflected light, being measured also affects the number of returns detected. This intensity of
the emitted light also reduces according to the inverse square law. The VLP-16 maximum range of
100 m is the range for measuring objects that are white, reflective diffuse reflectors. Darker objects
or objects at extreme angles may not reflect enough of the laser pulse to be distinguishable from
background noise. This was one of the reasons a light colored material was used for constructing
the target-vehicle.
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A simplified geometric model for approximating reflection point density based on a number of
operating factors was developed as shown in Fig. 3.20. The developed model, which is presented
in proceeding equations, provides insight into the relationship of point density as a function of
distance, sensor speed, and target size.

Pdensity =

θ
AzRes

(3.19)

Where Pdensity is the number of points predicted by the model, θ is the viewing angle of a flat wall
from the perspective of the LiDAR, and AzRes is the angular resolution of the LiDAR (which in
this case is dependant upon the sensors rotation rate). The AzRes can be calculated using (3.20).

AzRes = α

0



rev
min





 ◦ 


1 min
s
·
· 360
· tcycle
60
s
rev
f iring cycle

(3.20)

0

Where α is the operating rotation rate of the LiDAR and tcycle is the time for the sensor to fire
and recharge the laser emitter(s). The tcycle is a fixed value in the case of the VLP-16 at 55.296 µs.
Once AzRes is known, the next step is to calculate θ using (3.21) – (3.25).

s=θ·r

(3.21)

Where s is the arc length of a circle with radius r created by a chord of the circle.
 
√
θ
w = 2 · r · sin
= 2 · r2 − l2
2

(3.22)

Where w is the chord length (representing the width a a flat wall in the model) and l is the apothem
of the triangular section (representing the distance of the flat wall from the sensor in the model).

w2 = 4 · (r2 − l2 )

(3.23)
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w2
r =
+ l2 → r =
4

r

2

θ = 2 · sin−1



w
2·r



w2
+ l2
4

(3.24)

!

w

= 2 · sin−1
2·

q

(3.25)

w2
4

+

l2

To validate the model, the number of reflections has been computed for a flat wall of unit
width w = 1 m, at 4 LiDAR sample rates, and a distance range of 1–50 m. The results are presented
plotted on the primary (left) vertical axis in Fig. 3.21 with a solid line style.
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Figure 3.21: Modeled number of points per unit wall width of 1 m (left vert-axis – solid line) and gap between
consecutive laser firings (right vert-axis – dashed line).

An additional quantity that has been found to be proportional with relative distance is the gap
distance between consecutive laser firings. As the gap distance increases, so does the guaranteed
smallest object size that can detected in all frames. This is expressed using (3.26) with results
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presented plotted on the secondary (right) vertical axis in Fig. 3.21 with a dashed line style.

G = d · tan(AzRes )

(3.26)

Where G is the gap between consecutive lasers at distance d from the sensor.

Figure 3.22: Point cloud distortion due to inter-frame motion (Zheng et al. 2019).

3.7.3

INTER-FRAME SENSOR/OBJECT MOVEMENT

In the case of scanning LiDAR, individual point cloud frames are not collected in a single
instance, meaning that each data point was collected at a unique time (disregarding time variation
from different distances). This is most clearly notable comparing the time difference between the
first and last data points in a single point cloud frame. In a perfectly static environment, this would
not be an issue however, if the LiDAR sensor is not stationary (e.g., mounted to a moving vehicle)
then the point cloud becomes distorted, as shown in Fig. 3.22.
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Figure 3.23: Frame drift error of the first and last laser returns at different speeds and sensor sample rates.

The max displacement (i.e., the displacement between the first and last scan points given a
constant speed) for different vehicle speeds is presented in Fig. 3.23. The data collected for this
(2.8 ms ) and rotation rate of 1200 rpm. In order to ensure
work used a vehicle speed of 10 km
h
that the reflections of the target-vehicle were a chain on continuous laser scan, the LiDAR sensor
was rotated 90◦ . With this, the displacement between sequential laser firings was assessed for its
influence on the experimental data. These values are presented in Table 3.2 with the experimental
vehicle speed highlighted speed. As 0.15 mm is significantly less than the measurement accuracy
of ±3 cm, this was deemed to have negligible influence on the experimental data.
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Table 3.2: Displacement Between Sequential Laser Firings At Different Speeds
Vehicle Speed (m/s)

∆d Sequential Lasers (mm)

2.8

0.15

5

0.28

10

0.55

15

0.83

25

1.4

35

1.9

3.7.4

MOUNTED LOCATION OF SENSOR

The position and orientation that the LiDAR is mounted also affects the target reflections.
Depending on the elevation and vertical angular resolution, the layers of the LiDAR will fall on
different parts of the measured object. It was determined through experimental testing that, for the
application of vehicle contour estimation, the best mounting location for the sensor is lower in the
general area of the vehicle grill. This made it so there was a constant layer of lasers impacting the
target object. Initial trials were performed with the sensor mounted above the vehicle, see item 3
in Fig. 3.1(b), which is commonly used for general purpose applications however, this resulted in
the target-vehicle falling in between the laser layers for certain distance ranges.
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CHAPTER 4
DATA AND RESULTS
4.1

COMPILED DATA-SET DESCRIPTIONS

Descriptions of the experimental and simulated data-sets important features are presented in
Table 4.1.
Table 4.1: Data-Set Descriptions
Detail

Experimental Measurements

Simulated Virtual Measurements

No. of Frames

411

99

No. of Targets

1

1

Sample Rate(s)

20 Hz

5 Hz, 20 Hz∗

Distance Range

1 – 51 m†,‡

1 – 50 m‡

LiDAR Layers

16§

1

Relative Angles

0, 15, 45, 75◦

0, 15, 45, 75◦

∗

Only 20 Hz data presented in this work.

†

Differs slightly between angle trials.

‡

Measured from sensor origin point to center point of front contour.

§

Not all layers impact target and No. that do, depends on distance.

4.2

CONSIDERATION OF SELF-OCCLUDED VEHICLE CONTOUR

As described in Chapter 3.1, the two variables being adjusted for the experiments are the
relative distance and relative angle of the target-vehicle. It is anticipated that the accuracy of all
algorithms will be less at higher angles and greater distance as the amount and quality of LiDAR
reflections are reduced in these scenarios. For all of the three different accuracy assessment methods, the algorithms output is measured against the ground truth of the front section of the vehicle
contour (roughly from where the contour begins to straighten out for the side of the vehicle) as this
is the most crucial and detailed portion of the contour. As the angle increases, less of the front portion of the target-vehicle is visible. Table 4.2 is a list of the calculated max theoretical percentage
of the vehicle front contour visible to the LiDAR in theory with a graphical representation being
shown in Fig. 4.1.
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Table 4.2: Theoretical Maximum Percentage of Visible Front Portion of Contour
Angle (◦ )

Visible Curve Length (m)

Visible Percentage (%)

0

2.26

100

15

2.14

94.7

45

1.89

83.6

75

1.54

68.2

Max Visible Front Contour

Occluded Front Contour

51

0◦

50.5

15◦
50

45◦
49.5

75◦
49
−1

−0.8 −0.6 −0.4 −0.2

0

0.2

0.4

0.6

0.8

1

1.2

Figure 4.1: Graphical visualization of reducing maximum theoretical visible front contour (assuming infinitely small
angular resolution) with increasing relative angle (lateral and longitudinal position in (m) on x and y-axis respectively).

For the accuracy comparison, the results for each accuracy checking metric are presented
separated by angle to show how the different algorithms perform based on the relative angle. Due
to the impracticality of the simple bounding box method for integrated safety applications, the
results for this method are not included as it was the worst performing method in all cases as
expected. A ‘perfect’ oriented bounding box is used as the baseline comparison in all presented
results. This represents the accuracy of a bounding box assuming that the algorithm correctly
predicts the relative angle and target-vehicle width, which, is not within the capabilities of the
algorithm used in this work, as discussed in Chapter 3.3.2. This was done in order to emphasize
the performance of the other algorithms should they produce more accurate estimations.
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4.3

ACCURACY COMPARISON RESULTS

All three of the accuracy metrics are presented as the inverse of the respective accuracy metric.
This is done simply for intuitive clarity such that a higher ‘accuracy value’ (y-axis) indicates a
better algorithm performance. For all presented accuracy results graphs, the simulated data-set
results are indicated with dashed lines and the experimental data-set results are indicated with
solid lines with each algorithm maintaining consistent color legend through all graphs.
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Figure 4.2: Area accuracy comparison where (a) is 0◦ , (b) is 15◦ , (c) is 45◦ , and (d) is 75◦ .
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4.3.1

AREA ACCURACY RESULTS

The area accuracy results are presented for each angle in Fig. 4.2. It was found that for 0◦ ,
Fig. 4.2(a), the three-arc algorithm produced the highest accuracy results for both the simulated and
experimental data-sets up until a relative distance of 7 m where the accuracy for the experimental
data-set began to fall below both the complemented convex hull and polynomial estimation fit
algorithms.
30%

0°

Percentage Improved Performance

25%

20%

15%

10%

5%

0%
0

5

10

15

20

25

Chull

Experim.

30

35

40

45

50

30

35

40

45

50

3Arc
3Arc

Simulated
0

5

10

15

20

25

Distance (m)

Ori. BB

Poly(exp)

Poly(sim)

Chull(exp)

Chull(sim)

3-Arc(exp)

3-Arc(sim)

Figure 4.3: Percentage increased performance comparison of best performing algorithm vs second best performing
algorithm based on area accuracy for 0◦ data.

The results for the 15◦ data, Fig. 4.2(b), show more difference between the different algorithms. For the simulated data-set, the polynomial estimation fit method provided the most accurate
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results from 41 m–50 m and the three-arc algorithm was found to be the most accurate in all other
ranges. Interestingly this was not the same result for the experimental data-set where it was found
that the complemented convex hull was the most accurate method from from 40 m–50 m with the
three-arc algorithm being the most accurate up until 4 m. This also shows the first example of
one of the shortcomings of the three-arc algorithm where it is unable to produce an output for all
frames. In this scenario, the shallow angle causes issues in the experimental data-set for distances
less than 4 m. The complemented convex hull method is the most accurate for the 1 m–3 m range.
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Figure 4.4: Percentage increased performance comparison of best performing algorithm vs second best performing
algorithm based on area accuracy for 15◦ data.

The accuracy results are again different for the 45◦ data, Fig. 4.2(c), where, for the simulated
data-set, it was found that the complemented convex hull was most accurate from 13 m–50 m with
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the three-arc algorithm being more accurate from 2 m–12 m. The three-arc algorithm again failed
to produce estimations at 1 m and for distances greater than 44 m, albeit only for the simulated
data-set. The performance of the complemented convex hull and three-arc algorithms were very
similar to one another for the experimental data-set with the complemented convex hull performing
better from 1 m–3 m and 24 m–50 m and the three-arc performing better in the 4 m–23 m range.
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Figure 4.5: Percentage increased performance comparison of best performing algorithm vs second best performing
algorithm based on area accuracy for 45◦ data.

The final angle results of 75◦ , Fig. 4.2(d), is in general the worst accuracy performance for the
different algorithms. The complemented convex hull performs the best (very similar to polynomial
estimation fit in some ranges) for nearly all distances. These two methods are also the most accurate for the experimental data-set with the polynomial estimation fit being slightly more accurate
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from 31 m–50 m. This extreme angle also shows the first time that any of the algorithms fall below
the baseline bounding box accuracy with the three-arc results falling below the oriented bounding
box from 8 m–50 m and the polynomial estimation fit becoming less accurate than the oriented
bounding box from 1 m–3 m. This performance was expected as the LiDAR could only measure
up to 68 % of the front contour section even with an infinitely small horizontal resolution.
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Figure 4.6: Percentage increased performance comparison of best performing algorithm vs second best performing
algorithm based on area accuracy for 75◦ data.

The area metric was found to be the most useful accuracy metric for indicating how well the
contour estimation matches the general vehicle shape holistically. This method still provides a
good measure of accuracy in cases where the estimation only represents a partial section of the
front vehicle contour (i.e. the estimations of the polynomial method when some amount of the
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front vehicle contour is occluded or the complemented convex hull algorithm in cases where the
front and side classifiers are unable to identify both the front and side sections of the vehicle).
One factor of note affecting this method is the width of the estimated contours produced by the
algorithms. Even if a contour estimation has a near perfect prediction of the target-vehicle front
shape, in terms of curvature, if the predicted width is less or greater than the actual vehicle then
the area accuracy score will be reduced. As will be discussed in Chapters 4.3.2–4.3.3, the area
accuracy metric was found to be the best ‘general’ accuracy measure with the other two methods
being more useful for assessing the accuracy of smaller ‘fine’ details.

4.3.2

DISCRETE FRÉCHET DISTANCE ACCURACY RESULTS

The discrete Fréchet accuracy results for each angle are presented in Fig. 4.7. At 0◦ the threearc algorithm is considerably more accurate than all other methods for the full distance range of
the experimental data-set, as seen in Fig. 4.7(a). The three-arc algorithm also performs the best
based on the simulated data-set, albeit not as extreme as seen in the experimental data-set.
From the 15◦ analysis, shown in Fig. 4.7(b), it was found that the three-arc algorithm again
performed the best for both data-sets at all distances. The convex hull algorithm produces very
similar accuracy results of the three-arc between 30 m–40 m and 1 m–6 m in the simulated and
experimental data-sets respectively.
It was noted that for much of the results, especially for angles 0◦ and 15◦ , that the experimental
data-set results for the different algorithms produced higher accuracy scores than the simulated
data-set. This was not observed in the area accuracy analysis, for the majority of the results. The
same general trends, however, were observed between the discrete Fréchet and area metrics when
comparing the accuracy trends of each data-set. The discrepancy is likely just an effect of the
difference in how the respective methods are measuring the contour estimation accuracy.
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Figure 4.7: Discrete Fréchet distance accuracy comparison where (a) is 0◦ , (b) is 15◦ , (c) is 45◦ , and (d) is 75◦ .

In the results of the 45◦ analysis, the convex hull algorithm was found to overtake the other
algorithms as the best performer at all ranges from the experimental data-set, and from 11 m–
41 m for the simulated data-set with the three-arc performing better from 1 m–10 m, as seen in
Fig. 4.7(c).
Analysis of the final angle of 75◦ , similar to the area results, showed the lowest accuracy for
all algorithms. In this case, none of the algorithms begin to outperform the oriented bounding
box from 40 m–50 m until the three-arc and convex hull algorithms begin performing better than
the oriented bounding box. Both algorithms perform similarly to each other until the convex hull
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algorithm becomes notably more accurate from 1 m–18 m and 1 m–10 m for the simulated and
experimental data-sets respectively.
The discrete Fréchet distance metric was found to be the best measure for representing the
accuracy of the contour estimations fine shape detail. However, it does not necessarily correlate to
the fine detail accuracy of the entirety of the contour as it only represents the greatest Euclidean
distance between two associated points of the contour estimation and ground truth. This can be
problematic in two different ways. Firstly, while it was not an issue that arose in this work, in a
scenario where the contour estimation is identical to the target-vehicle ground truth with the exception of a single point being offset by some distance, the discrete Fréchet distance accuracy score
will only represent that single difference. This should be easily mitigated by noise filtering and
segmentation of the LiDAR reflections. Secondly, similar to how the area metric is affected by
incomplete contour estimations of the target-vehicle, a partial view will cause poor point association between the prediction and ground truth. For example, if the front-right part of the contour
curve is removed and compared to the ground truth then the end points of the contour estimation
and ground truth will be coupled leading to a poor discrete Fréchet distance accuracy even if the
rest of the contour estimation is well approximated. This issue was encountered for some cases
of the polynomial and convex hull algorithms and while linear up-sampling was used to increase
the number of points on each curve to achieve a more representative assessment in full contour
estimation cases, up-sampling will not reduce poor accuracy scores in partial view cases. This is
one of the motivations for including the RMSEE accuracy metric as discussed in Chapter 4.3.3.

4.3.3

RMSEE ACCURACY RESULTS

The root mean sum Euclidean error accuracy results for each angle are presented in Fig. 4.8
which can be found in the Appendix. As discussed previously, this metric is similar to the discrete
Fréchet distance. In fact, in ideal scenarios where the full front contour estimation is very similar
to the target-vehicle ground truth, the two methods would produce equally similar accuracy scores.
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This is observed in the results for 0◦ where the three-arc results for the experimental data-set are
nearly identical but the polynomial and convex hull methods RMSEE accuracy scores are higher
than the discrete Fréchet distance accuracy scores (Fig. 4.7(a) and Fig. 4.8(a)).
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Figure 4.8: Root mean Euclidean error accuracy comparison where (a) is 0◦ , (b) is 15◦ , (c) is 45◦ , and (d) is 75◦ .

Results for 15◦ , shown in Fig. 4.8(b), shows notable difference not only in the magnitude
of the accuracy score but additionally the convex hull algorithm now outperforms the three-arc
algorithm from 1 m–5 m for the experimental data-set and the three-arc algorithm achieves higher
accuracy scores from 1 m–16 m for the simulated data-set compared to it’s experimental data-set
accuracy scores.
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In the 45◦ results, seen in Fig. 4.8(c), the three-arc algorithm accuracy is now closer (relatively) to the accuracy of the convex hull algorithm for the experimental data-set from 18 m–30 m,
although it is still less accurate. Additionally, the polynomial estimation accuracy score is now
less than that of the oriented bounding box at all distances for both data-sets. This is expected
as the polynomial algorithm produces increasingly reduced partial front contour estimations with
increasing relative angles whereas the idealized oriented bounding box is always the correct width
of the target-vehicle.
Finally, as seen in Fig. 4.8(d), there is a similar trend for 75◦ as for the prior three test angles.
The oriented bounding box is the best performing method from 7 m–50 m for the experimental
data-set and the three-arc algorithm performs below the oriented bounding box at all ranges by this
metric.
The RMSEE metric was found to be a mixture of the area and discrete Fréchet distance
metrics. Similar to the discrete Fréchet distance, it provides a good measure of the quality of fine
shape detail however, it considers the fine shape details of the entire contour estimation. It is less
affected by the partial contour estimation issue compared to the discrete Fréchet distance but does
not provide as good of a general vehicle shape measure as the area method.

4.4

ANGLE PREDICTION ACCURACY

While the relative angle is not a direct characteristic of the target-vehicles front contour shape,
it is a crucial parameter for collision prediction and crash modeling. As such, the average angle
prediction errors for the convex hull and three-arc algorithm for both experimental and simulated
data-sets are presented in Table 4.3. Additionally, the relative angle prediction produced by the
convex hull algorithm is used for aligning the contour estimation with the ground truth, which can
directly affect the accuracy scores. This is not the case for the three-arc algorithm which while it
does produce a relative angle prediction of the target-vehicle, the contour estimation is constructed
at the origin and therefore does not need any additional alignment.
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Table 4.3: Mean Angle Prediction Error
Relative Angle (◦ )

Convex Hull Error (◦ )

3-Arc Error (◦ )

0 (exp)

3.9

0∗

15 (exp)

3.4

5.6

45 (exp)

1.4

19.4

75 (exp)

0.4

1.4

0 (sim)

1.2

0∗

15 (sim)

0.5

0.7

45 (sim)

0.5

1.4

75 (sim)

0.04

1.3

∗

Classifier identifies small relative angle cases and sets angle to 0◦ .

It was noted that the angle predictions of the convex hull algorithm increase in accuracy as
the relative angle increases whereas the three-arc algorithm generally is more accurate in angle
predictions at lower relative angles. Overall, the convex hull angle predictions were found to be
the most accurate in most cases, excluding the cases of 0◦ .

4.5

COMPUTATION TIME

An additional consideration in regards to the performance of the different algorithms, in terms
of viability for replacing bounding box methods especially in dynamic urban environments, is
the computation time required for each algorithm to execute. For our application, the maximum
allowable computation time is 50 ms as this is the time that is taken to collect a point cloud frame at
a sampling rate of 20 Hz. Average computation times for each of the various algorithms are listed
in Table 4.4 where it is seen that the simple bounding box is able to execute the quickest and the
polynomial fit estimation is the slowest with 0.02 ms and 14.74 ms, respectively. The algorithms
were executed on a laptop running 64-bit Windows 10 Home Edition and powered by an Intel
i7-850H 2.2 GHz CPU with 16 GB 2667 MHz DDR4 RAM. The time needed by each algorithm is
important as this time will only increase outside of controlled environments when there is likely to
be multiple measurement targets and they may be executed on lower end processing hardware.
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Table 4.4: Average Computation Time Comparison of Algorithms

4.6

Algorithm

Average Computation Time (ms)

Simple B.B.

0.02

Oriented B.B.

0.13

Polynomial Fit

14.74

Convex Hull

0.56

Three-Arc

7.50

ALGORITHM PERFORMANCE ASSESSMENT SUMMARY

With the three accuracy metrics, required computation time and relative angle prediction error,
the question of which algorithm is ‘the best’ can now be qualitatively assessed. Each of the tested
algorithms showed strengths and weaknesses in different aspects.

4.6.1

ORIENTED BOUNDING BOX SUMMARY

While inappropriate for high fidelity shape representation of oncoming vehicles, oriented
bounding box methods are robust, do not require significant computational resources or time, and
can serve a wide range of additional applications outside of vehicle shape representation. With
further development, it is also feasible to increase the capabilities of the algorithm and compute
the predicted relative angle. The issue of incorrect width estimation will be difficult without preknowledge of target-vehicle width or the addition of tracking filters, which would significantly
increase the time and resources required by the algorithm.

4.6.2

POLYNOMIAL FIT SUMMARY

The polynomial curve fitting method offers significantly improved shape information compared to the oriented bounding box at the cost of significantly increased computation time. With
an average computation time of 14.7 ms, the oriented bounding box runs over 700 times faster. The
polynomial method also provides little additional information such as relative angle, width/length,
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etc. and while it performs well at 0◦ relative angle, the accuracy is greatly reduced for all other
angles.

4.6.3

COMPLEMENTED CONVEX HULL SUMMARY

The complemented convex hull algorithm offers greatly increased fidelity in regards to vehicle shape estimation. It provides the most accurate relative angle predictions of any of the studied
algorithms and offers good scalability with an average computation time of 0.56 ms. The complemented convex hull algorithm offers accurate contour predictions even at high relative angles and
distances within the near and far-fields.

4.6.4

THREE-ARC SUMMARY

The three-arc algorithm offers the potential for the most accurate contour estimations in addition to providing additional vehicle information similar to the complemented convex hull algorithm. High accuracy was observed at low relative angles and mid and near-field distances. This
high accuracy comes at the cost of increased computation time with an average of 7.5 ms. Accuracy of the contour estimations also is heavily reduced at higher relative angles and in the far-field
and extreme near-field distance ranges. In some cases, primarily for the 75◦ case, the algorithm
is unable to make any prediction. This shortcoming is being addressed by the application of a
Kalman filter and tracking in work for future publication.

4.6.5

COMPREHENSIVE COMPARISON SUMMARY

Table 4.5 has been created to best summarize and compare the performance and capabilities
of all algorithms. Each algorithm is assigned a score in the different metrics from -3 to +3 denoted
by (—) and (+) symbols. Scores of zero (o) are assigned for metrics that are not provided by the
algorithm. The complemented convex hull and three-arc algorithms were the two best performing
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methods, receiving scores of 18 and 16 respectively. The three-arc algorithm offers the highest
potential performance in accuracy whereas the complemented convex hull algorithm requires less
computation time and is more robust at extreme relative angle and distances.
Table 4.5: Algorithm Capability and Performance Comparison
Metric

Simple B.B.

Oriented B.B.

Polyn. Fit

Convex Hull

Three-Arc

Contour Accuracy (General)

———

—

+

++

+++

Performance (Varying Distance)

+

+++

+

++

+

Performance (Varying Angle)

+

++

+

+++

+

Relative Angle Accuracy

o

+

o

+++

++

Width/Length Accuracy

o

—

o

++

+++

Front/Side Classification

o

o

o

++

+++

Longitudinal Axis

o

o

o

++

++

Computation Time

+++

+++

—

++

+

Overall Score

2

7

2

18

16
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CHAPTER 5
CONCLUSIONS
This work presents a developed methodology for qualitative assessment of several LiDAR
based contour estimation algorithms for use in integrated safety applications in place of commonly
used bounding box methods. This is motivated by the need for more appropriate representations of
opposing vehicle contours for advanced unavoidable collision detection and real time crash severity modeling systems in the pursuit of achieving the global ‘Vision Zero’ and eliminating vehicle
related fatalities. The complemented convex hull and three-arc algorithms have been identified
as highly capable and feasible alternatives to conventional bounding box methods. The complemented convex hull algorithm offers greater flexibility and robustness in less than ideal scenarios,
e.g., high relative angles or extreme relative distance, whereas the three-arc algorithm offers greater
potential for accuracy in more ideal cases.

5.1

VALIDATION OF PROPOSED HYPOTHESIS

Based on the thorough analysis conducted, the proposed hypothesis ”If a multitude of metrics for measuring accuracy of estimated vehicle contours are used to provide insight on algorithm
performance under dynamic conditions, then the best performing algorithm can be determined
based on relative distance and angle of the measured target-vehicle” has been achieved. The complemented convex hull and three arc algorithms showed significantly improved accuracy over the
idealized bounding box in all trials with the exception of mid-far distances for the 75◦ case.

5.2

VALIDATION OF METRICS FOR SUCCESS

The expectations put forth as metrics for success including the expected accuracy trend as a
function of relative distance and reduced performance at high relative angles have been found to
be mostly correct. It was not expected for the accuracy to be quite as good as it was for the 45◦
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case and additionally it was not expected for the 75◦ trial to yield such low accuracy as it did up
until the target was at short to medium distances.

5.3

RECOMMENDATION FOR FURTHER DEVELOPMENT

A system that identifies, based on real-world environmental factors, which algorithm is most
appropriate to use for opponent-vehicle contour estimation can be used to take advantage of both algorithms strengths. Further work could combine the best features of the two algorithms to produce
an even more compelling replacement for bounding box representations of opponent vehicles. Additional contour estimation algorithms can also be examined based on the assessment framework
presented as they are developed in literature.
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APPENDIX A
COMPLETE VELODYNE VLP-16 SPECIFICATIONS
A.1

VLP-16 TECHNICAL SPECIFICATIONS

Table A.1: Complete Velodyne VLP-16 LiDAR Sensor Specifications (Part 1).
Category

Specification

Value

Number of Laser Channels

16

Maximum Measurement Range (at 80% Reflectivity)

100 m

Measurement Accuracy

±3 cm

Field of View (Horizontal)

360◦

Angular Resolution (Horizontal)

0.1◦ – 0.4◦

General

Field of View (Vertical)

30◦ (±15◦ )

Specifications

Angular Resolution (Vertical)

2.0◦

Sample Rate (Adjustable)

5 Hz – 20 Hz

Max Laser Returns Per Second (Single Return Mode)

289344 pts/s

Max Laser Returns Per Second (Dual Return Mode)

578688 pts/s

Motor Controller Steady State Error

±3 rpm

1

Sensor Data Origin (0,0,0)

37.7 mm

Laser Classification

Class 1

Laser Wavelength (Min/Max – Typical)

890/910 − 903 nm

Maximum Laser Energy Output

31 W

Laser

Laser Array Focal Length

41.91 mm

Specifications

Beam Divergence (Horizontal)

0.18◦

Beam Divergence (Vertical)

0.09◦

Single Beam Height at Focal Point

0.75 mm

Beam Size at Lens Screen (Hor. x Vert.)

12.7 x 9.5 mm

Operating Voltage

9 − 32 VDC

Current Draw Rating

1.5 A

Power Consumption

8 W (typical)

Electrical/

Dimensions (Diameter x Height)

103 mm x 72 mm

Mechanical/

Mass (Sensor)

830 g
◦

Operational

Operating Temperature

-10 C to +60◦ C

Specifications

Storage Temperature

-40◦ C to +105◦ C
IP67

Environmental Protection
Shock
Vibration
1

Above base of sensor, on the center axis.

500

m
s2

amplitude, 11 ms duration

5 − 2000 Hz, 3G rms
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Table A.2: Complete Velodyne VLP-16 LiDAR Sensor Specifications (Part 2).
Category

Specification

Value

Individual Laser Pulse Duration

6 ns

Individual Laser Pulse Cycle Timer

2.304 µs

Complete Laser Array Discharge Time

36.864 µs

Complete Laser Array Recharge Time

18.432 µs

Complete Laser Array Cycle Sequence Time

55.296 µs

Individual Laser Repetition Rate

1.44 µs

Complete Laser Array Repetition Rate

46.1 µs

Synchronized Internal Clock Accuracy

±50 ps

Un-synchronized Internal Clock Drift Rate

s
5 day

Calibrated

Black, Absorbent Diffuse Reflector

0

Return

White, Reflective Diffuse Reflector

100

Intensity

Retro-Reflector Covered w/ Semi-Transparent White Surface

101

Retro-Reflector w/o Any Coverage

255

Max Operational Altitude

200 m

Operation
Timing
Specifications

Values

2

3

4

Laser Emitter Type

P-N Laser Diode

Laser Detector Type

Avalanche Photo-Diode

Number of Laser Collection Lenses

4

Other

Data Rate (Spindle Azimuth Position)

29, 817 byte
s

Specifications

Total Data Rate (Single Return Mode)

970, 185 byte
s

Total Data Rate (Dual Return Mode)

1, 910, 553 byte
s

Interface Cable Length (Fixed Connection)

3m

Interface Cable Length (M12 Sensor Connector)

0.3 m

Interface Cable Length (M12 Interface Box Cable)

1.6 m

2

Refer to timing figure (Fig. A.1).

3

Refer to reflectivity figure (Fig. A.2).

4

P-N laser diode used is possibly the OSRAM SPL PL90 3 module based on old documentation.

Figure A.1: Firing sequence timing (Velodyne 2018).
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Figure A.2: Visualization of target reflectivity (Velodyne 2018).

Table A.3: Sequential Laser Firing Order1 .
Laser ID

Vertical Angle of Laser

0

-15◦

1

1◦

2

-13◦

3

-3◦

4

-11◦

5

5◦

6

-9◦

7

7◦

8

-7◦

9

9◦

10

-5◦

11

11◦

12

-3◦

13

13◦

14

-1◦

15

15◦

1

Firing order helps prevent “cross talk” between neighboring channels.
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A.2

VLP-16 MODEL DIMENSIONS & ELECTRICAL DIAGRAMS
A.2.1

VLP-16 LASER EMITTER CHARACTERIZATION

While the P-N laser diodes used in the VLP-16 can be thought of as producing a singular, finite
laser “spot” or “dot”, in reality they produce three separate horizontally elongated IR laser beams
in a rectangular area as shown in the schematic of Fig. A.3. This type of laser emitter produces a
laser “spot” as captured in Fig. A.4(a) and produces the “spot” pattern shown in Fig. A.4(b).

Figure A.3: Schematic of the laser emitter used in the VLP-16 (Velodyne 2018).

(a)

(b)

Figure A.4: Laser “spot” pattern produced by the laser diode emitters used in the VLP-16 where (a) is a single laser
“spot” and (b) is many sequential scans “spots” projected onto a flat wall (Velodyne 2018).

A.2.2

VLP-16 MECHANICAL DRAWINGS

See proceeding pages. All drawings included have been created by Velodyne.
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A.2.3

VLP-16 SENSOR & INTERFACE BOX WIRING DIAGRAMS

The VLP-16 has two variants, a detachable M12 connector cable version (shown in Fig. A.5)
and a permanent fixture cable version. The sensor transmits data through an interface box shown
in Fig. A.6 with Table A.4 summarizing the color coded wiring.

Figure A.5: Schematic and P/O of the detachable M12 connector cable variant of the VLP-16 (Velodyne 2018).

Figure A.6: Labeled image of the interface box (Velodyne 2018).
Table A.4: Interface Cable Signal Description.
Color

Wire

Signal

I/O

Specifications

Black

Ground

Input

System Ground

Red

Power

Input

9 − 15 VDC / 12 W

Yellow

GPS Sync Pulse

Input

TTL

White

GPS Serial Receive

Input

TTL

Light Orange

Ethernet TX+

Output

Differential

Orange

Ethernet TX-

Output

Differential

Light Blue

Ethernet RX+

Input

Differential

Blue

Ethernet RX-

Input

Differential
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NOTES:
1.
THIS DIAGRAM IS TO ENABLE VLP-16 USERS TO BYPASS THE INTERFACE BOX AND WIRE DIRECTLY TO THE VLP-16.
2.
WHEN INSTALLING UNIT WITHOUT INTERFACE BOX, THE POWER LINE (ITEM #2) MUST BE WIRED WITH AN IN-LINE 3A 32V FAST BLOW FUSE.
3.
ITEM 5 AND 6 ARE FULL LENGTH TWISTED CABLE PAIR.
4.
ITEM 7 AND 8 ARE FULL LENGTH TWISTED CABLE PAIR.
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APPENDIX B
ADDITIONAL EXPERIMENTAL DESIGN AND FABRICATION PICTURES
This appendix additional content regarding the simplified t arget-vehicle d esign & stages of
fabrication (including the completed 1st ‘short side’ and 2nd ‘extended side’ designs).

Figure B.1: Engineering drawing of 2015 Toyota Yaris used as basis for simplified contour.

Figure B.2: Initial construction of the simplified target-vehicle contour.
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Figure B.3: Construction of 2nd structural support for the simplified target-vehicle contour.

Figure B.4: Finished inner structure for front part of simplified target-vehicle contour.
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Figure B.5: Front simplified target-vehicle contour construction with siding added.

Figure B.6: Finished 1st design with short side which was later extended to better represent vehicle proportions.
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Figure B.7: Simplified contour lined up for data collection with angle reference markings shown.

Figure B.8: Simplified contour with extended side, front view.

Figure B.9: Simplified contour with extended side, rear view.

