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Smart Streaming for Online Video Services
Liang Chen, Yipeng Zhou, Dah Ming Chiu
Abstract—Bandwidth consumption is a significant concern for
online video service providers. Practical video streaming systems
usually use some form of HTTP streaming (progressive download)
to let users download the video at a faster rate than the video
bitrate. Since users may quit before viewing the complete video,
however, much of the downloaded video will be “wasted”. To
the extent that users’ departure behavior can be predicted,
we develop smart streaming that can be used to improve user
QoE with limited server bandwidth or save bandwidth cost
with unlimited server bandwidth. Through measurement, we
extract certain user behavior properties for implementing such
smart streaming, and demonstrate its advantage using prototype
implementation as well as simulations.
I. INTRODUCTION
A video streaming service lets users download a video file
and play it at the same time. At what rate should each user
download (stream) the video file? - this is the question we
study. Video streaming consumes vast amount of bandwidth
in today’s network. So this question is of interest to not only
the video streaming service provider (also sometimes referred
to simply as content provider), but anyone concerned about
the efficient operation of the Internet as well.
From a content provider’s point of view, there are two major
concerns - bandwidth cost and user experience (also referred
to as Quality of Experience, or QoE). In today’s network,
a large video streaming service provider typically relies on
multiple content delivery networks (CDNs) [1] and spends
a large amount of money purchasing the content delivery
service. According to our interaction with content providers,
the cost can be of the order of 100s million dollars per year.
This expense on the bandwidth usage is quite considerable.
The cost of the CDN service is largely determined by the
peak bandwidth1 the CDN servers use to reach the streaming
users. It is a big challenge for content providers to balance
the bandwidth consumption and users’ QoE. To keep video
playback smoothly, the intuitive approach is to deliver surplus
video data to users in advance. However, the pre-fetched data
at clients will be wasted when users quit viewing videos early
(before completing the entire video). How often do users
depart and how much bandwidth is wasted? These are the
questions we intend to answer in this study.
Since the peak bandwidth cost is roughly determined by
the streaming rate per user and the number of served users, a
content provider often resorts to either deliver a low bitrate
version of the video, or restrict the incoming users at the
peak load, to save the bandwidth. Actually, it exchanges the
QoE for the bandwidth cost. The video streaming service
providers are usually in such a dilemma. Are there better
1CDN service providers usually charge by either traffic or bandwidth usage.
For large volume of video content delivery, they charge by the peak bandwidth
usage every month.
solutions to keep both good QoE performance and reasonable
bandwidth consumptions? We target at this issue to design
efficient strategies.
Dynamic Adaptive Streaming over HTTP (DASH) [2]–[4]
is an adaptive bitrate streaming technique that enables high
quality streaming of media content over the Internet delivered
from conventional HTTP web servers [5]. It addresses problem
of adapting to network congestion, and network bandwidth
fluctuation, in addition to adapting to server’s bandwidth
changes. DASH breaks the content into a sequence of small
HTTP-based file segments (or chunks) at multiple resolutions.
In the practical implementation, it is an important issue to
determine how many segments to order in once request, which
is related to the bandwidth usage and QoE performance. Our
study intends to support DASH by involving the concern of
large amount of bandwidth consumption.
Before DASH is introduced in VoD service industry, the
online video content is delivered to users by progressive
download [6] and other streaming techniques (such as [7] and
[8]). Delivery of a file over HTTP is normally referred to
as “progressive download” or “HTTP streaming” (the trivial
difference between them is that progressive download assumes
downloading the whole file from the beginning). It is a
very simple bulk download of a (part of) video file to end
user’s computer within the end-to-end bandwidth capacity, and
the pre-fetching in local buffer should also help reduce the
bandwidth need at peak load. We use the term of “streaming”
to stand for the “HTTP streaming” throughout the paper,
although it may refer to protocols like RTMP and MMS
in history. By “smart streaming”, we mean that a HTTP
streaming (including HTTP adaptive bitrate streaming like
DASH) strategy gets the bandwidth conservation involved. The
purpose of this paper is to study to what extent the wasted
downloading can be minimized, and to what extent such smart
streaming can also be used to minimize peak bandwidth as
well as delivering good QoE at the same time.
The rest of the paper is organized as follows. We first
measure the bandwidth wastage in a large VoD service system
to learn the early departure tendency in Section II. Section III
gives a high-level description of the problem using a simple
abstract model, which allows us to describe the space of smart
streaming solutions depending on the early departure behavior.
Based on the measured results and mathematical analysis, we
propose a heuristic solution to balance the QoE and bandwidth
consumption in Section IV. Subsequently, we use extensive
simulation experiments to evaluate several canonical solutions
and compare them in Section V. Our results show that smart
streaming can significantly out-perform other less sophisti-
cated versions of downloading strategy, and can achieve sig-
nificantly better QoE than non-progressive strategies. Finally,
we briefly describe our experience in implementing our smart
2streaming strategy in Section VI, and how well it performs
compared to other strategies based on large scale experiments
using real implementations. The experimental results valid our
analytical and simulation results.
II. WASTAGE MEASUREMENT
A. Data Source
The previous measurement study [9] on YouTube had
witnessed the significant wastage of bandwidth consumption.
We study the bandwidth wastage (i.e., downloaded content
not viewed) based on user behavior by collaborating with
Tencent Video [10], one of the largest video streaming service
providers in China. Their VoD service has more than 50
million daily active users, and more than 2 million users online
during busy hours (at the time of measurement). Their video
content includes movie, TV episodes, music/entertainment
video, as well as short clips of news and sports. The video
streaming service is delivered over HTTP, served by many
servers in multiple CDN providers. With the help of our
collaborator, we engineered the client side to report user
behavior to a central cloud. When a user finishes or quits
viewing a video, the client side makes a record of all the
QoE relevant information, including how long the video is
watched, how many freezes there are, and for each freeze the
start and end time, plus seek and jump events as well. A total
of over 550 million sessions are captured. Based on this rich
data source, we are able to analyze various user behaviors
and system performance. In this part, we will report the result
of user early departure behavior and the observed bandwidth
wastage.
B. Methodology
There are two issues we need to address firstly: (a) How
does user experienced performance affect their behavior? (b)
How does the content itself affect user departures?
A previous study [11] reported that the percentage of time
spent in buffering (freezes) has a large impact on the user
engagement in VoD services. In other words, poor QoE will
definitely lead to more early departures. Since we have a very
large data set, we can afford to remove all the views that have
imperfect QoE. Furthermore, we remove all records that have
seek actions during the session, and all records the viewing
did not start from the beginning of the video. These removed
parts totally account for 19.5% of raw dataset. As a result,
the user behavior we observe can be considered natural early
departures.
We also observe that there is significant difference in early
departure behavior depending on the video’s length, and type
(e.g. movies and TV programs vs. news and short video clips).
Generally, for short videos, users are more likely to complete
viewing the whole video. In our study, we focus on the records
of movies and long videos (with the length > 30min) in the
viewing with perfect QoE, because they consume the most of
bandwidth and is the major source of wastage.
C. Early Departure Behavior
For a view k, let Tk be the length of the video viewed, and
Lk be the length of the video, we define viewing ratio vk as:
vk =
Tk
Lk
If the viewing ratio is 0, it means the user quits without
viewing at all; alternatively a 100% viewing ratio indicates a
user quits after completion. In practice, if the viewing ratio
is greater than a threshold, such as 95%, the user can be
considered to have completed viewing the entire video, since
the last few percent may correspond to some trailers. Overall,
56.5% of videos have an average viewing ratio of 50% or less.
We can plot a histogram, with some granularity of viewing
ratios, for all movie and long videos. For example, Fig.1(a) is
such a histogram plotted at granularity of one percent. After
plotting this for different hours, days and weeks, we observe
that the early departure behavior is quite consistent. The result
always comes out more or less the same as shown in Fig.1(a).
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Fig. 1: Viewing ratio distribution and departure rate distribu-
tion.
Our measurements indicate that the departure rate variation
over the span of the video is an important factor in designing
video streaming strategies. We assume the whole view process
is divided into discrete time slots. In any time slot t, let Pt be
the probability that a user who has viewed t− 1 time slots of
the video will leave (i.e. she will continue with probability 1−
Pt). The third part of Fig.1 shows Pt plotted against viewing
ratio.
Fig.1(b) is simply the cumulative distribution for Fig.1(a).
This will be used to generate random departure times in our
simulation and experimentation in later sections. A random
3number between zero and one can easily be converted to
the corresponding random departure time. Fig.1(c) is the
departure rate distribution, yet another representation of the
same information. Let Qt be the percentage of all users who
depart in time slot t, the quantity plotted in Fig.1(a), and let
Pt be the corresponding departure rate in time slot t. The
relationship between these two quantities are:
Qt = Pt
t−1∏
i=1
(1− Pi)
From the departure rate histogram, it is clear that users
tend to depart with a higher rate at the beginning. Our guess
is that movie viewers first go through a movie browsing
and selection phase, marked by high departure rate. Then
they enter a viewing phase, during which departure can be
caused by a variety of random reasons, and the departure
rate remains quite flat, with a spike at the end representing
those viewers completing the whole movie. In Fig.1(c), we
observe that the viewing of videos can be separated into this
two phases. Namely, the top departure rates contributing to
50% of the total departure rates belong to the browsing phase,
whereas the rest belong to the viewing phase. This demarcation
can be heuristically used to design our behavior based smart
streaming strategy. The idea is, users in the browsing phase
have a higher chance of early departure, so we just need to help
them download fast enough for good QoE, but not too much
pre-fetched data. For users in the viewing phase, however,
there is no clear indication to differentiate them from departure
rate point of view.
D. Wastage
We collected a week’s worth of data from our collaborator’s
VoD system, to examine the bandwidth wastage caused by
user’s early departure in online video service. The result is
shown in Fig.2.
The three plots correspond to (a) the number of arrivals
per second (we use normalized values as asked by service
provider); (b) the wasted amount of data per second; and
(c) the average downloading rate per second. We observed
over 20% of the bandwidth was wasted on average based
on the measurement. This result is consistent with previ-
ous study on YouTube traffic [9]. We examine this result
because it is helpful for us to appreciate the magnitude of
the downloaded content that are not viewed (wasted) due to
early departure behavior, hence opportunities for us to do
some smart engineering. The three plots together also help
illustrate the macroscopic picture of the VoD operation. The
average downloading rate (around 2Mb/s) is actually higher
than a typical video bitrate rate, indicating the HTTP streaming
(progressive download) strategy is adopted. The product of the
arrival number and the downloading rate number gives roughly
the rate of total server bandwidth consumed, over the week.
The difference between downloaded and wasted is the amount
of bandwidth used for playback.
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Fig. 2: Normalized arrivals, the amount of bandwidth wastage
per second and the downloading rate measured in one week.
III. SIMPLE MATHEMATICAL ANALYSIS
A. Assumptions and Notations
Before getting into the engineering details, let us consider
the problem at an abstract level, to understand the big picture.
For the sake of theoretical analysis, we discuss the resource
allocation strategies as there is a central controller, which
provides us the idea what an optimal strategy can achieve.
In practice, it is implemented and regulated at client side to
request the server resource.
Let there be a single server, providing video-on-demand
with a fixed uplink bandwidth. All videos have the same length
and same playback rate. The video is divided into L segments,
each requiring a single time slot to play. In the unit of time
slots, L is the length of a video file. The video bitrate is 1;
the server bandwidth is C, in the unit of video bitrate.
User requests for a video arrive as a random process. For
the sake of simplicity, we assume it is Poisson with rate λ.
All requests for video start from the beginning of the file and
proceeds sequentially. Each user has a buffer capable of storing
pre-fetched video data. Any surplus (when downloading rate
exceeds playback rate) is buffered for subsequent use. During
playback, whenever content is missing, it is skipped2. With
this assumption, the number of users in the system at any
time, though random, is determined by a simple stationary
process, and will not keep increasing with load (arrival rate).
Let n be the random variable denoting the user population,
2We understand that in practice, most video players would freeze and
continue play after sufficient content arrives, which complicates the analysis.
In our experimental evaluation later on, we will use a prototype system that
freezes instead of skips for missing content.
4and N denote the expected value. The value of n and N is
determined by not only the arrival rate λ but also the departure
process, we call user behavior, described below.
B. User Behavior
There are three scenarios for user departures:
• No Early Departure: No user will abort video streaming
until the whole video is played. This behavior implies that
the viewer population is Poisson distributed with expected
value N = λL. System load is ρ = λL
C
.
• Early Departure with Constant Rate: Each user has the
same probability to abort her video streaming session,
irrespective how much content has been played. Let v be
the fraction of video the user has already viewed. Then,
f(v) denotes the probability for that user to abort. In this
scenario, f(v) ≡ µ, a constant. This behavior implies
that the viewing time is exponentially distributed with
average T = 1
µ
. In this case, the distribution of viewer
population is still Poisson, but with expected value is
N = λT . System load is ρ = λ
µC
.
• Early Departure with Varying Rate: Users abort their
video streaming session with different probabilities. At
any given time, the departure rate is given by f(v),
depending on the fraction of the video already played,
the viewing ratio v.
C. Server Strategies
Given a particular mix of user video sessions, the server
has different options in allocating its bandwidth in serving the
user requests. We use the term streaming to refer to HTTP
streaming, which delivers the video content in the end-to-
end throughput capacity. Any surplus will be stored in users’
buffers for future playback. Although we use the term server
strategy, it is understood that in actual implementations, it
requires the user end to continue to request for content even
when buffered content is already enough to sustain continuous
playback, and it requires the users to have ample storage.
By smart streaming, we mean rate allocation strategies
that progressively use server bandwidth and minimize wasted
content simultaneously. The smart streaming strategy is not
unique. Among smart streaming strategies, some might be
better at minimizing overall skip probability than others. Opti-
mality depends further on modeling of additional buffering can
help reduce probability of skipping. The focus of this paper
is on smart streaming; we will only briefly discuss optimality
in our analysis in this section.
Before we get into the analysis, we describe four strategies;
together they help characterize the space of different solutions.
Note, for each strategy we expect there is some initial buffering
before video play starts, and the small buffer (built up by initial
buffering) is used to absorb jitters. During initial buffering,
video is downloaded as fast as possible.
• Simple Rate Control (SC): SC tries to maintain the
playback rate and not go beyond it. We include it for the
purpose of benchmarking. SC does not incur any waste
even if the user departs early.
• Best Effort Streaming (BE): BE corresponds to the way of
progressive download which is commonly implemented
in HTTP-based streaming. The user end keeps requesting
for video chunks. The server tries to respond with best
effort, resulting in equal rate when all other things being
equal.
• Equal Buffer Streaming (EB): BE does not take into
account of buffer status. Users with ample reserve are
treated the same as those with little reserve. EB tries to
equalize the reserve for all users. Given initial buffering,
the additional reserve may not in itself improve a par-
ticular user’s QoE. But EB tends to minimize big losses
which happens when a user with a big reserve departs
early.
• Equal Waste-Rate (EW): Waste-rate for a user is defined
as the buffer length multiplied by the user’s departure
rate. EW is the strategy that works progressively and
equalizes all users’ waste rates at the same time. EW
is a generalized form of EB.
Any of these strategies can be considered smart for certain
operating scenarios. We give some simple analysis below to
fix ideas.
D. The Case of No Early Departure
Proposition 1: If there is no early departure, all strategies
are a form of smart streaming.
Since there is no early departure, all content pre-fetched at
users will be played eventually, so there is no waste; and waste
cannot be further minimized.
E. Early Departure with Constant Rate
In practice, users do depart early. To analyze the situation,
we consider a general discrete time model for users with
early departures. Because of the stationary (Poisson) arrival
process and the skip when no content for playback (rather than
freeze) assumption, the number of users into the system is a
pre-determined random process independent of the resource
allocation strategy. At time slot t, let the expected number of
users in the system be denoted by Nt, and let the expected
total amount of content stored at all user buffers be denoted
by St. We can write down St+1 for time slot (t + 1) (under
heavy load) as follows:
St+1 = St + C −Nt(1− γ)−Wt,
where C is the amount of content downloaded by all users in
a time slot; γ is the average skip probability, and Nt(1 − γ)
is the amount played during time slot t. Wt is the expected
amount of content wasted at time slot t due to user aborting
(or any content arriving late, past the playback point, so it is
of no use). In steady state, St+1 = St and Wt and Nt become
constants denoted by W and N , assuming relatively heavy
load, that is N ≈ C. This means:
W = C −N +Nγ, (1)
This can be stated as the following lemma.
5Lemma 1: Given early departure is with constant rate, the
strategy that achieves lower wastage rate W also achieves
lower skipping rate γ.
The proof is evident from EQ. (1).
As we noted earlier, waste can be due to early departures.
The likelihood of skip in practice is hard to model exactly
analytically. A reasonable approach is to assume that the skip
probability γi at user i is a function g(bi), depending on the
buffered amount bi at that user. When a resource allocation
policy resulting in buffering state bi, (i = 1, . . . , N ), then the
average skip probability γ would be
∑N
i=1 g(bi). Furthermore,
from intuition the skip probability should monotonically de-
crease with increase in buffered content. Thus it is reasonable
to assume that g(b), i.e. the skip probability function is a
convex function of b. This implies:
Lemma 2: Given early departure is with constant rate, EB
minimizes skip probability.
Proof: Since all users have the same departure rate f(v) ≡ µ,
W =
∑N
i=1 biµ. For any given N users, we would like to
determine the amount of stored content at all users bi, (i =
1, . . . , N ) to minimize expected skip probability, given some
constant wastage rate W . This can be expressed in terms of
the following optimization problem:
min γ =
1
N
N∑
i=1
g(bi), (2)
s.t.
N∑
i=1
biµ =W. (3)
Since g(bi) is a convex function, we should allocate equal
buffer bi = B to all users to achieve the minimum skip
probability.
Proposition 2: Given early departure is with constant rate,
EB is a Smart Streaming strategy.
Proof: First, EB is a HTTP streaming (progressive download)
strategy. Secondly, if there is any strategy Π that can achieve
smaller average skip probability, then from Lemma 1,
WΠ < WEB . From Lemma 2, with given SΠ, we can get an
even smaller γ by allocating buffer resource equally, which
is contrary with the optimality of strategy Π. Thus, EB must
be the smart streaming strategy which has minimum W .
F. Early Departure with Varying Rates
In practice, users are likely to depart with varying rates. As
will be shown in our measurement section, user departure rate
depends on amount of the video already viewed - the more a
video has been viewed already, the lower the departure rate.
At a particular time slot, let vi denote the fraction of video
already viewed by user i, and f(vi) denote the departure rate
of user i. The wastage rate is W =
∑N
i=1 f(vi)bi.
Proposition 3: Given early departure is with varying rate,
EW is a Smart Streaming strategy, assuming all wastage is
due to early departures, and the function f(vi) is known.
Proof: From the definition of EW, it is evident that EW is a
strategy minimizing the wastage.
For a user i, the potential wasted content is f(vi)bi, i.e. the
waste rate for user i. The wastage rate is W =
∑N
i=1 f(vi)bi.
Given limited total bandwidth resource
∑N
i=1 bi, smart
strategy should minimize the expected wasted content, which
is equivalent to equalize the wasted rate vector for all users.
Otherwise, we can reduce the wastage rate by allocating
more content to the user with less waste rate vector and less
content to the user with larger waste rate vector. Thus, EW is
a Smart Streaming strategy given varying departure rate.
If we let average skip probability to be a function g(b)
depending on the amount of content buffered locally, then the
strategy EW is no longer optimal. The following Proposition
gives the optimality condition for the most general case:
Proposition 4: Given early departure is with varying rate,
the condition for a strategy to achieve minimized wasted
bandwidth and also minimized skip probability is
g′(bi)
g′(bj)
=
f(vi)
f(vj)
,
at any fixed wastage rate W in steady state.
Proof: For any given N users, and varying departure rates,
the optimization problem in EQ. (2) can be rewritten as:
min γ =
1
N
N∑
i=1
g(bi),
s.t.
N∑
i=1
bif(vi) =W.
Since g(bi) is a convex function, using Lagrange Multipliers
to minimize skip probability, bi should satisfy: g
′(bi)
g′(bj)
= f(vi)
f(vj)
.
This means the users with larger departure rate should be
allocated relatively smaller buffered content to minimize skip
probability.
In practice, since we do not know g(b) or f(v) exactly, this
analysis result could be a high-level guide for us to design a
heuristic smart streaming strategy for online video delivery.
To summarize, we have introduced several intuitive resource
allocation strategies, in particular EB and EW, besides the
strategies used in practice SC and BE. We have shown that
for constant early departure rate, EB is a smart streaming
strategy that minimizes waste and skip probability. For variable
departure rate, however, EW is only optimal under some
idealized assumptions. For practical implementation, we can
use the insights gained from the above analysis to build some
heuristics.
IV. HEURISTIC SMART STREAMING
A. Streaming Strategies Used in Practice
We first briefly describe the strategies commonly adopted
in practice. Most large-scale VoD streaming services today are
HTTP-based. The video files are delivered in segments con-
tinuously, fetched by the client side with HTTP requests. This
framework allows request redirection (the use of multiple CDN
servers for service) and load-balancing. The major differences
6among these HTTP-based streaming are the segment size and
the mechanism of bitrate switching.
According to [12] and [13], Youtube delivers video content
in two phases: an initial buffering phase followed by a steady
state phase. During the initial buffering phase, the YouTube
server serves the video as fast as possible, with the rate
limited only by the end-to-end available bandwidth. After
initial buffering, the session enters the steady state phase,
where the average downloading rate is maintained at the video
playback rate plus a increment. In the steady state phase, the
video file is delivered in segments. The inter-segment gap
is tuned to control the average downloading rate. The size
of segment delivered in YouTube is 64KB, and the video
resolution is chosen by viewer manually.
Also, we measured some popular online video service
providers in China, including Tencent Video and Youku. In
these VoD systems, long videos are divided into 5 ∼ 7mins
segments, and the segments are fetched by the client with
pauses in between, as shown in Fig.3. Their segment size is
much bigger than the segment size in YouTube’s case. And
many videos they provide tend to be longer than those in
YouTube. The switch between different resolutions of video
segments is manually controlled by users.
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Fig. 3: Delivery strategy adopted by Tencent Video and Youku,
where the 2nd chunk starts downloading at time t1.
The architecture and service strategy of Netflix was uncov-
ered in the study [1]. Netflix uses the DASH mechanism for
video streaming. Each video is encoded at several different
quality levels, and is divided into small segments in the length
of a few seconds. The client requests several video segments
(the range can be adjusted) at each time via HTTP. With each
download, it measures the received bandwidth and runs a rate
determination algorithm to automatically determine the quality
of video segments in the next request.
B. Our Proposed Strategy
From our measurement results in Section II, there are plenty
of early departures in VoD streaming sessions. Furthermore,
the departure rate varies with the amount viewed, following a
function f(v) that is similar in shape for different videos.
From our analysis in Section III, however, if the early
departure is variable, then the optimal smart streaming strategy
requires us to know at least the departure probability function
f(v) (in order to implement EW). A more general optimal
smart streaming strategy would also require us to know the
skip probability function g(b). This would not be a robust
solution.
Instead, we propose a heuristic solution based on the salient
features of the variable departure rate function f(v) we
observed in Fig. 1(c). We divide all long videos (including
movies) into two phases: (a) a browsing phase with high
departure rate, and (b) a viewing phase with roughly constant
departure rate. In a practical application, the boundary of two
phases depends on the measurements about different types
of videos. Based on our observations in Fig. 1(c), the top
departure rates contributing to 50% of the total departure
rates in the browsing phase (viewing ratio less than 15%) for
viewing the long videos.
From our analysis, EB (equal buffer) is already shown
to be best for constant departure rate. However, it requires
the server to know all user’s buffer status and update the
resource allocation timely, which is not scalable in the practical
implementation. We choose the BE, SC and the mix strategy
of them in consideration of their large-scale deployment based
on HTTP servers. So the basic idea of our heuristic strategy is
that we adopt BE (best effort) for users in the viewing phase,
and use SC (simple rate control) for users in the browsing
phase. Since users in the phase of browsing depart more
frequently, the server will limit the rate for browsing users to
save their bandwidth consumption. And the saved bandwidth
can be utilized to support the viewing users to improve QoE
performance. We call our heuristic strategy Behavioral-Based
Smart Streaming, or simply BB.
Also, we introduce SC+ (plus a delta) to evaluate the
performance with SC, BE and BB. For our implementation
of SC+, the value of delta is 5% of video bitrate; in other
words, the downloading rate is set to 1.05 times the bitrate.
Our focus is the bandwidth wastage and QoE performance that
each strategy can achieve.
V. SIMULATIONS
Although the abstract analysis in Section III helps us to
conceptually think about the problem, it is not adequate to
convince the practical engineers of our ideas proposed in
Section IV. We shall use both simulation in this section,
and experimentation with working prototype in Section VI to
evaluate our smart streaming design. In both cases, we evaluate
and compare the streaming strategy designs we introduced in
the setting of a VoD server serving a large number of users
under heavy load.
A. Simulation Implementation
For the simulations, we try two different types of user
request arrival processes: (1) Poisson arrivals, (2) Trace-driven
arrivals. The former gives us a repeatable benchmark, while
the latter gives us a glimpse of a more realistic scenario.
In both cases, how we set the load level will be discussed
later, together with other detailed settings of the simulation.
Since the bandwidth wastage is mainly caused by user’s
early departure behavior, we focus on the the situation of
early departure with varying rate as we obtained from our
measurement result. We use an extensive set of performance
metrics to quantify QoE, based on different statistics related
to freezes during playback.
7We adopt the activity-oriented paradigm to design our
discrete event simulation. Time is divided into time slots,
and one time slot represents one second for convenience. In
each time slot, our simulation program would go over all the
processes sequentially to see if there are activities, as shown
in Fig. 4. For example, in the Poisson arrival case, a Poisson
(random) number of users arrivals are generated in each time
slot according to workload parameter. For the trace-driven
simulation, users arrive according to the real trace data for
each time slot. The curve in Fig. 5 shows the actual number
of arrived users in 86400 time slots of one single day (from one
of multiple CDN providers). Given the number of users in the
system, the server allocates bandwidth resource following one
of the strategies we evaluate, and users get the corresponding
amounts of data in that time slot. Users who are not in the
freeze state will “consume” one time slot amount of the video,
while the freezed users will check and update their freeze
states according to their buffer status.
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Users 
watch data
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Yes
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Fig. 4: The simulation implementations in unit time slot.
For the early departure behavior, we use the measured
early departure behavior (as shown in Fig. 1(b)) to generate
a random departure time for each user. During this process,
playback is simulated by steadily advancing the playback
point (i.e. consuming the video), and checking if the (early)
departure point is reached. If either the departure point is
reached or the downloading is completed, the concerned user
will depart in that time slot.
B. QoE Metrics
There are no standard metrics for measuring QoE objec-
tively, though there have been studies of various metrics that
seem to affect user satisfaction, for example [11]. We decided
to use the following five metrics, to give a fuller coverage.
The first three metrics are proposed by our collaborator - they
use these metrics as indicators for their system performance.
The last two metrics are from [11].
1) Percentage of users who experienced freeze(s) (Per-
centUser): This is the proportion of users who ex-
perienced at least one freeze during viewing of the
video. It indicates the impairment rate of overall QoE
performance.
2) Average number of freezes per user (AvgNFreeze): This
is defined as the total number of freezes divided by the
total number of users (or sessions), whether they had
freezes or not. Those users/sessions still in the system
at the simulation end time are not included in the number
of total sessions.
3) Average freeze duration (AvgTFreeze): A freeze starts
as soon as local buffer is empty, and ends when a
minimum start-up amount (two seconds video data in
our simulation) is filled. Average freeze time is defined
as total freeze time over the total number of sessions.
4) Normalized freeze time (FreezeRatio): This is the frac-
tion of the total session time (i.e., playing plus freeze
time) spent in freezes.
5) Rate of freeze events (RateFreeze): FreezeRatio does
not capture the frequency of freezes observed by a user,
which can be even more annoying than a single freeze
of the same amount of time. Thus, this metric is defined
as the number of freeze events per minute.
Besides the above metrics, we also include the wasted band-
width to evaluate the resource usage. We decided not to use
the other metrics in [11] such as rendering quality. Although
video quality (resolution or bitrate) is also an important aspect
for the QoE in VoD service, our focus in this paper is on the
smoothness of playback (as the main QoE performance metric)
under different strategies.
C. Simulation Settings
The key system parameters for all simulation runs are listed
in Table I. We set the video length to be 300 seconds, although
it should be much longer in real cases (especially for long
videos). This length is enough for the simulation to reach
steady state (for the Poisson arrival case), yet not overly long
for running the simulations. We also use the access link rate to
set an upper limit to a single user’s downloading rate, to make
it more realistic. This means even when a progressive strategy
is used, server bandwidth usage is bounded, as assumed in our
analysis (EQ. (1)).
TABLE I: The parameters of simulation setting.
Video bitrate(CBR): 1Mbps
Video length: 300s
Access link rate: 2Mbps
Random seed: 12345
Server link bandwidth(Poisson): 1Gbps
For the Poisson arrival simulation, we fix the server band-
width as shown in Table I. The system’s workload is deter-
mined by the user arrival rate which we pick. Using the earlier
notation, the offered load ρ is given by:
ρ =
λL
C
(4)
where C is server bandwidth, L is video length, and λ is user
arrival rate. The value of ρ defines the following load levels:
ρ


< 1 : light load
≈ 1 : heavy load
> 1 : overload
Light load means we have an over-provisioned system, and
we expect to have good QoE irrespective of which smart
8streaming strategy we use. If we are too much into the overload
situation, again, smart streaming cannot help. We choose a user
arrival rate so that we are in the heavy load case, to see how
our strategies can improve system performance. For the no-
early-departure case, the choice of arrival rate is easy, straight
from the above formula. For the case with early departure, we
determine the arrival rate based on the expected viewing ratio,
to ensure we are simulating the heavy load scenario.
For the trace-driven simulation, the user arrival rate is given
by the trace, and so we pick a target server bandwidth instead,
to simulate heavy load. In practice, it is also possible that
the server bandwidth’s limit is not reached. In this case,
the higher the peak load bandwidth usage means the higher
bandwidth cost the VoD operator has to bear. So we also run
an experiment with unlimited server bandwidth, and treat the
peak server bandwidth usage as another performance metric
for comparison. We will discuss this in more details when we
present the simulation results.
D. Poisson Arrival Simulation
We first take a look at Poisson arrival simulations in the
case of early departure with varying rates. For each arrival,
we randomly generate the time of departure, using the CDF
function of viewing ratio in Fig. 1(b). Note, the departure time
is not known by the server. In steady state under heavy load,
the server’s bandwidth is all consumed by the downloading
users. The number of users in steady state is determined by the
arrival rate and downloading rate. As expected, users always
get better QoE under lighter load than that under heavier
overload. In fact, at ρ < 0.9, QoE is perfect. For the overload
case ρ > 1, we see significant degradation in performance.
We compare the different schemes under heavy load (ρ =
0.995). To make a fair comparison, we are careful to make
sure that in all cases we enter the steady state for a similar
amount of time. In simulations, users report their session QoE
at the time of departure, instead of when completing viewing
the whole video. The results are tabulated in Table II.
TABLE II: Comparison of BE, SC and BB algorithms in the
case of early departure.
SC SC+ BE BB
PercentUser 86.50% 60.30% 34.74% 15.10%
AvgNFreeze 1.930 0.965 0.444 0.169
AvgTFreeze 5.789 2.889 1.327 0.505
FreezeRatio 4.49% 2.25% 1.06% 0.40%
RateFreeze 0.899 0.451 0.212 0.081
For the SC (simple rate control) algorithm, the rate is
controlled to be the same as the bitrate. And SC+ pluses a
small delta, as noted before, the 5% of video bitrate. The
bandwidth allocated to each user by SC at a given moment can
only be less than that under BE (best effort streaming), and
it hardly builds up any reserve. As a result, almost twice the
number of users experience freezes, and all the QoE metrics
are worse compared to the case for BE.
The implementation of the BB (behavior-based smart
streaming) algorithm is as described in Section IV-B: allocate
the rate as same to the video bitrate to those users watching
the first 15% of the video, and apply the rest of the bandwidth
to the rest of the users based on best effort streaming strategy.
This is assuming the browsing users (the former) are getting a
lower rate than the viewing users (the latter); otherwise, rate
will be allocated according to BE.
The results in Table II show that the new algorithm, BB,
indeed brings quite a lot of improvement compared to the
other algorithms, according to all metrics. This is what we
expected. When users depart randomly in the viewing, BB
algorithm improves the QoE over others essentially by sensing
the buffer/viewing states.
E. Trace-Driven Simulation
We collect the real trace of users’ arrival from the VoD
service provider, and implement the trace-driven simulation to
examine the performance of the four rate allocation strategies.
The VoD service provider purchases bandwidth from multiple
CDN service providers. Our trace data is based on one of them,
which can be taken as a representative sample. The trace of
one typical day is shown in Fig. 5.
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Fig. 5: Real trace of user’s arrival in one day.
For the case of early departure with varying rates, we
implement the trace-driven simulation in two steps. Firstly,
we remove the target bandwidth setting to examine the peak
bandwidth usage of all algorithms. In this case, all users obtain
a perfect QoE performance, and the only thing we are compar-
ing is the peak bandwidth usage for the different algorithms.
This is shown in the Table III. The peak bandwidth usages of
SC and SC+ are only 79.3% and 81.4% of that used by BE
respectively. The fact the best effort (progressive download)
strategies have high peak bandwidth cost is as expected. It is
interesting to note that the BB algorithm saves around 9% of
peak load bandwidth compared to other progressive strategies.
This is non-trial improvement by concerning both the QoE
performance and bandwidth wastage. In industry, the saved
percent of bandwidth can help reduce a big chunk of expenses
since the purchased bandwidth is always on a large order of
magnitude.
TABLE III: Trace-driven simulation without the target band-
width setting.
SC SC+ BE BB
Peak BW(Mb) 191007 196174.7 241004 220420
Secondly, we compare the QoE performance of all algo-
rithms by setting a target bandwidth (181.5Gbps, 95% peak
9bandwidth of SC in the previous simulation without limita-
tion). The implementation of the four strategies are the same
as that described in the previous simulation, but involving both
trace-driven arrivals and bandwidth limit. The results are listed
in Table IV. Clearly, the BB strategy gets a significantly better
QoE than the other strategies. The differences between SC,
SC+ and BE become quite modest in the early departure case.
It can be observed BE does not perform as good as SC+ by
limiting total bandwidth. The reason can be that too much
bandwidth is wasted in BE. Our BB strategy is even better
because it utilizes the bandwidth smartly and avoids wastage
on those viewers who depart early. Note, it is not meaningful
to compare the exact performance levels between the trace-
driven and the Poisson cases, since they are not operating
under exactly the same heavy load conditions.
TABLE IV: Trace-driven simulation for all algorithms in the
case with early departure.
SC SC+ BE BB
PercentUser 15.04% 14.95% 15.02% 6.63%
AvgNFreeze 1.664 1.597 1.643 1.116
AvgTFreeze 5.309 5.063 5.260 3.625
FreezeRatio 3.98% 3.86% 5.37% 3.54%
RateFreeze 0.749 0.731 1.005 0.654
Wasted BW 144.0 2465.9 18372.6 11688.3
Also, we added another metric to this table, Wasted Band-
width, the amount of video data downloaded but not viewed by
users over the service duration. This let us further differentiate
SC, BE and BB. While BE and BB achieve improved QoE
compared to SC, they also cost more in terms of wasted
bandwidth. Our smart algorithm, BB, improves not only QoE
but also wasted bandwidth. In fact, according to our analysis,
the two metrics are linked for all smart streaming strategies.
That is, BB is able to improve QoE because it reduces the
wasted bandwidth.
F. Summary of Simulation Results
In this section, we have done extensive simulation studies of
our proposed behavior based smart streaming algorithm, BB.
The ultimate metrics of interests are two folds: QoE and peak
bandwidth cost. We can conclude that QoE can be improved
over simple rate control (SC or SC+), but at rather high peak
bandwidth cost. This cost depends on the design of streaming
strategy, the video bitrate chosen by the content provider, and
to what extent the access bandwidth of users can limit the peak
bandwidth usage. Smart streaming, such as BB, can reduce the
peak bandwidth cost, but not as far as what the simple rate
control (SC or SC+) can achieve, unless we set a target peak
bandwidth for server, as part of the BB strategy. Once we set
such a target rate, we expect BB can achieve both improved
QoE as well as keep peak bandwidth cost to a level comparable
to SC (or SC+).
VI. EXPERIMENTS
In order to further validate our ideas, we implemented a
prototype system and ran some experiments. We first describe
how we implement the different algorithms in our prototype
system, and then the experiments. We had two levels of exper-
imentation. (1) One was a small scale experiment involving
a prototype server providing VoD service, and a number of
browsers/players running on multiple client machines each
accessing the server to play some video. This experiment
served to validate our prototype was working correctly in a
real environment. The description of how we implemented
the HTTP server and the small scope experiment based on
HTML5 video is presented in the technical report. (2) In the
second experiment, we replaced the real browsers/players with
client emulators. The Python emulator allows each physical
client machine to emulate dozens of clients making VoD
requests, downloading the video and playing it. This enabled
us to set up an experiment involving around one thousand
emulated clients using the scarce resources we had access
to. We describe the large scale experiment in the following
subsection.
A. Large Scale Experiment with User Emulators
ĂĂ
Switch
Server
Emulator generator computers group
Fig. 6: Testbed for large scale experiment.
Our testbed for the prototype experiment consisted of 16
physical computers, one server, one scheduler, and the other
14 running the user emulators. It was a challenge to create the
expected arrival pattern visiting the HTTP server in this large-
scale experiment. First of all, the time interval of starting two
independent user emulators could not be controlled precisely.
It was difficult to regulate the 14 machines to generate a
workload with Poisson arrival rate. Secondly, it was difficult
to manage 14 machines without a central scheduler. So we
introduced a scheduler to manage the generation of user
emulators, and produce the Poisson number of users per
second by each computer in turn according to the expected
user arrival rate. Based on this setting, one computer was
capable of creating 5∼10 user emulators each second, which
met our target well for this experiment.
The emulated users downloaded the video from the server,
and reported information back to the server periodically (every
30 seconds). The user emulator did not display the video on the
screen. That saved computer resources and allowed thousands
of users to be emulated based on the testbed composed of
these 14 computers.
The user emulator is capable of sensing the states as shown
in Fig.7 when they occur with a internal monitoring function.
After filling a minimum initial buffer, the user emulator turns
into the “playing” state and will consume the video data as
well as downloading it. If the buffered content becomes less
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Fig. 7: States of user emulator.
TABLE V: Performance in experiment for the case with early
departure.
BE SC BB
PercentUser 34.3% 69.1% 21.4%
AvgNFreeze 1.92 7.33 0.97
AvgTFreeze 22.17 36.32 2.59
FreezeRatio 2.3% 9.1% 0.56%
RateFreeze 0.31 0.78 0.21
Wasted BW 22.5% 4.3% 7.1%
than one second of video, the user emulator enters into the
“freezing” state and makes a record of it. During the freeze, the
emulator continues to download the video data but playback is
paused. When the minimal buffer is filled again, the emulated
user is back to the “playing” state and updates the freeze
record. The number of freezes and the duration of freezes are
accumulated in one view, and is reported to the server when
the emulator departs. The state transitions are shown in Fig.7.
When we set up this large scale experiment, we were
mindful of possible bottlenecks in the real implementation.
For example, we put the entire video file in memory to mini-
mize I/O operations since the server memory was sufficiently
large. It was necessary to create almost 70 users for running
concurrently in one machine during heavy load. To support its
realization, we optimized our emulator code to run as a single
process and reduced the resource usage as much as possible.
With carefully tuning, we made sure that the CPU, memory
and disk loading did not affect the experiment - only the server
bandwidth was the bottleneck.
For the case of early departure with varying rate, the user
emulator generated the departure time according to the model
studied in Fig.1(b). With early departures, the Poisson arrival
rate in the experiment was set to reach the heavy load situation.
To support the implementation, we chose a slightly smaller
video bitrate (600Kbps) for this large scale experiment. We
adopted the same QoE metrics introduced in Section V to
evaluate the same set of algorithms.
The experimental results are shown in Table V. We run each
experiment three times and take the mean of them. Again, we
find that BB algorithm achieves better QoE performance than
others in the case of early departure. The BB algorithm saves
bandwidth and improves QoE, but slightly smaller than that
of the simulation, in the experiment with early departure. The
relative performance of these strategies are consistent with the
simulation results. But the overall experiment performance is
poorer than that of the simulations. We recognize that some
engineering factors and the design of initial buffer should be
considered to optimize the performance in practice.
VII. RELATED WORK
There are quite a few interesting system level and network
architectural level studies of VoD streaming services. An inter-
esting work showed the correlation between user engagement
and video quality [11]. They conclude that the time spent
in buffering (in this paper we call “freeze”) has the largest
impact on user engagement. The work [14] proposes to use a
global view of client and network conditions to dynamically
optimize the video delivery to achieve better QoE for Internet
video services. These works help understand Internet-based
VoD systems in general. Our work focus on the early departure
behavior (not affected by QoE), and the improvement of rate
allocation strategy based on real measurement, which is a
specific problem not considered in the above works.
The early departure behavior has been considered in some
previous works. For example, it was studied as a preview
activity for users to shop for videos they like [15], based on
data collected on a campus network. Another work [9] reported
statistics of video playback aborts - 60% of videos watched for
no more than 20% of their duration. The paper [16] measures
the HTTP streaming traffic from an ISP perspective and find
that only half of the videos are fully downloaded. To a large
extent, these previous reports agree with our measurement
results. Our measurement results are based on data from a
large, real-world VoD service provider. The more specific
measurement results we got are crucial for implementing our
ideas for improving VoD systems. In our previous study [17],
we also observed users’ ubiquitous video browsing behavior
in using VoD service.
Other works studied access patterns by users. For example,
user arrival patterns are analyzed and modeled in [18]. Some
works focus on the transition probability of different user
behaviors. In [19], the K-means technique is used to retrieve
and cluster user behaviors using a Markovian model based on
a movie trailer database. Another work [20] probes the rela-
tionship between several types of user behavior and uncovers
that the behavior of one individual user in a video streaming
session has strong correlation with the user’s behaviors in
previous streaming sessions. While these works tell us more
about user behavior, their results are not particularly helpful
in designing our rate allocation algorithms.
There has been many work on adaptive bitrate video stream-
ing. Many earlier works study video streaming over TCP.
[21] proposed an analytic performance model to systematically
investigate the performance of TCP for both live and stored-
media streaming. Paper [22] evaluated and compared three
different rate-control algorithms for TCP in terms of the
(PSNR) quality of the delivered video and in terms of the time-
liness of delivery, which is the first evaluation of TCP-based
streaming in an Internet-like setting. More recently, there is
a large body of literature on Dynamic Adaptive Streaming
over HTTP (DASH), and it has been implemented by industry
as well [23], [24]. There are many papers discussing how
to implement adaptive streaming over HTTP or TCP more
effectively and efficiently [3], [25]. [3] provided some insight
and background into the DASH specifications as available
from 3GPP and in draft version also from MPEG. Papers [26]–
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[31] analyzed adaptive streaming through stochastic models.
The study in [32] measures two major commercial adaptive
players and they identify major differences between them. As
we explained in the introduction, the problem we study is
orthogonal to the work on bitrate adaptation and DASH. They
are complementary.
Youtube is one of the largest video provider in the world,
and attracted some academic measurement studies. [13] in-
vestigated the application flow control technique utilized by
YouTube. They reveal and describe the basic properties of
YouTube application flow control, which is block sending. It
also showed that block sending is widely used by YouTube
servers. The authors also examined how the block sending
algorithm interacts with the flow control provided by TCP.
Paper [33] studied the network characteristics of the two most
popular video streaming services, Netflix and YouTube. Paper
[34] crawled the YouTube site for four months, collecting
more than 3 million YouTube videos’ data. It is reported that
Youtube videos have noticeably different statistics compared
to traditional streaming videos, ranging from length and access
pattern, to their growth trend and active life span.
VIII. CONCLUSION
In this paper, we formulate and study a practical problem
for large VoD streaming service providers - how to smartly
utilize bandwidth resource to improve streaming QoE and peak
load bandwidth requirements. We show that these two goals
are highly coupled, and if you can cut down the bandwidth
waste you can use the saved bandwidth to improve QoE
performance. The key is to understand user early departure
behavior. To this end, we collaborate with a large-scale VoD
service provider and collected very interesting statistics from
their system. The measured statistics let us design a simple
and effective rate allocation strategy for our problem at hand.
From both simulation and prototyping an experimental system,
we demonstrate how our ideas can be implemented in practice
and the advantage they can bring to these VoD services.
There are still some facets of interesting work remaining
to be pursued. At the analytical end, we think it is possible
to create an abstract model to complete analyzing the smart
streaming analytically, of course at an abstract level. This
would enhance our insights into the fundamental issues of the
problem. At the engineering side, our evaluations are based
on one single video in short length, which can be extended
to support multiple videos in different lengths and different
resolutions. Finally, it is also our goal to see our algorithms
to be eventually adopted by the industry.
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