We compare results of various numerical calculations for electron impact ionization of the ground state Mg 
II. THEORY AND NUMERICAL METHODS

A. Basic Formulas
As mentioned above, fully nonperturbative methods such as CCC, RMPS, or ECS have not yet been applied to the full ionization with excitation problem. The TDCC approach was employed to calculate the single-differential (with respect to the energy loss) and the total cross sections for ionization of He(1s 2 ) to He + (2s, 2p) [16] , but differences with experiment remained. Even though energy-and angledifferential cross sections were calculated by the TDCC method and reported for the computationally challenging process of electron impact double ionization of He [17] , we are not aware of any published TDCC results for fully-differential cross sections for ionization-excitation.
However, both CCC and TDCC have been very successful in describing ionization without excitation of He(1s 2 ) [8] [9] [10] . This suggests that these methods might also be able to handle this process well for quasi-two-electron targets such as Mg(3s 2 ), as long as the effect of the Ne-like Mg 2+ (1s 2 2s 2 2p 6 ) doubly ionized core is described by a reasonably accurate core potential. We will see below that this is, indeed, the case for certain kinematic conditions, namely when the ejected-electron−residual-ion scattering process can be described sufficiently well in a frozen-core model. However, this is by no means guaranteed, and hence problems may arise.
Although there remain difficulties in treating the entire (e,2e) process in a fully nonperturbative way, we emphasize that the nonperturbative methods can very well describe an important part of the problem, namely the scattering of the (slow) ejected electron from the residual ion. This very fact has been successfully exploited for the charged-particle impact ionization process through various hybrid methods, in which the nonperturbative treatment of the ejected electron is combined with a perturbative plane-wave [18, 19] or distorted-wave [20, 21] description of the (fast) projectile, possibly even accounting for a second interaction between the projectile and the target [22, 23] . Note that exchange effects are small in highly asymmetric kinematics, and hence the two electrons are practically distinguishable.
In order to illustrate the methods, let us begin with a frequently used expression for the first-order ionization amplitude, namely
Here X = {r 1 , σ 1 ; r 2 , σ 2 ; ...; r N +1 , σ N +1 } denotes a set of electronic spatial and spin coordinates in the (N +1)-electron atom, while x = {r, σ} represents the coordinates of the colliding electron. The
Coulomb potential V (x, X) = N +1 n=1 1 |r − r n | − Z |r| describes the interaction between the projectile and the atomic electrons as well as the nucleus. The quantum numbers (L 0 , M 0 , S 0 , M S 0 ) and (
describe the orbital (L) and spin (S) of the initial (0) bound state and the final (f ) ionic state, while the µ i (i = 0, 1, 2) refer to the spin projections of the incident projectile and the two outgoing electrons.
If one neglects exchange between the projectile and the target, as well as relativistic effects, the spin factors out via a Clebsch-Gordan coefficient. The integration in the matrix element is performed over the (x, X) coordinates of all N + 2 electrons.
The functions ϕ (+) k 0 µ 0 (x) and ϕ (−) k 1 µ 1 (x) represent the incident and outgoing projectile with linear momenta k 0 and k 1 , respectively. In the simplest case, they are chosen as plane waves, in which case the integral over the projectile coordinates can be performed analytically through the Bethe integral [18] . In more sophisticated treatments, they are represented by distorted waves via a partial-wave expansion.
Another important aspect is the treatment of the ejected-electron−residual-ion interaction, i.e., the
. A common approximation is to write this function as a product of the final ionic state of interest and another distorted wave for the ejected electron. In addition, the dependence of the radial orbitals for the spectator electrons (i.e., those remaining in the ion) on the charge state and the various angular momentum couplings is often ignored. In that case, the integral over all spectator coordinates is unity and it becomes relatively straightforward to calculate the ionization amplitude (1).
The description of the initial bound state, the final ionic states, and the ejected-electron−residualion interaction can be improved significantly in the hybrid methods mentioned above. Specifically, Bartschat and Burke [20] described an implementation using an R-matrix (close-coupling) expansion for the ejected-electron−residual-ion interaction, while Kheifets et al. [19] did the equivalent using a convergent close-coupling expansion. In that joint study, excellent agreement between the predictions from the two approaches was obtained. Hence, it established benchmark results for the ionization with excitation process in He for highly asymmetric kinematical situations, in which the projectile had an incident energy above 500 eV and hence could be reasonably well described by a plane wave.
The description of the projectile−target interaction can also be improved by treating, at least approximately, this interaction to second order. Details regarding the implementation in the R-matrix method were given by Reid et al. [22] for a distorted-wave treatment of the projectile and by Fang and Bartschat [18] for the plane-wave case. At the present time, the remaining approximations in the evaluation of the second-order term include the use of only the pole term in a principal-value integral, the choice of an average excitation energy for the intermediate state, and limiting the evaluation of integrals to within the R-matrix sphere. Kheifets [23] introduced a second-order treatment into the CCC approach. It was restricted to the dipole term and a plane-wave treatment of the projectile to use the Bethe-integral, but it did not make the approximations regarding the evaluation of the integrals described above for the R-matrix method.
Note that Eq. (1) ignores the proper three-body Coulomb boundary condition [24] between the two outgoing electrons and the residual ion, and in fact also the corresponding modification to the projectile−target wave function in the initial state. In recent years, Madison and co-workers implemented the use of such functions in ionization treatments [25] [26] [27] , albeit with overall mixed success.
Kheifets et al. [28] tried to account for this effect by multiplying the calculated TDCS in the first-order distorted-wave approximation (DWBA) by the so-called Gamov factor. While successful in some cases, problems occur in others [29] , not the least of which being the fact that the absolute normalization is
destroyed.
An alternative to the above methods is the convergent close-coupling (CCC) approach [4] . This is a fully nonperturbative ansatz whose current implementation, however, has limitations as well (see below for details). Specifically, one begins by replacing the true continuum orbitals in the wave function
(X) by a square-integrable representation, usually obtained by diagonalizing the target Hamiltonian in a large Laguerre basis. Electron impact excitation of all the states obtained in that diagonalization procedure is then calculated by solving the corresponding coupled Lippmann-Schwinger equations. Finally, the overlap integrals of these discrete functions with the true continuum function at the proper ejected-electron energy are obtained and used to construct the ionization amplitude.
We now summarize the basic features of the models for which we present results below.
B. Plane-wave (PW) description for the projectile
For this approach one can make a number of approximations for the ejected electron and the structure part of the problem. A detailed description for ionization of Ne and Ar can be found in Bartschat et al. [11] . Here we will only discuss one of the many possibilities, namely the one that allows for the establishment of a benchmark result. In this case, we describe the initial state through a multiconfiguration Hartree-Fock expansion, and we treat the electron scattering from the residual Mg + ion via a convergent close-coupling-type -CCC or R-matrix with pseudo-states (RMPS) -expansion.
Below these models will be referred to as PW-RMPS and PW-CCC, respectively. Specifically, the CCC model contained 17 − ℓ positive and negative energy target pseudostates for the angular momenta ℓ ≤ 4 (a so-called 17ℓ4 calculation). The RMPS model, on the other hand, only coupled the five physical states 3s, 3p, 4s, 3d, and 4p, together with another 10 pseudo-states going up to7s,7p,6d, and4f .
The exponential cut-off parameter α in the Sturmian basis was chosen as 0.75, resulting in all but three of the thresholds lying below the 20 eV energy for the ejected electron. Additional calculations were performed for α = 0.60 and α = 0.90, and also with one additional pseudo-state per angular momentum. The results were sufficiently stable that no further calculations seemed necessary.
In the hybrid CCC method, the initial state is calculated by an independent structure program [30] which generates a 17-term multi-configuration Hartree-Fock (MCHF) expansion. The LippmannSchwinger equations for the T -matrix elements are solved to describe the (half-)scattering of the ejected electron. The wave function is then reconstructed and the matrix elements of the Bethe-operator,
Here q ≡ k 0 = k 1 is the momentum transfer, and as usual the operator is expanded into its multipole components through Bessel functions. As a further check, we will present results obtained in both the length ("len") and the velocity ("vel") forms of this operator.
And, finally, we will present the generalized oscillator strengths (GOS) that can be calculated from the respective matrix elements. They should approach the value known from optical measurements in the limit of vanishing momentum transfer.
While there are many differences in the details of the entirely independent implementations, one would expect very similar results in the two approaches, reflecting what we saw earlier in He [19] .
As mentioned above, the initial bound state is calculated independently in the CCC method. We emphasize again that the plane-wave description of the projectile represents a serious simplification of the problem, but -except for numerical details and convergence issues -it is essentially the only one being made. The initial state should be highly accurate, and the e−Mg + scattering problem for the ejected electron (within the quasi-two electron representation of Mg) can effectively be driven to convergence. Channel coupling and exchange with the residual ion are thus treated very accurately in this part of the problem. Consequently, one would expect results from these models to serve as initial benchmarks for further improvements of the computational approach.
C. Improved descriptions for the projectile−target interaction
A technically challenging but otherwise straightforward modification of the first-order plane-wave hybrid method described above is the replacement of the plane waves for the projectile by distorted waves. In this case, each multipole term in the expansion of the Bethe integral becomes a sum of partial waves over the angular orbital momenta l 0 and l 1 of the projectile in the initial and final states, respectively. Details can be found in Bartschat and Burke [20] , and a general computer program is available [31] .
An even more challenging extension involves the introduction of second-order effects between the projectile and the target. This can be done at either the plane-wave or the distorted-wave level, generally depending on the energy of the projectile and the complexity of the target. Details can be found in refs. [18, 22, 23] . As mentioned above, the first-order and especially the second-order, DW1-RMPS and DW2-RMPS, methods have been fairly successful in describing ionization with and without excitation of helium [12] [13] [14] , although -not surprisingly -problems occurred when the energy of the incident electron was lowered and the detection angle of the faster electron was increased [32] [33] [34] . They were also applied to ionization of the outer p-and s-subshells of the heavy noble gases [11, 35, 36] . However, the success varied strongly with the kinematical situations, thus clearly indicating the increasing complexity of the problem.
The most relevant application of the method for the present paper concerns the Mg target. Interestingly, hybrid first-order and second-order distorted-wave plus 4-state R-matrix methods (DW1-RM4, and DW2-RM4, respectively) predicted the shape of the angular distribution for ionization with and without excitation, measured by Bolognesi et al. [15] , quite well for two detection angles (−10.5
• and −5.5
• ) of the faster of the two outgoing electrons. However, the ratio of ionization with excitation to either the Mg + (3p) state or the sum of the Mg + (4s) and Mg + (3d) states relative to ionization leaving the residual ion in the Mg + (3s) ground state was predicted smaller by factors of about 2 − 20 when compared to the experimental data.
An entirely different way of improving the description of the projectile is to treat the entire problem nonperturbatively. This is done in the CCC formulation of ionization [37] , which does not start with the separation of the projectile from the rest of the problem in (1). Instead, the projectile-target system is solved via the Lippmann-Schwinger momentum-space coupled integral equations. Ionization is associated with excitation of the positive-energy (relative to the ionic core) pseudostates. The pseudostates are obtained by diagonalization of the target Hamiltonian in a (presently two-electron)
Laguerre basis. This is a very effective approach for "one-electron" targets such as H [38] or Na [39] , and for single ionization of He [9] , i.e., systems that are readily treated by the frozen-core approximation.
For targets such as Mg, however, the frozen-core approximation is problematic not only for the ground state, but also for positive-energy states. A multi-core treatment of the target readily improves the quality of the ground and bound states. However, when doing so the positive-energy states no longer have well-defined cores, and thus do not correspond to identifiable ionization processes. These states need to be mapped to continuum states Ψ − with appropriate boundary conditions. Since this mapping has not been achieved as of yet, the "frozen-core" (FC) approximation still has to be made for this part of the problem, though a multi-core treatment of the bound states is available.
Specifically, the ejected electron is effectively described by a distorted wave calculated in the HartreeFock potential of the residual Mg + (3s) ion, and thus the method is immediately restricted to ionization without excitation. In spite of this simplification, the CCC-FC model accounts for correlations between the two outgoing electrons to a much larger radial distance than any of the hybrid models, where some of these effects are accounted for at short distances (e.g., in the DW2-RMPS approach). The multicore treatment of the bound states ensures that the differences between the various calculations are primarily due to the treatment of coupling for the target continuum, rather than to the description of the ground state. Running a plane-wave version of the CCC program (PW-FC model) and comparing the results with those obtained by the plane-wave hybrid methods, which use a multi-core description for the ejected-electron−residual-ion interaction, therefore allows us to assess the accuracy of the FC treatment of the continuum in the full CCC-FC calculations.
III. RESULTS AND DISCUSSION
A. Ionization without excitation Mg + (3s)
Starting the discussion with the top part of Fig. 1 , we see that all calculations predict the wellknown binary peak close to the momentum-transfer direction. This is a symmetry requirement for all the plane-wave models, but we see that a more sophisticated description of the projectile has little effect on the position of the binary peak. The second well-known feature, however, the so-called recoil peak in the opposite direction, is completely missing for the 10.5
• detection angle of the fast outgoing electron. This indicates that the process is far from the dipole limit, i.e., many multipolarities of the Coulomb interaction between the projectile and the target have to be accounted for. In the present calculations, we used values of λ max ≈ 10 and even extrapolated the results for higher values to obtain converged results.
Regarding the absolute values, we see excellent agreement between the PW-RMPS and PW-CCC results, obtained with either the length or the velocity form of the Bethe operator. This agreement gives us great confidence in the numerical accuracy of our approaches. The PW-FC model predicts the binary peak larger by about 10 − 15% than the hybrid models (top left panel of Fig. 1 ). This is most likely due to the approximate frozen-core description of the ejected-electron−residual ion interaction, while the hybrid models use a superior method for this part of the problem. When distortion for the projectile is included, either at the first-order or second-order DWBA level or in the CCC approach (CCC-FC), the peak value consistently decreases in the predictions of all models. Consequently, we believe that the value of about 5 atomic units (a the projectile is more important for this case of a small TDCS. Both the peak position and the value change, with a drop of about a factor of 2.5 when going from PW-RMPS to DW2-RMPS. In any case, the small size of the predicted TDCS suggests difficulties in its accurate determination. While we can see these difficulties in our calculations, we suspect that they might also occur experimentally.
In fact, the picture simplifies again when the detection angle of the fast electron is reduced further, as seen for −1.5
• in the bottom panels of Fig. 1 ). Here we see the recoil peak developing, especially in the PW models for the projectile. Again there is excellent agreement between PW-RMPS and PW-CCC, while the PW-FC model suffers once again from the frozen-core approximation for the ejected electron.
Distortion effects on the projectile are clearly noticeable, but they are not quite as strong as for the 5.5
• case.
B. Ionization with excitation to Mg + (3p, 4s, 3d)
Results for ionization plus excitation to the final ionic state Mg + (3p) are presented in Fig. 2 , followed by those for Mg + (4s) in Fig. 3 and for Mg + (3d) in Fig. 4 , respectively. Starting with Fig. 2 , we see a gradual evolution of the binary peak, which exhibits a shallow dip for a detection angle of −10.5
• .
This peak fills in and sharpens for −5.5
• and then broadens again for −1.5
We see once again excellent agreement between the length and velocity results from the PW-RMPS and PW-CCC calculations (left panels) and relatively small changes when more sophisticated descriptions of the projectile−target interactions are employed (right panels). Furthermore, the DW1-RM4
and DW2-RM4 models used in the paper by Bolognesi et al. [15] seem sufficient. Consequently, the ratio of ionization with excitation to the Mg + (3p) state relative to ionization without excitation remains at approximately 1% for the binary peak for a detection angle of −10.5
• for the fast outgoing electron, rather than about 3% as determined in the experiment. Even in light of the remaining approximations made in the computational models, such a discrepancy by a factor of ≈ 3 seems very large. Since the neglect of the final-state correlation between the two outgoing electrons is the only serious approximation left, this factor would have to be almost entirely due to this shortcoming of the models. This seems unlikely for the highly asymmetric kinematics in this situation, but of course we cannot rule it out with absolute certainty.
The discrepancy of about a factor of 2 between theory and experiment regarding the height of the binary peak also persists for the detection angle of 5.5
• (middle panels of Fig. 2 ). In this case, however, both ionization with and without excitation are somewhat unlikely, and it is difficult to calculate, and presumably also to measure, the ratio accurately. An even smaller detection angle, e.g. 1.5
• (see bottom panels of Fig. 2 ), might be better for such a study.
Moving on to ionization with excitation to Mg + (4s) (Fig. 3) and Mg + (3d) (Fig. 4) , we see again a remarkable agreement between the PW-RMPS and PW-CCC predictions, with some exception for the 4s state at a detection angle of 10.5
• for the fast electron, where the height of the binary peak is about 50% larger in the PW-CCC than in the PW-RMPS model. However, neither this discrepancy, nor the changes of the predictions when improving the description of the projectile−target interaction, amount to an order of magnitude or more, i.e., the discrepancy between experiment and theory reported by Bolognesi et al. [15] . Even if we added the results for both states with weighting factor of 1.0 each (rather than the weighting factors of 0.15 and 0.85 used by Bolognesi et al. [15] ), ionization plus excitation to the sum of these two ionic states would represent less than 0.5% of the TDCS for ionization without excitation in the region of the binary peak for a detection angle of −10.5
• , instead of the about 5% determined experimentally. Similarly, theory predicts at most a ratio of 10% for −5.5
• , compared to about 70% in the experiment. Although the DW2-RM4 model seems inappropriate for these cases (presumably due to insufficient account of coupling to higher ionic states), it is clear that the principal discrepancies remain also in the DW2-RMPS model. 
IV. FURTHER ANALYSIS
While we did not show a comparison with the experimental data of Bolognesi et al. [15] , it is clear that even our most sophisticated calculations do not explain the large discrepancies seen in Figs. 2 and 3 of their paper. In fact, there is a plotting error in Fig. 2(b) of that paper for ionization plus excitation to the Mg + (3p) state at a scattering angle of −10.5
• , where the factor of 2.2 should be replaced by 4.4. Given the stability of our results for both ionization without excitation displayed in and Mg + (3d) states at both angles.
A hint regarding a possible explanation for these discrepancies can be found already in Fig. 1 . As seen from the figure, the TDCS for ionization without excitation drops by a factor of about 20 when the detection angle of the fast electron is changed from −10.5
• to −5.5
• , and then it increases again slightly when the deviation from forward scattering is further reduced to −1.5
• . Therefore, in order to systematically investigate the pattern, we performed a number of additional calculations, in which we continuously varied the detection angle of the fast electron. • . Generally, the distributions are wider and exhibit more structure for the ionization with excitation process than for ionization without excitation, and they are somewhat broadened when the description of the projectile−target interaction is improved from the plane-wave case.
A possible explanation for the discrepancies between experiment and theory is the Mg binding energy spectrum chosen in the experiment to put the experimental data on the same relative scale (see Fig. 1 of Bolognesi et al. [15] ). Note that the spectrum was taken for detection angles of −10.5
• and 95
• for the fast and slow outgoing electrons, respectively. This corresponds to a region far away from the maximum of the respective TDCS values.
To illustrate the potential difficulties with this procedure, Fig. 7 Furthermore, the TDCS for ionization without excitation drops by a factor of nearly 4 when going from
• . Such a sensitivity to the chosen value of θ 2 suggests potential difficulties in both experiment and theory, when it comes to an accurate determination of the ratios.
There are, of course, other possibilities, including a potentially high sensitivity of the results on the detection angle of the faster outgoing electron, i.e., the accurate value of the momentum transfer [40] .
In principle, we would also need to convolute our predictions with the energy and angular resolutions and efficiencies of both electron detectors as well as the initial energy width of the projectile beam.
Unfortunately, the number of possible parameters is simply too large in the present case. Also, these calculations are too expensive to run them for many different scenarios. And, even if we could generate them, we do not have sufficient information to combine the results properly. Finally, we performed test calculations in which we accounted approximately for the core polarizability of Mg 2+ . Our results did not change significantly when the effect was neglected.
As a final check of our calculations, we present in Table I our results for the generalized oscillator strengths from the RMPS and CCC models. Not surprisingly, the agreement is excellent, generally better than 10% independent of whether the length or the velocity form of either model is being used.
This gives us further confidence in the numerical accuracy of our results.
Although it is not possible for us to resolve the problem with the cross normalization, it seems worthwhile to investigate how well theory can reproduce the angular dependence of the measured data.
In order to do so, we use our presumably best overall model, DW2-RMPS, and present in Fig. 8 a comparison of these shapes, i.e., we treat the experimental results as if they had not been crossnormalized. Instead, each dataset is individually rescaled to the DW2-RMPS prediction at the binary peak. Also, instead of trying to optimize the agreement in the shape between theory and experiment by we choose the less biased approach of adding the two sets of theoretical predictions with equal weights of 1.0. Although the agreement is by no means perfect, Fig. 8 shows quite satisfactory agreement between experiment and theory. 
V. CONCLUSIONS
We have compared the predictions from a variety of theoretical models with recent experimental data for electron impact ionization of Mg. None of our theories was able to satisfactorily reproduce the experimental data for ionization with excitation considered here. This is particularly disturbing for one of the two cases studied experimentally, namely when the fast final-state electron was observed near the maximum of the double-differential cross section, i.e., at θ 1 = −10.5
• . For this case, the TDCS as a function of the detection angle of the slow ejected electron exhibits the highest binary peaks, and the results are very stable with respect to changes in the description of the projectile−target interaction.
Nevertheless, discrepancies of factors between 2 and 20 remained in the predicted and measured ratios of the peak values for ionization with and without excitation.
A detailed analysis showed that both the experimental data and the theoretical predictions might be very sensitive to small variations in the kinematical parameters chosen in the study reported by
Bolognesi et al. [15] ). Although we cannot rule out a potentially serious consequence of neglecting the electron−electron interaction in the final continuum state, tests using the CCC model within the limit of the frozen-core description for the ejected-electron−residual-ion interaction indicate that the effect is small (as expected) for ionization without excitation in the kinematical settings of the present study.
Hence, it seems somewhat unlikely that it would change the theoretical predictions for ionization with excitation by an order of magnitude.
In light of the remaining questions, therefore, we hope that the present study will stimulate further work in this area. Performing the experiment over a range of detection angles and varying the procedure to put the raw data on a common relative scale seems highly desirable, as are studies of similar systems.
A suitable quasi-two electron target may be calcium. On the theoretical side, developing a fully nonperturbative theory would be a milestone, since it would finally eliminate the presumably most critical approximation made in the current theoretical treatments of ionization with excitation, and it would also improve the description of ionization without excitation.
For the CCC (and RMPS) methods to achieve such a completely nonperturbative treatment, it is critical to identify the proper channel functions without the frozen-core approximation. More direct methods, such as ECS and TDCC, may also face difficulties in extracting the relevant information from the propagated wave functions. Hence it is difficult to predict where the progress will ultimately come from. However, given the importance of and the need for reliable electron impact ionization data in many applications, it is critical to gain a better understanding of the difficulties involved in their computational treatment and to design methods that can produce significant and systematic improvement in the agreement between experiment and theory. Needless to say that independently normalized absolute experimental data would present an even more stringent test of theory.
