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Chiral sine-Gordon model
Takashi Yanagisawa
Electronics and Photonics Research Institute, National Institute of Advanced Industrial Science and Technology (AIST),
Central 2, 1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan
(Dated: February 15 2016)
We investigate the chiral sine-Gordon model using the renormalization group method. The chiral
sine-Gordon model is a model forG-valued fields and describes a new class of phase transitions, where
G is a compact Lie group. We show that the model is renormalizable by means of a perturbation
expansion and we derive beta functions of the renormalization group theory. The coefficients of beta
functions are represented by the Casimir invariants. The model contains both asymptotically free
and ultraviolet strong coupling regions. The beta functions have a zero which is a bifurcation point
that divides the parameter space into two regions; they are the weak coupling region and the strong
coupling region. A large-N model is also considered. This model is reduced to the conventional
sine-Gordon model that describes the Kosterlitz-Thouless transition near the fixed point. In the
strong-coupling limit, the model is reduced to a U(N) matrix model.
PACS numbers: 11.10.Kk, 11.10.Gh, 11.10.Jj
Introduction The chiral model was generalized to
the Wess-Zumino-Witten (WZW) model by including the
Wess-Zumino term.[1–5]. The WZWmodel gives a model
of conformal field theory whose current algebra is real-
ized by a Kac-Moody algebra. The massive chiral model,
which is the chiral Lagrangian[6, 7] or the non-linear
sigma model with the mass term, is also interesting as a
two-dimensional field theory. The massive chiral model
can be regarded as a generalization of the sine-Gordon
model to the model for G-valued fields[8], where we add
the term of type Tr(g + g−1) for g ∈ G where G is a
general gauge group (Lie group).
The sine-Gordon model has universality and appears in
various fields of physics[9–12]. The two-dimensional (2D)
sine-Gordon model describes the Kosterlitz-Thouless
transition of the 2D classical XY model[13, 14]. The
2D sine-Gordon model is mapped to the Coulomb gas
model with logarithmic interaction[15]. The Kondo prob-
lem also belongs to the same universality class where
the scaling equations are given by those for the 2D sine-
Gordon model[16]. The one-dimensional Hubbard model
is also mapped onto the 2D sine-Gordon model by us-
ing a bosonization method[17, 18]. The sine-Gordon
model plays an important role in superconductors, espe-
cially multi-band superconductors[19–24] including lay-
ered high-temperature superconductors. Generalized
sine-Gordon models have also been investigated[25–27].
In this paper we investigate the G-valued nonabelian
sine-Gordon model. We consider compact Lie groups
such as G = SU(N). The nonabelian sine-Gordon model
is renormalizable as for the U(1) sine-Gordon model. Al-
though the chiral model shows an asymptotic freedom
in two dimensions, it is lost by the mass term in gen-
eral. The beta functions, however, have zero at a critical
point and this point is a bifurcation point that divides
the parameter space into two regions; one is the weak
coupling region and the other is the strong coupling re-
gion. The asymptotic freedom is realized in the weak
coupling region. In the strong coupling limit, the SU(N)
sine-Gordon model is reduced to a unitary matrix model.
It has been shown by Gross and Witten that in the large
N limit there is a third-order transition at some critical
coupling constant[28]. Brezin and Gross generalized the
coupling constant to be a matrix and found that there is
also a phase transition[29–31].
This paper is organized as follows. In Section II,
we show the action of the G-valued chiral sine-Gordon
model. In section III, we present the renormalization
group method in the minimal subtraction scheme using
the dimensional regularization method[32–34]. We dis-
cuss the renormalization flow in Section IV. In the sub-
sequent section we discuss a relation to the Kosterlitz-
Thouless transition for large N . We also examine a rela-
tionship with a unitary Matrix model in the strong cou-
pling limit. We give a discussion on the relevance of our
model to some problems and give a summary in the last
Section.
Chiral sine-Gordon model The sine-Gordon model
is given by[11, 15]
L =
1
2t
(∂µϕ)
2
+
α
t
cosϕ, (1)
where ϕ is a real scalar field. This Lagrangian is written
as, by defining g = eiϕ ∈ U(1),
L =
1
2t
∂µg∂
µg−1 +
α
2t
(g + g−1). (2)
This is generalized to a general Lie group G:
L =
1
2t
Tr∂µg∂
µg−1 +
α
2t
Tr(g + g−1), (3)
for g ∈ G. We adopt that t > 0 and α > 0. This
model can be regarded as a chiral model with the poten-
tial term of sine-Gordon type. In this paper we consider
the chiral sine-Gordon model and derive the renormaliza-
tion group equation. The renormalization group equation
for the sine-Gordon model was derived by using the Wil-
son method[35] or the perturbation method[15]. In this
paper we use the perturbation in terms of t and α.
2Renormalization Group Theory Chiral La-
grangian An element g of the Lie Group G is represented
in the form:
g = g0 exp(iλTaπa), (4)
where λ is a real number λ ∈ R and g0 is a some element
in G. Repeated indices imply the summation is to be
done. {Ta} (a = 1, 2, · · · , NT ) is a basis set of the Lie
algebra g where g is the Lie algebra of G. NT = N
2 − 1
for G = SU(N). πa (a = 1, 2, · · · , NT ) are scalar fields.
λ is introduced as an expansion parameter and the results
do not depend on λ. Thus we can put λ = 1. {Ta} satisfy
[Ta, Tb] = ifabcTc, (5)
where {fabc} are structure constants and are totally an-
tisymmetric. {Ta} are normalized as
TrTaTb = cδab, (6)
for a real constant c. The normalization constant can
take on any real number. For example, for G = SU(2)
we can take Ta = σa/2 (Pauli matrices) with c = 1/2.
The renormalization of the coupling constant t comes
from the kinetic term and the mass term. The former is
missing for the conventional (U(1)) sine-Gordon model.
Let us first consider the renormalization of the kinetic
term, namely, the chiral Lagrangian given as
Lchiral =
1
2t0
Tr∂µg∂
µg−1, (7)
where t0 is the bare coupling constant. We define the
renormalized coupling constant t in the following way:
t0 = tµ
2−dZ−1t , (8)
where Zt is the renormalization constant. We can take g0
to be an arbitrary solution of the classical field equation.
As a special case we can set g0 = 1 (unit matrix). We
introduce the renormalization constant of the field πa:
πa,B =
√
Zpiπa. (9)
We expand g by means of πa as
g = g0
[
1 + iλTaπa −
1
2
λ2(Taπa)
2 + · · ·
]
. (10)
The renomalization of the chiral model was inves-
tigated by Witten[3]. The correction to the term
(1/2t0)Tr∂µg0∂
µg−10 is
∆L = −Tr∂µg0∂
µg−10
C2(G)
8dc
∫
ddp
(2π)d
1
p2 +m20
, (11)
where C2(G) is the Casimir invariant in the adjoint rep-
resentation defined by
∑
ab fabcfabd = C2(G)δcd:
C2(G) = 2Nc for G = SU(N). (12)
C2(G) is proportional to (N − 2)c for G = O(N). m0
is the mass to avoid the infrared singularity. The results
are
βt(µ) ≡ µ
∂t
∂µ
= (d− 2)t−
C2(G)
8c
t2
Ωd
(2π)d
, (13)
for
Zt = 1 +
C2(G)
8c
t
1
ǫ
Ωd
(2π)d
. (14)
Here d = 2− ǫ and Ωd = 2π
d/2/Γ(d/2) is the solid angle
in d-dimensional space.
When g0 is a constant matrix, we should expand g up
to the third order of πa to obtain the correction to the
kinetic term of πa[15]. Then we obtain the beta function
βt in a similar form[15]. This means that the two-point
function of πa contains the term p
2/ǫ.
Renormalization of the potential term Let us turn to
the potential term Tr(g + g−1). The renormalization is
performed by expanding g:
Trg = Trg0
[
1 + iλTaπa −
1
2
λ2TaTbπaπb + · · ·
]
. (15)
The renormalization of α is evaluated as
α0Trg ≃ α0Trg0
[
1−
1
2
λ2T 2a 〈πaπa〉+ · · ·
]
= α0Trg0
[
1−
1
2c
tT 2a
1
ǫ
Ωd
(2π)d
+ · · ·
]
, (16)
up to the order of t. The bare coupling constant α0 is
related to the renormalized α as follows.
α0 = αµ
2Z−1α . (17)
Then the renormalization constant Zα is determined as
Zα = 1−
t
2c
T 2a
1
ǫ
Ωd
(2π)d
= 1−
t
2c
C(N)
1
ǫ
Ωd
(2π)d
, (18)
where C(N) · I ≡
∑
a T
2
a is the Casimir invariant in the
fundamental representation (I is the unit matrix) which
is given by
C(N) = c
N2 − 1
N
for G = SU(N), (19)
= c
N − 1
2
for G = O(N), (20)
The beta function for α is
µ
∂α
∂µ
= −2α+
1
2c
tαC(N)
Ωd
(2π)d
. (21)
The Casimir invariant in the fundamental representation
appears in the equation of α.
Renormalization of the two-point function There is a
contribution to the renormalization of the coupling con-
stant t from the mass term. We consider this up to the
3+! +! …!
+! +! …!+!
FIG. 1: Contributions to the two-point function.
second order of α. We set g0 = 1 for simplicity. We
introduce the renormalization constant of the field πa:
πa,B =
√
Zpiπa. (22)
Using the expansion of g by means of πa, we consider
the terms that contribute to the two-point function as
in the method for the U(1) sine-Gordon model[36]. The
diagrams that contribute to the two-point function are
shown in Fig.1.
First, we define the Green’s function:
G0(x) = λ
2〈πa(x)πa(0)〉
=
1
c
tµ2−dZ−1t Z
−1
pi
∫
ddp
(2π)d
eip·x
p2 +m20
=
1
c
tµ2−dZ−1t Z
−1
pi
Ωd
(2π)d
K0(m0x), (23)
where x = |x| and K0 is the 0-th modified Bessel func-
tion. m0 is introduced to avoid the infrared divergence.
The first term in Fig.1 shows the contraction between
Tr(
∑
a Taπai(x))
4 and Tr(
∑
b Tbπb(y))
4. This term gives
G0(x)
3 and its coefficient is given by
∑
bcd TrTaTbTcTd×
Tr(TaTbTcTd) where Tr(TaTbTcTd) includes the trace of
permutations of Ta, Tb, Tc and Td. We estimate this by
using the relation for SU(N) given by
TaTb =
1
2N
δab · I +
1
2
N2−1∑
c=1
(ifabc + dabc)Tc, (24)
for c = 1/2. {dabc} are structure constants and are to-
tally symmetric with respect to indices a, b and c. Be-
cause we include the permutations of TaTbTcTd, we drop
fabc term in this formula. We find that the coefficient of
the first term in Fig.1 is of order N2 for large N by using
the relation ∑
ab
dabcdabd = (N
2 − 4)/N · δcd. (25)
Since sinhI − I = I3/3! + · · · , the diagrams in Fig.1
are summed up to give[36]
Σ =
∫
ddx
[
eip·x (sinhI − I)− (coshI − 1)
]
, (26)
where I = C(N)G0(x). We use sinhI − I ≈ (1/2)e
I
and coshI ≈ (1/2)eI for large I. We included C(N) in I.
We define A0 ≡
∑
bcd TrTaTbTcTd×Tr(TaTbTcTd)/C(N)
3
which is of order 1/N for large N . Then, the correction
to the bare two-point function for π fields is given as
Γ
(2)c
B (p) = −
1
2
(α
t
µdZ−1α Zt
)2
A0
tµ2−d
ZtZpi
∫
ddx
(
eip·x − 1
)
× eC(N)G0(x). (27)
We use eip·x = 1 + ip · x − (1/2)(p · x)2 + · · · and keep
the p2 term. We use the asymptotic formula K0(x) ∼
−γ− log(x/2) for small x. Because t has a fixed point tc
from a zero of eq.(21), we denote by v the deviation of t
from the fixed point:
1
8πc
C(N)t = 1 + v, (28)
where we set d = 2 for the volume element Ωd/(2π)
d.
The bare two-point function reads
Γ
(2)c
B (p) =
1
8
A0
α2
t
µd+2p2(c0m
2
0)
−2−2vΩd
Zt
Zpi
×
∫ ∞
0
dxxd+1
1
(x2 + a2)2+2v
=
1
8
A0p
2α
2
t
µd+2(c0m
2
0)
−2 Zt
Zpi
Ωd
1
ǫ
≃ p2
1
32c
A0C(N)α
2µd+2(c0m
2
0)
−2 Zt
Zpi
1
ǫ
+O(v),
(29)
where c0 is a constant and a = 1/µ is a small cutoff to
keep away from a infrared singularity. The divergence
of α was absorbed by Zα. The renormalized two-point
function is given by
Γ
(2)
R (p) = ZpiΓ
(2)
B (p)
=
cZtZpi
tµ2−d
[
p2 + p2
1
32c
A0C(N)α
2µd+2
×(c0m
2
0)
−2 1
ǫ
]
. (30)
The divergence is removed by Zt. For g0 = 1 (constant
matrix), Γ
(2)
R (p) contains the term p
2/ǫ coming from the
kinetic part of the Lagrangian. The α2-term of Zt is
determined as
Zt = 1−
1
32c
A0C(N)α
2µd+2(c0m
2
0)
−2 1
ǫ
. (31)
From the equation µ∂t0/∂µ = 0 for t0 = Z
−1
t tµ
2−d, we
obtain the contribution of order α2 as
µ
∂t
∂µ
= (d− 2)t−
1
32c
A0C(N)(c0m
2
0)
−2t
1
ǫ
×
(
2αµd+2µ
∂α
∂µ
+ (d+ 2)α2µd+2
)
. (32)
4With use of eq.(21) this results in
µ
∂t
∂µ
= (d− 2)t+
1
32c
A0C(N)µ
d+2(c0m
2
0)
−2tα2
Ωd
(2π)d
+O(α2t2). (33)
We perform the finite renormalization for α in the
manner[36] α→ αc0m
2
0a
2 = αc0m
2
0µ
−2 because the finite
part of G0(x → 0) is G0(x → 0) = −(1/2π) ln(m0/µ).
We add the result for the chiral Lagrangian to obtain
scaling equations:
µ
∂t
∂µ
= (d− 2)t−
C2(G)
8c
t2 +
1
32c
A0C(N)tα
2, (34)
µ
∂α
∂µ
= −α
(
2− C(N)
1
2c
t
)
, (35)
wherae we include Ωd/(2π)
d into the definition of t for
simplicity.
Renormalization flow and asymptotic freedom
Let us consider the renormalization group flow in two
dimensions. Since A0 ∼ O(1/N), we set A0 = A˜0/N and
we define α˜ =
√
A˜0/32α. Then the equations read
µ
∂t
∂µ
= (d− 2)t−
C2(G)
8c
t2 +
1
cN
C(N)tα˜2, (36)
µ
∂α˜
∂µ
= −α˜
(
2−
C(N)
2c
t
)
. (37)
In the following, we write α˜ as α for simplicity.
The beta functions for SU(N) with N ≥ 2 are
µ
∂t
∂µ
= (d− 2)t−
N
4
t2 +
N2 − 1
N2
tα2, (38)
µ
∂α
∂µ
= −α
(
2−
N2 − 1
2N
t
)
. (39)
This set of equations has several phases depending on the
initial values of t and α.
Bifurcation point A set of beta functions has zero at
(t, α) = (tc, αc) in two dimensions d = 2 where
tc =
4c
C(N)
, αc =
√
cNC2(G)
2
1
C(N)
. (40)
This point, however, divides the parameter space of (t, α)
into two regions. One is the strong coupling region and
the other is the weak coupling region.
Asymptotic freedom When µ∂t/∂µ < 0 and µ∂α/∂µ <
0, we have an asymptotically free theory. If the parame-
ters (t, α) goes into the region,
t < tc,
C(N)
N
α2 <
C2(G)
8
t, (41)
t approaches 0 as µ increases. When the flow goes into
this region, the model shows an asymptotic freedom. A
α
!"#$%
t/t
c
FIG. 2: The region (shaded region except for the bound-
ary) where the flow is renormalized into µ∂t/∂µ < 0 and
µ∂α/∂µ < 0, so that t→ 0 and α→ 0 as µ increases. Outside
of this region, the flow goes into the strong-coupling region
given by t→∞ and α→∞ as µ increases. The points on the
boundary go to the critical point (tc, αc) along the boundary
following the renormalization flow.
parameter (t, α) near this region will also go into an
asymptotically free region. We show the region of the
initial values of (t, α) in Fig.2 where the flows are renor-
malized into the region of asymptotic freedom with t→ 0
and α→ 0 as µ→∞. Outside of the shaded region, the
flow goes to the strong-coupling region, that is, t → ∞
and α→∞ as µ increases. When the initial parameters
(t, α) are on the boundary, they are renormalized into
(tc, αc).
SU(2) sine-Gordon model We solve a set of scaling
equations numerically for the SU(2) case (N = 2). In
this case we have (tc, αc) = (8/3, 16/3). We show the
renormalization group flow in Fig.3. Obviously we have
the weak coupling and strong coupling regimes. The for-
mer is the asymptotically free region where t and α are
renormalized to zero. The divide between two regions is
shown in Fig.4 by the dashed line. All the renormaliza-
tion flows approach a line as µ→∞, which is shown by
the solid line in Fig.4.
In the strong coupling region where t and α are large,
the Lagrangian may be approximated by the mass term:
L ≃ α/(2t)Tr(g+g−1). We have mass gap in this region.
Instead, in the weak coupling region where both t and α
approach zero, the Lagrangian is effectively given by the
kinetic term because α is decreased faster than t.
A matrix model and large-N limit In the limit of
large t and α/t, the SU(N) sine-Gordon model is reduced
to a unitary matrix model. A third-order phase transi-
tion has been predicted for this model[28, 29]. Gross and
Witten considered the partition function of the form
Z =
∫
dU exp
(
βNTr(U + U †)
)
, (42)
5!
/!
c
t/t
c
1 2
1
2
0
FIG. 3: Renormalization flow as µ increases. The cross
indicates the fixed point (tc, αc).
!
/!
c
t/t
c
!
1 2 3 4 5
1
2
0
FIG. 4: Renormalization flow approaches the solid line as µ
increases. The dotted line indicates α =
√
2t/3 below which
we have µ∂t/∂µ < 0. The dashed line represents a ridge that
divides the t− α plane into two regions.
where U is, for example, anN×N special unitary matrix,
UU † = 1. There is a phase transition at β = 1/2 in the
large N limit. This is a transition between the weak
coupling regime β > 1/2 and the strong coupling regime
β < 1/2. It has been shown that this is a third-order
transition because the third derivative of the free energy,
− lnZ, is discontinuous at β = 1/2.
To consider the relation with the unitary matrix model,
we replace α to Nα as in eq.(42). When N is large, the
SU(N) beta functions are reduced to
µ
∂t
∂µ
= N2tα2, µ
∂α
∂µ
= −α
(
2−
N
2
t
)
. (43)
The zero of µ∂α/∂t = 0 gives the fixed point tc ≃ 4/N .
!
t/t
c
10
weak coupling strong coupling
FIG. 5: The renormalization group flow for large N . The
dashed line indicates α/s = 4 where s = t/tc = 1 + v.
Near this point, t is parametrized as t = (4/N)(1 + v).
Then the equations read
µ
∂v
∂µ
=
N2
2
α2 +O(vα2), µ
∂α
∂µ
= 2αv, (44)
where we neglected the term vα2. When vα2 is small,
a set of equations was reduced to that of the Kosterlitz-
Thouless transition[13, 15], namely, that of the Abelian
(U(1)) sine-Gordon model. We define x = 2v and y =
Nα to obtain[13] µ∂x/∂µ = y2, µ∂y/∂µ = xy, i.e., the
renormalization group flow, which is identical to that of
the Kosterlitz-Thouless transition.
We define s ≡ t/tc ≃ (N/4)t. The Lagrangian is writ-
ten as
L =
N
8s
Tr∂µg∂
µg−1 +
Nα
8s
Tr(g + g−1). (45)
In the strong coupling region, s ≫ 1 and α ≫ 1, L is
approximated by a matrix model Lm = Nα/(8s)Tr(g +
g−1). α/(8s) corresponds to β and α/s = 4 is a divide of
strong and weak coupling regimes. The renormalization
flow in the large N limit is shown in Fig.5, where the flow
goes into the strong coupling region as µ increases.
Discussion Our model is a generalization of the
Abelian U(1) sine-Gordon model to the model with gauge
group G, and is also regarded as a generalization of the
chiral model with a mass term. This model is also re-
garded as a nonabelian generalization of the Josephson
model in superconductors. The nonabelian sine-Gordon
model is a multi-component field theory and each inde-
pendent component in g represents a mode in a periodic
potential.
When we take g = e−iϕσ3/2eiθσ2/2eiϕσ3/2,
the Lagrangian is L = (1/4t)
[
(∂µθ)
2 +
4 sin2 θ(∂µϕ)
2
]
+ (2α/t) cos(θ/2). The kinetic
term is that for the nonlinear sigma model with
6n = (sin θ cos(2ϕ), sin θ sin(2ϕ), cos θ). This model
has one massive and one massless mode, if we replace
sin2 θ by its expectation value using a mean-field like
treatment. We can generalize the model to have multiple
massive modes and multiple massless Nambu-Goldstone
modes. We can add an external field or a higher oder
potential term such as α2Trg
2 to the Lagrangian:
L =
1
4t
[
(∂µθ)
2+4 sin2 θ(∂µϕ)
2
]
+
2α
t
cos
(
θ
2
)
+
2α2
t
cos θ.
(46)
The potential term may have a non-trivial ground state
with finite θ depending on the sign of α and α2. In the
state with a finite stationary value of θ, the ground states
are degenerate, leading to the breaking of time-reversal
symmetry (or CP invariance)[24]. There is a transition
as α2 is varied. We expect that this kind of transition
may occur in an unconventional superconductor[37].
For g = eiφσ2/2eiϕσ3/2 ∈ SU(2), the Lagrangian reads
L =
1
4t
(
(∂µφ)
2 + (∂µϕ)
2
)
+
2α
t
cos
(
φ
2
)
cos
(ϕ
2
)
+
α2
t
(cosφ cosϕ+ cosφ+ cosϕ− 1), (47)
where we added an external field Tr(g2 + g−2). This is
a model of coupled scalar fields, where both fields are
massive. There would also be a transition when α and
α2 terms are frustrated.
Summary We investigated the scaling property of
the chiral sine-Gordon model with G-valued fields for
G = SU(N). We derived a set of renormalization group
equations for this model, where the coefficients of the
beta functions are determined by Casimir invariants of
G. There are two regions in the parameter space of t and
α: one is the ultraviolet strong-coupling region and the
other is the asymptotically free region. The beta func-
tions have zero at (t, α) = (tc, αc) where the model has
scale invariance. This point divides the parameter space
into two regions.
We considered the large-N model. The beta func-
tions in this model are simplified and reduced to those
for the Kosterlitz-Thouless transition, that is, the U(1)
sine-Gordon model near the critical point. In the strong
coupling limit, the SU(N) model is reduced to a matrix
model with U(N)-value fields. There may be a third-
order phase transition at α/s = 4 in the large-N limit.
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