In this paper, we study a novel second-order energy stable Backward Differentiation Formula (BDF) finite difference scheme for the epitaxial thin film equation with slope selection (SS). One major challenge for the higher oder in time temporal discretization is how to ensure an unconditional energy stability and an efficient numerical implementation. We propose a general framework for designing the higher order in time numerical scheme with unconditional energy stability by using the BDF method with constant coefficient stabilized terms. Based on the unconditional energy stability property, we derive an L ∞ h (0, T ; H 2 h ) stability for the numerical solution and provide an optimal the convergence analysis. To deal with the 4-Laplacian solver in an L 2 gradient flow at each time step, we apply an efficient preconditioned steepest descent algorithm and preconditioned nonlinear conjugate gradient algorithm to solve the corresponding nonlinear system. Various numerical simulations are present to demonstrate the stability and efficiency of the proposed schemes and solvers.
Introduction
In this paper we will devise and analyze numerical methods for the epitaxial thin film model with slope selection, or, for short, just the slope selection (SS) equation. This equation is the gradient flow with respect to the energy
where Ω = (0, L x ) × (0, L y ), φ : Ω → R is a scaled height function of thin film and ε is a constant which represents the width of the rounded corner. As is common, and natural, we will assume that φ is Ω-periodic. The corresponding chemical potential is defined to be the variational derivative of the energy (1.1), i.e., µ := δ φ F = −∇ · (|∇φ| 2 ∇φ) + ∆φ + ε 2 ∆ 2 φ.
(1.2)
In turn, the SS equation becomes the L 2 gradient flow associated with the energy (1.1):
3)
The SS equation was proposed by P. Aviles and Y. Giga to study the dynamics of smectic liquid crystals in [2] . Since then, it has attracted considerable attention in several related fields, for instance as a model for the deformation of thin film blisters [17] , the delamination of compressed thin films [9] , the line energies for gradient vector fields in the plane [1] , and the domain wall energy in a problem related to micro-magnetism [22] . In the thin film setting, the energy of the SS equation can be considered as two distinct parts. The first part is 4) which describes, in some limited sense, the Ehrlich-Schwoebel effect-the phenomenon where atoms tend to move from a lower terrace to an upper terrace in the growth of atomic steps, promoting surface instability. Mathematically, the term F ES gives the preference for epitaxial films with slope satisfying |∇φ| = 1, since this represents the minima of F ES . The second part, 5) represents the surface diffusion effect which will give the rounded corners in the film. A smaller value of ε corresponds to a sharper rounded corner. There are some other interesting physical predictions coming from the SS model; for instance, the surface roughness grows approximately at the rate t 1/3 , the energy decays at approximately the rate t −1/3 (see [12] ), and the saturation time scale is expected to be the order of ε −2 (see [26] ). An energy stable scheme with higher order temporal accuracy has always been highly desirable because these processes are realized only in the sense of very large times.
There have been several works focused on second-order-in-time schemes for the SS equation in recent years. In [27] , the authors proposed a hybrid scheme, one which combined a second-order backward differentiation for the time derivative term and a second-order extrapolation for the explicit treatment of the nonlinear term. A linear stabilization parameter A has to be sufficiently large to guarantee the energy dissipation law for this scheme, and a theoretical justification of the lower bound for A has not been available. As an alternate approach, a second-order-in-time operator splitting scheme was proposed for the SS equation in [4] , in which the nonlinear part is solved using the fourth-order central difference approximation combined with the third-order explicit RungeKutta method. The corresponding convergence analysis was provided in [16] . Similar operator splitting ideas can also be found in a recent work [13] . Some other second-order-in-time numerical approaches were reported in recent years, such as a linearized finite difference scheme in [20] , an adaptive time-stepping strategy with Crank-Nicolson (CN) formulas in [21] , the BDF and the CN formulas with invariant energy quadratization strategy proposed in [29] .
Meanwhile, it is observed that, the long time energy stability could not be theoretically justified for these numerical works, due to the explicit treatment for the nonlinear terms. In the existing literature, the only second-order-in-time numerical algorithm for the SS equation (1.3) with a long time energy stability could be found in [23] , in which modified Crank-Nicolson approximations are used for the nonlinear 4-Laplacian term and the surface diffusion term, while an explicit extrapolation formula is applied to the concave diffusion term, respectively; in turn, an unconditional energy stability is derived as a result of a careful energy estimate. On the other hand, extensive numerical experiments have indicated a fairly poor performance for the modified Crank-Nicolson scheme, due to the highly nonlinear nature of the 4-Laplacian term, as well as the complicated form involved with the CN approximation.
Any numerical scheme that treats the nonlinear terms implicitly -for the purposes of accuracy or stability, or both -requires one to solve a regularized 4-Laplacian-type equation, where the highestorder term is a linear biharmonic operator. Consequently, an efficient solver for a regularized pLaplacian equation has always been highly desirable. In a recent work [7] , a preconditioned steepest descent (PSD) algorithm was proposed for such problems. At each iteration stage, only a purely linear elliptic equation needs to be solved to obtain a search direction, and the numerical efficiency for such an elliptic equation could be greatly improved with the use of FFT-based solvers. In turn, an optimization in the given search direction becomes one-dimensional, with its well-posedness assured by convexity arguments. Moreover, a geometric convergence of such an iteration could be theoretically derived, so that a great improvement of the numerical efficiency is justified, in comparison with an application of the Polak-Ribiére variant of NCG (nonlinear conjugate gradient) method [19] , reported in [23, 24] .
The PSD algorithm has been very efficiently applied to the first order energy stable scheme for the SS equation, as reported in [7] . However, its application to the CN version of the second order energy stable scheme, as proposed in [23] , has faced serious difficulties. These difficulties come from a subtle fact that, the modified CN approximation to the 4-Laplacian term does not correspond to a convex energy functional, because of the vector gradient form (other than a scalar form) in the 4-Laplacian expansion. Consequently, a natural question arises: could the PSD solver be efficiently combined with a second order energy stable scheme for the SS equation (1.3)? In this article, we propose a second order BDF scheme for the SS equation (1.3), so that the unique solvability, energy stability could be theoretically derived, and the PSD solver could be efficiently applied. In more details, an alternate second order energy stable scheme is proposed, based on the 2nd order BDF temporal approximation framework, instead of that based on the CN one. The 2nd order BDF scheme treats and approximates every term at the time step t k+1 (instead of the time instant t k+1/2 ): a 2nd order BDF 3-point stencil is applied in the temporal derivative approximation, the nonlinear term and the surface diffusion terms are updated implicitly for their strong convexities, and a second order accurate, explicit extrapolation formula is applied in the approximation of the concave diffusion term. Such a structure makes the numerical scheme uniquely solvable. In addition, to ensure the energy stability of the numerical scheme, we need to add a second order Douglas-Dupont regularization, in the form of −Aτ ∆(φ k+1 − φ k ). We prove that, under a mild requirement A ≥ 1 16 , rigorous energy stability is guaranteed. In fact, the 2nd order accurate, energy stable BDF scheme for the Cahn-Hilliard model was analyzed in a recent article [28] with similar ideas. In particular, the nonlinear solver required for the BDF scheme is reported to require 20 to 25 percent less computational effort than that for the Crank-Nicolson version, due to the simpler form and stronger convexity properties of the nonlinear term. For the SS equation (1.3), a much greater improvement (in terms of numerical efficiency) is expected for the BDF approach, due to the more complicated form of the 4-Laplacian term. Based on the unconditional energy stability, we derive an L ∞ h (0, T ; H 2 per ) stability for the numerical solution. In turn, with the help of Sobolev embedding from H 2 per into W 1,6 , we prove the convergence of the proposed scheme.
The remainder of the paper is organized as follows. In Section 2, we present the discrete spatial difference operators, function space, inner products and norms, define the proposed second-orderin-time fully discrete finite difference scheme and prove that the scheme is unconditionally stable and uniquely solvable, provide that the stabilized parameter A ≥ 1 /16. In Section 3, we provide a rigorous convergence analysis and error estimate for the proposed scheme. The preconditioned steepest descent solver and and preconditioned nonlinear conjugate gradient solver are outlined in Section 4 and Section 5, respectively. Finally, numerical experiments are presented Section 6, and some concluding remarks are given in Section 7.
2
The Fully Discrete Scheme with Finite Difference Spatial Discretization in 2D
Notation
In this subsection we define the discrete spatial difference operators, function space, inner products and norms, following the notation used in [6, 7, 23, 24, 25, 26] . In turn, the discrete gradient operator,
).
The standard 2D discrete Laplacian, ∆ h : C per → C per , is given by
The 2D vertex-to-center average, A : V per → C per , is defined to be
For p ≥ 2, the 2D discrete p-Laplacian operator is defined as
. Now we are ready to introduce the following grid inner products:
We now define the following norms for cell-centered functions. If ν ∈ C per , then ν 
norms on periodic boundary domain defined as
Lemma 2.1. For any φ ∈ C per , we have
Proof. By the definition of D x φ, we get
which in turn implies that
i.e.
Likewise, we can also obtain D y φ 2 ≤ D y φ 2 . These two inequalities lead to the desired estimate; the proof of Lemma. 2.1 is complete.
The following preliminary estimates are needed in the convergence analysis presented in later sections; the detailed proof is left to Appendix A. Proposition 2.2. For any φ ∈ C per with φ = 0, we have
9)
with C and C 1 only dependent on Ω.
The fully discrete scheme
Let M ∈ Z + , and set s := T /M , where T is the final time. We define the canonical grid projection operator
) as h → 0 and s → 0 for sufficiently regular u. We denote φ e as the exact solution to the SS equation (1.3) and take Φ ℓ i,j = P h φ e (·, t ℓ ). In the rest of paper, we shall drop the subscription i, j if no confusion is caused.
With the machinery in last subsection, our second-order-in-time BDF type scheme can be formulated as follows: for k ≥ 1, given φ k−1 , φ k ∈ C per , find φ k+1 ∈ C per such that
where φ 0 := Φ 0 , φ 1 := Φ 1 and A is the constant stability coefficient.
For the SS equation (1.3), we see that the PDE is equivalent if a fixed constant is added or subtracted from the solution. Similar argument could also be applied to the numerical scheme (2.10), since this scheme is mass conservative at a discrete level. For simplicity of presentation, we assume that φ 0 = φ 1 = 0, so that φ k = 0, for any k ≥ 2.
We now introduce a discrete energy that is consistent with the continuous space energy (1.1) as h → 0. In particular, the discrete energy F h : C per → R is defined as:
Remark 2.3. We note that ∇ v h φ p = 0 does not imply that φ is a constant. (A checkerboard function has norm zero.) This defect of the skew stencil is not a concern in the present context since the highest order norm in the energy uses a standard stencil.
We also denote a modified numerical energyF h : C per → R viã
Although we can not guarantee that the energy F h is non-increasing in time, we are able to prove the dissipation of auxiliary energyF h . The unique solvability and the unconditional energy stability of scheme (2.10) is assured by the following theorem.
Theorem 2.4. Suppose that the exact solution φ e is periodic and sufficiently regular, and φ 0 , φ 1 ∈ C per is obtained via grid projection, as defined above. Given any (φ k−1 , φ k ) ∈ C per , there is a unique solution φ k+1 ∈ C per to the scheme (2.10). And also, the scheme (2.10), with starting values φ 0 and φ 1 , is unconditionally energy stable, i.e., for any τ > 0 and h > 0, and any positive integer 2 ≤ k ≤ M − 1, The numerical scheme (2.10) has the following energy-decay property:
, where C 0 > is a constant independent of s, h and T . Proof. The unique solvability follows from the convexity argument. Taking an inner product with (2.10) by φ k+1 − φ k yields
(2.14)
We now establish the estimates for I 1 , · · · , I 5 . The temporal difference term could be evaluated as follows
For the 4-Laplacian term, we have
For the concave diffusive term, the following estimate is valid 17) where the last step applied the Lemma 2.1. For the surface diffusion term, we have
Similarly, the following identity is valid for the stabilizing term:
Meanwhile, an application of Cauchy inequality indicates the following estimate:
Therefore, a combination of (2.15)-(2.17) and (2.20) yields
provided that A ≥ 1 16 . Then the proof follows from the definition of theF h in (2.12).
L
The L ∞ h (0, T ; H 2 h ) bound of the numerical solution could be derived based on the modified energy stability (2.13).
) bound of the numerical solution is as follows:
where C 2 is independent of s, h and T .
Proof. Since 1 8 24) with the discrete H 1 h norm introduced in (2.1). Then we arrive at the following bound, for any φ ∈ C Ω : 25) in which C 1 is a constant associated with the discrete elliptic regularity:
, as stated in (2.7) of Proposition 2.2. Consequently, its combination with (2.12) finishes the proof.
Remark 2.6. Note that the constant C 2 is independent of s, h and T , but does depends on ε. In particular, C 2 = O(ε −1 ).
Convergence Analysis and Error Estimate 3.1 Error equations and consistency analysis
A detailed Taylor expansion implies the following truncation error:
. Consequently, with an introduction of the error function
we get the following evolutionary equation, by subtracting (2.10) from (3.1):
In addition, from the PDE analysis for the SS equation in [14, 15] 
where the 3-D embeddings of H 2 h into L ∞ h and into W 1,6 have been applied, as well as the discrete Sobolev embedding inequalities (2.8), (2.9) in Proposition 2.2.
Stability and convergence analysis
The convergence result is stated in the following theorem. 
Suppose φ is the fully-discrete solution of (2.10). Then the following convergence result holds as s, h goes to zero:
where the constant C > 0 is independent of s and h.
Proof. Taking an inner product with the numerical error equation (3.3) by e k+1 gives 0 = 3e
For the time difference error term J 1 , For the backwards diffusive error term J 3 , we have
And for the stabilizing term J 4 ,
For the surface diffusion error term J 5 and the local truncation error term J 6 , we have
For the nonlinear error term J 2 , we adopt the same trick in [6] , and get
For the first part J 2,1 of (3.13), we have 14) in which the W 1,6 bound (3.4) for the exact and numerical solutions was recalled in the second step, the Sobolev embedding from H 2 h into W 1,6 and the estimate (3.4) were used in the last step. The estimate for the second part J 2,2 of (3.13) is trivial:
Then we arrive at
Finally, a combination of (3.8), (3.9), (3.10), (3.11), (3.12) In turn, an application of discrete Gronwall inequality yields the desired convergence result (3.1). This completes the proof of Theorem 3.6.
Precondition Steepest Descent Solver
In this section we describe a preconditioned steepest descent (PSD) algorithm following the practical and theoretical framework in [7] . The fully discrete scheme (2.10) can be recast as a minimization problem: For any φ ∈ C per , the following energy functional is introduced:
One observes that the fully discrete scheme (2.10) is the discrete variation of the strictly convex energy (4.1) set equal to zero. The nonlinear scheme at a fixed time level may be expressed as
with
and
The main idea of the PSD solver is to use a linearized version of the nonlinear operator as a preconditioner, or in other words, as a metric for choosing the search direction. A linearized version of the nonlinear operator N , denoted as L h :C per →C per , is defined as follows:
Clearly, this is a positive, symmetric operator, and we use this as a pre-conditioner for the method. Specifically, this "metric" is used to find an appropriate search direction for the steepest descent solver [7] . Given the current iterate φ n ∈ C per , we define the following search direction problem:
where r n is the nonlinear residual of the n th iterate φ n . This last equation can be solved efficiently using the Fast Fourier Transform (FFT).
We then obtain the next iterate as
where α ∈ R is the unique solution to the steepest descent line minimization problem
The theoretical analysis in [7] suggests that the iteration sequence φ n converges geometrically to φ k+1 , with φ k+1 the exact numerical solution of scheme (2.10) at time level k+1, i.e., N h [φ k+1 ] = f . And also, this analysis implies a convergence rate independent of h.
Remark 4.1. The Crank-Nicolson version of the second order energy stable scheme for the SS equation (1.3), proposed and analyzed in [23] , takes the following (spatially-continuous) form:
(4.7)
In this numerical approach, every terms in the chemical potential are evaluated at time instant t k+1/2 . Both the CN version (4.7) and the BDF one (2.10) require a nonlinear solver, while the nonlinear term in (4.7) takes a more complicated form than (2.10), which comes from different time instant approximations. As a result, a stronger convexity of the nonlinear term in the BDF one (2.10) is expected to greatly improve the numerical efficiency in the nonlinear iteration.
Such a numerical comparison has been undertaken for the Cahn-Hilliard (CH) model in recent works: the CN and BDF versions of second order accurate, energy stable numerical schemes for the CH equation, proposed in [10] , [28] , respectively, were tested using the same numerical set-up. The numerical experiments have indicated that, since the nonlinear term in the BDF approach has a stronger convexity than the one in the CN one, a 20 to 25 percent improvement of the computational efficiency is generally available for the CH model.
For the numerical comparison between the BDF and CN approaches for the SS equation (1.3), namely (2.10), (4.7), respectively. Such an efficiency improvement is expected to be much greater. This expectation comes from a subtle fact that, the modified CN approximation to the 4-Laplacian term, χ(∇φ k+1 , ∇φ k ), does not correspond to a convex energy functional, because of the vector gradient form (other than a scalar form) in the 4-Laplacian expansion. As a consequence, the PSD algorithm proposed in this section could hardly be efficiently applied to solve for (4.7), while the PSD application to the BDF approach (2.10) has led to a great success. In fact, an application of the Polak-Ribiére variant of NCG method [19] to solve for (4.7), as reported in [23] , has shown a fairly poor numerical performance.
Based on the PSD algorithm, we define g k = L −1 h (r k ). Then our PNCG algorithms are given by the following equations:
And more details can be found in Algorithm 1.
Algorithm 1 Linearly Preconditioned Nonlinear Conjugate Gradient (PNCG) Method
Compute α k ⊲ secant search 6:
Compute β k+1 9:
k ← k + 1 11: end while However, there several different ways to choose the scaling parameter β k+1 . And two of the best known formulas for β k+1 are named after their deveiops:
Fletcher-Reeves [8] :
Polak-Ribière [18] :
Based on those two best known formulas, we proposed the following two PNCG solvers:
PNCG1:
PNCG2 :
Remark 5.1. The PNCG2 is also called hybrid conjugate gradient algorithm in [30] .
6 Numerical Experiments
Convergence test and the complexity of the Preconditioned solvers
In this subsection we demonstrate the accuracy and complexity of the preconditioned solvers. We present the results of the convergence test and perform some sample computations to investigate the effect of the time step s and stabilized parameter A for the energy F h (φ).
To simultaneously demonstrate the spatial accuracy and the efficiency of the solver, we perform a typical time-space convergence test for the fully discrete scheme (2.10) for the slope selection model. As in [3, 23, 24] , we perform the Cauchy-type convergence test using the following periodic initial data [23] : 
, where I f c is a bilinear interpolation operator (with the Nearest Neighbor Interpolation applied in Matlab, which is similar to the 2D case in [6, 7] and the 3D case in [5] ). This requires a relatively coarse solution, parametrized by h c , and a relatively fine solution, parametrized by h f , in particular h c = 2h f , at the same final time. The L 2 h norms of Cauchy difference and the convergence rates can be found in Table 1 . The results confirm our expectation for the second-order convergence in both space and time. Table 1 : Errors, convergence rates, average iteration numbers and average CPU time (in seconds) for each time step. Parameters are given in the text, and the initial data is defined in (6.1). The refinement path is s = 0.01h. In the second part of this test, we demonstrate the complexity of the preconditioned solvers with initial data (6.1). In Figure 1 , we plot the semi-log scale of the relative residuals versus preconditioned solvers' iteration numbers for various values of h and ε at T = 0.02, with time step s = 10 −3 . The other common parameters are set as A = 1 /16, Ω = [0, 3.2] 2 . The figures in the top row of Figure 1 indicate that the convergence rate (as gleaned from the error reduction) is nearly uniform and nearly independent of h for a fixed ε. And the plots in the bottom row of Figure 1 show that the number of preconditioned solvers' iterations increases with a decreasing value of ε, which confirms the theoretical results that the PSD solver is dependent on parameter ε in [7] . Figure 1 confirms the expected geometric convergence rate of the PSD solver predicted by the theory in [7] . Moreover, the number of the interation steps in Figure 1 also indicate that PNCG2 is the most efficient one and PNCG1 is better than PSD, especially when ε is small. In the third part of this test, we perform CPU time comparison between the proposed preconditioned solvers and the PSD solver with random initial data. The initial data for the simulations are taken as essentially random:
where the r i,j are uniformly distributed random numbers in [0, 1]. The parameters for the comparison simulations are Ω = [0, 12.8] 2 , ε = 3 × 10 −2 , h = 12.8 /512, s = 0.001 and T = 1. The average iteration numbers, total CPU time (in seconds) and speedups for the preconditioned methods can be found in Table 2 . The Table 2 indicates that the PNCG1 solver and PNCG2 solver have provided a 1.37x and 1.45x speedup over PSD solver, respectively. In the fourth part of this test, we investigate the effect of the parameters s and A for the energy F h (φ) with initial data (6.1). Since the proposed solvers give the same results, we only present the results from PSD solver in the rest of the paper. The evolutions of the energy with various time steps s and stabilized parameter A are given in Figure 2 . As can be seen in Figure 2(a) , the larger time steps produce inaccurate or nonphysical solutions. In turn, Figure 2(a) indicates the proper time steps and provides the motivation of using adaptive time stepping strategy. Figure 2(b) shows that the proposed scheme and PSD solver is not that sensitive to the stabilized parameter A when A ≤ 1. 
Long-time coarsening process, energy dissipation and mass conservation
Coarsening processes in thin film system can take place on very long time scales [11] . In this subsection, we perform long time simulation for the SS equation. Such a test, which has been performed in many existing literature, will confirm the expected coarsening rates and serve as a benchmarks for the proposed solver; see, for example, [7, 23, 24] . The initial data for this simulations are taken as (6.2). Time snapshots of the evolution for the epitaxial thin film growth model can be found in Figure 3 . The coarsening rates are given in Figure 4 . The interface width or roughness is defined as
where m and n are the number of the grid points in x and y direction andφ is the average value of φ on the uniform grid. The log-log plots of roughness and energy evolution and the corresponding linear regression are presented in Figure. 4. The linear regression in Figure. 4 indicates that the surface roughness grows like t 1/3 , while the energy decays like t −1/3 , which verifies the onethird power law predicted in [12] . More precisely, the linear fits have the form a e t be with a e = 3.09870, b e = −0.33554 for energy evolution and a m t bm with a m = −5.35913, b m = 0.32555 for roughness evolution. The linear regression is only taken up to t = 3000, since the saturation time would be of the order of ε −2 under the scaling that we have adopted [23] . These simulation results are consistent with earlier works on this topic in [7, 23, 24, 27] .
Conclusions
In this paper, we have proposed and analyzed a second order accurate, unconditionally energy stable finite difference scheme for solving the two-dimensional epitaxial thin film with Slope Selection (SS) equation. The unique solvability, unconditional energy stability and optimal convergence analysis have been theoretically justified. In addition, a class of efficient preconditioned methods are applied The log-log plots of energy and roughness evolution and the corresponding linear regression for the simulation depicted in Figure 3 .
to solve the nonlinear system. This framework can be easily generalized to the higher order in time BDF schemes. Various numerical results are also presented, including the second-order-in-time accuracy test, complexity test and one-third law test.
Acknowledgments
The first author would like to thank the Beijing Normal University for support during his visit. This work is supported in part by NSF DMS-1418689 (C. Wang), NSF DMS-1418692 (S. Wise), NSFC 11271048, 91130021 and the Fundamental Research Funds for the Central Universities (Z. Zhang).
A Proof of Proposition 2.2
For simplicity of presentation, in the analysis of ∇ h φ 6 , we are focused on the estimate of D x φ 6 . Due to the periodic boundary conditions for φ and its cell-centered representation, it has a corresponding discrete Fourier transformation:
where
2 )h, andφ N ℓ,m are discrete Fourier coefficients. Then we make its extension to a continuous function:
Similarly, we denote a grid function f i+ 1 2 ,j+
. The periodic boundary conditions for f and its mesh location indicates the following discrete Fourier transformation:
withf N ℓ,m the discrete Fourier coefficients. And also, its extension to a continuous function is given by
Meanwhile, we also observe thatφ N 0,0 = 0 andf N 0,0 = 0. The first identity comes from the fact that φ = 0, while the second one is due to the fact that f = D x φ = 0, for any periodic grid function φ.
The following preliminary estimates will play a very important role in the later analysis.
Lemma A.1. We have
Proof. Parseval's identity (at both the discrete and continuous levels) implies that
Based on the fact that hN = L, this in turn results in
so that (A.5) is proven. For the comparison between f = D x φ and ∂ x φ F , we look at the following Fourier expansions:
A comparison of Fourier eigenvalues between |µ ℓ,m | and |ν ℓ | shows that
which in turn leads to
A similar estimate could also be derived:
A combination of (A.15) and (A.16) yields the first inequality of (A.6).
For the second estimate of (A.6), we look at similar Fourier expansions:
In turn, an application of Parseval's identity yields
The eigenvalue comparison estimate (A.14) implies the following inequality:
As a result, inequality (A.6) comes from a combination of (A.19), (A.20) and (A.21). For the estimate (A.7), we observe the following Fourier expansions:
which in turn leads to (with an application of Parseval's identity) The reason for H ∈ P 2K is because f F ∈ P K . We note that H = G, since H ∈ P 2K , while G ∈ P K , although H and G have the same interpolation values on at the numerical grid points (x i+ 1 2 , y j+ 1 2 ). In other words, g is the interpolation of H onto the numerical grid point and G is the continuous version of g in P K . As a result, collocation coefficientsĝ N c for G are not equal toĥ N for H, due to the aliasing error. In more detail, for −K ≤ ℓ, m ≤ K, we have the following representations: 
This finishes the proof of (A.31) with p = 4, the inequality with p = 6 could be proved in the same fashion.
Now we proceed into the proof of (2.9) in Proposition 2.2.
Proof. We begin with an application of (A.31) in Lemma A.2:
Meanwhile, using the fact that f F = 0, we apply the 2-D Sobolev inequality and get 
in which the following elliptic regularity estimate is applied: The estimate for D y φ 6 could be derived in the same fashion: As a consequence, (2.9) is valid, by setting C = √ 2B
0 . The proof of Proposition 2.2 is complete.
