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EVERY SIMPLE HIGHER DIMENSIONAL NONCOMMUTATIVE
TORUS IS AN AT ALGEBRA
N. CHRISTOPHER PHILLIPS
Abstract. We prove that every simple higher dimensional noncommutative
torus is an AT algebra.
0. Introduction
A higher dimensional noncommutative torus is the universal C*-algebra gener-
ated by unitaries which commute up to specified scalars. Thus, it is a generalization
of the rotation algebraAθ to more generators. The commutation relations are deter-
mined by a real skew symmetric matrix; see Notation 1.1 for a precise formulation.
In this paper, we prove that every simple higher dimensional noncommutative torus
is an AT algebra, that is, a direct limit of finite direct sums of C*-algebras of the
form C(S1,Mn) for varying values of n.
The first result in this direction is the Elliott-Evans Theorem [10] for the ordinary
irrational rotation algebras, which we use here as the initial step of an induction
argument. Without giving a complete list of later work, we mention four highlights.
All simple three dimensional noncommutative tori were shown to be AT algebras
by Q. Lin [25]. In arbitrary dimension, “most” simple higher dimensional noncom-
mutative tori were shown to be AT algebras by Boca [4]. Kishimoto (Corollary 6.6
of [18]) obtained this result in all cases in which, in the skew symmetric matrix
giving the commutation relations, the entries above the diagonal are rationally in-
dependent, as well as some others. Theorem 3.14 of [22] shows that the crossed
product of (S1)d by a minimal rotation is an AT algebra; in this case, most of the
entries of the relevant skew symmetric matrix are zero.
Our proof is by induction on the number of generators. Every higher dimensional
noncommutative torus can be written as an iterated crossed product by Z, and the
proof of Kishimoto’s result uses an inductive argument which works whenever the
intermediate crossed products are all simple. One has some choice here: different
choices of the commutation relations may well give the same C*-algebra. As a very
simple example, one might simply write the generators in a different order. Un-
fortunately, it seems not to be possible in general to choose commutation relations
to give the same algebra, or even a Morita equivalent algebra (see [35]), and in
such a way that Kishimoto’s method applies, or even in such a way as to get a
tensor product of algebras to which this method applies. However, if one allows
one more kind of modification, namely the replacements of unitary generators by
Date: 17 Sept. 2006.
2000 Mathematics Subject Classification. Primary 46L35, 46L55; Secondary 22D15, 22D25.
Research partially supported by NSF grants DMS 0070776 and DMS 0302401.
1
2 N. CHRISTOPHER PHILLIPS
integer powers of themselves, then it is always possible to replace a noncommuta-
tive torus by a tensor product of algebras covered by Kishimoto’s method. The
new algebra isn’t isomorphic, or even Morita equivalent, to the original. But if
one replaces only one generator, the new algebra is the fixed point algebra of a
tracially approximately inner action [28] of a finite cyclic group which has the tra-
cial Rokhlin property [28]. As proved in [28], this operation thus preserves tracial
rank zero. Because K0 and K1 are torsion free, H. Lin’s classification theorem for
simple nuclear C*-algebras with tracial rank zero, Theorem 5.2 of [23], shows that
this operation preserves the property of being an AT algebra. Indeed, the tracial
Rokhlin property was introduced specifically for this purpose. It is not possible to
substitute the Rokhlin property of [15] and [16] in this argument. As we show in
Corollary 3.15, the relevant action does not have the Rokhlin property.
This paper is organized as follows. Section 1 contains various preliminaries.
There is little that is really new, but our presentation gives the material in a con-
venient form and establishes notation for the rest of the paper. In Section 2, we
prove that if A is a simple higher dimensional noncommutative torus, then the au-
tomorphism which multiplies one of the standard unitary generators by exp(2pii/n)
generates an action of Zn with the tracial Rokhlin property. In Section 3, we use
this result, Kishimoto’s result, and H. Lin’s classification theorem [23], to construct
an inductive proof that every simple noncommutative torus is an AT algebra, and
we obtain several corollaries.
This paper contains the material of Sections 5 through 7 of the unpublished long
preprint [27].
We use the notation Zn for Z/nZ; the p-adic integers will not appear in this
paper. If A is a C*-algebra and α : A → A is an automorphism such that αn =
idA, then we write C
∗(Zn, A, α) for the crossed product of A by the action of Zn
generated by α. We write p - q to mean that the projection p is Murray-von
Neumann equivalent to a subprojection of q, and p ∼ q to mean that p is Murray-
von Neumann equivalent to q. Also, [a, b] denotes the additive commutator ab− ba.
I am grateful to Marc Rieffel for discussions concerning higher dimensional non-
commutative tori, and in particular for pointing out that it was not known whether
a higher dimensional noncommutative torus is isomorphic to its opposite algebra.
See Corollary 3.14; this remains open in the nonsimple case. I would like to thank
Hiroyuki Osaka for carefully reading earlier versions of this paper, and catching a
number of misprints and suggesting many improvements, and Hanfeng Li for useful
comments, including the improvement of Lemma 2.11.
1. Higher dimensional noncommutative tori
In this section we present, in a form convenient for our purposes, some mostly
standard facts about higher dimensional noncommutative tori and about irrational
rotation algebras.
Notation 1.1. Let θ be a skew symmetric real d × d matrix. The noncommuta-
tive torus Aθ is by definition [34] the universal C*-algebra generated by unitaries
u1, u2, . . . , ud subject to the relations
ukuj = exp(2piiθj,k)ujuk
for 1 ≤ j, k ≤ d. (Of course, if all θj,k are integers, it is not really noncommutative.)
Some authors use θk,j in the commutation relation instead. See for example [17].
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Remark 1.2. We note (see the beginning of Section 4 of [32] and the introduction
to [35]) that Aθ is the universal C*-algebra generated by unitaries ux, for x ∈ Zd,
subject to the relations
uyux = exp(pii〈x, θ(y)〉)ux+y
for x, y ∈ Zd.
It follows that if B ∈ GLd(Z), and if Bt denotes the transpose of B, then
ABtθB ∼= Aθ. That is, Aθ is unchanged if θ is rewritten in terms of some other basis
of Zd.
Remark 1.3. Let α be a skew symmetric real bicharacter on Zd, that is, a Z-
bilinear function α : Zd × Zd → R such that α(x, y) = −α(y, x) for all x, y ∈ Zd.
For any basis (b1, b2, . . . , bd) of Z
d, there is a unique skew symmetric real d × d
matrix θ such that
α
(∑d
k=1
xkbk,
∑d
k=1
ykbk
)
=
∑d
j,k=1
xjθj,kyk
for all x, y ∈ Zd. We define Aα = Aθ. Remark 1.2 shows that this C*-algebra is
independent of the choice of basis.
Remark 1.4. Let α be a skew symmetric real bicharacter on Zd, and let H ⊂ Zd
be a subgroup. Then H ∼= Zm for some m ≤ d. By abuse of notation, we write α|H
for the restriction of α to H×H ⊂ Zd×Zd. There is a noncommutative torus Aα|H
by Remark 1.3, which does not depend on the choice of the isomorphism H ∼= Zm.
For a skew symmetric real d×d matrix θ and a subgroup H ⊂ Zd with a specified
ordered basis, we write θ|H for the matrix in that basis of the restriction to H of the
real bicharacter (x, y) 7→ 〈x, θy〉. For subgroups such as Zm×{0} or Zm×{0}×Zl,
we use without comment the obvious basis.
We formalize a remark made in 1.7 of [8], according to which every noncommu-
tative torus can be obtained as a repeated crossed product by Z.
Lemma 1.5. Let α be a skew symmetric real bicharacter on Zd. Then there is an
automorphism ϕ of Aα|
Zd−1×{0}
which is homotopic to the identity and such that
Aα ∼= C
∗(Z, Aα|
Zd−1×{0}
, ϕ).
Proof. Let θ be the matrix of α in the standard basis. Let β = α|Zd−1×{0}. Then the
matrix of β is (θj,k)1≤j,k≤d−1. Let u1, u2, . . . , ud−1 be the standard generators of
Aβ . Then ϕ is determined by ϕ(uj) = exp(2piiαj,d)uj . It is clear that ϕ is homotopic
to the identity.
The following definition is essentially from Section 1.1 of [37].
Definition 1.6. The skew symmetric real d×d matrix θ is nondegenerate if when-
ever x ∈ Zd satisfies exp(2pii〈x, θy〉) = 1 for all y ∈ Zd, then x = 0. Otherwise,
θ is degenerate. We similarly refer to degeneracy and nondegeneracy of a skew
symmetric real bicharacter on Zd.
Lemma 1.7. Let θ be a skew symmetric real d × d matrix. Then θ is degenerate
if and only if there exists x ∈ Qd \ {0} such that 〈x, θy〉 ∈ Q for all y ∈ Qd.
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Proof. If θ is degenerate, choose w 6= 0 such that exp(2pii〈w, θy〉) = 1 for all
y ∈ Zd. Then 〈w, θy〉 ∈ Z for all y ∈ Zd. If now y ∈ Qd is arbitrary, then there
exists m ∈ Z \ {0} such that my ∈ Zd. So
〈w, θy〉 = 1
m
〈w, θ(my)〉 ∈ 1
m
Z ⊂ Q.
Conversely, assume x ∈ Qd \ {0} and 〈x, θy〉 ∈ Q for all y ∈ Qd. Choose
m ∈ Z with m > 0 such that m〈x, θδk〉 ∈ Z for 1 ≤ k ≤ d. Then mx 6= 0
and exp(2pii〈mx, θy〉) = 1 for all y ∈ Zd.
Lemma 1.8. Let θ be a skew symmetric real d×d matrix. Let B ∈ GLd(Q). Then
BtθB is nondegenerate if and only if θ is nondegenerate.
Proof. It suffices to prove one direction. Suppose θ is degenerate. By Lemma 1.7,
there is x ∈ Qd \ {0} such that 〈x, θy〉 ∈ Q for all y ∈ Qd. Then B−1x ∈ Qd \ {0}
and
〈B−1x, BtθBy〉 = 〈x, θBy〉 ∈ Q
for all y ∈ Qd. So BtθB is degenerate.
The following result is well known.
Theorem 1.9. The C*-algebra Aθ of Notation 1.1 is simple if and only if θ is
nondegenerate. Moreover, if Aθ is simple it has a unique tracial state.
Proof. If θ is nondegenerate, then Aθ is simple by Theorem 3.7 of [37]. (Note the
standing assumption of nondegeneracy throughout Section 3 of [37].)
When Aθ is simple, the proof of Lemma 3.1 of [37] shows that Aθ can have at
most one tracial state. Existence of a tracial state is well known, or can be obtained
from Lemma 1.5 by induction on n.
If θ is degenerate, then we follow 1.8 of [8]. Choose n ∈ Zd \ {0} such that
exp(2pii〈n, θy〉) = 1 for all y ∈ Zd. Then v = un11 u
n2
2 · · ·u
nd
d is a nontrivial element
of the center of Aθ, which is therefore not simple.
Finally, for reference and to establish notation, we recall several facts about the
ordinary rotation algebras (the case d = 2). (As far as we know, the last lemma has
not appeared before, but its proof is easy.) We will consider various embeddings of
rotation algebras into higher dimensional noncommutative tori. Therefore, for η ∈
R we let vη and wη denote the standard unitary generators of Aη, satisfying wηvη =
exp(2piiη)vηwη. In this way, we avoid confusion with the generators u1, u2, . . . , ud
of a higher dimensional noncommutative torus Aθ.
The proof of the next theorem is contained in Theorem 1.1 and Proposition 1.3
of [1]. Also see Corollary 3.6 and Definition 3.3 of [33]. We refer to [5] for informa-
tion on continuous fields of C*-algebras. See especially Sections 10.1 and 10.3.
Theorem 1.10. For η ∈ R let Aη be the rotation algebra, with generators as
described above. Let A be the C*-algebra of the discrete Heisenberg group, which
is the universal C*-algebra generated by unitaries v, w, z subject to the relations
wv = zvw, zv = vz, and zw = wz.
Then there is a continuous field of C*-algebras over S1 whose fiber over exp(2piiη)
is Aη, whose C*-algebra of continuous sections is A, and such that the evaluation
map evη : A→ Aη of sections at exp(2piiη) is determined by
evη(v) = vη, evη(w) = wη, and evη(z) = exp(2piiη) · 1.
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Since we will only formally deal with one continuous field in this paper, the
following notation is unambiguous.
Notation 1.11. For a subset E ⊂ S1, we let Γ(E) be the set of continuous sections
of the continuous field of Theorem 1.10 over E. (See 10.1.6 of [5].)
For any such section a, we further write a(η) for a(exp(2piiη)). No confusion
should arise.
Lemma 1.12. Let the notation be as in Theorem 1.10 and Notation 1.11. Let
τη be the standard trace on Aη, satisfying τ(1) = 1 and τη(v
m
η w
n
η ) = 0 unless
m = n = 0. (If Aη is viewed as a crossed product by rotation on the circle, then τη
comes from normalized Haar measure on the circle.) Let U ⊂ S1 be an open set,
and let a ∈ Γ(U). Then η 7→ τη(a(η)) is continuous.
Proof. We check continuity at η0. Choose a continuous function h : S
1 → [0, 1] such
that supp(h) ⊂ U and such that h = 1 on a neighborhood of η0. Then it suffices to
consider the continuous section ha in place of a. Now ha is the restriction to U of a
continuous section b defined on all of S1, satisfying b(ζ) = 0 for ζ 6∈ U. Accordingly,
we may restrict to the case U = S1. Then a ∈ A.
From the formulas
evη(v) = vη, evη(w) = wη, and evη(z) = exp(2piiη) · 1
and the definition of τη, it is immediate that if b is any (noncommutative) monomial
in v, w, z, and their adjoints, then η 7→ τη(b(η)) is continuous. Therefore the
same holds for any noncommutative polynomial, and hence for any norm limit of
noncommutative polynomials, including a.
Lemma 1.13. Let the notation be as in Theorem 1.10 and Lemma 1.12. Let
η ∈ R \ Q. Let n ∈ N, let ω = exp(2pii/n), and let α : Aη → Aη be the unique
automorphism satisfying α(vη) = ωvη and α(wη) = wη. Then for every ε > 0 there
exist mutually orthogonal projections e0, e1, . . . , en−1 such that (with en = e0) we
have α(ej) = ej+1 for 0 ≤ j ≤ n− 1, and such that 1− nτη(e0) < ε.
Proof. Set ε0 =
1
4nε. Let f : S
1 → [0, 1] be a continuous function such that supp(f)
is contained in the open arc from 1 to ω, and such that f(ζ) = 1 for all ζ in the
closed arc from exp(2piiε0) to exp
(
2pii
[
1
n
− ε0
])
. Then f(vη) is a positive element
of Aη with ‖f(vη)‖ ≤ 1 and τη(f(vη)) ≥
1
n
− 2ε0. Since Aη has real rank zero (see
Remark 6 of [10], or Theorem 1.5 of [3]), there is a projection e0 in the hereditary
subalgebra B of Aη generated by f(vη) such that ‖e0f(vη)−f(vη)‖ < ε0. Therefore
‖e0f(vη)e0 − f(vη)‖ < 2ε0. Since e0f(vη)e0 ≤ e0, it follows that
τη(e0) ≥ τη(e0f(vη)e0) > τη(f(vη))− 2ε0 ≥
1
n
− 4ε0.
We have αk(f(vη))α
l(f(vη)) = 0 for 0 ≤ k, l ≤ n − 1 and k 6= l. Therefore
αk(B)αl(B) = {0} for such k and l, whence also αk(e0)αl(e0) = 0. Define ek =
αk(e0) for 0 ≤ k ≤ n−1. Then e0, e1, . . . , en−1 are mutually orthogonal projections
such that α(ej) = ej+1 for 0 ≤ j ≤ n− 1. Moreover,
1− nτη(e0) < 1− n
(
1
n
− 4ε0
)
= 4nε0 = ε,
as desired.
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2. The tracial Rokhlin property and higher dimensional
noncommutative tori
In this section, we prove that if θ is nondegenerate, then the action of Zn which
multiplies one of the standard generators of Aθ by a primitive n-th root of 1 has
the tracial Rokhlin property. We note for comparison the related result in Section 6
of [17]: if α ∈ Aut(Aθ) is of the form α(uj) = λjuj, with λ1, λ2, . . . , λn ∈ S1, and if
all positive powers of α are outer, then α has the Rokhlin property. However, our
action of Zn does not have the Rokhlin property. See Corollary 3.15 below.
One might hope to prove the tracial Rokhlin property fairly directly, using one
of the criteria in Section 5 of [6] or Section 1 of [29]. This approach does not work,
because these criteria all assume that the C*-algebra involved is already known
to have tracial rank zero, while our argument requires knowing that the action
on a particular higher dimensional noncommutative torus has the tracial Rokhlin
property before we know that it has tracial rank zero. Instead, as is done in the
proof in [2] that Aθ has real rank zero, and analogously to Section 6 of [17], we will
reduce to a construction in the ordinary irrational rotation algebras. The idea is to
find an approximately central copy of an ordinary irrational rotation algebra Aη,
such that the restriction to it of our action is the one in Lemma 1.13. Since the
projections in Aη must be chosen ahead of time, at least approximately, we must
require that η be arbitrarily close to some fixed η0. Nondegeneracy enters through
Lemma 2.4 below. To obtain the correct restricted action, we use the condition (3)
in Lemma 2.8 below. From then on, we roughly follow the argument used in [3] to
prove approximate divisibility. We vary the arrangement slightly to make part of
the argument easily available for use elsewhere.
We recall the tracial Rokhlin property for actions of finite cyclic groups on infinite
dimensional finite simple unital C*-algebras. The following result is Lemma 1.16
of [28], for the case that the group is cyclic.
Proposition 2.1. Let A be an infinite dimensional finite simple unital C*-algebra,
and let α ∈ Aut(A) satisfy αn = idA. The action of Zn generated by α has the
tracial Rokhlin property if and only if for every finite set F ⊂ A, every ε > 0, and
every nonzero positive element x ∈ A, there are mutually orthogonal projections
e0, e1, . . . , en−1 ∈ A such that:
(1) ‖α(ej) − ej+1‖ < ε for 0 ≤ j ≤ n − 1, where by convention we take the
indices mod n, that is, en = e0.
(2) ‖eja− aej‖ < ε for 0 ≤ j ≤ n− 1 and all a ∈ F.
(3) With e =
∑n−1
j=0 ej, the projection 1−e is Murray-von Neumann equivalent
to a projection in the hereditary subalgebra of A generated by x.
Definition 2.2. Let θ be a skew symmetric real d× d matrix. Let
n = (n1, n2, . . . , nd) ∈ Z
d and v = un11 u
n2
2 · · ·u
nd
d ∈ Aθ.
We write γn for the inner automorphism Ad(v) of the noncommutative torus
Aθ. We further define a homomorphism σ : Z
d → (S1)d by the formula σ(n)j =
exp(2pii(θn)j) for 1 ≤ j ≤ d. (Here the expression θn is the usual action of a d× d
matrix on an element of Rd.)
Lemma 2.3. Let θ be a skew symmetric real d × d matrix. With γ and σ as in
Definition 2.2, we have γn(uj) = σ(n)juj for n ∈ Z
d and 1 ≤ j ≤ d. Moreover, if
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m ∈ Zd, then
γn(u
m1
1 u
m2
2 · · ·u
md
d ) = exp(2pii〈m, θn〉)u
m1
1 u
m2
2 · · ·u
md
d
for all n ∈ Zd.
Proof. The first formula is the special case of the second obtained by settingm = δj ,
the j-th standard basis vector of Zd. By linearity, both formulas will follow if we
check the first when m = δj and n = δk. Since (θδk)j = θj,k, this is just the
commutation relation
ukuju
∗
k = exp(2piiθj,k)uj ,
which is the same as the one in from Notation 1.1.
Lemma 2.4. Let θ be a skew symmetric real d × d matrix. The homomorphism
σ : Zd → (S1)d of Definition 2.2 has dense range if and only if θ is nondegenerate.
Proof. Assume σ does not have dense range. Let H = σ(Zd), which is a proper
closed subgroup of (S1)d. Choose a nontrivial character µ : (S1)d → S1 whose kernel
contains H. By the identification of the dual group of (S1)d, there is r ∈ Zd \ {0}
such that
µ(ζ1, ζ2, . . . , ζd) = ζ
r1
1 ζ
r2
2 · · · ζ
rd
d
for all ζ ∈ (S1)d. Because H ⊂ Ker(µ), for all n ∈ Zd we have
1 = µ(σ(n)) = exp(2pii(θn)1)
r1 exp(2pii(θn)2)
r2 · · · exp(2pii(θn)d)
rd
= exp(2pii〈r, θn〉).
Thus θ is degenerate.
Now suppose that θ is degenerate. Then we may choose r ∈ Zd \ {0} such that
exp(2pii〈r, θn〉) = 1 for all n ∈ Zd. Reversing the above calculation, we find that
the nontrivial character
µ(ζ1, ζ2, . . . , ζd) = ζ
r1
1 ζ
r2
2 · · · ζ
rd
d
satisfies µ(σ(n)) = 1 for all n ∈ Zd. Therefore σ does not have dense range.
Corollary 2.5. Let θ be a nondegenerate skew symmetric real d × d matrix. Let
G ⊂ Zd be a subgroup with finite index. Let σ : Zd → (S1)d be the homomorphism
of Definition 2.2. Then σ(G) is dense in (S1)d.
Proof. Let H = σ(G). Let S be a set of coset representatives for G in Zd. Then
the sets σ(m)H, for m ∈ S, are closed and are pairwise equal or disjoint. By
Lemma 2.4, their union is (S1)d. Since there are finitely many of them, and since
(S1)d is connected, it follows that all are equal to (S1)d.
Corollary 2.6. Let θ be a nondegenerate skew symmetric real d × d matrix. Let
ζ1, ζ2, . . . , ζd ∈ S1. Let α ∈ Aθ be the automorphism determined by α(uj) = ζjuj
for 1 ≤ j ≤ d. Then α is approximately inner.
Proof. It suffices to find, for all ε > 0, a unitary v ∈ Aθ such that ‖α(uj)−vujv∗‖ <
ε for 1 ≤ j ≤ d. Choose δ > 0 small enough that if (ω1, ω2, . . . , ωd) ∈ (S
1)d satisfies
d((ω1, ω2, . . . , ωd), (ζ1, ζ2, . . . , ζd)) < δ,
then |ωj − ζj | < ε for 1 ≤ j ≤ d. Then use Lemma 2.4 to choose n ∈ Zd such that
d(σ(n), (ζ1, ζ2, . . . , ζd)) < δ. Take v = u
n1
1 u
n2
2 · · ·u
nd
d and use Lemma 2.3.
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Lemma 2.7. Let θ be a nondegenerate skew symmetric real d × d matrix. Let
n, N ∈ N, and let 1 ≤ k ≤ d. Then for every ε > 0 there exists l = (l1, l2, . . . , ld) ∈
Zd such that:
(1) v = ul11 u
l2
2 · · ·u
ld
d satisfies ‖vuj − ujv‖ < ε for 1 ≤ j ≤ d.
(2) lk = 1 (mod n).
(3) There is j such that |lj| > N.
Proof. Without loss of generality k = 1. Set α = Ad(u∗1). There are ζ1, ζ2, . . . , ζd ∈
S1 such that α(uj) = ζjuj for 1 ≤ j ≤ d. Let G = nZ ⊕ Zd−1, which is a finite
index subgroup of Zd. According to Corollary 2.5, the subgroup σ(G) is dense in
(S1)d. Let
F = {l ∈ Zd : |lj| ≤ N + 1 for 1 ≤ j ≤ d}.
Since F is finite, σ(G \ F ) is also dense in (S1)d. Choose δ > 0 small enough that
if (ω1, ω2, . . . , ωd) ∈ (S1)d satisfies
d((ω1, ω2, . . . , ωd), (ζ1, ζ2, . . . , ζd)) < δ,
then |ωj − ζj | < ε for 1 ≤ j ≤ d. Then use density of σ(G \ F ) to choose r ∈
G \ F such that d(σ(r), (ζ1, ζ2, . . . , ζd)) < δ. So with v0 = u
r1
1 u
r2
2 · · ·u
rd
d , we get
‖v0ujv∗0 − u
∗
1uju1‖ < ε for 1 ≤ j ≤ d. Define
l = (r1 + 1, r2, . . . , rd) ∈ Z
d and v = ul11 u
l2
2 · · ·u
ld
d = u1v0 ∈ Aθ.
Clearly ‖vujv∗ − uj‖ < ε for 1 ≤ j ≤ d. We have l1 = 1 (mod n) because r1 ∈ nZ.
We have |lj | > N for some j, because |rj | > N + 1 for some j.
The next lemma is the analog in our context of Lemma 4.6 of [3].
Lemma 2.8. Let θ be a nondegenerate skew symmetric real d × d matrix. Let
n ∈ N, let 1 ≤ k ≤ d, and let η0 ∈ R \Q. Then for every ε > 0 there exist
l = (l1, l2, . . . , ld) ∈ Z
d and m = (m1,m2, . . . ,md) ∈ Z
d
such that:
(1) v = ul11 u
l2
2 · · ·u
ld
d and w = u
m1
1 u
m2
2 · · ·u
md
d satisfy ‖vuj − ujv‖ < ε and
‖wuj − ujw‖ < ε for 1 ≤ j ≤ d.
(2) There is η ∈ R\Q such that | exp(2piiη)−exp(2piiη0)| < ε and the unitaries
v and w of Part (1) satisfy wv = exp(2piiη)vw.
(3) lk = 1 (mod n) and mk = 0 (mod n).
Proof. Without loss of generality k = 1 and η0 ∈
[
− 12 ,
1
2
]
. Choose N ∈ N so large
that 2pi/N < ε. Use Lemma 2.7 with θ, n, and ε as given, with k = 1, and with
this value of N, obtaining
l ∈ Zd and v = ul11 u
l2
2 · · ·u
ld
d .
Note in particular that ‖vujv∗ − uj‖ < ε for 1 ≤ j ≤ d and l1 = 1 (mod n). Let s
be an index such that |ls| > N.
Let
T =
{
η ∈ R : (ur11 u
r2
2 · · ·u
rd
d ) v (u
r1
1 u
r2
2 · · ·u
rd
d )
∗
= exp(2piiη)v for some r ∈ Zd
}
.
Then T is a subgroup of R which is generated by d + 1 elements, namely 1 and
elements corresponding to letting r run through the standard basis vectors of Zd.
So T ∩Q is also finitely generated, and is therefore discrete. Since η0 6∈ Q, we have
dist(η0, T ∩Q) > 0. Set ε0 = min(ε, dist(η0, T ∩Q)).
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Set
M =
d∑
j=1
|lj | and δ = min
(
1
2ε0, M
−1ε0
)
.
Let G be the finite index subgroup G = nZ⊕ Zd−1 ⊂ Zd. Let
λ = (1, . . . , 1, exp(2piiη0/ls), 1, . . . , 1) ∈ (S
1)d,
where exp(2piiη0/ls) is in position s. Use Corollary 2.5 and Lemma 2.3 to choose
m ∈ G such that σ(m), as in Definition 2.2, is so close to λ that w = um11 u
m2
2 · · ·u
md
d
satisfies ‖wujw∗ − uj‖ < δ for j 6= s, and ‖wusw∗ − exp(2piiη0/ls)us‖ < δ.
Since δ ≤ ε, it is clear that ‖wujw∗ − uj‖ < ε for j 6= s. Also
‖wusw
∗ − us‖ ≤ ‖wusw
∗ − exp(2piiη0/ls)us‖+ | exp(2piiη0/ls)− 1|.
Using δ ≤ 12ε, the first term is less than
1
2ε. The second term satisfies
| exp(2piiη0/ls)− 1| < 2pi
∣∣∣∣η0ls
∣∣∣∣ < 2pi
(
1
2N
)
≤ 12ε.
Therefore ‖wujw∗ − uj‖ < ε for j = s as well. This completes the verification of
Part (1) of the conclusion. Part (3) holds because m1 ∈ nZ by construction.
It remains to prove Part (2). For each j with 1 ≤ j ≤ d, there is ζj ∈ S1 such
that wujw
∗ = ζjuj. Then
wvw∗ = ζl11 ζ
l2
2 · · · ζ
ld
d v.
Thus wv = exp(2piiη)vw for some η ∈ R. By construction we have |ζj−1| < M−1ε0
for j 6= s, and |ζs − exp(2piiη0/ls)| < M−1ε0. It follows that∣∣ζl11 ζl22 · · · ζldd − exp(2piiη0/ls)ls ∣∣ ≤ |ls| · |ζs − exp(2piiη0/ls)|+∑
j 6=s
|lj | · |ζj − 1|
<
d∑
j=1
|lj |M
−1ε0 ≤ ε0.
Therefore
‖wv − exp(2piiη0)vw‖ =
∣∣ζl11 ζl22 · · · ζldd − exp(2piiη0)∣∣ < ε0,
which is the same as | exp(2piiη) − exp(2piiη0)| < ε0. In particular, | exp(2piiη) −
exp(2piiη0)| < ε, as desired. Moreover, η ∈ T and there is no ρ ∈ T ∩ Q such that
| exp(2piiρ)− exp(2piiη0)| < ε0, whence η 6∈ Q.
The proofs of the next two results together parallel the proof of Theorem 1.5 of
[3]. The first of them says, roughly, that higher dimensional noncommutative tori
contain approximately central copies of irrational rotation algebras, constructed
in a special way. Unfortunately, the rotation parameter varies with the degree of
approximation.
Lemma 2.9. Let θ be a nondegenerate skew symmetric real d × d matrix, let
n ∈ N, and let 1 ≤ k ≤ d. Then for every η0 ∈ R, every open set U ⊂ S1 containing
exp(2piiη0), every finite subset F ⊂ Aθ, every finite subset S ⊂ Γ(U) (following
Notation 1.11), and every ε > 0, there exist η ∈ R \Q and
l = (l1, l2, . . . , ld) ∈ Z
d and m = (m1,m2, . . . ,md) ∈ Z
d
such that:
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(1) |η − η0| < ε and exp(2piiη) ∈ U.
(2) x = ul11 u
l2
2 · · ·u
ld
d and y = u
m1
1 u
m2
2 · · ·u
md
d satisfy yx = exp(2piiη)xy.
(3) Following the notation of Theorem 1.10, and with x and y as in Part (2),
let ϕ : Aη → Aθ be the homomorphism such that ϕ(vη) = x and ϕ(wη) = y.
Then ‖[a, ϕ(b(η))]‖ < ε for all a ∈ F and all b ∈ S.
(4) lk = 1 (mod n) and mk = 0 (mod n).
Proof. Let the notation be as in Theorem 1.10 and Notation 1.11.
Without loss of generality ε < 1. Then there is ε0 > 0 such that whenever ζ ∈ S1
satisfies |ζ − exp(2piiη0)| < ε0, there is a unique η ∈ R such that exp(2piiη) = ζ and
|η − η0| < ε.
Without loss of generality ‖a‖ ≤ 1 for all a ∈ F. Replacing U by an open
set V with exp(2piiη0) ∈ V ⊂ V ⊂ U, we may assume every b ∈ S is bounded.
Then without loss of generality ‖b(η)‖ ≤ 1 for all b ∈ S and η ∈ U. Write F =
{a1, a2, . . . , as} and S = {b1, b2, . . . , bt}. Choose polynomials g1, g2, . . . , gt in four
noncommuting variables such that
‖gr(vη0 , v
∗
η0
, wη0 , w
∗
η0
)− br(η0)‖ <
1
7ε
for 1 ≤ r ≤ t. Because the rotation algebras form a continuous field over S1
(Theorem 1.10), there is δ > 0 such that whenever |η−η0| < δ we have exp(2piiη0) ∈
U, and
‖gr(vη, v
∗
η, wη, w
∗
η)− br(η)‖ <
2
7ε
for 1 ≤ r ≤ t.
Choose polynomials f1, f2, . . . , ft in 2d noncommuting variables such that
‖fr(u1, u
∗
1, . . . , ud, u
∗
d)− ar‖ <
ε
7(1 + ε)
for 1 ≤ r ≤ s. Choose (see Proposition 4.3 of [3]) δ0 > 0 such that whenever D is a
C*-algebra and
c1, c2, . . . , c2d, d1, d2, d3, d4 ∈ D
are elements of norm 1 which satisfy ‖[cr, dj ]‖ < δ0 for all j and r, then
‖[fr(c1, c2, . . . , c2d), gj(d1, d2, d3, d4)]‖ <
1
7ε
for 1 ≤ r ≤ s and 1 ≤ j ≤ t.
Apply Lemma 2.8 with θ, n, η0, and k as given, and with min(ε0, δ, δ0) in place
of ε. We obtain η ∈ R \Q and
l = (l1, l2, . . . , ld) ∈ Z
d and m = (m1,m2, . . . ,md) ∈ Z
d.
Set
x = ul11 u
l2
2 · · ·u
ld
d and y = u
m1
1 u
m2
2 · · ·u
md
d .
By the choice of ε0, we may assume that |η−η0| < ε, and by the choice of δ we have
exp(2piiη0) ∈ U. This is Part (1) of the conclusion. Parts (2) and (4) are immediate.
It remains to prove Part (3). Part (1) of the conclusion of Lemma 2.8 and the
choice of δ0 ensure that
‖[fr(u1, u
∗
1, . . . , ud, u
∗
d), gj(x, x
∗, y, y∗)]‖ < 17ε
for 1 ≤ r ≤ s and 1 ≤ j ≤ t. From the choice of δ, we get
‖gj(x, x
∗, y, y∗)‖ < ‖ϕ(bj(η))‖ +
2
7ε < 1 + ε
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for 1 ≤ j ≤ t. Using the choice of the polynomials fr, we therefore get
‖[ar, ϕ(bj(η))]‖ ≤ 2‖ar‖ · ‖ϕ(bj(η)) − gj(x, x
∗, y, y∗)‖
+ 2‖ar − fr(u1, u
∗
1, . . . , ud, u
∗
d)‖ · ‖gj(x, x
∗, y, y∗)‖
+ ‖[fr(u1, u
∗
1, . . . , ud, u
∗
d), gj(x, x
∗, y, y∗)]‖
< 2
(
2ε
7
)
+ 2(1 + ε)
(
ε
7(1 + ε)
)
+
ε
7
= ε
for 1 ≤ r ≤ s and 1 ≤ j ≤ t, as desired.
Proposition 2.10. Let θ be a nondegenerate skew symmetric real d × d matrix.
Let n ∈ N, let ω = exp(2pii/n), let 1 ≤ k ≤ d, and, following Notation 1.1, let
α : Aθ → Aθ the unique automorphism satisfying α(uk) = ωuk and α(ur) = ur for
r 6= k. Then the action of Zn generated by α has the tracial Rokhlin property.
Proof. Let τ be the unique tracial state on Aθ (Theorem 1.9). We will show that
for every ε > 0 and every finite subset F ⊂ Aθ, there are mutually orthogonal
projections e0, e1, . . . , en−1 ∈ Aθ such that:
(1) ‖α(ej)− ej+1‖ < ε for 0 ≤ j ≤ n− 1.
(2) ‖eja− aej‖ < ε for 0 ≤ j ≤ n− 1 and a ∈ F.
(3) 1− nτ(e0) < ε.
We first argue that this is enough to deduce the tracial Rokhlin property. We
must prove Condition (3) in Proposition 2.1. We first recall (see Theorems 6.1
and 7.1 of [32], or Theorems 1.4(d) and 1.5 of [3]) that if p, q ∈ Aθ are projections
with τ(p) < τ(q), then p - q. Also, Aθ has Property (SP) by Theorem 1.4(b) of [3].
If now a nonzero positive element x ∈ Aθ is given, then we may use Property (SP)
to find a nonzero projection p ∈ xAx. Require ε ≤ min(τ(p), 1). Then α(ej) ∼ ej+1.
Let e =
∑n−1
j=0 ej. This gives τ(1−e) = 1−nτ(e0) < ε, whence τ(e0) >
1
n
(1−ε). Now
τ(1−e) < ε, which implies τ(1−e) < τ(p), so that Condition (3) of Proposition 2.1
follows from the comparison result above.
Now we prove Conditions (1), (2), and (3) at the beginning of the proof. Let
the notation be as in Theorem 1.10 and Notation 1.11. Let ε > 0. Choose and fix
η0 ∈ R \ Q. Choose ε1 > 0 such that whenever a0, a1, . . . , an−1 are elements of a
unital C*-algebra D with
‖ajar − δj,raj‖ < ε1 and ‖a
∗
j − aj‖ < ε1
for 0 ≤ j, r ≤ n− 1, then there are mutually orthogonal projections
q0, q1, . . . , qn−1 ∈ D
such that ‖qj − aj‖ <
1
3n
−1ε for 0 ≤ j ≤ n− 1. (For example, apply Definition 2.2
and Lemma 2.3 of [3] with the finite dimensional C*-algebra B taken to be Cn+1,
using in addition the element an = 1−
∑n−1
j=0 aj .) Let p0, p1, . . . , pn−1 ∈ Aη0 be the
projections e0, e1, . . . , en−1 of Lemma 1.13 for η0 in place of η and
1
3ε in place of ε.
Because the rotation algebras form a continuous field over S1 with section algebra
A (Theorem 1.10), we may choose c0, c1, . . . , cn−1 ∈ A such that evη0(cj) = pj
for 0 ≤ j ≤ n − 1, and we can furthermore find δ0 > 0 such that | exp(2piiη) −
exp(2piiη0)| < δ0 implies
‖evη(cj)evη(cr)− δj,revη(cj)‖ < ε1 and ‖evη(cj)
∗ − evη(cj)‖ < ε1
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for 0 ≤ j, r ≤ n− 1. Let V ⊂ S1 be an open set such that exp(2piiη0) ∈ V and such
that ζ ∈ V implies |ζ − exp(2piiη0)| < δ0. Letting cj |V denote the restriction of cj ,
regarded as a section, to V , we get
‖(cj |V )(cr|V )− δj,rcj |V ‖ < ε1 and
∥∥(cj |V )∗ − cj |V ∥∥ < ε1
for 0 ≤ j, r ≤ n− 1, so that there are mutually orthogonal projections
q0, q1, . . . , qn−1 ∈ Γ(V )
such that ‖qj − cj |V ‖ <
1
3n
−1ε for 0 ≤ j ≤ n − 1. Since the restriction map
A = Γ(S1)→ Γ(V ) is surjective, there exist b0, b1, . . . , bn−1 ∈ A such that bj |V = qj
for 0 ≤ j ≤ n− 1.
Let the generators of A be as in Theorem 1.10, and let β ∈ Aut(A) be the unique
automorphism such that
β(v) = ωv, β(w) = w, and β(z) = z.
Let βη ∈ Aut(Aη) be defined by βη(vη) = ωvη and βη(wη) = wη. Then evη ◦ β =
βη ◦ evη. Since β sends continuous sections to continuous sections, there is an open
set U0 ⊂ V such that η0 ∈ U0 and if η ∈ U0 then for 0 ≤ j ≤ n − 1 and with
bn = b0,
‖βη(bj(η)) − bj+1(η)‖ and ‖βη0(bj(η0))− bj+1(η0)‖
differ by less than 13ε. For such η we have bj(η) = qj(η), so, using cj(η0) = pj and
βη0(pj) = pj+1 at the second last step,
‖βη(qj(η)) − qj+1(η)‖ < ‖βη0(qj(η0))− qj+1(η0)‖+
1
3ε
< ‖qj − cj |V ‖+ ‖qj+1 − cj+1|V ‖+ ‖βη0(cj(η0))− cj+1(η0)‖+
1
3ε
< 13n
−1ε+ 13n
−1ε+ 13ε ≤ ε
for 0 ≤ j ≤ n− 1.
Using Lemma 1.12, choose an open set U ⊂ U0 such that η0 ∈ U and if η ∈ U
then for 0 ≤ j ≤ n− 1 we have |τη(qj(η))− τη0(qj(η0))| <
1
3n
−1ε.
Apply Lemma 2.9 with θ, n, k, η0, U, and F as given, with min(ε, δ) in place of
ε, and with S = {q0, q1, . . . , qn−1}. We obtain η ∈ (R \Q) ∩ U and
l = (l1, l2, . . . , ld) ∈ Z
d and m = (m1,m2, . . . ,md) ∈ Z
d.
Set
x = ul11 u
l2
2 · · ·u
ld
d and y = u
m1
1 u
m2
2 · · ·u
md
d ,
so that yx = exp(2piiη)xy. Let ϕ : Aη → Aθ be the homomorphism such that
ϕ(vη) = x and ϕ(wη) = y, and set ej = ϕ(qj(η)) for 0 ≤ j ≤ n − 1. We ver-
ify Conditions (1), (2), and (3) at the beginning of the proof for this choice of
e0, e1, . . . , en−1.
We do Condition (1). Because lk = 1 (mod n) and mk = 0 (mod n), we have
α(x) = ωx and α(y) = y. It follows that α ◦ ϕ = ϕ ◦ βη. Therefore
‖α(ej)− ej+1‖ ≤ ‖βη(qj(η))− qj+1(η)‖ < ε
for 0 ≤ j ≤ n− 1, as desired.
Condition (2) is immediate from Part (3) of Lemma 2.9.
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Finally, we check Condition (3). By uniqueness of the tracial states, we have
τ ◦ϕ = τη. Therefore, using the choice of U at the second step and ‖qj(η0)− pj‖ <
1
3n
−1ε at the third step, we get
τ(ej) = τη(qj(η)) > τη0(qj(η0))−
1
3n
−1ε > τη0(pj)−
2
3n
−1ε.
Therefore
1− nτ(e0) < 1− nτ(p0) +
2
3ε <
1
3ε+
2
3ε = ε.
This completes the proof of (3).
We next need to identify the fixed point algebra of the action in Proposition 2.10
with a suitable higher dimensional noncommutative torus. The following lemma,
suggested by Hanfeng Li, is a substantial generalization of our original statement.
Lemma 2.11. Let θ be a skew symmetric real d× d matrix. Let
M = (mj,k)1≤j,k≤d ∈ GLd(R) ∩Mn(Z),
and set θ˜ = M tθM. Let u1, u2, . . . , ud be the standard generators of Aθ (as in
Notation 1.1), and let u˜1, u˜2, . . . , u˜d be the standard generators ofAθ˜. For 1 ≤ k ≤ d,
define
vk = u
m1,k
1 · u
m2,k
2 · · ·u
md,k
d ∈ Aθ.
Then u˜k 7→ vk extends to an isomorphism Aθ˜ → C
∗(v1, v2, . . . , vd).
Proof. It is easy to check that there exists a homomorphism ϕ : A
θ˜
→ Aθ such that
ϕ
(
u˜k
)
= vk for 1 ≤ k ≤ d, and clearly ϕ(Aθ˜) = C
∗(v1, v2, . . . , vd). We need only
check that ϕ is injective.
Define a group action γ : (S1)d → Aut(Aθ) by γζ1,ζ2,...,ζd(uk) = ζkuk for 1 ≤ k ≤
d and ζ1, ζ2, . . . , ζd ∈ S1. Similarly define γ˜ : (S1)d → Aut(Aθ˜). It is well known
(and is easily checked by averaging monomials in the uk and u˜k over the group)
that the fixed point algebras Aγθ and A
γ˜
θ˜
are both C ·1. In particular, the restriction
of ϕ to Aγ˜
θ˜
is injective.
SinceM ∈Md(Z), we haveM tZd ⊂ Zd, so thatM t descends to a homomorphism
f : (S1)d → (S1)d. This homomorphism is surjective because M is invertible over
R. Define β : (S1)d → Aut(A
θ˜
) by βζ1,ζ2,...,ζd = γ˜f(ζ1,ζ2,...,ζd). Then one checks, by
examining the generators u˜k, that ϕ ◦βζ1,ζ2,...,ζd = γζ1,ζ2,...,ζd ◦ϕ for ζ1, ζ2, . . . , ζd ∈
S1. Injectivity of ϕ|
A
γ˜
θ˜
now implies injectivity of ϕ, since if a is a nonzero positive
element of Ker(ϕ), then averaging over (S1)d gives a nonzero positive element of
Ker(ϕ) ∩ Aγ˜
θ˜
.
Corollary 2.12. Let θ be a nondegenerate skew symmetric real d× d matrix. Let
n ∈ N, let 1 ≤ l ≤ d, and let
B = diag(1, . . . , 1, n, 1, . . . , 1) ∈ GLd(Q),
where n is in the l-th position. Then ABtθB has tracial rank zero if and only if Aθ
has tracial rank zero.
Proof. With uk as in Notation 1.1, set
D = C∗(u1, . . . , ul−1, u
n
l , ul+1, . . . , ud) ⊂ Aθ.
Calculating BtθB, we find that D ∼= ABtθB by Lemma 2.11.
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Let α : Aθ → Aθ the unique automorphism satisfying α(ul) = exp(2pii/n)ul
and α(uk) = uk for k 6= l. We claim that Aαθ = D. That D ⊂ A
α
θ is clear. For
the reverse inclusion, define E : Aθ → Aαθ by E(a) =
1
n
∑n−1
j=0 α
j(a). Then E is a
surjective continuous linear map, so it suffices to show that E
(
um11 u
m2
2 · · ·u
md
d
)
∈ D
for all m = (m1,m2, . . . ,md) ∈ Zd. If ml is divisible by n then u
m1
1 u
m2
2 · · ·u
md
d is
a fixed point of E and is in D, and otherwise E
(
um11 u
m2
2 · · ·u
md
d
)
= 0 ∈ D. This
proves the claim.
Using Proposition 2.10 and Corollary 2.6, the result now follows from Theo-
rem 4.8 of [28].
3. Direct limit decomposition for simple noncommutative tori
In this section, we use the results of the previous two sections to prove that every
simple higher dimensional noncommutative torus is an AT algebra.
The following result is essentially Corollary 6.6 of [18].
Proposition 3.1. Let α be a nondegenerate skew symmetric real bicharacter on
Zn. Suppose that Aα|
Zn−1×{0}
is a simple AT algebra with real rank zero. Then Aα
is a simple AT algebra with real rank zero.
Proof. Let β = α|Zn−1×{0}.We note thatK0(Aβ) ∼= K1(Aβ) ∼= Z
2n−1 by Lemma 1.5
and by repeated application of the Pimsner-Voiculescu exact sequence [31]. In
particular, both groups are finitely generated. Further write Aα = C
∗(Z, Aβ , ϕ)
as in Lemma 1.5, with ϕ homotopic to the identity. Thus, in the notation of [18]
(see the introduction to [18]), ϕ ∈ HInn(Aβ). So the proof of Corollary 6.5 of [18]
shows that the hypotheses of Theorem 6.4 of [18] hold. We know from Lemma 1.9
that Aα = C
∗(Z, Aβ , ϕ) has a unique tracial state. Therefore Theorem 6.4 of [18]
implies that Aα = C
∗(Z, Aβ , ϕ) is a simple AT algebra with real rank zero.
It is worth pointing out another version of the proof. The automorphism ϕ has
the Rokhlin property by Theorem 6.1 of [17] and the preceding remark in [17].
The algebra Aβ has tracial rank zero, since it is a simple unital AT algebra with
real rank zero. Therefore ϕ has the tracial Rokhlin property for actions of Z, by
Theorem 1.12 of [26]. It is approximately inner by Corollary 2.6. So Theorem 3.9
of [24] applies, showing that Aα has tracial rank zero. Now one can conclude that
Aα is an AT algebra by the same proof as for Theorem 3.8. However, tracial rank
zero is all that is really needed here.
Lemma 3.2. The group GLd(Q) is generated as a group by GLd(Z) and all matrices
of the form diag(1, . . . , 1, n, 1, . . . , 1), where n ∈ N is nonzero and is in an arbitrary
position.
Proof. Let G be the subgroup of GLd(Q) generated by GLd(Z) and the matrices
diag(1, . . . , 1, n, 1, . . . , 1). It suffices to show that G contains all of the following
three kinds of elementary matrices:
E
(1)
j (r) = diag(1, . . . , 1, r, 1, . . . , 1),
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where r ∈ Q \ {0} and is the j-th diagonal entry in the matrix; the transposition
matrix E
(2)
j,k , for 1 ≤ j < k ≤ d, which acts on the standard basis vectors by
E
(2)
j,k (δl) =


δl l 6= j, k
δk l = j
δj l = k;
and the matrix E
(3)
j,k (r) for 1 ≤ j, k ≤ n with j 6= k and r ∈ Q, given by
E
(3)
j,k (r)(δl) =
{
δl l 6= k
δk + rδj l = k.
If r = (−1)mp/q with m = 0 or m = 1 and with p and q positive integers, then
E
(1)
j (r) = E
(1)
j ((−1)
m)E
(1)
j (p)
[
E
(1)
j (q)
]−1
,
where the first factor is in GLd(Z) and E
(1)
j (p) and E
(1)
j (q) are among the other gen-
erators of G. The matrix E
(2)
j,k is already in GLd(Z). For E
(3)
j,k (r), we may conjugate
by a permutation matrix, which is in GLd(Z), and split off as a direct summand
a (d − 2)× (d − 2) identity matrix, and thus reduce to the case d = 2, j = 1, and
k = 2. Write r = p/q with p ∈ Z and q ∈ N. Then the factorization
E
(3)
1,2(r) =
(
1 p/q
0 1
)
=
(
q 0
0 1
)−1(
1 p
0 1
)(
q 0
0 1
)
shows that E
(3)
1,2(r) ∈ G.
Corollary 3.3. Let θ be a nondegenerate skew symmetric real d × d matrix. Let
B ∈ GLd(Q). Then ABtθB has tracial rank zero if and only if Aθ has tracial rank
zero.
Proof. Combine Lemma 3.2, Remark 1.2, and Corollary 2.12.
Lemma 3.4. Let θ be a nondegenerate skew symmetric real d × d matrix, with
d > 2. Suppose that there is no subgroup H of Zd of rank d − 1 such that θ|H (in
the sense of Remark 1.4) is nondegenerate. Let r < d − 1 be the maximal rank
of a proper subgroup H of Zd such that θ|H is nondegenerate. Then there exists
B ∈ GLd(Q) such that BtθB has the block form
BtθB =
(
ρ1,1 ρ1,2
(ρ1,2)
t ρ2,2
)
,
with ρ1,1 and ρ2,2 nondegenerate skew symmetric real r × r and (d − r) × (d − r)
matrices, and where all the entries of ρ1,2 are in Z.
Proof. Let H ⊂ Zd be a subgroup of rank r such that θ|H is nondegenerate. Since
θ is not rational, clearly r ≥ 2. Let (v1, v2, . . . , vr) be a basis for H over Z. Choose
vr+1, . . . , vd ∈ Z
d such that (v1, v2, . . . , vd) is a basis for Q
d over Q. For r + 1 ≤
k ≤ d, by hypothesis θ|H+Zvk is degenerate. By Lemma 1.7, there exists xk ∈
spanQ(H ∪ {vk}) \ {0} such that 〈xk, θy〉 ∈ Q for all y ∈ spanQ(H ∪ {vk}). Since
θ|H is nondegenerate, we have xk 6∈ spanQ(H). Therefore vk ∈ spanQ(H ∪ {xk}). It
follows that
vr+1, . . . , vd ∈ spanQ(v1, v2, . . . , vr, xr+1, . . . , xd),
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so that (v1, v2, . . . , vr, xr+1, . . . , xd) is a basis for Q
d. By construction, we have
〈xk, θvl〉 ∈ Q for 1 ≤ l ≤ r and r + 1 ≤ k ≤ d. Choose N ∈ Z \ {0} such that
N〈xk, θvl〉 ∈ Z for 1 ≤ l ≤ r and r + 1 ≤ k ≤ d.
Let B ∈ GLd(Q) be the matrix whose action on the standard basis vectors is
Bδk =
{
vk 1 ≤ k ≤ r
Nxk r + 1 ≤ k ≤ d.
Then for 1 ≤ l ≤ r and r + 1 ≤ k ≤ d, we have
〈δk, B
tθBδl〉 = N〈xk, θvl〉 ∈ Z.
Since BtθB is skew symmetric, this shows that it has a block decomposition of the
required form. It is immediate to check that the two diagonal blocks must be non-
degenerate, since otherwise BtθB would be degenerate, contradicting Lemma 1.8.
Theorem 3.5. Let θ be a nondegenerate skew symmetric real d× d matrix, with
d ≥ 2. Then Aθ has tracial rank zero.
Proof. We prove this by induction on d. For d = 2, the Elliott-Evans Theorem [10]
shows that Aθ is a simple AT algebra with real rank zero, and tracial rank zero
then follows from Proposition 2.6 of [19] (with C as defined in 2.5 of [19]). Suppose
d is given, and the theorem is known for all skew symmetric real k × k matrices
with k < d. Let θ be a nondegenerate skew symmetric real d× d matrix. There are
two cases.
First, suppose that there is a subgroup H0 of Z
d of rank d− 1 such that θ|H0 (in
the sense of Remark 1.4) is nondegenerate. Set
H = {x ∈ Zd : There is n ∈ Z such that nx ∈ H0}.
Then H is also a subgroup of Zd of rank d − 1, and θ|H0 is also nondegenerate.
Moreover, Zd/H is torsion free and therefore isomorphic to Z, from which it follows
that the quotient map splits. Thus there is an isomorphism Zd → Zd which sends
H isomorphically onto Zd−1 ⊕ {0} ⊂ Zd. Accordingly, we may assume that H =
Zd−1 ⊕ {0}. By the induction hypothesis, Aθ|H is a simple AT algebra with real
rank zero. So Proposition 3.1 implies that Aθ is a simple AT algebra with real rank
zero.
Now assume there is no such subgroupH0 of rank d−1. LetB be as in Lemma 3.4,
with
BtθB =
(
ρ1,1 ρ1,2
(ρ1,2)
t ρ2,2
)
,
and where in particular all the entries of ρ1,2 are in Z. Then ABtθB ∼= Aρ for
ρ =
(
ρ1,1 0
0 ρ2,2
)
.
Using the definitions of Aρ, Aρ1,1 , and Aρ2,2 as universal algebras on generators
and relations, one easily checks that Aρ ∼= Aρ1,1 ⊗Aρ2,2 . By the induction hypoth-
esis, both Aρ1,1 and Aρ2,2 are simple AT algebras with real rank zero. Therefore
Aρ1,1 ⊗ Aρ2,2 is a simple direct limit, with no dimension growth, of homogeneous
C*-algebras. Since it has a unique tracial state, Theorems 1 and 2 of [2] imply that
Aρ has stable rank one and real rank zero. This algebra has weakly unperforated
K-theory by Theorem 6.1 of [32]. (Actually, this is true for any direct limit of the
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type at hand.) It now follows from Theorem 4.6 of [21] that Aρ1,1⊗Aρ2,2 has tracial
rank zero. So Corollary 3.3 shows that Aθ has tracial rank zero.
We note that one could use the earlier Theorem 3.11 of [11] to show that Aρ1,1 ⊗
Aρ2,2 is an AT algebra with real rank zero, from which it follows that this algebra
has tracial rank zero. The use of H. Lin’s classification theorem, Theorem 5.2 of [23],
remains essential, because we can only prove that crossed products and fixed point
algebras of actions by finite cyclic groups with the tracial Rokhlin property preserve
tracial rank zero, not that they the property of being an AT algebra or even an
AH algebra.
Remark 3.6. Since the paper [14] remains unpublished, it is worth pointing out
that the proof of Theorem 3.5 does not actually depend on this paper. In the
proof of Lemma 1.13, we need to know that the ordinary irrational rotation alge-
bras have real rank zero, but this follows from Remark 6 of [10]. In the proof of
Proposition 2.10, we need to know that traces determine order on projections in Aθ
whenever Aθ is simple. The proof of this in [3] does not rely on [14], and in any case
an independent proof (valid whenever θ is not purely rational) is contained in [32].
And in the application of Theorem 6.4 of [18] in the proof of Proposition 3.1, we
use the fact that Aα has a unique tracial state, rather than real rank zero, to show
that Kishimoto’s conditions hold.
To finish the proof that Aθ is an AT algebra, we use the following consequence
of H. Lin’s classification theorem [23] for C*-algebras with tracial rank zero. This
result is well known, but we have been unable to find it explicitly in the literature.
Accordingly, we give it here. We include the AH and AF cases as well as the AT case
for convenient reference elsewhere, because they have the same proof, although we
do not use them here.
Recall that an AH algebra is a direct limit of finite direct sums of corners of
homogeneous C*-algebras whose primitive ideal spaces are finite CW complexes.
See, for example, the statement of Theorem 4.6 of [12], except that we omit the
restrictions there on the type of CW complexes which may appear; or see 2.5 of [19].
Proposition 3.7. Let A be a simple infinite dimensional separable unital nuclear
C*-algebra with tracial rank zero and which satisfies the Universal Coefficient The-
orem (Theorem 1.17 of [36]). Then A is a simple AH algebra with real rank zero
and no dimension growth. If K∗(A) is torsion free, then A is an AT algebra. If, in
addition, K1(A) = 0, then A is an AF algebra.
Proof. Theorems 6.11 and 6.13 of [20] show that K0(A) is weakly unperforated and
satisfies the Riesz interpolation property (equivalently, by Proposition 2.1 of [13],
the Riesz decomposition property). We now apply Theorem 4.20 of [12] to find a
unital AH algebra B with real rank zero and no dimension growth whose ordered
scaled K-theory is the same as that of A. Since A is simple, so is the partially
ordered group K0(A), and therefore B is also simple. If K∗(A) is torsion free,
we claim that there is a simple AT algebra B with real rank zero whose ordered
scaled K-theory is the same as that of A. To prove this, note that K0(A) can’t be
Z because A has real rank zero; then we apply the proof of Theorem 8.3 of [9]. (As
noted in the introduction to [9], the part of the order involving K1 is irrelevant in
the simple case.) We can certainly take the groups in the direct limit decomposition
to be torsion free, so that the proof shows that all the algebras in the direct system
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constructed there may be taken to have primitive ideal space the circle or a point.
Then Theorem 4.3 of [9] shows they may all be taken to have primitive ideal space
the circle. This gives the required AT algebra B. Finally, if in addition K1(A) = 0,
following [7] we may find a simple AF algebra B whose ordered scaled K-theory is
the same as that of A.
Proposition 2.6 of [19] (with C as defined in 2.5 of [19]) implies that simple
AH algebras with real rank zero and no dimension growth have tracial rank zero.
In particular, B has tracial rank zero. So the classification theorem for C*-algebras
with tracial rank zero, Theorem 5.2 of [23], implies that A ∼= B.
Theorem 3.8. Let θ be a nondegenerate skew symmetric real d× d matrix, with
d ≥ 2. Then Aθ is a simple AT algebra with real rank zero.
Proof. Using Theorem 1.17 of [36] (see the preceding discussion for the definition of
N ), it follows from Lemma 1.5 that Aθ satisfies the Universal Coefficient Theorem.
Clearly Aθ is separable and nuclear. Since
K0(Aβ) ∼= K1(Aβ) ∼= Z
2n−1
by Lemma 1.5 and by repeated application of the Pimsner-Voiculescu exact se-
quence [31], Theorem 3.5 and Proposition 3.7 imply that Aθ is a simple AT algebra
with real rank zero.
We now consider the isomorphism and Morita equivalence classification of simple
higher dimensional noncommutative tori. For a nondegenerate skew symmetric real
d × d matrix θ, Elliott [8] has determined the range of the unique tracial state τθ
acting on K0(Aθ), in terms of the “exterior exponential” exp∧(θ) : Λ
evenZd → R.
We regard θ as a linear map from Zd ∧Zd to R. Following [8], if ϕ : ΛkZd → R and
ψ : ΛlZd → R are linear, we take, by a slight abuse of notation, ϕ∧ψ : Λk+lZd → R
to be the functional obtained from the alternating functional on (Zd)k+l defined as
the antisymmetrization of
(x1, x2, . . . , xk+l) 7→ ϕ(x1 ∧ x2 ∧ · · · ∧ xk)ψ(xk+1 ∧ xk+2 ∧ · · · ∧ xk+l).
In a similar way, we take ϕ ⊕ ψ : ΛkZd ⊕ ΛlZd → R to be (ξ, η) 7→ ϕ(ξ) + ψ(η).
Then by definition
exp∧(θ) = 1⊕ θ ⊕
1
2 (θ ∧ θ)⊕
1
6 (θ ∧ θ ∧ θ)⊕ · · · : Λ
evenZd → R.
Elliott’s result for the nondegenerate case is then as follows.
Theorem 3.9. Let θ be a nondegenerate skew symmetric real d× d matrix. Then
there is an isomorphism h : K0(Aθj )→ Λ
evenZd such that exp∧(θ) ◦h = (τθj )∗, and
such that h([1]) is the standard generator 1 ∈ Λ0(Zd) = Z.
Proof. This is 1.3, Theorem 2.2, and Theorem 3.1 of [8].
For the Morita equivalence result, we need the following lemma.
Lemma 3.10. Let G1 and G2 be finitely generated free abelian groups with the
same rank, and let f1 : G1 → R and f2 : G2 → R be homomorphisms with the same
range. Then there exists an isomorphism g : G1 → G2 such that f2 ◦ g = f1.
Proof. Let D ⊂ R be the common range. Then D is a finitely generated subgroup
of R, so is free. Let t1, t2, . . . , tk ∈ D form a basis.
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Choose η1, η2, . . . , ηk ∈ G1 such that f1(ηj) = tj for 1 ≤ j ≤ k. Choose elements
ηk+1, ηk+2, . . . , ηn ∈ G1 which form a basis for Ker(f1).We claim that η1, η2, . . . , ηn
form a basis for G1. To prove linear independence, suppose
∑n
j=1 αjηj = 0. Apply
f1 to get α1 = α2 = · · · = αk = 0, and use linear independence of ηk+1, ηk+2, . . . , ηn.
To show that they span G1, let η ∈ G1, choose α1, α2, . . . , αk ∈ Z such that
f1(η) =
∑k
j=1 αjtj , and use η −
∑k
j=1 αjηj ∈ Ker(f1) to write this element as
an integer combination of ηk+1, ηk+2, . . . , ηn.
Similarly, there is a basis µ1, µ2, . . . , µn for G2 such that g(µj) = tj for 1 ≤ j ≤ k
and g(µj) = 0 for k + 1 ≤ j ≤ n. (It has the same number of elements because
G1 and G2 have the same rank.) The required isomorphism g is now defined by
specifying g(ηj) = µj for 1 ≤ j ≤ n.
Theorem 3.11. Let θ1 and θ2 be nondegenerate skew symmetric real d×dmatrices,
with d ≥ 2. Then Aθ1 is strongly Morita equivalent to Aθ2 if and only if there exists
λ > 0 such that exp∧(θ1) and λ exp∧(θ2) have the same range.
Proof. By Theorem 3.9, the condition is equivalent to the existence of λ > 0 such
that (τθ1)∗ and λ(τθ2)∗ have the same range.
The condition is certainly necessary. For sufficiency, use Lemma 3.10 to find
an isomorphism g : K0(Aθ1) → K0(Aθ2) such that λ(τθ2)∗ ◦ g = (τθ1)∗. Since Aθ2
has tracial rank zero, there are n ∈ N and a projection p ∈ Mn(Aθ2) such that
[p] = g([1]). Then Aθ1 and pMn(Aθ2)p have isomorphic Elliott invariants, so Aθ1
∼=
pMn(Aθ2)p by Theorem 5.2 of [23].
For the isomorphism classification, we have:
Theorem 3.12. Let θ1 and θ2 be nondegenerate skew symmetric real d×dmatrices,
with d ≥ 2. Then Aθ1 ∼= Aθ2 if and only if there is an isomorphism g : Λ
evenZd →
ΛevenZd such that exp∧(θ2) ◦ g = exp∧(θ1) and such that g sends the standard
generator 1 ∈ Λ0(Zd) = Z to itself.
Proof. By Theorem 3.9, the condition is equivalent to isomorphism of the Elliott
invariants of Aθ1 and Aθ2 . Apply Theorem 5.2 of [23].
One might hope that it would suffice to require that (τθ1)∗ and (τθ2)∗ have the
same range. We show by example that this is not true.
Example 3.13. Choose β, γ ∈ R such that 1, β, γ are linearly independent over Q.
Set
θ1 =

 0 β γ−β 0 25
−γ − 25 0

 and θ2 =

 0 β γ−β 0 15
−γ − 15 0

 .
We claim that:
(1) θ1 and θ2 are nondegenerate.
(2) (τθ1)∗ and (τθ2)∗ have the same range.
(3) Aθ1 6∼= Aθ2 .
Set λ1 =
2
5 and λ2 =
1
5 , giving
θl =

 0 β γ−β 0 λl
−γ −λl 0

 .
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To prove (1), we verify the condition of Lemma 1.7. Thus, suppose x ∈ Qd and
〈x, θly〉 ∈ Q for all y ∈ Qd. Putting y = (1, 0, 0), we get −βx2 − γx3 ∈ Q, whence
x2 = x3 = 0. Putting y = (0, 1, 0) and using x3 = 0, we get βx1 ∈ Q, whence
x1 = 0. So x = 0, proving nondegeneracy.
For the proofs of (2) and (3), apply Theorem 3.9 to θ1 and θ2, obtaining isomor-
phisms h1 and h2. Use exp∧(θl) ◦ hl = (τθl)∗, and identify Λ
2Z3 with Z3 in such
a way that θl, regarded as a linear map from Z
d ∧ Zd to R, sends the standard
basis elements to λl, β, and γ. Thus there are isomorphisms hl : K0(Aθl) → Z
4
such that hl([1]) = (1, 0, 0, 0) and such that the map fl : Z
4 → R given by n 7→
n1 + λln2 + βn3 + γn4 satisfies (τθl)∗ = fl ◦ hl.
We prove (2) by showing that the ranges of f1 and f2 are equal to
1
5Z+βZ+γZ.
This is obvious for f2. Also, it is obvious that
1, 25 , β, γ ∈ f1(Z
4) ⊂ 15Z+ βZ+ γZ,
whence also f1(Z
4) = 15Z+ βZ+ γZ.
We turn to the proof of (3). It suffices to show that there is no isomorphism
g : Z4 → Z4 such that f2 ◦g = f1 and g(1, 0, 0, 0) = (1, 0, 0, 0). Suppose we had such
a map g. The equation g(1, 0, 0, 0) = (1, 0, 0, 0) determines the first column of the
matrix of g. Since
f2(0, 2, 0, 0) =
2
5 , f2(0, 0, 1, 0) = β, and f2(0, 0, 0, 1) = γ,
the other columns are determined by
g(0, 1, 0, 0) ∈ (0, 2, 0, 0) + Ker(f2), g(0, 0, 1, 0) ∈ (0, 0, 1, 0) + Ker(f2),
and
g(0, 0, 0, 1) ∈ (0, 0, 0, 1) + Ker(f2).
Now
Ker(f2) = {(−r, 5r, 0, 0) ∈ Z
4 : r ∈ Z}.
So there are r, s, t ∈ Z such that
g =


1 −r −s −t
0 2 + 5r 5s 5t
0 0 1 0
0 0 0 1

 .
Now g can be invertible only if 2 + 5r = ±1, which is not possible for r ∈ Z. This
proves (3).
We do, however, get the following result. Recall that the opposite algebra Aop
of a C*-algebra A is the algebra A with the multiplication reversed but all other
operations, including the scalar multiplication, the same.
Corollary 3.14. Let θ be a nondegenerate skew symmetric real d×d matrix, with
d ≥ 2. Then (Aθ)op ∼= Aθ.
Proof. Using classification (for example, Theorem 5.2 of [23]), one sees that every
simple AT algebra A with real rank zero is isomorphic to its opposite algebra,
because the ordered K-theory of Aop is the same as the ordered K-theory of A.
As far as we know, it is unknown whether (Aθ)
op ∼= Aθ for general degenerate θ.
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Corollary 3.15. Under the hypotheses of Proposition 2.10, and with the additional
condition n 6= 1, the action of Zn on Aθ generated by α does not have the Rokhlin
property.
Proof. Clearly this action is trivial on K∗(Aθ). It follows from Theorem 3.8 that
the hypotheses on the algebra in Theorem 3.5 of [16] are satisfied. This theorem
implies, in particular, that if the action had the Rokhlin property, then Aθ would
be isomorphic to its tensor product with the n∞ UHF algebra. The K-theory shows
this is impossible.
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