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1. Einleitung 
In diesem Arbeitsbericht soll ein von mir entwickeltes Programmpaket1 , TVP, vorgestellt werden, 
das sich zur Maximum Likelihood Schätzung von State Space Modellen, insbesondere aber zur 
Schätzung von Modellen mit zeitvariierenden Parametern eignet. TVP ist vollkommen menügesteu-
ert, und daher (hoffentlich) sehr anwenderfreundlich, was bei in GAUSS programmierten Program-
men keine Selbstverständlichkeit ist. 
Meine Motivation zur Entwicklung dieses Programms bestand in dem Umstand, daß es viele interes-
sante Anwendungsgebiete für Modelle mit zeitvariierenden Parametern gibt und meines Wissens kein 
öffentlich zugängliches Softwarepaket verfügbar ist, das in der Lage wäre, diese Modelle mit Maxi-
mum Likelihood Methoden zu schätzen. Die großen Softwareprodukte SAS und IAS aber auch RATS 
lassen zwar die Behandlung von State Space Modellen teilweise zu, die sogenannten Hyperparameter 
können aber nicht geschätzt, sondern müssen a-priori festgelegt werden. Damit sind diese Optionen 
für die meisten Anwendungsfälle praktisch wertlos. Es gibt allerdings ein interessantes Softwarepro-
dukt, das in der Lage ist, State Space Modelle tatsächlich zu schätzen, nämlich das an der London 
School of Economics entwickelte STAMP. Die Einschränkung von STAMP 3.0 besteht allerdings 
darin, daß nur sogenannte zeitinvariante Modelle2 geschätzt werden können. Dies reicht zwar zur 
Behandlung von sog. strukturellen Zeitreihenmodellen3 bzw. zur Schätzung von ARIMA-Modellen 
aus, nicht jedoch zur Schätzung von Regressionsmodellen mit zeitvariierenden Parametern. TVP 
kennt diese Beschränkung nicht! 
Generell sind Modelle mit zeitvariierenden Parametern immer dann sinnvoll, wenn die untersuchte 
Struktur sich im Zeitablauf verändert hat. Traditionelle Schätzverfahren wie OLS, das ja konstante 
Koeffizienten voraussetzt, würden in diesem Falle verzerrte Schätzergebnisse liefern. Prinzipiell ist es 
mit OLS-Methoden, z.B. Chow-Tests, möglich, Strukturbrüche aufzudecken (abgesehen von der 
Schwierigkeit, den Zeitpunkt des Strukturbruchs herauszufinden). Wenn sich aber die Struktur im 
Zeitablauf graduell verändert hat, stößt man mit den herkömmlichen Methoden bald an Grenzen. Es 
läßt sich in diesem Fall zwar meist noch immer feststellen, daß sich etwas verändert hat, aber die 
entscheidenden Fragen wann und wie stark bleiben unbeantwortet. Im Gegensatz dazu liefern Re-
gressionen mit zeitvariierenden Parametern Schätzwerte der gesuchten Parameter (plus Konfidenz-
intervalle) zu jedem Zeitpunkt des Samples bzw. Prognosen für deren weitere Entwicklung. Man 
schätzt also nicht bloß Parameter wie bei OLS, sondern Trajektorien von Parametern. Wie man sich 
leicht vorstellen kann, ist der dabei benötigte Schätzaufwand erheblich größer (etwa das 1000-fache) 
als bei OLS. Die Anwendungsgebiete für solche Methoden sind daher in erster Linie das Aufdecken 
und die Quantifizierung von Strukturänderungen (vgl. Garbade 1977), Überprüfung der Stabilität von 
Verhaltensgleichungen (Geldnachfrage, Konsumfunktion, etc.), Prognosen für den Fall variierender 
Parameter und das Testen von Theorien, sofern diese Strukturäncierungen implizieren bzw. erwarten 
lassen (vgl. z.B. Gordon 1989). 
Im folgenden Abschnitt 2 wird das Programm TYP näher vorgestellt, wobei zuerst die mathe-
matischen und statistischen Grundlagen von Modellen mit zeitvariierenden Parametern dargeStellt 
1 Interessenten können sich für weitere Informationen oder den Erwerb einer Lizenz direkt an den Autor 
wenden. 
2 Zur Definition dieser Modelle siehe Harvey 1989, S. 133 ff. 
3 Vgl. Harvey 1989, insbesondere S. 44 ff. 
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werder insbesondere State Space Formen, Kaiman-Filter, ,.Prediction Error Decomposition" bzw. die 
entsprechenden Likelihood Funktionen und Smoothing Algorithmen. Weiters wird auf die besonderen 
Schätzprobleme, die bei solchen Modellen auftreten, insbesondere die Konvergenzprobleme beim 
Maximieren der Likelihoodfunktion, eingegangen und beschrieben, welche Anstrengungen bei der 
Entwicklung von TVP unternommen wurden, diese Probleme halbwegs in den Griff zu bekommen. 
Anschließend wird in Abschnitt 3 ein Vergleich mit dem Programmpaket STAMP durchgeführt. 
Dabei werden zwei strukturelle Zeitreihenmodelle sowohl mit ST AMP als auch mit TVP geschätzt 
und die Lösungen verglichen. Es zeigt sich, daß diese im ersten Fall (RAINFALL in Brazil) fast genau 
übereinstimmen, im zweiten Fall (Zeitreihe SPINL) die Resultate aber differieren. Eine genauere 
Untersuchung dieses Umstandes führt allerdings zum Ergebnis, daß TVP das wahre Optimum findet, 
während STAMP in diesem speziellen Fall ein suboptimales Ergebnis liefert. 
In Abschnitt 4 wird ein zugegebenermaßen nicht sehr originelles Anwendungsbeispiel präsentiert: die 
Untersuchung der Stabilität der Geldnachfrage in Österreich. Dieses Beispiel (das mit STAMP nicht 
mehr zu behandeln wäre) wurde gewählt, weil die Stabilität der österreichischen Geldnachfrage mit 
herkömmlichen Methoden bereits des öfteren untersucht wurde und ein Vergleich der Ergebnisse 
daher möglich ist. 
Schließlich werden in einem Anhang noch sämtliche Programmfunktionen bzw. Programmoptionen 
von TVP im Überblick anhand eines weiteren Beispiels - der österreichischen Phillipskurve - dar-
gestellt. Dieser Anhang soll auch als Manual für TVP dienen. 
2. Mathematisch-statistische Grundlagen von Modellen mit zeitvariierenden Parametern 
2.1 Statc Spacc Form 
Gegeben sei folgendes Regressionsmodell: 
Y, = x,ß, + u,, I = l, ... ,n 
y, = abhängige Variable 
x, = 1 x k Vektor der unabhängigen Variablen. Diese müssen schwach (weak) exogen sein. 
ß, = k x I Vektor der Regressionskoeffizienten. 
u, = White Noise Störterm, mit E(u,)= 0, V(u,) = a;. 
(1) 
Der Unterschied zu einem gewöhnlichen Regressionsmodell besteht in der Zeitindexierung von ß„ 
d.h. ß kann sich im Zeitablauf verändern. 
Um diese Änderungen schätzen zu können, muß allerdings spezifiziert werden, in welcher Weise 
diese sich verändern dürfen. Dazu wird im allgemeinen folgendes statistisches Modell für P, postu-
liert (Markow Prozeß 1. Ordnung): 
ß, = Tß,_1 + Re, (2) 
Dabei gilt: T = k x k Matrix, R = k x k Matrix und e, = k x I normal verteilter white noise Störtenn, 
also e, ~ N(O,a;t" ), wobei a;I:" die diagonale k x k Varianz-Kovarianzmatrix von e, darstellt. Die 
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einzelnen Komponenten von e, sind also voneinander unabhängig. Die Varianz-Kovarianzmatrix von 
Re, ist daher cr;RLeeR'. Außrdem sei e, von u, unabhängig verteilt. 
Dieses Modell ist sehr flexibel. Setzt man zum Beispiel T = R = I (Einheitsmatrix) erhält man: 
ß, = ß,-1 +e,. 
ß, gehorcht dann einem Random Walk. Dies ist die Standardannahme für Modelle mit zeit-
variierenden Parametern. Sie ermöglicht es, daß sich die Parameter im Zeitablauf in beliebiger 
Richtung entwickeln können. Damit kann eine sehr große Klasse von möglichen Struktur-
veränderungen erfaßt werden.4 Selbstverständlich können mit TVP aber auch Fälle für Tt:I und Rt:I 
behandelt werden. Sind beispielsweise die Absolutbeträge der Eigenwerte von T kleiner eins, spricht 
man vom „return to normality" Modell (vgl. dazu z.B. Chow 1984 S. 1234 ff.). Ist L,, gleich der 
Nullmatrix und T=I, reduziert sich das Modell zum Standardregressionsmodell. 
Gleichung (1) und (2) zusammen bilden bereits eine State Space Form, wobei (1) der „measurement 
equation" und (2) der „transition equation" entspricht. ß, kann dann als „state vector" interpretiert 
werden. Weiters bilden x,, T, R, er; bzw. L,, die sogenannten Systemmatrizen, die als exogen ange-
nommen werden. Das Modell ist nicht zeitinvariant, da eine Systemmatrix - nämlich x, - naturgemäß 
vom jeweiligen Zeitpunkt abhängig ist. 
2.2 Kaiman-Filter 
State Space Modelle können mit Hilfe des sog. Kalman-Filter sehr elegant behandelt werden. Der 
Kaiman-Filter besteht aus einer Gruppe von Gleichungen, die es erlauben, einen Schätzer in optimaler 
Weise zu revidieren, sobald neue Information verfügbar wird. Dabei wird in zwei Schritten vor-
gegangen - ,,prediction" und „updating". Nehmen wir in unserem Fall an, daß ein Startwert 
( erwartungstreuer Schätzer) b0 für ß0 verfügbar ist und außerdem die Kovarianzmatrix von b0, 
cr,;cov O, bekannt ist. 
Aufgrund von Gleichung (2) ist der optimale Schätzwert für die Periode 1, gegeben die Information 
zum Zeitpunkt 0, für ß gleich: 
oder allgemein: 
b,11-1 = T b,_u,-1 · (3) 
Subtrahiert man von beiden Seiten von (3) ß, (unter Berücksichtigung von (2)) so erhält man einen 
Ausdruck für den Schätzfehler: 
( b,,1-1 - ß,) = T( b,-u1-1 - ß1_1) - Re, . (4) 
Da der Erwartungswert der rechten Seite gleich Null ist, stellt (3) einen unverzerrten Schätzer für ß, 
dar. Aus (4) kann direkt die Kovarianzmatrix von b,1,_1 berechnet werden: 
4 Regelrechte Strukturbrüche jedoch nicht. Die daraus entstehende Verzerrung wird in Garbade 1977 unter-
sucht. Dort wird gezeigt, daß das Random Walk Modell selbst bei Strukturbrüchen sehr 'brauchbare' Ergebnisse 
liefert. Verzerrungen treten nur unmittelbar vor bzw. nach dem Strukturbruch auf. 
E[ ( ~,o _ ßi X b110 _ ß)'] = er;Tcov0 T' + er;R Lu R', 
oder allgemein: 
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E[(b _ a )(b _ a )'] = er2cov,,t-1 = er;Tcov1_111_1T' + o-;R :E„ R'. (5) ,11-1 JJ, 111-t JJ, " 
Gleichung (3) und (5) stellen die sogenannten „prediction equations" des Kaiman-Filter dar. 
S b ld zum Zeitpunkt I neue Information in Form von y, und x, verfügbar wird, können sowohl ß,1,_1 o a d. · ) 
1 1 . ·d·ert ,verden Dazu benötigt man zuerst den Prognosefehler (pre 1ctlon error v,: a s auc 1 co,·1.,_ 1 rev1 1 • 
wobei E( v,) = 0 und 
v, = Y, - Y11t-1 = Y, - x,b,11-1 
=x(ß, -b1,t-1)+u1 
I'( l',) = E( v;) = E[x,(ß, - b,11 _1 )(ß, - b,11 _1 )' x'] + er; = er;x,cov111-1x; + o-; = o-;f,, 
mit f, = (x,cov,,1_,x; + l). 
(6) 
Die Information des Prognosefehlers kann nun verwendet werden, sowohl b,1,_1, als auch cov,1,.1 zu 
revidieren: 
b = b + cov,11_,x:(y, - x, b,11_1 ) 
tlt t/t-1 f, ' (7) 
cov t1t-1x' x,cov,11_1 
f, cov11, = cov,11_1 
(8) 
Gleichungen (7) und (8) stellen die sog. ,,updating equations" des Kalman-Filters dar. Ihre Herleitung 
ist nicht mehr so einfach wie die der „prediction equations" und unterbleibt hier deshalb 5 • Die 
Intuition besteht aber darin, daß der Prognosefehler in optimaler Weise den einzelnen System-
komponenten u, bzw. b, zugeordnet wird, wobei dafür die in cov,1,_1 enthaltene Information verwertet 
wird. Ist etwa die Varianz der ersten Komponente von b,11_1 besonders groß (und damit die Kovarianz 
zwischen dieser Komponente von b,11_1 und v,), wird ein Gutteil des Prognosefehlers dieser Kompo-
nente zugeordnet und diese daher entsprechend stark revidiert. 
Auffallend an den Kaiman-Filter-Gleichungen (3), (5), (7) und (8) ist weiters, daß diese von der 
Varianz des Störterms u„ er;, unabhängig sind. Dies war auch der Grund, warum alle Kovarianzma-
trizen in der Form o-;cov angeschrieben wurden. Dieser Umstand ermöglicht es auch, wie in Ab-
schnitt 2.3 gezeigt wird, daß a; aus der Likelihoodfunktion eliminiert werden kann. 
2.3 Likelihood Funktion 
Bei der Initialisierung des Kaiman-Filters wurde von bekannten Systemmatrizen o-;, T, R und :Eee 
und gegebenen Werten für b0 und cov0 ausgegangen. Doch im allgemeinen sind diese zumindest zum 
Teil unbekannt und müssen daher geschätzt werden. (Was die Anfangswerte b0 und cov0 betrifft, so 
spricht man in diesem Zusammenhang vom Startwertproblem, welches in Abschnitt 2.4 behandelt 
5 
Im wesentlichen wird dabei b,,,, als b,., 1 plus einer linearen Kleinstquadratproiektion von (ß -b ) auf die 
_ _ 'J I tlt-1 
neue Information Y, -x,b,,,.1 = v, dargestellt; siehe dazu z.B. Harvey 1981, S. 108-110. 
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wird.) Die Systemmatrizen u;, T, R und Lee können mit Hilfe eines Maximum Likelihood-Ansatzes 
geschätzt werden. Dabei macht man sich den Umstand zunutze, daß die Wahrscheinlichkeitsdichte 
von abhängigen Beobachtungen mittels der sog. Prognosefehlerzerlegung (prediction error decompo-
sition) relativ einfach dargestellt werden kann. Auf eine ausführliche Herleitung wird hier verzichtet 
(vgl. z.B. Harvey 1981, S. 12-17), die zentrale Idee besteht jedoch darin, die gemeinsame (log)-
Dichte einer Zeitreihe y1, ••• , Yn als Summe der gemeinsamen Dichte von (y1, ••• , Yn.1) und der beding-
ten Dichte von (yn I Yn-t• ... , y1) darzustellen: 
log L(y) = log f(Yi···Yn-1 )+ log l(YnlYn-1'· .. ,Yi). (9) 
Diese Zerlegung folgt aus dem bekannten Satz: 
Pr(A) = Pr(AIB) · Pr(B). 
Da der erste Summand von (9) in wiederholter Weise genauso zerlegt werden kann, folgt: 
n 
log L(y) = })og l(Y,IY,-i, ... ,YJ)+ log f(y1 ). (10) 
1=2 
Dabei entspricht logl(y1) der unbedingten Verteilung von y1• Der Mittelwert der bedingten Vertei-
lung l(y,ly,_1, •• ., Yi) entspricht dem bedingten Erwartungswert von y,, gegeben die vorausgegangenen 
Beobachtungen. Die bedingte Verteilung f(y,jy1_1, •• .,y1) kann daher auch als Verteilung der beding-
ten Schätzfehler um den bedingten Erwartungswert interpretiert werden, wobei als wichtiges Faktum 
anzumerken ist, daß diese bedingten Erwartungsfehler konstruktionsbedingt unkorreliert sind. Unter 
der Normalverteilungsannahme kann daher die Dichte (10) in die gemeinsame Dichte der Prognose-
fehler 
v, = Y, -E(Y,IY,-1' ... , Y1 ), E(v,)= 0, V(v,) = u;J,, 
zerlegt werden: 
n n 1 " 1 " v 2 log L(y) = -- log 21e-- log u,~ -- L/, --u,~2 L ....!... 
2 2 2 t=I 2 t=I /, 
(11) 
Da sowohl v, als auch/, als „Nebenprodukte" der Kaiman-Filter-Rekursion anfallen (vgl. GI. (6)), läßt 
sich die Likelihoodfunktion (11) auf geradezu natürliche Weise mittels des Kaiman-Filters für 
gegebene Systemmatrizen u;, T, R und I:e, ermitteln. Weiters können unbekannte Komponenten der 
Systemmatrizen gemäß dem Maximum Likelihood Prinzip durch Maximierung von (11) ermittelt 
werden, wobei man aber im allgemeinen zuerst u; aus der Likelihoodfunktion eliminiert. Differentia-
tion von (11) nach a; und Nullsetzen liefert: 
1 n 2 
c5-2 =-12.. 
u n t=I J, 
(12) 
Setzt man (12) in (11) ein, erhält man die sog. Konzentrierte Likelihoodfunktion: 
1 n vl l n 
log L(y) = log-L _!_ + - L log/, + const 
n 1=• J, n 1=• 
(13) 
GI. (13) kann nun bezüglich der unbekannten Parameter maximiert werden. Anschließend kann a-; 
gemäß GI. (12) berechnet werden. 
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2.4 Startwete 
Bei der bisherigen Behandlung wurde stets von gegebenen Anfangswerten für die Kaiman-Filter-
Rekursion b0 und cov O ausgegangen. Diese sind jedoch regelmäßig unbekannt. Bei der Behandlung 
dieses Stratwertproblems muß man unterscheiden, ob die entsprechende Komponente des State 
Vektors als stationär oder nicht stationär vorausgesetzt wird. Im stationären Fall ist das Problem 
relativ einfach zu lösen. Als Startwerte fungieren Erwartungswert und Kovarianzmatrix der unbeding-
ten Verteilung von ß,. In unserer Formulierung der State Space Form ist der Erwartungswert gleich 
Null und die Kovarianzmatrix die Lösung folgender Matrixgleichung, welche bei Stationarität aus GI. 
(2) folgt: 6 
cov0 =Tcov0 T+RL„R'. 
• vec( COVo) = [ I -T© Tr vec(R L,,R' ). 
wobei T und R L„R' die den stationären Komponenten entsprechenden Teilmatrizen von T und 
R :E„ R' repräsentieren. 
Ist die entsprechende Komponente des State Vektors nicht stationär, kann keine Verteilung für ßo 
angegeben werden. Man kann allerdings eine Verteilung für ßk aus den ersten k Beobachtungen 
ermitteln, wobei k die Anzahl der nicht stationären Elemente des State Vektors ist. Auch hier sind 
mehrere Verfahren möglich. Die einfachste und verbreitetste Methode besteht darin, den Kaiman-
Filter mit b0 = 0 (unbedingter Erwartungswert) und cov0 = KI zu initialisieren, wobei Keine große 
endliche Zahl ist. Nach k Kaiman-Filter-Iterationen erhält man bk und covk, die dann in weiterer Folge 
als Anfangswerte des Kaiman-Filter dienen. Die Likelihoodfunktion (11) bzw. (12) und (13) wird 
dann jeweils für die restlichen n-k Beobachtungen berechnet. Dabei werden die ersten k Beobach-
tungen als fix in wiederholten Stichproben angenommen, d.h. bk bzw. covk sind ebenfalls fix. Die 
Größe K I kann bei dieser Methode als Kovarianzmatrix einer diffusen „Prior" interpretiert werden. 
Bei einem anderen Verfahren wird bk und covk mittels eines relativ aufwendigen GLS-Ansatzes unter 
Verwendung der ersten k Beobachtungen berechnet. Basis dieses Ansatzes ist der Umstand, daß 
gemäß (2) ß1, ••• , ßk-l durch rekursives Einsetzen als Funktion von A dargestellt werden können, vor-
ausgesetzt, daß T invertierbar ist: 
ß1 =Tßk-1 +ek • ßk-1 =T-1ßk -T-1ek 
ßk = T2 ß1-2 + e* + Tek-1 • ßk-2 = T-2 ßk -T-2ek -T-1ek-1 
usw. 
Gleichung (l) läßt sich dann beispielsweise für den Zeitpunkt k-1 folgendermaßen anschreiben: 
Yk-1 =xk-1T-1ßk -xk_1T-1ek +ek-1· 
..________,___, 
Ük-1 
(14) 
(15) 
So eine Darstellung kann für jeden Zeitpunkt k-1, ... , 1 gefunden werden. Zu beachten ist, daß der 
neue Störterm, ük, konstruktionsbedingt autokorreliert ist. Daher muß dieses System nun mit GLS 
6 Vgl. Harvey 1981, S. ll l ff. 
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geschätzt werden.7 Weiters sei angemerkt, daß bei dieser Interpretation ß1 als fix (in wiederholten 
Stichproben) angesehen wird.8 
Welches der beiden vorgestellten Verfahren das bessere ist, läßt sich nur schwer beantworten. In TVP 
sind jedenfalls beide Methoden verfügbar. Der Nachteil der ersten Methode besteht in der will-
kürlichen Wahl von K. Dieses sollte möglichst groß sein, doch ein zu großer Wert führt regelmäßig zu 
numerischen Problemen. Aber auch die GLS-Methode kann zu erheblichen numerischen Problemen 
führen, insbesondere dann, wenn u; sehr klein oder das Problem generell schlecht konditioniert ist 
(z.B. extrem flache Likelihood Funktion). Bei gut konditionierten Problemen führen beide Methoden 
zum gleichen Ergebnis (wobei die Rechenzeit bei der ersten Methode wesentlich kürzer ist). Bei 
schlecht konditionierten Problemen können die Ergebnisse zum Teil beträchtlich abweichen, wobei 
unklar ist, ob etwaige Rundungsfehler eher dem ersten oder dem zweiten Verfahren zuzurechnen sind, 
oder ob die Abweichung auf eine Verzerrung beim ersten Verfahren zurückzuführen ist (zu kleines 
K). 
2.5 Smoothing 
Die mit Hilfe des Kaiman-Filter ermittelten Schätzwerte b,1, verwenden nur die Information bis zum 
Zeitpunkt t. Der einzige Schätzer, der die gesamte vorhandene Information ausnützt ist b,,,,,,. Mit Hilfe 
eines sog. Smoothig-Algorithmus kann man allerdings auch Schätzwerte b,1„ ermitteln, also einen 
Schätzer für ß,, der die gesamte Information verwertet. Die Formeln für den Smoothing-Algorithmus 
lauten (vgl. Harvey 1981, S. 115 ff.): 
(16) 
·c ) . , COV//n = COV111 + COV1 COVl+l/n - COVl+l/t COV1 , (17) 
b · • T' -i 1 I wo e1: cov, = cov,11 cov,+11,, t = n - , ... , . (I 8) 
Der Smoothing-Algorithmus wird dabei im allgemeinen mit den letzten Schätzwerten für ß, und cov, 
aus der Kaiman-Filter-Rekursion begonnen und durch rekursives Einsetzen die entsprechenden 
Schätzwerte b,1„ und covlf„ gewonnen. Bei dieser Rekursion gehen sowohl die Kalman-Filter-
Schätzwerte b,1, und cov,1,, als auch die Smoothing-Schätzer b,+11„ und cov,+ 11„ ein.9 Die Smoothing-
Schätzer sind jedenfalls unter unseren Voraussetzungen MMSLE (Minimum mean square linear 
estimator) für ß, und verwenden daher die gesamte verfügbare Information in optimaler Weise. 
2.6 Konvergenzprobleme bei der Maximum Likelihood Schätzung der Hyperparameter 
Bevor mittels Kaiman-Filter- bzw. Smoothing Algorithmen optimale Schätzwerte für ß bzw. deren 
Standardfehler ermittelt werden können, müssen die sog. Hyperparameter geschätzt werden. In 
7 Für eine detaillierte Herleitung dieses GLS-Ansatzes siehe Chow 1984, S. 1220 ff. 
8 Siehe Chow 1984, S. 1235. 
9 Hier wird im wesentlichen b als b plus einer linearen Kleinstquadratprojektion von (ß, - b,,,) auf 
tln t/1 
( b,+itn - b1+11,) dargestellt. 
8 
• 11 · , d.. . 1 t n llvperparameter die Varianz des Störterms u, in Gleichung (1), die u!i,.t"rt"!Tl l·a sinu 11: gcsuc 1 e . . . . . . 
. · · " d. s1·· . ktors e in Gleichung (2) (diese wird m TVP immer als diagonal vor-K,,, JnJntmatn:, _" c s ün e , . 
. ., . . II h noch einzelne Elemente der Matrizen R und T von Gleichung (2) (m 
au,l!t',et1t) unu c\ cntue auc . . 
. : · 1 · . · 1 . . · 1 e·, unbekannte Parameter in R und T zulässig). Zur Schätzung dieser 1 \ I' sull Je:" c:1 ~ max1ma Z\\ _ . 
· 1 · 1·\'P e·,n l\1aximum Likelihood Ansatz verwendet, wobei Gleichung (13) -II~ rc:rrar;unc:ter "trl m . . . . . 
1. k · rt l ·k 1·hood'"'unkt,·on - maximiert und anschließend mittels Gleichung (12) die l 1c: ,,n,cntr1e e .1 e 1 1 1 • 
\':ui:1111 de~ Shirtenns (1; em1ittelt wird. 
Bei lkr Optimierung der konzentrierten Likelihoodfunktion kommt es aber leider relativ häufig zu 
numcri,di ~dincten Konvergenzproblemen. Ursache dafür ist einerseits der Umstand, daß die 
l.ikelihl'<-'dfunl,;ti~n bei Modellen mit zeitvariierenden Parametern aber auch bei strukturellen Zeitrei-
hennH'<-lellen in den meisten Fällen ziemlich flach ist - d.h. eine große Anzahl von Parameter-
kl,n,tdlationen ist in weiten Bereichen nahezu gleich wahrscheinlich. Weiters basiert die Likelihood-
funktinn auf der Prognosefehlerzerlegung und daher muß für die Ermittlung eines Likelihoodwertes 
jede,mal der Kaiman-Filter-Algorithmus für alle Perioden durchlaufen werden, wobei zwangsläufig 
Rundung,fehkr auftreten. ßeide Umstände können zu erheblichen numerischen Problemen bei der 
Optimit:rung führen. und das, obwohl GAUSS eine 16-18 stellige Rechengenauigkeit aufweist. Diese 
nurnerischt:n Probleme sind wahrscheinlich auch der Grund dafür, daß selbst in großen und umfas-
m1dt:n Statistikpakctcn wie SPSS oder SAS die Schätzung solcher Modelle nicht implementiert ist. 
lrn folgenden soll nun dargestellt werden, welche Anstrengungen in TVP unternommen wurden, diese 
numerischen Probleme auf ein erträgliches Maß zu reduzieren. 
• Skalierung der Variablen 
Eine häufige Ursache für Probleme bei numerischen Optimierungsverfahren liegt in einer 
.. schlechten" Skalierung der Variablen. Damit meint man große Unterschiede in der Dimensionie-
nmg der Variablen. In TVP können alle Variablen manuell oder auf Wunsch auch automatisch 
skaliert werden, sodaß der Mittelwert (der Absolutwerte) der Zeitreihen immer zwischen 1 und 10 
liegt. 
• .. Optimale" Startwerte für die Hyperparameter 
• 
Die Startwerte sind bei numerischen Optimierungsverfahren immer von zentraler Bedeutung. 
Schlecht gewählte Startwerte können zum Zusammenbruch des Algorithmus oder zur Konver-
genz zu lokalen Optima bzw. ,,Flachstücken" führen. In TVP können Startwerte manuell vorge-
geben werden oder mittels eines random grid search Verfahrens „optimale" Startwerte ermittelt 
,,erden. Dabei kann man die Netzpunkte, bei denen die Likelihoodwerte ermittelt werden sollen, 
frei wählen. Diese „optimalen" Startwerte haben den Vorteil, daß einerseits die Konvergenz zu 
lo~alcn Optima bzw. das Hängenbleiben in Flachstücken weniger wahrscheinlich ist und anderer-
seits selbst bei Konvergenzschwierigkeiten die gefundenen Startwerte meist bereits so gut sind, 
daß diese als grobe Approximationen der Optima verwendet werden können. 
Wahl der Kalman-Filtcr-Startwerte 
Wie bereits in Abschn1·tt 2 4 ··rt rt, h · TVP .. · · d 
· ero e ste en m grundsatzhch zwei Metho en zur Auswahl 
der_K~lrnan-Filter-Startwerte zur Verfügung. Zum einen die Postulierung einer sog. diffusen Prior 
(bei ntcht stationären n) d h s tz b O • . • P,, · • e en von O = unter der gle1chze1t1gen Annahme daß cov =,d 
\\:obei Keine sehr große endliche Zahl ist. Zum anderen eine GLS-Methode, die allerding: ei~ 
ntcht stochastisches ß voraus tzt D' GLS M h . . . 
. . 1 se • 1e - et ode 1st zwar möghcherwe1se das elegantere 
\ erfahren. fuhrt aber vergleich • · ••ft . . . gs\',eise o ers zu numerischen Problemen. Die Postuherung einer 
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diffusen Prior setzt andererseits die Wahl des Skalierungsparameter ,c voraus. Wird ,c zu groß 
gewählt, sind mit Sicherheit numerische Probleme zu erwarten, wird ,c zu klein gewählt, ist zwar 
das Optimierungsverfahren numerisch wesentlich stabiler, dafür sind aber in diesem Fall verzerrte 
Schätzer zu erwarten. Im TVP kann K frei gewählt werden, wobei sozusagen als Daumenregel 
empfohlen werden kann, den Wert von K bis zu jenem Punkt zu erhöhen, ab dem Konvergenz-
probleme auftreten und dann den Wert von K um eine lOer Potenz wieder zu reduzieren. Ab wel-
cher Größe von K numerische Schwierigkeiten auftreten, hängt in erster Linie von der Flachheit 
der Likelihoodfunktion ab. Bei gut konditionierten Problemen (und gut skalierten Variablen) ist 
ein Wert von ,c= 1E8 meist gerade noch möglich. 
• Fixierung von a; 
Eine Möglichkeit, die Flachheit der Likelihoodfunktion erheblich zu reduzieren, besteht darin, ei-
nen der Hyperparameter, vorzugsweise a;, a priori zu fixieren. TVP bietet die Möglichkeit a;, 
also die Varianz des Störterms u, in Gleichung (1), vor der Schätzung festzulegen. (In diesem Fall 
wird dann GI. (11) für ein fixes a; optimiert). Dies kann insbesondere dann notwendig werden, 
wenn der wahre Wert von a,; sehr klein oder sogar Null ist. In solchen Fällen ist erfahrungsge-
mäß fast immer mit erheblichen numerischen Problemen zu rechnen. Eine sehr erfolgsverspre-
chende Gegenstrategie besteht dann darin, a,; auf einen kleinen, aber nicht zu kleinen Wert zu 
fixieren, z.B. a,; = lE-4 (bei entsprechender Skalierung der Variablen). Man erhält auf diese 
Weise sehr gute Approximationen bei gleichzeitig meist gutmütigem numerischen Verhalten. 
Aber auch bei a,; =t- 0 kann dieses Verfahren sehr nützlich sein. Eine mögliche Vorgangsweise 
wäre beispielsweise, mittels des random grid search Verfahrens grobe Schätzwerte der Hyperpa-
rameter zu ermitteln. Anschließend kann mit Hilfe von GI. (12) a,; berechnet werden. Diesen 
Schätzwert für a,; verwendet man dann in einer zweiten Stufe in der oben beschriebenen Weise 
(also Fixierung) und führt unter dieser Voraussetzung die ML-Schätzung der übrigen Hyperpara-
meter durch. Bei solch einer Vorgangsweise können numerische Konvergenzprobleme fast immer 
erheblich reduziert werden. 
3. Vergleich von TVP mit ST AMP bei der Schätzung von strukturellen Zeitreihen 
Im folgenden werden unter Verwendung zweier Zeitreihen, RAINFALL in Brasil und SPINL - beide 
sind im Programmpaket STAMP enthalten - sowohl mit STAMP als auch mit TYP strukturelle Zeit-
reihenmodelle geschätzt und anschließend die Ergebnisse verglichen. Dabei ist anzumerken, daß 
ST AMP ein auf diese Probleme spzezialisiertes Softwareprodukt ist. 
Bei strukturellen Zeitreihenmodellen wird eine Zeitreihe in mehrere Komponenten zerlegt und das 
Ziel besteht darin, Schätzwerte für diese Komponenten zu ermitteln. Für die Zeitreihe RAINFALL in 
Brasil (1849-1984) wird folgendes Zeitreihenmodell unterstellt: 
y, = t, + c, + u, 
irreguläre Komponente (white noise Prozeß). 
zyklische Komponente, hier: AR(l)-Prozeß c, =ac,_. + e.,, lal < 1.. 
Trendkomponente, hier: t, = t,_1 + e21 • 
(19) 
Gesucht sind die Hyperparameter a 2 a 2 a 2 und a. Die von STAMP gelieferten Schätzwerte (time 
u' et' e2 
domain estimator) sind in der linken Spalte von Tabelle 1 dargestellt. 
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Tab. 1 RAINFALL 
STAMP TYP 
(1~ 1167.0 1139.0 
a· 0.0 0.0 
,: 
' 849.5 884.2 a;: 
a 0.52 0.52 
Skcwncss of Rcsiduals 0.365 0.37 
Kurtosis of Rcsiduals 2.8589 2.836 IO 
R.D2 0.382 0.373 
Die Random \\'alk Komponente wird demnach Null gesetzt und die Variation der Zeitreihe in etwa 
~deid1 !,!rnßen Teilen der irreguHiren Komponente bzw. der zyklischen Komponente - AR(l) - zuge-
-,-:hriebcn. Bis auf den Wert von RD2 ist Tab. 1 wohl selbsterklärend. RD2 ist ein Maß für den Fit von 
"trukturc:llc:n Zeitreihenmodellen. Dabei wird die Summe der quadrierten Residuen des Zeitreihenmo-
" dclls ( I \.,= / J, in der Tcnninologie von Abschnitt 2) mit jener eines puren Random Walk Modells 
1-1 
, crµlichcn. Ein \\'ert von RD2 = 0 bedeutet demgemäß, daß das Zeitreihenmodell den gleichen Fit 
wie ein reines Random \Valk Modell aufweist. Bei einem negativen RD2 ist der Fit schlechter als bei 
einem Random Walk Modell, bei einem positiven Wert (z.B. 0.38) ist der Fit um 38% besser als bei 
einem Random \Valk Modell. 
lh dieses Zeitreihenmodel\ für RAINFALL als State Space Modell darstellbar ist, kann es auch mit 
l\'P !!esch:it,t werden. wobei noch einmal zu erwähnen ist, daß TYP in erster Linie nicht für struktu-
rcllc: Zeitreihenmodelle, sondern für Modelle mit zeitvariierenden Parametern konzipiert wurde, die 
jedoch STA:\1P nicht behandeln kann. Gleichung (19) ist in diesem Fall gleich der „measurement 
1.·q11ation" der State Space Form und die „transition equation" lautet: 
ß, = T ß,-1 +e, 
mit T=[~ :J ß,=[t,,c,f 1 e, = ( e1,, e2,] • 
(20) 
Da in T\'P ein :\1atrixeditior für die Matrizen T bzw. R implementiert ist, lassen sich auch allgemeine 
St:ite Space r-.todelle in TVP relativ bequem handhaben. 
Die T\'P Schätzwerte sind in der rechten Spalte von Tab. 1 dargestell. Wie man sieht, sind diese 
rr:ikti5ch identisch mit den STAMP-Schätzem. Außerdem traten bei diesem Beispiel keinerlei 
ls:0nvergenzprobleme auf II . 
i · In :r''P wird bei der Berechnung der Kurtosis 3 gleich subtrahiert und ein Wert von -0.164 ausgegeben . 
.-\d.:J::1on ,cm 3 liefert den obigen Wert. 
: 
1
, 
1;·r \\ irft_ noch eine große Anzahl anderer Kenngrößen aus, die die Beurteilung der Adäquatheit eines 
•if'.udh crlmhtcm sollen. Auf diese Kenngrößen wird aber erst im Anhang_ Manual - näher eingegangen. 
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Als zweites Beispiel wird ein strukturelles Zeitreihenmodell für die Variable SPINL geschätzt. 
(Leider geht aus dem STAMP Manual nicht hervor, was das für eine Zeitreihe ist. Sie wurde deshalb 
von mir gewählt, da sie eine starke Trendkomponente aber keine Saisonkomponente aufweist). 
Folgendes Modell wird für SPINL (1870-1938) postuliert: 
Y, = t, + c, + u, (21) 
t, = t,_1 + d,_1 + e1, (22) 
d, =d,_1 +e21 (23) 
c, =ac,_1 +e3, (24) 
u, = white noise 
Gemäß (21) wird y, wieder in eine Trend-, zyklische und irreguläre Komponente zerlegt, wobei aber 
jetzt die Trendkomponente t, weiter aufgespaltet wird, sodaß gemäß (23) der Driftterm d, nun eben-
falls ein Random Walk ist (y, ist daher in diesem Fall integriert 2. Grades). Die Resultate von STAMP 
für dieses Modell finden sich in der linken Spalte von Tabelle 2. 
Tab.2 SPINL 
STAMP TVP STAMPmit 
a 2 =0 &2 
2 
a„ 0.0 0.0 0.0 
2 
0",1 0.0 0.000149 0.000147 
2 
a,2 0.0000015 0.0 0.0 
2 
a,J 0.000262 0.000148 0.000145 
a 0.69 0.658 0.666 
RD2 -0.137 0.004 0.028 
log-Likelihood 233.827 12 234.l 
d, 0.005 0.0051 
(Konstante) (Konstante) 
Sowohl die irreguläre Komponente, als auch die Trendkomponente wird demnach Null gesetzt und 
die Variationen in der Zeitreihe durch einen stochastischen Driftterm und einer AR (l) Komponente 
erklärt. 
Um dieses Zeitreihenmodell mit TVP schätzen zu können, muß es zuerst in State Space Form 
,,übersetzt" werden. Die measurement equation lautet in diesem Fall: 
y, = l·t, + 0-d, + 1-c, + u,. (25) 
12 Likelihoodwerte nicht vergleichbar, da ST AMP offenbar konstante Faktoren der Likelihoodfunktion wegläßt. 
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Und die transition equation: 
ß, = Tß,_, +e,, 
[
) 1 0 l 
mit T= O 1 0 , 
0 0 a 
, , 
ß,=[t,,d„c,], e,=[e11 +e21 +e3,]. 
(26) 
Die TVP Schätzwerte sind in der mittleren Spalte von Tabelle 2 wiedergegeben. Diese unterscheiden 
sich erheblich von den STAMP-Schätzwerten, da nun der Driftterm kein Random Walk mehr ist, 
sondern eine Konstante, während die Innovation der Trendkomponente t, jetzt größer Null ist. 
Um dieser beunruhigenden Diskrepanz auf den Grund zu gehen, wurde das Modell noch einmal mit 
ST AMP geschätzt, allerdings unter der Restriktion cr;2 = 0, d.h. mit einem konstanten Driftterm. Die 
Resultate sind in der rechten Spalte von Tab. 2 dargestellt. Dieses Ergebnis ist nun wieder praktisch 
identisch mit jenem von TYP. Bemerkenswert ist weiters, daß nicht nur der Fit um eine Spur besser 
als bei der freien Schätzung ist, sondern auch der Wert der Likelihoodfunktion. D.h., im ersten Fall 
(freie Schätzung) war STAMP nicht in der Lage, das tatsächliche Optimum zu finden und erbrachte 
somit ein falsches Ergebnis, während TYP offensichtlich das „richtige" Ergebnis auf Anhieb (ohne 
Kon\'ergenzprobleme) lieferte. Fairerweise muß allerdings angemerkt werden, daß STAMP bei der 
Optimierung der Likelihoodfunktion wesentlich schneller als TYP ist und daß weiters sich die beiden 
Lösungen bezüglich ihrer Likelihood nur sehr geringfügig unterscheiden, sodaß die erste (falsche) 
Lösung kaum unwahrscheinlicher ist als die zweite Lösung. 
Als Resumee dieses Abschnittes kann jedenfalls festgestellt werden, daß TYP vom numerischen 
Standpunkt aus durchaus in der Lage ist, verläßliche Schätzungen auch für strukturelle Zeitreihenmo-
delle zu liefern. 
4. Stabilitiit der österreichischen Geldnachfrage 
In diesem Abschnitt soll mit Hilfe eines zeitvariierenden Parametermodells die Stabilität der österrei-
chischen Geldnachfrage untersucht werden. Dieses Anwendungsbeispiel wurde gewählt, weil auf 
diesem Gebiet in Österreich bereits einige Arbeiten durchgeführt wurden - allerdings meines Wissens 
alle mit „konventionellen" ökonometrischen Methoden - und daher eine Vergleichsmöglichkeit be-
steht. Eine der ausführlichsten Arbeiten auf diesem Gebiet wurde von Ziegelschmidt 1985 durchge-
führt. Ziegelschmidt untersuchte die Stabilität der Geldnachfrage bezüglich verschiedener Geldmen-
gendefinitionen. Er verwendete dafür die „üblichen" Chow-Tests bzw. rekursive Regressionen und 
daraus abgeleitete rekursive Residuen (Anwendung des Kaiman-Filter-Algorithmus unter der An-
nahme, daß die Konvarianzmatirx von e, CEee) gleich der Nullmatrix ist!). Sein Ergebnis war, daß die 
Geldnachfrage bezüglich M2 gemäß der WIFO-Definition als im Zeitablauf stabil angesehen werden 
kann. während bei Verwendung von MI und M3 (beide nach WIFO-Definition) die Stabilitätshypo-
these verworfen werden konnte. 
Im folgenden wird von der Standardform einer Geldnachfragefunktion ausgegangen: 
In ( :• )= ß, + ß2 In (Y,)+ ß3 r, +u,, (27) 
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wobei M gleich Mi oder M2 nach der WIFO-Definition ist, Y das reale Bruttoinlandsprodukt, r die 
Rendite von Neuemissionen festverzinslicher Wertpapiere (oder den Zinssatz für 3-Monatsgelder) 
und p den BIP-Deflator repräsentieren. Häufig wird bei der Spezifikation der Geldnachfrage auch 
noch die erwartete Inflationsrate berücksichtigt, doch da diese bei OLS-Schätzungen häufig insignifi-
kant war bzw. sogar das „falsche" Vorzeichen aufwies, wurde auf die Aufnahme dieser Variable 
verzichtet. 
Außerdem wurde angenommen, daß die Parameter ß,, ß2, ß3 einem Random Walk folgen: 
ß, = ß,_, + e" mit L,. = diagonal. 
Damit entspricht das Modell genau der Formulierung von Gleichung (1) und Gleichung (2). Gesucht 
sind demnach die Hyperparameter a,; und die Diagonalelemte von L,, und weiters die Trajektorien 
der Komponenten von ß. 
Für MI und die Rendite von Neuemission ist das Ergebnis in der linken Spalte von Tabelle 3 abzule-
sen (K = 1E6, Jahresdaten von 64-92, Quelle WIFO-Datenbank): 
Tab.3 Geldnachfrage für Österreich 
MI MI M2 
Zinssatz für Neu- Zinssatz für Zinssatz für Neu-
emissionen Dreimonatsgelder em1ss1onen 
(1'11 0.00057 0.00038 0.00065 
a,, 0.0 0.039 0.0 
0",2 0.0 0.00004 0.0052 
0",3 0.0045 0.0 0.0 
log-Likelihood 47.99 38.57 46.82 
log-Likelihood für L,. = O 30.84 24.70 35.85 
Prob Value für Test auf Normal- 0.87 0.30 0.63 
verteilung 
Prob Value für Test auf Al (1) 0.24 0.40 0.09 
Prob Value für Test aufMean = 0 0.28 0.42 0.47 
RD2 0.25 0.23 0.31 
C1' 0.036 0.038 0.038 
AIC 13 0.0019 0.0024 0.0022 
Q-prob 0.64 0.29 0.20 
Demnach sind sowohl das konstante Glied, als auch der Koeffizient von Y im Zeitablauf konstant, 
während der Koeffizient von r im Zeitablauf nicht konstant ist. Graphik I zeigt die geschätzten 
Trajektoren der Parameter zusammen mit ihren 90% igen Konfidenzintervallen. Auch hier ist eine 
statistisch signifikante Änderung des Koeffizienten von r festzustellen. Dies ist möglicherweise ein 
bißchen überraschend, da man bei einer möglichen Instabilität der Geldnachfrage d0ch eher 
13 Dabei bezeichnet a die Standardabweichung der one-step Prognosefehler v,, AIC das Akaike Informations-
kriterium (zur genauen Definition dieser beiden Größen siehe Harvey l 989, S. 264 und 270) und Q-prob das 
Signifikanzniveau der Q-Statistik. 
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an die Einkommenselastizität denken würde. Man könnte nun versuchen, eine ökonomische Erklä-
rung für die Variationen im Koeffizienten des Zinssatzes zu finden, doch ist dies nur dann sinnvoll, 
wenn bei der geschätzten Gleichung kein Spezifikationsfehler vorliegt - weil etwa die falsche Zins-
variable gewählt wurde. Tatsächlich gibt es gute Gründe anzunehmen, daß die Rendite von Neuemis-
sionen nicht die relevanten Opportunitätskosten der Nachfrage nach MI darstellt, sondern daß der 
Zinssatz für 3-Monatsgelder adäquater wäre. Private Haushalte haben zwar im allgemeinen keinen 
Zugang zum Geldmarkt, doch hat schon Aker/oj 1982 darauf hingewiesen, daß die Optimierung des 
Portefeuilles hinsichtlich der Transaktionskassa in nur geringem Ausmaß gewinnsteigemd ist, sodaß 
Private ihre liquiden Mittel in der Regel wohl kaum in größerem Ausmaß an Zinssatzänderungen 
anpassen werden. Anders ist die Situation bei institutionellen Anlegern und Großunternehmen zu 
sehen, die im allgemeinen Zugang zum Geldmarkt haben, sodaß für diese Anleger als Alternative zur 
Geldhaltung in erster Linie kurzfristige Geldmarktpapiere in Frage kommen. Weiters ist für solche 
Großanleger die Optimierung ihrer Transaktionskassa durchaus relevant. Die Ergebnisse einer 
Neuschätzung mit dem Zinssatz für 3-Monatsgelder sind in der mittleren Spalte von Tabelle 3 
dargestellt (K = 1 E6, Jahresdaten von 68-92, Quelle WIFO-Datenbank). 
Bis auf die Varianz des konstanten Gliedes sind alle anderen Varianzen praktisch Null. Graphik 2 
zeigt die geschätzten Trajektorien der Parameter mit den 90%igen Konfidenzintervallen. Einkom-
menselastizität bzw. Zinsreagibilität sind jetzt im Zeitablauf konstant, während das konstante Glied 
nun Schwankungen aufweist, die allerdings alle innerhalb des Konfidenzintervalls liegen. Interessant 
ist weiters, daß der Koeffizient des Zinssatzes nun statistisch signifikant negativ für den gesamten 
Zeitraum ist. Die alternative Zinsvariable führt daher sowohl zu einer konstanten Einkommensela-
stizität, als auch zu einer konstanten, statistisch signifikant negativen Zinsreagibiltät. 
Als letztes Experiment wird nun eine Geldnachfragefunktion mit M2 geschätzt, wobei als Zinsvaria-
ble wieder die Rendite von Neuemissionen dient. Diese ist im Fall von M2 unbestritten die korrekte 
Opportunitätskostenvariable. Das Ergebnis ist in der rechten Spalte von Tabelle 3 abgebildet 
(K = l E6, Jahresdaten von 64-92, Quelle WIFO-Datenbank). 
Graphik 3 zeigt die Trajektorien der geschätzten Koeffizienten. Wie man sieht, weist nun die Einkom-
menselastizität geringfügige Schwankungen auf. Diese reicht jedoch nirgends auch nur annähernd an 
die Konfidenzintervallgrenzen heran. Die Konstante und die Zinsreagibilität sind im Zeitablauf 
konstant. 
Im wesentlichen können somit die Resultate von Ziegelschmidt 1985 reproduziert werden. Allerdings 
war TVP in der Lage, zusätzliche Informationen zur Verfügung zu stellen, z.B. daß die Instabilität der 
Geldnachfrage bezüglich Mi auf Variationen in der Zinsreagibilität zurückgeführt werden kann. Da, 
wie aus Graphik I zu entnehmen ist, die Zinsreagibiltät keinen Trend aufweist, ist es höchst fraglich, 
ob man dieses Phänomen mit einem herkömmlichen Chow-Test (z.B. unter Verwendung von Dum-
my-Variablen) hätte aufdecken können. 
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5. Anh~ng: 
Dieser Anhang soll als kleines Manual für TVP dienen. Es werden alle Programmfunktionen und die 
Benutzeroberfläche dargestellt. Außerdem wird anhand eines weiteren Beispiels - die Schätzung einer 
Phillipskurve für Österreich - der gesamte Output des Programms erörtert. 
a) Hardwarevoraussetzungen 
TVP erfordert einen IBM/AT kompatiblen Rechner mit 80386 Prozessor oder höher, 4 MB RAM, 
Harddisk und VGA bzw. SVGA Graphikkarte. 
b) Softwarevoraussetzungen 
MS DOS 5.0 oder höher, GAUSS 3.0 oder höher. Weiters sollte aus rechtlichen Gründen eine gültige 
Lizenz des GAUSS Moduls „Optimization" vorliegen. Ferner muß in der Datei „congfig.sys" der 
Treiber „ansi.sys" geladen werden, z.B. mit: Device= c:\dos\ansi.sys. 
c) Programmbeschreibung 
TVP besteht aus drei Dateien, tvp_run.prg, tvp_main.src und tvp_proc.gcg. Diese sollten in ein be-
liebiges GAUSS Unterverzeichnis kopiert werden. 
Mit „gaussi tvp_run.prg" wird TVP gestartet. In der Datei tvp_run.prg werden die wichtigsten Pro-
grammoptionen definiert. Da tvp_run.prg eine Ascii-Datei ist, kann sie mit jedem beliebigen Textedi-
tor verändert werden. Die Programmoptionen, die mit tvp_run.prg definiert werden, gelten bei jedem 
Neutstart des Programms als Defaultwerte. TVP läßt jedoch während des Programmablaufs die 
Veränderung von fast allen Programmoptionen auf sehr bequeme Weise (menügesteuert) zu. Als letz-
ten Befehl enthält tvp_run.prg die Anweisung, die Datei tvp_main.src zu laden. 
tvp_main.src enthält die Steuerung des gesamten Programmablaufes, insbesondere das Aufrufen der 
entsprechenden Proceduren. Obwohl tvp_main.src ebenfalls eine Ascii-Datei ist, wird von einer Än-
derung des Programmcodes abgeraten. Erfahrene Benutzer könnten hier allerdings gewisse Modifi-
kationen vornehmen. 
Das eigentliche Herzstück des Programms, nämlich die Prozeduren, befinden sich in kompilierter 
Form in der Datei tvp_proc.gcg. Der (öffentlich nicht zugängliche) in GAUSS geschriebene Source 
Code dieser Prozeduren besteht aus ca. 4200 Programmzeilen, das sind ungefähr 70 DIN A4 Seiten. 
Davon sind ca. 40% der Benutzeroberfläche gewidmet. Daraus ist ersichtlich, daß es sich bei TVP be-
reits um ein relativ komplexes Programmpaket handelt. 
d) Benutzeroberfläche 
TVP kann auf zwei Arten benutzt werden. 
l. Batch Modus: Dabei muß in der Datei tvp_run.prg die Variable ,,interact" gleich Null gesetzt 
werden. Weiters können alle Programmoptionen in tvp_run.prg gesetzt werden. Dieser Modus ist 
aber nur zu empfehlen, wenn bei komplizierten Variablentransformationen oder bei der Generie-
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rung künstlicher Variablen (z.B. für Monte Carlo Simulationen) das Schreiben eines eigenen 
Codes notwendig ist. 
2. Interaktiver Modus: Dabei muß in der Datei tvp_run.prg die Variable „interact" gleich Eins 
gesetzt werden. Im folgenden wird das Menüsystem dieses Modus näher beschrieben und die 
möglichen Programmoptionen erörtert. 
1 Datenoptionen 1 •~ Begrüßungsschirm 
Eingabe der endogenen ______ ALT R 1 
Variable 
Eingabe der exogenen 
Variablen 
~---------------
- ·- ALT R 1 
Transformationsmen;/ --·--···--J ALT R 1 
Optimierungsoptionen\ -------1 ALT R 1 
Ergebnisse 
Graphikmenü, etc. 
Abb.1 
---1 ALT R 1 
Abb. 1 stellt die Menüstruktur von TVP dar. Nach Start des Programms mit „gaussi tvp_run.prg" 
gelangt man zum Begrüßungsbildschirm. 
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Durch gleichzeitiges Drücken von ALT bzw. D kommt man zu den Datenoptionen, die man mit ESC 
wieder verlassen kann. Durch fortwährendes Drücken der ENTER Taste gelangt man Schritt für 
Schritt zu neuen Menüs bis schlußendlich die eigentliche Berechnung beginnt und die Ergebnisse 
ausgegeben werden. Interessant dabei ist, daß man von jeder Stelle des Menüsystems mit ALT R 
jederzeit wieder zum Begrüßungsschirm gelangen und die entsprechenden Optionen neu setzen kann. 
Nun zur Beschreibung der einzelnen Menüs: 
Abb. 2 stellt den Schirm für die Datenoptionen dar. Hier können 8 Optionen gesetzt werden. Dabei 
muß man nur den weißen Menübalken mittels Richtungstasten auf die entsprechende Option bringen 
und ENTER drücken. In der Regel öffnet sich dann ein Fenster, wo durch Einträge oder Menüaus-
wahl die Option verändert werden kann. Die Defaultwerte für die Optionen werden der Datei 
tvp _run.prg entnommen. 
Current values of Data Optionsare: 
1: data 
2: dataset 
3: period 
4: endj 
5: dropfst 
6: droplast 
7: const 
8: autoscl 
J.t - ENTER.to 
2 
VGR92 
1 
92.000 
0 
0 
1 
1 
select 
1: Ascii-File, 2: Gauss Data Set, 3: Code 
Name of Gauss Data Set 
1: jearly, 4: quarterly, 12: monthly 
Last Observation 
dropfst Obs are dropped from the beg of the Sample 
droplast Obs are dropped from the end of the Sample 
1: Inclusion of constant, 0: No constant 
0: No Autoscaling of Data, 1: Autoscaling 
lESCl 
Abb.2 
Mit der Option „data" wird festgelegt, ob die Daten in einer Ascii-Datei dem Programm zur Verfü-
gung gestellt werden (in diesem Fall muß sich die endogene Variable in einer Ascii-Datei namens y· 
befinden und die exogenen Variablen in einer Ascii-Datei namens x, welche „by variables" organi-
siert sein muß) oder sich in einem Gauss Data Set befinden. 
Auch die Auswahl eines selbstgenerierten Codes (z.B. für Monte Carlo Zwecke) ist möglich. (In 
diesem Fall wird jedoch der Batch Mode empfohlen). 
Die Option „dataset" legt den Namen des verwendeten Gauss Data Sets fest (nur relevant, wenn 
data = 2). 
Mit der Option „period" wird die Periodizität der Daten festgelegt. 
Die Option „endj" legt die letzte Beobachtung des Samples fest. Z.B.: endj = 92.75 = 4. Quartal 92. 
Mit dro f: t" k b · 
.. ". ~ s ann est1mmt werden, daß dropfst Beobachtungen am Beginn des Samples nicht be-
ruck5,chttgt werden. Ensprechend ist „droplast" zu interpretieren. 
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Mit der Option „constant" kann festgelegt werden, ob eine Konstante inkludiert werden soll. 
Mit „autoscl" kann schließlich bestimmt werden, ob die Variablen automatisch so skaliert werden 
sollen, daß der Mittelwert der Absolutbeträge zwischen 1 und 10 liegt. (Dies hat große numerische 
Vorteile bei der Optimierung). 
Sind die Optionen wunschgerecht gesetzt, kann mittels ESC wieder zum Begrüßungsschirm zurück-
gekehrt werden. 
Current dependent Variable is: (Active Gauss-Data Set: VGR92 ) 
p 1 
iENT~R to leave it, :sPAcE· to change it 
ALT b' to select data set variables, 'ALT G i to graph data ALT A Autocorr 
Abb.3 
Vom Begrüßungsschirm gelangt man mittels einmaligem Drücken der ENTER Taste in das Menü 
zur Eingabe der endogenen Variablen (Abb. 3). Mittels SPACE Taste kann der Name der Variable 
von Hand eingegeben werden. (Wenn data = 2 wird automatisch überprüft, ob die Variable sich 
tatsächlich im Gauss Data Set befindet). Mit ALT G kann die Variable anschließend graphisch 
dargestllt werden, mit ALT A werden die Autokorrelationen und partiellen Autorkorrelationen von y, 
(1-L)y und (1-L4)y dargestellt. (Diese Optionen sind nur bei data = 2 verfügbar.) Eine weitere Mög-
lichkeit der Datenauswahl besteht mit ALT D. Nach Drücken von ALT D werden alle Variablen des 
Gauss Data Set dargestellt. Diese können dann mittels des weißen Menübalken und ENTER ausge-
wählt werden. Graphische Darstellung und Berechnung der Autokorrelationen ist hier ebenfalls 
möglich. 
Current independent variables are: (Active Gauss-Data Set: 
lus p 
M2R 
M3 
M3R 
p 
PC 
R 
R 3M 
TÄRIFWMI 
TILGUNG 
:iili :. 
VÄC 
w 
YD 
YDN 
ZEROS 
VGR92 ) 
·it; - 1ENTER1to append -'SPACE]to clear and select -,ALT G;to graph 
Abb.4 
1 ESC, 
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Ist die gewünschte endogene Variable gewählt, kommt man mittels ENTER in das Menü zur Aus-
wahl der exogenen Variablen (Abb. 4). Dieses ist dem vorhergehendem sehr ähnlich. Lediglich die 
Berechnung der Autokorrelationen steht hier nicht mehr zur Verfügung. (Stammen die Daten von 
einer Ascii-Datei, so dienen die beiden eben beschriebenen Menüs ausschließlich zur Vergabe der 
Variablennamen). 
Sind die exogenen Variablen definiert, so gelangt man durch Betätigen der ENTER Taste in das 
Transformationsmenü. Dieses Menü stellt eines der Highlights von TVP dar und ist in Abb. 5 dar-
gestellt. Prinzipiell stehen folgende Datentransformationen zur Verfügung: 
LG 
ACC 
LAG 1 
LAG2 
DIF 1 
DIFF 4 
DIFF 12 
DIFF 2 1 
FILTER 
POS 
NEG 
natürlicher Logarithmus 
kumulierte Summe 
um eine Periode verzögert, L 
... um zwei Perioden verzögert, L2 
... (Jahres)-Differenz (1-L) 
... (Jahres)-Differenz (1-L4) für Quartalsdaten 
... (Jahres)-Differenz (1-L 12) für Monatsdaten 
... zweite Differenz (l-L)2 
... allgemeine lineare Filter 
... nur positive Werte, negative werden Null gesetzt 
... nur negative Werte, positive werden Null gesetzt 
Dabei ist zu beachten, daß bei mehrfachen Transformationen die entsprechenden Filter genau in der 
oben dargestellten Reihenfolge ausgeführt werden! Will man nun eine Variable transformieren, so 
muß die SPACE Taste einmal gedrückt werden. Danach erscheint ein weißer Auswahlbalken. Soll 
beispielsweise die zweite exogene Variable (sie hat die Nummer 2, die endogene Variable hat immer 
die Nummer 0) um eine Periode verzögert werden, so führt man den Auswahlbalken mit den Rich-
tungstasten einfach in die Zeile LAG 1 und die Spalte mit der Nummer 2 und drückt die ENTER Ta-
ste. Statt eines Punktes erscheint nur eine 2 (für 2. exogene Variable). Damit ist die Transformation 
durchgeführt. Dies kann nun für alle Variablen wiederholt werden, wobei man selbstverständlich eine 
Variable mehreren Transformationen unterwerfen kann. (Irrt man sich, so kann mit DEL eine gesamte 
Zeile gelöscht werden). Einige weitere Erläuterungen sind bezüglich des allgemeinen linearen Filters 
nötig. Dieser Filter wird duch die Variablen „lags" und „lagskoef' definiert. Die jeweils gültigen 
w_erte erscheinen in einem eigenen Fenster rechts oben, sobald die Transformation FILTER gewählt 
wird. So defnieren bespielsweise: 
lags: 
lagskoef: 
-1 0 
0.33 0.34 0.33 
folgenden moving average Filter: 
0.33L·1 + 0.34L0 + 0.33L. 
und 
Mittels ALT L kann d F"I · d . . . . 
. er 1 ter Je erze1t neu definiert werden. Es erschemt dann em Emgabefenster, 
wo die neuen Werte fi• 1 "b 
ur" ags zw. ,,lagskoef' eingegeben werden können. 
CUrrent transformation vectors 
Variables to transform: 
p UB 
Pos. 0 1 
LG 0 1 
ACC 
LAGl 
LAG2 
DIFl 0 
DIF4 
DIF12 
DIF2 1 
FILTER 
POS 
NEG 
p 
2 
2 
2 
ALT_L to change them 
ILags: O 1 2 Lagskoef: 0.2 0.4 0.4 
!ENTER! -> transformation, :DEL' to delete row, 
Abb.5 
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iESC 
Hat man alle Transformationen definiert, so werden diese durch ESC gespeichert. Nun kann man sich 
mittels ALT G das Ergebnis der Transformationen graphisch darstellen lassen, wobei zu bemerken 
ist, daß auch die Variablennamen entsprechend geändert werden. 14 Sollte man mit den Transforma-
tionen doch nicht einverstanden sein, so kann mittels SPACE der Vorgang beliebig oft wiederholt 
werden. 
Sind die Transformationen endgültig abgeschlossen, gelangt man durch Betätigen der ENTER Taste 
in das Menü zur Setzung der Optimierungsoptionen (Abb 6). 
Current values of program flags are: 
- C O N T I N U E -
1:· opt_xo 1 
2: xo 1 
3: flag_opt 1 
4: flag bO 0 
5: kapa- le+06 
6: flag sig 1 
7: setsTg 0.25 
8: settings of: T 
9: settings of: R 
:J t j and :mim] to select 
1: Grid search for xO, 0: No grid search 
0.5 0.5 
1: Maximum Likelihood Estimation, 0: Not optimized 
0: Diffuse prior, 1: OLS starting values, 2: GLS 
Size of covO - for diffuse prior or OLS 
1: oetimization of cr(u), 0: Fixed cr(u) 
Scaling for cr(u), flag_sig=O => cr(uT = OLS_cr*setsig 
Abb.6 
Die Option „opt_x0" dient zur Festlegung, ob die Startwerte für den Optimierungslogarithmus mit 
der Variable „x0" fest vorgegeben werden (opt_x0 = 0), oder ob mit Hilfe eines random grid search 
Verfahrens ein Startwert gefunden werden soll, der von allen Netzpunkten die höchste Likelihood 
aufweist. (Die Netzpunkte können in der Datei tvp_run.prg mit Hilfe der Variable „_grid" definiert 
werden). Zu beachten ist aber, daß nur Startwerte für gesuchte Varianzen mit x0 gesetzt bzw. mit dem 
random grid search Verfahren bestimmt werden können. Startwerte für andere Hyperparameter (z.B. 
Elemente in T oder R) müssen auf andere Art gesetzt werden (siehe unten: ,,settings of T'' bzw. ,,R"). 
14 Die entsprechenden Label-Änderungen können der Datei tvp_run.prg entnommen werden. 
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Mit der Option „flag_opt" kann bestimmt werden, ob überhaupt eine Optimierung - Maximum 
Likelihood Schätzung - durchgeführt werden soll, oder ob der Kaiman-Filter- bzw. Smoothig-
Algorithmus an der Stelle x0 durchgeführt werden soll. 
Mit „flag_b0" wird die Methode zur Initialisierung des Kalmanfilters definiert (vgl. dazu die Ausfüh-
rung in Abschnitt 2.4). Mit flag_b0 = 0 wird der Kalmanfilter (für nicht stationäre Komponenten des 
State Vektors) mit b0 = O und cov0 = ,d initialisiert (diffuse prior). Mit flag_b0 = 2 wird das in 
Abschnitt 2.4 erläuterte GLS Verfahren verwendet. Dieses Verfahren ist bei der Schätzung von 
allgemeinen State Space Modellen nicht immer verfügbar, da dann in der Regel das Problem einer 
singulären „Datenmatrix" auftritt. Mit flag_b0 = 1 werden OLS-Schätzwerte als Startwerte verwen-
det. Diese werden mit Hilfe des ersten Drittels des Samples ermittelt. Als Kovarianzmatrix wird 
wiederum ,d gewählt. Der Sinn dieses Verfahrens besteht in der Hoffnung, daß bei besseren Startwer-
ten für b0 der Parameter K kleiner gewählt werden kann als bei b0 = 0. Und je kleiner K, desto nume-
risch stabiler ist der Optimierungsalgorithmus. Trotzdem sollte diese Option nur mit Vorsicht ver-
wendet werden, da die statistischen Eigenschaften dieser Methode meines Wissens noch nicht unter-
sucht wurden. 
Mit der Option „flag_sig" wird bestimmt, ob die Varianz des Störterms aus Gleichung (1), O",;, 
ebenfalls optimiert wird, oder während der Optimierung als fix betrachtet wird. Im zweiten Fall kann 
dieser fixe Wert indirekt mit der Variable „setsig" festgelegt werden. Der fixe Wert für 0"
11 
wird 
nämlich als OLS_a -setsig definiert, wobei OLS_a der Residuenstandardabweichung einer OLS 
Schätzung für das gesamte Samp\e entspricht. (Bei State Space Modellen wird zur Bestimmung von 
OLS_a die endogene Variable auf ein Zeitpolynom dritten Grades regressiert). 
Current values of program flags are: 
- C O N T I N U E -
Settings of T. ('red': starting values for optimization) 1: 
2: CONST 
UB 
3: p 
4: 
S: 
6: 
7: Current 
8: 1 trl = 
9: _ tr2 = 
·ENTER·to 
CONST 
1 
o· 
0 
UB 
0 
1 
0 
settings of T are: 
0 
0 
tel = 
tc2 = 
0 
0 
xlt = 
x2t -
p 
0 
0 
1 
0 
0 
set manuell - :sPACEito clear all 
Abb.7 
!ALT 01to optimize :ESC: 
Mit ,.Settings of T" bzw. ,,settings of R" wird jeweils ein Matrixeditor aufgerufen (Abb. 7), mit des-
sen Hilfe die Systemmatrizen T und R editiert werden können. Um ein bestimmtes Element dieser 
Matrizen auf einen Wert zu fixieren, ist der weiße Balken auf dieses zu führen und ENTER zu drük-
ken. Es erscheint dann ein Eingabefenster, wo der gewünschte Wert eingegeben werden kann. Soll ein 
~le~ent nicht fixiert sondern mit Hilfe einer Maximum Likelihood Schätzung optimiert werden, so 
1st dieses Element \ · d · . .. 
vie erum mit dem weißen Balken anzusteuern und ALT O zu drucken. Es er-
scheint dann ein Eingab c-: t d .. . . - . . 
eiens er, wo er gewunschte Startwert für diesen Parameter emzugeben 1st. 
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Elemente, die auf solche Weise für eine Optimierung vorgesehen wurden, erscheinen im Matrixeditor 
in roter Farbe. Sowohl in T, als auch in R können maximal zwei Elemente optimiert werden. Dies 
dürfte für die meisten Anwendungsfälle ausreichen. Das Fenster am unteren Rand des Matrixeditors 
dient lediglich der Kontrolle. Hier werden noch einmal die Position bzw. die Startwerte der zu 
optimierenden Elemente angegeben. 
Sind alle Optimierungsoptionen in gewünschter Weise gesetzt, kann durch Auswahl von „continue" 
die eigentliche Berechnung beginnen. Dem Anwender stehen dabei zwei Möglichkeiten offen, direkt 
auf die Berechnungen Einfluß zu nehmen. Zum einen können während des random grid search 
Verfahrens (sofern dieses gewählt wurde) mittels ALT_l bis ALT_9 den gesuchten Varianzen 
Nullrestriktionen auferlegt werden, bzw. mittels ALT_0 die Restriktionen wieder rückgängig gemacht 
werden. Weiters kann dieses Verfahren, das unter Umständen sehr zeitaufwendig sein kann, mit Hilfe 
der SPACE Taste jederzeit unterbrochen werden. Die zweite Einflußmöglichkeit besteht während der 
Ausführung der Optimierung. Hier kann interaktiv auf den verwendeten Optimierungsalgorithmus, 
auf die Methode zur Berechnung der Gradienten und vieles mehr Einfluß genommen werden. Einzel-
heiten sind dem Manual für das GAUSS Modul „Optimization" zu entnehmen. Durch Drücken von 
ALT_H während der Optimierung erscheint ein Hilfeschirm, der alle diese Optionen erklärt. Sehr 
nützlich (insbesondere bei Konvergenzproblemen) ist auch ALT_C, mit dessen Hilfe man Konver-
genz erzwingen kann. 
Treten bei der Optimierung keine Konvergenzprobleme auf, so werden nach einiger Zeit vom Pro-
gramm die Erg~bnisse ausgegeben. 
e) Output von TVP 
Im folgenden soll nun der Output von TVP erörtert werden. Als Beispiel dafür wird eine Phillips-
kurve für Österreich geschätzt. Dies ist in unserem Zusammenhang insofern relevant, da vor einigen 
Jahren eine rege Diskussion über die Stabilität der österreichischen Phillipskurve geführt wurde. 
Diese Fragestellung soll nun anhand eines Modells mit zeitvariierenden Parametern noch einmal 
untersucht werden. Geschätzt wird folgende Gleichung (1967-1992): 
wobei n, die Wachstumsrate des BIP-Deflators (Inflationsrate), U, die bereinigte Arbeitslosenrate 
und n; die erwartete Inflationsrate repräsentieren. Letztere wird als gewichtete Summe 
n; = 0.21r1 + 0.41r,_1 + 0.41r1_2 approximiert. Die Parameter a,, b, und c, dürfen gemäß eines Random 
Walks frei variieren. Interessant ist hier insbesondere der Parameter c, da dieser bei einer stabilen 
(gewöhnlichen) Phillipskurve nahe Null sein müßte. In der nachfolgenden Tabelle wird der Standard-
output für dieses Beispiel wiedergegeben. Dieser wird vom Programm auch in der Datei tvp _ erg.erg 
abgespeichert. 
Im ersten Block finden sich die Werte der Optimierungsoptionen. Diese wurden im vorhergehenden 
Abschnitt bereits erörtert. 
21.11.93 -------------------> 
ll 
Flag Sig = 1 Flag opt = 1 
2) 
T V P - OUTPUT <---------------------- 17:34 
Flag b0 = 2 Statesp = O kapa =le+06 
dllnP f ( CONST lnUB fidllnP l . From 67 to 92. 
3) 
-Log-Likelihood: 
4) 
Start vector xO 
Optimum x_cpt 
Optimum x cpt.cr 
5) 
OLS cr 
Estimate cf cr(T) 
GLS estim cf cr(T) 
6) 
OLS_ß(T) 
2. 93183 
-1.20479 
0.64271 
Optimum 
35.59676 
0.01000 
0.00006 
0.00004 
0. 91546 
0.65651 
0.65651 
GLS_ß (T) 
4.00419 
-1.61607 
0.81428 
xo 
36.34894 
0.20000 
0.37902 
0.24883 
xO = 0 
37.49284 
0.00100 
0.12029 
0.07897 
Fixed ✓sig2 
cr cf Smoothed Res 
KALM_ß(T) SMOOT_ß (0) 
4.00419 4.00419 
-1.61607 -2.89053 
0.81428 0.61398 
-2 [L-Lo] 
3.79217 
0.22887 
0.52688 
Prob-val 
0.28480 
(NormalityiAR<l>jMean) 
0.62203 
0.12004 
0.09833 
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Im zweiten Block wird die allgemeine Form der geschätzten Gleichung und der tatsächlich verwen-
dete Zeitraum dargestellt: d llnP = f( CONST \nUB fid llnP ). Das heißt, die erste Differenz ( d 1) des 
logarithmierten (In) Preisniveaus ist eine Funktion einer Konstanten, der logarithmierten bereinigten 
Arbeitslosenrate und der ersten Differenz des logarithmierten und zusätzlich gefilterten (fi) Preis-
niveaus. 
Im dritten Block sind die Werte der negativen log-Likelihoodfunktion zu finden, und zwar für das 
Optimum, beim Startvektor xO und an der Stelle O (d.h. alle Parameter sind konstant!). Weiters ist 
folgende Likelihood-Ratio Statistik angeführt (inklusive dem z2 - prob-value dieser Statistik): 
-2[ L(x• )- L(O)]. 
Dies ist die 2-fache Differenz der log-Likelihood im Optimum zur log-Likelihood an der Stelle Null. 
Nonnalerweise wäre eine solche Likelihood-Ratio Statistik z2 -verteilt mit r Freiheitsgraden, wobei r 
der Anzahl der auferlegten Restriktionen entspricht. Bei Modellen mit zeitvariierenden Parametern 
treten jedoch Probleme auf, insbesondere unter der H
0
: t., = O (alle Parameter sind konstant). Auf 
eine Diskussion der Eigenschaften und Verteilung dieser Teststatistik wird hier verzichtet (vgl. dazu 
z.B. Garbade 1977, S. 55, 56). Zum Testen der Nullhypothese, ob ein bestimmter Parameter nicht 
variiert, unter der gleichzeitigen Annahme, daß die übrigen Parameter ebenfalls nicht variieren, ist 
dieser Test jedoch geeignet. Mit TVP kann dieser Test durchgeführt werden, indem während des 
ra
nd
om grid search Verfahrens alle außer der zu testenden Varianz auf Null restringiert werden. (Eine 
a
nd
ere Möglichkeit wäre das Nullsetzen der entsprechenden Diagonalelemente der Matrix R mit 
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Hilfe des Matrixeditors im Optimierungsmenü.) Die obige Teststatistik ist dann ann:.ihemJ X- -
verteilt mit einem Freiheitsgrad.15 
Im vierten Block werden der Startvektor, die Maximum Likelihood Schätzer d•'r gesu ·I 1 11 • • ~ 1. 1 en ~pcrpa-
rameter (Diagonalelemente von L,.) und in der 3. Zeile der Optimalvektor mal a. (Diagonalelcrncntt: 
von er"L,.) dargestellt. Die 3. Zeile entspricht damit den geschätzten Standardabweichungen der 
Innovationen in Gleichung (2). Für unser Beispiel bedeutet dies, daß gemäß dieser Schätzunl! der 
Parameter a im Zeitablauf praktisch konstant war, während sowohl die Parameter b als auch ·c im 
Zeitablauf variierten. 
Der fünfte Block zeigt die Standardabweichung der OLS-Residuen (also bei konstanten Parametern), 
weiters er,, (unter Verwendung der gesamten Stichprobe), er" ermittelt mit einem GLS-Verfahren 
(vgl. Chow 1984, S. 1220 ff.), er der Residuen nach Anwendung des Smoothig-Algorithrnus. 
n~k L(Y, -x1b11n), und schließlich den als fix vorausgesetzten Wert für a., für den Fall, daß 
I 
Flag_Sig = 0 gilt, also er„ nicht optimiert wird. 
Im sechsten Block werden ausgewählte Parameterschätzungen wiedergegeben. In der 1. Spalte zu 
Vergleichszwecken die OLS-Schätzer, in der 2. Spalte die Parameterschätzer für die let1te Periode 
gemäß dem GLS-Verfahren, in der 3. Spalte die mit dem Kaiman-Filter-Algorithmus ermittelten 
Schätzer für die letzte Periode und in der 4. Spalte Parameterschiitzungen für die erste Periode nach 
Anwendung des Smoothig-Algorithmus. Ein Vergleich der 3. und 4. Spalte zeigt somit die gesch:it,-
ten Veränderungen der Parameter von Anfang bis zum Ende der Stichprobe. 
Die fünfte und letzte Spalte schließlich zeigt die prob-values dreier Teststatistiken, nämlich eines 
Tests auf Normalverteilung der one-step Prognosefehler v, (vgl. Har\'ey 1989, S. 260). eines 
(asymptotischen) Tests auf Autokorrelation erster Ordnung von v, (t-\Vert einer Regression ,·on ,., auf 
v,_1) und einest-Tests auf Mittelwert von v, = 0. 
Anzumerken wäre noch, daß die GLS-Schätzer (2. Spalte) und Kaiman-Filter-Schätzer (3. Spalte) 
übereinstimmen sollten (auch dann, wenn Flag_b0 = 0 - diffuse Prior). Kommt es zu griißcn:n 
Abweichungen dieser beiden Schätzer, so liegt offenkundig ein numerisches Problem vor, dessen Ur-
sache man aber im allgemeinen nicht identifizieren kann. Häufig liegt es jedoch an einem zu kleinen 
K (dies führt ja zu verzerrten Schätzungen). Kann K aber aufgrund von Konvcrgcnzproblemen nicht 
weiter erhöht werden ist man zur Verbesserung der Situation auf eine der im Abschnitt 2.6 näher er-
' läuterten Maßnahmen angewiesen (z.B. Flag-Sig = 0). 
Am unteren Rand des Ausgabeschirms sind weitere Ausgabeoptionen angeführt: 
15 Wie Garbade 1977 zeigt, ist dies im allgemeinen ein konservativer Test,_ d.h._ die ~ullhyJ:oth~se wird n: 
· ft fi A d drü. kt wenn die H verworfen wird so 1st dies eine gew1cht1gcrc Auss~;c 
wemg o verwor en. n ers ausge c , o ' 
als dem angenommen Signifikanzniveau eigentlich entsprechen würde. 
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ALT G • j Graphs, -···· graphische Darstellung der Ergebnisse 
ALT ,,_L_•_-~l Likelihood, graphische Darstel.~~.~~ der Likelihood~~~~.?.~.E~E):~:.~)~ .. ~ei Para~:!:~ .... 
ALT S • j_Skalierung,. ___ ze_i~t die verwend~!.: .. ~._k_a_li_eru---'n~ .. ~.:r Variable~··················-----
ALT M • \.More_, ____ ~_w_e_i_te_re_E_r~~e_bn_i_ss_e ________________ _ 
ALT R • j Restart, Neustart, wobei alle gewählten Optionen erhalten bleiben. 
Von diesen Optionen werden ALT_M und ALT_G näher erläutert. ALT_M liefert folgenden Output 
(Abb. 8): 
2.12.93 -------------------> T V P - OUTPUT <---------------------- 11:37 
T: 
CONST 
lnUB 
fidllnP 
R: 
CONST 
lnUB 
fidllnP 
CONST 
1 
0 
0 
CONST 
1 
0 
0 
Model Fit: RD2 
lnUB 
0 
1 
0 
lnUB 
0 
1 
0 
Prediction Errors: Mean 
Hit any k~y \ Q Stat= 
fidllnP 
0 
0 
1 
fidllnP 
0 
0 
1 
0 .39911 
0.17513 
4. 87787 
u 
Skew = Q_prob= 
0.99503 
0.19542 
0.30006 
AIC 
Kurt 
1.57077 
-0.91548 
ALT G: Gra hs - ALT LI Likelih - ALT Si Seal - ALT M: More - AL'i' :k; Restart ,ESC\ 
Abb.8 
Im oberen und mittleren Teil des Bildschirms werden die aktuellen T und R Matrizen ausgegeben. Im 
unteren Teil des Bildschirms sind einige Maßzahlen für den Fit bzw. weitere Teststatistiken zu 
finden. Im einzelnen sind dies das schon in Abschnitt 3 beschriebene RD2, die Standardabweichung 
der one-step Prognosefehler, a, (nicht zu verwechseln mit a,,, der Standardabweichung des Stör-
terms aus GI. (1)), und das Akaike Informationskriterium, AIC, (siehe dazu Harvey 1989, S. 269). 
Weiters wird der Mittelwert der one-step Prognosefehler und zwei Verteilungsparameter dieser 
Prognosefehler ausgegeben, nämlich die Schiefe und die Kurtosis. In der letzten Zeile wird schließ-
lich die Q-Statistik bzw. deren prob-value bezüglich der one-step Prognosefehler angegeben, wobei 
die Anzahl der berücksichtigten Autokorrelation bei der Berechnung der Q-Statistik gleich dem 
Maximum von 30 und Sample/3 ist. Alle diese Maßzahlen werden beim Aufruf mit ALT_ M ebenfalls 
in der Ergebnisdatei tvp _ erg.erg abgespeichert. 
Durch Eingabe der Tastenkombination ALT G erscheint das in Abb. 9 wiedergegebene Graphik-
menü am Schirm. Durch Betätigen der ents~rechenden Ziffer wird am Bildschirm die gewünschte 
Graphik dargestellt. (Diese kann dann, wie in GAUSS üblich, mittels Drücken von „P" ausgedruckt 
werden). Die folgenden Seiten enthalten alle diese Graphiken für unser Beispiel. Von besonderem 
Interesse ist dabei die Graphik für die mit dem Smoothig-Algorithmus ermittelten Trajektorien der 
Koeffizienten (Smoothed_beta, Graphik 5), da diese, wie in Abschnitt 2.5 näher erläutert, die optima-
len Schätzwerte der Koeffizienten im Zeitablauf darstellen, und zwar unter Verwendung der gesamten 
Sampleinformation. Wie man der Graphik entnehmen kann, hat sich demnach das konstante Glied in 
der geschätzten Phillipskurve nicht verändert während der Koeffizient der Arbeitslosenrate sich im 
Zeitablauf betragsmäßig erheblich verringert ~at (nahezu halbiert!). Dies spiegelt möglicherweise das 
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Hysteresis Phänomen wieder, da die Arbeitslosenrate nun offensichtlich weniger Effekt auf die 
Inflationsrate ausübt. (Interessant wäre hier auch noch eine Trennung der Effekte für positive bzw. 
negative Veränderungsraten der Arbeitslosigkeit.) Der Koeffizient der erwarteten Inflationsrate steigt 
tendenziell ebenfalls von ca. 0.6 auf 0.8. Interessant ist hier aber, daß dieser Koeffizient schon 1969 
einen Wert von 0.6 annimmt, der obendrein von eins statistisch nicht verschieden ist. Das heißt, daß 
auch bereits in den 60iger Jahren von einer stabilen (gewöhnlichen) Phillipskurve keine Rede sein 
konnte. Bemerkenswert in diesem Zusammenhang ist weiters der Umstand, daß die mit dem Kalman-
Filter-Algorithmus (Kalman_beta, Graphik 4) ermittelte Trajektorie für den Koeffizienten der erwar-
teten Inflationsrate für Anfang der 70iger Jahre einen Wert von nahe Null nahelegt. Doch in diesem 
Schätzwert geht eben wesentlich weniger Information ein, als bei den Smoothed _ betas. 
2.12.93 -------------------> T V P - OUTPUT <---------------------- 12: 3 
Flag_Sig 1 Flag_opt = 1 Flag_bo = O Statesp = O kapa =le+06 
dlln...--------------------------, 
Enter 1 for Kalman beta 
-Log 
Enter 2 for Smoothed beta 
Star Enter 3 for Actual - Predicted Values 
Opti 
Opti Enter 4 for stand. Prediction Errors 
OLS Enter 5 for Histogramm of stand. Prediction Errors 
EstT 
GLS Enter 6 Autocorrations of Prediction Errors 
Enter 7 to graph data 
Enter 8 to graph Components of Y 
: ESC ifor return 
[L-Lo] 
.79222 
.22887 
.52688 
Prob-val 
0.28479 
rmalitylAR<l>jMean) 
0.62262 
0.12003 
0.09833 
'ÄLT G'Graphs - ÄLT.L Likelih - 'ALTS Seal - iÄLT M!More - ALT R:Restart ,ESC'. 
Abb.9 
Wichtige Aufschlüsse liefert auch noch die Graphik 11. Dort werden die Effekte der einzelnen 
exogenen Variablen auf die endogene isoliert dargestellt. In unserem Beispiel, die Effekte der Kon-
stanten, der Arbeitslosenrate, der erwarteten Inflationsrate und der sog. irregulären Komponente 
(Störterm u,) auf die Inflationsrate. (Bei strukturellen Zeitreihenmodellen liefert diese Graphik die 
gesuchten Zeitreihenkomponenten.) 
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Zum Abschluß soll noch eine graphische Darstellung (3D- und Kontourplot) der Likelihoodfunktion 
geboten werden (Graphik 12). Diese wird durch ALT_L aufgerufen. Anschließend müssen noch die 
Positionen der gewünschten Variablen eingegeben werden (in unserem Beispiel 2 und 3 für U, und 
r.; ). Mit dieser Graphik kann überprüft werden, ob der Algorithmus tatsächlich das Optimum gefun-
den hat, oder ob beispielsweise erhebliche Rundungsfehler vorliegen. Es werden dabei zwei 3D-Plots 
ausgegeben. Beim ersten Plot wird die Nullkoordinate (Gitterpunkt (0,0)) weggelassen. Dies dient zur 
besseren Skalierung, insbesondere dann, wenn aM mit Flag_Sig = 0 fixiert wurde (das Optimum sollte 
sich in dieser ersten 3D-Graphik im Gitterpunkt (3,3) befinden, sofern der entsprechende Optimalwert 
größer Null ist). 
Beim zweiten Plot ist die Nullkoordinate wieder enthalten (das geschätzte Optimum sollte sich dann 
im Gitterpunkt (4,4) befinden, sofern der entsprechende Optimalwert größer Null ist). Zusätzlich wird 
auch noch ein Kontourplot ausgegeben. Wie man der Graphik 12 entnehmen kann, war in unserem 
Beispiel der Optimierungsalgorithmus bei der Bestimmung des Optimums offensichtlich erfolgreich. 
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