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We consider the performance of local tangent space alignment
[Z. Zhang, H. Zha, Principal manifolds and nonlinear dimension
reduction via local tangent space alignment, SIAM J. Sci. Comput. 26
(1) (2004) 313–338], one of several manifold learning algorithms,
which have been proposed as a dimension reduction method. Ma-
trix perturbation theory is applied to obtain a worst-case upper
bound on the angle between the computed linear invariant sub-
space and the linear invariant subspace that is associated with
the embedded intrinsic parametrization. Our result is the ﬁrst
performance bound that has been derived.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Manifold-based dimensionality reductionmethods have attracted substantial attention in both the
machine learning and statistics communities, mostly due to their demonstrated potential. Though
many methods have been proposed, little work has been done to analyze the performance of these
methods. Themaincontributionof thispaper is toestablishsomeasymptoticperformancepropertiesof
amanifold learning algorithm, aswell as a demonstration of some of its limitations. The key idea in our
analysis is to treat the solutions ofmanifold learning algorithms as invariant subspaces, and then carry
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out a matrix perturbation analysis. A common feature of several manifold learning algorithms (e.g.
[2,3,4,5,1]) is that their solutions correspond to invariant subspaces, typically theeigenspaceassociated
with thesmallesteigenvaluesofakernelmatrix. Theexact formof thiskernelmatrix, of course,depends
on the details of the particular algorithm. These subspaces, however, are clearly invariant regardless
of the exact form of the matrix involved, because they are spanned by eigenvectors [6, Section I.3.4].
Many efﬁcient manifold-learning algorithms have been developed. A partial list of them is: locally
linear embedding (LLE) [2], ISOMAP[7], charting [5], local tangent spacealignment (LTSA) [1], Laplacian
eigenmaps [3], and Hessian eigenmaps [4], etc. LTSA, in particular, enjoys several advantages. First of
all, in numerical simulation (e.g., using the tools offered by [8]), we ﬁnd empirically that LTSA performs
among the best of the available algorithms. Second, the solution to each step of the LTSA algorithm is
an invariant subspace, which makes analysis of its performance more tractable. Third, the similarity
between LTSA and several other manifold learning algorithms (e.g., LLE, Laplacian eigenmaps and
Hessian eigenmaps) suggests that our resultsmay generalize. Thus, it is our hope that this performance
analysis will provide a theoretical foundation for the application of manifold learning algorithms. Our
main theoretical result is Theorem 3.8, which is a worst-case upper bound on the angle between the
subspaces spanned by the computed coordinates and by the intrinsic parameters.
The rest of the paper is organized as follows. The problem formulation and background information
are presented in Section 2. In Section 3, perturbation analysis is carried out, and the main theorem is
proved. In Section 4,more simulation results are presented to illustrate the analytical properties. Some
discussion related to existing work in this area is included in Section 5. Some concluding remarks are
in Section 6. Technical proofs are relegated to Appendix wherever convenient.
2. Problem statement and illustration
2.1. Model
To be more speciﬁc, we formulate our dimension reduction problem as follows. For a positive
integer n, let yi ∈ RD, i = 1, 2, . . . ,n, denote n observations. We assume that there is a mapping f :
Rd → RD which satisﬁes a set of regularity conditions. In addition, we require another set of (possibly
multivariate) values xi ∈ Rd, d < D, i = 1, 2, . . . ,n, such that
yi = f (xi) + εi, i = 1, 2, . . . ,n, (1)
where εi ∈ RD denotes a randomerror. For example,wemay assume εi ∼ N(0, σ2ID); i.e., amultivariate
normal distribution with mean zero and variance-covariance proportional to the identity matrix. The
central questions of dimension reduction are: (i) Can we ﬁnd a set of low-dimensional vectors such
that (1) holds? (ii) What kind of regularity conditions should be imposed on f ? (iii) Is the model well
deﬁned? These questions will be answered in the following.
2.2. A pedagogical example
An illustrative example of dimension reduction that makes our formulation more concrete is given
in Fig. 1. Fig. 1a shows the trueunderlying structure of a toy example, a 1-D spiral. Thenoiselessobserva-
tions are equally spacedpoints on this spiral. In Fig. 1b, 1024noisyobservations aregeneratedwithmul-
tivariate noise satisfying εi ∼ N(0, 1100 I3). We then apply LTSA to the noisy observations, using k = 10
nearest neighbors. In Fig. 1c, the result fromLTSA is comparedwith the true parametrization.When the
underlying parameter is faithfully recovered, one should see a straight line,which is observed in Fig. 1c.
2.3. Regularity and uniqueness of the mapping f
If the conditions on themapping f are too general, themodel (1) is not well deﬁned. For example, if
the mapping f (·) and point set {xi} satisfy (1), so do f (A−1(· − b)) and {Axi + b}, where A is an invertible
d by d matrix and b is a d-dimensional vector. As being common in the manifold-learning literature,
we adopt the following condition on f .
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Fig. 1. An illustrative example of LTSA in nonparametric dimension reduction. The straight line pattern in (c) indicates that the
underlying parametrization has been approximately recovered.
Condition 2.1 (Local isometry). The mapping f is locally isometric: For any ε > 0 and x in the domain of f ,
let Nε(x) = {z : ‖z − x‖2 < ε} denote an ε-neighborhood of x using Euclidean distance. We have
‖f (x) − f (x0)‖2 = ‖x − x0‖2 + o(‖x − x0‖2).
The above condition indicates that in a local sense, f preserves Euclideandistance. Let J(f ; x0)denote
the Jacobian of f at x0. We have J(f ; x0) ∈ RD×d, where each column (resp., row) of J(f ; x0) corresponds
to a coordinate in the feature (resp., data) space. The above in fact implies the following lemma.
Lemma 2.2. The matrix J(f ; x0) is orthonormal for any x0, i.e.,
JT(f ; x0)J(f ; x0) = Id.
X. Huo, A.K. Smith / Linear Algebra and its Applications 430 (2009) 732–746 735
A reference for this result is Zhang and Zha [1].
Given the previous condition, model (1) is still not uniquely deﬁned. For example, for any d by d
orthogonal matrix O and any d-dimensional vector b, if f (·) and {xi} satisfy (1) and Condition 2.1, so do
f (OT(· − b)) and {Oxi + b}.We can force b to be 0 by imposing the condition that
∑
i xi = 0. In dimension
reduction, we can consider the sets {xi} and {Oxi} “invariant,” because one is just a rotation of the other.
In fact, the invariance coincides with the concept of “invariant subspace” that will be discussed later.
Condition 2.3 (Local linear independence condition). Let Yi ∈ RD×k, 1 i  n, denote a matrix whose
columns are made by the ith observation yi and its k − 1 nearest neighbors. We choose k − 1 neighbors so
that the matrix Yi has k columns. It is generally assumed that d < k. For any 1 i  n, the rank of YiPk is
at least d; in other words, the dth largest singular value of matrix YiPk is greater than 0.
The regularity of the manifold can be determined by the Hessians of the mapping. Rewrite f (x) for
x ∈ Rd as
f (x) = (f1(x), f2(x), . . . , fD(x))T.
Furthermore, let x = (x1, . . . , xd)T. A Hessian is
[Hi(f ; x)]jk =
2fi(x)
xjxk
for 1 i  D, 1 j, k  d.
The following condition ensures that f is locally smooth.We impose a bound on all the components
of the Hessians.
Condition 2.4 (Regularity of themanifold). |[Hi(f ; x)]jk| C1 for all i, j, and k, where C1 > 0 is a prescribed
constant.
2.4. Solutions as invariant subspaces and a related metric
We now give a more detailed discussion of invariant subspaces. Let R(X) denote the subspace
spannedby the columnsofX . Recall that xi, i = 1, 2, . . . ,n, are the true low-dimensional representations
of the observations. We treat the xi’s as column vectors. Let
X = (x1, x2, . . . , xn)T;
i.e., the ith row of X corresponds to xi, 1 i  n. If the set {Oxi}, where O is a d by d orthogonal square
matrix, forms another solution to the dimension reduction problem, we have
(Ox1,Ox2, . . . ,Oxn)
T = XOT.
It is evident thatR(XOT) =R(X). This justiﬁes the invariance that was mentioned earlier.
The goal of our performance analysis is to answer the following question: Letting ‖ tan(·, ·)‖2 denote
the Euclidean norm of the vector of canonical angles between two invariant subspaces [6, Section I.5],
and letting X and X˜ denote the true and estimated parameters, respectively, how do we evaluate
‖ tan(R(X),R(X˜))‖2?
2.5. LTSA: local tangent space alignment
We now review LTSA. There are two main steps in the LTSA algorithm [1].
(1) Theﬁrst step is to compute the local representationon themanifold. Consider aprojectionmatrix
Pk = Ik − 1k · 1k1Tk , where Ik is the k by k identitymatrix and 1k is a k-dimensional column vector
of ones. It is easy to verify that Pk = Pk · Pk , which is a characteristic of projection matrices.
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We solve the minimization problem:
min
,V
‖YiPk −V‖F ,
where  ∈ RD×d,V ∈ Rd×k , and VVT = Id. Let Vi denote optimal V . Then the row vectors of Vi
are the d right singular vectors of YiPk .
(2) The solution to LTSA corresponds to the invariant subspace which is spanned and determined
by the eigenvectors associated with the 2nd to the (d + 1)st smallest eigenvalues of the matrix
(S1, . . . , Sn)
⎛⎜⎜⎜⎜⎝
Pk − VT1V1
Pk − VT2V2
. . .
Pk − VTn Vn
⎞⎟⎟⎟⎟⎠ (S1, . . . , Sn)T.
where Si ∈ Rn×k is a selection matrix such that YTSi = Yi, where Y = (y1, y2, . . . , yn)T.
We have slightly reformulated the original algorithm as presented in [1], in order to simplify the
theoretical analysis. The veriﬁcation of the equivalence is a standard exercise in linear algebra, and it
is given in the Appendix of [9].
3. Perturbation analysis
We now carry out a perturbation analysis on the reformulated version of LTSA. There are two steps
in our analysis: in the local step (Section 3.1), we characterize the deviation of the null spaces of the
matrices Pk − VTi Vi, i = 1, 2, . . . ,n. In the global step (Section 3.2), we derive the variation of the null
space under global alignment. The detailed calculations are again relegated to the Appendix.
3.1. Local coordinates
Let X be the matrix of true parameters. We deﬁne
Xi = XTSi = (x1, x2, . . . , xn)Si;
i.e., the columns of Xi are made by xi and those xj ’s that correspond to the k − 1 nearest neighbors of
yi. We require a bound on the size of the local neighborhoods deﬁned by the Xi’s.
Condition 3.1 (Universal bound on the sizes of neighborhoods). For all i, 1 i  n, we have τi < τ , where
τ is a prescribed constant and τi is an upper bound on the distance between two columns of Xi: τi =
maxxj ,xk ‖xj − xk‖, where the maximum is taken over all columns of Xi.
In this paper, we are interested in the case when τ → 0.
We will need conditions on the local tangent spaces. Let dmin,i (respectively, dmax,i) denote the
minimum (respectively, maximum) singular values of XiPk . Let
dmin = min
1in
dmin,i
and
dmax = max
1in
dmax,i.
We have the following result regarding dmax:
Lemma 3.2
dmin  dmax  τ
√
k.
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For the proof, see Appendix A.1.
Condition 3.3 (Local tangent space). There exists a constant C2 > 0, such that
C2 · τ  dmin.
The above can roughly be thought of as requiring that the local dimension of the manifold remain
constant (i.e., the manifold has no singularities.)
The following condition deﬁnes a global bound on the errors (εi).
Condition 3.4 (Universal error bound). There exists σ > 0, such that ∀i, 1 i  n,we have ‖yi − f (xi)‖∞ <
σ . Moreover, we assume σ = o(τ ); i.e., we have σ
τ
→ 0, as τ → 0.
It is reasonable to require that the error bound (σ ) be smaller than the size of the neighborhood
(τ ), which is reﬂected in the above condition. We discuss the necessity of this condition in Section
3.3.
Within each neighborhood, we give a perturbation bound between an invariant subspace spanned
by the true parametrization and the invariant subspace spanned by the singular vectors of the matrix
of noisy observations. Let
XiPk = AiDiBi
be the singular value decomposition of the matrix XiPk; here Ai ∈ Rd×d is orthogonal (AiATi = Id),
Di ∈ Rd×d is diagonal, and the rows of Bi ∈ Rd×k are the right singular vectors corresponding to the
largest singular values (BiB
T
i
= Id). It is not hard to verify that
Bi = BiPk. (2)
Let YiPk = A˜iD˜iB˜i be the singular value decomposition of YiPk , and assume that this is the “thin” decom-
position of rank d. We may think of this as the perturbed version of J(f ; x(0)
i
)XiPk . The rows of B˜i are
the eigenvectors of (YiPk)
T(YiPk) corresponding to the d largest eigenvalues. LetR(B
T
i
) (respectively,
R(˜BT
i
)) denote the invariant subspace that is spanned by the columns of matrix BT
i
(respectively, B˜T
i
).
Theorem 3.5. Given invariant subspacesR(BT
i
) andR(˜BT
i
)) as deﬁned above, we have
lim
τ→0
‖ sin(R(BTi ),R(˜BTi ))‖2  C3
(σ
τ
+ C1τ
)
,
where C3 is a constant that depends on k,D and C2.
The proof is presented in Appendix A.2. The above gives an upper bound on the deviation of the
local invariant subspace in step (1) of the modiﬁed LTSA. It will be used later to prove a global result.
3.2. Global alignment
Condition 3.6 (No overuse of one observation). There exists a constant C4, such that∥∥∥∥∥∥
n∑
i=1
Si
∥∥∥∥∥∥∞  C4.
Note that wemust have C4  k. The next condition (Condition 3.7) will implicitly give an upper bound
on C4.
Recall that the quantity ‖∑ni=1 Si‖∞ is the maximum row sum of the absolute values of the entries
in
∑n
i=1 Si. The value of ‖
∑n
i=1 Si‖∞ is equal to the maximum number of nearest neighbor subsets to
which a single observation belongs.
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Wewill derive an upper bound on the angle between the invariant subspace spanned by the result
of LTSA and the space spanned by the true parameters.
Given (2), it can be shown that
XiPk(Pk − BTi Bi)(XiPk)T = 0.
Recall X = (x1, x2, . . . , xn)T ∈ Rn×d. It is not hard to verify that the row vectors of
(1n,X)
T (3)
span the (d + 1)-dimensional null space of the matrix:
(S1, . . . , Sn)Pk
⎛⎜⎜⎜⎜⎝
I − BT
1
B1
I − BT
2
B2
. . .
I − BTnBn
⎞⎟⎟⎟⎟⎠ Pk(S1, . . . , Sn)T. (4)
Assume that⎛⎜⎝ 1
T
n√
n
XT
(Xc)T
⎞⎟⎠
is orthogonal, where Xc ∈ Rn×(n−1−d). Although in our original problem formulation, we made no
assumptions about the xi’s, we can still assume that the columns of X are orthonormal because we
can transform any set of xi’s into an orthonormal set by rescaling the columns and multiplying by an
orthogonal matrix. Based on the previous paragraph, we have⎛⎜⎝ 1
T
n√
n
XT
(Xc)T
⎞⎟⎠Mn ( 1n√
n
,X ,Xc
)
=
(
0(d+1)×(d+1) 0(d+1)×(n−d−1)
0(n−d−1)×(d+1) L2
)
where
Mn = (S1, . . . , Sn)Pk
⎛⎜⎜⎝
Ik − BT1B1
. . .
Ik − BTnBn
⎞⎟⎟⎠ Pk(S1, . . . , Sn)T
and
L2 = (Xc)TMnXc .
Let min denote theminimumsingularvalue (i.e., eigenvalue)ofL2.Wewillneed the followingcondition
on min.
Condition 3.7 (Appropriateness of global dimension). min > 0 and min goes to 0 at a slower rate than
σ
τ
+ 1
2
C1τ ; i.e., as τ → 0, we have(
σ
τ
+ 1
2
C1τ
)
· ‖∑ni=1 Si‖∞
min
→ 0.
As discussed in [10], this condition is actually related to the amount of overlap between the nearest
neighbor sets.
Theorem 3.8 (Main theorem)
lim
τ→0
‖ tan(R(X˜),R(X))‖2 
C3(
σ
τ
+ C1τ) · ‖
∑n
i=1 Si‖∞
min
. (5)
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Asmentioned in the Introduction, the above theorem gives aworst-case bound on the performance
of LTSA. A discussion onwhen Condition 3.7 is satisﬁedwill be long and beyond the scope of this paper.
We leave it to future investigation.
3.3. The requirement that σ → 0
Anatural question to ask, in light of the aboveanalysis, iswhether LTSA is still consistentwithout the
restrictive assumption that σ → 0. In this section, we discuss a simple example which demonstrates
that the answer is, surprisingly, no.
Consider the following model:
yi =
(
xi
0
)
+ i,
where
xi ∼ N(0, σ2x ), i ∼ MVN
[(
0
0
)
, σ2 I2
]
, xi ⊥ i.
It is then easy to see that
yi ∼ MVN
[(
0
0
)
,
(
σ2 + σ2x 0
0 σ2
)]
.
Suppose, as usual, that we wish to reconstruct the xi’s from the given yi’s. This is a particularly simple
case of dimension reduction, where D = 2, d = 1, and the data lie near a linear manifold. Thus, the
entire manifold may be thought of as a single linear patch. In applying LTSA to this model, we may
therefore assume that k = n, that is, that all points in the data set are neighbors of one another. This
implies that Si = In for each i.
Now, in the ﬁrst step, LTSA will ﬁnd the eigenvector corresponding to the largest eigenvalue of the
sample covariancematrix. It is a standard result [11, Section 13.5] that the space spannedby the leading
eigenvector converges to the space spanned by (1, 0)T.Without loss of generality, wemay suppose that
the eigenvector is chosen so that the ﬁrst component is positive, and therefore the leading eigenvector
converges to (1, 0)T. The estimated local coordinates will then be
θi =
(
1 0
0 0
)
yi = xi + (1)i ,
where we have denoted the ﬁrst component of i by 
(1)
i
. Let = (θ1, θ2, . . . , θn) denote the row vector
formed by the n estimated local coordinates. We assume that ‖‖2 = 1, that is, that the eigenvector
associated with the largest eigenvalue of the sample covariance matrix is normalized. Also note that
we have ⊥ 1n.
The alignment step is especially simple due to the structure of our artiﬁcial example. The computed
x̂i’s are given by the eigenvector corresponding to the smallest eigenvalue of
(S1, S2, · · · , Sn)Pk×n
⎛⎜⎜⎜⎜⎝
Ik −+11
Ik −+22
. . .
Ik −+nn
⎞⎟⎟⎟⎟⎠
· Pk×n(S1, S2, . . . , Sn)T,
The computation is easily simpliﬁed, however. As noted above, each Si as the identity, and the diagonal
blocks in the center matrix are all the same. Therefore, the x̂’s can be expressed as the eigenvector
corresponding to the second smallest eigenvalue of
Pn(In −+)Pn.
It is easy to see that the correct eigenvector is proportional to+ =T by noting that
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(In −+)+ =+ −++ = 0.
Therefore, the vector+ corresponds to the eigenvalue 0 of Pn(In −+)Pn. Further, we know that
the dimension of the nullspace of Pn(In −+)Pn is exactly d + 1 = 2, so there can be no other vector
in the nullspace except, of course, for 1n. If σ
2
 is constant, then in general we will have
X = (x1, x2, . . . , xn)T
but
X˜ = (x1 + (1)1 , x2 + (1)2 , . . . , xn + (1)n )T.
Now, we consider the angle formed between the two subspacesR(X) andR(X˜). In this special one-
dimensional case, this has a particularly simple form:
∠(R(X),R(X˜)) = cos−1
(
XTX˜
‖X‖ · ‖X˜‖
)
.
Supposing that n is sufﬁciently large, wemay use the strong law of large numbers to evaluate the limits
of the quantities on the right-hand side. For the numerator of the fraction, we have
lim
n→∞
XTX˜
n
= 1
n
lim
n→∞
n∑
i=1
xi · (xi + (1)i )
SLLN= E(xi · (xi + (1)i ))
= E(x2i ) + E(xi) · E((1)i )
= σ2x .
For the denominator, a similar argument shows that
lim
n→∞
1
n
‖X‖2 = σ2x and limn→∞
1
n
‖X˜‖2 = σ2x + σ2 .
Putting these limits together, we have
lim
n→∞∠(R(X),R(X˜)) = cos
−1
⎛⎜⎝ nσ2x√
nσ2x ·
√
n(σ2x + σ2 )
⎞⎟⎠
= cos−1
⎛⎝ σ2x√
σ4x + σ2x σ2
⎞⎠ .
If σ2 is constant (i.e., does not have limit 0,) then the argument of cos
−1 will not have limit 1, and
limn→∞∠(R(X),R(X˜)) /= 0. Note that this inconsistency would still apply even if we add the stronger
assumption that the distribution of the error is bounded.
Thus, we see that our assumption that σ → 0 is, in fact, necessary to ensure the consistency of
LTSA, even inwhatmight be considered the simplest possible caseof thedimension reductionproblem.
While this resultmay at ﬁrst seem somewhat counterintuitive, it is less surprisingwhen one considers
the fact that the number of unknown parameters (in this case, the xi’s) grows as n increases, so our
dimension reduction problem is not analogous to traditional parameter estimation problems such as
the classical model
yi = μ + i
with only μ (1 parameter) unknown.
An additional difﬁculty which arises in the absence of the assumption that σ → 0 is the fact that
the estimated selection matrices (the Ŝi’s) may not converge to the correct population counterparts
(the Si’s). An implicit assumption throughout our analysis is that, at least asymptotically Ŝi = Si, which
is crucial in our derivation of bounds on the deviation of the estimated alignment matrix from the
true alignment matrix. In the asymptotically noiseless case, this convergence is automatic, provided
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that the underlyingmanifold is not self-intersecting. However, in the asymptotic case with noise, such
convergence is not guaranteed and in fact, will not hold in general. This is compounded with the
difﬁculties discussed above related to our toy example.
Considering the problem from a geometric perspective is also illuminating. While it is well-known
that we can asymptotically recover the correct local tangent space at each point (at least in our simpli-
ﬁed example), the problem occurs in the alignment step. The simple structure of the example makes
it easy to see what is going on – we extract the projection of yi onto the local tangent space. However,
this of course does not correspond to the generating coordinate xi in the general case, though it could
be construed as a maximum likelihood estimate of the generating coordinate, being the closest point
in the transformed parameter space to the actual observation in terms of Euclidean distance.What we
can recover, then, is the projection of f (xi) + i onto the (asymptotically correct) tangent space in each
neighborhood, but the original generating coordinate itself is unrecoverable.
It would certainly be interesting to know whether f can still be recovered asymptotically if σ is
constant, but this question remains open. The analysis of the reconstruction of f is more compli-
cated because LTSA does not compute any function explicitly – an estimated f can only be computed
implicitly, for example by polynomial regression of Y on X˜ as discussed in Section 5 of [1]. An analysis
of this situation would involve consideration of the interplay of the errors in X˜ with the errors in
reconstructing the function f via indirect methods based on X˜ . We leave this to future investigation.
A further consequence of this result is that while plots such as those shown in Fig. 2 can be useful as
rough indicators of LTSA’s performance, they are not reliable in a strict sense for determining consis-
tency. Although the relationship between the true and estimated coordinatesmay appear to be roughly
linear, this alone does not imply that the algorithmwill asymptotically recover the correct coordinates
– the trouble is the “bandwidth” of the graph. If the underlying parameters are truly recovered, the
graph must eventually converge to exactly a straight line with no dispersion. Such information is
difﬁcult to discern from plots of this type.
4. Simulations
In the same setting as in Section 2.2, if we change the value of σ from σ = 0.1 to σ = 0.025 and 0.2,
we have Fig. 2. Based on our theorem, the smaller the error standard deviation is, the closer the result
of LTSA is to the true parametrization. In the case of σ = 0.2, the result of LTSA breaks down.
When X and X˜ are one-dimensional, we have√
1 − [corr(X , X˜)]2 = ‖ sin(R(X),R(X˜))‖2  ‖ tan(R(X),R(X˜))‖2,
where corr(X , X˜) is the correlation coefﬁcient between two vectors. If
‖ tan(R(X),R(X˜))‖2 → 0,
we have corr(X , X˜) → 1, which corresponds to the consistency.
In Fig. 2b, when σ is small, we observe a nearly straight line; while in Fig. 2d, where σ is large, the
estimates are drastically different from what they are supposed to be. This phenomenon is consistent
with our theory.
5. Discussion
To the best of our knowledge, the performance analysis that is based on invariant subspaces is
new. Consequently the worst-case upper bound is the ﬁrst of its kind. There are still open questions
to be addressed (Section 5.1). In addition to a discussion on the relation of LTSA to existing dimension
reduction methodologies, we will also address relation with known results as well (Section 5.2).
5.1. Open questions
The rate of convergence of min is determined by the topological structure of f . It is important to
estimate this rate of convergence, but this issue has not been addressed here.
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(a) Noisy Observations when σ = 0.025 (b) Result of LTSA
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Fig. 2. Reruns of the illustrative example in Section 2.2, with different noise standard deviations.
We assume that τ → 0. One can imagine that it is truewhen the error bound (σ ) goes to 0 andwhen
the xi’s are sampled with a sufﬁcient density in the support of f . An open problem is how to derive the
rate of convergence of τ → 0 as a function of the topology of f and the sampling scheme. After doing
so, we may be able to decide where our theorem is applicable.
Given a covering scheme, such as choosing the k-nearest neighbors, a veriﬁcation of τ → 0 and a
derivation of its corresponding rate is an open question, too. The answer to this will depend on the
topology of f , which is not covered in this paper, and the sampling scheme.
5.2. Relation to existing work
The error analysis in the original paper about LTSA is the closest to our result. However, Zhang and
Zha [1] do not interpret their solutions as invariant subspaces, and hence their analysis does not yield
a worst case bound as we have derived here.
Reviewing the original papers on LLE [2], Laplacian eigenmaps [3], and Hessian eigenmaps [4]
reveals that their solutions are subspaces spanned by a speciﬁc set of eigenvectors. This naturally
suggests that results analogous to ours may be derivable as well for these algorithms. A recent book
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chapter [12] stresses this point. After deriving corresponding upper bounds, we can establish different
proofs of consistency than those presented in these papers.
ISOMAP, another popular manifold learning algorithm, is an exception. Its solution cannot imme-
diately be rendered as an invariant subspace. However, ISOMAP calls forMDS, which can be associated
with an invariant subspace; one may derive an analytical result through this route.
6. Conclusion
We derive an upper bound of the distance between two invariant subspaces that are associated
with the numerical output of LTSA and an assumed intrinsic parametrization. Such a bound describes
the performance of LTSA with errors in the observations, and thus creates a theoretical foundation for
its use in real-world applications, in which we would naturally expect such errors to be present. Our
results can also be used to show other desirable properties, including consistency. Similar boundsmay
be derivable for other machine learning algorithms.
Appendix A. Proofs
A.1. Proof of Lemma 3.2
The ﬁrst inequality in the lemma is obvious. For the second inequality, we have
dmax,i = ‖XiPk‖2 = ‖(Xi − x0 · 1Tk)Pk‖2
 ‖Xi − x0 · 1Tk‖2 (A.1)

√
k · max
j∈Pi
‖xj − x0‖2 (A.2)

√
k · τ.
Taking the maximum over i on both sides, we obtain the second inequality.
In the above, inequality (A.1) is true because in general, for twomatrices A and B, we have ‖AB‖2 
‖A‖2 · ‖B‖2 [6, p. 69]. The inequality (A.2) is also standard linear algebra [6, p. 71].
A.2. Proof of Theorem 3.5
The following two equations will be used:
YiPk = (Yi − f (x(0)i ) · 1Tk)Pk (A.3)
and
XiPk = (Xi − x(0)i · 1Tk)Pk , (A.4)
where x
(0)
i
is the coordinates of the ith point in the true parametrization of the underlying manifold;
cf. formulation in (1). The above equations can easily be veriﬁed by recalling the definition of Pk .
To exploit the local isometry, we consider the Taylor expansion at x(0)
i
. It is not hard to verify the
following: for j ∈ Pi, 1 i  n,
‖yj − f (x(0)i ) − J(f ; x(0)i )(xj − x(0)i )‖∞
 ‖yj − f (xj)‖∞ + ‖f (xj) − f (x(0)i ) − J(f ; x(0)i )(xj − x(0)i )‖∞
 σ + 1
2
C1‖xj − x(0)i ‖22 + O(‖xj − x(0)i ‖32)
 σ + 1
2
C1τ
2.
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Note that in the last step, we dropped an O(τ3) term because we are only interested in the case when
τ → 0, in which case the quadratic term dominates.
Let Ei = YiPk − J(f ; x(0)i )XiPk . Note that Ei ∈ R
D×k
. We have the following upper bound for ‖Ei‖2:
‖Ei‖2 = ‖YiPk − J(f ; x(0)i )XiPk‖2

√
k · sup
j∈Pi
‖(yj − f (x(0)i )) · Pk − J(f ; x(0)i )(xj − x(0)i ) · Pk‖2

√
k · sup
j
‖(yj − f (x(0)i )) − J(f ; x(0)i )(xj − x(0)i )‖2

√
kD · sup
j
‖(yj − f (x(0)i )) − J(f ; x(0)i )(xj − x(0)i )‖∞

√
kD ·
[
σ + 1
2
C1τ
2
]
. (A.5)
In the above, the ﬁrst and third inequalities are standard linear algebra, the second inequality is due
to the fact that Pk is a projection matrix.
We nowwish to derive a bound on the angle between the subspaces spanned by the right singular
vectors associated with the d largest singular values of J(f ; x(0)
i
)XiPk and by those of YiPk . To this end,
deﬁne the following two quantities:
R = J(f ; x(0)
i
)XiPkB˜i − A˜iD˜i,
S = PkXTi JT(f ; x(0)i )˜Ai − B˜iD˜i.
By substituting the identity Ei = YiPk − J(f ; x(0)i )XiPk , it is easy to see that ‖R‖2  ‖Ei‖2 and ‖S‖2 
‖Ei‖2. Finally, consider the smallest singular value of YiPk . We have
σmin(YiPk) = σmin(J(f ; x(0)i )XiPk + Ei)
 σmin(J(f ; x(0)i )XiPk) − σmax(Ei)(
A.5
)
 C2 · τ −
√
kD
[
σ + 1
2
C1τ
2
]
.
We can now apply Theorem V.4.4 in [6], and conclude
‖ sin((R(BTi ),R(˜BTi )))‖2 
‖Ei‖2
σmin(YiPk)

√
kD ·
[
σ + 1
2
C1τ
2
]
C2 · τ −
√
kD ·
[
σ + 1
2
C1τ2
]
If we ignore higher-order terms, we can take C3 =
√
kD
C2
, and the theorem is established.
A.3. Proof of Theorem 3.8
Nowwe consider the step of global alignment. Recall that the columns of (1n,X), where X is deﬁned
in (??), are eigenvectors associated with the zero eigenvalue of (??).
First, similar toMn, deﬁne M˜n as
M˜n = (S1, . . . , Sn)Pk·n
⎛⎜⎜⎝
Ik − B˜T1B˜1
. . .
Ik − B˜TnB˜n
⎞⎟⎟⎠ Pk·n(S1, . . . , Sn)T,
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where B˜i is deﬁned right before Theorem 3.5.
We now consider ‖Mn − M˜n‖2, the norm of the difference between the alignment matrices formed
from the true and estimated local coordinates. This is equivalent to∥∥∥∥∥∥
n∑
i=1
Si · Pk
(
B˜Ti B˜i − BTi Bi
)
Pk · STi
∥∥∥∥∥∥
2
.
Theorem 3.5 and [6, Theorem I.5.5] together imply that
‖˜BTi B˜i − BTi Bi‖2  C3
(
σ
τ
+ 1
2
C1τ
)
, i = 1, . . . ,n.
Now, sinceMn − M˜n is symmetric, we have ‖Mn − M˜n‖2  ‖Mn − M˜n‖1. By Condition 3.6, each column
of Mn − M˜n will be the sum of at most C4 terms, each of which is a column of one of the matrices
BT
i
Bi − B˜Ti B˜i. Therefore, we have
‖Mn − M˜n‖2  C4 · C3
(
σ
τ
+ 1
2
C1τ
)
.
To verify the conditions of Theorem V.2.7 in [6], consider⎛⎜⎝ 1
T
n√
n
XT
(Xc)T
⎞⎟⎠ (Mn − M˜n)( 1n√
n
,X ,Xc
)
=
(
E11 E12
E21 E22
)
,
where E11 ∈ R(d+1)×(d+1), E12 ∈ R(d+1)×(n−d−1), E21 ∈ R(n−d−1)×(d+1), and E22 ∈ R(n−d−1)×(n−d−1). Since
we have assumed that⎛⎜⎝ 1
T
n√
n
XT
(Xc)T
⎞⎟⎠
is unitary, and since an upper bound on the spectral norm of a matrix is also an upper bound on the
spectral norm of any submatrix, we have ‖E11‖2  C4 · C3
(
σ
τ
+ 1
2
C1τ
)
, and similarly for all the other
blocks.
It now easily follows that we can apply Theorem V.2.7 in [6], and therefore
‖ tan(R(X˜),R(X))‖2  2‖E12‖2
min − ‖E11‖2 − ‖E22‖2
 C4 · C3
(
σ
τ
+ C1τ
)
min − 2C4 · C3
(
σ
τ
+ C1τ
)
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