AND CONCLUSIONS
INTRODUCTION
There are two main visual processing streams: the dorsal stream, which is concerned with the relative spatial position of an object, and the ventral stream, which is concerned with its identification (Mishkin et al. 1983 ). Damage to the dorsal stream, through which the striate cortex projects to the parietal lobes, produces impairments on visuospatial tasks (Mishkin et al. 1982; Pohl 1973) . Damage to the ventral system, through which the striate cortex projects to the temporal lobes, does not impair performance of visuospatial tasks but does impair performance of object discrimination tasks (Cowey and Gross 1970; Gaffan et al. 1986; Weiskrantz and Saunders 1984) . As visual information passes through the ventral system, a representation of objects is built up that becomes in the inferior temporal visual cortex and cortex in the anterior part of the superior temporal sulcus relatively invariant with respect to the size, spatial frequency, contrast, color, motion, and luminance of the object (Rolls 1992a; Rolls and Baylis 1986; Sary et al. 1993) . In contrast, cells in the striate cortex, VI, at the start of the processing stream, are much more finely tuned to size/spatial frequency, with a typical spatial frequency tuning of 1.5 octaves. It is hypothesized that along the ventral processing stream representations of objects are built that become by the inferior temporal cortex and cortex in the anterior part of the superior temporal sulcus invariant with respect to size, rotation, and view, because such invariant representations form appropriate inputs to associative neuronal networks in the hippocampus and amygdala, which appear to be involved in an intermediate term "on the fly" buffer store and in stimulus-reinforcement association memory (see, e.g., Rolls 1990a Rolls , 1992a Treves and Rolls 1994) . Consistent with this, lesions of the inferior temporal visual cortex impair the ability of monkeys to respond to objects irrespective of changes in size, lighting, and viewing angle (Weiskrantz and Saunders 1984) .
It is likely that invariant representations across retinal position are also built along the same processing stream (Gross and Mishkin 1977; Rolls 1992a; Wallis et al. 1993) . Consistent with this, the receptive fields of single cells in V 1 are usually small (e.g., 0.5-l " ). In contrast, the receptive fields of neurons in the inferior temporal visual cortex are very large, almost always including the fovea, and often extend to include large areas of the contralateral visual field (Desimone and Gross 1979; Desimone et al. 1985; Gross et al. 1972; Schwartz et al. 1983) . However, these studies on inferior temporal neurons were performed under anesthesia and pharmacological immobilization, and it is not clear that the neuronal responses found will reflect those that occur when the cortex is operating normally, while the animal is awake and behaving (Rodman et al. 199 1) . Nor have previous studies focused explicitly on the translation invariance of face-selective neurons, for which there is now a great deal of evidence on their responsiveness and tuning (see Rolls 1992a) . This group of neurons is of especial interest in relation to the study of translation invariance, for, although it is probably desirable that their responses should be globally translation invariant, it is nevertheless the case that their responses must reflect the local spatial arrangement of features, which must be in the correct spatial arrangement for correct face recognition, and for the normal responses to be obtained from many of these face-selective neurons (Perrett et al. 1982; Yamane et al. 1988; Rolls et al. 1994) . Further, we know that some face-selective neurons can respond to individual features present in a face, such as the eyes or mouth (Perrett et al. 1982) . Does this mean that face-selective neurons would have best responses when the monkey is fixating one of the features in a face, such as the eyes, or would the responses of the neurons nevertheless be translation invariant? To answer these questions we investigated the extent to which face-selective neurons in the temporal cortical visual areas show translation invariance. The awake, behaving monkeys performed a visual fixation task, and eye position was measured with the search coil technique, to ensure that the stimuli were presented in known positions within the visual field.
The neurons investigated in this study were the temporal cortical neurons with responses that are different to different faces, because this enabled us to investigate whether the selectivity was maintained across retinal translation; because these neurons can be found regularly on tracks made into the temporal cortical visual areas; and because many of the response properties of these neurons have been described (Baylis et al. 1987; Rolls 1992a ). This investigation is part of a series performed to understand the normal functioning of the cerebral cortex, and how disorders of its function lead to perceptual and cognitive dysfunctions (Rolls 1992a (Rolls ,c, 1994 Rolls et al. 1994; Rolls and Tovee, 1994; Tovee and Rolls 1992; Tovee et al. 1993) .
METHODS

Recording techniques
The activity of single neurons was recorded with glass-insulated tungsten microelectrodes (after Merrill and Ainsworth 1972, but without the platinum plating) in three alert macaque monkeys (Macaca mdatta, weight 3.0 kg) seated in a primate chair with the use of techniques that have been described previously (Rolls et al. 1976 (Rolls et al. , 1990 Tovee et al. 1993) . The action potentials of single cells were amplified with the use of techniques described previously ( Rolls et al. 1976 )') were converted into digital pulses with the use of the trigger circuit of an oscilloscope, and were analyzed on-line with the use of a MicroVaxII computer. The computer collected peristimulus rastergrams of neuronal activity for each trial and displayed, printed, and stored each trial, as well as computing the peristimulus time histogram by summing trials of a given type. Eye position was measured to an accuracy of 0.5' with the search coil technique (Judge et al. 1980) , and steady fixation of a position on the monitor screen was ensured by use of a (blink version of a) visual fixation task. The timing of the task is described below. The stimuli were static visual stimuli presented at the center of the video monitor placed at a distance of 1 .O m from the eyes. A full-size face image typically subtended 17' in the visual field. The fixation spot position was either at the center of the screen, or at one of a set of four positions arranged diagonally (upper left, etc.) as shown in Fig. 2 . The normal distance between F2 and Fl in Fig. 2 was 1 Task timing This is shown diagrammatically in Fig. 1 . Each trial started at -500 ms (with respect to the onset of the test image) with a 500-ms warning tone to allow fixation of the fixation point, which appeared at the same time. At -100 ms the fixation spot was blinked off so that there was no stimulus on the screen in the lOO-ms period immediately preceding the test image. The screen in this period, and at all other times including the interstimulus interval, was set at the mean luminance of the test images. At 0 ms the tone was switched off, and the test image was switched on for 500 ms. At the termination of the test stimulus, the fixation spot reappeared, and then, after a random interval in the range 150-3,350 ms, it dimmed, to indicate that licking responses to a tube in front of the mouth would result in the delivery of fruit juice. The dimming period was 500 ms, and after this, the fixation spot was switched off, and reward availability terminated 500 ms later. The monkey was required to fixate the fixation spot in that if he licked at any time other than when the spot was dimmed, saline instead of fruit juice was delivered from the tube; in that the dimming could only be detected if the monkey fixated the spot; and in that if the eyes moved by 0.5" from time 0 until the start of the dimming period, then the trial was aborted. (When a trial aborted, a highfrequency tone sounded for 0.5 s, no reinforcement was available for that trial, and the intertrial interval was lengthened from 8 to 1 1 s.)
Stimuli
Faces were used as test stimuli. The faces included both macaque and human faces. Examples have been shown in Rolls et al. ( 1985) and . The stimuli were stored in digital form on a computer disk and displayed on a monochrome video monitor with the use of a video framestore (Advanced Electronic Design 5 12). The resolution of these images was 256 wide by 256 high with 256 gray levels. At all times the mean luminance of whatever was displayed on the monitor (even when it was a blank screen) was set to gray level 128, so that there were no luminance changes during each trial. The monitor provided maximum and minimum luminances of 300 and 15 cd/m2, respectively, and was adjusted internally and by use of a lookup table for linearity to within 3% with the use of a photometer. The computer randomized the order of presentation of the test stimuli, switched the stimuli on and off for each trial, and synchronized its data collection so that the stimulus was turned on at the start of the 2 1 st bin of the peristimulus time histogram.
During initial investigation of the responsiveness of a temporal cortical cell, when digitized visual stimuli were being presented on the video monitor, 1 set of 4-12 visual stimuli were used at a time. Each set of stimuli was designed to provide neuronal response data relevant to one or several hypotheses. For example, one set included five different faces, to test whether the neuron responded differently to different faces, and some nonface stimuli such as a sine-wave grating, a boundary curvature descriptor, and a complex visual image (see Baylis et al. 1985 , Fig. I ), to provide an indication of whether the neuron responded differently to face and to nonface stimuli. The computer randomized the sequence in which the members of the set were presented, and after it had presented the sequence once, it restarted the set with another random sequence. The computer was allowed to repeat the set 4-10 times to provide sufficient data for an analysis of variance so as to determine whether the neuron responded differently to the different stimuli within the set.
Procedure
As tracks were made into the cortex in the superior temporal sulcus, the responses of each neuron were measured to a standard digitized set of stimuli of different faces and of nonface stimuli . If a neuron responded to one or more of the faces, but to none of the nonface stimuli in the set, then a wide range of digitized and real three-dimensional (3D) nonface stimuli were shown, to determine whether the response of the neuron was selective for faces. The criterion was that the response to the optimal face stimulus should be more than twice as large as to the optimal nonface stimulus. [In fact, the majority of the neurons in the cortex in the superior temporal sulcus classified as showing responses selective for faces responded much more specifically than this. For half these neurons, their response to the most effective face was 5 times as large as to the most effective nonface stimulus, and for 25% of these neurons, the ratio was 10: 1. These ratios show that, although responding preferentially to faces, these neurons do not have absolute specificity for faces. Further information on and discussion of the extent to which these neurons have selective responses is given by Baylis et al. ( 1985) and by Rolls ( 1984 Rolls ( , 1992a . The nonface stimuli from which the optimal was chosen included sine-wave gratings, boundary curvature descriptors, complex 2D stimuli, and complex 3D junk objects, as described above.]
If the neuron satisfied the criterion for face selectivity, then the following standard experiment was performed to assess how the fixation position relative to the stimulus affected the neuronal responses. Two or more face stimuli were selected, including one effective and one relatively ineffective in driving the cell, so that we could determine whether the cell maintained its stimulus selectivity when the stimuli were placed in different parts of the visual field. The order in which these stimuli were presented within a sequence for any fixation position was randomized.
One of the five fixation positions was selected by the computer, with the use of a random order for the selection of fixation positions. When a fixation position had been chosen, all the stimuli were shown once in random order, in the center of the screen. Then a new fixation position was chosen from the random order, and the set of stimuli was again repeated. After the computer had selected all the five fixation positions (and tested all stimuli at each position), it ran further series of data collection trials, with new fixation position and stimulus order sequences. The trials followed each other with a fixed intertrial interval, and all the testing and neuronal spike collection was fully automatic. When 6-12 series had been run, so that each stimulus had been shown 6-12 times for every fixation The face stimulus extended from the center of the screen to an eccentricity of 8.5". In some experiments the stimuli were '/z (approximately as illustrated) or l/4 (linearly) of the screen. The fixation points in the top left, etc., of the screen were normally 1 1 O from the center of the stimulus, but this eccentricity was altered during some experiments.
position, that test was complete. All the neurophysiological data were saved to disk for subsequent analysis.
Further tests were then run with the same cell. The first test typically involved a full-size face, which subtended 17O at the retina, and the fixation positions were as shown in Fig. 2 , at the center of the face, and at the top left, top right, etc., edges of the face. Subsequent tests frequently involved half-size faces, so that the fixation points were several degrees off the edge of the face; or different fixation points on a full-size face that were still diagonally arranged as shown in Fig. 2 , but were at a different angle of eccentricity from the center of the screen.
Data analysis
The default period for which the firing rate was calculated was a 500-ms period starting 100 ms after the onset of the target stimulus. (The period was chosen to start at 100 ms because all the neurons started to respond strongly by this time. Typical response latencies for the neurons were 70-90 ms.) The mean firing rate over the 6-12 trials for each fixation point/stimulus condition together with the standard error of the mean was calculated by the computer for each of the stimulus conditions for graphic presentation. In the figures, the response of the neurons, that is the firing rate minus the spontaneous firing rate, is shown. (The spontaneous firing rates of the neurons analyzed did not differ for different fixation positions. The spontaneous firing rate was measured in the 200-ms period preceding the stimulus and was averaged across all stimuli and trials.) In addition, a two-way analysis of variance (ANOVA) was performed over the same set of data, with one factor stimulus type (face 1, 2, etc.), and the other fixation position. In the ANOVAs, each category within a factor was one of five fixation positions, arranged as shown in Fig. 2 .
Further, the information about the stimulus type and about the fixation position contained in the responses of the cell was computed with the use of techniques that have been described fully previously (Optican et al. 199 1; Tovee et al. 1993) . The general procedure was to smooth the spike train for a single trial with a Gaussian filter (with a CJ of 10 ms) to produce a spike-density function. The spike-density function was then sampled every 10 ms over 400 ms starting at the onset of the visual stimuli, to produce a 40-point time series for each trial. At least five such time series were collected for each stimulus in the stimulus set. From these time series, the principal components were extracted. The principal components are extracted from all individual responses of a neuron to all stimuli. The principal components form a basis set such that the covariance matrix is diagonal, and are ordered so that each component accounts for more variance than any subsequent one. The response of a neuron to a particular stimulus can then be fully described as a weighted sum of these principal components. The proportion of the variance accounted for by each principal component can be taken as a measure of its importance. The information was calculated from the first few principal components, or from the firing rate of the neuron, with the use of a procedure that enables calculation of the average information I( S,R) contained in a set of responses R of a particular cell about the set of stimuli, S, according to the following where P is the probability of occurrence of a particular event. This raw information measure was then corrected for the limited number of data trials as described by Tovee et al. ( 1993) . The information was calculated for each experiment with the use of data from responses to four different visual stimuli (all faces), and five different fixation positions, arranged as shown in Fig. 2 .
Recording sites X-radiographs were used to locate the position of the microelectrode on each recording track relative to permanently implanted reference electrodes and bony landmarks. The position of cells was then reconstructed from the X-ray coordinates taken together with serial 50-pm histological sections that showed the reference electrodes and microlesions made at the end of some of the microelectrode tracks (Feigenbaum and Rolls 199 1) .
RESULTS
The responses of a large sample of cells in the temporal cortical visual areas were recorded. It was possible to perform 116 experiments on the effects of fixation position on neuronal responses on 44 neurons in 3 monkeys.
An example of the results of an experiment in which the effects of different fixation positions on the responses of a neuron to full-size face stimuli that were as large as the screen are shown in Fig. 3 . The face subtended 17" at the retina. The means and standard errors of the means of the neuronal responses at the different fixation positions are shown. The neuronal responses were as large when the monkey was fixating at the edge of an effective face stimulus for the cell as when he was fixating at the center of the same face (Fig. 3A) . The stimulus selectivity of the cell was maintained across this area of visual field. A less effective face stimulus for the cell elicited only a small response when the monkey was fixating at the center of that face and at its edges (Fig. 3 B) . This considerable invariance of the neuronal response with respect to fixation position was confirmed by a two-way ANOVA, which showed a significant effect of face identity (F(3,60) = 33 1.7, P < O.OOOl), no effect of fixation position (F(4,60) = 2.12, P > 0.05), and no significant interaction between face identity and fixation position (F( 12,60) = 1.78, P > 0.05). (In the ANOVAs, each category within a factor was 1 of 5 fixation positions, arranged as shown in Fig. 2.) Neuronal responses to both effective and noneffective stimuli that were independent of fixation position on the stimulus were found throughout the receptive-field area tested of the cells. Local areas of greater sensitivity in the receptive field were not found. This is illustrated (for another cell) by the data shown in Fig. 4 , in which many fixation positions throughout the receptive field were tested while the cell was recorded. The edge of the face is indicated by a dotted line. It is clear that the neuron had responses that reflected which stimulus was shown consistently, with only a minor effect of fixation position up to angles as great as 12" from the center of the face. The effect of fixation position as tested by the ANOVAs for the cell was not significant more frequently than would be expected by chance in this set of experiments. Further examples of data from other cells that also show that the responses to the effective stimuli were relatively independent of the fixation position are shown in Fig. 5 . The same pattern of responses is shown for another cell in Fig. 6 with the use of a half-size face with different fixation positions. The difference in the response rate to the two stimuli is maintained throughout the visual field, although at the more extreme eccentricities the overall neuronal response is attenuated.
The average response obtained from cells in 116 experiments (scaled to the response with fixation at the center of the face) as a function of the number of degrees the fixation point was away from the center of an effective face stimulus is shown in Fig. 7 . The experiments were conducted on 44 cells. Each experiment consisted of a measurement for at least two different stimuli (typically 4) of the neuronal responses with fixation at five different positions as indicated in Fig. 2 . The different experiments were for different eccentricities for FO, Fl, F3, and F4 from the center of the face. (Different numbers of experiments were performed at each eccentricity, so the standard deviation of the distribution of each mean is shown in Fig. 7 .) The face stimuli in these experiments generally subtended 17" at the retina. The cells' responses only tended to diminish when the fixation point was 11 O from the center of the face (which was generally 2.5 O beyond the edge of the face). The ANOVAs performed on individual cells showed that, when fixation was as far eccentric as 2-4O away from the edge of the face, then the attenuation of the neuronal response was in 40% of cases nonsignificant, in 40% significant, and in 20% there was a nonsignificant reduction for some but not other stimuli. The neurons described here had only little response to noneffective stimuli, regardless of where they were in the visual field.
These results indicated that the cells could respond differently to different faces when a point some degrees from the edge of the face was fixated. To test whether humans could also discriminate and identify the faces correctly when fixation was off the edge of the face, we carried out a series of psychophysical experiments on four human subjects (2 of whom were the authors M. J. Tovee and E. T. Rolls). Using the same experimental apparatus and protocol, we presented a series of trials with four different half-size faces in random order and asked the subjects to identify which image was shown. The fixation points 0, 1, 3, and 4 were at IN PRIMATE TEMPORAL CORTEX 1053 FIG. 3. Neuronal responses of 1 cell with different fixation positions when a full-size effective (A ) and less effective (II) face stimulus was shown. The means and standard errors of the means of the neuronal responses (firing rate minus spontaneous rate) are shown in this and the following figures. These data were obtained for a full-size face (extending 8.5" from the center of the screen), with the fixation spots when not central 11 O from the center.
an eccentricity of 11 O, and the half-size faces extended out 4.25' from the center. The data showed that the subjects were able to perform the task almost perfectly (97% correct ) .
The neurophysiological data show that the responses of the cells were relatively independent of fixation position. Analysis of the neuronal spike trains using information theory was next used to quantify the extent to which information was made explicit in the cells' responses about which stimulus (face) was shown, rather than information about where the stimulus was on the retina.
We were able, using the methods developed from those of Optican et al. ( 199 1) by Tovee et al. ( 1993) , to measure for each neuron the information about stimulus type and fixation position contained in the firing rate (measured over the poststimulus period O-400 ms). The information theoretic analysis also enabled us to assess how the information about image type and fixation position was carried by the temporal properties of the spike train. The preliminary step in the analysis involves computation of the principal components of the spike trains elicited when different images and fixation positions were being tested. The principal components were calculated for 40 time bins of the neuronal response taken in the poststimulus time of O-400 ms (Richmond and Optican 1987; Tovee et al. 1993 ) . The results are shown in Fig. 8 (using the correction 2 procedure of Tovee et al. 1993 ) . It is clear from the information measure based on firing rate that this population of cells had considerable information about which of two to four face stimuli were shown (on average 0.203 bits), and only about one-sixth as much information about where the fixation point was (with 5 possible positions) on the stimuli (on average 0.035 bits). (The mean ratio of the information about stimulus identity to that about location of the stimulus in the visual field available in the responses of these neurons was 0.203 /0.035 = 5.8.) [Given that there were more fixation positions, 5, than stimuli, 2-4, the maximum information a cell could have conveyed (about 4 stimuli) is 2 bits, and about 5 fixation positions is 2.3 bits, so the cells could, if they had been tuned to position, have provided more information about fixation position than about identity.] For identity the bulk of the information is coded by the first principal component (which is highly correlated with the firing rate). Addition of the second principal component added only 14.6% more information, and addition of the third principal component 3.6%. The situation is complementary for fixation position. The first principal component carried comparatively little information about fixation position, the addition of the second principal component added 108.6% more information, and the third component 15.7% more information.
The amount of information about identity and about fixation position encoded in the first three prin-E. T. ROLLS, AND P. AZZOPARDI cipal components of the spike train of each cell analyzed is shown in Fig. 9 .
We have shown previously that the latency for the neuronal responses when the fixation position is away from the center of the face is 20-30 ms longer than for fixation on the center of the face, and further, that this latency difference is for the majority of the cells reflected in the second principal component (Tovee et al. 1993) . [This is consistent with the point that in earlier visual processing areas (V 1, V2, and V4) when fixation is on the center of the stimulus, more cells will be active and carrying information about the stimulus than when fixation is eccentric. The input to temporal cortical cells from many earlier cells may cause the cell to reach its firing threshold more quickly.] Thus the fact that the second (and 3rd) principal components shown in Fig. 8 convey proportionally more information about image position may well be related to the fact that different fixation positions can often alter the latency of the neuronal responses. This is confirmed by Fig. 10, 
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responses of these neurons about fixation position is present primarily in time bins near the start of the neuronal response (with the time bin for the period 80-100 ms carrying much more of the information about fixation position than any other time bin). (Each time bin in Fig. 10 was 20 ms long.) In contrast, as shown in Fig. 10 , considerable information about image identity is present in all the 20-ms time bins in the period loo-220 ms. The information available in each of these periods of the spike train about image identity accumulates to result overall in the cells conveying much more information about image type than fixation position, as shown in Fig. 8 (see further Tovee et al. 1993) .
The results described so far show that the responses of individual neurons were relatively independent of fixation position on or close to the stimulus. However, for some cells, there was some tendency for the responses to be greater when, for example, the fixation was on the lower part of the face. To provide an indication of whether the centers of the receptive fields of the cells were systematically offset with respect to each other, so that there might be a distributed representation of information about where a stimulus was with respect to the fovea, we computed the center of gravity of the responses of each neuron, to examine whether the centers of gravity were systematically offset from the fovea. The center of gravity was calculated as Firing ; Rate where x and y are the x and y coordinates of the center of gravity, J is the firing rate at position xi, yi, and ( l ) indicates the ensemble average. (The firing rates were measured with fixation in the 5 positions shown in Fig. 2 . The standard deviation was also calculated.)
The distances of the centers of gravity from the fovea of the different cells are shown in Fig. 11 , scaled so that a distance of 1 corresponds to 11 O. The centers of gravity of the cells were grouped relatively close to the fovea, with the great majority having centers of gravity within 3O of the fovea.
If the face cells recorded from in this study have bilateral responsive fields, receiving inputs from both the contralatera1 and ipsilateral visual fields, the ratio of the responses to stimuli on the left side to stimuli on the right side of the fovea should be one (given that the recordings were in the right hemisphere). The magnitude of 44 cells' response to full-size face stimuli on the left side of the visual field (contralateral to the recording sites in the right hemisphere; fixation positions 0 and 3, see responses was still not significantly different from one, so that the cells had large, bilateral receptive fields.
The recording sites of the neurons analyzed in this study are shown in Fig. 13 . The neurons recorded were in both the cortex in the superior temporal sulcus and the inferior temporal cortex.
DISCUSSION
These neurophysiological results show that there is a population of neurons in the temporal cortical areas of the awake behaving macaque that respond with stimulus selectivity to faces that is relatively independent of where the fixation position is on the face. The invariance extends across many degrees of visual angle, with no diminution until the fixation position is 10" from the center of a face that extends 8.5 O from its center ( see Fig. 7 ) . It was shown moreover that information about the identity of the stimulus was made explicit in the responses of the single neurons, and that there was relatively little information about where the fixation point on the face was (Figs. 8-10 ). The mean ratio of the information about stimulus identity to that about location of the stimulus in the visual field available in the responses of these neurons was 5.8.
This form of translation invariant representation is appropriate as an output from the ventral visual system to memory systems that must learn about objects, rather than about where patterns of light happen to fall at any one time on the retina. The inferior temporal cortex projects to at least three potentially important regions for memory: the amygdala, the hippocampus, and the prefrontal cortex. Cells in the amygdala have been found that are responsive to complex visual stimuli, such as faces Rolls 1992b) , and the output of the temporal cortical areas to the amygdala may be important for associating which stimuli (in this case faces) are associated with pri- mary reinforcement (Rolls 1984 (Rolls , 1990a (Rolls , 1992b . The output from the inferior temporal cortex (via the parahippocampal gyrus and entorhinal cortex) to the hippocampal system may be important for forming intermediate term memories of episodes, such as who was present on a particular previous occasion (Rolls 1990b, 199 1; Treves and Rolls 1994) . The inferior temporal cortex also projects to the inferior prefrontal convexity (Barbas 1992) , and the responses of some neurons in this region closely resemble those of inferior temporal cortex neurons (Wilson et al. 1993 ) . The prefrontal neurons have large visual fields, are responsive to complex stimuli, such as faces, and their responses are invariant over transformation of size, inversion, and color. These neurons in the inferior prefrontal convexity are suggested to play a role in working memory for object identity (Wilson et al. 1993 ) . For all three memory systems, what must be entered to the memory is which particular object was present, rather than where it was on the retina. The value of this is that once something has been stored in the memory about the object, no further separate memory, or special generalization process, is required when the object appears on a different part of the retina.
These results extend earlier findings. Desimone and Gross ( 1979) showed that under anesthesia, the receptive fields of inferior temporal neurons are typically large (the average was 625' * in area) and include the fovea. Desimone and his colleagues obtained further evidence on translation invariance of inferior temporal cortex cells with the use of boundary curvature descriptor stimuli (Desimone et al. 1985; Schwartz et al. 1983) . They showed, for example, that some neurons had similar profiles of responses across a set of boundary curvature descriptors when they were shown at different positions. However, many processes involved in normal perception are unlikely to operate normally under anesthesia (Rodman et al. 199 1) . For example, the responses of inferior temporal neurons under anesthesia are sluggish and show habituation. It is therefore important to examine the degree of translation invariance shown by neurons in this region when it is operating normally. In this paper we have extended evidence on translation invariance not only to the awake behaving state, but also for the population of face-selective neurons recorded mainly in the cortex in the anterior part of the superior temporal sulcus as well as in the inferior temporal visual cortex. Moreover, we showed that they maintain their selectivity for different faces relatively independently of the fixation position on the face. We also quantified the extent of the translation invariance by applying information theory and showed that much more information was available in the responses of these neurons about stimulus identity than about stimulus position.
It was of interest that these neurons often continued to show responses to the face shown when the fixation point was several degrees away from the edge of the face. This emphasizes the translation invariance of these neuronal responses. However, given that perception of stimuli, and visual acuity, does decline with increasing eccentricity from the fovea, it is very likely that the selectivity between different faces of the neuronal responses cannot be maintained for fixation very far beyond the edge of a face. For most cells the responses to all stimuli tend to decrease at larger eccentricities, and thus the difference in a cell's response between different stimuli also tends to become less. Because we found it remarkable that the neurons carried some information about face identity even when fixation was several degrees off the edge of the face, we investigated this capacity psychophysically in humans. We found that under the same test conditions, humans could also discriminate between (and could identify) the faces. However, the subjects did report some differences in their perception of faces depending on whether they fixated centrally or peripherally. The subjects reported a noticeable afterimage when fixating peripherally (6.5" away from the nearest part of the face) under the test conditions, and this was not noticeable when fixating on the center of the face. This presumably reflects the longer in tegration times of the periphera 1 visual met hanisms. Also, the subjects reported that when fixating this far off the edge of a face that the general outlines of one or several distinctive features, such as hair style or the size and shape of the nose, appeared to be particularly useful for identification. This is consistent with the reduced acuity that is available peripherally. When fixation was on any part of the face, or was close (within 1 or 2O ) to the face, not only was translation invariance found for the cells, but also perceptually the face appeared to have its normal integration and resolution.
As shown in Fig. 7 , there was a tendency for the cells to respond a little more when fixation was a few degrees from the center ofa face. As shown by the standard errors, this effect did not reach statistical significance across the whole population of cells, but for some individual cells the effect was significant. If it were an effect that was consistently found, it might be related to the fact that, for the sizes of face stimuli used, the fixation positions 3-7' from the face center might have brought the gaze onto a part of the face such as an eye, which was particularly effective for a particular cell, or that the cell was less inhibited by information in another part of the face.
The observation that some of the cells had longer response latencies when fixation was away from the center of a face (see also Tovee et al. 1993) could be related to the fact that with eccentric fixation from an effective stimul us, there will be fewer cells at earlier stages of processing ( in, e.g., VI and V2) that are activated by the stimulus. The smaller number of relevant active afferents to cells in higher order cortical areas might then mean that they would take longer to accumulate sufficient activation to cause firing, thus producing a small lengthening in the neuronal response latency.
