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Consider the generalized "wave equation"
where solutions are functions u(t) from the real line E 1 to H. The equation (1) may obviously be regarded as a perturbation of the simpler equation
(2) £
The scattering problem for the perturbed equation (1) consists of the following:
(I). Let u Q (t) be any solution of equation (2). For any real number s, prove the existence of a solution u 3 (t) of the perturbed equation (1) such that (3) (II). Show that as s->±co, u s (t) converges in some suitable sense to solutions u ±oo (t) of equation (2). In this case, we define W-{u Q ) = u-JJ) W + (u 0 ) = u+Jf). (III). Study the properties of the operators W~ and W+ defined in (II), show the existence of W^W-= S, and study the properties of the scattering operator S.
In a preceding paper [5] , the second-named author has solved the scattering problem for equation (1) under the hypothesis that there exist a summable function θ(t) on E ι such that (4) || A^ [M t 
(u) -M t (v)] || ^ θ(t) \\ Au -Av \\

FELIX E. BROWDER AND WALTER A. STRAUSS for any pair of elements u and v in D(A).
This result was applied in [5] to the classical case of a perturbed wave equation in the Lorentz-invariant Klein-Gordon Hubert space. A basic limitation of these results is the restricted non-linearity of M t (u) , which for each t must satisfy the uniform Lipschitz condition (4) in u.
In another preceding paper [2] , the first-named author has given a study of the Cauchy initial value problem for the abstract wave equation (1) with M t (u) independent of t, and obtained therefrom a generalization of results of K. Jorgens [3] on the equation (5) u" -Δu + m 2 u + ku* = 0 , fc^O, m >0
in E*, as well as more general equations of the form
Here the non-linearity in M(u) = M t (u) was much less restricted but at the cost of definiteness assumptions to insure the positivity of the " energy" for solutions of (1) for all time. 1 It is our purpose in the present paper to use the methods of [2] to study the scattering problem for more strongly nonlinear perturbations M t (u) under appropriate positivity assumptions on M t (u). The prototype equation which we have in mind is the following modification of (5) on E\
with k(t) summable and non-negative on E 1 . We might equally as well think of
with conditions depending upon n imposed upon F'. In general, the uniform Lipschitz condition (4) 
The other assumption which we shall make guarantees that to some degree the solutions of equation (1) Our basic result in the present paper is that the scattering problem in the sense described above, with a suitable definition of the solutions of our differential equations as well as the topology on these solutions, always has a solution under the assumptions (I) and (II) . To obtain such a solution, we consider weak solutions of equations (1) and (2) rather than strict solutions. By choosing a different Hubert space, however, each such weak solution can be considered as a strict solution in the new space. By making such a transformation, we identify our results with those of [5] , where however, the corresponding results were obtained under different hypotheses and by a different argument.
Section 1 is devoted to the definition and study of weak solutions of equations (1) and (2), and contains the proof of the existence and uniqueness of weak solutions of the Cauchy initial value problem for equation (1) . In §2, we apply these results to the solution of the 26 FELIX E. BROWDER AND WALTER A. STRAUSS scattering problem. In §3, we consider examples of equations (1) 
Proof of Lemma 1.1. Proof of {a). From formula (1.5), we have
Since/ is locally summable, Φ e D{B), and Ψ e H, it follows from (1.8) and (1.9) that u' and Bu are continuous functions of t. The fact that u(s) = Φ, u'(s) = y follows by substitution in (1.5) and (1.8).
Proof of (6). From equation ( The inequality of (b) follows obviously from the inequalities (1.10) and (1.11).
Proof of (c). It follows from the inequality (1.6) together with the obvious linearity of the weak solution u s>ΦιΨ in terms of Φ, ¥, and /, that if u ω is the weak solution of the equation u"
In qualitative terms, inequality (1.12) expresses the continuous depen- B) .) It follows from our provious remarks and from equation (1.5) that the corresponding weak solutions u k (t) are actually strict solutions of the given problem.
Hence u k (t) is also the strict solution of the initial value problem for the equation
Hence u k (t), u' k (t), and Bu k (t) converge uniformly on [s lf T] to the corresponding terms for the weak solution v of the equation v"(t) +
Av = f(t) with initial data [^(sO, u'isj] at 8 lβ But u k (t) -> u(t) on [s, T], so that u(t) = v(ί) and (c) is proved.
Proof of (d).
Arguing as in the proof of (c), we know that any weak solution is the limit of strict solutions in the sense that we have a sequence u k (t) of twice continuously differentiate functions into H satisfying the equations
u'i(t) + Au k (t)=f k (t) with u k (t) converging uniformly in norm to u(t) on [t, t ± ] 9 f k converging to/ in L\[t u t],H), u&t) coverging uniformly to u'{t), and Bu k (t) converging uniformly to Bu(t).
It suffices then to prove the equality (1.7) for each of the u k since the values of both sides of that equation for u k will converge as k -• oo to the corresponding values of u.
We may thus assume without loss of generality that our weak solution u is actually a strict solution. Taking the inner product of both sides of the equation
with u'(t), we obtain (1.14) u
(u) δe α (possibly) nonlinear operator from D(B) into H for each t in E 1 . Suppose that u is a function in C\[s, T], H) with u(t) e D(B) for all ί, Bu e C\[s, Γ], H). Suppose further that M(u(t)) e L\[s, T], H). Then u is said to be a weak solution of
with initial conditions
In other terms, we have replaced our original differential equation with boundary conditions (1.15) by the single integral equation (1.16) . We might ask about the relation of these weak solutions to the ordinary or strict solutions of equation (1.14) , and an interesting remark in this direction is provided by the following simple result. PROPOSITION 1. Let A and M t (u) REMARK. The correspondence given by Proposition 1 between weak solutions and strict solutions is the translation (in the linguistic sense) by which we can pass from the results of the present paper to results of the type given in [5] . In [5] , it was assumed about the operator T t (u) that
with h(t) a fixed summable function. Setting M t (u) = B T t (u), we see that this is equivalent in our present notation to assuming that We propose now to carry through the proof of the existence and uniqueness of weak solutions of the equation (1.14) with the initial conditions (1.15 Let us remark that for the existence and uniqueness of solutions, we can weaken our hypotheses in the following-fashion: In Assumption (I), k c (t) may be merely summable. In Assumption (II), we may drop condition (2).
THEOREM 2. u(t) = u StΦtΨ (t) be the weak solution described in Theorem 1 with initial data [Φ, Ψ] at s. Then we have sup_ <ί<+ .{|| n'(t) IP + || Bu(t) II
where k c depends only on C -||ϊ r || a + ||J50|| 2 and the data of Assumption I and II.
We begin the proof of Theorems 1 and 2 with the following Lemma which implies Theorem 2 and which will be an essential tool in the proof of Theorem 1. 
LEMMA (1.2). For each C > 0, there exists a constant k 0 > 0 such that for any interval \T U T 2 ] and for any weak solution u of the equation
(1.19) u" + Au + M t (u) = 0 on [Ti,
(u(r)), n\r)) = JL {G r (u(r))} -H r (u(r))
where the functions G and H satisfy the conditions of Assumption (II). Therefore, we obtain from equation (1.22) the following:
Since G r (u) is uniformly bounded on bounded subsets of D(B), it follows that C + G 8 (u(s)) ^ C, the latter being a constant which depends only on C and the function G. Let
It follows from (1.24) that
From Assumption (II), we know three inequalities on the nonlinear functional H r (u) . We know that for r ^ T o , H r (u(r)) ^ 0. We know also that 
27) I H r (u(r)) \ ^ h(r) \\ Bu(r) \\ 2a ^ h(r)[E(r)] a .
From the first of these inequalities and inequality (1.25) , it follows that for t ^ TO, ( It follows from (1.28) that
To bound E(t) on [s, p], it thus suffices to bound v(t).
To do this, we shall apply the following elementary analytical result:
. Let v(t) be a nonnegative continuously differentiable function on the interval [s, p] with v(s) = 0 which satisfies the inequality
with c Q and h a summable function on E 1 given constants. Then: 
Proof of Lemma (1.3) . Proof of (i). We consider the case a < 1 first. Then setting w(t) = v(t) + c 0 , we have
[w(t)]~aw'(t) S h(t) ,
or integrating from s to t,
from which the sought conclusion follows for w(t) and hence for v(t).
If a = 1, we have and integrating,
w(t) g c 0 exp (\ h(r)dr) .
which again justifies the conclusion.
Proof of (ii). If a > 1, it follows from the inequality w'(t)[w(t)]-a ^ h(t)
that [* h(r)dr .
J-oo
By an elementary calculation, we have
we then have
and the conclusion of Lemma (1.3) is established.
Proof of Lemma (1.2) continued. We apply Lemma (1.3) to the function v(t) defined in terms of E(t) above. By Lemma (1.3) (ii), there exists p Q , depending only upon c o = C and hence ultimately only upon C and not upon s, or u, such that for p ^p 0 , v(t) is uni- formly bounded by k(c, a) (u(r) ) satisfies the inequality (1.26) where the function c(r) being continuous is bounded from above by a constant C o . This constant C o may be taken as max PoίίWo c(r), and hence depends only upon C. Therefore, we have the inequality for p 0 < t S T Q , 
Proof of Lemma (1.4). Since time reversal preserves our hypotheses, we may reduce the general case as before to the case of the interval [s, T 2 ], i.e. take T x -s. By Lemma (1.2), there exists a constant k' o such that Let w = u -UL Then w(t) is a weak solution of the equation (1.32) w 
"(t) + Aw(t) = f(t)
The constant d depends only on C, and therefore so does C 2 . From (1.36), we know that F(t) ^ v(t) g C 2 , and since it follows trivially that F(t) bounds a fixed multiple of ||w'(£)|| 2 + \\Bw{t)\\\ the proof of Lemma (1.4) is complete. 
Corollary to Lemma (1.4). Any weak solution u(t) of u" + An + M t (u) = 0 on an interval [T 19 T 2 ] is uniquely determined by the pair [u(s), u'(s)] for any single point s in
The distance function on X is given by
The completeness of X in this metric follows by standard arguments.
Once X is given as above, we construct a mapping S of X into itself whose fixed points (if any) will be the desired weak solutions u of equation (1.37) 
39) w(t) -cos (B{t -s))Φ + sin (B(t -8))(B~Ψ) -Γ sin (B(t -r))
, (s^t^s + d) . (s) = ?Γ. We shall show that for a suitable CΊ > C, and for c£ sufficiently small, the mapping S maps the nonempty closed set \\v\\ x ^ d into itself and that on that set, S is a contraction mapping with constant less than one, i.e. By the Picard contraction principle, S will have a fixed point in that set, but a fixed point v of S is precisely a weak solution of equation (1.37) on the interval [s, s + d] with the prescribed initial conditions. Since, moreover, the restriction on the size of d will depend only upon the constant C, the conclusion of Theorem 1 will then follow from Lemma (1.5).
To establish the facts cited in the preceding argument, we apply the conclusions of Lemma (1.1). We know that w = S(v) is a weak solution of w" + Aw -f(t), where f(t) = -M t (v(t) ). Since where the second inequality follows from Assumption (I) on the nonlinear operator M t (u) . C x is now fixed, and k Ol (r) is therefore a prescribed summable function of r independent of s or v but depending only upon d We have then
IIy ||. ^ 2||t; -v x \\ x
Choosing d ^ d 0 (dependent only upon d and hence upon C), we may ensure that 0^(1) ^ 1/2, and thereby the proof of Theorem 1 is complete. ' As we have remarked ealier, Theorem 2 is an immediate consequence of Lemma (1.2) so that our discussion of the existence and uniqueness of weak solution of the nonlinear wave equation (1) is therefore complete.
Sections 2. The scattering problem. As it was stated in the Introduction, the scattering problem for the nonlinear wave equation (1) has three parts, (I), (II), and (III), We have completed part (I)
