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As “smog” has becoming a topical issue in both domestic and international, 
people realized that even the blindly development of industry has brought a 
temporary progress of standard of living, but there are heavy coasts to pay. One 
of the most painful is the air pollution. Air pollution indexes, such as PM2.5, 
have gradually entered the public eye, and become an important reference for 
weather forecasts and people's travel. This paper is based on standard BP neural 
network, through the improved AM-BP, GA-BP, PCA-GA-BP to predict the concentration 
of PM2.5. The model is programmed and simulated with MATLAB, and the feasibility 
of the model is proved by experiments. 
Keywords:PM2.5, BP neural network, additional momentum method (AM), genetic 
algorithm (GA), principal component analysis (PCA) 
 
 
1. はじめに 
PM(particulate matter)2.5 とは、粒径
2.5μm（2.5mm の千分の１）以下の粒子状物
質である。微生物など有害物質の付着が容
易である.大気環境や人の健康に大きな影
響を与えるため,PM2.5の研究が注目されて
いる.従って、従来の予測方法は正確に予測
することは，非常に難しい．本研究では，改
良した BP ニューラルネットワークモデル
を用いた， PM2.5の予測精度の向上を行う. 
 
2. 誤差逆伝播(BP)法 
(1)BP 法の概要 
誤差逆伝播(BP)法は,多層パーセプトロ
ンの学習に使われる学習アルゴリズムであ
る.学習データが与えられたとき,多層パー
セプトロンの出力が学習データと一致する
ように各層の間の結合荷重を修正するとい
う学習法である. 
(2)一般的な BP 法モデル 
入力層に M 個の入力信号があり,隠れ層
を I個のノード,出力層を P個のノードとす
る.入力層の入力を𝑋𝑀 ,入力層と隠れ層の
間の重みを𝑊𝐼𝑃,隠れ層と出力層の間の重み
を W_IP で表される.出力層の出力を𝑌𝑃で表
される.サンプルの学習過程において,各層
の入出力は式(1)で計算される. 
   (1) 
すると,出力層の P 番目のニューロンの学
習誤差は式(2)になる. 
 𝐸𝑃(N)=𝐷𝑃(N)-𝑌𝑃 (N)  (2) 
一つのニューロンの誤差エネルギーは
1
2
𝐸𝐾𝑃
2 (N)である.出力層中のニューロンの誤
差エネルギーを加算し,式(3)を得る. 
E(N)=
1
2
∑ 𝐸𝐾𝑃
2𝑃𝑀𝐴𝑋
𝑃=1     (3) 
 
3. AM-BP 法 
(1) AM-BP 法の原理 
AM(Additional momentum)-BP 法は BP に
基づいて改良した方法である. Momentum は
運動量という意味である. パラメータの最
小値を物理法則的なアプローチで解析する
手法である. 
 
 
図 1:AM-BP 法の原理 
(2) AM-BP 法モデル 
AM-BP 法は重み調整量に部分的に加えた
前回の重み調整量を 1 つのまとまりとして
今回学習した重み調整量と見なし, これは
BP法の違いである.重み調整の式は式(4)に
なる. 
∆W(N+1)=𝑀𝐶[W(N)-W(N-1)]-𝜂
𝜕𝐸(𝑁)
𝜕𝑊(𝑁)
  (4) 
式(4)において, 𝑀𝑐は加えられたモーメ
ント係数を表し,Nは訓練回数である.式(4)
から, 𝑀𝑐=0 の時,学習の重み調整量は、勾
配降下法に従って決定されることがわかる.
ネットワークのトレーニング重みが誤差曲
面の局所極小値に近づくと,局所勾配値は
小さくなる.モーメントを追加すると,局所
極小値に陥る可能性を回避できる. 
 
4. GA-BP 法 
(1) GA(遺伝的アルゴリズム)の概要 
遺伝的アルゴリズムとは,1975 年にミシ
ガン大学の John Henry Hollandによって提
案された近似解を探索するメタヒューリス
ティックアルゴリズムである.人工生命同
様,偶然の要素でコンピューターの一つで
あり,その中でも最も一般的に使用されて
いる. 
(2) GA-BP 法のアルゴリズム 
GA-BP 法は,BP ニューラルネットワーク
構造の決定,遺伝的アルゴリズムの最適化,
および BPニューラルネットワーク予測の 3
つの部分で構成される. 
①フィッティング関数の入力パラメータと
出力パラメータの数に応じて BP ニューラ
ルネットワーク構造を決定し,さらに遺伝
アルゴリズムの個体の長さを決定する. 
②遺伝的アルゴリズムは BP ニューラルネ
ットワークの重みと閾値を最適化する.集
団内の各個体は,ネットワークのすべての
重みとしきい値を含み,個体はフィットネ
ス関数を利用して個体のフィットネス値を
計算する.遺伝アルゴリズムは,選択,交差,
変異操作によって,最適な適応度値に対応
する個体を見つけることがである. 
③BP ニューラルネットワーク予測は,遺伝
的アルゴリズムを使用して最適な個体を取
得し,ネットワークに初期の重みとしきい
値を割り当てる.ネットワークは,トレーニ
ング後に関数の出力を予測する. 
 
5. PCA(主成分分析)-GA-BP 法 
PCA(主成分分析) は 1901 年イギリスの
Karl Pearson により提唱され,後にアメリ
カの数理経済学家,統計学家 Hotelling に
より広められた.PCAはパラメーターが多い
課題を比較的に変数が少ない課題に転換さ
せる特殊な多変量解析の一種である. 言い
換えると, 次元削減の考え方を用いて、高
次元の中の多数の変量をいくつかの少数の
変量に変える過程である. また,これら転
換された少量のデータの中に元のデータの
情報をよく反映されていて,初期の変量の
内容をよく説明することができる. ここで
は,主成分はランダムに転換されるのでは
なく,すべてが初期の変量の線性結合であ
る. 
 
6. 実験 
(1) ニューラルネットワークモデル 
本稿の PM2.5 の濃度を予測する実験で,BP
ニューラルネットワークのモデルを表 1 に
示す. 
表 1:ニューラルネットワークモデル 
ニューラルネットワーク BP 
入力層 48 
中間層 10 
出力層 1 
出力関数 Relu 
 
(2) 実験データ 
実験データは、2011 年 1 月 1 日から 2018
年9月30日までの中国・北京におけるPM2.5
の日平均濃度および幾つかの気象状況であ
る。PM10、SO2、CO、NO2、O3、最高気温、最
低気温は当日の PM2.5 濃度に影響する. 
表 2: 実験データの一部を表す 
 
 
(3) 実験結果 
 
—BP，—AM-BP，—GA-BP， 
—PCA-GA-BP 
     図 2:4 種類方法の予測結果 
表 3:4 種類方法の予測結果 
予測方法 MSE 処理時間 
BP 0.0977 171 
AM-BP 0.0962 126 
GA-BP 0.0160 106 
PCA-GA-BP 0.0061 81 
 
7. まとめ 
この実験では BP ニューラルネットワー
クと改良した BP ニューラルネットワーク
を用いて PM2.5 の濃度を予測した.改良し
た方法(AM-BP,GA-BP,PCA-GA-BP)は, 予測
精度を向上させ,収束速度を速めた. 
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