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Abstract
The agent-based modeling and simulation (ABMS) paradigm has been used
to analyze, reproduce, and predict phenomena related to many application ar-
eas. Although there are many agent-based platforms that support simulation
development, they rely on programming languages that require extensive pro-
gramming knowledge. Model-driven development (MDD) has been explored to
facilitate simulation modeling, by means of high-level modeling languages that
provide reusable building blocks that hide computational complexity, and code
generation. However, there is still limited knowledge of how MDD approaches to
ABMS contribute to increasing development productivity and quality. We thus
in this paper present an empirical study that quantitatively compares the use
of MDD and ABMS platforms mainly in terms of effort and developer mistakes.
Our evaluation was performed using MDD4ABMS—an MDD approach with a
core and extensions to two application areas, one of which developed for this
study—and NetLogo, a widely used platform. The obtained results show that
MDD4ABMS requires less effort to develop simulations with similar (sometimes
better) design quality than NetLogo, giving evidence of the benefits that MDD
can provide to ABMS.
Keywords: Agent-based Simulation, Model-driven Development, User Study,
MDD4ABMS, NetLogo
1. Introduction
Agent-based simulations have been widely used to understand the emergent
behavior of complex systems. These systems are composed of multiple entities,
or agents, which can interact with each other and are situated in an environment
that they can perceive and modify through their actions. Building agent-based
simulations is a challenging task that has been widely investigated in the context
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of agent-based modeling and simulation (ABMS), a simulation paradigm that
uses autonomous agents and multiagent systems to reproduce and explore a
phenomenon under investigation. The ABMS paradigm has been used in many
application areas, such as traffic, ecology, economics, and epidemiology [36].
According to Macal & North [36], ABMS is selected as the simulation paradigm
in such areas because it can explicitly incorporate the complexity arising from
individual behavior and interactions that exist in real settings. Agents can
furthermore be endowed with learning or evolutionary capabilities to adapt to
changes in themselves or the environment. Artificial intelligence techniques
that provide such capabilities are well established and can be incorporated into
agents leading to more realistic simulations [33].
Many alternatives have been proposed for easing the development of agent-
based simulations. Platforms, such as NetLogo [61] and Repast [41], have been
widely used because they provide programming environments that offer lan-
guage constructs to explicitly represent agents and their interactions, the envi-
ronment as well as the creation and initialization of entities and agents. These
platforms, however, demand previous expertise in ABMS and programming. Re-
searchers have already argued about the importance of providing alternatives
for modeling and creating agent-based simulations by means of building blocks
at a higher abstraction level [25, 33, 59]. Such approaches would potentially
decrease the development time and effort to build agent-based simulations.
Approaches towards this direction have been built upon the fundamentals of
model-driven development (MDD) [4, 50], a software development approach in
which models are considered first-class citizens and the development is driven
by modeling artifacts [54]. These models are used to (semi-)automatically gen-
erate the source code of software systems and thus play a leading role in the
development process. Previous work on the use of MDD in industry showed
that MDD approaches can increase productivity by a 5–10x factor [56] and that
the productivity increases because the modeling effort is focused on domain
concerns instead of programming statements [53].
An MDD approach is composed of a domain-specific language (DSL) and
model transformations for code generation [50]. The former allows effectively
expressing domain concepts, while the latter introduces automation. A DSL is a
modeling or programming language designed for a particular domain that trades
generality for expressiveness. DSLs provide high-level, off-the-shelf, abstractions
for business-related concepts and processes. By doing so, MDD approaches
raise the abstraction level of models, allowing developers to refer to the desired
functionality of the system instead of the details related to its development and
deployment [8]. As noted by Stahl et al. [54], abstraction in MDD models does
not mean vagueness, but compactness and reduction to the essence.
Despite qualitative arguments that motivate the use of MDD in ABMS, there
is a need for concrete evidence that it in fact promotes its assumed benefits, i.e.
by raising the level of ABMS by means of domain-specific abstractions, there is
an increase in productivity. Previous studies provide examples of use [19, 21,
23, 34, 42], evaluation of comprehension [48] and comparison of software size
as an estimation of effort [49]. Nevertheless, there is a lack of an assessment of
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the development effort and quality involving development tasks performed by
simulation developers.
In response, we in this paper present an empirical study to quantitatively
assess the benefits promoted by MDD in ABMS. More specifically, we take an
existing approach in this context, namely MDD4ABMS [47, 48], and compare
it with NetLogo, a widely used agent-based simulation platform. We selected
MDD4ABMS because it not only provides common ABMS concepts as part of its
graphical domain-specific language but also has an extension that includes con-
cepts specific to an application area [49], which is adaptive traffic signal control.
This approach thus effectively exploits the trade-off between expressivity and
generality that is made in MDD [54]. In order to generalize our results to other
domains, we provide a novel extension of MDD4ABMS, focusing on an alterna-
tive application area, the spread of diseases. Our empirical study consists of a
comparison between MDD4ABMS and NetLogo when they are used by develop-
ers to build agent-based simulations in these two application areas. We collected
data associated with the design quality of developed simulations and time spent
to develop them. We also made a subjective evaluation of the two development
approaches by means of questionnaire answered by participants. The obtained
results show that MDD4ABMS requires less effort to develop simulations with
similar (sometimes better) design quality than NetLogo, giving evidence of the
benefits that MDD can provide to ABMS.
Our contributions thus are: (i) an extension of the MDD4ABMS approach,
targeting the application area of spread of diseases; (ii) a study protocol to
evaluate MDD approaches for ABMS; and (iii) an empirical study that compares
MDD4ABMS and NetLogo in two application areas.
2. Related Work
Previous work on the use of MDD showed that it brings benefits to the de-
velopment of general software systems in different domains, such as automotive
manufacturing, mobile devices and internet of things, telecommunications, and
military [53, 58, 57]. Tolvanen & Kelly [57] investigated the development and use
of MDD approaches in a variety of domains and concluded that the investment
required to create complete MDD solutions is modest when appropriated toolk-
its are used. The effort required to build these solutions is paid back quickly,
providing a good return of investment [57]. Previously, Mohagheghi et al. [39]
have already identified that using the appropriate toolkits for creating an MDD
solution is crucial for the industrial adoption of MDD. In a study with three
industrial cases, they reported that merging different mainstream toolkits in
a seamless MDD solution demanded several transformations and increased the
required implementation effort and complexity.
Lately, work has been done to apply or evaluate MDD approaches in domains
such as embedded software [3], game development [55, 62], and even to automate
the migration of legacy models of software components [51]. In a survey with
MDD practitioners from different industrial sectors, Whittle et al. [60] reported
that some form of MDD is practiced widely across a diverse range of industries.
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Companies who successfully applied model-driven techniques did so by using (or
even creating) languages specifically developed for their domains rather than
using general purpose languages such as the unified modeling language (UML).
Whittle et al. [60] also noticed that companies that target a particular domain
are more likely to use model-driven techniques than companies that develop
generic software. Previous work has already shown that the more specific the
modeling language, the higher the chance of success of an MDD approach [27].
MDD has already been considered by the modeling and simulation com-
munity as a viable approach for producing executable simulations from models.
Models specified using either the Business Process Model and Notation (BPMN)
or the DEVS Modeling Language (DEVSML) were considered by C¸etinkaya and
coleagues [13, 12]. In their work, model transformations were proposed for gen-
erating simulations targeted to the Discrete Event Systems (DEVS) paradigm.
Bocciarelli and D’Ambrogio also considered BPMN models [10], in addition
to models specified using the Systems Modelling Language (SysML) [9], but
proposed transformations for generating simulations targeted the Distributed
Simulation (DS) paradigm. In contrast, the MDD4ABMS approach targets the
ABMS paradigm, in which simulations are specified considering agents, interac-
tions, and the environment. Modeling agent systems using languages conceived
for modeling systems in paradigms other than ABMS would potentially raise
expressiveness issues, similarly to what was previously reported with respect to
using UML for modeling agent-systems [7]. The MDD4ABMS modeling lan-
guage, instead, provides elements for modeling recurrent aspects of agent-based
simulations, such as flow control and learning capabilities, which reduce the
abstraction gap and thus improve expressiveness and productivity.
In the remaining of this section, we discuss work related to MDD and sim-
ulations. We start presenting existing MDD approaches targeted to multiagent
systems, and then we narrow the review to approaches targeted to ABMS. We
conclude this section with a discussion on the effectiveness evaluation in these
related approaches.
2.1. MDD and Multiagent Systems
With respect to model-driven development of agent and multiagent systems
in general, Bauer & Odell [7] investigated the use of UML for modeling agent-
systems. In spite of being a modeling language widely adopted in industry to
specify software systems, the authors concluded that UML—and even its ex-
tension Agent UML [6]— is not expressive enough to specify intricate aspects
of agent-based systems. For example, off-the-shelf constructs to express aspects
such as reproduction and emergent phenomena are missing. According to the
authors, a useful way of representing such aspects, at a higher level of abstrac-
tion, should be developed so as to model agent systems effectively. Celaya et al.
[11] and Marzougui et al. [37] considered modeling multiagent systems via Petri
nets. Although they showed the value of Petri nets for model checking, these
approaches rely on abstract agent architectures that cover only basic aspects of
multiagent systems. As with UML-based approaches, complex aspects should
be specified from scratch as well.
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Kardas [31] reviewed a selection of model-driven approaches and methodolo-
gies for multiagent systems. Although there are MDD alternatives that provide
support for modeling and code generation, the author noticed that in most sit-
uations, such code is generated only at the template level, and a significant
amount of code needs to be manually completed. Therefore, feasibility and ef-
fectiveness of these approaches are limited because the amount and quality of
the automatically generated multiagent system components appear to be insuffi-
cient. Furthermore, it is important to notice that these alternatives are focused
on multiagent models, and thus simulation aspects are uncovered.
2.2. MDD and ABMS
MDD has already been considered for the development of agent-based simu-
lations. There are MDD approaches that rely on the unified modeling language
(UML) for specifying simulation models [18, 19, 28]. However, as reported
by Bauer & Odell [7], UML does not provide expressive constructs to specify
high-level aspects of agent-based simulations, which often should be specified
from scratch thus compromising the effectiveness of these UML-based MDD ap-
proaches. MDD approaches that do not rely on UML for modeling range from
extensions of existing agent methodologies to new metamodels with modeling
languages and model transformations, discussed next.
Among the approaches focused on agent-based simulations, the AMASON [34]
metamodel covers only basic structures and dynamics of agent-based simula-
tions. The MAIA [20] metamodel captures social concepts such as norms and
roles. Ribino et al. [44] proposed a conceptual metamodel to be used as a
guideline and concept repository for designing simulations. Hahn et al. [24]
introduced PIM4Agents, a platform-independent metamodel divided into view-
points that capture agent, organizational, interaction, role, behavioral, and en-
vironmental aspects. In the IODA methodology [35], behaviors are encoded as
an interaction matrix, which can be seen as a DSL for specifying the simula-
tion dynamics. Overall, these metamodels support only abstract agent-based
simulation concepts, leaving much left to be developed in specific applications.
The MDD4ABMS approach [47], target of the present study, provides support
to additional agent-based simulation concepts, such as recurrent environment
topologies and agent capabilities (e.g., learning).
Although these contributions arguably provide many benefits, studies that
evaluate the concrete benefits of existing proposals while being used by devel-
opers or other potential users are still missing. In order to show that MDD
approaches are effective by improving productivity or increasing quality, we
must go beyond showing that it is feasible to be used in practice. With respect
to related work, we observed that they limit themselves to showing examples
and case studies that demonstrate the feasibility of their MDD approaches—the
ability to model and, in some cases, to generate code. Although methodologies
for evaluating MDD approaches point out user studies as the method for evaluat-
ing effectiveness [38, 30, 14], no evaluation with humans involving development
tasks was reported in related work.
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In summary, despite being able to generate code from models, there is no
evidence that the effort required to create models in these MDD approaches is
lower than developing the simulation directly on the target simulation environ-
ment. With our study, we thus filled this gap in, assessing whether MDD can
indeed improve the development of agent-based simulations.
3. MDD4ABMS and Extensions
MDD4ABMS [47, 48] is a model-driven approach that supports the speci-
fication of agent-based simulation aspects. MDD4ABMS is built upon a core
metamodel that abstracts recurrent concepts used when developing agent-based
simulations. Extensions to the core metamodel are available to incorporate ad-
ditional, domain-specific, aspects. The MDD4ABMS approach also provides
both a domain-specific modeling language and a modeling tool.
An amount of effort was required to build the MDD4ABMS approach and
extend it to incorporate additional domain-related aspects. As reported in soft-
ware engineering literature, the provision of high-level domain-related abstrac-
tions for specifying models is one of the pillars of MDD [4, 50]. The effort to
build an MDD approach that provides such abstractions is paid back [57], given
that with such an MDD approach, developers can focus on domain concepts and
this leads to productivity gains [53, 56]. This paper aims at verifying whether
this is the case for MDD4ABMS.
We next describe the MDD4ABMS core metamodel. The metamodel ex-
tensions that provide support for adaptive traffic signal control and spread of
disease simulations are presented afterwards.
3.1. Core Metamodel
The core metamodel abstracts basic, recurrent concepts found in agent-based
simulations [47, 48]. These concepts include topologies for the simulated envi-
ronment, in particular grids, Cartesian spaces, and graphs.
Additionally, the core metamodel also abstracts entities and agents with
attributes. An Entity1 is a relevant object that exists in a simulation. An
Agent is a particular kind of entity that may have capabilities. A capability is
an agent ability frequently used in simulations (e.g., mobility, life cycle). In the
core metamodel, each of such capabilities is abstracted as an AgentCapability
element. The creation and initialization of both agents and the environment
are represented as creational strategies. Strategies for creating those elements
according to popular file formats are provided, such as geographic information
system (GIS) and open street map (OSM) files.
To mitigate scalability issues, the core metamodel introduces the notion
of concern for partitioning models, allowing a clear separation of the con-
cepts associated with different aspects of the simulation. The creational strate-
gies, agent capabilities, and the ability to clearly separate concerns distinguish
1Monospaced typeface denotes elements included in the diagram presented later in Figure1
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MDD4ABMS from other classic approaches and platforms for agent-based sim-
ulation. Our previous study showed the benefits of MDD4ABMS for specifying
and understanding simulations [48].
In addition to the agent-based simulation metamodel, the MDD4ABMS ap-
proach also provides both a domain-specific modeling language, named AB-
StractLang, and a modeling tool, named ABStractme [40]. AbstractLang is a
visual modeling language that provides building blocks for specifying simula-
tions according to the MDD4ABMS metamodel. The ABStractme modeling
tool is an Eclipse2 plugin that allows the creation of ABStractLang diagrams.
ABStractme also provides automatic code generation for the NetLogo simulation
platform.
3.2. Adaptive Traffic Signal Control
The core metamodel has an extension that provides support for adaptive
traffic signal control simulations [49]. In this application area, agents are in
charge of managing traffic signal controls at intersections of a traffic network.
The goal in these simulations is to evaluate whether agents can autonomously
improve the flow of vehicles by using sophisticated decision-making strategies
such as learning. Agents have to consider concepts from the traffic control
domain, such as traffic signal phases (periods of time in which a subset of the
traffic lights are set to green to allow the traffic flow in a particular direction)
and plans (a set of phases plus the sequence in which they are activated).
The ability to manage the flow in a set of streams (e.g., traffic lanes) is
abstracted as a flow control agent capability. To specify policies for manag-
ing such a flow, the following decision-making strategies frequently used in this
application area were incorporated into the extended metamodel as agent capa-
bilities: (i) state machine agent capability, to represent a fixed decision policy
by means of a State Machine, which is composed of States, Transitions,
and Triggers; (ii) adaptation agent capability, to represent an adaptive deci-
sion policy by means of an adaptation criterion; and (iii) reinforcement learning
agent capability, to allow an agent to learn a decision policy through experience.
The adaptive traffic signal control extension was previously evaluated con-
sidering software size as an estimation of effort [49]. However, no MDD4ABMS
evaluation of effort with humans was considered so far, and therefore this is one
main novel contribution in the present paper. Given that it was extended to
a single application area, we introduce in this paper a proposed extension of
MDD4ABMS targeting the spread of diseases, allowing us to evaluate the use of
MDD4ABMS in two application areas. We next describe the new MDD4ABMS
extension.
3.3. Spread of Diseases
Isern & Moreno [29] reported agent-based simulations as one trend in health
informatics, which served as motivation for us to extend MDD4ABMS to the
2https://www.eclipse.org/
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spread of diseases application area and use it in our empirical study. To extend
the MDD4ABMS metamodel, we followed a bottom-up approach. We selected
existing agent-based simulations of spread of diseases, and conducted a domain
analysis activity to identify recurrent concepts adopted in that simulations. In
addition to the simulated environment and agents—concepts that were already
supported by MDD4ABMS—the domain analysis activity revealed that these
simulations adopt the compartmental model of Kermack & McKendrick [32] for
specifying the spread of the disease.
Compartmental Model. In the compartmental model of Kermack &McKendrick,
individuals within a population are categorized into compartments. For exam-
ple, the simplest model, called SIR, adopts the following three compartments:
Susceptible, for individuals not exposed to the disease; Infected, for individuals
with the disease; and Recovered for individuals that have successfully cleared
the disease. The dynamics of the disease is represented by transitions between
these compartments, which are governed by rates. A transmission rate specifies
the probability of the disease being passed between agents when they interact,
and a recovery rate specifies the rate at which infected agents recover from the
infection and therefore determines the disease duration. Deaths caused by the
disease can be incorporated via a death rate, and temporary immunity is ob-
tained by specifying a duration for the R compartment. There are extensions
to the SIR model that consider additional compartments to represent diseases
with particular characteristics. A Passive Immunity compartment can be con-
sidered if individuals could have temporary immunity to a disease, leading to
the so-called PSIR model. For diseases with an incubation period, an Exposed
compartment can be incorporated to categorize those individuals that, although
infected, yet do not manifest symptoms, leading to the SEIR model. Finally,
to run a simulation, it is mandatory to specify details of how the disease is
introduced in the population of agents, such as the number of infected agents
at the beginning of the simulation and whether the introduction is periodic.
In the extended MDD4ABMS, the compartmental model is abstracted as
a state machine: compartments are states of the state machine, and transi-
tions between compartments are transitions between states. Figure 1 shows
the extended metamodel with a DiseaseModel state machine that specializes
StateMachine. Elements from the original metamodel are highlighted with gray.
Although the MDD4ABMS metamodel already specifies state machine elements
(previously described in Section 3.2), some of these elements are specialized to
incorporate additional semantics. Each agent that is subject to a disease is in
charge of managing its compartmental model and, therefore, the disease state
machine is also an AgentCapability (previously described in Section 3.1). The
compartmental models identified during the domain analysis are enumerated in
the Compartments element. One of these models is assigned to the state ma-
chine to specify which compartmental model is adopted and therefore of which
states the machine is composed. Specializations of the State element are spec-
ified to represent the identified compartments. Compartments other than those
specified in the metamodel are supported by the custom compartmental model,
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Figure 1: Spread of disease metamodel. Elements from the original metamodel are in gray.
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Figure 2: Behavioral view of the disease model state machine.
which enables the instantiation of customized states and transitions.
The behavioral view of the disease model state machine is specified in the
state transition diagram shown in Figure 2. An agent subject to a disease has
its state changed according to the transitions between states. The metamodel
element(s) that specify these transitions are shown with monospaced font. The
specified transitions are related to the disease transmission, disease progression,
mortality, and infection introduction. These aspects are detailed as follows.
Disease Transmission. Disease transmission may take place whenever agents
interact. From the domain analysis we identified that such an interaction
is characterized either by physical contact or by spatial proximity. There-
fore, from the spread of disease perspective, interaction between two agents
occurs when the distance between them is below a given threshold, whose
value depends the disease. The disease transmission is specified as transi-
tions from the susceptible state to either the exposed or infected state. The
InteractionCharacterization element enumerates the two types of trans-
mission interaction identified during the domain analysis: proximity, for trans-
missions that occurs at a given distance; and contact, for transmissions that
occurs only when the distance between agents is zero. The customized trigger
InfectionInteractionTriggermodels transmission interactions and specifies
both the transmission probability and the interaction distance as Source el-
ements.3 For infections caused by a disease transmission during inter-agent
3A source element abstracts the provision of values [48].
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interactions, the trigger refers to the disease model of the other agent involved
in the interaction and its infectious state. For infections caused by interactions
with contaminated objects (e.g., contaminated water), the trigger refers to the
infectious entity. In both cases, a contamination condition expression may be
specified to determine whether the transmission will indeed occur (e.g., bacterial
concentration level in water below a particular threshold).
Disease Progression. After being infected, the current compartment of the agent
changes according the disease progression. The compartmental model represents
this progression as transitions governed by rates. These rates are related to the
duration of each disease stage. In our metamodel, the duration of a particular
compartment is specified by triggers associated with its state outgoing transi-
tions. Each of these transitions represents, therefore, a progression to the next
compartment. Additional semantics is incorporated by the specialized state ma-
chine transition ProgressionTransition. The following four distinct ways of
specifying the duration of a particular compartment were identified during the
domain analysis and are abstracted in the metamodel: probabilistic, in which a
rate is specified and the transition is triggered probabilistically; deterministic,
in which a fixed period of time is specified and the agent stays in the compart-
ment for that period; conditional, in which a condition is specified and the agent
stays in the compartment until this condition is met; and custom, which allows
combining previous durations. These four specifications use the trigger kinds
enumerated in the TriggerKind element.
Mortality. Deaths caused by the disease are specified as transitions to an ad-
ditional pseudo-state called Dead. Once the disease state machine reaches this
pseudo-state, the agent dies. The domain analysis revealed that the circum-
stance under which death rates are evaluated varies from simulation to simu-
lation. The following circumstances, enumerated in the DeathRateEvaluation
element, were identified: at every timeunit and specific timeunit define that the
death rate is evaluated at every timeunit or at a particular timeunit, respec-
tively; when condition holds defines that the death rate is evaluated whenever a
condition holds (e.g., when the agent runs out of energy); and when leaving com-
partment defines that the death rate is evaluated only when the compartment
duration has elapsed and the state machine is moving to the next compart-
ment. The first three circumstances are represented in the metamodel as a
guard expression (MortalityGuardExpression) associated with the transition
to the Dead pseudo-state, which also has a probabilistic trigger whose value is
the death rate. For the last circumstance, when leaving compartment, there
must be an outgoing progression transition departing from the state to which
the death rate is applied. After being triggered, which means that the disease
state machine is leaving the compartment, this transition may be aborted due
to the death rate. If so, the state machine moves to an abortion state, which
is the Dead state.
Infection Introduction. The metamodel also supports the specification of how
the infection is introduced in the population. The domain analysis revealed that
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the infection introduction is governed by the following aspects.
• Quantity: of how many entities or agents the infection is introduced.
Quantity is either deterministic or probabilistic. A deterministic quan-
tity specifies the number of entities/agents that will be infected, while a
probabilistic quantity specifies the chance that any entity/agent has to be
infected.
• Selection criterion: determines which entities are considered for having
the infection introduced. Selection criterion is either arbitrary or eligi-
ble. Arbitrary means that any entity/agent can be infected, while eligible
means that only entities that meet the eligibility criterion are considered
for being infected. In both cases, only susceptible agents are considered.
• Periodicity: in which the infection is introduced. Periodicity is either
aperiodic or periodic. In an aperiodic introduction, infection is intro-
duced at the beginning of the simulation, while a periodic introduction
(re)introduces the infection periodically.
These aspects are represented in the metamodel by the IntroductionQuantityType,
IntroductionSelectionCriteria, and IntroductionPeriodicity, respectively.
Note that infection introduction is beyond the agent scope: it is not the agent
that decides whether it was selected for being infected. If it were, the agent
would have to know which others were also selected in order to respect the
total number of infected agents; however, an agent does not have this global
knowledge. Therefore, infection introduction is a task executed by the simula-
tion controller. Consequently, all the aspects that govern infection introductions
are specified as DiseaseIntroductionModel elements, which are read by the
controller during the simulation execution.
Minor extensions to the MDD4ABMS core allow the specification of addi-
tional elements required to run and analyze spread of disease simulations. A
mobility agent capability is used to abstract the way agents move around the
environment. Additionally, an output dataset element allows specifying the data
to be collected for further analysis of the simulation results. Lastly, both the
metamodel and modeling language have now an abstraction of external agent
capabilities that are provided as source code libraries, so as to allow the designer
to incorporate behaviors not covered by the MDD4ABMS approach yet.
Code Generation. Model-to-code transformations were developed to produce
ready-to-run code for the NetLogo simulation platform. The transformation
rules are specified and documented using the Xpand4 template language. Each
Xpand template describes the source code statements that are generated for
each spread of disease metamodel element. To guarantee that generated simu-
lations are adequately coded and correctly implement the expected behaviors, a
4http://www.eclipse.org/modeling/m2t/?project=xpand
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verification procedure was performed, as recommended by Crooks & Hailegior-
gis [16] and Iba et al. [28]. Such a verification consisted of detailed inspections
of the source code and debugging sessions, to ensure that all the units of code
are performing their corresponding operations and are correctly integrated to
implement each agent capability. Additionally, unit tests were executed during
the development of the transformation rules to assert they are producing the
expected NetLogo source code for different parts of our metamodel. We recall
that these unit tests were conducted during the development of the source code
generator, and therefore are neither related nor used in the empirical evaluation
described in this paper. Finally, existing NetLogo simulations were specified
using the metamodel elements, and the generated simulation code was executed
to validate the produced outputs.
Concrete syntax. Finally, the concrete syntax of the ABStractLang language is
also extended to provide elements and views for modeling such a disease model.
As all other existing agent capabilities, the disease model agent capability is
represented as a box that shows the disease name and the selected compart-
mental model. This visual element can then be connected to the agents that are
subject to the disease, fostering the reuse of the disease specification. Figure 3
illustrates the concrete syntax of the ABStractLang language with an example
Figure 3: ABStractLang in the ABStractme tool.
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model that specifies two types of agent (native and immigrant), both subject to
the measless disease model. The example is shown within the interface of the
ABStractme tool [40], which includes: a diagram editor on the center, in which
the designer specifies the simulation elements using the ABStractLang language;
a properties section on the bottom that shows the ABStractLang view related
to the model element that is currently selected in the diagram; and a palette of
elements on the right from which the designer can drag and drop them into the
diagram.
4. Study Settings
Given that we introduced the main object of study of our empirical evalu-
ation (existing and novel extensions), we now detail our study design and its
participants to compare MDD4ABMS and Netlogo.
4.1. Goal and Research Questions
To design our study, we followed the principles of experimental software
engineering, using the goal-question-metric (GQM) paradigm [5]. Our study
goal, based on the GQM template, is as follows.
Study Goal: to assess the benefits of using an MDD approach to develop
agent-based simulations, evaluate MDD4ABMS in comparison with NetLogo
from the perspective of the researcher, as they are used by developers with
little expertise in ABMS in a multi-project study.
The NetLogo platform was chosen as the baseline for evaluating the bene-
fits provided by MDD4ABMS based on its popularity and because it provides
high-level commands for ordinary operations frequently required in agent-based
simulations, such as moving agents or finding elements located within a given
radius. These advantages of NetLogo over other simulation platforms have al-
ready been reported in literature [43]. Additionally, in our study, participants
run simulations to verify the developed features. Thus, NetLogo was chosen
given that it is an approach in which simulations can be successfully developed
and ran by participants. As noticed by Kardas [31], existing MDD alternatives
for multiagent systems have issues with the amount and quality of generated
code, so they were not considered. Similarly, approaches focused on agent-based
simulations (e.g., AMASON [34], MAIA [20]) cover only basic aspects, and much
is left to be manually developed.
To achieve our goal, we derived three research questions, stated as follows.
(RQ1) Does MDD4ABMS improve the design quality of agent-based simula-
tions, in comparison with NetLogo?
(RQ2) Does MDD4ABMS decrease the effort required to develop agent-based
simulations, in comparison with NetLogo?
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(RQ3) How do developers evaluate MDD4ABMS when compared to NetLogo?
We selected metrics to answer these questions, described next, together with
the study procedure.
4.2. Procedure and Metrics
The main task that was performed by our study participants consists of the
development of two agent-based simulations, one in each of our target applica-
tion areas (traffic and disease), hereafter referred to as domains, using one of
our techniques (MDD4ABMS and NetLogo).
Before performing this task, participants were given a hands-on training
session on developing agent-based simulations. The training session was 12-
hour long. The goal is to allow participants to learn and become familiar
both with the languages and tools used in the experiment (ABStractLang from
MDD4ABMS, and NetLogo). The following subjects were covered in the train-
ing session, structured in the following three parts.
Part 1: Introduction to ABMS. A background on simulations was presented
to participants, and they were introduced to the ABMS paradigm. The
main elements of any agent-based simulation were explained (agents, in-
teractions, the environment, time representation, and outputs), and ex-
amples of agent-based simulations were shown. This part of the training
session was completed in 1 hour.
Part 2: Spread of disease. The goal of this part was twofold: to provide
background on spread of disease simulations, and to introduce both NetLogo
and MDD4ABMS tools to the participants. The covered topics were the
following, by order of presentation: agent creation and mobility, GIS files,
the SIR compartmental model, and outputs for displaying populations.
NetLogo was the first tool used by participants. To optimize time5, the
background on a particular topic was immediately followed by the NetLogo
statements and functions available to implement them. For example, af-
ter presenting the background on agent creation and mobility, participants
were introduced to the NetLogo functions available for creating agents and
moving them. After participants had developed a spread of disease sim-
ulation using the NetLogo functions they have learned, the topics were
revisited and the ABStractLang building blocks for specifying them were
shown. The same simulation was specified with ABStractlLang and have
its source code generated and executed by participants. It took about 1
hour to show the basics of NetLogo and MDD4ABMS, and 5 hours to
present and practice the selected topics.
5A limited period of 16 hours was available for running the experiment (training + devel-
opment sessions)
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Part 3: Traffic signal control. The goal of this part was to provide back-
ground on traffic signal control simulations. Considering that the partic-
ipants have already become familiar with both the target tools in part
2, this part was focused on presenting only the additional NetLogo and
MDD4ABMS features that are available to develop traffic signal control
aspects. Consequently, this part of the training session took about 5 hours.
The topics covered in this part are the following: open street map (OSM)
files; how to import the specification of existing agents; traffic-related
topics (e.g., phases and plans) and state machines; and the Q-learning
reinforcement learning algorithm. A set of functions that implement Q-
learning features in an existing NetLogo simulation [45] were introduced
to participants and they were told to use these functions in traffic sim-
ulations developed with NetLogo. As in part 2, the background on each
topic is followed by the related NetLogo statements and functions. After
that, the topics were revisited and the ABStractLang building blocks were
shown.
A three-hour slot was estimated for the participants to develop the two
agent-based simulations. Each simulation had to be developed in steps, and in
each of which participants were asked to develop a particular simulation feature.
Details of the developed simulations are described next.
The goal in the first simulation, referred to as Traffic, is to evaluate how
traffic signal control agents using reinforcement learning can learn a policy for
selecting a traffic signal plan that minimizes the number of stopped vehicles.
The features developed by participants, and associated development task, are
presented next.
TF1. Environment : creation of a graph (traffic network) loaded from an open
street map (OSM) file.
TF2. Vehicle agent : inclusion of the vehicle agent, following a given specifica-
tion.
TF3. Traffic signal controller agent : creation of the traffic signal controller
agent, instantiated at each intersection node of the traffic network.
TF4. Traffic signal plans : addition of traffic signal plans to traffic signal con-
trollers, and set up of the coordination of the plans to manage the flow of
vehicles at intersections.
TF5. Reinforcement learning: addition of the reinforcement learning technique
(more specifically, the q-learning algorithm) to traffic signal controllers
and possibility to observe the number of stopped vehicles during the sim-
ulation.
The second simulation, referred to as Disease, aims at reproducing the per-
petuation of a disease in a population of agents and has the features (with
corresponding tasks) detailed next.
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DF1. Environment : creation of a grid with a fixed size.
DF2. Native agent : creation of native agents, which are positioned in the envi-
ronment according to a GIS file and randomly move around the environ-
ment.
DF3. Disease in natives : incorporation of the SIR compartmental model into
natives, following a specification that gives the transmission, recovery, and
mortality rates, as well the immunity duration and how the disease is in-
troduced in the population of natives. Participants also had to include
outputs to observe the number of susceptible, infected, and recovery na-
tives during the simulation. Finally, agents are colored according to their
current compartment (provided as coloring routines to be added to the
simulation).
DF4. Immigrant agent : creation of the immigrant agent type, which moves
exactly as natives, with a fixed population.
DF5. Disease in immigrants : the SIR compartmental model is incorporated
into immigrants (with specified parameters), as well as output and color-
ing similar to natives. Now, the disease transmission can also take place
between natives and immigrants.
At each step, participants were given the corresponding development task,
as well as a description of the behavior they should expect when running the
simulation. Therefore, participants could validate whether their MDD4ABMS
model or NetLogo implementation produces the expected behavior, and they
were asked to do so before finishing the step.
The following metrics were collected while participants developed the intro-
duced features.
M1. Number of correct features in simulations.
M2. Number of incomplete features in simulations.
M3. Number of features with syntactical errors in simulations.
M4. Number of inconsistent features in simulations.
M5. Time spent to develop agent-based simulations.
As Hoffert et al. [26], the design quality is given by the number of defects,
captured by metrics M1–M4, and effort is given by the time (M5) to develop a
simulation producing the expected results. The learning time is not considered
in the results because during the training session both the covered topics and
their exposition period were the same for both approaches.
The level at which a feature is correct is determined by inspecting the sim-
ulation model (MDD4ABMS) or implementation (NetLogo). To accomplish a
particular feature and produce the expected result, a set of elements must be
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present in the simulation. Therefore, a feature is considered entirely correct if
all its expected elements are specified by the participant. The expected con-
structs depend on the technique used to develop the simulation. For example,
with NetLogo it is expected a set of code statements that implements all the
disease-related processes (transmission, recovery, mortality, and introduction).
With MDD4ABMS, in turn, a disease model capability element correctly con-
figured is expected. As MDD4ABMS automatically generates NetLogo code
from models, the size of the generated code does not affect the development ef-
fort and therefore it is not compared to the NetLogo source codes produced by
participants. Such size-based effort evaluation was already considered in other
work [49]. Additionally, the source code generated from MDD4ABMS models
is not inspected, given that the verification procedure previously mentioned in
Section 3 ensured that there is consistency between the source code and the
MDD4ABMS model from which it is generated. Given that NetLogo does not
provide either traffic or disease-related features, the design quality and time
metrics also capture the accuracy and development time of new functions that
participants had to code in order to implement such features.
Finally, to answer RQ3, participants were asked to fill out a questionnaire
(subjective evaluation), following a framework for qualitative assessment of
model-driven approaches and their DSLs [30]. The following qualitative aspects
were considered in this study: (i) usability: the degree at which the approach can
be used by participants to achieve their goals; (ii) reliability: whether the ap-
proach aids producing simulations free of errors and mistakes; (iii) productivity:
the degree at which the approach promotes productivity; and (iv) expressive-
ness : the degree at which it eases the development of simulations by providing
elements at the right abstraction level.
4.3. Participants
The study involved 31 volunteers, graduate and undergraduate students
in Computer Science. Regarding demographic characteristics of participants,
90.3% are male and 87.01% reported age between 15–30. Participants were
asked to quantify in a 9-point Likert scale their expertise in topics related to
this study. Almost all participants (75%) reported no expertise in agent-based
simulations, and the remaining 25% reported basic expertise. No participant
reported expertise in NetLogo. Participants also have little expertise in topics
such as traffic, epidemiology, and reinforcement learning. Therefore, no partic-
ipant needed to be excluded due to prior knowledge in the technologies under
study. Our evaluation targets developers, having all of them at least basic
knowledge in programming.
Four treatment groups were adopted in the experiment to study our two
independent variables, namely simulation domain (traffic or disease) and devel-
opment technique (MDD4ABMS or NetLogo). Each participant was randomly
assigned to one of these groups. In each group, participants were measured
in two consecutive development sessions, in which the treatment order was
changed. Table 1 shows the treatment conditions and the number of partic-
ipants in each group. Group C has a lower number of participants: one was
18
Table 1: Number of participants per treatment group.
Development Session 1 Development Session 2
Group N Domain Technique Domain Technique
A 8 Traffic MDD4ABMS Disease NetLogo
B 9 Disease MDD4ABMS Traffic NetLogo
C 6 Traffic NetLogo Disease MDD4ABMS
D 8 Disease NetLogo Traffic MDD4ABMS
not considered due to a technical error (our instrumentation did not collect the
time taken to perform the study tasks); and one dropped out. Given that all
participants were exposed to the two techniques and two domains, the drop-out
is not an indication of issues of a particular treatment.
Under this presented configuration, a total of 62 simulations were devel-
oped. For each combination of domain and technique, the number of developed
simulations is the following:
• Disease-MDD4ABMS : 15 simulations;
• Disease-NetLogo: 16 simulations;
• Traffic-MDD4ABMS : 16 simulations; and
• Traffic-NetLogo: 15 simulations.
5. Results and Discussion
The results obtained by following the described procedure are presented and
discussed next. The presentation is organized into three subsections, one for
each research question. Finally, we point out threats to the validity of our
study and how we mitigated them.
5.1. Design Quality (RQ1)
We first discuss results associated with the design quality, captured by met-
rics M1–M4. Table 2 shows the mean and standard deviation of the number of
features correctly developed by participants in each simulation (M1), in addition
to the number of simulations according to the number of correct features. In
the traffic domain, the results obtained for MDD4ABMS and NetLogo are sim-
ilar. In contrast, in the disease domain, the average number of correct features
developed with MDD4ABMS (4.53) is 25% higher than with NetLogo (3.69). In
this domain, 60% of the simulations developed in MDD4ABMS are completely
correct (i.e., all 5 features correctly developed), while with NetLogo most of
the simulations present either 3 (31%) or 4 (50%) correct features, and only
12% (2 out of 16) are completely correct. Most of the features that were in-
correctly developed in the traffic domain are the same with both MDD4ABMS
and NetLogo. However, in the disease domain, participants made more mistakes
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Table 2: Simulations and correct features.
Domain / Number of simulations with N correct features
Technique Mean (SD) N=1 N=2 N=3 N=4 N=5
Traffic /
MDD4ABMS 4.56 (0.63) 0 (0.00%) 0 (0.00%) 1 (6.25%) 5 (31.25%) 10 (62.50%)
NetLogo 4.53 (0.64) 0 (0.00%) 0 (0.00%) 1 (6.67%) 5 (33.33%) 9 (60.00%)
Disease /
MDD4ABMS 4.53 (0.64) 0 (0.00%) 0 (0.00%) 1 (6.67%) 5 (33.33%) 9 (60.00%)
NetLogo 3.69 (0.79) 0 (0.00%) 1 (6.25%) 5 (31.25%) 8 (50.00%) 2 (12.50%)
while developing the transmission of the disease with NetLogo. This observation
is confirmed by the significant difference among the groups that was revealed by
a Kruskal-Wallis test (χ2 = 14.04, p < 0.01), followed by a post hoc Dunn’s test
with Holm correction that showed a significant difference between MDD4ABMS
and NetLogo in the disease domain.
Features that were incorrectly developed were further analyzed, categorized
according to metrics M2, M3, and M4 as follows: (M2) incomplete, when there
are missing feature elements; (M3) syntatical errors, when there are errors that
prevent running the simulation; and (M4) inconsistent, when there is a mis-
match between specification and implementation. Table 3 shows the number of
simulations that contain each of these defect types.
Table 3: Number of developed simulations by defect type.
Metric Feature Defect Domain MDD4ABMS NetLogo
M2 Incomplete
Traffic 3 (18.75%) 3 (20.00%)
Disease 1 (6.67%) 5 (31.25%)
M3 Syntactical Error
Traffic 0 (0.00%) 1 (6.67%)
Disease 0 (0.00%) 1 (6.25%)
M4 Inconsistent
Traffic 4 (25.00%) 4 (26.67%)
Disease 6 (40.00%) 13 (81.25%)
There are incomplete features in both domains. In the traffic domain, the
number of simulations with incomplete features is the same for each technique
(but different percentages due to the number of participants in each group).
With both techniques, there are cases in which the simulation output is missing.
With MDD4ABMS, there is a simulation in which a particular traffic signal plan
was not added and another with a missing relationship between one plan state
machine and the reinforcement learning agent capability. With NetLogo, there
are two simulations with missing code statements to activate the reinforcement
learning technique. In the disease domain, the number of simulations with
incomplete features with NetLogo (31%) is higher than with MDD4ABMS (7%),
caused by missing code statements for either initializing or managing the disease
progression. With MDD4ABMS, a single simulation has a missing element (a
disease immunity duration). There are cases of features with syntactical errors
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only in simulations developed with NetLogo. Errors are due to syntax issues
in assignment operations and the use of agent attributes (e.g., wrong attribute
names).
With respect to inconsistent features, the number of simulations is also the
same in the traffic domain. With both techniques, all inconsistencies occurred
while developing TF4 and TF5 (traffic signal plans and reinforcement learn-
ing, respectively). In TF4, one simulation had state machines for traffic signal
plans incorrectly modeled with MDD4ABMS, while with NetLogo there are
three simulations with inconsistent cycle or plan durations. In TF5, two sim-
ulations had output parameters incorrectly specified with MDD4ABMS, while
two simulations have wrong learning parameters with NetLogo. In the disease
domain, there are twice as many simulations developed with NetLogo (81%)
as with MDD4ABMS (40%) with inconsistent features. With both techniques,
most of the inconsistencies occurred while developing DF3 and DF5, in which
participants had to specify the disease for the native and immigrant agents,
respectively. The most common problem is the wrong specification of transmis-
sion rates for DF5. While with MDD4ABMS this inconsistency is present in 3
out of the 6 simulations with inconsistent features, with NetLogo it occurs in 11
out of the 13 simulations. This indicates that mixing programming logic with
the specification of simulation parameters can possibly induce the developer to
make mistakes, even when the parameters are given.
Findings: Design Quality. The design quality of simulations developed
with MDD4ABMS is at least as good as those developed with NetLogo.
In the particular case of the disease domain, the design quality is superior
considering the number of correct features developed with MDD4ABMS.
5.2. Development Effort (RQ2)
So far, we observed how correct the simulations developed by participants
are. Now, we focus on the time taken to perform development tasks (M5). Re-
sults associated with M5 are summarized in Figure 4 and detailed in Table 4.
As can be seen, participants using MDD4ABMS took less time to develop sim-
ulations in both domains. The time taken by participants to develop the traffic
simulation using MDD4ABMS (44.06 min on average) is 28% lower than that
using NetLogo (61.47 min, on average), and 55% lower to develop the disease
simulation (40.57 min with MDD4ABMS vs. 90.32 min with NetLogo, on av-
erage). A Kruskal-Wallis test revealed significant differences among the groups
(χ2 = 12.45, p < 0.01), and a post hoc Dunn’s test with Holm correction showed
significant difference on time between MDD4ABMS and NetLogo in the disease
domain.
Figure 5 shows the time taken by participants to develop each simulation
feature. In the traffic domain (Figure 5a), participants using MDD4ABMS took
less time to develop features TF1 and TF5, and similar time for the remain-
ing features. The more observable differences are in features that demanded
21
0
20
40
60
80
10
0
M
in
u
te
s
MDD4
ABMS NetLog
o
MDD4
ABMS NetLog
o
Traffic Disease
Figure 4: Time to develop correct simulations.
Table 4: Time (minutes) to develop correct simulations. Best mean times are boldfaced.
Domain Technique Mean SD Min Max
Traffic
MDD4ABMS 44.06 7.27 34.78 57.05
NetLogo 61.47 17.98 38.09 93.76
Disease
MDD4ABMS 40.57 19.48 27.80 88.28
NetLogo 90.32 20.02 76.16 104.48
sophisticated constructs. In TF1, participants had to specify a graph for the
environment and initialize it from an OSM file. With NetLogo, participants had
to develop data types for graph nodes and links, and write statements to open
and read the file. MDD4ABMS, in contrast, provides a graph environment and
participants had only to make a reference to the OSM file. In features TF2
and TF3, participants had to specify the vehicle and the traffic signal controller
agent types. With both techniques, the time taken by participants to develop
these features is similar. Lastly, in features TF4 and TF5, participants had to
develop the traffic signal plans to control the flow of vehicles at intersections
and to incorporate the reinforcement learning technique, respectively. While
with NetLogo these features demand writing many lines of code, MDD4ABMS
provides built-in agent capabilities for these elements.
For feature TF4, participants took a modest higher time, on average, with
MDD4ABMS in comparison with NetLogo. To investigate this unexpected re-
sult, we performed a follow-up interview with the participants. Among the re-
spondents, many pointed out that specifying traffic signal plans with MDD4ABMS
is not as straightforward as with NetLogo. They mentioned difficulties in re-
membering how to create and configure state machine agent capabilities, which
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Figure 5: Time to develop correct features.
is the means of specifying traffic signal plans. With NetLogo, traffic signal plans
are implemented with quite a few lines of code to change traffic signal lights
according to each plan duration. Although this ad-hoc implementation is in ac-
cordance to the feature specification, it may not be reusable in other domains.
State machine agent capabilities, in MDD4ABMS, are domain-independent ab-
stractions. The use of state machines for specifying agent behavior is reported
in domains such as economics [22], manufacturing [15], pedestrian [46], and
social simulation [1, 2], as well as in methodologies for specifying multiagent
systems [17]. Additionally, some participants mentioned that due to their pro-
gramming skills, it was easy to follow NetLogo examples because they easily rec-
ognized code structures (e.g. conditional statements and function calls). Though
state machine capabilities are abstract representations for recurrent agent-based
simulation aspects, results suggest that the provided notation may not have been
enough to decrease the effort to develop this aspect of traffic signal plans.
In the disease domain (Figure 5b), participants using MDD4ABMS took
less time, on average, in most features. Similarly to above, the difference is
more remarkable in features that demand sophisticated constructs. In feature
DF1, participants only had to specify a grid environment, which was quickly
developed with both techniques. In feature DF2, the number of native agents
and their locations was provided by a GIS file. With NetLogo, participants had
to write a couple of statements to open the file, read its content, and create
the agents. With MDD4ABMS, in turn, participants just had to specify a
creational strategy for the agent and refer it to the file, which took less time, on
average. In feature DF3, while participants using NetLogo had to implement all
the logic to spread the disease among agents and to recover or kill them after
the infection duration, participants using MDD4ABMS had to specify a disease
capability and fill it with the disease parameters. In feature DF4, participants
had to specify the immigrant agent type and create a fixed number of agents
at random locations, which was quickly developed in both techniques. Finally,
in feature DF5 participants had to subject the immigrant agent to the disease.
Once again, participants using NetLogo took more time to develop this feature
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because they had to implement all the transmission and recovery logic, while
participants using MDD4ABMS were able to reuse the disease capability and
had only to specify additional disease parameters related to the immigrant agent.
Findings: Development Effort. Results indicate that MDD4ABMS de-
creases the development effort in comparison to NetLogo. The effort reduc-
tion is more evident in features that require sophisticated code constructs
when developed with NetLogo. In these cases, abstractions provided by
MDD4ABMS reduced the development time, as the participants were able
to focus on which elements should be included in the simulation, instead of
how to implement them.
5.3. Subjective Evaluation (RQ3)
The analysis performed in the previous sections focused on objective mea-
surements collected while participants performed the tasks of our study proce-
dure. Participants were later requested to subjectively evaluate the two tar-
get techniques, MDD4ABMS and NetLogo, with respect to qualitative aspects.
Obtained answers are summarized in Figures 6 and 7. The assessment was col-
lected using the questionnaire from the qualitative assessment framework [30],
in which participants agree or disagree using a 5-point Likert scale on the pres-
ence of characteristics related to the considered qualitative aspects. In the plots
of Figures 6 and 7, the bars indicate the level of agreement with the presented
sentences, which are grouped by the aspect being assessed. Statistical tests re-
vealed that MDD4ABSM obtained significantly higher levels of agreement across
all measurements.
As can be seen, the levels of agreement with sentences associated with usabil-
ity characteristics are all greater for MDD4ABMS in comparison with NetLogo.
More than 80% of participants agreed (above the intermediate level) that the
effort for understanding MDD4ABMS is reduced in comparison to a general
purpose language (U1), it helps users to achieve their tasks in fewer steps (U3),
its users can recognize whether it is appropriate for their needs (U4), it is easy
to operate (U5) and provides compact representation of models (U7)—the latter
is the usability characteristic in which MDD4ABMS was best assessed: for all
the participants, the level of agreement was above the intermediate level. We
recall that in NetLogo modeling is done programmatically through source code,
and thus compactness is related to the statements and functions provided by
its language. Results also show that 74% of the participants agreed (above the
intermediate level) that MDD4ABMS concepts and symbols are easy to learn
and remember (U2) and its symbols are good-looking (U6)—which according
to Kahraman & Bilgen [30] evaluates the attractiveness of the language symbols
with respect to appearance and interaction. With respect to NetLogo, the levels
of agreement on the presence of characteristics U3 and U7 are the lowest, mean-
ing that participants found it laborious to develop simulations using NetLogo
and that its model representation is less compact.
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Figure 6: Subjective evaluation: usability.
Similar results are observed in the other qualitative aspects. For MDD4ABMS,
the levels of agreement on reliability characteristics—model checking to protect
against errors (R1) and correctness (R2)—are above the intermediate level for
more than 70% of participants. In contrast, the levels of agreement for NetLogo
show that, for many participants, it does not provide an effective means to avoid
error making. The levels of agreement on the presence of productivity charac-
teristics show that both techniques improve the development time (P1) and
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Figure 7: Subjective evaluation: reliability, productivity, and expressiveness.
development effort (P2) in comparison to developing agent-based simulations
using general purpose languages. However, for both of these characteristics, the
levels of agreement for MDD4ABMS are greater than for NetLogo, which means
that, from the point of view of participants, MDD4ABMS improves time and
effort more than NetLogo (i.e. simulations are developed using MDD4ABMS
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in less time and with less effort), with respect to general purpose programming
languages.
Findings: Qualitative Aspects. Results give evidence that
MDD4ABMS meets qualitative aspects related to the user experience,
namely usability, reliability, productivity, and expressiveness. MDD4ABMS
obtained significantly higher scores with respect to all these measurements
than NetLogo, when subjectively evaluated by participants.
5.4. Threats to Validity
We now present identified possible internal and external threats to validity
and how we mitigated them. An internal threat is that participants could have
become tired while taking part of our study, performing worse while developing
the second simulation. To address this, groups have distinct treatment orders,
as previously shown in Table 1. This also addresses carry-over effects, given that
both domain and technique were different in each development session. Another
internal threat is that participants could have reused some NetLogo code de-
veloped during the tutorial sessions. To address this, participants were alerted
that reuse of code would compromise the experiment results and were asked to
not reuse code for a fair comparison. The hands-on tutorial session was given
by the authors of MDD4ABMS themselves, which could have introduced a bias
in the evaluation. The authors have large expertise in MDD4ABMS as well as
in NetLogo (10+ years of experience). So the tutorial was not biased by the
expertise in these tools. Equal rigor was adopted for teaching both tools, as well
as the simulations developed during the tutorials were the same. Moreover, the
tutorial included exercises so that the participants could be familiar with the
approaches and their development environments before performing the study
tasks. Although this may be not enough to fully master each environment,
this issue affects both MDD4ABMS and NetLogo. Another internal threat is
that problems (bugs) in the ABStractLang language and its modeling tool (AB-
Stractme) could have affected the study. To address this, tests were conducted
during the development of the tool (as described in Section 3.3), and a pilot
test was conducted with volunteer participants before the study (we recall that
these volunteers did not participate in the main study).
An external threat to validity is that the study considered only two domains
(traffic and disease), which may raise issues with respect to the generaliza-
tion of results. It is important to note that while some aspects abstracted by
MDD4ABMS are domain-specific (e.g., the compartmental model for the spread
of diseases), others are domain-neutral (e.g., spatial abstractions, agents’ cre-
ation, mobility, state machine, and reinforcement learning). In the presented
results, we observed that in both domains there are features in which the de-
velopment effort reduction was evident due to the high-level abstractions pro-
vided by MDD4ABMS. Such reduction was observed either for domain-neutral
aspects—in particular, those associated with the creation of agents, initializa-
tion of the environment with external files (GIS or OSM), and reinforcement
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learning—and for domain-specific aspects—the spread of diseases model. This
gives evidence that the benefits provided by MDD4ABMS do not depend on the
simulation domain, but on the abstraction level provided by the elements of its
domain-specific modeling language. Despite the evidence, further studies can
be carried out in other domains. As mentioned earlier in Section 4.2, the use of
state machines is reported in domains such as economics and social simulation.
The compartmental model can be used in other domains as well. For example,
Shao & Hu [52] applied the compartmental model to simulate product diffusion
in a marketing-related simulation.
Another external threat is that we only considered participants with pro-
gramming expertise. Our study goal is not to generalize results for humans in
general, but to developers with at least basic knowledge in programming, which
matched the characteristics of our sample. However, note that programming
expertise favors NetLogo and, therefore, differences could be even larger if the
study was performed with participants with less expertise in programming.
5.5. Final Remarks
As previously described, the goal of our study is to assess the benefits of us-
ing an MDD approach to develop agent-based simulations. Participants of our
study developed agent-based simulations in two distinct domains and using two
techniques (MDD4ABMBS and NetLogo). The time to develop these simula-
tions was measured, and the produced model or implementation was inspected
to determine its design quality. Finally, participants subjectively assessed both
MDD4ABMS and NetLogo with respect to qualitative aspects. We derived in-
teresting findings from the study, summarized in Table 5, which also overviews
details of our study design (research questions, treatments, and collected met-
rics).
6. Conclusion
Model-driven approaches have been proposed to ease agent-based simulation
development and increase productivity. However, existing approaches lack em-
pirical evaluations of how they improve the development of simulations based
on available platforms. Such evaluations must be conducted with humans to
show concrete evidence of the benefits promoted by model-driven approaches.
In this paper, we conducted an empirical study to investigate the bene-
fits provided by the MDD4ABMS model-driven approach, compared to the
NetLogo platform, to build agent-based simulations in two application areas:
adaptive traffic signal control and spread of disease. Our evaluation showed that
MDD4ABMS decreases the effort to develop simulations without impacting the
design quality, which is at least as good as those developed in traditional simu-
lation platforms. These results give evidence that model-driven development is
indeed a promissing alternative to ease the development and increase produc-
tivity in agent-based simulation development. Providing building blocks that
simultaneously abstract recurrent simulation aspects and reduce the abstrac-
tion gap is key for that. Finally, the levels of usability, reliability, productivity,
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Table 5: Summary of the study and its key findings.
RQ1. Design Quality
Treatments (Domain/Technique): Findings:
Traffic / MDD4ABMS • The design quality of simulations developed
with MDD4ABMS is at least as good as those
developed with NetLogo.
• In the particular case of the disease domain,
the design quality is superior considering the
number of correct features developed with
MDD4ABMS.
Traffic / NetLogo
Disease / MDD4ABMS
Disease / NetLogo
Metrics:
M1. Correct features
M2. Incomplete features
M3. Features with syntactical errors
M4. Inconsistent features
RQ2. Development Effort
Treatments (Domain/Technique): Findings:
Traffic / MDD4ABMS • MDD4ABMS decreases the development effort
in comparison to NetLogo.
• The effort reduction is more evident in fea-
tures that require sophisticated code constructs
when developed with NetLogo. In these
cases, abstractions provided by MDD4ABMS
reduced the development time, as the partic-
ipants were able to focus on which elements
should be included in the simulation, instead
of how to implement them.
Traffic / NetLogo
Disease / MDD4ABMS
Disease / NetLogo
Metric:
M5. Time
RQ3. Subjective Evaluation
Treatments: Findings:
MDD4ABMS • MDD4ABMS meets qualitative aspects related
to the user experience.
• MDD4ABMS obtained significantly higher
scores with respect to all the measurements
than NetLogo.
NetLogo
Qualitative aspects:
Usability
Reliability
Productivity
Expressiveness
and expressiveness reported by users for MDD4ABMS are better than for tradi-
tional simulation platforms, which can foster its adoption by people with little
expertise in agent-based simulation.
As future work, we will address the issue identified in our study regarding
the representation of state machines in MDD4ABMS as well as extend it to be
used by users with no programming expertise. The study considered novices
in MDD4ABMS and NetLogo, who were given a hands-on, time-limited, train-
ing session on developing agent-based simulations. If participants had previous
background on MDD4ABMS and NetLogo, it is expected that they would spend
less time to develop simulations with improved design quality. Previous stud-
ies in the software industry, in which developers usually present high skills in
programming languages and tools, showed that productivity is increased with
MDD. Therefore, it is also expected that MDD4ABMS increases productivity in
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comparison to NetLogo even with skilled users. However, future studies should
be conducted to identify whether this would be observed for MDD4ABMS and
NetLogo skilled users. Finally, future studies can be conducted to evaluate
the performance of the source code automatically generated by MDD4ABMS,
as also to evaluate whether it is easy to correct mistakes with MDD4ABMS
compared to NetLogo.
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