ABSTRACT. In this paper, we obtain asymptotic bounds, under appropriate conditions, of solutions of third order difference equations of the form
Introduction
The study of asymptotic behaviour or asymptotic approximation of solutions of difference equations constitutes an important segment of the qualitative theory of difference equations. Several authors have studied asymptotic behaviour of solutions of second order difference equations (see [2, 3, 8, 9] ). However, such a study for third order difference equations is limited (see [6, 7] ). A few results for higher order linear homogeneous difference equations are presented in [2] . In [1] , the authors have classified all nonoscillatory solutions of ∆ (p n ∆(r n ∆x n )) + q n f (x n+p ) = 0, p∈ {0, 1, 2} , where {p n }, {r n } and {q n } are sequences of positive real numbers, n ∈ N, and f : R → R is a continuous function such that uf (u) > 0 for u = 0, according to the sign of their quasidifferences. However, the results presented here are different from those in [2, 6, 7] . As in the case of the study of second order difference equations, the main tools used in this work are different forms of discrete Gronwall inequality.
In this paper, we are concerned with the asymptotic approximations of solutions of nonlinear third order difference equations of the form ∆ (p n−1 ∆(r n−1 ∆y n−1 )) = f (n, y n , ∆y n−1 ) + g(n, y n , ∆y n−1 ), n∈ N, (1) where N is the set of natural numbers, {p n } and {r n } are sequences of positive real numbers, n ∈ N ∪ {0}, f : N × R 2 → R and g : N × R 2 → R. The forward difference operator ∆ is defined as ∆y n = y n+1 − y n .
Discrete Gronwall inequality
We need the following lemmas in the sequel.
Ä ÑÑ 2.1º ([5])
If {x n }, {b n } and {c n } are real sequences such that b n , c n ≥ 0 and
) Let {z n } and {h n } be two sequences of real numbers, n ≥ n 0
Asymptotic bounds of solutions
In this section, we obtain asymptotic approximations of solutions of (1).
Ò Ø ÓÒº If, for two real sequences {u n } and {v n }, there are positive constants M and n 0 with |u n | ≤ M |v n |, for n ≥ n 0 , then we say that
where {g n } is an arbitrary nonnegative sequence of real numbers.
If {y n } is a solution of (1), then the following asymptotic formula holds:
where a n = n k=3
P r o o f. Let z n = p n ∆(r n ∆y n ) and x n = r n ∆y n . Hence z n = p n ∆x n and Eq. (1) takes the form ∆z n−1 = f (n, y n , ∆y n−1 ) + g(n, y n , ∆y n−1 ). Then
Taking the sum from 1 to n − 1 in (2), we get
N. PARHI -ANITA PANDA Taking the sum from 2 to n − 1 in (3), we have
Taking the sum from 3 to n in (4), we obtain
Hence
Let
Hence, from (6), we obtain
Hence, by Lemma 2.1, we get from (8)
If a n = n k=3
then {a n } is an increasing sequence of positive real numbers and (7) yieldŝ
From (10) we have,
where
Thus the theorem is proved.
ÓÖÓÐÐ ÖÝ 3.2º
Let the conditions of Theorem 3.1 hold. Let
If {y n } is a solution of (1), then y n = O(a n b n ). P r o o f. From (11) we get,
since {a n } is increasing. This in turn implies that, for n ≥ 3,
Hence, from (12), we get y n = O(a n b n ).
ÓÖÓÐÐ ÖÝ 3.3º
Suppose that the conditions of Theorem 3.1 hold. Let
P r o o f. This follows from (12).
ÓÖÓÐÐ ÖÝ 3.4º
g n < ∞, and
If {y n } is a solution of (1), then
.
ASYMPTOTIC APPROXIMATION OF SOLUTIONS OF DIFFERENCE EQUATIONS
P r o o f. Since 0 < a n ≤ A 1 n k=3
from (11) we get
. This completes the proof of the corollary. 
ÓÖÓÐÐ ÖÝ
Hence p n = 2 n , r n = 1, f (n, u, v) = 
From Corollary 3.5, it follows that, for a solution {y n } of (13), y n = O(n − 2). Equation (13) may be written as
The solution of this equation may be found by the procedure described in [4] . If q n ≡ 0 in this example, then also it satisfies all the conditions of the Corollary 3.5 and the equation reduces to ∆ 2 n−1 ∆ 2 y n−1 = 0, which on expansion gives 2y n+2 − 5y n+1 + 4y n − y n−1 = 0. The three linearly independent solutions of this equation are {1}, {n}, and 
Then, for a solution {y
, that is,
. By Lemma 2.3, we get
where B = B 1−α 3
Summing up (3) from n + 1 to n + p, we get
Hence, using (14) we obtain, for n > n 1 > 3,
Consequently, lim n→∞ x n exists, that is, lim n→∞ r n (y n+1 − y n ) exists. Similarly, summing up (2) from n + 1 to n + p, we get
For n > n 1 ,
Hence |z n+p − z n | → 0 as n → ∞, that is, {z n } is Cauchy. Thus lim 
Hence, by Theorem 3.6,
for a solution {y n } of (15). Further, from Corollary 3.7, it follows that {y n } is bounded. We may note that The proof is similar to that of Theorem 3.6 and hence is omitted.
Ì ÓÖ Ñ 3.9º Let the following conditions hold:
(a) r n ≥ δ > 0, n ≥ 0 and 
From (5), we obtain Remarkº The above results can easily be extended to more general Eqs.
∆ p n−1 (∆ 2 y n−1 ) = F (n, y n , ∆y n−1 , ∆ 2 y n−1 ) + g(n, y n , ∆y n−1 ),
and ∆ p n−1 ∆(r n−1 ∆y n−1 ) = f (n, y n−m , ∆y n−1 ) + g(n, y n , ∆y n−1 ), n≥ 1, (18) where {p n }, {r n }, f and g are same as in (1), m ∈ N and F : N × R 3 → R.
Conclusions
From the results in this paper it is not possible to derive that a solution {y n } of (1) converges to zero asymptotically. In our next work, an attempt will be made in this direction. However, the boundedness of solutions (1) follows from some of our results. Equation y n+3 + r n y n+2 + q n y n+1 + p n y n = 0, n≥ 0,
may be put in the form ∆(α n ∆ 2 y n ) + β n ∆y n+1 + γ n y n+1 = 0,
where α n = The present study is applicable to (20) where the sufficient conditions would be in terms of α n , β n and γ n . These conditions would be very complex when viewed in terms of p n , q n and r n . An attempt will be made to obtain easily verifiable sufficient conditions in terms of p n , q n and r n for the asymptotic approximation of solutions of (19).
