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Hyperbolicity versus weak periodic orbits inside
homoclinic classes
Xiaodong Wang ∗
Abstract
We prove that, for C1-generic diffeomorphisms, if the periodic orbits contained in
a homoclinic class H(p) have all their Lyapunov exponents bounded away from 0,
then H(p) must be (uniformly) hyperbolic. This is in sprit of the works of the stability
conjecture, but with a significant difference that the homoclinic class H(p) is not known
isolated in advance, hence the “weak” periodic orbits created by perturbations near the
homoclinic class have to be guaranteed strictly inside the homoclinic class. In this sense
the problem is of an “intrinsic” nature, and the classical proof of the stability conjecture
does not pass through. In particular, we construct in the proof several perturbations
which are not simple applications of the connecting lemmas.
1 Introduction
1.1 Backgrounds and main results
We study in this paper a problem that is in sprit of the works of the stability conjec-
ture but with an “intrinsic” nature. Let M be a compact manifold without boundary, and
Diff1(M) be the space of C1-diffeomorphisms of M . Recall the stability conjecture formu-
lated by Palis and Smale claims that if a diffeomorphism f is structurally stable then it is
hyperbolic. Here a diffeomorphism f is called hyperbolic if the chain recurrent set R(f) of f
(see Definition 2.9) is hyperbolic. A stronger version of the conjecture is to claim that if f
is Ω-stable then it is hyperbolic. These two remarkable conjectures are solved by Man˜e´ [37]
and Palis [38], respectively.
During the long way of study of the stability conjectures, the attention was more and
more concentrated on periodic orbits of the (unperturbed) diffeomorphism f as well as its
perturbations g. Liao [35] and Man˜e´ [36] raised independently a conjecture (more precisely,
a problem without a tentative answer), known as the star conjecture, stating that if f has
no, robustly, non-hyperbolic periodic orbits then it is hyperbolic. Being an assumption, the
star condition is clearly weaker than the Ω-stability. Hence the star conjecture is regarded
another (strong) version of the stability conjecture. It is solved by Aoki and Hayashi [3, 32].
To compare more precisely with our Main Theorem below we state their results in a generic
version. Recall that if p is a periodic point with period τ of a diffeomorphism f , and if
λ1, λ2, · · · , λd are the eigenvalues of Df τ (counted by multiplicity), then the d numbers
χi =
1
τ log |λi|, i = 1, · · · , d are called the Lyapunov exponents of Orb(p).
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Theorem 1.1 (Aoki and Hayashi). For a C1-generic f ∈ Diff1(M), if f is not hyperbolic,
then there is a periodic orbit of f that has a Lyapunov exponent arbitrarily close to 0.
Now we state our main result. Recall that two hyperbolic periodic points are homoclin-
ically related if W s(Orb(p)) has non-empty transverse intersection with Wu(Orb(q)) and
Wu(Orb(p)) has non-empty transverse intersection with W s(Orb(q)). To be homoclinically
related is an equivalent relation, and the homoclinic class H(p) of a hyperbolic periodic
point p is the closure of the union of periodic orbits that are homoclinically related to p.
Two different homoclinic classes may intersect. Nevertheless by the result of [8], for C1-
generic diffeomorphisms, every homoclinic class is a maximal invariant compact set that is
chain transitive (see Definition 2.8), hence they are pairwise disjoint. Homoclinic classes are
generally infinite in number, even for generic diffeomorphisms.
Main Theorem. For a C1-generic f ∈ Diff1(M), if a homoclinic class H(p) of f is not
hyperbolic, then there is a periodic orbit of f that is homoclinically related to Orb(p) and
has a Lyapunov exponent arbitrarily close to 0.
Note that here the “weak” periodic orbit (the one with a Lyapunov exponent arbitrarily
close to 0) is homoclinically related to Orb(p), that is, is “inside” the homoclinic class H(p).
This is the main point of this paper. In fact, under the assumptions of the Main Theorem,
it is straightforward to prove (following the classical proof of the stability conjecture) that,
there must be a weak periodic orbit arbitrarily near H(p). In contrast, here the Main
Theorem claims there must be a weak periodic orbit not only near, but actually inside
H(p). Of course, if the homoclinic class H(p) is assumed to be isolated, then being “near”
will be equivalent to being “inside”. The point is that here H(p) is not known to be isolated
hence, at each step, the periodic orbits created by perturbations have to be guaranteed to lie
strictly inside the homoclinic class. It is in this sense we say the problem is of an “intrinsic”
nature, and the classical proof of the stability conjecture does not pass through.
There are some other results that concern whether the newly created periodic orbits
are inside or outside the homoclinic class, for instance [9, 14]. The lack of domination of
the homoclinic class yields periodic orbits having multiple Lyapunov exponents and weak
hyperbolicity ([9]) or allows to produce sinks or sources ([14]). The difference is that [9]
applies Franks-Gourmelon Lemma [30] (see also Lemma 3.4 in Section 3) to guarantee that
the newly created periodic orbits are still inside the homoclinic class, while [14] claims the
newly created sinks or sources are outside the initial class by producing an attracting or
repelling region. In our paper, we build new periodic orbits by mixing a hyperbolic periodic
orbit and a weak set, which has very weak hyperbolicity. The new periodic orbits have
weak hyperbolicity because they spend a long time close to the weak set. However, by the
property of hyperbolic periodic orbit, the amount of time that close to the initial periodic
orbit (which is chosen after the amount of time close to the weak set has been fixed) can
be any large number. Hence by choosing the amount of time properly, the hyperbolicity
of the new periodic orbits are still uniform in some sense. This is the reason that the new
periodic orbits are homoclinically related to the initial one. We have to connect first the
initial periodic orbit and the weak set by heteroclinic orbits through several perturbations.
The difficulty is that, the connection between the new periodic orbit and the homoclinic
class may be destroyed in any step of the process. To avoid this, we have to use the generic
properties to guarantee the perturbations to lie inside the homoclinic class.
There are other conjectures aimed to give a dichotomy of global dynamics. Recall that a
homoclinic tangency of a hyperbolic periodic point p is a non-transverse intersection between
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Wu(p) and W s(p). A diffeomorphism is with a heterodimensional cycle if there are two hy-
perbolic periodic points p and q with different stable dimensions such thatW s(p)∩Wu(q) 6= ∅
and W s(q) ∩Wu(p) 6= ∅. It is obvious that any diffeomorphism with either a tangency or a
heterodimensional cycle is not hyperbolic. Palis conjectured that these two phenomenons are
the only obstacles for hyperbolicity. More precisely, the union of hyperbolic diffeomorphisms
and diffeomorphisms with tangencies or heterodimensional cycles are dense in the space of
diffeomorphisms, see [39]. Based on the results afterwards, Bonatti and Dı´az conjectured
that the union of diffeomorphisms that are hyperbolic and those with heterodimensional
cycles are dense in the space of diffeomorphisms, see [7, 11]. There are many works related
to this subject, like [43, 19, 23, 22]. [43] solved this conjecture for dimension 2, and for higher
dimension, [19, 23, 22] got progress that far from homoclinic bifurcations, the systems has
some weak hyperbolicity (partially hyperbolic or essentially hyperbolic).
By the Franks’ lemma [26, 30], we can perturb weak periodic orbits to get periodic
orbits with different stable dimensions. But it is not clear whether these periodic orbits are
still contained in the non-hyperbolic homoclinic class after perturbation. Thus we have the
following conjecture, which is an intrinsic version of Palis conjecture for homoclinic classes.
Conjecture 1 ([7, 9]). There is a residual subset R ⊂ Diff1(M), such that for all f ∈ R,
if a homoclinic class H(p) is not hyperbolic, then there is a periodic point q ∈ H(p), whose
stable dimension is different from that of p.
By [16], one can decompose the dynamics into pieces, and each piece is called a chain
recurrence class (see Definition 2.10). By [8], for C1-generic diffeomorphism, a chain re-
currence class is either a homoclinic class or contains no periodic point. We call a chain
recurrence class without periodic point an aperiodic class. Recall that a dominated splitting
E ⊕ F on an invariant compact Λ set is an invariant splitting of TΛM and the norm of Df
along E is controlled by that along F , and Λ is partially hyperbolic if TΛM splits into three
bundles which is a dominated splitting such that the extremal bundles are hyperbolic and the
center bundle is neutral (see Definition 2.6). By [19, 23], for C1-generic diffeomorphisms far
from homoclinic bifurcations (or just homoclinic tangencies), an aperiodic class is partially
hyperbolic with center bundle of dimension 1. In [10], they proved that if dim(M) ≥ 3,
then there are an open set U of Diff1(M), and a residual subset V of U , such that any
g ∈ V has infinitely many aperiodic classes, and each of them has no non-trivial dominated
splitting. We state here a conjecture by S. Crovisier for aperiodic classes, which implies
the non-existence of aperiodic classes for C1-generic diffeomorphisms far from homoclinic
bifurcations.
Conjecture 2 ([21]). Let Λ be an aperiodic class for a C1-generic diffeomorphism f , and
Es ⊕ Ec ⊕ Eu the dominated splitting such that Es (resp. Eu) is the maximal uniformly
contracting (resp. expanding) sub-bundle. Then Ec has dimension larger than or equal to 2
and does not admit a finer dominated splitting.
1.2 Main theorem restated
We give here a more general result rather than the main theorem. For a hyperbolic
periodic point p, denote by Ind(p) its stable dimension.
Theorem A. For C1-generic f ∈ Diff1(M), assume that p is a hyperbolic periodic point of
f . If the homoclinic class H(p) has a dominated splitting TH(p)M = E ⊕ F , with dimE ≤
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Ind(p), such that the bundle E is not contracting, then there are periodic orbits in H(p) with
index dim(E) that have the maximal Lyapunov exponents along E arbitrarily close to 0.
Remark 1.2. If in the assumption of the Theorem A, dimE = Ind(p), then the periodic
orbits Ok = Orb(qk) obtained have the same index as p. Thus by the genericity assumption
and the item 4 of Lemma 2.38, these periodic orbits Ok are homoclinically related with
Orb(p).
We give an explanation why Theorem A implies the main theorem. We assume that all
Lyapunov exponents of periodic orbits that are homoclinically related to Orb(p) are uni-
formly away from 0. Then by the genericity assumption, H(p) has a dominated splitting
TH(p)M = E⊕F , with dimE = Ind(p), (see [28] and Proposition 4.8 of [9]). By the conclu-
sion of Theorem A and the assumption of no existence of weak periodic orbits homoclinically
related to Orb(p), we get that the bundle E is contracting. With the same argument for
f−1, we get that the bundle F is expanding for f . Hence TH(p)M = E ⊕ F is a hyperbolic
splitting which is a contradiction to the assumption of the main theorem.
In [37], Man˜e´ introduced a very useful lemma (Theorem II.1) to get weak periodic orbits
under certain hypotheses. The statement is very technical and the original proof of Man˜e´
is difficult, thus we will not state it here. Based on a modification of the proof of Man˜e´,
Bonatti, Gan and Yang have a result for homoclinic classes, see [13].
Here we point out that, different from Theorem II.1 of [37] and the result of [13], there is
a genericity assumption in the main theorem and Theorem A. That is to say, the conclusion
of the main theorem is a perturbation result and may not be valid for all diffeomorphisms.
Thus one asks the following question naturally, whether the genericity assumption is essential
in the main theorem.
Question 1. Is there a homoclinic class H(p) for a diffeomorphism f satisfying that all
the Lyapunov exponents of all periodic orbits homoclinically related to Orb(p) are uniformly
away from 0 but H(p) is not hyperbolic?
In some cases, we can give a positive answer to this question. In [45], Rios proved
that there is a diffeomorphism on the boundary of the set of hyperbolic diffeomorphisms on
surface, with a homoclinic class containing a tangency inside. Hence it is not hyperbolic
(it does not have a dominated splitting because of the existence of tangency). In [15],
they proved that for this homoclinic class, all the Lyapunov exponents of all periodic orbits
contained in the class are uniformly away form 0. In fact, they proved more that all the
Lyapunov exponents of all ergodic measures are uniformly away from 0. Examples of non-
hyperbolic homoclinic classes with a dominated splitting can be found in like [17, 24, 25,
44], but the homoclinic classes in these examples contain weak periodic orbits. For C2
diffeomorphisms on surfaces, by the conclusions of [44], one can not give a non-hyperbolic
homoclinic class with domination and without weak periodic orbits, which is unknown in
the C1 dynamics. Hence we have the following question which is a stronger version of
Question 1.
Question 2. Is there a non-hyperbolic homoclinic class H(p) with a non-trivial dominated
splitting for a diffeomorphism f satisfying that all the Lyapunov exponents of all periodic
orbits homoclinically related to Orb(p) are uniformly away from 0?
1.3 Some applications of the main theorem
In this subsection, we give some applications whose proof will be given later.
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1.3.1 Structural stability and hyperbolicity
Recall that a diffeomorphism f ∈ Diff1(M) is structurally stable, if there is a C1 neigh-
borhood U of f , such that, for any g ∈ U , there is a homeomorphism φ :M →M , satisfying
φ ◦ f = g ◦ φ. The orbital structure of a structurally stable diffeomorphism remains un-
changed under perturbations. Man˜e´ proved that the chain recurrent set of a structurally
stable diffeomorphism is hyperbolic, see [37]. Here we give a local version about this result.
It is known that a hyperbolic periodic point has a continuation. More precisely, for a
hyperbolic periodic point p of a diffeomorphism f with period τ , there is a neighborhood U
of Orb(p) and a C1 neighborhood U of f , such that, for any g ∈ U , the maximal invariant
compact set of g in U is a unique periodic orbit with period τ and with the same index as p.
We denote this continuation of p by pg for such a diffeomorphism g, and denote the homo-
clinic class of pg by H(pg). Thus we say that a homoclinic class H(p) of a diffeomorphism
f is structurally stable, if there is a C1 neighborhood U of f , such that, for any g ∈ U , there
is a homeomorphism φ : H(p) → H(pg), satisfying φ ◦ f |H(p) = g ◦ φ|H(p), where pg is the
continuation of p.
Question 3. Assume p is a hyperbolic periodic point for a diffeomorphism, if H(p) is
structurally stable, then is it hyperbolic?
There are many works related to this question, see for example [28, 46, 53, 51]. In [53]
and [51], they prove that structural stability implies hyperbolicity for the chain recurrence
class and the homoclinic class respectively of a hyperbolic periodic point, under the hypoth-
esis that the diffeomorphism is far away from tangency, or that the stable or the unstable
dimension of this periodic point is 1. With the conclusion of the main theorem, we can give
a complete answer to Question 3.
Corollary 1.3. Assume f is a diffeomorphism in Diff1(M) and p is a hyperbolic periodic
point of f . If the homoclinic class H(p) is structurally stable, then H(p) is hyperbolic.
1.3.2 Partial hyperbolicity
Next result is that for a homoclinic class with a dominated splitting of a C1-generic dif-
feomorphism, if the dimensions of the two bundles in the splitting satisfy certain hypotheses,
then the splitting is a partially hyperbolic splitting (at least one bundle is hyperbolic).
Corollary 1.4. For C1-generic f ∈ Diff1(M), if a homoclinic class H(p) has a dominated
splitting TH(p)M = E ⊕ F , such that dim(E) is smaller than the smallest index of periodic
orbits contained in H(p), then the bundle E is contracting. Symmetrically, if dim(E) is
larger than the largest index of periodic orbits contained in H(p), then the bundle F is
expanding.
As another consequence of the main theorem, we can give a proof of Theorem 1.1 (2)
in [23] with a different argument. More precisely, we can prove that for a C1-generic diffeo-
morphism far from tangency, a homoclinic class has a partially hyperbolic splitting whose
center bundle splits into 1-dimensional subbundles, and the Lyapunov exponents of the pe-
riodic orbits along each the center subbundle can be arbitrarily close to 0. Denote HT the
set of diffeomorphisms of Diff1(M) that exhibit a tangency.
Corollary 1.5 ([23]). For C1-generic f ∈ Diff1(M) \ HT , a homoclinic class H(p) has a
partially hyperbolic splitting TH(p)M = E
s⊕Ec1⊕ · · ·⊕E
c
k⊕E
u such that each of the center
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subbundles Eci is neither contracting nor expanding and dim(E
c
i ) = 1, for all i = 1, · · · , k.
Moreover, the minimal index of periodic points contained in H(p) is dim(Es) or dim(Es)+1,
and symmetrically, the maximal index of periodic points contained in H(p) is d− dim(Eu)
or d−dim(Eu)−1. For each i = 1, · · · , k, there exist periodic orbits contained in H(p) with
arbitrarily long periods with a Lyapunov exponent along Eci arbitrarily close to 0.
1.3.3 Lyapunov stable homoclinic classes
Recall that an invariant compact set Λ ⊂ M is Lyapunov stable for f , if for any neigh-
borhood U of Λ, there is another neighborhood V of Λ, such that fn(V ) ⊂ U for all n ≥ 0.
We say that Λ is bi-Lyapunov stable, if Λ is both Lyapunov stable for f and for f−1.
The following results are about C1-generic Lyapunov stable homoclinic classes. First,
for C1-generic Lyapunov stable homoclinic classes, we can get a similar conclusion of Corol-
lary 1.4 under a weaker hypothesis.
Corollary 1.6. For C1-generic f ∈ Diff1(M), if a homoclinic class H(p) is Lyapunov stable
and has a dominated splitting TH(p)M = E ⊕ F such that dim(E) is larger than or equal to
the largest index of periodic orbits contained in H(p), then the bundle F is expanding.
With the conclusion of Corollary 1.6, we can give a positive answer to Conjecture 1 for
bi-Lyapunov stable homoclinic classes.
Corollary 1.7. For C1-generic f ∈ Diff1(M), where M is connected, if a homoclinic class
H(p) is bi-Lyapunov stable, then we have:
— either H(p) is hyperbolic, hence H(p) =M and f is Anosov,
— or f can be C1 approximated by diffeomorphisms that have a heterodimensional cycle.
From [23] (or Corollary 1.5), we know that for C1-generic diffeomorphisms far away from
tangencies, a homoclinic class has a partially hyperbolic splitting with all central bundles
dimension 1. We have the following result about the index of periodic orbits for Lyapunov
stable homoclinic classes. It is a direct corollary of Corollary 1.6 and we omit the proof.
Corollary 1.8. For C1-generic f ∈ Diff1(M)\HT , if a homoclinic class H(p) is Lyapunov
stable and assume TH(p)M = E
s ⊕ Ec1 ⊕ · · · ⊕ E
c
k ⊕ E
u is the partially hyperbolic splitting,
then the largest index of periodic points contained in H(p) equals d− dim(Es).
1.4 Propositions for the proof of Theorem A
To prove Theorem A, we will use the following three propositions. Proposition 1 tells that
for any hyperbolic periodic orbit Orb(p) and any invariant compact set K of a diffeomor-
phism f linked by heteroclinic orbits, we can get a periodic orbit that spends a given propor-
tion of time close to Orb(p) and K by arbitrarily C1 small perturbation. In the whole paper,
we denote by Orb+(x, f) (resp. Orb−(x, f)) the positive (resp. negative) f -orbit of the point
x, i.e. Orb+(x, f) = {x, f(x), f2(x), · · · } (resp. Orb−(x, f) = {x, f−1(x), f−2(x), · · · }). If
there is no misunderstanding, we just denote it by Orb+(x) (resp. Orb−(x)) for simplicity.
Proposition 1. Let f ∈ Diff1(M). Consider a hyperbolic periodic point p and an invariant
compact set K, satisfying that all periodic points contained in K are hyperbolic and p /∈ K.
Assume moreover that there are two points x and y, satisfying that:
— x ∈ Wu(p) and ω(x) ∩K 6= ∅,
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— y ∈ W s(p) and α(y) = K.
Then for any neighborhood U of f in Diff1(M), any neighborhood Up of Orb(p), and any
neighborhood UK of K, there are two integers l and n0, such that, for any integer TK ,
1. there is h ∈ U such that:
— h coincides with f outside UK ,
— the point y is on the positive orbit of x under h,
— #(Orb(x, h) ∩ UK) ≥ TK and #((Orb(x, h) \ (UK ∪ Up)) ≤ n0.
2. for any m ∈ N, there is hm ∈ U such that:
— hm coincides with h on Orb(p) and outside Up,
— hm has a periodic orbit O, satisfying O \Up = (Orb(x, h)) \Up, and #(O ∩Up) ∈
{l+mτ, l+mτ + 1, · · · , l + (m+ 1)τ − 1}.
Remark 1.9. (1) It is easy to see that if we take UK small enough, then h coincides with
f on Orb(p) ∪Orb−(x) ∪Orb+(y).
(2) For the diffeomorphism h, the point x (also y) is a homoclinic point of the periodic
orbit Orb(p).
(3) It is obvious that, in the settings of the proposition, if we change “ω(x) ∩K 6= ∅ and
α(y) = K” to “α(y) ∩K 6= ∅ and ω(x) = K”, the conclusion still holds.
Proposition 2 and 3 are in some sense doing an asymptotic connecting process from a
point to an invariant compact set. Proposition 2 tells that if the closure of the unstable
manifoldWu(p) of a hyperbolic periodic point p intersects an invariant compact set K, then
by an arbitrarily small perturbation, one can obtain a point which belongs to the unstable
manifold of p and whose positive limit set is contained in K. Moreover, the perturbation
will not change certain pieces of orbit. In fact, the first property can be obtained from the
proof of Proposition 10 in [18], but the second property is not a direct consequence.
Proposition 2 (A modified case of Proposition 10 in [18]). Let f ∈ Diff1(M). Consider
an invariant compact set K which contains no non-hyperbolic periodic point and a point
x ∈ M with α(x) ⊂ K. Assume p is a hyperbolic periodic point satisfying that p /∈ K and
Wu(p) ∩K 6= ∅.
Then for any neighborhood U of f in Diff1(M), there is a diffeomorphism g ∈ U , satisfying
the following properties:
1. g coincides with f on Orb(p) ∪K;
2. g and Dg coincides with f and Df respectively on Orb−(x), hence α(x, g) ⊂ K;
3. there is a point y ∈ Wu(p, g), such that ω(y, g) ⊂ K.
In the assumptions of the above two propositions, the point and invariant compact sets
are linked by true orbits. However, Proposition 3 deals with the case that they are linked
by pseudo-orbits which is more complicated. We use the techniques of [8, 18].
Proposition 3. Assume f0 is a diffeomorphism in Diff
1(M). For any neighborhood U of
f0 in Diff
1(M), there are a smaller neighborhood U ′ of f0 with U ′ ⊂ U and an integer T ,
with the following properties.
For any diffeomorphism f ∈ U ′, considering an invariant compact set K, a positively invari-
ant compact set X and a point z ∈ X, suppose that the following conditions are satisfied:
— all periodic orbits contained in K are hyperbolic,
— all periodic orbits contained in X with period less than T are hyperbolic,
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— for any ε > 0, there is an ε-pseudo-orbit contained in X connecting z to K,
then for any neighborhood U of X \K and for any γ > 0, there is a diffeomorphism g ∈ U ,
such that: g|M\U = f |M\U and ω(z, g) ⊂ K. Moreover, the C
0 distance between g and f is
smaller than γ.
Remark 1.10. (1) Proposition 2 is not a direct corollary of Proposition 3, because we wish
to keep the negative orbit of a point that accumulates to the invariant compact set unchanged
after perturbation in Proposition 2.
(2) In Proposition 3, we can see that X ∩K 6= ∅. Thus X \K is not a compact set and
we have that U ∩K 6= ∅, where U is the neighborhood of X \K.
1.5 Organization of the paper.
In Section 2, we give some basic definitions and well-known results that we will use in
the proof. In Section 3, we give a slightly different version (Theorem B) of Theorem A,
and we prove Theorem A using Theorem B. Later, we give the proof of Theorem B from
Propositions 1, 2 and 3 in Section 4. The proofs of Proposition 1, 2 and 3 will be given in
Section 5, 6 and 7 respectively. At last, we give the proofs of the applications of the main
theorem in Section 8.
2 Preliminary
In this section, we give some definitions and some well-known results. Denote by
Diff1(M) the space of C1-diffeomorphisms of M .
2.1 Hyperbolicity and dominated splitting
Definition 2.1. Assume that f is a diffeomorphism in Diff1(M), Λ is an invariant compact
set of f and E is a Df -invariant subbundle of TΛM . We say that the bundle E is (C, λ)-
contracting if there are constants C > 0 and λ ∈ (0, 1), such that
‖Dfn|E(x)‖ < Cλ
n,
for all x ∈ Λ and all n ≥ 1. And we say that E is (C, λ)-expanding if it is (C, λ)-contracting
with respect to f−1. If the tangent bundle of Λ has an invariant splitting TΛM = E
s ⊕Eu,
such that, Es is (C, λ)-contracting and Eu is (C, λ)-expanding for some constants C > 0
and λ ∈ (0, 1), then we call Λ a hyperbolic set and dim(Es) the index of the hyperbolic
splitting. If a periodic orbit Orb(p) is a hyperbolic set, then we call p a hyperbolic periodic
point, and the dimension of the contracting bundle Es in the hyperbolic splitting is called
the index of p, denoted by Ind(p).
Definition 2.2. For any point x ∈M and any number δ > 0, we define the local stable set
and local unstable set of x of size δ respectively as follows:
W sδ (x) = {y : ∀n ≥ 0, d(f
n(x), fn(y)) ≤ δ; and limn→+∞ d(fn(x), fn(y)) = 0};
Wuδ (x) = {y : ∀n ≥ 0, d(f
−n(x), f−n(y)) ≤ δ; and limn→+∞ d(f−n(x), f−n(y)) = 0}.
We define the stable set and unstable set of x respectively as follows:
W s(x) = {y : limn→+∞ d(f
n(x), fn(y)) = 0};
Wu(x) = {y : limn→+∞ d(f−n(x), f−n(y)) = 0}.
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Remark 2.3. (1) It is obvious that, for any δ > 0, we have
W s(x) = ∪n≥0f−n(W sδ (f
n(x)))
and
Wu(x) = ∪n≥0fn(Wuδ (f
−n(x))).
(2) To belong to a same stable set is an equivalent relation, thus two stable sets either
coincide or are disjoint with each other. The same holds for the unstable set.
For hyperbolic sets, the (local) stable (resp. unstable) set has the following properties,
see for example [33].
Lemma 2.4. Assume Λ is an invariant compact set of f . If Λ is hyperbolic and TΛM =
Es⊕Eu is the hyperbolic splitting, then there is a number δ > 0, such that, for any x ∈ Λ, the
local stable (resp. unstable) set W sδ (x) (resp. W
u
δ (x)) is an embedded disk with dimension
dim(Es) (resp. dim(Eu)) and is tangent to Es (resp. Eu) at x. Moreover, the stable (resp.
unstable) set W s(x) (resp. Wu(x)) of x is an immersed submanifold of M .
Definition 2.5. Assume that f is a diffeomorphism in Diff1(M) and p, q ∈ M are two
hyperbolic periodic points of f . We say p and q are homoclinically related and denote the
relation by p ∼ q, if Wu(Orb(p)) has non-empty transverse intersections with W s(Orb(q)),
and W s(Orb(p)) has non-empty transverse intersections with Wu(Orb(q)), denoted by
Wu(Orb(p)) ⋔ W s(Orb(q)) 6= ∅ and W s(Orb(p)) ⋔ Wu(Orb(q)) 6= ∅. We call the clo-
sure of the set of periodic orbits homoclinically related to Orb(p) the homoclinic class of p
and denote it by H(p, f) or H(p) for simplicity.
Definition 2.6. Let f ∈ Diff1(M). An invariant compact set Λ of M is said to have an
(m,λ)-dominated splitting, if the tangent bundle has a Df -invariant splitting TΛM = E⊕F
and there are an integer m and a constant λ ∈ (0, 1) such that
‖Dfm|E(x)‖ · ‖Df
−m|F (fmx)‖ < λ.
We call dim(E) the index of the dominated splitting. Moreover, we say Λ has a partially
hyperbolic splitting, if the tangent bundle has an invariant splitting TΛM = E
s ⊕ Ec ⊕ Eu,
such that the two splittings (Es ⊕ Ec) ⊕ Eu and Es ⊕ (Ec ⊕ Eu) are both dominated
splittings and, moreover, the bundle Es is contracting, the bundle Eu expanding and the
central bundle Ec is neither contracting nor expanding.
Remark 2.7. We point out here that if an invariant compact set Λ has two dominated
splittings TΛM = E1⊕F1 = E2⊕F2 such that dim(E1) ≤ dim(E2), then we have E1 ⊂ E2.
Hence two dominated splittings on an invariant compact set with the same index would
coincide.
By [29], there is always an adapted metric for a dominated splitting, that is to say, an
(m,λ)-dominated splitting is a (1, λ)-dominated splitting by considering a metric equivalent
to the original one. Also, it is obvious that an (m,λ)-dominated splitting is always an
(mN,λ)-dominated splitting for any positive integer N .
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2.2 Recurrence
We give some definitions of recurrence.
Definition 2.8. For a diffeomorphism f ∈ Diff1(M) and a number ε > 0, we call a sequence
of points {xi}bi=a ofM an ε-pseudo orbit of f , if d(f(xi), xi+1) < ε for any i = a, a+1, · · · , b−
1, where −∞ ≤ a < b ≤ ∞. An invariant compact set K is called a chain transitive set, if
for any ε > 0, there is a periodic ε-pseudo-orbit contain in K and ε-dense in K.
Definition 2.9. Assume f ∈ Diff1(M). We say a point y is chain attainable from x, if
for any number ε > 0, there is an ε-pseudo orbit of f (x0, x1, · · · , xn) such that x0 = x
and xn = y, and we denote it by x ⊣ y. The chain recurrent set of a diffeomorphism
f ∈ Diff1(M), denoted by R(f), is the set of the points x such that x is chain attainable
from itself.
It is well-known that the chain recurrent set R(f) of f can be decomposed into a disjoint
union of invariant compact ”undecomposable” sets. More precisely, we give the definition
as the following.
Definition 2.10. Assume f ∈ Diff1(M). For any two points x, y ∈ M , denote x ∼ y if x
is chain attainable from y and y is chain attainable from x. Obviously ∼ is an equivalent
relation on R(f), and an equivalent class of ∼ is called a chain recurrence class.
Definition 2.11. Assume f ∈ Diff1(M) and Λ is an invariant compact set of f . We say that
Λ is shadowable, if for any ε > 0, there is δ > 0, such that for any δ-pseudo orbit {xi}bi=a ⊂ Λ
of f , where −∞ ≤ a < b ≤ ∞, there is a point y ∈ M , such that d(f i(y), xi) < ε for all
a ≤ i ≤ b.
Now we give another definition of a relation, which is denoted by ≺.
Definition 2.12. Assume f is a diffeomorphism in Diff1(M) and W is an open set of M .
For any two points x, y ∈ M , we denote x ≺ y if for any neighborhood U of x and any
neighborhood V of y, there are a point z ∈ M and an integer n ≥ 1, such that z ∈ U and
fn(z) ∈ V . We denote x ≺W y if for any neighborhood U of x and any neighborhood V of y,
there is a piece of orbit (z, f(z), · · · , fn(z)) contained in W such that z ∈ U and fn(z) ∈ V .
Moreover, let K be a compact set of M , then we denote x ≺ K (resp. x ≺W K) if there is
a point y ∈ K, such that x ≺ y (resp. x ≺W y).
For the relation ≺, we have the following result, whose proof is similar to the proof of
Lemma 6 in [18].
Lemma 2.13. Assume that K is an invariant compact set. Then for any two neighborhoods
U2 ⊂ U1 of K and any point y ∈ U1 satisfying y ≺U1 K, there is a point y
′ ∈ U2, such that
y ≺U1 y
′ ≺U2 K and the positive orbit of y
′ is contained in U2.
It is obvious that x ≺ y implies x ⊣ y, but the two relations are not equivalent. In [8],
they have proved that for generic diffeomorphisms, the two relations are equivalent.
Lemma 2.14 ([8]). For generic diffeomorphism f ∈ Diff1(M), if x ⊣ y, then x ≺ y.
10
2.3 Pliss points and weak sets
Definition 2.15. Assume that Λ is an invariant compact set of a diffeomorphism f in
Diff1(M) and E is an invariant sub-bundle of TΛM . For a constant λ ∈ (0, 1), we call x ∈ Λ
an (m,λ)-E-Pliss point, if for any integer n > 0, we have
n−1∏
i=0
‖Df im|E(fim(x))‖ ≤ λ
n.
Particularly, if m = 1, we call x a λ-E-Pliss point for short.
Remark 2.16. It is not difficult to see that, if {xi} is a sequence of λ-E-Pliss points, then
any limit point y of the sequence is also a λ-E-Pliss point.
Definition 2.17. Consider a diffeomorphism f ∈ Diff1(M), an invariant compact set K of
f , an invariant sub-bundle E of TKM , an integer m and a constant λ ∈ (0, 1). We say that
K is an (m,λ)-E-weak set, if for any point x ∈ K, there is an integer nx, such that
nx−1∏
i=0
‖Dfm|E(fim(x))‖ > λ
nx .
We denote Nx the smallest integer that satisfies the above inequality. Particularly, if m = 1,
we call K a λ-E-weak set for short.
Remark 2.18. If K is an (m,λ)-E-weak set, by the compactness of K, we can see that
Nx is bounded by an integer NK for all x ∈ K. Also from the definition, we can see that
an invariant compact set K is an (m,λ)-E-weak set if and only if K does not contain any
(m,λ)-E-Pliss point.
One can obtain Pliss points by the following lemma given by V. Pliss, see [40, 43].
Lemma 2.19 (Pliss lemma). Assume that Λ is an invariant compact set of a diffeomorphism
f in Diff1(M) and E is an invariant sub-bundle of TΛM . For any two numbers 0 < λ1 <
λ2 < 1, we have:
1. There are a positive integer N = N(λ1, λ2, f) and a number c = c(λ1, λ2, f) such that
for any x ∈ Λ and any number n ≥ N , if
n−1∏
i=0
‖Df |E(fix)‖ ≤ λ1
n,
then there are 0 ≤ n1 < n2 < · · · < nl ≤ n such that l ≥ cn, and, for any j = 1, · · · , l
and any k = nj + 1, · · · , n,
k−1∏
i=nj
‖Df |E(fix)‖ ≤ λ2
k−nj .
2. For any point x ∈ Λ, and any integer m, if for all n ≥ m,
n−1∏
i=0
‖Df |E(fix)‖ ≤ λ1
n,
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then there is an infinite sequence 0 ≤ n1 < n2 < · · · , such that
k−1∏
i=nj
‖Df |E(fix)‖ ≤ λ2
k−nj ,
for all k > nj and all j = 1, 2, · · · .
Corollary 2.20. For a diffeomorphism f ∈ Diff1(M) and an f -invariant continuous bundle
E ⊂ TΛM of an invariant compact set Λ, we have that, for any x ∈ Λ:
1. If x is an (m,λ)-E-Pliss point, then there is a point y ∈ ω(x), such that y is also a
(m,λ)-E-Pliss point.
2. If for any y ∈ ω(x), there is an integer ny ∈ N, such that
ny−1∏
i=0
‖Dfm|E(fim(y))‖ ≤ λ
ny ,
then for any λ′ ∈ (λ, 1), there are infinitely many (m,λ′)-E-Pliss points on Orb+(x).
Proof. By considering the diffeomorphism fm instead of f , we can assume that m = 1. The
proof of the general case is similar.
(1) By item 2 of Pliss lemma, for any λ′ ∈ (λ, 1), there are infinitely many λ′-E-Pliss
points on Orb+(x). Take a limit point of these λ′-E-Pliss points, denote it by yλ′ , then
yλ′ ∈ ω(x) is a λ′-E-Pliss point. We take a sequence of numbers (λn)n≥1 such that λn ∈ (λ, 1)
and λn → λ when n goes to infinity. Then for any n ≥ 1, there is a λn-E-Pliss point
yλn ∈ ω(x). Taking a subsequence if necessary, we assume (yλn)n≥1 converges to a point
y ∈ ω(x). Then y is a λn-E-Pliss point for any n ≥ 1. Since λn → λ, the point y is a
λ-E-Pliss point.
(2) By the compactness of ω(x), there is an integerN , such that ny ≤ N for any y ∈ ω(x).
There is a constant C > 0, such that, for any y ∈ ω(x), we have ∀n > 0
n−1∏
i=0
‖Df |E(fi(y))‖ < Cλ
n.
Take a constant λ′ ∈ (λ, 1). Take three constants λ1 < λ2 < λ3 contained in (λ, λ′). There
is N ∈ N, such that Cλn < λn1 for any n ≥ N . There is ε > 0, such that, for any two
points x1, x2 ∈ Λ, if d(f(x1), f(x2)) < ε, then
‖Df |
E(fi(x1))
‖
‖Df |
E(fi(x2))
‖ <
λ2
λ1
, for all i = 0, 1, · · · , N . By
considering an iterate of x instead of x, we can assume that dH(Orb
+(x), ω(x)) < ε, where
dH(·, ·) is the Hausdorff distance. Then for any n ≥ 1, we have
nN∏
i=0
‖Df |E(fi(x))‖ < (Cλ
N )n
(
λ2
λ1
)nN
< λnN2 .
There is T > 0, such that, for any k ≥ T , we have λkN2 ‖Df‖
j < λkN+j3 for all j =
0, 1, · · · , N − 1. Then for any n > TN , assume n = kN + j, where 0 ≤ j < N , we have
n∏
i=0
‖Df |E(fi(x))‖ ≤
(
kN∏
i=0
‖Df |E(fi(x))‖
)
‖Df‖j < λkN2 ‖Df‖
j < λn3 .
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Then by item 2 of Pliss lemma, there are infinitely many (1, λ′)-E-Pliss points on Orb+(x).
Definition 2.21. Assume that Λ is an invariant compact set of a diffeomorphism f in
Diff1(M) and E is an invariant sub-bundle of TΛM . We call two (m,λ)-E-Pliss points
(fn(x), f l(x)) on a single orbit consecutive (m,λ)-E-Pliss points, if n < l and for all n <
k < l, fk(x) is not a (m,λ)-E-Pliss point. Furthermore, if there is a dominated splitting
TΛM = E ⊕ F on Λ, we call x ∈ Λ an (m,λ)-bi-Pliss point, if it is an (m,λ)-E-Pliss point
for f and an (m,λ)-F -Pliss point for f−1.
For Pliss-points, we have the following lemma. The techniques of the proof can be found
in many papers, for example [43].
Lemma 2.22. Assume Λ is an invariant compact set of a diffeomorphism f ∈ Diff1(M)
with an (m,λ2)-dominated splitting TΛM = E ⊕ F . Let x ∈ Λ and {xi}i≥0 be a sequence of
points contained in Λ. We have that, for any λ′ ∈ (λ, 1):
1. If a sequence of consecutive (m,λ′)-E-Pliss points (fni(xi), f
li(xi))i≥0 satisfies that
li − ni → +∞, then, any limit point y of the sequence (f li(xi)) is a (m,λ′)-bi-Pliss
point.
2. If there are both (m,λ′)-E-Pliss points for f on Orb+(x) and (m,λ′)-F -Pliss points
for f−1 on Orb−(x), then there is at least one (m,λ′)-bi-Pliss point on Orb(x).
3. If x ∈ Λ is an (m,λ′)-E-Pliss point and there are no other (m,λ′)-E-Pliss points on
Orb−(x), then x is also an (m,λ)-F -Pliss point for f−1. Thus x is an (m,λ′)-bi-Pliss
point.
We have the following selecting lemma of Liao to get weak periodic orbits (see [34], [49]).
Lemma 2.23 (Liao’s selecting lemma). Assume f ∈ Diff1(M). Consider an invariant
compact set Λ with a non-trivial (m,λ)-dominated splitting TΛM = E ⊕F , and λ0 ∈ (λ, 1),
suppose that the following two conditions are satisfied:
— There is a point b ∈ Λ, such that, for all n ≥ 1, we have:
n−1∏
i=0
‖Dfm|E(fim(b))‖ ≥ 1.
— For any invariant compact subset K $ Λ, there is an (m,λ0)-E-Pliss point x ∈ K.
Then for any neighborhood U of Λ, for any λ1 < λ2 contained in (λ0, 1), there is a periodic
orbit Orb(q) ⊂ U with period τ(q) a multiple of m, such that, for all n = 1, · · · , τ(q)/m, the
following two inequalities are satisfied:
n−1∏
i=0
‖Dfm|E(fim(q))‖ ≤ λ2
n,
and
τ(q)/m−1∏
i=n−1
‖Dfm|E(fim(q))‖ ≥ λ1
τ(q)/m−n+1.
Particularly, one can find a sequence of periodic points that are homoclinic related with each
other and converges to a point in Λ. Similar assertions for F hold with respect to f−1.
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2.4 Perturbation techniques
Consider a diffeomorphism f and a neighborhood U of f in Diff1(M). For a perturbation
f1 ∈ U of f , if there is an open set U ⊂M such that f1|M\U = f |M\U , then U is called the
perturbation neighborhood of f1. Consider two perturbations f1 and f2 of f with disjoint
perturbation neighborhoods U1 and U2 respectively. In general, the diffeomorphism g, where
g|M\(U1∪U2) = f |M\(U1∪U2) and g|Ui = fi|Ui for i = 1, 2, is not contained in U any more.
However, there is a basis of neighborhoods U of f , such that if the element of U is of the
form f ◦ φ with φ ∈ V , where V is a C1 neighborhood of Id, then V satisfies the following
property (F), see Section 2 of [42].
Definition 2.24 (Property (F)). Assume V is a C1 neighborhood of Id. We say V satisfies
the property (F), if for any perturbations φ and φ′ of Id in V with disjoint perturbation
neighborhoods, the composed perturbation φ ◦ φ′ is still in V .
We give some tools for C1-perturbation. The first one is the famous Hayashi’s connecting
lemma, see [31, 50].
Theorem 2.25 (Connecting lemma). Assume that f is a diffeomorphism in Diff1(M). For
any C1 neighborhood U of f in Diff1(M), there is an integer N ∈ N, satisfying the following
properties:
Assume z ∈ M is not a periodic point of period less than or equal to N . Then for any
neighborhood Uz of z, there is a smaller neighborhood Vz ⊂ Uz of z, such that, for any
two points x and y that are outside ∆ =
⋃
0≤i≤N−1 f
i(Uz), if there are two positive integer
nx and ny, such that f
nx(x) ∈ Vz and f−ny (y) ∈ Vz, then there are a diffeomorphism
g ∈ U and a positive integer m such that gm(x) = y and g = f outside ∆. Moreover, the
piece of orbit {x, g(x), · · · , gm(x) = y} is contained in the set {x, f(x), · · · , fnx(x)} ∪∆ ∪
{y, f−1(y), · · · , f−ny (y)} and the number m is no more than nx + ny.
Theorem 2.25 deals with a single diffeomorphism and a given neighborhood. Below we
give a uniform version that is valid in a neighborhood of a diffeomorphism, see [48]. We point
out that Theorem 2.25 is a corollary of Theorem 2.26. We put the two theorems here because
in the proof of Proposition 1 and Proposition 2, we only need to apply Theorem 2.25, and
the notation is more simple. Theorem 2.26 is applied in the proof of Theorem B in Section 4
and in the proof of Proposition 3 in Section 7.
Theorem 2.26 (A uniform connecting lemma, Theorem A of [48]). Assume that f is a
diffeomorphism in Diff1(M). For any C1 neighborhood U of f in Diff1(M), there are three
numbers ρ > 1, δ0 > 0 and N ∈ N, together with a C1 neighborhood U1 ⊂ U of f in
Diff1(M), that satisfy the following property:
For any f1 ∈ U1, any point z ∈ M and any number 0 < δ < δ0, as long as the N
balls (f i1(B(z, δ)))0≤i≤N−1 are pairwise disjoint and each is of size smaller than δ0 (that
is to say, f i1(B(z, δ)) ⊂ B(f
i
1(z), δ0)), then for any two points x and y that are outside
the set ∆ =
⋃
0≤i≤N−1 f
i
1(B(z, δ)), if there are two positive integers nx and ny such that
fnx1 (x) ∈ B(z, δ/ρ) and f
−ny
1 (y) ∈ B(z, δ/ρ), then there are a diffeomorphism g ∈ U
and a positive integer m such that gm(x) = y and g = f1 outside ∆. Moreover, the
piece of orbit {x, g(x), · · · , gm(x) = y} is contained in the set {x, f1(x), · · · , f
nx
1 (x)} ∪∆ ∪
{y, f−11 (y), · · · , f
−ny
1 (y)} and the number m is no more than nx + ny.
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To control the perturbing neighborhood when connecting two points that are close, we
have the following lemma, see [5].
Lemma 2.27 (Basic perturbation lemma). For any neighborhood U of a diffeomorphism
f ∈ Diff1(M), there are two numbers θ > 1 and r0 > 0 satisfying: for any two points
x, y ∈ M contained in a ball B(z, r), where r ≤ r0, there is a diffeomorphism g ∈ U , such
that g(x) = f(y), and g coincides with f outside the ball B(z, θ · r).
Definition 2.28. For a chart ϕ : V → Rd of M , we call a set C ⊂ V a cube of ϕ if ϕ(C)
is the image of [−a, a]d by a translation of Rd. Here a is called the radius of the cube. If a
cube C′ ⊂ V is of radius (1 + ε)a and ϕ(C′) is of the same center of ϕ(C), we also denote
by C′ = (1 + ε)C.
Definition 2.29. Consider a chart ϕ : V → Rd. A tiled domain according to the chart of
ϕ is an open set U ⊂ V and a family C of cubes of ϕ (called tiles of domain), such that:
1. the interior of the tiles are pairwise disjoint;
2. the union of all tiles of C equals to U ;
3. the geometry of the tiling is bounded, i.e.
— the number of tiles around each point is uniformly bounded (by 2d), that is to say,
there is a neighborhood for each point that meets at most 2d tiles,
— for any two pairs (C,C′) of intersecting tiles, the rate of their diameters is uniformly
bounded (by 2).
By a standard construction, any open set U ⊂ V can be tiled according to the coordinates
of ϕ (e.g. [8, 20]).
Definition 2.30. Assume f ∈ Diff1(M). Consider a neighborhood U ⊂ Diff1(M) and a
number N . A tiled domain (U, C) is called a perturbation domain of order N of (f,U), if
the following properties are satisfied.
1. U is disjoint from its N first iterates of f .
2. For any finitely many sequence of pairs of points {(xi, yi)}1≤i≤l in U , such that for
any i = 1, 2, · · · , l, the points xi and yi are contained in the same tile of C, then there
exist:
— a diffeomorphism g ∈ U , that coincides with f outside
⋃
0≤i≤N−1 f
i(U),
— a strictly increasing sequence 1 = n0 < n1 < · · · < nk ≤ l, such that gN (xni) =
fN (yni+1−1) for any i 6= k, and g
N (xnk) = f
N (yl).
The union
⋃
0≤i≤N−1 f
i(U) is called the support of the perturbation domain (U, C) and
denoted by supp(U).
Definition 2.31. A pseudo-orbit (x0, x1, · · · , xl) is said to keep the tiles of a perturbation
domain (U, C) of order N of (f,U), if the intersection of the pseudo-orbit and supp(U) is
a union of segments xni , xni+1, · · · , xni+N−1 of the form that xni ∈ U and for any j =
1, 2, · · · , N − 1, xni+j = f
j(yni), where yni is a point contained in the same tile of C as
xni . A pseudo-orbit (x0, x1, · · · , xk) is said to have jumps only in tiles of a perturbation
domain (U, C) of order N of (f,U), if it keeps the tiles and for any xi /∈ supp(U), we have
xi+1 = f(xi). For a family of perturbation domains (Uk, Ck)k≥0 of order Nk of (f,Uk) with
disjoint support, we say that a pseudo-orbit (x0, x1, · · · , xl) has jumps only in tiles of the
perturbation domains (Uk, Ck)k≥0, if it keeps the tiles of the perturbation domains and for
any xi /∈
⋃
k supp(Uk), we have xi+1 = f(xi).
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By the proof of connecting lemma in [6], the perturbation domain always exists (see also
The´ore`me 2.1 of [8] and The´ore`me 3.3 of [20]).
Theorem 2.32 (Another statement of the connecting lemma). For any neighborhood U of
f , there is an integer N ≥ 1, and for all point p ∈ M , there is a chart ϕ : V → Rd such
that any tiled domain (U, C) according to ϕ disjoint from its N first iterates is a perturbation
domain of order N for (f,U).
From the definitions above, we can get the following lemma easily.
Lemma 2.33 (Lemme 2.3 of [8]). For a family of disjoint perturbation domains (Uk, Ck) of
order Nk of (f,Uk) with disjoint support, if there is a pseudo-orbit (p = p0, p1, · · · , pm = q)
that has only jumps in the tiles of (Uk, Ck)k≥0 and p0, pm 6∈ Uk ∪ · · · ∪ fNk−1(Uk) for all
k ≥ 0, then for any i, there is gi ∈ Ui and a new pseudo-orbit (p = p′0, · · · , p
′
m′ = q) of
gi that has only jumps in the tiles of domains (Uk, Ck)k≥0,k 6=i. Moreover, gi = f outside
Ui ∪ · · · ∪ f
Ni−1(Ui) and {p
′
0, · · · , p
′
m′} \ (Ui ∪ · · · ∪ f
Ni−1(Ui)) ⊂ {p0, p1, · · · , pm}, and
m′ ≤ m.
2.5 Topological towers
In this subsection, we introduce two lemmas of [8] that are useful to get a true orbit by
perturbing a pseudo-orbit. These two lemmas are the key tools in the proof of Proposition 3.
First we give the following lemma to choose perturbation neighborhoods. In fact, it is a
generalized result of Lemme 3.7 of [8], but one can get the conclusion from the proof in [8].
Lemma 2.34. There is a constant κd > 0 (which only depends on the dimension d of M)
satisfying the following property.
Consider a diffeomorphism f ∈ Diff1(M) and an integer T > 0. Assume that W ′ and V ′
are two compact d-dimensional sub-manifolds with boundary, satisfying V ′ is disjoint from
its κdT first iterates. Then for any neighborhood U1 of W
′ and any neighborhood U2 of V
′,
there is an open set S, such that:
1. V ′ ⊂
⋃κdT
i=0 f
−i(S).
2. S =W ∪ V where W and V satisfy the following:
— W and V are two compact d-dimensional sub-manifolds with boundary;
— W ′ ⊂W ⊂W ⊂ U1;
— V is contained in U2∪f(U2)∪· · ·∪fκdT (U2) and disjoint from its T first iterates.
— W ∩ (
⋃T
i=−T f
i(V )) = ∅.
Remark 2.35. (1) We point out here that, the two sets W ′ and V ′ in Lemma 2.34 corre-
spond to U and V respectively in Lemme 3.7 of [8]. Lemme 3.7 of [8] assumes more that
W ′ is disjoint from its T first iterates, and in the conclusion the set W ∪ V is disjoint from
its T first iterates. Moreover, the statement of Lemme 3.7 of [8] does not involve the two
neighborhoods U1 and U2. But the proof of Lemme 3.7 of [8] gives all the information stated
in Lemma 2.34, see [8, Page 61–62].
(2) In Lemma 2.34, if we assume more that W ′ is disjoint with its first T ′ iterates where
T ′ ≤ T , then by taking U1 small enough, we can obtain that W is disjoint from its T ′ first
iterates, and the union W ∪ V is also disjoint from its T ′ first iterates.
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Then, we give a lemma of [8] for the construction of what they called topological tower
(see The´ore`me 3.1 and Corollaire 3.1 in [8]). Denote by PerT (f) the set of periodic orbits
with period less than T .
Lemma 2.36 (Topological tower). There is a constant κd > 0 (which only depends on the
dimension d of M), such that, for any T ∈ N, any constant δ > 0, any compact set K of
f ∈ Diff1(M) that does not contain any non-hyperbolic periodic orbits with periods less than
κdT and any neighborhood U of K, there exist an open set V and a compact set D ⊂ V ,
satisfying the following properties:
1. The closure of V is a compact d-dimensional sub-manifold with boundary.
2. For any point x ∈ K with x 6∈
⋃
p∈PerT (f)
W sδ (p), there is n > 0, such that f
n(x) ∈
Int(D).
3. The sets V , f(V ), · · · , fT (V ) are pairwise disjoint.
4. The set V is contained in U ∪ f(U) ∪ · · · ∪ fκdT (U).
Moreover, the diameter of all connected components of V can be arbitrarily small.
Remark 2.37. (1) In [8], The´ore`me 3.1 is stated for an invariant compact set K, and the
items 1 and 4 in the conclusion of Lemma 2.36 are not stated. But from the proof (see [8,
Page 62–63]), we can see that the conclusion is also true for non-invariant compact sets and
also the items 1 and 4 are true.
(2) We give a sketch of the proof of Lemma 2.36. Take κd to be the constant in
Lemma 2.34. First, one can take a compact sub-manifold U0 of M with boundary that is
disjoint from its first T iterates, such that, any point in a small neighborhood O of PerT (f)
that is not on the local stable manifold of PerT (f) has a positive iterate in the interior of
U0. Then one can take a finite cover of the compact set K \ O by open sets {Vi}0≤i≤r that
are disjoint from their first κdT iterates (they are not disjoint from each other in general).
Moreover, for each 0 ≤ i ≤ r the closure of Vi is a compact d-dimensional sub-manifold
with boundary. Then one can apply Lemma 2.34 inductively with respect to i to the triple
(T, Ui, Vi), where the triple (T, Ui, Vi) corresponds to (T,W
′, V ′) in Lemma 2.34, and obtain
Ui+1 as S in Lemma 2.34. Moreover, since in this setting, U0 is disjoint from its first T
iterates, one can obtain that Ui is disjoint from its first T iterates for each 1 ≤ i ≤ r + 1.
Finally, one can take V to be the interior of Ur+1. For more details, the reader should refer
to [8, Page 62–63].
2.6 Generic properties
A set R of a topological Baire space X is called a residual set, if R contains a dense Gδ
set of X . We say a property is a generic property of X , if there is a residual set R ⊂ X , such
that each element contained in R satisfies the property. We give some well-known C1-generic
properties of diffeomorphisms in the following lemma. These results can be found in many
papers such as [1, 12, 18, 41].
Lemma 2.38. There is a residual set R in Diff1(M) of diffeomorphisms, such that any
f ∈ R satisfies the following properties:
1. The diffeomorphism f is Kupka-Smale: all periodic points of f are hyperbolic and the
stable and unstable manifolds of periodic orbits intersect transversely.
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2. The periodic points are dense in the chain recurrent set and any chain recurrence
class is either a homoclinic class or contains no periodic point.
3. For every periodic point p of f , there exists a C1-neighborhood U1 of f , such that
every g ∈ U1 ∩ R is a continuity point for the map g 7→ H(pg, g) where pg is the
continuation of p for g, where the continuity is with respect to the Hausdorff distance
between compact subsets of M .
4. If H(p) is a homoclinic class of f , then there exists an interval [α, β] of natural
numbers and a C1-neighborhood U2 of f , such that for every g ∈ U2, the set of
indices of hyperbolic periodic points contained in H(pg, g) is [α, β]. Also, all periodic
points of the same index contained in H(p) are homoclinically related.
5. If a homoclinic class H(p) contains periodic orbits with different indices, then f can
be C1 approximated by diffeomorphisms having a heterodimensional cycle.
6. If a homoclinic class H(p) is Lyapunov stable, then there is a C1 neighborhood U3
of f , such that for any g ∈ U3 ∩ R, the homoclinic class H(pg, g) is also Lyapunov
stable.
7. For any two points x, y ∈M , if x ⊣ y, then x ≺ y.
3 Norm of products and product of norms: reduction
of the proof of Theorem A
Theorem A essentially follows from the theorem below.
Theorem B. For C1-generic f ∈ Diff1(M), assume that p is a hyperbolic periodic point
of f and that the homoclinic class H(p) has a dominated splitting TH(p)M = E ⊕ F , with
dimE ≤ Ind(p), such that the bundle E is not contracting. Then there are a constant
λ0 ∈ (0, 1), an integer m0 ∈ N, satisfying: for any m ∈ N with m ≥ m0, any constants
λ1, λ2 ∈ (λ0, 1) with λ1 < λ2, there is a sequence of different periodic orbits Ok = Orb(qk)
with period τ(qk) contained in H(P ), such that
λ1
τ(qk) <
∏
0≤i<τ(qk)/m
‖Dfm|E(fim(qk))‖ < λ2
τ(qk).
From Theorem B, we can get periodic orbits that have certain controls of the product of
norms along the bundle E. To control Lyapunov exponents of the periodic orbits, we have
to control the norm of products along the bundle E. We use the following two lemmas. The
first is a perturbation lemma for matrices to control exponents, see [20, 40] (also see [34, 36]).
Lemma 3.1. For any integer d ≥ 1, K ≥ 1, any constant ε > 0 and λ > 0, there
are two integers N and τ0, such that for any A1, · · · , Aτ in GL(d,R) with τ ≥ τ0, and
max1≤i≤τ{‖Ai‖, ‖A
−1
i ‖} ≤ K, if∏
0≤i<τ/N
‖A(i+1)N · · ·AiN+2AiN+1‖ ≥ λ
τ ,
then, there are B1, · · · , Bτ in GL(d,R), with ‖Bi − Ai‖ < ε and ‖B−1i − A
−1
i ‖ < ε, for all
i = 1, · · · , τ , such that the maximal absolute value of eigenvalues of Bτ ◦ · · · ◦ B2 ◦ B1 is
bigger than λ.
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Remark 3.2. In [20], it is presented for the constant λ = 1. If λ 6= 1, then by considering
A′i = λ
−1Id ◦ Ai and applying the special case for the constant 1, we can get the general
statement as above.
Corollary 3.3. For any integer d ≥ 1, K ≥ 1, any constant ε > 0 and λ1 < λ2, there
are two integers N and τ0, such that for any A1, · · · , Aτ in GL(d,R) with τ ≥ τ0, and
max1≤i≤τ{‖Ai‖, ‖A
−1
i ‖} ≤ K, if
λτ1 <
∏
0≤i<τ/N
‖A(i+1)N · · ·AiN+2AiN+1‖ < λ
τ
2 ,
then, there are B1, · · · , Bτ in GL(d,R), with ‖Bi − Ai‖ < ε and ‖B−1i − A
−1
i ‖ < ε, for all
i = 1, · · · , τ , such that the maximal norm of eigenvalue of Bτ ◦ · · ·◦B2 ◦B1 is in the interval
(λ1, λ2).
Proof. We take ε small enough such that, for any A ∈ GL(d,R), if ‖A−1‖ ≤ K, then
B(A, ε) ∈ GL(d,R), where B(A, ε) is the ε ball of A. By the assumption of Ai, we have that
the maximal norm of eigenvalue of Aτ ◦ · · · ◦A2 ◦A1 is smaller than λ2. By Lemma 3.1, we
can get B01 , · · · , B
0
τ in GL(d,R) that satisfies the conclusion for the number λ1. We take a
path Ai,t|0≤t≤1 contained in B(Ai, ε) that connects Ai to B0i . We have that the maximal
norm of eigenvalue of B0τ ◦ · · · ◦ B
0
2 ◦ B
0
1 is bigger than λ1. Then there must be a time
0 < t < 1, such that the maximal norm of eigenvalue of Aτ,t ◦ · · · ◦ A2,t ◦ A1,t is in the
interval (λ1, λ2). We take Bi = Ai,t and get the conclusion.
The next lemma is a generalized Frank’s lemma by N. Gourmelon that preserves some
pieces of invariant manifolds of hyperbolic period orbits, see [30].
Lemma 3.4. Consider a constant ε > 0, a diffeomorphism f ∈ Diff1(M) and a hyperbolic
periodic orbit O = Orb(q) of f with period τ . Assume there is a one-parameter family of
linear maps (An,t)n=0,1,··· ,τ−1;t∈[0,1] in GL(d,R), satisfying:
— (1) An,0 = Df(f
n(q)),
— (2) for all n = 0, 1, · · · , τ − 1 and t ∈ [0, 1], we have ‖Df(fn(q)) − An,t‖ < ε and
‖Df−1(fn+1(q))−A−1n,t‖ < ε,
— (3) Aτ−1,t ◦ · · · ◦A0,t is hyperbolic for all t ∈ [0, 1].
Then, for any neighborhood V of O, any δ > 0, and any pair of compact sets Ks ⊂W sδ (O, f)
and Ku ⊂ Wuδ (O, f) disjoint from V , there is a diffeomorphism g ∈ Diff
1(M) that is ε-C1
close to f , such that:
(a) g coincides with f on O and outside V ;
(b) Ks ⊂W sδ (O, g) and K
u ⊂Wuδ (O, g);
(c) Dg(gn(q)) = Dg(fn(q)) = An,1 for all n = 0, · · · , τ − 1.
Now we give the proof of Theorem A from Theorem B.
Proof. By Theorem B, we get two constants λ0 ∈ (0, 1) and m0 ∈ N. We prove that for any
λ0 < λ1 < λ2 < 1 and any ε > 0, there is a diffeomorphism g that is C
1-ε close to f having
a periodic orbit Orb(q) homoclinic related to pg such that the largest Lyapunov exponent
along E of Orb(q) is in the interval (log λ1, logλ2). Then by the genericity of f and Lemma
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2.1 of [28], f itself has such periodic orbits. Since λ1 can be taken arbitrarily close to 1, we
get the conclusion of Theorem A.
Take d = dim(M) and K = max{‖Df‖, ‖Df−1‖}. Now we fix the constants ε > 0 and
λ1 < λ2 in (λ0, 1). Since E ⊕ F is a dominated splitting, the two bundles E and F are
transverse with each other, thus the angle between E and F has a lower bound. As a result,
the perturbation of f along the periodic orbit Orb(q) can be realized by the perturbation
restricted to the derivative of f along the two bundles E and F . That is to say, for the
constant ε > 0, there is ε′ > 0, such that any ε′ perturbation of Df on the bundles E and
F independently gives an ε perturbation of f . For ε′ > 0, we get two integers N and τ0 by
Corollary 3.3.
By Theorem B, there is a periodic orbit Orb(q) of f with period τ > τ0 that is homo-
clinically related to Orb(p), such that,
λ1
τ <
∏
0≤i<τ/m
‖Dfm|E(fim(q))‖ < λ2
τ ,
where m > m0 is a multiple of N . Denote Ai = Df |fi(q) for i = 0, · · · , τ − 1. By Corol-
lary 3.3, there areB0, · · · , Bτ−1 in GL(d,R), with ‖(Bi−Ai)|E‖ < ε′ and ‖(B−1i −A
−1
i )|E‖ <
ε′, for all i = 0, · · · , τ − 1, and Bi coincides with Ai along the bundle F such that the maxi-
mal norm of eigenvalue of Bτ−1 ◦ · · · ◦B1 ◦B0 along the bundle E is in the interval (λτ1 , λ
τ
2).
By the choice of ε′, we have that ‖Bi − Ai‖ < ε and ‖B
−1
i − A
−1
i ‖ < ε. We take a path
Ai,t|0≤t≤1 contained in B(Ai, ε) that connects Ai to Bi such that Ai,t coincides with Ai
along the bundle F for all i = 0, · · · , τ − 1 and all t ∈ (0, 1). If there is a time t ∈ (0, 1)
such that Aτ−1,t ◦ · · ·A0,t is not hyperbolic, then there must be a time t0 < t, such that
Aτ−1,s ◦ · · ·A0,s is hyperbolic for all 0 ≤ s ≤ t0, and the maximal norm of eigenvalue of
Aτ−1,t0 ◦ · · ·A0,t0 along the bundle E is in the interval (λ
τ
1 , λ
τ
2). Otherwise, we can take
t0 = 1.
Take a small number δ > 0, since Orb(q) is homoclinically related to Orb(p), there exist
two points x ∈ W sδ (Orb(q)) ⋔ W
u(Orb(p)) and y ∈ Wuδ (Orb(q)) ⋔ W
s(Orb(p)). Consider
the two compact sets Ks = {x} and Ku = {y}. We take a neighborhood V of Orb(q) such
that V ∩ (Ks ∪ Ku) = ∅ and V ∩ (Orb−(x) ∪Orb+(y)) = ∅. By Lemma 3.4, considering
the one-parameter family of linear maps (Ai,t)i=0,··· ,τ−1;t∈[0,t0], there is a diffeomorphism g
that is C1-ε close to f , such that:
(a) g coincides with f on Orb(q) and outside V ;
(b) Ks ⊂W sδ (Orb(q), g) and K
u ⊂Wuδ (Orb(q), g);
(c) Dg(gi(q)) = Dg(f i(q)) = Ai,t0 for all i = 0, · · · , τ − 1.
By item (a) and the choice of V , we have that g coincides with f on Orb−(x)∪Orb+(y),
hence we have that x ∈ Wu(Orb(p), g) and y ∈ W s(Orb(p), g). Then by item (b), we
can see that x ∈ W sδ (Orb(q), g) ∩W
u(Orb(p), g) and y ∈ Wuδ (Orb(q), g) ∩W
s(Orb(p), g).
By another small perturbation if necessary, we can assume that the two intersections are
transverse. Then the two periodic orbits Orb(q) and Orb(p) of g are still homoclinically
related with each other, and the largest Lyapunov exponent of Orb(q) along the bundle
E under the diffeomorphism g is in the interval (log λ1, logλ2). This finishes the proof of
Theorem A.
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4 Non-hyperbolicity implies existence of weak periodic
orbits: proof of Theorem B
This section will give the proof of Theorem B. We assume that R is the residual set of
Diff1(M) stated in Lemma 2.38 and f ∈ R is a diffeomorphism that satisfies the hypotheses
of Theorem B. Later we will assume also that f belongs to another two residual subsets R0
and R1 defined below.
Since E ⊕ F is a dominated splitting and dimE ≤ Ind(p), we have that: there are
λ0 ∈ (0, 1) andm0 ∈ N, such that, for anym ≥ m0, the splitting E⊕F is (m,λ20)-dominated,
and, for the hyperbolic periodic orbit Orb(p),
‖Df τ(p)|E(p)‖ < λ
τ(p)
0 ,
where τ(p) is the period of Orb(p). In the following, we fix the constant λ0 and the integer
m ≥ m0. In order to simplify the notations, we will assume that m = 1 and that p is a fixed
point of f , but the general case is identical.
4.1 Existence of weak sets
Lemma 4.1. For any λ ∈ (λ0, 1), there is a λ-E-weak set contained in H(p).
Proof. Since E is not contracting, by a compactness argument, there is a point b ∈ H(p),
such that, for any n ≥ 1,
n−1∏
i=0
‖Df |E(fi(b))‖ ≥ 1.
Then the first assumption for the bundle E in Lemma 2.23 is satisfied.
Assume by contradiction that there is a constant λ ∈ (λ0, 1), such that there is no λ-
E-weak set contained in H(p). Thus the second assumption in Lemma 2.23 is satisfied for
the bundle E and the constant λ. Hence, for any λ1, λ2 ∈ (λ, 1) with λ1 < λ2, there is a
sequence of periodic orbits Orb(qk) with period τ(qk) that are homoclinically related with
each other and that converges to a subset of H(p) such that for any k ≥ 0, the following
properties are satisfied:
λ1
τ(qk) ≤
∏
0≤i<τ(qk)
‖Df |E(fi(qk))‖ ≤ λ2
τ(qk),
Then H(p) = H(qk) by item 2 of Lemma 2.38, hence qk ∈ H(p). It is obvious that Orb(qk)
is a λ1-E-weak set contained in H(p), thus is also a λ-E-weak set. This contradicts the
assumption that there is no λ-E-weak set contained in H(p).
4.2 Existence of a bi-Pliss point accumulating backward to an E-
weak set
From now on, we fix any two numbers λ1 < λ2 in (λ0, 1). Then there is a λ2-E-weak
set contained in H(p). By the domination, any λ2-E-weak set K is (C, λ0, F )-expanding
for some constant C > 0 depending on K. By [33], any point x ∈ K has a uniform local
21
unstable manifold Wuloc(x) with uniform size depending on K. Recall Remark 2.16, any
limit point of a sequence of λ-E-Pliss points is still a λ-E-Pliss point.
We extend the dominated splitting E ⊕ F to the maximal invariant compact set of a
small neighborhood U of H(p) and denote it still by E⊕F . We take a constant λ3 ∈ (λ2, 1).
Lemma 4.2. There are a λ2-E-weak set K and a λ3-bi-Pliss point x ∈ H(p)\K satisfying:
α(x) = K.
It is obvious that any compact invariant subset of a λ2-E-weak set is still a λ2-E-weak
set. So we only have to prove that: there are a λ2-E-weak set K, and a λ3-bi-Pliss point
x ∈ H(p) \K satisfying: α(x) ⊂ K.
Proof. By Lemma 4.1, there exists a λ2-E-weak set in H(p). To prove this lemma, we con-
sider two cases: either all the λ2-E-weak sets are uniformly E-weak or not. More precisely,
if we take the closure of the union of all λ2-E-weak sets contained in H(p), and denote it
by Kˆ, then there are two cases: either Kˆ is still a λ2-E-weak set or not.
4.2.1 The uniform case: Kˆ is a λ2-E-weak set
In this case, Kˆ is the maximal λ2-E-weak set in H(p) and we will take K = Kˆ.
Claim 4.3. The set K is locally maximal in H(p), and there exists a point z ∈ H(p) \K,
such that α(z) ⊂ K.
Proof. We prove by contradiction. Assume that K is not locally maximal in H(p). Take a
decreasing sequence of neighborhoods (Un)n≥0 of K, such that ∩nUn = K. Then for any
n ≥ 0, there is a compact invariant set Kn ⊂ Un ∩H(p) such that K $ Kn. Since K is the
maximal λ2-E-weak set in H(p), we have that Kn is not a λ2-E-weak set, thus there is a
λ2-E-Pliss point yn ∈ Kn. Take a converging subsequence of (yn), and assume y is the limit
point. Then we have that y ∈ K and y is a λ2-E-Pliss point. This contradicts the fact that
K is a λ2-E-weak set.
Since K is locally maximal in H(p), there is a neighborhood U of K such that K is the
maximal compact invariant set contained in U ∩H(p). Now we consider the diffeomorphism
f−1. Since K ⊂ H(p), we have that p ≺ K under f−1. By Lemma 2.13, there exists a point
z ∈ U \K, such that p ≺M z ≺U K under f−1 and Orb
+(z, f−1) ⊂ U . Since H(p) is a chain
recurrence class both for f and f−1 and K ⊂ H(p), the fact p ≺ z ≺ K under f−1 implies
that z ∈ H(p). Since Orb+(z, f−1) ⊂ U we have that α(z, f) = ω(z, f−1) is an f -invariant
compact set contained in U ∩H(p). By the fact that K is the maximal compact invariant
set contained in U ∩H(p), one has α(z) ⊂ K. This ends the proof of Claim 4.3.
Now we take the point z ∈ H(p) \K satisfying α(z) ⊂ K from Claim 4.3.
Claim 4.4. There exists at least one λ2-E-Pliss point contained in ω(z).
Proof. We prove this claim by contradiction. If ω(z) contains no λ2-E-Pliss points, by item
(1) of Corollary 2.20, Orb(z)∪ω(z) contains no λ2-E-Pliss points. Then K ∪Orb(z)∪ ω(z)
is a λ2-E-weak set, which contradicts the maximality of λ2-E-weak set K since z 6∈ K. Thus
ω(z) contains at least one λ2-E-Pliss point.
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Since K is a λ2-E-weak set, by the domination, for any point w ∈ K, there is an integer
nw, such that
∏nw−1
i=0 ‖Df
−1|F (f−i(w))‖ ≤
(
λ20
λ2
)nw
< λ0
nw . By item 2 of Corollary 2.20,
considering the bundle F , there are infinitely many λ1-F -Pliss points for f
−1 on Orb−(z).
We take all the λ1-F -Pliss points {fni(z)} with ni+1 > ni on Orb(z). Notice that the index
i ∈ Z but not i ≥ 0, since there are infinitely many λ1-F -Pliss points for f−1 on Orb
−(z).
We consider the following two cases:
— (a) either the sequence (ni) has an upper bound or (ni+1 − ni) can be arbitrarily
large;
— (b) the sequence (ni) has no upper bounds and (ni+1 − ni) is bounded.
Claim 4.5. In case (a), there exists a λ2-E-Pliss point y ∈ H(p), such that, for any δ > 0,
there is ni ∈ Z, satisfying d(y, fni(z)) < δ. Thus, by taking δ small enough, we can take
x ∈Wu(fni(z)) ∩W s(y), such that x is a λ3-bi-Pliss point.
Proof. If the sequence {ni} has an upper bound, we take the maximal ni. That is to
say, fni(z) is a λ1-F -Pliss point for f
−1, and, there is no λ1-F -Pliss point for f
−1 on
Orb+(fni(z)). By item 3 of Lemma 2.22, we have that fni(z) is also a λ1-E-Pliss point,
thus fni(z) is a λ1-bi-Pliss point. We take x = y = f
ni(z) in this case.
Otherwise, the sequence {ni} has no upper bounds but (ni+1 − ni) can be arbitrarily
large. By item 1 of Lemma 2.22, we can take a subsequence of {ni} such that fni(z)
converges to a λ1-bi-Pliss point y ∈ ω(z). Then for any δ > 0, we can take ni large enough,
such that d(y, fni(z)) < δ, and moreover, we can take x ∈ Wu(fniz) ∩W s(y), such that,
d(f j(x), f j(y)) < δ and d(f−j(x), f−j(fniz)) < δ, for all j ≥ 0. Thus by taking δ small
enough, x is a λ3-bi-Pliss point.
Claim 4.6. In case (b), there is a λ2-E-Pliss point y ∈ ω(z), such that, there is n ∈ N,
satisfying Wu(fn(z))∩W s(y) 6= ∅. Thus we can take a point x¯ ∈Wu(fn(z))∩W s(y), such
that Orb(x¯) contains some λ3-bi-Pliss point.
Proof. In this case, there are infinitely many λ1-F -Pliss points for f
−1 on Orb+(z), and the
time between any consecutive λ1-F -Pliss points for f
−1 on Orb+(z) is bounded. Then for
any point w ∈ Orb+(z), there is an integer nw ∈ N, such that
∏nw−1
i=0 ‖Df
−1|F (f−i(w))‖ ≤
λ1
nw . Hence Orb+(z) is a positively invariant F -expanding compact set, and any point w ∈
Orb+(z) has a uniform unstable manifold. By Claim 4.4, there is a λ2-E-Pliss point y ∈ ω(z).
For any δ > 0, there is n ∈ N, such that, d(y, fn(z)) < δ, and Wu(fn(z)) ∩W s(y) 6= ∅. We
take x¯ ∈ W s(y) ∩Wu(fn(z)). Then α(x¯) = α(z) and by item 2 of Corollary 2.20, there are
λ3-F -Pliss points for f
−1 on Orb−(x¯). Also by taking δ small enough, d(f i(x¯), f i(y)) can
be small for all i ≥ 0. Since y is a λ2-E-Pliss point, we can take x¯ to be a λ3-E-Pliss point.
Then, by item 2 of Lemma 2.22 there exists a λ3-bi-Pliss point x on Orb(x¯). Then we have
that α(x) = α(x¯) = α(z) ⊂ K.
From the above two claims, we get a λ3-bi-Pliss point x ∈ H(p), such that α(x) ⊂ K.
We have to show that x 6∈ K. Notice that in the two cases, we both have ω(x) = ω(y)
where y is a λ2-E-Pliss point. By item 1 of Corollary 2.20, ω(x) contains some λ2-E-Pliss
point. Since K contains no λ2-E-Pliss point, we have that x /∈ K. This ends the proof of
the uniform case.
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4.2.2 The non-uniform case: Kˆ is not a λ2-E-weak set
Recall that for any point z contained in a λ2-E-weak set, there is an integer nz, such
that
nz−1∏
i=0
‖Df |E(fi(z))‖ > λ2
nz .
We denote Nz the smallest integer that satisfies the above inequality.
Claim 4.7. In this case, for any number L > 0 there are a λ2-E-weak set KL and a point
z ∈ KL, such that z is a λ1-F -Pliss point for f
−1, and, Nz > L.
Proof. Since Kˆ is not a λ2-E-weak set, for any number L > 0 there is a λ2-E-weak sets KL,
and a point z ∈ KL, such that Nz > L, that is to say, for 1 ≤ n ≤ Nz,
n−1∏
i=0
‖Df |E(fi(z))‖ ≤ λ
n
2 ,
and
Nz−1∏
i=0
‖Df |E(fi(z))‖ > λ
Nz
2 .
We only have to show that we can choose z to be a λ1-F -Pliss point for f
−1. Since KL is
a λ2-E-weak set, similarly to the arguments above, by item 2 of Corollary 2.20, there are
λ1-F -Pliss points for f
−1 on Orb−(z). If z is not a λ1-F -Pliss point for f
−1, we can take the
minimal number l ∈ N such that w = f−l(z) is a λ1-F -Pliss point for f−1. We will prove
that Nw ≥ Nz + l > L. Hence by replacing z by w, we get the conclusion of the claim. To
prove this, we only have to show that for any 1 ≤ n ≤ l,
n−1∏
i=0
‖Df |E(fi(w))‖ ≤ λ
n
2 .
We prove this by contradiction. If the above statement is not true, then there is an integer
k ∈ {1, 2, · · · , l}, such that
k−1∏
i=0
‖Df |E(fi(w))‖ > λ
k
2 ,
and for any 1 ≤ n < k,
n−1∏
i=0
‖Df |E(fi(w))‖ ≤ λ
n
2 .
Thus, we have, for any 1 ≤ n ≤ k,
n∏
i=1
‖Df |E(fk−i(w))‖ =
(
k−1∏
i=0
‖Df |E(fi(w))‖
)
/
(
k−n−1∏
i=0
‖Df |E(fi(w))‖
)
> λn2 .
By the domination of E ⊕ F , we have, for all 1 ≤ n ≤ k
n−1∏
i=0
‖Df−1|F (fk−i(w))‖ ≤ (
λ20
λ2
)n ≤ λn1 .
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Moreover, since w is a λ1-F -Pliss point for f
−1, we will have, for any n ≥ 1,
n−1∏
i=0
‖Df−1|F (fk−i(w))‖ ≤ λ
n
1 .
Thus fk(w) = f−l+k(z) is a λ1-F -Pliss point, which contradicts the choice of w. This
finishes the proof of Claim 4.7.
By taking L large enough, the point z in Claim 4.7 is close to a λ2-E-Pliss point y 6∈ KL.
Since z has a uniform local unstable manifold and y has a uniform local stable manifold, we
have that W s(y)∩Wu(z) 6= ∅ if we take these two points close enough. We take the proper
L, z and KL, satisfying this property. Let K = KL. We explain that the λ2-E-weak set K
satisfies Lemma 4.2.
By similar arguments as in the proof of Case (b) in the uniform case, we can take a
point x¯ ∈ W s(y) ∩ Wu(z) satisfying that Orb(x¯) contains a λ3-bi-Pliss point x ∈ H(p).
Then we have that α(x) = α(z) ⊂ K. Moreover, since y is a λ2-E-Pliss point, we know that
ω(y) contains λ2-E-Pliss points by item 1 of Corollary 2.20. Hence ω(x) contains λ2-E-Pliss
points because ω(x) = ω(y). This implies x /∈ K since K is a λ2-E-weak set. To sum
up, we have obtained a λ2-E-weak set K and a λ3-bi-Pliss point x ∈ H(p) \K, satisfying
thatα(x) ⊂ K. This finishes the proof of Lemma 4.2.
4.3 Continuation of Pliss points
Denote by M the space of all compact subsets of M , associated with the Hausdorff
topology. Denote by S the space of all finite subsets ofM×M associated with the Hausdorff
topology. For any positive integer N ∈ N, and a diffeomorphism g ∈ Diff1(M), denote by
PerN(g) the set of periodic points of g with period less than or equal to N , and denote by
C(q, g) the chain recurrence class of a periodic point q of g. It is well-known that for any
N ≥ 1, there is a dense and open subset UN ⊂ Diff
1(M), such that, for any g ∈ UN , the set
PerN(g) is a finite set and any point q ∈ PerN (g) is a hyperbolic periodic point.
We define a map ΦN : UN 7→ S, sending a diffeomorphism g to the set of pairs
(q, Pλ3(q, g)), where q ∈ PerN (g), and Pλ3 (q, g) is a compact set contained in C(q, g) defined
as following:
— If C(q, g) has a λ20-dominated splitting E ⊕ F such that dim(E) = Ind(q), then the
set Pλ3(q, g) is the set of λ3-E-Pliss points contained in C(q, g).
— Otherwise, Pλ3 (q, g) = ∅.
Lemma 4.8. For each positive integer N ∈ N, the set of continuity points of ΦN , denoted
by BN , is a residual subset of Diff
1(M).
Proof. Assume g ∈ Diff1(M) and pg is a hyperbolic periodic point of g. There is a C1-
neighborhood U of g, such that, for any h ∈ U , the point pg has a continuation ph. For any
neighborhood V of C(q, g), there is a C1-neighborhood U1 ⊂ U of g, such that C(q, h) ⊂ V
for any h ∈ U1.
If C(q, g) has a λ20-dominated splitting, then it is a robust λ
2
0-dominated splitting. More
precisely, there is a C1-neighborhood U2 ⊂ U of g, such that C(qh, h) has a λ20-dominated
splitting for any h ∈ U . Hence by the choice of UN , there is an open and dense subset U ′N ⊂
UN , such that, for any g ∈ U ′N , any q ∈ PerN (g), the chain recurrence class C(q, g) either
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has a robust λ20-dominated splitting or has no λ
2
0-dominated splitting robustly. Moreover, if
there is a sequence of diffeomorphisms {gn}n≥0 such that gn converges to g, and gn has a
λ3-E-Pliss point xn ∈ C(qh, h), then, any limit point x of the sequence {xn} is a λ3-E-Pliss
point of g.
By the above arguments, we can see that ΦN is an upper-semi-continuous map restricted
to U ′N . It is known that the set of continuity points of a semi-continuous map is a residual
subset. Then BN contained a residual subset of U
′
N . Since U
′
N is open and dense in UN , we
know that BN is a residual subset of UN . Hence BN is a residual subset of Diff
1(M), since
UN is open and dense in Diff
1(M).
Denote by R0 = ∩N≥1BN , then R0 is a residual subset of Diff
1(M). In the following we
take f ∈ R0 ∩R.
4.4 The perturbation to make W u(p) accumulate to K
We take the λ2-E-weak set K ⊂ H(p) of f obtained by Lemma 4.2. By proposition 2,
one can obtain a heteroclinic orbit connecting p to K by a C1 perturbation, sinceK ⊂ H(p).
Hence the set K is still a λ2-E-weak set if the perturbation is C
1 small. Moreover, using
the continuation of Pliss points (Section 4.2 and 4.3), we can guarantee that the set K is
contained in the chain recurrence class of p after the perturbation.
Lemma 4.9. Assume f ∈ R0 ∩R, then for any neighborhood U of f in Diff
1(M), there are
a diffeomorphism g1 ∈ U and a point y ∈M , such that,
— (1) g1 coincides with f on the set K ∪Orb(p), and y ∈Wu(p, g1),
— (2) ω(y, g1) ⊂ K,
— (3) K is contained in C(p, g1).
Proof. By Lemma 4.2, we obtain that, for the diffeomorphism f , there is a λ3-bi-Pliss point
x ∈ H(p) \ K satisfying α(x) = K. Since K ⊂ H(p), we have that K ⊂ Wu(p). By
Proposition 2, for any neighborhood U of f in Diff1(M), there are a point y ∈ Wu(p, f)
and a diffeomorphism g1 ∈ U , such that ω(y, g1) ⊂ K, and y ∈ Wu(p, g1). Moreover, the
diffeomorphism g1 coincides with f on the set Orb
−(x)∪K ∪Orb(p) and Dg1 coincides with
Df on Orb−(x). Thus items (1) and (2) are satisfied, and x is a λ3-F -Pliss point for g
−1
1 .
Since p is a hyperbolic fixed point and x ∈ Pλ3(p, f), by Lemma 4.8 and the fact that f
is a continuity point of Φ1, if we choose g1 close enough to f (by taking the neighborhood
U small), then there is a λ3-E-Pliss x′ close to x, such that x′ ∈ C(p, g1). Moreover, if x′ is
close enough to x (by taking g1 close to f), then W
u(x, g1) ∩W s(x′, g1) 6= ∅.
Now we prove that K ⊂ C(p, g1). Take any constant ε > 0. Since y ∈ W
u(p, g1) and
ω(y, g1) ⊂ K, there is an ε-pseudo orbit connecting from p to a point contained in K. In
fact the pseudo orbit can be taken as an orbit segment of Orb(y, g1). On the other hand,
since α(x, g1) = K and W
u(x, g1) ∩W s(x′, g1) 6= ∅, there is an
ε
2 -pseudo orbit connecting
from K to x′. By the fact that x′ ∈ C(p, g1), there is an
ε
2 -pseudo orbit connecting from x
′
to p. The composition of the two ε2 -pseudo orbits is an ε-pseudo orbit connecting from K
to p. Finally by the fact that ε can be arbitrarily small and the fact that K = α(x, g1) is a
chain transitive set, we have that K ⊂ C(p, g1). This finishes the proof of Lemma 4.9.
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4.5 The perturbations to connect p and K by true orbits
In this subsection, we prove that we can get heteroclinic connections between the hyper-
bolic fixed point p and the weak set K for a diffeomorphism C1 close to f . In the former
subsection, we have obtained a diffeomorphism g1 that is C
1 close to f , and an orbit Orb(y)
that connects p to K. Moreover, K is still contained in the chain recurrence class of p
for g1. We take two steps to get heteroclinic connections between p and K. First, since
K ⊂ C(p, g1), by Proposition 3, we can connect K by a true orbit to any neighborhood of p
by a C1 small perturbation. Then, by the hyperbolicity of p, we use the uniform connecting
lemma to “push” this orbit onto the stable manifold of p. We will see that in these two
steps, the orbit Orb(y) that connects p to K is not changed.
Lemma 4.10. Assume f ∈ R0 ∩ R, then for any neighborhood U of f in Diff
1(M), there
are a diffeomorphism g2 ∈ U and two points y, y′ ∈M , such that,
— (1) y ∈ Wu(p, g2) and ω(y, g2) ⊂ K,
— (2) y′ ∈ W s(p, g2) and α(y′, g2) ⊂ ω(y, g2),
— (3) g2 coincides with f on the set ω(y, g2) ∪Orb(p).
Proof. We take several steps to prove the lemma.
Choice of neighborhoods. For any neighborhood U of f in Diff1(M), there are a neigh-
borhood U1 ⊂ U and three numbers ρ > 1, δ0 > 0 and N ∈ N that satisfy the uniform
connecting lemma (Theorem 2.26). We can also assume that the fixed point p has a con-
tinuation for any g ∈ U1. There are a smaller neighborhood U ′ ⊂ U1 of f and an integer T
satisfying the conclusions of Proposition 3. By the hyperbolicity of periodic orbits of f , for
the integer T , there is a neighborhood U2 ⊂ Diff
1(M) of f , such that, for any diffeomorphism
h ∈ U2, any periodic point of h with period less than or equal to T is hyperbolic. Take a
neighborhood U3 of f in Diff
1(M), such that U3 ⊂ U2 ∩ U
′.
The connection from K to a neighborhood of p by pseudo-orbits. By Lemma 4.9,
there are a diffeomorphism g1 ∈ U3 and a point y ∈M , such that:
— g1 coincides with f on the set K ∪Orb(p) ∪Orb
−(y),
— y ∈ Wu(p, g1) and ω(y, g1) ⊂ K ⊂ C(p, g1).
Denote K0 = ω(y, g1).
Claim 4.11. For any neighborhood V of p, there are a negatively g1-invariant compact set
X and a point z ∈ V ∩X, satisfying that
— the point p /∈ X,
— for any ε > 0, there is a g1-ε-pseudo-orbit Yε = (y0, · · · , ym) contained in X such
that y0 ∈ K0 and ym = z.
Proof. For any neighborhood V of p, take a smaller neighborhood V0 of p, such that V0 ⊂ V .
For any k ≥ 1, there is a g1-
1
k -pseudo-orbit Xk = {x
k
0 , x
k
1 , · · · , x
k
mk
}, such that, Xk ∩K0 =
{xk0}, and Xk ∩ V0 = {x
k
mk
}. Take a subsequence of {Xk}k≥1 if necessary, we assume Xk
converges to a compact set X and xkmk converges to a point z ∈ V0 ⊂ V as k goes to +∞.
Obviously, X is a negatively g1-invariant set, p /∈ X and X ∩K0 6= ∅.
Now we prove that for any ε > 0, there is a g1-ε-pseudo-orbit contained inX fromK0 to z.
By the continuity of g1, for any ε > 0, there is k >
3
ε , such that for all x, y ∈M , if d(x, y) <
1
k ,
then d(g1(x), g1(y)) <
ε
3 . Then we take a
1
k′ -pseudo-orbit Xk′ = {x
k′
0 , x
k′
1 , · · · , x
k′
mk
}, such
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that xk
′
0 ∈ K0 and x
k′
mk′
∈ V0 for a number k′ > k. By choosing k′ large enough, we can
assume that dH(Xk′ , X) <
1
k and there is a point y0 ∈ X ∩K0 such that d(y0, x
k′
0 ) <
1
k and
d(z, xk
′
mk′
) < 1k . By the assumption, for any 1 ≤ i ≤ mk′ − 1, there is yi ∈ X , such that
d(xk
′
i , yi) < η. We prove that Yε := (y0, · · · , ymk′ = z) is a ε-pseudo-orbit of g1. In fact, for
any 0 ≤ i ≤ mk′ − 1,
d(g1(yi), yi+1) ≤ d(g1(yi), g1(xk
′
i )) + d(g1(x
k′
i ), x
k′
i+1) + d(x
k′
i+1, yi+1) <
ε
3 +
1
k′ +
1
k < ε.
Hence Yε ⊂ X is a ε-pseudo-orbit of g1 from the set K0 to the point z.
The perturbation to connect K to a neighborhood of p. We take a local stable
manifold W sloc(p, g1) of p, and take a compact fundamental domain Ig1 of W
s
loc(p, g1). Then
there is a number δ < δ0, where δ0 is chosen in the paragraph Choice of neighborhoods.
such that, for any point w ∈ Ig1 , the N balls (g
j
1(B(w, 2δ)))0≤j≤N−1 are each of size smaller
than δ0, pairwise disjoint and disjoint from the set K ∪ Orb(y, g1) ∪ Orb(p). By the com-
pactness of Ig1 , there are finite points w1, w2, · · · , wL ∈ Ig1 such that (B(wi, δ/ρ))1≤i≤L is
a finite open cover of Ig1 . Then there is a number η > 0 such that, for any diffeomorphism
h ∈ U1 that is η-C0 close to g1, we have that:
— (a) W sloc(ph, h) is C
0 close to W sloc(p, g1),
— (b) (B(wi, δ/ρ))1≤i≤L is still a finite open cover of a fundamental domain Ih of
W sloc(ph, h)
— (c) for any 1 ≤ i ≤ L, the N balls (hj(B(wi, 2δ))0≤j≤N−1 are each of size smaller
than δ0, pairwise disjoint and disjoint with the set K ∪Orb(y, g1) ∪Orb(p, g1).
Recall that p /∈ X and X is negatively invariant by Claim 4.11. Since y ∈ Wu(p, g1),
we have that Orb(y, g1) ∩ X = ∅. By the choice of g1, we have that all periodic orbits
of g1 contained in X with period less than or equal to T are hyperbolic. Under all these
hypotheses, if (X \K0) ∩ Orb(y, g1) = ∅, then there is a neighborhood U0 of X \ K0 such
that U0 ∩Orb(y, g1) = ∅. By Proposition 3, there is a diffeomorphism h ∈ U1 which is η-C0
close to g1, such that h = g1 = f |{p}∪Orb(y)∪K0 , and α(z, h) ⊂ K0. Thus the above items
(a), (b) and (c) are satisfied for such a diffeomorphism h.
The perturbation to get a heteroclinic connection between p and K. By the
hyperbolicity of the periodic point p, if we take the neighborhood V of p small enough,
then the diffeomorphism h and the point z chosen above satisfy that the negative orbit
of z under h intersects with B(wi, δ/ρ) for some i ∈ {1, 2, · · · , L}. Since α(z, h) ⊂ K0 and
B(wi, δ/ρ)∩K0 = ∅, there is a point w = h−t(z) for some integer t > 0, such that Orb
−(w)∩
B(wi, δ/ρ) = ∅ and w has a positive iterate under h contained in B(wi, δ/ρ). By the item
(b), there is a point y′ ∈ W s(p, h), such that Orb+(y′, h) ∩ (∪0≤j≤N−1hi(B(wi, δ/ρ))) = ∅
and y′ has a negative iterate under h contained in B(wi, δ/ρ). By Theorem 2.26, there is
a diffeomorphism g2 ∈ U , such that y′ is on the positive iterate of w under g2. Moreover,
g2 = g1 on the set K0 ∪ Orb(y) ∪ Orb(p) ∪ Orb
−(w) ∪ Orb+(y′), hence g2 = f on the set
Orb(p)∪K0, whereK0 = ω(y, g1) = ω(y, g2). Thus the three items of the lemma are satisfied
for g2. This finishes the proof of Lemma 4.10.
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4.6 Last perturbation to get a weak periodic orbit
The following lemma estimates the average contraction along the bundle E on peri-
odic orbits. Recall that λ0 satisfies that E ⊕ F is (1, λ20)-dominated splitting, and, for the
hyperbolic fixed point p, we have ‖Df |E(p)‖ < λ0.
Lemma 4.12. Assume f ∈ R0 ∩ R. Then for any neighborhood U of f in Diff
1(M), for
any integer L > 0, any neighborhood Up of p, there is g ∈ U , which coincides with f on
{p}, satisfying that, g has a periodic point q ∈ Up with period τ > L such that Orb(q) has
λ20-dominated splitting E ⊕ F , and
λ1
τ ≤
∏
0≤i≤τ−1
‖Dg|E(gi(q))‖ ≤ λ2
τ .
Proof. We take several steps to prove the lemma. We take the λ2-E-weak set K ⊂ H(p) of
f obtained by Lemma 4.2. Take two numbers λ′1 and λ
′
2, such that λ1 < λ
′
1 < λ
′
2 < λ2.
Choice of neighborhoods and constants. There is a neighborhood V of H(p) and a
neighborhood V ⊂ Diff1(M) of f , such that, for any h ∈ V , the following properties are
satisfied.
— The maximal invariant compact set of h in V has a dominated splitting which is a
continuation of E ⊕ F . To simplify the notations, we still denote this domination by
E ⊕ F .
— The fixed point p has a continuation ph ∈ V for h, and ‖Dh|E(ph)‖ < λ0.
— The chain recurrence class C(ph, h) of ph is contained in V .
Moreover, since K is a λ2-E-weak set for f , there are a neighborhood UK ⊂ V of K and
a number NK , satisfying the following property: consider a point z whose whole orbit is
contained in V , hence Orb(z) has the dominated splitting E ⊕ F by the choice of V , if the
piece of orbit (z, f(z), · · · , fn(z)) is contained in UK with n ≥ NK , then we have:∏
0≤i≤n−1
‖Df |E(fi(z))‖ > λ2
n.
To simplify the proof, we just assume that NK = 1, but the general case is identical.
We can take the neighborhoods V and Up small, such that for any diffeomorphism h ∈ V ,
the following additional properties are satisfied.
— For any point z ∈ Up whose orbit under h is contained in V , hence Orb(z, h) has the
dominated splitting E⊕F by the choice of V and V , we have that λ1λ′1
<
‖Dh|E(z)‖
‖Df |E(p)‖
< λ2λ′2
.
— For any point z ∈ UK whose orbit under h is contained in V , we have that ‖Dh|E(z)‖ >
λ2.
We can also assume that UK ∩Up = ∅ and UK ∪Up ⊂ V . And moreover, we can assume
that U ⊂ V .
By Lemma 4.10, there are a diffeomorphism g2 ∈ U and two points y, y′ ∈M , satisfying
that:
— y ∈ Wu(p, g2) and ω(y, g2) ⊂ K,
— y′ ∈W s(p, g2) and α(y′, g2) ⊂ ω(y, g2),
— g2 coincides with f on the set ω(y, g2) ∪Orb(p).
We denote K0 = ω(y, g2). Since all periodic points of f are hyperbolic and g2 = f |K0 , then
K0 contains no non-hyperbolic periodic point of g2.
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Choice of time. Now we fix the neighborhoods Up and UK0 . Then there are two integers
l and n0 satisfying the conclusion of Proposition 1 for g2 and the neighborhood U . Then we
take TK0 > L large, such that for any h ∈ V , the inequality
m(h)l+n0λ2
TK0 > (λ′2)
TK0+l+n0
holds. Here m(h) is the mininorm of h, i.e. m(h) = min‖v‖=1 ‖Dh(v)‖ = ‖Dh
−1‖−1.
By the first item of Proposition 1, there is a diffeomorphism h ∈ U , such that
— h coincides with g2 on Orb(p) ∪Orb
−(y) ∪Orb+(y′) and outside UK ;
— the point y′ is on the positive orbit of y under h, with nK0 = #(Orb(y, h)∩UK0) ≥ TK0
and nc = #((Orb(y, h) \ (UK ∪ Up)) ≤ n0.
Hence by the choice of TK0 and the neighborhoods, we have that∏
hi(y) 6∈Up
‖Dh|E(hi(x))‖ > (λ
′
2)
nK0+nc .
Claim 4.13. There is an integer m > 0, such that:
(λ′1)
nK0+nc+m+l < ‖Df |E(p)‖
l+m ·
∏
hi(y) 6∈Up
‖Dh|E(hi(x))‖ < (λ
′
2)
nK0+nc+m+l.
Proof. Let λ¯ > 0 be the constant such that∏
hi(y) 6∈Up
‖Dh|E(hi(x))‖ = λ¯
nK0+nc ,
then we have λ¯ > λ′2.
The inequality in the claim is equivalent to
(nK0 + nc) log
λ¯
λ′2
log
λ′2
‖Df |E(p)‖
< l +m <
(nK0 + nc) log
λ¯
λ′1
log
λ′1
‖Df |E(p)‖
.
By the choice of TK0 and nK0 ≥ TK0 , we have that
(nK0 + nc) log
λ¯
λ′2
log
λ′2
‖Df |E(p)‖
> l.
So we only need that
(nK0 + nc) log
λ¯
λ′1
log
λ′1
‖Df |E(p)‖
−
(nK0 + nc) log
λ¯
λ′2
log
λ′2
‖Df |E(p)‖
> 1.
It is equivalent to
(nK0 + nc)

( 1
log
λ′1
‖Df |E(p)‖
−
1
log
λ′2
‖Df |E(p)‖
) log λ¯+
logλ′2
log
λ′2
‖Df |E(p)‖
−
logλ′1
log
λ′1
‖Df |E(p)‖

 > 1.
Since λ¯ > λ′2, and nK0 > TK0 , it is sufficient to require that
TK0(logλ
′
2 − logλ
′
1)
log
λ′1
‖Df |E(p)‖
> 1.
By taking TK0 large enough, the above inequality is satisfied.
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Choice of the diffeomorphism g. We take g = hm ∈ U from item 2 of Proposition 1,
then g has a periodic orbit O = Orb(q), such that, O\Up = Orb(y, h)\Up, and #(O∩Up) =
l +m. Denote by pi(O) the period of O, then we have pi(O) = nK0 + nc +m + l. By the
choice of the neighborhood U and the constants, we have∏
0≤i≤pi(O)−1
‖Dg|E(gi(q))‖ =
∏
gi(q)∈Up
‖Dg|E(gi(q))‖
∏
hi(y) 6∈Up
‖Dh|E(hi(x))‖.
By the choice of the neighborhoods V and Up, and the constants λ
′
1 and λ
′
2, we have that(
λ1
λ′1
)l+m
‖Df |E(p)‖
l+m <
∏
gi(q)∈Up
‖Dg|E(gi(q))‖ <
(
λ2
λ′2
)l+m
‖Df |E(p)‖
l+m.
Then by the estimation in Claim 4.13, we can see that
λ1
pi(O) ≤
∏
0≤i≤pi(O)−1
‖Dg|E(gi(q))‖ ≤ λ2
pi(O)
This finishes the proof of Lemma 4.12.
4.7 The genericity argument
Lemma 4.12 is a perturbation result to get weak periodic orbits. To get the conclu-
sion of Theorem B, we have to do the genericity argument based on Lemma 4.12, see for
instance [27].
Take a countable basis (Vn)n≥1 of M , and take the countable family (Un)n≥1, where
each Un is a union of finitely many sets of (Vn)n≥1. Take the countable pairs (ηn, γn)n≥1 of
rational numbers contained in (λ0, 1) with ηn < γn for each n ≥ 1.
Let Hn,m be the set of C1 diffeomorphisms h such that, every h1 in a C1 neighborhood
V ⊂ Diff1(M) of h has a hyperbolic periodic point q ∈ Un satisfying that the hyperbolic
splitting Es ⊕ Eu of Orb(q, h1) is a λ20-dominated splitting and
ηm
τ(q) <
∏
0≤i≤τ(q)−1
‖Dh1|Es(hi1)‖ < γm
τ(q),
where τ(q) is the period of q. Let Nn,m be the set of C
1 diffeomorphisms h such that
every h1 in a C
1 neighborhood V ⊂ Diff1(M) of h has no hyperbolic periodic point q ∈ Un
satisfying that the hyperbolic splitting Es ⊕ Eu of Orb(q, h1) is a λ20-dominated splitting
and
ηm
τ(q) <
∏
0≤i≤τ(q)−1
‖Dh1|Es(hi1)‖ < γm
τ(q),
where τ(q) is the period of q.
Notice that Nn,m = Diff
1(M) \ Hn,m. Hence Hn,m ∪ Nn,m is C1 open and dense in
Diff1(M). Let
R1 =
⋂
n≥1,m≥1(Hn,m ∪ Nn,m).
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Then R1 is a residual subset of Diff
1(M), and R0 ∩ R1 ∩ R is also a residual subset of
Diff1(M).
Claim 4.14. Assume f ∈ R0 ∩ R1 ∩R. Then for any two numbers λ1 < λ2 ∈ (λ0, 1), for
any neighborhood Up of Orb(p) and any integer L > 0, there is a periodic point q ∈ Up with
period τ > L such that Orb(q) has the λ20-dominated splitting E ⊕ F , and
λ1
τ ≤
∏
0≤i≤τ−1
‖Df |E(fi(q))‖ ≤ λ2
τ .
Proof. We take two rational numbers ηi, γi ∈ (λ0, 1), such that λ1 < ηi < γi < λ2, and take
Uj from the countable basis of M , such that Uj ⊂ Up. Then by Lemma 4.12, there is a
diffeomorphism g arbitrarily C1 close to f , such that g has a periodic point q ∈ Up with
period τ > T such that the λ20-dominated splitting E ⊕ F is the hyperbolic splitting on
Orb(q, g), and
ηi
τ ≤
∏
0≤i≤τ−1
‖Dg|E(gi(q))‖ ≤ γi
τ .
Then f /∈ Nj,i, thus f ∈ Hj,i and f satisfies the conclusion of Claim 4.14.
Claim 4.15. Theorem B holds for any diffeomorphisms in R0 ∩R1 ∩R.
Proof. Assume f ∈ R0∩R1∩R and f satisfies the assumptions of Theorem B. By Claim 4.14,
we get a sequence of periodic orbits Orb(qk) of f , such that qk → p with τ(qk)→∞, and
λ1
τ(qk) ≤
∏
0≤i≤τ(qk)−1
‖Df |E(fi(qk))‖ ≤ λ2
τ(qk).
Hence by the λ20-domination of E ⊕ F , we have that∏
0≤i≤τ(qk)−1
‖Df−1|F (f−i(qk))‖ ≤ λ2
τ(qk).
Then by item 2 of Lemma 2.20 and item 2 of Lemma 2.22, there is a λ2-bi-Pliss point rk
on Orb(qk) for each k. Taking a subsequence if necessary, we assume (rk) is a converging
sequence. Then there is l > 0, such that for any m,n ≥ l, the stable and unstable manifolds
of rm and rn intersect respectively, since rk has uniform stable and unstable manifolds.
Hence (Orb(qm))m≥l are homoclinically related together, thus p ∈ H(qk). By item 2 of
Lemma 2.38, we have that qk ∈ H(p). This finishes the proof of the claim.
The proof of Theorem B is now completed.
5 Periodic orbits around a periodic orbit and a set:
proof of Proposition 1
In this section, we give the proof of Proposition 1. We consider the periodic point p
and the invariant compact set K satisfying that p /∈ K and K contains no non-hyperbolic
periodic point. Recall that the point x ∈ Wu(p) satisfies ω(x) ∩ K 6= ∅ and the point
y ∈ W s(p) satisfies α(y) = K.
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Taking a smaller neighborhood if necessary, we can assume that the element of U is of
the form f ◦φ with φ ∈ V , where V is a C1 neighborhood of Id and satisfies the property (F)
in Definition 2.24. By Theorem 2.25, there is an integer N associated to the neighborhood
U . By Lemma 2.27, there are two numbers θ > 1 and r0 > 0 associated to U .
It is easy to see that we only need to prove the proposition for Up and UK small. More
precisely, we assume that Up ∩ UK = ∅ and (Orb
−(x) ∪ Orb+(y)) ∩ UK = ∅. Moreover, by
the hyperbolicity of periodic orbits in K, we assume that there is no periodic point with
period less than or equal to N contained in UK \K.
To simplify the notation, we assume that p is a hyperbolic fixed point of f , and the proof
of the general case is similar. The only difference is that, in item 2 of the conclusion, the
condition #(O∩Up) ∈ {l+mτ, l+mτ+1, · · · , l+(m+1)τ−1} should be #(O∩Up) = l+m.
In the general case, the number #(O ∩ Up) cannot be chosen arbitrarily, but we can make
sure it is contained in an interval whose length is the period of p.
Now we fix the neighborhoods U , Up and UK , and the numbers N , θ and r0.
5.1 The choice of n0, the point z1 and the perturbation domain at
z1.
Recall that the point x ∈ Wu(p) satisfies ω(x) ∩K 6= ∅.
Lemma 5.1. There is a point z1 ∈ UK \K, such that:
— for any neighborhood Vz1 of z1, there is n ≥ 1 such that f
n(x) ∈ Vz1 ;
— z1 ≺UK K and Orb
+(z1) ⊂ UK.
Proof. The proof is similar to that of Lemma 2.13. We take a smaller open neighbor-
hood V of K such that V ⊂ UK . Since ω(x) ∩ K 6= ∅, for any k ≥ 1, there is nk ≥ 1,
such that fnk(x) ∈ B(K, 1k ). Take the smallest integer mk, such that the piece of or-
bit (fmk(x), fmk+1(x), · · · , fnk(x)) is contained in V . Taking a convergent subsequence
if necessary, we assume that the sequence {fmk(x)}k≥1 converges to a point z1 ∈ V ⊂
UK and the sequence {fnk(x)}k≥1 converges to a point z2 ∈ K. Then we have that
z1 ≺UK z2, and the pieces of orbit that connects the neighborhoods of z1 and z2 are
(fmk(x), fmk+1(x), · · · , fnk(x))k≥1. Since z2 ∈ K, we have that z1 ≺UK K. By the choice
of mk, we have that f
mk−1(x) ∈ M \ V . Since M \ V is compact, and f−1(z1) is a limit
point of the sequence {fmk−1(x)}k≥1, we have that f−1(z1) ∈M \ V . By the invariance of
K, we have that z1 /∈ K and nk −mk goes to +∞. Since (fmk(x), fmk+1(x), · · · , fnk(x)) is
contained in UK and f
mk(x) converges to z1, we have that Orb
+(z1) ⊂ V ⊂ UK . Thus the
second item is satisfied. The first item is a trivial fact by the choice of z1.
By the assumption on UK , we have that z1 is not a periodic point with period less than or
equal to N . Also, since y ∈W s(p) and Orb+(z1) ⊂ UK , we have z1 /∈ Orb(y). Moreover, by
the fact that α(y) = K, we know z1 /∈ Orb(y). Then there are two neighborhoods Vz1 ⊂ Uz1
of z1 satisfying the conclusion of Theorem 2.25 for the triple (f,U , N), and also satisfying
the following conditions:
— Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N (Uz1) ⊂ UK \K;
— (Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N(Uz1)) ∩Orb(y) = ∅.
By Lemma 5.1, there is n1 ∈ N such that fn1(x) ∈ Vz1 . Moreover, since α(y) = K, there
is n2 ∈ N, such that, for any n ≥ n2, we have f−n(y) ∈ UK . Let n0 = n1 + n2.
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5.2 The choices of points and perturbation domains in K and to
get h.
Take any integer TK . By Lemma 5.1, we have that z1 ≺UK K, that is to say, there is a
point z2 ∈ K such that z1 ≺UK z2. Now we consider two cases, depending on whether there
is such a point z2 that is not a periodic point with period less than or equal to N .
5.2.1 The non-periodic case
Assume that there is a point z2 ∈ K which is not a periodic point with period less than
or equal to N , and z1 ≺UK z2. Then there are two neighborhoods Vz2 ⊂ Uz2 of z2 satisfying
the conclusion of Theorem 2.25 for the triple (f,U , N) and also satisfying the following
conditions:
— Uz2 ∪ f(Uz2) ∪ · · · ∪ f
N (Uz2) ⊂ UK ;
— (Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N(Uz1)) ∩ (Uz2 ∪ f(Uz2) ∪ · · · ∪ f
N (Uz2)) = ∅;
— fn(x) /∈ Uz2 ∪ f(Uz2) ∪ · · · ∪ f
N(Uz2), for any −∞ < n ≤ n1;
— f−n(y) /∈ Uz2 ∪ f(Uz2) ∪ · · · ∪ f
N(Uz2), for any n ≤ n2 + TK .
Then there is n3 > n2+TK , such that f
−n3(y) ∈ Vz2 . Since we have the fact that z1 ≺UK z2,
there is a piece of orbit (w, f(w), · · · , fk(w)) contained in UK , such that w ∈ Vz1 and
fk(w) ∈ Vz2 . Moreover, since Uz1∩Orb(y) = ∅ and w ∈ Vz1 ⊂ Uz1 , we have that w /∈ Orb(y).
Perturbations to get h in the non-periodic case. Now we do the perturbations step by step
to get the conclusion.
Step 1. From the choice of points and neighborhoods above, we can see that the point
x has a positive iterate fn1(x) ∈ Vz1 and the point f
k(w) has a negative iterate w ∈ Vz1 .
Then by Theorem 2.25, there is a diffeomorphism f1 ∈ U , such that f1 coincides with f
outside Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N(Uz1) and f
k(w) is on the positive orbit of x under f1.
Step 2. For the diffeomorphism f1, the point x has a positive iterate f
k(w) ∈ Vz2 ,
and the point y has a negative iterate f−n3(y) ∈ Vz2 . Since f1 coincides with f outside
Uz1∪f(Uz1)∪· · ·∪f
N(Uz1) and (Uz1∪f(Uz1)∪· · ·∪f
N (Uz1))∩(Uz2∪f(Uz2)∪· · ·∪f
N(Uz2)) =
∅, then by Theorem 2.25, there is a diffeomorphism h ∈ U , such that y is on the positive
orbit of x under h and h coincides with f1 outside Uz2 ∪ f(Uz2) ∪ · · · ∪ f
N (Uz2).
By the constructions above, h coincides with f outside (Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N(Uz1)) ∪
(Uz2 ∪f(Uz2)∪· · ·∪f
N (Uz2)). Hence h coincides with f on Orb(p)∪Orb
−(x)∪Orb+(y) and
outside UK . Moreover, #(Orb(x, h)∩UK) ≥ n3−n2 ≥ TK and #(Orb(x, h) \ (UK ∪Up)) ≤
n1 + n2 ≤ n0.
5.2.2 The periodic case
Assume that any point z2 ∈ K satisfying z1 ≺UK z2 is a periodic point with period less
than or equal to N . We take such a point q ∈ K. In this case, we cannot use Theorem 2.25
at the point q since its period is small but we can do perturbations at the stable and unstable
manifolds of q since it is hyperbolic. To simplify the proof, we assume that q is a hyperbolic
fixed point of f , but the general case is identical. We take a neighborhood Uq of q such
that Uq ⊂ UK \ (Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N(Uz1)), and such that for any point w satisfying
Orb+(w) ⊂ Uq (rep. Orb
−(w) ⊂ Uq), we have w ∈W s(q) (resp. w ∈Wu(q)).
Since z1 ≺UK q, by a similar argument as in Lemma 5.1, we can get that, there is a
point x′ ∈ Uq, such that z1 ≺UK x
′ and Orb+(x) ⊂ Uq. By the choice of Uq, we have that
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x′ ∈ W s(q) and x′ /∈ Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N (Uz1). Notice that, since x
′ is not a periodic
point and z1 ≺UK x
′, we have x′ /∈ K = α(y). Hence x′ /∈ Orb(y).
Since q ∈ α(y), there is y′ ∈ Wu(q) ∩ Uq, such that for any neighborhood U of y′, there
is an integer n ≥ 1, such that f−n(y) ∈ U . (In fact, if α(y) = {q}, we can choose y′ to be
a negative iterate of y. If {q} $ α(y), we can choose y′ to be contained in α(y) ∩Wu(q)).
Moreover, we have y′ /∈ Orb(x).
By the λ-Lemma, there are two neighborhoods Wx′ and Wy′ of x
′ and y′ respectively
such that, for any two smaller neighborhoods W ′x′ ⊂ Wx′ and W
′
y′ ⊂ Wy′ of x
′ and y′
respectively, there is a piece of orbit (z′, f(z′), · · · , f t(z′)) contained in Uq, such that z′ ∈
W ′x′ , f
t(z′) ∈ f−1(W ′y′), f
i(z′) /∈W ′x′ ∪W
′
y′ for any i ∈ {1, 2, · · · , t} and t ≥ TK .
Now we construct the perturbation domains at the points x′ and y′ respectively. Recall
that θ > 1 and r0 > 0 are the two constants obtained by Lemma 2.27 associated to U and
f .
Perturbation domain at x′ We can take two neighborhoods Vx′ ⊂ Ux′ of x′ that satisfy
the conclusions of Theorem 2.25 for the triple (f,U , N), and also satisfy that
— Ux′ ⊂Wx′ ;
— Ux′ ∪ f(Ux′) ∪ · · · ,∪fN(Ux′) ⊂ Uq;
— fn(x) /∈ Ux′ ∪ f(Ux′) ∪ · · · ∪ fN (Ux′), for any −∞ < n ≤ n1;
— Ux′ ∩Orb(y) = ∅ and q /∈ Ux′ .
Then, there is a piece of orbit (w′, · · · , fk
′
(w′)) contained in UK , such that w
′ ∈ Vz1 and
fk
′
(w′) ∈ Vx′ . Moreover, w′ /∈ Orb(y).
Perturbation domain at y′ We take a number r′ < r0 small enough, such that: if we take
the neighborhood Uy′ = f(B(f
−1(y′), θr′)) of y′, then the following properties are satisfied:
— Uy′ ⊂Wy′ ;
— Uy′ ∪ f−1(Uy′) ⊂ Uq \ ({q} ∪ Ux′ ∪ f(Ux′) ∪ · · · ,∪fN (Ux′));
— Uy′ ∩ f−1(Uy′) = ∅;
— fn(x) /∈ Uy′ ∪ f−1(Uy′), for any −∞ < n ≤ n1;
— {w′, · · · , fk
′
(w′)} ∩ (Uy′ ∪ f−1(Uy′)) = ∅.
Then by the choice of Ux′ and Uy′ , there is a piece of orbit (z
′, f(z′), · · · , fn4(z′))
contained in Uq, such that z
′ ∈ Vx′ , fn4(z′) ∈ B(f−1(y′), r′), f i(z′) /∈ Ux′ for any i ∈
{1, 2, · · · , n4} and n4 ≥ TK . By the choice of y′, there is a negative iterate f−n5(y) of y
contained in B(f−1(y′), r′).
Perturbations to get h in the periodic case. From the above constructions, we can see that
the perturbation domains are pairwise disjoint and contained in UK , and the pieces of orbits
that connects two perturbation domains are pairwise disjoint and disjoint from the other
perturbation domains. Then we can do the perturbations step by step as in Case 1.
Step 1. By Lemma 2.27, there is f1 ∈ U , such that, f1 coincides with f outside f−1(Uy′)
and f1(f
n4(z′)) = f−n5+1(y). Since fn(x) /∈ Uy′ ∪ f−1(Uy′), for any −∞ < n ≤ n1, we have
that f1 coincides with f on {f
n(x)}−∞<n≤n1 .
Step 2. For the diffeomorphism f1, the point y has a negative iterate z
′ ∈ Vx′ , and the
point w′ has a positive iterate fk
′
(w′) ∈ Vx′ . Then by Theorem 2.25, there is f2 ∈ U , such
that f2 coincides with f1 outside Ux′ ∪ f(Ux′) ∪ · · · ∪ fN (Ux′), and w′ is on the negative
orbit of y under f2. Since f
n(x) /∈ Ux′ ∪ f(Ux′) ∪ · · · ∪ fN(Ux′), for any −∞ < n ≤ n1, we
have that f2 coincides with f on {fn(x)}−∞<n≤n1 .
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Step 3. For the diffeomorphism f2, the point y has a negative iterate w
′ in Vz1 and the
point x has a positive iterate fn1(x) ∈ Vz1 . By Theorem 2.25, there is h ∈ U , such that, h
coincides with f2 outside Uz1 ∪ f(Uz1) ∪ · · · ∪ f
N (Uz1) and y is on the positive orbit of x
under h.
By the constructions above, the diffeomorphism h coincides with f outside (Uz1∪f(Uz1)∪
· · · ∪ fN(Uz1)) ∪ (Ux′ ∪ f(Ux′) ∪ · · · ∪ f
N(Ux′)) ∪ f−1(Uy′). Hence h coincides with f on
Orb(p)∪Orb−(x)∪Orb+(y) and outside UK . Moreover, #(Orb(x, h)∩UK) ≥ n4 ≥ TK and
#(Orb(x, h) \ (UK ∪ Up)) ≤ n1 + n2 ≤ n0.
Remark 5.2. We point out that, in the construction, each of the perturbation supports are
pairwise disjoint with each other. Since U = f ◦ V, where V is a C1 neighborhood of Id and
satisfies the property (F) in Definition 2.24, the perturbations f1, f2 and h are still contained
in U .
5.3 The choice of l and the perturbation domains at x and y, and
to get hm.
From the constructions in section 5.2, we get the diffeomorphism h that satisfies the first
item of Proposition 1. In this section, we do the perturbations to get the diffeomorphism
hm.
Assume ht(x) = y. By replacing x and y to a negative or positive iteration, we assume
that x, y ∈ Up and Orb
−(x, h) ∪ Orb+(y, h) ⊂ Up. Assume that #({h
n(x)}1≤n≤t ∩ Up) =
m0. We take a number r < r0 small enough, such that, if we take the neighborhood
Ux = h(B(h
−1(x), θr)) of x and the neighborhood Uy = B(y, θr) of y, then, the four sets
Ux, h
−1(Ux), Uy and h(Uy) are contained in Up and pairwise disjoint from each other and
disjoint with {hn(x)}1≤n≤t. By the λ-Lemma, there is l0 ∈ N, such that, for anym ≥ 1, there
is a piece of orbit (h(z), h2(z), · · · , hl0+m−1(z)) contained in Up, such that h(z) ∈ B(y, r),
hl0+m−1(z) ∈ B(h−1(x), r) and hi(z) /∈ Uy ∪ h−1(Ux) for any i = 2, 3, · · · , l0 +m − 2. Let
l = l0 +m0.
By Lemma 2.27 and the disjointness of Uy, f
−1(Ux) and UK , there is hm ∈ U , such
that, hm coincides with h outside Uy ∪ f−1(Ux), and hm(y) = h2(z), hm(f l0+m−1(z)) =
hl0+m−1m (y) = x. Hence hm coincides with h on Orb(p) and outside Up. Moreover, the point
x is a periodic point of hm, and putting O = Orb(x, hm), we have that O\Up = Orb(x, h)\Up,
and #(O ∩ Up) = l0 +m0 +m = l +m.
This finishes the proof of Proposition 1.
Remark 5.3. We point out here that, in the periodic case, we cannot do the same per-
turbations at x′ to connect fk
′
(w′) to f(z′) just as at the points y′ to connect fn4(z′) and
f−n5+1(y). Because the piece of orbit (w′, · · · , fk
′
(w′)) that connects the neighborhoods Vz1
and Vx′ of z1 and x
′ respectively may enter into the neighborhood Ux′ many times before
fk
′
(w′). Thus if we use the basic perturbation lemma to connect fk
′
(w′) to f(z′), the piece
of orbit (w′, · · · , fk
′
(w′)) may be modified and it is not clear if the negative orbit of y can
intersect Vz1 after such perturbation.
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6 Asymptotic approximation for true orbits: proof of
Proposition 2
In this section, we give the proof of Proposition 2. In fact, the proof is almost the same as
the proof of Proposition 10 in [18]. Recall that K is an invariant compact set and α(x) ⊂ K.
We consider the hyperbolic periodic point p /∈ K with Wu(p) ∩ K 6= ∅. We assume that
for any point y ∈ Wu(p, f), we have ω(y) \ K 6= ∅, otherwise there is nothing needed to
prove. Also we assume that x /∈ K because the other case can be obtained directly if the
proposition is true under the assumption x /∈ K. We take two steps to get our purpose:
— we choose a sequence of non-periodic points (zn)n≥0, such that:
z0 ≺ z1 ≺ · · · ≺ K, z0 ∈ Wu(p) and zn /∈ Orb
−(x), for any n ≥ 0,
— then we perturb at every zn to connect all the points together and avoid Orb
−(x).
In order to prove Proposition 2, we take a decreasing sequence of C1-neighborhoods (Un)
of f that satisfies the following properties:
— U0 ⊂ U ,
— the element of Un is of the form f ◦ φ with φ ∈ Vn, where (Vn) is a decreasing se-
quence of C1 neighborhoods of Id that satisfy the property (F) in Definition 2.24,
and ∩nVn = {Id}.
Then we have that ∩nUn = {f}. Theorem 2.25 associates to each pair (f,Uk) a number Nk.
Recall that α(x) ⊂ K and we have assumed that x /∈ K. We need the following three
lemmas for the proof of Proposition 2.
Lemma 6.1. For any neighborhood W of K, there is a point z ∈ (W ∩Wu(p)) \K, such
that, z ≺W K and Orb
+(z) ⊂W . Moreover, z /∈ Orb−(x).
Proof. The proof is similar to the proof of Lemma 5.1. We assumeW is a small neighborhood
of K such that x 6∈ W and p /∈ W . Take an open neighborhood V ⊂ W of K, such that
V ⊂ W . Since Wu(p) ∩K 6= ∅, for any k ≥ 1, there is a point xk ∈ Wu(p) and a positive
integer n(k), such that fn(k)(xk) ∈ B(K,
1
k ). For k large, the set B(K,
1
k ) is contained in V .
We consider the smallest integerm(k) such that the piece of orbit (fm(k)(xk), · · · , fn(k)(xk))
is contained in V . By the assumption that ω(xk) \ K 6= ∅ for any k ≥ 1, we can see that
n(k)−m(k) goes to infinity as k goes to infinity.
By taking convergent subsequence if necessary, assume the sequence {fm(k)(xk)} con-
verges to a point z ∈ V , and {fn(k)(xk)} converges to a point z′ ∈ K. It can be obtained
directly that z ∈ Wu(p). By a similar argument as in the proof of Lemma 5.1, we can
obtain the fact that z /∈ K, and z ≺W z′. Then we have z ≺W K since z′ ∈ K. Since
fm(k)(xk), · · · , f
n(k)(xk) is contained in V and n(k) −m(k) goes to infinity, we have that
Orb+(z) ⊂W . Then by the assumption x /∈ W , we have z /∈ Orb−(x). Hence z /∈ Orb−(x)
because Orb−(x) ⊂ Orb−(x) ∪K.
Lemma 6.2. There are a point y ∈ Wu(p), a sequence of points (zk)k≥1, three sequences of
neighborhoods (Uk)k≥1, (Vk)k≥1, (Wk)k≥0 and a sequence of finite segment of orbits Yk =
(yk, f(yk), · · · , fm(k)(yk))k≥0, such that:
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1. Wk+1 ⊂Wk and ∩kWk = K;
2. Theorem 2.25 can be applied to zk ∈ Vk ⊂ Uk for the triple (f,Uk, Nk), and fn(Uk) ⊂
Wk \Wk+1 for all 0 ≤ n ≤ Nk;
3. Uk ∩Orb
−(x) = ∅, for any k ≥ 1;
4. zk ≺Wk zk+1 and zk ≺Wk K, for any k ≥ 1;
5. the points fm(k)(yk) and yk+1 are contained in Vk+1 for all k ≥ 0 where y0 = y, and
Orb−(y) ∩W1 = ∅;
6. Yk ⊂Wk \Wk+2 for all k ≥ 0 and Yk ∩Orb
−(x) = ∅, for all k ≥ 0;
Proof. We build all the sequences by induction. Set W0 = M . We first choose W1, z1, V1,
U1 and Y0.
Since all periodic orbits in K are hyperbolic, there is a neighborhoodW1 of K, such that
there is no periodic points with period less than or equal to N1 contained in W1 \K. Also
we can assume that p /∈ W1. By Lemma 6.1, there is z1 ∈ W1 \ K, such that z1 ≺W1 K,
z1 /∈ Orb
−(x), and z1 ∈ Wu(p). By the choice of W1 and by the fact z1 ∈ W1 \K, there is
a neighborhood U1 of z1, that is disjoint from its N1 first iterates and fn(U1) ⊂W1 \K for
any 0 ≤ n ≤ N1. Moreover, because z1 /∈ Orb
−(x), we can assume U1 ∩ (Orb
−(x)∪K) = ∅.
By Theorem 2.25, there is V1 ⊂ U1 associated to (f,U1, N1). Then there are a point
y ∈ Wu(p) \ W1 and a positive integer m(0), such that fm(0)(y) ∈ V1. Moreover, by
considering a negative iterate of y if necessary, we can assume that Orb−(y) ∩W1 = ∅. We
take y0 = y and Y0 = (y, f(y), · · · , fm(0)(y)). To sum up, we have obtained W1, z1, V1, U1
and Y0.
Now we construct the sequences by induction on k. After Wk, zk, Vk, Uk and Yk−1 have
been built, there is Wk+1 ⊂Wk such that
— there is no periodic point with period less than or equal to Nk+1 contained in Wk+1 \
K;
— fn(Uk) ∩Wk+1 = ∅, for all 1 ≤ n ≤ Nk;
— Wk+1 ∩ Yk−1 = ∅;
— Wk+1 is contained in B(K,
1
k ).
By Lemma 2.13, there is zk+1 ∈ Wk+1 \ K, such that zk ≺Wk zk+1 ≺Wk+1 K and
Orb+(zk+1) ⊂Wk+1. Since x /∈ Wk+1, we have that zk+1 /∈ Orb
−(x). Moreover, by the fact
that zk+1 /∈ K and α(x) ⊂ K, we have that zk+1 /∈ Orb
−(x). By Theorem 2.25, there are
neighborhoods Vk+1 ⊂ Uk+1 of zk+1 associated to (f,Uk+1, Nk+1), such that:
— Uk+1 ∩ (Orb
−(x) ∪K) = ∅,
— fn(Uk+1) ⊂Wk+1 for all 0 ≤ n ≤ Nk+1.
Then there is Yk = (yk, f(yk), · · · , fm(k)(yk)), such that yk ∈ Vk and fm(k)(yk) ∈ Vk+1.
Since Uk∩Orb
−(x) = ∅, we have that yk /∈ Orb
−(x), and hence Yk is disjoint from Orb
−(x).
Then we finish the proof of Lemma 6.2.
Remark 6.3. We point out here that, in Lemma 6.2, there is an open set V containing
Orb−(x), such that V ∩ Uk = ∅ for all k ≥ 1. In fact, since x /∈ K, for any integer n ∈ N,
there is nk, such that f
−n(x) /∈ Wnk . By the fact that Uk ⊂ Wk and Uk ∩ Orb
−(x) = ∅,
for any n ≥ 0, there is an open neighborhood Bn of f
−n(x), such that Bn ∩ Uk = ∅ for any
k ≥ 1. Then we take V =
⋃
n≥0Bn.
38
Now we fix the point y ∈Wu(p) and the sequences (zk)k≥1, (Uk)k≥1, (Vk)k≥1, (Wk)k≥0
and (Yk)k≥0 as in Lemma 6.2. We have the following lemma.
Lemma 6.4. There are a sequence of perturbations (gk)k≥0 of f and a strictly increasing
sequence of integers (nk)k≥0, such that,
1. g0 = f and n0 = 0;
2. there is φk ∈ Vk, such that φk = Id outside Uk ∪ · · · ∪ f
Nk−1(Uk) and gk = gk−1 ◦φk,
for k ≥ 1;
3. for any l = {0, 1, · · · , k − 1}, the piece of orbit (gnlk (y), g
nl+1
k (y), · · · , g
nl+1
k (y)) is
contained in Wl \Wl+2.
Proof. We build inductively the sequences (gk) and (nk) and another sequence of integers
(mk)k≥0 which satisfy the conclusions and also the following properties:
— mk > nk and g
mk
k (y) ∈ Vk+1;
— the piece of orbit (gnkk (y), g
nk+1
k (y), · · · , g
mk
k (y)) is contained in Wk \Wk+2.
First, we take g0 = f and n0 = 0. By Lemma 6.2, there is m0 > 0, such that g
m0
0 (y) ∈ V1
and the piece of orbit (y = gn00 (y), g0(y), · · · , g
m0
0 (y)) is contained in W0 \W2.
Now assume that gk, nk and mk have been built, we explain how to get gk+1, nk+1 and
mk+1.
The forward orbit of gnkk (y) has a positive iterate g
mk
k (y) ∈ Vk+1, and the backward
orbit of fm(k+1)(yk+1) has a negative iterate yk+1 ∈ Vk+1. Moreover, these segments of
orbit are contained in Wk \Wk+3. Since gk coincides with f on the set Uk+1 ∪ f(Uk+1) ∪
· · · ∪ fNk+1(Uk+1), one can apply Theorem 2.25 to (gk,Uk+1, Vk+1, Uk+1) and get a diffeo-
morphism gk+1. The new diffeomorphism gk+1 is of the form gk ◦ φk+1, where φk+1 = Id
outside Uk+1 ∪ · · · ∪ fNk+1−1(Uk+1) and f ◦ φk+1 ∈ Uk+1, thus φk+1 ∈ Vk+1.
Since gk+1 = gk outside Uk+1∪· · ·∪fNk+1−1(Uk+1), the piece of orbit (y, gk(y), · · · , g
nk
k (y))
under gk coincides with the one (y, gk+1(y), · · · , g
nk
k+1(y)). By the new diffeomorphism gk+1,
the forward orbit of gnkk+1(y) has an iterate f
m(k+1)(yk+1) under gk+1 contained in Vk+2.
That is to say, there is an integer mk+1 > nk, such that f
m(k+1)(yk+1) = g
mk+1
k+1 (y). More-
over, there exists an integer nk+1 with nk < nk+1 < mk+1, such that:
– the piece of orbit (gnkk+1(y), · · · , g
nk+1
k+1 (y)) is contained in the union of {g
nk
k (y), · · · , g
mk
k (y)}
and Uk+1 ∪ · · · ∪ fNk+1−1(Uk+1), hence it is contained in Wk \Wk+2,
– the piece of orbit (g
nk+1
k+1 (y), · · · , g
mk+1
k+1 (y)) is contained in the union of Uk+1 ∪ · · · ∪
fNk+1−1(Uk+1) and {yk+1, · · · , fm(k+1)(yk+1)}, hence it is contained inWk+1 \Wk+3.
Then the conclusions are satisfied for k + 1. This ends the proof of Lemma 6.4.
End of the proof of Proposition 2. Recall that the supports Ui ∪ · · · ∪ fNi−1(Ui) and Uj ∪
· · · ∪ fNj−1(Uj) of the perturbations φi and φj are disjoint for any i 6= j, and (Vn) satisfy
the property (F). Then the sequence gk = f ◦ φ1 ◦ · · · ◦ φk converges to a diffeomorphism
g ∈ U0 ⊂ U . By the constructions, g coincides with f ◦ φk in the set Uk ∪ · · · ∪ f
Nk−1(Uk)
and with f elsewhere. We take V to be the neighborhood of Orb−(x) in Remark 6.3, then
it holds that g coincides with f on the set Orb(p)∪K∪V ∪Orb−(y) and ω(y, g) ⊂ K. Since
Orb−(x) ⊂ V , we have that Dg coincides with Df on Orb−(x). Moreover, since g is the
limit of the sequence (gk), by Lemma 6.4, for any n > nk, g
n(y) ∈ Wk. Then we have that
ω(y, g) ⊂ K. This finishes the proof of Proposition 2.
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7 Asymptotic approximation for pseudo-orbits: proof
of Proposition 3
To prove Proposition 3, we use the techniques of [8, 18] to get true orbits by perturbing
a pseudo-orbit. Similarly to the proof of Proposition 2, we have to perturb infinitely many
times in a special neighborhood to keep some part of the initial dynamic unchanged. The
proof refers a lot to [8] and Section 3.2 of [20].
We take several steps. First, we choose an open set that covers all positive orbits of X
that are not on the local stable manifold of periodic orbits with small periods. Actually,
we choose a special topological tower of X . Second, we construct a sequence of disjoint
perturbation domains containing in their interior the special topological tower. Then, we
choose an infinitely long pseudo-orbit in X that goes from z to K, has jumps only in the
tiles of the perturbation domains and accumulates to K in the future. Finally, we perturb in
the perturbation domains to construct a true orbit which goes from z to K and accumulates
to K in the future.
We take a C1 neighborhood U0 of the diffeomorphism f0 with U0 ⊂ U , such that, the
element of U0 is of the form f ◦ φ with φ ∈ V0, where V0 is a C
1-neighborhood of Id
that satisfies the property (F) in Definition 2.24. Then there is a smaller C1 neighborhood
U ′ ⊂ U0 of f0 and an integer N0 associated to (f0,U0) by Theorem 2.26. Take the integer
T = 10κddN0 where the integer κd ≥ 1 is the number given by Lemma 2.36.
From now on, we fix the C1 neighborhoods U ′ ⊂ U0 of f0 and the integer T . Consider
a diffeomorphism f ∈ U ′, an invariant compact set K, a positive invariant compact set X
and a point z, satisfying the following properties:
– all periodic points contained in K are hyperbolic,
– all periodic points contained in X with period less than or equal to T are hyperbolic,
– for any ε > 0, there is an ε-pseudo-orbit contained in X that connects from z to K.
Also we fix a neighborhood U of X \K.
We take a decreasing sequence of C1-neighborhoods (Un)n≥1 of f such that, U1 ⊂ U0,
and ∩nUn = {f}. Moreover, the element of Un is of the form f ◦ φ with φ ∈ Vn, where
(Vn) is a decreasing sequence of C1 neighborhoods of Id that satisfy the property (F) in
Definition 2.24. For any k ≥ 1, Theorem 2.25 associates to each pair (f,Uk) an integer
Nk. We can assume that (Nk)k≥0 is an increasing sequence. We assume also that z /∈ K,
otherwise there is nothing to prove. For an integer N , denote by PerN (f) the set of periodic
points of f whose period is no more than N . Fix a small number γ > 0 (to determine the
C0 distance between the new created diffeomorphism and f).
7.1 Choice of topological towers
In this section, we construct a family of special topological towers for the set X with the
properties stated in Lemma 7.1.
Lemma 7.1. For any δ > 0, for any decreasing sequence of positive constants (γn)n≥0, and
for any increasing sequence of integers (Lk)k≥0 where L0 = 10dN0, there are a decreasing
sequence of neighborhoods (Uk)k≥0 of K, a sequence of open sets (Wk)k≥0, and a sequence of
compact sets (Dk)k≥0, such that, putting Xk = X ∩ (Uk \ Uk+1) for all k ≥ 0, the following
properties are satisfied.
— U0 =M , z /∈ U1, and
⋂
k≥0 Uk = K,
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— For any k ≥ 0,
1. there is no periodic orbit with period less than κ2dLk+1 contained in Uk+1 \K,
2. f i(Uk+1) ⊂ Uk, for all −4κ2dLk+1 ≤ i ≤ 4κ
2
dLk+1,
3. the Lk sets Wk, f(Wk), · · · , fLk−1(Wk) are pairwise disjoint, contained in U \K,
and also contained in Uk−1 \ Uk+2, where we put U−1 = U0 =M ,
4. for any −4κ2dLk+2 ≤ i ≤ 4κ
2
dLk+2, we have that f
i(Uk+2) ∩ (W0 ∪ · · · ∪Wk) = ∅,
5. for any l < k, any 0 ≤ i ≤ Ll and any 0 ≤ j ≤ Lk, we have that f i(Wl)∩f j(Wk) =
∅,
6. the set Dk is contained in Wk, such that, any point in X0 \ (
⋃
p∈PerL0 (f)
W sδ (p))
has a positive iterate in Int(D0), and for k ≥ 1, any point in Xk has a positive
iterate in Int(Dk ∪Dk−1),
7. the diameter of every connected component of Wk is smaller than γk.
Remark 7.2. The setW0∪· · ·∪Wk can be seen as a special topological tower for X0∪· · ·∪Xk,
from the items 3, 5 and 6.
Proof. We build inductively the sequences (Uk)k≥0, (Wk)k≥0 and (Dk)k≥0 from a sequence
of open sets (W ′k)k≥0 and a sequence of compact sets (D
′
k)k≥0, which satisfy the following
additional properties: for any k ≥ 0,
— 1′. the set Wk is contained in a small neighborhood of W
′
k, and W
′
k ⊂Wk,
— 2′. the sets W ′k, f(W
′
k), · · · , f
Lk−1(W ′k) are pairwise disjoint, contained in U \K, and
also contained in Uk−1 \ Uk+2,
— 3′. for all −4κ2dLk+2 ≤ i ≤ 4κ
2
dLk+2, we have f
i(Uk+2)) ∩ (W ′0 ∪ · · · ∪W
′
k) = ∅,
— 4′. for any l < k, any 0 ≤ i ≤ Ll and any 0 ≤ j ≤ Lk, we have f i(Wl)∩ f j(W ′k) = ∅,
— 5′. Dk = (D
′
k ∪D
′
k+1) ∩Wk, where D
′
0 ⊂W
′
0 and D
′
k+1 ⊂Wk ∪W
′
k+1,
— 6′. any point in X0 \ (
⋃
p∈PerL0 (f)
W sδ (p)) has a positive iterate in Int(D
′
0) and any
point in Xk has a positive iterate contained in Int(D
′
k) for any k ≥ 1,
— 7′.the diameter of every connected component of W ′k is smaller than
γk
2 .
Put U−1 = U0 =M . We construct inductively the sets Uk+1, W
′
k, D
′
k, Wk−1 and Dk−1.
The sets U1, W
′
0, and D
′
0: the case where k = 0. By the assumption of hyperbolicity
of periodic orbits in K, we can take a neighborhood U1 ⊂ B(K, 1) of K such that z /∈ U1
and there is no periodic orbit with period less than κ2dL1 in U1 \K. Notice that U0 = M .
The properties 1 and 2 are satisfied.
Recall that X contains no non-hyperbolic periodic orbit with period less than T , where
T = 10κddN0 = κdL0. Hence X0 contains no non-hyperbolic periodic orbit with period less
than κdL0. By Lemma 2.36, there are an open set W
′
0 ⊂ U whose closure W
′
0 is a compact
d-dimensional sub-manifold with boundary and a compact set D′0 ⊂ W
′
0, such that W
′
0 is
disjoint from its L0 iterates, which is the first property of item 2
′. Moreover, any point in
X0 \ (
⋃
p∈PerL0 (f)
W sδ (p)) has a positive iterate contained in Int(D
′
0) and hence the item 6
′
is satisfied. By the item 4 of Lemma 2.36, the set W ′0 is contained in a small neighborhood
of X0 ∪ f(X0) ∪ · · · ∪ fκdL0(X0). Moreover, we can choose W ′0 such that the diameter of
every connected component of W ′0 is smaller than
γ0
2 , which is the item 7
′. Hence we can
assume that
⋃L0
i=0 f
i(W ′0) ⊂ U \K, since X is positively invariant. To make the sequences
complete, we could put D′−1 = D−1 =W−1 = ∅. Notice that, we do not need to check other
items for the case k = 0.
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The sets Uk+2, W
′
k+1, D
′
k+1, Wk and Dk. Assume Uj+1, W
′
j , D
′
j, Wj−1 and Dj−1 have
been constructed for any 0 ≤ j ≤ k. Now we build the sets Uk+2, W ′k+1, D
′
k+1, Wk and Dk.
We take a neighborhood Uk+2 ⊂ Uk+1 ∩B(K,
1
k+2 ) of K, such that:
— there is no periodic orbit with periodic less than κ2dLk+2 in Uk+2 \ K, which is the
property 1,
— f i(Uk+2) ⊂ Uk+1, for all −4κ2dLk+2 ≤ i ≤ 4κ
2
dLk+2, which is the property 2,
— W ′k ∩ f
i(Uk+2) = ∅ for all −4κ2dLk+2 ≤ i ≤ 4κ
2
dLk+2, which implies the item 3
′ and
the last property of item 2′.
Consider the compact set Xk+1 = X ∩ Uk+1 \ Uk+2. Notice that Xk+1 contains no
periodic orbit of period less than or equal to κ2dLk+1. By Lemma 2.36, there is an open
set V ′k+1 whose closure V
′
k+1 is a compact d-dimensional sub-manifold with boundary such
that any point in Xk+1 has a positive iterate contained in V
′
k+1. Moreover, the set V
′
k+1 is
disjoint from its first κdLk+1 first iterates and V ′k+1 is contained in a small neighborhood
of
⋃κ2dLk+1
i=0 f
i(Xk+1). By taking this neighborhood small, we can assume that V
′
k+1 satisfies
the following properties:
— Since f i(Uk+1) ⊂ Uk for any −4κ2dLk+1 ≤ i ≤ 4κ
2
dLk+1, and Xk+1 ⊂ Uk+1, we have
that f i(V ′k+1) ⊂ Uk, for any −2κ
2
dLk+1 ≤ i ≤ 2κ
2
dLk+1.
— Since f i(Uk+1) ∩ (W0 ∪ · · · ∪Wk−1) = ∅ for any −4κ2dLk+1 ≤ i ≤ 4κ
2
dLk+1, we have
that f i(V ′k+1) ∩ (W0 ∪ · · · ∪Wk−1 ∪K) = ∅ for any −2κ
2
dLk+1 ≤ i ≤ 2κ
2
dLk+1.
Moreover, we can choose V ′k+1 such that the diameter of all its connected components is
small enough, such that all the ith iterates of every connected component of V ′k+1 is of
diameter smaller than
γk+1
3 , for any 0 ≤ i ≤ κdLk+1.
Recall that W ′k and V
′
k+1 are two compact d-dimensional sub-manifolds with boundary
and V ′k+1 is disjoint from its first κdLk+1 first iterates. By Lemma 2.34, consideringW
′
k and
V ′k+1 as W
′ and V ′, and considering the integer Lk+1 as the integer T , there is an open set
Sk =Wk ∪ Vk+1 satisfying the following properties:
— Wk and Vk+1 are two compact d-dimensional sub-manifolds with boundary.
— Wk ∪ Vk+1 ⊂ U \K.
— Wk is a small neighborhood of W
′
k, and hence Wk is disjoint with its first Lk iterates.
Moreover, the properties 2′, 3′, 4′ of W ′k implies the properties of 3, 4, 5 of Wk. The
property 1′ is automatically satisfied.
— V ′k+1 ⊂
⋃κdLk+1
i=0 f
−i(Sk),
— Wk ∩ f i(Vk+1) = ∅ for all i = 0,±1, · · · ,±Lk+1,
— Vk+1 is contained in a small neighborhood of V
′
k+1 ∪ f(V
′
k+1) ∪ · · · ∪ f
κdLk+1(V ′k+1)
and disjoint from its Lk+1 iterates. Thus we can assume that K ∩ Vk+1 = ∅, and
for all −κdLk+1 ≤ i ≤ κdLk+1, we have f i(Vk+1)) ∩ (W0 ∪ · · · ∪Wk−1) = ∅ and
f i(Vk+1)) ⊂ Uk.
Moreover, by the assumption of the diameter of every connected component of W ′k and
V ′k+1, we can take Wk and Vk+1 such that every connected component of Wk is of diameter
less than γk and every connected component of Vk+1 is of diameter less than
γk
2 . Then the
item 7 is satisfied.
By the fact that any point in Xk+1 has a positive iterate contained in V
′
k+1, and V
′
k+1 ⊂
42
⋃κdLk+1
i=0 f
−i(Vk+1), one can see that any point in Xk+1 has a positive iterate contained in
Sk. By the compactness of Xk+1, there is a compact set D
′
k+1 ⊂ Sk, such that all such
iterates are contained in Int(D′k+1). Put W
′
k+1 = Vk+1 and Dk = (D
′
k ∪D
′
k+1) ∩Wk. Then
we have D′k+1 ⊂ Sk = Wk ∪W
′
k+1. From the construction of Vk+1, we can see that W
′
k+1
and D′k+1 satisfy the properties 6, 2
′, 3′, 4′, 5′, 6′, 7′.
This finishes the construction of the sets Uk+2, W
′
k+1, D
′
k+1 Wk and Dk.
Notice that
⋂
k≥0 Uk = K and z /∈ U1 are obviously satisfied by the choice of Uk. This
finishes the proof of Lemma 7.1.
7.2 Construction of perturbation domains
We take Lk = 10dNk for all k ≥ 0, and take a small number δ > 0, such that for any two
different hyperbolic periodic points q1, q2 ∈ PerN0(f)∩X , we have W
σ1
δ (q1)∩W
σ2
δ (q2) = ∅,
where σi ∈ {u, s}. Take a decreasing sequence of positive constants (γk)k≥0, such that for
any subset ofM whose diameter is smaller than γk, then its i
th iterate is of diameter smaller
than γ for any 0 ≤ i ≤ Lk. By Lemma 7.1, we get the sequences (Uk)k≥0, (Wk)k≥0 and
(Dk)k≥0. We still denote Xk = X ∩ (Uk \ Uk+1) for all k ≥ 0.
Now we build the perturbation domains for the family (Xk). The techniques are mainly
from Section 4.1 and 4.2 of [8]. First, we build the perturbation domains that covers the
points which are not on the local stable manifolds of periodic orbits with period less than
or equal to N0. The proof is essentially due to Corollaire 4.1 of [8]. They deal with a
family of perturbation domains with the same order, thus the union forms a perturbation
domain. Here we have a sequence of perturbation domains with different orders, however,
the construction of each perturbation domain can be separated.
Lemma 7.3. There is a perturbation domain Bk of order Nk for (f,Uk) for each k ≥ 0,
such that the sequence (Bk)k≥0 satisfies the following properties.
1. The supports of the perturbations domains Bk are pairwise disjoint, contained in U ,
and also contained in Uk−1 \ Uk+2.
2. Any point of X0 \ (
⋃
p∈PerN0 (f)
W sδ (p)) has a positive iterate in the interior of one
tile of the perturbation domain B0 and any point of Xk has a positive iterate in the
interior of one tile of the perturbation domain Bk−1 ∪Bk for k ≥ 1.
In consequence, for any k ≥ 0, there is a finite family of tiles Ck associated to Bk, and
a family of compact sets Dk contained in the interior of tiles of Ck, such that:
— each tile of Ck contains exactly one element of Dk, for all k ≥ 0 and each element of
Dk is contained in a tile of Ck,
— any point of X0 \ (
⋃
p∈PerN0 (f)
W sδ (p)) has a positive iterate in the interior of one
element of D0 and any point of Xk has a positive iterate in the interior of one element
of Dk−1 ∪Dk for k ≥ 1.
Moreover, the diameter of any connected component of Bk is smaller than γ.
Proof. Consider the sequence of open sets (Wk)k≥0 and the sequence of compact sets (Dk)k≥0
obtained by Lemma 7.1. Moreover, by the item 7 of Lemma 7.1, the diameters of components
of each Wk can be chosen small enough such that all their first Lk iterates are contained in
a perturbation domain of order Lk by Theorem 2.32.
AssumeW is a component ofWk, and put D = Dk∩W . By assumption, W is contained
in a chart of perturbation ϕ : W → Rd. We can tile W with tiles of proper size such that
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any cube that intersects ϕ(D) is contained in ϕ(W ). We do the same thing for all other
components of Wk that has non-empty intersection with Dk and we get a finite family P0
of perturbation domains, each of them being an open set, pairwise disjoint, contained in
Wk, and the union of their closure contains Dk in its interior. Denote Φ0 the family of
perturbation charts in the construction of P0.
Repeat the construction for f2iNk(Wk) and f
2iNk(Dk), i ∈ {1, · · · , 5d−1}, and we get the
families Pi of perturbation domains contained in f
2iNk(Wk), pairwise disjoint and the union
of their closure contains f2iNk(Dk) in its interior. Denote Φi the family of perturbation
charts corresponding to Pi. Consider the family f−2iNk(Pi) contained in Wk. The union of
the closure of all cubes of f−2iNk(Pi) contains Dk in its interior. By a C1 small perturbation
of Φi, we can suppose that a point in Dk can only be contained on the boundary of at most
d different cubes of all cubes contained in ∪5d−1i=0 f
−2iNk(Pi) 1. Since there are at least 5d
families of cubes, we get that any point of Dk is contained in the interior of at least 4d
families of such cubes.
We replace every cube in Rd by another one with the same center and homothetic
with rate ρ < 1 close to 1. Then we get the families Pi,ρ of perturbation domains whose
closures are pairwise disjoint. If we choose ρ close enough to 1, then any point of Dk is still
contained in the interior of a cube of at least 4d families of (f−2dNk(Pi,ρ))0≤k≤5d−1. By the
compactness of Dk, for each i, there is a finite family Γi of tiles of the domains f
−2iNk(Pi,ρ),
such that the union Σi of the tiles of Γi satisfies: any point of Dk is contained in the interior
of at least 4d compact (f−2iNk(Σi))0≤k≤5d−1.
By another C1 small perturbation of Φi, we can suppose that any point ofDk is contained
on the boundary of the tiles of at most d families of (f−2iNk(Γi))0≤k≤5d−1. Any point is
contained in at least 4d families of tiles, hence any point is contained in the interior of at
least one of these tiles. Define Bk and Ck to be the union of the families Pi,ρ and the union
of the families Γi respectively.
Then the compact set Dk is covered by the interior of the tiles of the family f
−2iNk(Γi).
We can take all the components of the intersection of f2iNk(Dk) and the elements of the
family Γi, and this is the family Dk.
Finally, by the assumption that Lk = 10dNk and the choice of Wk in Lemma 7.1, the
supports of perturbation domains (Bk)k≥0 are pairwise disjoint and are contained in U .
Also, the support of the perturbation domain Bk is also contained in Uk−1 \ Uk+2. By the
choice of the sequence (γk)k≥0, one can see that the diameter of any connected component
of Bk is smaller than γ. This finishes the proof of Lemma 7.3.
We also have to construct perturbation domains that cover the stable and unstable
manifolds of periodic orbits contained in X0∩PerN0(f). By the assumption of hyperbolicity
of periodic orbits, X0 ∩PerN0(f) is a finite set. By Proposition 4.2 in [8], we can construct
in the following way.
Lemma 7.4 (Proposition 4.2 of [8]). For any periodic orbit Q ⊂ X ∩PerN0(f), any neigh-
borhood V of Q, there are a neighborhood W of Q, two perturbation domains Bs and Bu of
order N0 for (f,U0), two finite families of tiles Cs and Cu associated to Bs and Bu respec-
tively, two finite families of compact sets Ds and Du, and an integer n0(Q), such that:
1. V contains W and
⋃
0≤i≤N0−1
f i(Bs ∪Bu).
1. In [8], they call the sets of ∪5d−1
i=0
f−2iNk (Pi) on general position. We do not introduce this definition
in our paper. The reader can refer to Section 3.3 of [8] for more details.
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2. f i(Bs) ∩ f j(Bu) = ∅ for all 0 ≤ i, j ≤ N0 − 1,
3. each element of Ds is contained in the interior of an element of Cs, and each element
of Du is contained in the interior of an element of Cu. Moreover, each tile of Cs and
Cu contains exactly an element of Ds ∪ Du
4. for any two pairs Ds ∈ Ds and Du ∈ Du, there is n ∈ {0, · · · , n0(Q)}, such that
fn(Ds) ∩Du 6= ∅.
5. for any point z ∈W \W sloc(Q), there is n > 0 and D ∈ Du, such that f
n(z) ∈ Int(D)
and f i(z) ∈ V for all 0 ≤ i ≤ n. Moreover, if f(z) 6∈W , then n ≤ n0(Q).
6. for any point z ∈W \Wuloc(Q), there is n > 0 and D ∈ Ds, such that f
−n(z) ∈ Int(D)
and f−i(z) ∈ V for all 0 ≤ i ≤ n. Moreover, if f−1(z) 6∈W , then n ≤ n0(Q).
Moreover, the diameter of any connected component of Bs and Bu is smaller than γ.
7.3 Choice of a pseudo-orbit
By Lemma 7.3, we have the sequences of perturbation domains (Bk)k≥0, tiles (Ck)k≥0
and families of compact sets (Dk)k≥0. Notice that there are only finitely many periodic
orbits contained in PerN0(f) ∩ X , and they are all outside U1. Hence for each periodic
orbit Q contained in X with period no more than N0, we can take an open neighborhood
V (Q) ⊂ U that are pairwise disjoint, disjoint from U1 and disjoint from f i(Bk) for any
0 ≤ i ≤ Nk − 1 and any k ≥ 0. By Lemma 7.4, we have for each Q the open set W (Q), the
perturbation domains Bs(Q) and Bu(Q), the families of tiles Cs(Q) and Cu(Q), the families
of compact sets Ds(Q) and Du(Q) and the number n0(Q). By the choice of V (Q), we have
that f i(Bσ(Q)) ∩ f
j(Bk) = ∅ for any σ = s, u, any 0 ≤ i ≤ Nk − 1 and any k ≥ 0.
We take the union of (Bs(Q), Cs(Q),Ds(Q)), (Bu(Q), Cu(Q),Du(Q)) and (B0, C0,D0),
and to simplify the notations, we still denote the union by (B0, C0,D0). By Remark 2.33, we
know the newly created (B0, C0,D0) is still a perturbation domain of order N0 for (f,U0).
Denote D′k the union of the compact sets of the family Dk for each k ≥ 0. By a similar
argument as in [8, Section 4.3], we assume that z is not in any of the perturbation domains
that we have chosen.
Recall that the support of the perturbation domainBk is supp(Bk) =
⋃
0≤n≤Nk−1
fn(Bk).
From the above constructions, the supports of the perturbation domains (Bk)k≥0 are pair-
wise disjoint and are contained in U . Moreover, we have that supp(Bk) ⊂ Uk−1 \ Uk+2 for
any k ≥ 0.
Lemma 7.5. There is an infinitely long pseudo-orbit Y = (y0, y1, · · · ) for f contained in X
that has jumps only in tiles of (Ck)k≥0 with y0 = z and d(yn,K)→ 0 as n→∞. Moreover,
for each k ≥ 0, there is a minimal number lk, such that yi ∈ Uk for all i ≥ lk.
Proof. By the former constructions, any point x ∈ X0 has a positive iterate contained in the
union of the interior of the compact set D′0 and the open sets W (Q) for all periodic orbits
Q ⊂ X ∩ PerN0(f). Any point x ∈ Xk has a positive iterate contained in the union of the
interior of compact sets D′k for k ≥ 1. By the compactness of the sets Xk, there are integers
Tk, compact sets D˜k ⊂ D′k, and compact sets W˜ (Q) ⊂W (Q), such that
— all points x ∈ X0 will enter the union of D˜0 and W˜ (Q) for all Q ⊂ X ∩ PerN0(f) in
time bounded by T0,
— all points x ∈ Xk will enter in D˜k for k ≥ 1 in time bounded by Tk.
We can assume that T0 is larger than n0(Q), for any Q ⊂ X ∩ PerN0(f) (recall that n0(Q)
is obtained from Lemma 7.4).
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Setting of the constants. For k ≥ 0, set ηk to be smaller than half of the minimum of
the distances between a point in (
⋃
Q⊂X∩PerN0(f)
W˜ (Q)) ∪ (
⋃
0≤i≤k D˜i) and a point in the
completement of (
⋃
Q⊂X∩PerN0(f)
W (Q)) ∪ (
⋃
0≤i≤kD
′
i). Moreover, we also assume that ηk
is smaller than half of the minimum of the distances between a point in f(M \ Uk) to a
point in Uk+1, and smaller than the minimum of the distances between a point in a compact
set D ∈ Dk and a point on the boundary of the tile C ∈ Ck that contains D. Then for any
k ≥ 0, there is a number 0 < εk < ηk, such that for any εk-pseudo-orbit (x0, · · · , xTk), we
have d(xi, f
i(x0)) <
1
2ηk, and d(xi, f
i−Tk(xTk )) <
1
2ηk for all 0 ≤ i ≤ Tk. For each εk, there
is a number δk ∈ (0,
1
3 εk), such that, for any two points x, y ∈ M , if d(x, y) < δk, then
d(f(x), f(y)) < 13 εk. Without loss of generality, we can assume that the sequences (ηk)k≥0,
(εk)k≥0 and (δk)k≥0 are strictly decreasing sequences.
The sets X˜k and the pseudo-orbits Zk. Now we take a finite δk-dense set X˜k of Xk
for any k ≥ 0, such that z ∈ X˜0. For any k ≥ 0, take a δk-pseudo-orbit (yk1 , · · · , y
k
mk) in
X \ K, such that yk1 = z and d(y
k
mk
,K) < δk. Then we project this pseudo-orbit to the
set
⋃
i≥0 X˜i: if y
k
j ∈ Xi \Xi+1, then there is z
k
j ∈ X˜i, such that d(y
k
j , z
k
j ) < δi. Then the
pseudo-orbit Zk = (z
k
1 , · · · , z
k
mk) is a pseudo-orbit contained in
⋃
i≥0 X˜i that connects z to
K, where zk1 = z.
Recall that (Uk)k≥0 is a sequence of decreasing neighborhoods of K and Xk = X ∩
(Uk \ Uk+1). Hence, if ykj , y
k
j+1 ∈ Ui, then we have d(f(z
k
j ), z
k
j+1) ≤ d(f(z
k
j ), f(y
k
j )) +
d(f(ykj ), y
k
j+1) + d(y
k
j+1, z
k
j+1) <
1
3 εi+δk + δi <
2
3 εi+
1
3 εk. Thus d(f(z
k
j ), z
k
j+1) < εi when
k ≥ i. For any k ≥ 0, by cutting some part of Zk, we can assume that zkj 6= z
k
l for any j 6= l.
Then for any k ≥ 0, there is a minimal integer l(m, k), such that zki ∈ Um for all i > l(m, k).
The infinitely long pseudo-orbit Z. Since X˜k is a finite set for any k ≥ 0, one can
extract a subsequence (Z1k) of (Zk), such that all pseudo-orbits in this subsequence have the
same piece before staying in U1, that is to say, (z
k
1 , · · · , z
k
l(1,k)) are equal to each other for any
Zk ∈ {Z1k}. Similarly, there is a subsequence (Z
2
k) of (Z
1
k), such that all pseudo-orbits in this
subsequence have the same piece before staying in U2. We can continue this process, and
finally, by taking the limit, we can get an infinitely long pseudo-orbit Z = (z1, z2, · · · ) such
that z1 = z, d(zn,K) → 0 as n → ∞. Moreover, if zj, zj+1 ∈ Xi, then d(f(zj), zj+1) < εi,
since Z is a limit set of (Zk).
By the analysis of Lemma 4.6 in [8], the pseudo-orbit Z = (z1, z2, · · · ) has the property
stated in the following claim. We omit the proof here since it follows exactly the proof of
Lemma 4.6 in [8].
Claim 7.6. There is a strictly increasing sequence t0 = 1, t1, · · · , such that for j > 0, ztj is
contained in a compact set Ej of
⋃
k≥0Dk. Moreover, for any j ≥ 0,
— if Ej ∈ D0, then either tj − tj−1 < T1 or there is Q ⊂ X ∩ PerN0(f), such that
Ej−1 ∈ Ds(Q) and Ej ∈ Du(Q),
— if Ej ∈ Dk for some k ≥ 1, then tj − tj−1 < Tk.
Construction of the pseudo-orbit Y from Z. Now we replace some part of Z to get
an infinitely long pseudo-orbit that connects U˜ to K, accumulates to K in the future, and
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has jumps only in the tiles of the perturbation domains. Using Claim 7.6, we construct Y
as the following.
— If Ej ∈ D0 and tj − tj−1 < T1 or if Ej ∈ Dk where k ≥ 1, we replace the piece of
pseudo-orbit (ztj−1+1, · · · , ztj) by the piece of true orbit (f(ztj−1), f
2(ztj−1), · · · , f
tj−tj−1(ztj−1)).
— If Ej ∈ D0 and tj − tj−1 ≥ T1, we have that there is Q ⊂ X ∩ PerN0(f), such
that Ej−1 ∈ Ds(Q) and Ej ∈ Du(Q). By Lemma 7.4, there is a piece of true
orbit (x, f(x), · · · , f t(x)) such that x ∈ Ej−1, f
t(x) ∈ Ej and t ≤ n0(Q) < T0.
Then we replace the piece of pseudo-orbit (ztj−1+1, · · · , ztj ) by the piece of true orbit
(f(x), f2(x), · · · , f t(x)).
Then we get a new pseudo-orbit Y = (y0, y1, · · · ).
The property of the pseudo-orbit Y . From the construction of the pseudo-orbit Y ,
we can see that two nearby points yi, yi+1 satisfy the following properties.
— If yi /∈ Dk for any k ≥ 0, then f(yi) = yi+1.
— If there exists k ≥ 0, such that yi ∈ Dk, then yi and f−1(yi+1) are in a same tile of
Ck.
This implies that Y has jumps only in tiles of (Ck)k≥0 with y0 = z and d(yn,K) → 0 as
n → ∞. Moreover, there is a minimal number lk, such that yi ∈ Uk for all i ≥ lk and all
k ≥ 0.
This finishes the proof of Lemma 7.5.
Remark 7.7. In Lemma 7.5, we only need to guarantee that the pseudo-orbit Y obtained
has jumps only in the tiles of (Ck)k≥0. We do not have to consider the scale of jumps at
each step.
7.4 The connecting processes
We take the infinitely long pseudo-orbit Y = (y0, y1, · · · ) with y0 = z contained in X
from Lemma 7.5. Recall that Y has jumps only in tiles of (Ck)k≥0 and d(yn,K) → 0 as
n → ∞. Moreover, for each k ≥ 0, there is a minimal integer lk, such that yi ∈ Uk for all
i ≥ lk. We have the following lemma.
Lemma 7.8. For each k ≥ 0, there are a diffeomorphism fk, an infinitely long pseudo-orbit
Yk = (y
k
0 , y
k
1 , · · · ) of fk with y
k
0 = z, and two sequences of positive integers (mk)k≥0 and
(nk)k≥0, such that for any k ≥ 0, the following properties are satisfied.
1. There is φk ∈ Vk, such that φk|M\supp(Bk) = Id|M\supp(Bk), and fk = fk−1 ◦ φk,
where we put f = f−1.
2. The integer mk is the smallest positive integer, such that f
mk
k+1(z) ∈ Uk. Moreover,
we have mk < mk+1.
3. The piece of pseudo-orbit (yk+10 , y
k+1
1 , · · · , y
k+1
mk−1
) of fk+1 coincides with (z, fk+1(z), · · · ,
fmk−1k+1 (z)).
4. nk ≤ lk+2, and yknk+i = ylk+2+i, for all i ≥ 0.
5. The pseudo-orbit Yk of fk has jumps only in the tiles {Ck+1, Ck+2, · · · }.
Proof. We build the sequences by induction. We construct fk+1, Yk+1, nk+1 and mk after
fk, Yk, nk and mk−1 has been built.
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The constructions of f0, Y0, n0: the case n = 0. Recall that the pseudo-orbit Y of f
has jumps only in tiles of (Ck)k≥0 and lk is the minimal integer, such that yi ∈ Uk for all
i ≥ lk.
We consider the finite pseudo-orbit (y0, y1, · · · , yl2), which also has jumps only in titles
of (Ck)k≥0 since it is a piece of Y . Moreover, we have that y0 = z and y0, ylk /∈ supp(B0) by
the former constructions. By Lemma 2.33, there are a diffeomorphism f0 ∈ U0, a positive
integer n0 and a new pseudo-orbit Y
0
0 = (yˆ
0
0 , yˆ
0
1 , · · · , yˆ
0
n0) of f0, satisfying the following three
properties.
— yˆ00 = y0 = z and yˆ
0
n0 = yl2 .
— The diffeomorphism f0 coincides with f outside supp(B0), hence there is φ0 ∈ V0,
such that φ0|M\supp(B0) = Id|M\supp(B0), and f0 = f ◦ φ0, which is the item 1.
— The pseudo-orbit Y 00 has only jumps in the tiles {C1, C2, · · · }.
— n0 ≤ l2.
Now we consider the infinitely long pseudo-orbit Y0 = (y
0
0 , y
0
1 , · · · ) of f0 which is a
composition of Y 00 and (yl2 , yl2+1 · · · ). That is to say y
0
i = yˆ
0
i when 0 ≤ i ≤ n0 and
y0i = yl2+i−n0 when i > n0. Then the diffeomorphism f0, the pseudo-orbit Y0 and the
integer n0 satisfy the following properties.
— Y0 has jumps only in the tiles {C1, C2, · · · }, which is the item 5.
— n0 ≤ l2 and y0n0+i = yl2+i for any i ≥ 0, which is the item 4.
Notice that we do not have to check the items 2 and 3 for the case k = 0.
The constructions fk+1, Yk+1, nk+1 and mk: the case n = k + 1. We assume that
fk, Yk, mk−1 and nk have been built. Then we have that the infinitely long pseudo-orbit
Yk = (y
k
0 , y
k
1 , · · · ) of fk with y
k
0 = z, has only jumps in the tiles {Ck+1, Ck+2, · · · }. Moreover,
the piece of the pseudo-orbit (yk0 , y
k
1 , · · · , y
k
mk−1−1) coincides with (z, fk(z), · · · , f
mk−1−1
k (z))
and the piece of the pseudo-orbit (yknk , y
k
nk+1, · · · ) coincides with (ylk+2 , ylk+2+1, · · · ).
Similarly to the construction in the case k = 0, we consider the finite pseudo-orbit
(yk0 , y
k
1 , · · · , y
k
nk
, · · · , yknk+lk+3−lk+2) of fk which also has only jumps in the tiles {Ck+1, Ck+2, · · · }
since it is a piece of Yk. Notice that y
k
nk+lk+3−lk+2
= ylk+3 and supp(Bk+1) ∩ Uk+3 = ∅. By
Lemma 2.33, there are a diffeomorphism fk+1, a positive integer nk+1 and a new pseudo-
orbit Y 0k+1 = (yˆ
k+1
0 , yˆ
k+1
1 , · · · , yˆ
k+1
nk+1
) of fk+1, satisfying the following three properties.
— yˆk+10 = z and yˆ
k+1
nk+1 = ylk+3 .
— The diffeomorphism fk+1 coincides with fk outside supp(Bk+1), hence there is φk+1 ∈
Vk+1, such that φk+1|M\supp(Bk+1) = Id|M\supp(Bk+1), and fk+1 = fk ◦φk+1, which is
the item 1.
— The pseudo-orbit Y 0k+1 has only jumps in the tiles {Ck+2, C2, · · · }.
— nk+1 ≤ lk+3.
Similarly to the case when k = 0, we consider the infinitely long pseudo-orbit Yk+1 =
(yk+10 , y
k+1
1 , · · · ) of fk+1 which is a composition of Y
0
k+1 and (ylk+3 , ylk+3+1 · · · ). That is
to say yk+1i = yˆ
k+1
i when 0 ≤ i ≤ nk+1 and y
k+1
i = ylk+3+i−nk+1 when i > nk+1. Then
the diffeomorphism fk+1, the pseudo-orbit Yk+1 and the integer nk+1 satisfy the following
properties.
— Yk+1 has jumps only in the tiles {Ck+2, Ck+3, · · · }, which is the item 5.
— nk+1 ≤ lk+3 and y0nk+1+i = ylk+3+i for any i ≥ 0, which is the item 4.
Then we take the smallest integer mk, such that f
mk+1
k+1 (z) ∈ Uk+1. To be precise, we
take mk in the following way:
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— we take m0 = 1,
— when k ≥ 1, we take mk such that f
mk+1
k+1 (z) ∈ Uk+1, and for all 0 ≤ i < mk, we have
f ik+1(z) /∈ Uk.
Since supp(Bk+1) ⊂ Uk \ Uk+3, the diffeomorphism fk+1 coincides with fk on the piece of
orbit (z, fk(z), · · · , f
mk−1−1
k (z)). By the item 2 of Lemma 7.1, we have that mk−1 < mk,
which is the property 2. The property 3 is satisfied by the choice of mk. This finishes the
proof of Lemma 7.8.
End of the proof of Proposition 3. Nowwe consider the sequences (fk)k≥0, (Yk)k≥0, (mk)k≥0
and (nk)k≥0 from Lemma 7.8. Recall that Uk = f ◦ Vk where Vk satisfies the property (F)
in Definition 2.24. Then the sequence of diffeomorphism fk = f ◦ φ0 ◦ · · · ◦ φk converges
to a diffeomorphism g ∈ U . Since the supports of all perturbation domains of (Bk)k≤0 are
contained in U , we have that g = f |M\U . Moreover, since the diameter of any connected
component of the perturbation domains is smaller than γ, we have that the C0 distance of
g and f is smaller than γ.
Since supp(Bk+1) ⊂ Uk \ Uk+3, by the items 2 and 3 of Lemma 7.8, the piece of orbit
(z, fk(z), · · · , f
mk−1−1
k (z)) is also a piece of orbit of fn, when n ≥ k+1. This implies that the
limit of the sequence of pseudo-orbits Yk is the positive orbit of z under g since the sequence
(mk)k≥0 is strictly increasing. By the item 4 of Lemma 7.8, we can see that Orb
+(z, g) has
only finitely many points outside Uk for any k ≥ 0 (bounded by nk), hence ω(z, g) ⊂ K.
This finishes the proof of Proposition 3.
8 Proofs of the applications
In this section, we give the proofs of the applications of the main theorem.
8.1 Structural stability and hyperbolicity
To prove Corollary 1.3, we use some of the results in [46, 53, 52, 51]. We take two steps:
first, we prove that the statement is true for a residual subset of Diff1(M), and then we
prove it for all diffeomorphisms in Diff1(M).
Recall that an invariant compact set Λ is shadowable, if for any ε > 0, there is δ > 0,
such that any ε-pseudo orbit (x0, x1, · · · , xn) in Λ can be δ-shadowed by a segment of
orbit (x, f(x), · · · , fn(x)) in M , i.e. there exists x ∈ M such that d(f i(x), xi) < δ for any
0 ≤ i ≤ n.
Assume that H(p) is the homoclinic class of a hyperbolic periodic point p of a diffeomor-
phism f ∈ Diff1(M). We state two properties as follows:
— (P1) There are m ∈ N, C > 0 and 0 < λ < 1, such that H(p) admits an (m,λ)-
dominated splitting TH(p)M = E ⊕ F with dim(E) = Ind(p). And for any periodic
point q homoclinically related to p, where τ(q) denotes the period of q, the followings
are satisfied: ∏
0≤i<τ(q)/m
‖Dfm|E(fim(q))‖ < Cλ
τ(q),
∏
0≤i<τ(q)/m
‖Df−m|F (f−im(q))‖ < Cλ
τ(q).
49
— (P2) H(p) is shadowable and every periodic pseudo-orbit can be shadowed by a
periodic orbit.
Now we state the following two Lemmas, whose proofs will be omitted.
Lemma 8.1 (Theorem 1.2 of [51]). Assume that f is a diffeomorphism in Diff1(M). If a
homoclinic class H(p) is structurally stable, then the property (P1) is satisfied for H(p).
Lemma 8.2 (Proposition 7 of [51]). Assume that f is a diffeomorphism in Diff1(M) and
p is a hyperbolic periodic point. If the two properties (P1) and (P2) are satisfied for H(p),
then H(p) is hyperbolic.
Proof of Corollary 1.3. We take a residual subset B ⊂ Diff1(M) such that any f ∈ B satisfies
the conclusion of Theorem A and Lemma 2.38. We claim that, for any f ∈ B, if a homoclinic
class H(p) of f is structurally stable, then it is hyperbolic. In fact, by Lemma 8.1, the
property (P1) is satisfied for H(p). Consider the splitting TH(p)M = E ⊕ F stated in
property (P1). By the two inequalities in the property (P1), the Lyapunov exponents of all
periodic points homoclinically related to p are uniformly bounded away from zero. Then by
Theorem A and Remark 1.2, we can see that the bundle E is contracting and the bundle F
is expanding. Hence H(p) is hyperbolic.
Now we assume that f is an arbitrary diffeomorphism in Diff1(M). If a homoclinic class
H(p) of f is structurally stable, then there is a C1 neighborhood U of f , such that H(ph)
is conjugated to H(p) through a homomorphism φh for any h ∈ U . For a diffeomorphism
g ∈ B ∩ U , we know that H(pg) is structurally stable. Then H(pg) is hyperbolic by the
argument above, hence H(pg) satisfies the property (P2). It is easy to see that the property
(P2) is invariant under conjugacy, thus is satisfied by H(p) since H(p) is conjugated to
H(pg). The property (P1) is satisfied by H(p) by Lemma 8.1. Then by Lemma 8.2, we have
that H(p) is hyperbolic. This finishes the proof of Corollary 1.3.
This finishes the proof of Corollary 1.3.
8.2 Partial hyperbolicity
Now we give the proofs of Corollary 1.4 and Corollary 1.5.
Proof of Corollary 1.4. We assume that TH(p)M = E⊕F where dim(E) is smaller than the
smallest index of periodic orbits contained in H(p). In particular we have that dim(E) <
Ind(p). Assume by contradiction that E is not contracting. By Theorem A, there are
periodic orbits Orb(qn) ⊂ H(p) such that Ind(qn) = dim(E), which contradicts to the
assumption that dim(E) < Ind(qn). This proves Corollary 1.4.
Proof of Corollary 1.5. We assume that f satisfies the properties in Lemma 2.38 and Theo-
rem A. For a homoclinic class H(p) of f , we denote by j ≥ 1 and l ≤ d− 1 the smallest and
the largest index of periodic point contained in H(p). By item 4 of Lemma 2.38 (Theorem 1
of [1]), for any j ≤ i ≤ l, there are periodic orbits of index i contained in H(p). Moreover, for
any j ≤ i ≤ l, the hyperbolic periodic points with index i are dense in H(p). By Theorem A
of [47], H(p) admits a dominated splitting with index i. By Remark 2.7, we have that H(p)
admits a dominated splitting TH(p)M = E
cs ⊕ Ec1 ⊕ · · · ⊕ E
c
n ⊕ E
cu, where dim(Ecs) = j,
n = l − j, and dim(Eci ) = 1 for all 1 ≤ i ≤ n. Since H(p) contains hyperbolic periodic
points with index i for all j ≤ i ≤ l, we can see easily that the central bundle Eci is neither
contracting nor expanding, for any 1 ≤ i ≤ n.
50
Now we consider whether the two bundles Ecs and Ecu are hyperbolic. Here Ecs is
hyperbolic means it is contracting and Ecu is hyperbolic means it is expanding.
Case 1: both Ecs and Ecu are hyperbolic In this case, the splitting TH(p)M = E
cs ⊕
Ec1 ⊕ · · · ⊕ E
c
n ⊕ E
cu is a partially hyperbolic splitting. We put Es = Ecs and Eu = Ecu.
Then the the smallest and the largest index of periodic orbits contained in H(p) are dim(Es)
and d− dim(Eu) respectively.
Case 2: at least one bundle of Ecs and Ecu is not hyperbolic Without loss of
generality, we assume that the bundle Ecs is not contracting. By Theorem A, there are
periodic orbits Orb(qn) with arbitrarily long period and index j, whose largest Lyapunov
exponent along Ecs converges to 0. Moreover, such periodic orbits form a dense set in
H(p). Then by the Franks’ Lemma and a genericity argument like in Section 4.7, the
homoclinic class H(p) can be accumulated by periodic orbits with index j − 1, see [23,
Lemma 2.1]. Therefore, by Theorem A of [47] and Remark 2.7, Ecs has a dominated
splitting Ecs = Es⊕Ec0 with dim(E
c
0) = 1. By Corollary 1.4, we have that E
s is contracting.
Symmetrically, if the bundle Ecu is not expanding, then it admits a finer dominated splitting
Ecu = Ecn+1 ⊕ E
u such that Eu is expanding and dim(Ecn+1) = 1.
By the analysis above, we can obtain that H(p) admits a partially hyperbolic splitting
TH(p)M = E
s ⊕ Ec1 ⊕ · · · ⊕ E
c
k ⊕ E
u with every center bundle of dimension one. Moreover,
we have that Ecs = Es or Ecs = Es ⊕ Ec1 and symmetrically E
cu = Eu or Ecu = Eck ⊕ E
u.
Hence the smallest index of periodic orbits contained in H(p) is dim(Es) or dim(Es) + 1
and the largest one is d− dim(Eu) or d− dim(Eu)− 1.
This ends the proof of Corollary 1.5.
8.3 Lyapunov stable homoclinic classes
Now we give the proofs of Corollary 1.6 and Corollary 1.7.
Proof of Corollary 1.6. From Corollary 1.4, we only have to prove the case where dim(E)
equals the largest index of periodic orbits contained in H(p). The idea of the proof follows
from [41] and Section 3 of [4]. We just give an explanation here and for more details, the
reader should refer to [41] and Section 3 of [4].
Assume f ∈ R satisfies Theorem A where R is the residual set in Lemma 2.38. There is
a neighborhood U of f , such that the items 3, 4 and 6 stated in Lemma 2.38 are satisfied
for (f,H(p),U). We can assume that p has the largest index among the periodic points
contained in H(p), hence dim(E) = Ind(p). Assume that the bundle F is not expanding,
then by the conclusion of the Theorem A, we can get a sequence of periodic orbits Orb(qn)
homoclinically related to Orb(p) with arbitrarily long period such that the smallest Lyapunov
exponent of Orb(qn) along the bundle F can be arbitrarily close to 0. By Lemma 2.3 of [28],
we can assume that all the eigenvalues of ‖Df‖ along Orb(qn) are real. Then by Theorem 1
of [30] (Theorem 2.5 in [4]) and a proper construction of a path of diffeomorphism (see [4]),
there is a diffeomorphism g ∈ U and a periodic point q of g with index larger than dim(E)
such that W s(q) ∩ Wu(pg) 6= ∅. By C1 small perturbation, we can assume that W s(q)
intersects Wu(pg) transversely. This property is persistent under C
1 perturbation, since
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Ind(q) > Ind(pg). Hence there is a neighborhood V ⊂ U of g, such that for any h ∈ V ,
we have W s(qh) ⋔ W
u(ph) 6= ∅. Take a diffeomorphism h ∈ V ∩ R, we have that H(ph) is
Lyapunov stable by the item 6 of Lemma 2.38. Then Wu(ph) is contained in H(ph). By
the fact W s(qh) ⋔ W
u(ph) 6= ∅, we have that qh ∈ H(ph). This contradicts the item 4 of
Lemma 2.38 by the choice of U , since Ind(qh) > Ind(ph) = Ind(p).
Proof of Corollary 1.7. We assume that the second item does not happen. By Lemma 2.38,
all periodic orbits contained in H(p) have the same index. By [41], H(p) has a dominated
splitting TH(p)M = E ⊕ F such that dim(E) = Ind(p). By Corollary 1.6, we have that the
bundle F is expanding. With the same argument to f−1 and the bundle E, we get that E
is contracting for f . Hence the splitting TH(p)M = E ⊕ F is hyperbolic. Then H(p) is a
hyperbolic chain recurrence class by item 2 of Lemma 2.38. Hence by a standard argument
using the shadowing lemma, H(p) is an isolated chain recurrence class. By Theorem 5 of [2],
since M is connected, the homoclinic class H(p) is in fact the whole manifold, hence f is
Anosov.
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