Abstract-In order to construct two-variable polynomials with a certain zero behavior, the notion of intersecting zeros is studied. We show that generically two-variable polynomials have a finite set of intersecting zeros, and give an algorithm on how to construct a polynomial with the desired intersecting zeros. Relations with the Cayley-Bacharach theorem are addressed. In addition, we will also address the case when stable polynomials are sought.
I. INTRODUCTION

I
N [4] , the notion of intersecting zeros of a two-variable polynomial (1) was introduced, as being the common zeros of and , where
Thus is an intersecting zero of if
The particular polynomials studied in [4] were stable polynomials (i.e., where ). In this case, the function is well-defined on the bitorus , where as usual . The function is called the spectral density function of , and plays an important role in the design of autoregressive filters. As it turns out the rate of decay of the Fourier coefficients of , as and , depends heavily on the location of the intersecting zeros of (see [4, Th. 2.2.1] . Stable polynomials also play an important role in prediction theory and in two-variable control via certain rational function solutions of the Nevanlinna-Pick problem. A polynomial of the form (1) will be said to be of degree . The degree terminology is used somewhat more loosely than usual as we do not require any particular coefficients to be nonzero. Note that the definition of depends on the degree (the notation would be more accurate, but also more cumbersome). We will specify throughout the paper the degree of our polynomials, which will typically be . As in [4] we shall also allow the pairs to be intersecting zeros. For this, we use the conventions where and are complex numbers. Thus, for instance is an intersecting zero of if . With the conventions and , we now have the simple observation that is an intersecting zero for if and only if is an intersecting zero for . One way to determine the intersecting zeros of is by using matrix valued one-variable polynomials. As this works for the common zeros of any pair of polynomials and of degree , we will explain it for this situation. Denote It follows from the theory of matrix polynomials (see, e.g., [5] ) that when is regular (i.e., for some ) then there are only a finite number of common zeros of and . The same is true for , and counting multiplicity there are exactly common zeros of and . If, say, has more than roots then it must be identically zero and since is a resultant it follows by Bezout's theorem that and have a common factor.
One of the questions that was left open in [4] is to what extent the intersecting zeros determine the polynomial . Clearly, the intersecting zeros of are also intersecting zeros of linear combinations of and , so that the best one can hope for is that the intersecting zeros narrow it down to a two-dimensional (2-D) subspace. Note that in one variable the zeros determine a polynomial up to a nonzero multiplicative constant; thus effectively to a one-dimensional subspace. A polynomial of degree has coefficients. With pairs of intersecting zeros (remember, the pairs are symmetric with respect to so knowing of them suffices to reconstruct all of them), which corresponds to complex numbers, it seems that typically only a subset of the zeros is required to reconstruct the subspace spanned by and . These issues and in general the relations between polynomials and their intersecting roots, will be considered in this paper.
The paper is organized as follows. In Section II we give necessary and sufficient conditions for pairs of complex numbers to be the intersecting zeros of a polynomial. As a corollary we prove a Cayley-Bacharach type result. In Section III we give an algorithm on how to construct stable polynomials with prescribed intersecting zeros. We need to recall some notions on spectral data of matrix polynomials. The main references for this material are [5] and [11] . We shall use the notation col . . . etc., where is a common zero of and . Thus, when the lengths of the Jordan chains are all equal to 1 (the generic case), we may choose the columns of to be a linear combination of vectors of the form of (2) while is of the form . We do not yet have a description of the Jordan chains when theirs lengths are grater than one (however see, for example, 3.15).
The following is the main result of this section. The proof of the result when and do not have spectra at infinity is given in Appendix A. [3] for an extensive exposition on the different versions of the Cayley-Bacharach theorem and their history. It is interesting to note that Hilbert [6] used the Cayley-Bacharach theorem to prove that not all nonnegative polynomials of more than one real variable are a sum of squares.
III. STABLE POLYNOMIALS
In this section, we consider the question of building a stable polynomial with prescribed intersecting zeros. We will first develop some auxiliary results on stable polynomials. We refer to [10] , [7] , and [1] . . .
Thus for some implies that the right-hand side of (8) again contradicting the positive definiteness of . Combining these two observations with the stability of , we get by Theorem 2.1.5(iii) above (with the roles of and and and interchanged) that is stable. The proofs of (i) (iii) and (iii) (i) are the same as above with the roles of and interchanged.
For (i) (iv) observe that (i) implies both (ii) and (iii), which together yield (iv).
Finally, for (iv) (i) observe that the arguments above show that the positive definiteness of and imply that for all . But then Theorem 2.1.5(iii) in [4] implies that is stable.
From the equivalence of (i) and (ii) in (10) . Now the result follows from Proposition 2.1.
Clearly, by using the other equivalences in Proposition 3.1 one may state other variations of this two variable Schur-Cohn test. We leave this for the reader. It should be observed that the existence of an as in Theorem 3.1 may easily be determined numerically by using semidefinite programming (see, e.g., [9] ).
Returning to the question of constructing a stable polynomial with prescribed intersecting zeros, we need to look at linear combinations of a polynomial and its reverse. As it turns out a linear combination of and is stable if and only if or is. This is the content of the following proposition. 
and . Then is a left spectral factor of . Now factor as where the matrix polynomial can be computed from the formula (see [5] ) (15) with row col
In an analogous manner, we can compute so that where is the comonic left stable factor of . Note that and if is invertible then the above formula for can be written as and . As we will see in some of the examples, with an appropriate definition of the matrix cases of intersecting zeros with higher multiplicity may be handled as well. Besides obtaining a stable polynomial it is necessary to check that its reverse is also in the kernel of . We do not yet have a general statement for this case.
Using the results developed in this section, we obtain the following algorithm for finding stable polynomials with given intersecting zeros.
Algorithm: Given are pairs counting multiplicity , that lie symmetrically with respect to .
Step 1) Construct intersecting right spectral pairs and form . In the case of distinct roots is the two-variable Vandermonde matrix whose th column equals
Step 2) Check that dim . If so, continue. If not, stop (no solution exists by Theorem 2.1).
Step 3) Find a basis for of the form , where is the matrix with an antidiagonal of 1's and zeros elsewhere.
Step Note that is of size and has a kernel of dimension . Thus, its rows are linearly independent (another way of seeing this is that , however the above reasoning may be easily adjusted for the general case).
In a similar way, we obtain col col and has linearly independent rows. Express now row row as a linear combination of the rows of , i.e., 
On the other hand, as is a shifted version of padded with zeros, we obtain from (20) an equality
As , we obtain that . But then (21) and (22) yield that
As
, this means that the rows of are not linearly independent. Contradiction.
