High-frequency ultrasound transducers have been developed for high-resolution imaging applications, such as nondestructive testing and medical diagnostics. Several of these devices employ miniaturized acoustical lenses to enhance the resolution of the system; however, research has been limited due to lens fabrication restrictions at or below the millimeter scale, which also increases the difficulty in creating lenses of identical geometric shape. Alignment and assembly problems on the micrometer scale have also necessitated the requirement for developing an in situ integrated transducer-lens system. Thus, the purpose of this study was to employ a new state-of-the-art micromachining technique to fabricate a high-precision, integrated, microacoustical lens-transducer system of identical geometric shape. Concave lenses (d = 1 mm) were fabricated from either PMMA R or epoxy using an ultra-high-precision micromilling machine. The lenses were designed for three different focal lengths (3 mm, 4 mm or 5 mm) with a center thickness of (3/4)λ. After fabrication, each lens was evaluated for compliance with the design criteria using scanning electron microscopy and a roughness/step tester. A total of 28 lenses with identical geometry were successfully fabricated. The errors of the radii of curvatures for all PMMA R and epoxy lenses were within 7.5 ± 5.8% and 6.0 ± 6.1%, respectively, of the designed values.
Introduction
High-frequency ultrasound transducers have been developed for high-resolution imaging applications, such as nondestructive testing [1] [2] [3] [4] [5] and medical diagnostics [6] [7] [8] [9] [10] . The type of focusing system employed by these systems significantly influences the accuracy, precision and sensitivity of the device. Based on the pioneering papers of Labaw [11] , O'Neil [12] and Kossoff [13] , the primary focusing systems developed for single-element transducers include: (1) reflectors, (2) contour emitters, (3) zone plates and (4) refractors.
Several investigators have developed acoustical lenses as a method of focusing the ultrasound beam, to reduce the lateral dimension of the beam in the focal region [14] [15] [16] [17] [18] [19] . This beam narrowing decreases the size of the sample volume and increases the intensity of the ultrasound waves within the focal region, thereby, increasing the accuracy, resolution and signalto-noise ratio (SNR) of the transducers. Several researchers have studied the effect of acoustical lenses on the centimeter scale [14] [15] [16] [17] [18] [19] [20] [21] ; however, little research has been conducted on lenses at or below the millimeter scale.
In high-frequency ultrasound, more research has been conducted in the area of refractive lenses due to the dimensional requirements associated with the design restrictions for the focusing system and ease of fabrication and/or implementation in miniaturized transducers. Ishikawa et al [3] developed spherical microacoustical lenses ranging from 10 to 500 µm. Their fabrication technique used air bubbles trapped inside the lens material (e.g. fused silica, quartz, flint glass and glassy carbon) during processing to construct the microspherical acoustic lens [22] . Although the surface of the lenses produced by this method possesses a mirror-like finish, the ability to produce multiple lenses of identical geometric shape is difficult; therefore, techniques must be developed whereby the lens geometry can be carefully controlled by the manufacturer. Hein [21] designed and constructed a new lens for three-dimensional (3D) flow velocity vector estimation. His design was similar to surface acoustic microscopy lenses; however, his design consisted of three lenses constructed in one rod. The beam width for each lens in the focal region was 0.5 mm and the focal length was 18.3 mm. One problem with his design was its poor SNR performance as well as significant amounts of reverberations due to the lens material (aluminum) having high acoustic impedance, which caused a significant loss of the ultrasound energy. Lalonde et al [19] designed a three-point focus field conjugate acoustic lens that was coupled to a 5 cm diameter PZT-5A transducer, geometrically focused at a radius of 12 cm. They selected a plastic material (polystyrene) as the lens material in order to improve the SNR. Conventional machining techniques, such as milling and lathing, were employed to fabricate these lenses; however, when the diameter of the lens was reduced to 1 mm or 2 mm, these techniques were found to be inadequate. Hartley [23] fabricated acoustical lenses for 2 mm diameter crystals using Teflon R microspheres to mold the epoxy lenses, which were later bonded to the crystal surface. This process was limited in that errors, such as a nonuniform thickness of the bonding layer, occurred while bonding the small lens to a piezoelectric crystal of similar size. In addition, both the repeatability and the precision of this technique were low.
These studies clearly indicate the limited capabilities of conventional fabrication methods and the need for alternative techniques. For example, Hashimoto et al [24] developed a new technique using wet chemical etching of single-crystal silicon to fabricate acoustical lenses with a diameter of 280 µm. The lenses were incorporated into a 600 MHz surface acoustic microscope (SAM), which was able to resolve lines and spaces on the order of 1.6 µm. However, similar difficulties as mentioned in the discussion in Hartley's paper were encountered in assembling, aligning and bonding the lens to the SAM system. An approach to minimize these alignment and assembly errors is to fabricate the lens in situ to produce an integrated transducer-lens system. Thus, the purpose of this study is to employ new state-ofthe-art micromechanical machining techniques to fabricate an integrated microacoustical lens-transducer system with identical geometric configurations.
Materials and methods
In this study, a focused acoustic system was developed for implementation in a 20 MHz, high-frequency pulse ultrasonic Doppler velocimeter. The acoustic transducer material selected was lead-zirconate-titanate (PZT) due to its piezoelectric properties, high sensitivity as well as high Curie temperature, a property that insures that the piezoelectric characteristics of the material remain relatively stable at room temperature [7, 25] . Other piezoelectric materials, such as quartz and polyvinylidene difluoride, were not selected for this application due to their lower piezoelectric coefficients, sensitivity and other undesired acoustic properties [6, 25, 26] .
The thickness, δ, of the PZT disc should equal an integral number of one-half the wavelength in order to oscillate at the desired fundamental resonance frequency ( f ) [27, 28] 
where c T is the acoustic velocity in the piezoelectric material. To satisfy this relationship, chrome-gold-plated PZT-5A (Boston Piezo-Optics, Inc., Bellingham, MA) with a thickness of 100 µm was selected. Prior to fabrication, each PZT-5A crystal was evaluated for compliance to the design specifications using a roughness/step tester (RST, WYKO, Corp, Tucson, AZ) and the average thickness was found to be 100 ± 3 µm. Some of the benefits of using PZT are lost due to the large acoustic mismatch between the piezoelectric and biological materials; therefore, special electrical and acoustical impedance matching must be used to reduce these losses and increase the output energy of the transducer. The acoustic velocities in the medium and lens material must differ in order to focus the acoustic beam since the differences between the indices of refraction, defined as the ratio of the acoustic velocity in material 2 to that in material 1, lead to a convergence or divergence of the acoustic beam. According to Tarnoczy [15] , a concave lens utilizes less material and has lesser acoustic aberrations than a convex lens. Furthermore, the lenses should be made of a substance with a higher index of refraction than the medium and a low acoustic attenuation coefficient to maximize the energy of transmission of the transducer.
Polymethylmethacrylate (PMMA) and epoxy are often used as acoustic matching materials in low-power applications when water is the loading medium [29] . Although PMMA and epoxy attenuate the ultrasound beam more than other matching materials such as metals, their acoustic impedances are low. In this study, attenuation is not an important consideration since the transducer is designed for measuring velocities in small caliber vessels (<5 mm diameter) in close proximity to the transducer and the lens material is thin (∼0.1 mm). These materials were also selected because they are easy to machine and can be obtained in the liquid form, which will help in the fabrication of the integrated transducer-lens system.
Desilets et al [30] indicated that the optimum or ideal acoustic impedance, Z i , of a matching material occurs when
where Z t is the transducer impedance and Z L is the impedance of the loading medium. For this application, the characteristic impedances of the transducer (PZT-5A) and loading medium (blood) are 29.1 MRayls and 1.6 MRayls, respectively, which result in an ideal characteristic impedance of 4.2 MRayls. Since the impedance difference between the PZT-5A and the blood is large, more than 80% of the normal incidence wave (θ i = 0) will be reflected at the interface, indicating the necessity for an impedance matching layer. Therefore, in this study, the lens material will serve not only as a focusing PZT disc lens medium system, but also as the impedance matching layer. While it is difficult to find a lens material that precisely satisfies the above condition, using materials with impedance values close to the ideal impedance, such as epoxy (Z epoxy = 3.8 MRayls) and PMMA (Z PMMA = 3.2 MRayls), will still maintain adequate bandwidth [31] . Another consideration in the design of lenses is the thickness since the lens also serves as a matching layer. The amount of energy passing through the lens material depends not only on the ratio of the acoustic impedances (Z 1 /Z 2 ), but also on the ratio of the lens thickness (d) to the acoustic wavelength (λ). Referring to figure 1, the following expression for the amount of acoustic energy transmitted (T) through multiple media can be derived [32] :
When the lens thickness d 2 equals (2n-1)λ 2 /4 and Z 2 equals (Z 1 Z 3 ) 1/2 , the ratio of the energy transmitted is equal to unity, i.e. T = 1, which is the maximum amount of energy that can be transmitted from the transducer to the medium. When d 2 equals 2nλ 2 /4 and Z 2 equals (Z 1 Z 3 ) 1/2 , the ratio of the energy transmitted is equal to
2 , which is the minimum amount of energy that can be transmitted.
Lens design
To design the concave lens, the desired focal length must first be determined (figure 2). The length of the near field of the transducer and focal length of the lens dictate the final focal length of the transducer-lens system. In addition, the diameter of the blood vessels also influences the focal length given the application of the final device. The near-field length or focal point of the transducer is determined by the acoustic wavelength (λ) in the medium and the size of the piezoelectric element [33] ,
where F is the focal point of the transducer and r is the element radius. The pressure in the far field decreases along the axis by a factor proportional to 1/x, where x is the axial distance, and the beam in the far field diverges. The near field for the transducer used in this study is 3.25 mm since the diameter of the crystal is 1 mm, and the wavelength generated in blood (at 37
• C) is 77 µm for an operating frequency of 20 MHz. Since the operational depth of the PUDV transducer will be in the range of 1-5 mm, lens focal lengths of 3-5 mm were chosen.
If the conduction medium for ultrasound is a liquid and the lens is made from a solid material with a higher propagation velocity, the curvature of the lens must be concave to produce a converging lens. For plane-concave lenses, the focal length, F, can be determined using the analogy with optical lenses [33] ,
where µ = c 1 /c 2 , R is the radius of curvature, µ is the index of refraction of the lens material related to the environment, c 1 is the acoustic velocity of the medium and c 2 is the acoustic velocity of the lens material. Using this relationship, the radii of curvature (ROC) of the lenses were calculated for each focal length (table 1) . A center lens thickness of (3/4)λ was chosen for maximum acoustic transmission and for providing an adequate amount of material for proper coverage of the lead wires on the top surface of the transducer. Tarnoczy [15] has also demonstrated that a circular transducer combined with an acoustical lens will result in a transducer-lens system with a focal length of [34] 1
where f 1 is the focal length of the crystal, f 2 is the focal length of the lens, F is the focal length of the combined system and d is the distance between the crystal and the lens. In this study, d was equal to the center thickness of the lenses which was ∼0.1 mm.
Fabrication
Prior to the lens fabrication process, a specially designed holding well was fabricated to secure the transducer-lens system in place during the micromilling process (figures 3 and 4). The holding well was fabricated using a custombuilt, ultra-high-precision micromilling machine and Teflon R was selected as the holding well material because of its nonstick properties, machinability and low thermal expansion coefficient. A total of 18 through holes (d = 0.9 mm) were machined in two rows (nine holes per row) with a 5 mm spacing between each hole in a 60 mm × 110 mm Teflon R base. Counter sink holes (d = 1.1 mm) were then machined in the through holes to depths equal to the thickness of the lens edge (h + (3/4)λ) and the crystal thickness (t = 100 ± 3 µm) (table 2) . With each hole, a 20 mm × 0.5 mm × 0.2 mm trench was milled in the Teflon R to act as a guide for the wire leads.
Prior to placing the crystal in the holding well, two strands of 50 µm silver wire (Cooner Wire, Chatswood, CA) were braided together and bonded to the top surface of the crystal using conductive silver epoxy (Hosfelt Electronics, Inc., Steubenville, OH). A transducer-wire ensemble was placed in each of the 1.1 mm counter sink holes and rested on the lip of the 0.9 mm through hole. Each holding well was then filled with one of the two lens materials. The epoxy lens material required mixing prior to application, which consisted of combining five parts epoxy resin (Plast 88, E.I. DuPont Co, Wilmington, DE) with one part of epoxy hardener (Plast 87, E.I. DuPont Co, Wilmington, DE). Following mixing, the epoxy was placed inside a vacuum chamber to remove the air bubbles from the mixture. Subsequently, the epoxy mixture was placed on the surface of the crystals which were placed in each hole for one-half of the holding well (nos 10-18). Figure 2 . Schematic of the microlens design (adapted from [27] ). R is the radius of curvature of the lens surface and h is the edge thickness of the lens. The holding well was then placed in a curing oven set at a temperature of 55
• C for 24 h. After curing the epoxy, the remaining nine holes (nos 1-9) were filled with PMMA dissolved in methylene chloride. Finally, the holding well was again placed in the curing oven set at a temperature of 45
• C for 24 h.
After the curing process, the holding well was placed in a custom-made ultra-high-precision micromilling machine. The micromilling machine consisted of an air spindle operating at a speed of 6000 RPM and a laser-controlled positioning system with air bearings [35] . The positioning system has a translational resolution of ∼1 nm in the x-and y-directions and 20 nm resolution in the z-direction. The top surface of each lens was first planed down to the top surface of the holding well using a 2 mm diameter end-mill. This step provided a common reference point for the top surface of each lens. Subsequently, the curvatures of the lenses were machined via a step-wise process, as shown in figure 5 , using a 100 µm diameter endmill. A custom-made computer program, written in G-code, was developed to control the step-wise machining process. The milling process consisted of traversing the 'work table' in a circular fashion starting with a 500 µm radius. Each concentric ring was machined in 10 µm steps from the outer edge of the lens. The depth of the cut (d) was determined using the following formula where R is the radius of curvature and r c is the radius of the previously machined concentric layer. Therefore, the degree of concavity and maximum depth of concavity were varied depending on the lens design. This process was repeated until the radius of the concentric layer reached 50 µm, which corresponded to the radius of the tool, resulting in a total of 45 concentrically milled layers (figures 5 and 6).
Metrology
Qualitative analysis of the lens surface was performed using a scanning electron microscope (SEM) (AMRAY, Inc., Santa Clara, CA) and an optical microscope (Optistation, Nikon, Tokyo, Japan). Surface images were obtained using both 5× and 20× objectives to obtain a full field-of-view and regional images of the lens surface, respectively. The radii of curvature, center thickness and dimensions of each lens were quantified using a roughness/step tester (RST, WYKO, Corp, Tucson, AZ). The RST was operated in the vertical scanning interferometry mode to profile the lens surface. At evenly spaced intervals during the scan, frames of the interference data were imaged by the video camera, captured and processed by the software. The system profiled the surface using a root-mean-square (rms) roughness term, R q ,
where N is the number of data points between two designated cursors, Z i is the point-by-point height deviation between the measured profile and the mean line, and Z is the reference mean line. The RST system can measure a rms roughness ranging from 10Å to 200 µm. In addition, the arithmetic average roughness, R a , was also obtained using the following relationship [36]
Prior to conducting the RST measurements, a 1-5 nm layer of gold or chrome was sputtered on the epoxy lens surfaces to enhance the amount of reflection for the RST measurement. The objective used for the RST measurement was 5×, which provided a field view of 1.2 mm × 0.9 mm. Figure 7 illustrates the output obtained and displayed by the RST. Figure 7(a) is an example of a typical lens surface as represented by the RST. The graphs (b) and (c) demonstrate typical profiles produced by the RST along the x-and y-axes, respectively. The depth measurement was obtained by placing one cursor at the edge of the lens and positioning a second cursor at the center (or lowest point) of the profile. The difference, D, of these two locations was computed as the depth of the lens.
The radius of curvature (ROC) was computed as the average ROC obtained from the data points between the two cursors positioned in the depth measurement. The ROC of each point was determined by
where r is the radius and z is the height. All ROC, surface roughness and center thickness measurements were repeated three times to obtain an average (±SD) value. After RST evaluation, the transducer-lens systems were removed from the holding well and two strands of 50 µm silver wire were braided together and bonded to the back side of the piezoelectric crystals to supply a ground to the transducer. Heat shrinking tubing was placed around each wire lead to protect the wires from mechanical damage. The wire leads were attached to a coaxial cable (RG174, R = 50 ) with the top lead wire silver soldered to the copper core and the bottom lead wire silver soldered to the shielding layer of the cable. Subsequently, the wire leads and coaxial cable were fed through a 76 mm long brass tube (OD = 3.2 mm; ID = 2.4 mm) to protect the transducer and wires from mechanical damage. The tip of the brass tube was back-filled with a composite of epoxy impregnated with 50 µm tungsten particles (50% by weight). This high-impedance acoustic backing material (6-16 MRayls) eliminated 'ringing effects' and optimized the pulse length and bandwidth of the transducer [37] .
Results

Qualitative lens analysis
A total of 28 microlenses were successfully fabricated; 13 made of PMMA and 15 made of epoxy (table 3) . Qualitative analysis of the lenses was performed, by obtaining SEM images at 70× magnification. The surface concavity of the lenses is illustrated in these images (figures 8 and 9) as well as the quality of integration between the crystal and the lens material.
Following SEM imaging, the lenses were inspected with an optical microscope to qualitatively view features on the top surface (figures 10 and 11). Figure 10 shows a field-of-view of the entire lens surface, illustrating the concentric rings produced during the machining process. Figure 11 is a magnification of the lens and provides a more detailed view of the concentric rings on the surface. Each ring corresponded to a step and the surface of each step appeared smooth and uniform. Epoxy lenses were also viewed with the optical microscope; however, since epoxy is not a good light reflecting material, a chrome coating had to be applied to image the epoxy lens surface (figure 12).
Quantitative lens analysis
The average R a and R q for all PMMA lenses were 1.41 ± 0.49 µm and 1.82 ± 0.51 µm, respectively (table 3) . The average R a and R q for all epoxy lenses were 1.36 ± 0.60 µm and 1.74 ± 0.71 µm, respectively (table 3) . Using an independent t-test, assuming equal variance, it was found that between groups, the roughnesses for PMMA lenses and epoxy lenses were not significantly (α = 0.05) different. 
Radius of curvature
For the PMMA lenses, the measured radii of curvature were within 10.5 ± 6.3%, 4.6 ± 2.2% and 5.3 ± 6.6% of the designed value for each group (table 4). For the epoxy lenses, Figure 13 . Schematic of the definition of the depth measurement.
the measured radii of curvature were within 7.5 ± 8.8%, 4.4 ± 3.0% and 6.2 ± 6.1% of the designed value for each group (table 4). The overall error for the PMMA lenses was 7.5 ± 5.8%, and 6.0 ± 6.1% for the epoxy lenses. Assuming equal variance, the independent t-test of the errors showed that the radii of curvatures for the PMMA and epoxy lenses were not significantly (α = 0.05) different.
Lens thickness
The depth of concavity was measured in order to calculate the center thickness of the lens. The depth was defined as the vertical distance from the outer edge of the lens to the surface of the lens center ( figure 13 ). The error of the measured depth for the PMMA lenses was within -4.5 ± 7.2% of the design and the error for the epoxy lenses was within 8.0 ± 8.4% (table 5 ). An independent t-test was performed on the errors of the depth for the PMMA and epoxy lenses and it was found that the material did differ significantly (α = 0.01). The center thickness of the lenses could not be directly measured; therefore, the center thickness was calculated from the depth measurement data. The center thickness of the lens is equal to the depth of the holding well minus the sum of the crystal thickness and lens depth. The average thickness of the crystals was 100 ± 3 µm, and the well depth was different for each lens since the well depth depended upon both the focal length and the type of material.
For the PMMA lenses, the average center thickness of all the lenses was 104.0 ± 6.2 µm while the mean value for the epoxy lenses was 103.2 ± 5.9 µm (table 6). The errors of the center thickness for all the lenses were within 2.2 ± 10.0%. The center thickness of the PMMA lenses and epoxy lenses was found to be within 3.1 ± 6.1% and -5.1 ± 5.4%, respectively, of the designed values. Again, the two materials were found to vary significantly (α = 0.01).
Discussion
Overall, the surface roughness for all the lenses was within 1.8 ± 0.7 µm (table 3) . Optimally, a smooth lens surface is desired since a smooth surface will reduce the amount of refraction occurring at the interface. A higher surface roughness will alter the effect of the lens on the ultrasound beam by increasing the amount of refraction at the lens surface. For example, lenses E6 and P8 had surface roughnesses significantly (α = 0.01) higher than the other lenses and these lenses also yielded some of the largest errors (62% and 41%, respectively) for the beam width estimations. (Note that all transducer-lens systems were characterized using a Schlieren system. The results of this study have been presented in a subsequent report [38] .) These discrepancies may be due to several factors. Firstly, the machining process, in and of itself, introduces a roughness of 5-10 µm due to the stepwise process. These steps were incorporated within the RST measurements as part of the surface roughness. Secondly, some material residues remained on the surface of the lens due to improper cleaning of the lens surface following the fabrication process. These residues resulted in an increase in the surface roughness. Finally, in the case of epoxy, the 1-5 nm layer of gold or chrome deposited on the surface affected the roughness by covering the step surface with variable thickness, clearly affecting the average roughness. The intrinsic properties of the material, e.g. hardness, may also affect the surface roughness. For example, epoxy was a softer material than PMMA and deformed more easily; thus, epoxy did not machine as easily and did not yield smooth surfaces compared to PMMA. Furthermore, air bubbles were occasionally introduced into the epoxy mixture during the mixing process, which were difficult to remove. Bubbles that were partially or totally exposed generated divots on the surfaces of the lens, which increases the amount of refraction at the lens surface. In addition, the curing process for two of the epoxy lenses (E2 and E6) was different than the others; the curing temperature was <45
• C, which yielded a softer, more rubbery material than materials cured at higher temperatures. The machinability of rubbery materials versus rigid materials is quite different in that rubbery materials tend to tear when being machined as opposed to cut. The tearing results in larger pieces of material being removed, thereby increasing the average roughness of the material and the localized roughness in areas where the tears occur. The results from this study further support this hypothesis as evidenced by the higher measured surface roughness values, 3.0 ± 1.3 µm and 3.6 ± 1.8 µm, for lenses E2 and E6, respectively.
Inclusively, the errors of the radii of curvatures were within 7.5 ± 5.8% of the designed values. The ROC measurements were repeatable as evidenced by the low values in the standard deviations (0.14 ± 0.09 mm) (table 4). The ROCs within each focal length group were found to be within ±2σ (σ = standard deviation) of the mean for both lens materials. Analysis of variance (α = 0.01) further demonstrated that the lenses were fabricated with identical geometry since none of the ROC data were found to be significantly different.
Several factors may contribute to the errors obtained in the ROC measurements. Firstly, the surface roughness generated by machining the lens with a step-wise process produces a tiered surface, which leads to varying ROC measurements. In addition, the factors mentioned above for the surface roughness would also influence the radius of curvature. Finally, the RST itself has an inherent error, particularly the step measurement, which is approximately 1%. Since the ROC measurement is based on height change, it is anticipated that the step error of the RST would be incorporated into these results.
Although the micromilling machine has a high precision, some errors may have occurred during the fabrication process. For example, the lenses designed with a 3 mm focal length have a smaller radius of curvature compared to the other focal lengths. The curvature of the 3 mm lenses is therefore steeper at the bottom/center than those of the 4 mm and 5 mm focal-length lenses. During the machining process, the bottom/center consisted of a 100 µm flat region, which was caused by the 100 µm end-mill 'bottoming out' at the end of the machining process. As the radius of curvature increases, the transition in curvature from the outer edges of the lens to the center is less steep. Therefore, a reduction in error would be expected as the radius of curvature increases. The results from this study support this hypothesis for the 3 mm focallength case since the average errors of the ROC were 10.0 ± 6.0% for 3 mm focal length while errors of 4.5 ± 2.6% and 6.2 ± 5.5% were obtained for 4 mm and 5 mm focal lengths, respectively. The ROC errors for the 3 mm focal length were found to be significantly (p < 0.01) higher than those for the 4 mm and 5 mm focal lengths. Further evidence that the flat region adversely affects the ROC measurement is presented by the following observation: if the radius of curvature for each half of the lens P2 was measured instead of the complete lens, then the error of the ROC would be 3.6% of the designed value as compared to 23.1% obtained previously.
For all lenses, the error of the measured depth was within 8.8 ± 7.4% of the designed value. The standard deviation of the measured depth was less than 5% of the mean value. These errors were primarily due to the measurement process. For example, it was difficult to locate the edge of the lens because the lens edge had a steeper slope than the center. Since the highest point of the lens edge had to be determined for the depth calculation, any error associated with identifying the edge would translate into an error in the depth measurement. Therefore, the top surface of the Teflon R holding well was used to identify the lens edge. But, the roughness of the Teflon R surface or low reflectivity of the Teflon R could affect the determination of this point as well as the bottom surface of the lens may have influenced the estimation of the center point.
The fabrication process may have also been a source of error for the depth values obtained. For example, prior to machining each side of the holding well, that is, PMMA side versus epoxy side, a different reference point was selected for each side. This variability in the reference point could account for the differences in the depth measurements of the PMMA lenses versus the epoxy lenses. The PMMA-measured depths tended to be lower (−4.5 ± 7.2%) than the designed values whereas the depth measurements of the epoxy lenses tended to be higher (8.0 ± 8.4%) than the designed values. Many of the sources of errors mentioned in the surface roughness section above, for example, material hardness, coating with a metal layer, or the RST device, may be additional sources of error in the depth measurements. Since the center thickness was calculated from the depth measurement data, the errors associated with the depth measurement would be incorporated in the center thickness errors. Overall, the center thickness was found to be within ±10.5% of the designed values.
Comparison of lens materials
The PMMA and epoxy lenses were successfully fabricated and these lens materials were found to have several similar characteristics. Epoxy has some advantages over PMMA in that it chemically bonded or adhered to the piezoelectric crystals whereas the PMMA did not chemically adhere. The PMMA lenses were more brittle than the epoxy lenses, which resulted in a greater incidence of lens fracture. However, there are some disadvantages to the epoxy. Firstly, the repeatability in preparing the epoxy mixture was difficult to control because it required two components to be mixed together in specific proportions. Thus, if the exact ratio was not used consistently, the epoxy would have different properties between mixtures or batches. Conversely, the liquid form of PMMA was a singlecomponent chemical. Since a set acoustic velocity value was used to calculate the designed radius of curvature, deviation from this fixed value would alter the required ROC. Secondly, when the epoxy components were mixed, air bubbles were generated and were difficult to remove. Air bubbles that remained inside the epoxy lenses would significantly alter the ultrasound beam pattern. Figure 7 illustrates the pits and divots on the surface of an epoxy lens caused by the air bubbles. Since air has a very high attenuation for ultrasound, these air bubbles would attenuate the acoustic intensity and alter the beam pattern.
Conclusions
A total of 28 acoustical lenses with specially designed radii of curvatures were successfully fabricated in this study. The holding well designed in this study enabled the construction of an integrated transducer-lens system. The errors for the radii of curvatures and center thickness were within ±14% and ±11%, respectively, of the designed values. The radii of curvature were found to be within ±2σ for both lens materials and the radii of curvatures for the PMMA lenses and epoxy lenses within each respective group were not significantly (α = 0.05) different. Therefore, the micromilling machine demonstrates the capability of fabricating highprecision microlenses of identical geometric configuration.
