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A uniflcation problem under constrained substitutions, a generalization of the usual
uniflcation problems, is a useful formalization of a practical problem in which there are
some constraints on operations and objects that we can use. In this paper, a procedure
to solve the problem under some linearity conditions is introduced. Since the problem is
undecidable in general, the procedure falls into an inflnite loop for some instances. We
clarify a decidable su–cient condition under which our procedure terminates, and review
known classes of term rewriting systems that satisfy the condition. The procedure uses
tree automata to solve the problem, which is quite a new and promising approach to
uniflcation problems.
c° 1997 Academic Press Limited
1. Introduction
There have been extensive works on uniflcation problems for flrst-order terms [see .Baader
and Siekmann (1994) for survey]. The problem is theoretically signiflcant since solving the
problem means solving equations under a given axiom set. The problem is also studied as
a fundamental topic in artiflcial intelligence, and plays an essential role in some deductive
systems. In this paper, a generalization of a uniflcation problem is introduced, and a
procedure to solve the problem under some conditions is proposed.
For a set E of equations (axioms), two terms s and t are E-uniflable if there is a
substitution ¾ such that s¾ =E t¾. Given a set E of axioms and two goal terms g1
and g2, a uniflcation problem is the one to decide whether g1 and g2 are E-uniflable or
not. If there is a con°uent term rewriting system (TRS ) R that is induced from E, then
the problem is equivalent to decide whether there are a substitution ¾ and a term u such
that s¾)⁄u and t¾)⁄u. In the following, we are interested in the class of axiom sets
from which a con°uent TRS can be induced, and assume that a TRS R is given instead of
an axiom set E. It has been shown that a uniflcation problem in this sense is undecidable
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in general ( .Heilbrunner and Ho˜lldobler, 1987) and hence there is no procedure that
outputs a correct answer and terminates deflnitely for arbitrary instances. In spite of
this fact, some procedures such as in .Fay (1979), .Hullot (1980), .Martelli et al. (1986),
.Dershowitz and Sivakumar (1987), .Gallier and Snyder (1987) have been proposed to
capture essentials of a uniflcation problem. These procedures are shown to be able to
flnd a correct answer if given goal terms are uniflable, but it can happen that they do
not terminate when goal terms are not uniflable. It seems that the termination property
of these procedures has not been discussed so much in spite of its practical signiflcance.
When one uses a TRS as a formal model of a practical problem, operations and el-
ementary objects in the practical problem are often associated with function symbols
of the TRS. Complex objects are represented by (flrst-order) terms, and rewrite rules
are used to describe relations among operations and objects. In the usual uniflcation
problem, variables in goal terms can be substituted with arbitrary terms. Intuitively this
means that we can use arbitrary objects in the practical problem to accomplish a goal.
But this is not a very common case. We often face a situation, for example, when we
want to accomplish our purpose by using limited operations and limited materials only. A
typical example of such cases is a formal veriflcation problem of security of cryptographic
protocols. In cryptographic protocols, a user cannot execute privileged operations or use
secret data. For the sake of the security of the protocol, it is signiflcant to verify that
any combination of unprivileged operations never results in the same efiect as a priv-
ileged operation. Thus it seems more natural and practically important to investigate
the case where there are some constraints on operations and objects that we can use.
This idea leads to a uniflcation problem under constrained substitutions. Actually, the
seminal concept of a uniflcation problem under constrained substitutions can be found
in the context of the formal veriflcation of security of cryptographic protocols [.Dolev
et al. (1982), .Fujiwara et al.(1986) and see also Example 3.2 of this paper]. The usual
uniflcation problem can be regarded as a special case of a uniflcation problem under
constrained substitutions such that all operations and all objects are available.
The readers may remind typed rewriting systems to realize \constrained" substitutions.
For example, consider two types prohibited and available, and associate every function
symbol (and its arguments) with one of these types. But in cryptographic protocols (and
maybe in other applications), it happens that types cannot be well deflned. For example,
consider the case that a user A knows his/her own name IDA, a secret key K(IDA) of
himself/herself and a name IDB of his/her friend B, but does not know B’s secret key
K(IDB). Which type do you associate with the function symbol K? The authors consider
that typed systems are too \coarse" to describe constraints in a cryptographic protocol
appropriately.
In this paper, we flrst review deflnitions of a TRS and a tree automaton which is used
in our procedure. In Section 3, the uniflcation problem under constrained substitutions
is deflned formally, and the signiflcance of the problem is illustrated by using an exam-
ple of the formal veriflcation problem of security of a simple cryptographic protocol. A
procedure to solve the uniflcation problem under constrained substitution is proposed
in Sections 4.1 and 4.2. Due to the inherent di–culty of the problem and the limitation
of the computational power of tree automata, we need some conditions on linearity of
goal terms and rewriting rules. These conditions are also discussed in those sections. In
Section 4.3, the termination property of the procedure is studied and a su–cient condi-
tion under which the procedure terminates is introduced. This condition is a relaxation of
conditions in .Fujiwara et al. (1987), and thus our procedure has better termination prop-
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erty than the procedure in .Fujiwara et al. (1987). Since the usual uniflcation problem is
a special case of the uniflcation problem under constrained substitutions, our procedure
is also available for the usual uniflcation problem.
2. Preliminaries
2.1. term rewriting systems
In this section, notations used in this paper are brie°y introduced. It is assumed that
readers are familiar with term rewriting systems (TRS) [see .Dershowitz and Jouannaud
(1990) for example]. Throughout this paper, F and X denote the set of function symbols
and the set of variables, respectively. The arity of a function symbol f is denoted by a(f).
A function symbol c such that a(c) = 0 is called a constant. The set of terms over F
and X is denoted by TF [X]. For a term t 2 TF [X], the set of variables occurring in t is
denoted by V(t). If V(t) = `, then t is called a ground term. The set of ground terms is
denoted by TF . A term is linear if no variable occurs more than once in the term. An
occurrence of a term is deflned in the usual way. The root occurrence is denoted by ‚,
and the set of occurrences of a term t is denoted by O(t). The size of a term t is deflned
to be the cardinality of O(t). If an occurrence o1 is a preflx of o2, that is, if o2 is written
as o2 = o1 ¢ o3 for some o3, then we write o1 „ o2. If o1 „ o2 and o1 6= o2, then we
write o1 ` o2. Two occurrences o1 and o2 are disjoint if neither o1 „ o2 nor o2 „ o1. A
subterm of t at an occurrence o is denoted by t=o. If a term t is obtained from a term t0
by replacing subterms of t0 at occurrences o1; : : : ; om (oi 2 O(t0), oi and oj are disjoint
if i 6= j) with terms s1; : : : ; sm, respectively, then we write t = t0[o1 ˆ s1 j 1 • i • m].
A substitution ¾ is a mapping from variables in X to terms in TF [X], and written as
¾ = fx1 7! t1; : : : ; xm 7! tmg where xi (1 • i • m) is a variable in X and ti (1 • i • m)
is a term in TF [X]. Co-domain of the substitution ¾ is deflned to be the set ft1; : : : ; tmg.
If all of t1; : : : ; tm are ground terms, then ¾ is called a ground substitution. If a term t
is obtained from a term s by replacing variables x1; : : : ; xm in s by terms t1; : : : ; tm,
respectively, then we write t = s¾ and say t is an instance of s.
A rewrite rule is an ordered pair of terms, written as l ! r where l and r are terms
such that V(r) µ V(l) and l is not a variable. A rewrite rule l ! r is right linear if r
is linear. A term rewriting system (TRS ) is a flnite set of rewrite rules. For terms s, t
and a TRS R, we write s)Rt if t can be obtained from s by one application of a rewrite
rule in R, that is, there is an occurrence o 2 O(s), a substitution ¾ and a rewrite rule
l ! r 2 R such that s=o = l¾ and t = s[o ˆ r¾]. Deflne )⁄R to be the re°exive and
transitive closure of )R. If s)⁄Rt, then we say that t is an R-instance of s. If a TRS R
can be understood from the context, then the subscript R of )R is omitted.
For terms s, t and u, if u)⁄Rs and u)⁄Rt imply that there is a term v such that s)⁄Rv
and t)⁄Rv, then the TRS R is said to be con°uent. For a con°uent TRS R, two terms s
and t are R-uniflable if there are a substitution ¾ and a term v such that s¾)⁄v and
t¾)⁄v. Remark that if V(s) \ V(t) = `, then s and t are R-uniflable if and only if there
is a term which is an R-instance of both of s and t. An instance of a uniflcation problem
consists of a TRS R and two goal terms s and t, and the problem is to decide whether s
and t are R-uniflable or not. In this paper, we discuss this simple yes-no version of a
uniflcation problem. It is known that a uniflcation problem is undecidable in general
( .Heilbrunner and Ho˜lldobler, 1987).
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Figure 1. A move of a tree automaton.
2.2. tree automata
A tree automaton M is deflned by a 6-tuple M = (Q;F;X; –; q0; QF ) where
(i) Q is a flnite set of states,
(ii) F is a flnite set of function symbols,
(iii) X is a set of variables,
(iv) – is a transition function which maps Q£fF [f"gg to Samaxn=1 2Qn where " is a null
string, 2Q
n
is the power set of n-tuples of Q, and amax is the maximum arity of
function symbols in F . For q 2 Q and f 2 F , – is deflned as in the following forms:
(q1; : : : ; qn)2 –(q; f) (n = maxf1; a(f)g; q1; : : : ; qn 2 Q); or
(q1)2 –(q; ") (q1 2 Q)
(v) q0 2 Q is an initial state, and
(vi) QF µ Q is a set of flnal states.
Though we adopt notations analogous to those of string automata, this is essentially
the same formalism as a nondeterministic root-to-frontier tree recognizer in .G¶ecseq and
Steinby (1984).
An input of a tree automaton M is a tree (equivalently a term) over F and X. At the
initial moment, a tree automaton has only one head which is scanning the root of an
input term. Furthermore, the initial state q0 is associated with the head. If a head of M
scans a symbol f with a state q, and if (q1; : : : ; qn) 2 –(q; f) where n = a(f), then M
\splits" the head into n pieces, and attaches each head to the root of the ith child of f
with the new state qi (Figure 1). We also allow a tree automaton to have "-moves such
that a head does not move but the state associated with the head is changed. A term t
is accepted by M if every leaf of t is visited by one of the heads of M , and the head
falls ofi the input term by changing its state to a flnal state, just as a head of a string
automaton falls ofi an input tape.
Formally, an ID (Instantaneous Description) of a tree automaton M = (Q;F;X,
–; q0; QF ) for a term is deflned as follows. Let QF = fqf j q 2 Q; f 2 Fg, F0Q =
fcq j c 2 F; a(c) = 0; q 2 Qg and QX = fqx j q 2 Q; x 2 Xg. Intuitively, the symbol
qf 2 QF (resp. qx 2 QX) represents a head that scans a symbol f 2 F (resp. a variable
x 2 X) with the state q 2 Q. The symbol cq 2 F0Q is used to show that a head has fallen
ofi the input tree by reading the constant c, and the state q is attached to that fallen
head. The sets QF and F0Q are regarded as sets of function symbols, and the set QX is
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regarded as a set of variables. The arity of a symbol qf 2 QF is deflned to be that of f ,
and the arity of a symbol in F0Q is deflned to be 0. A term I 2 TF[QF[F0Q[X [QX] is
said to be an ID of M for a term t 2 TF [X] if the following conditions hold:
(i) If one replaces symbols qf 2 QF , cq 2 F0Q and qx 2 QX in I by f , c and x,
respectively, then the resulting term is t.
(ii) For every leaf of I, the path from the leaf to the root of I contains exactly one
symbol in QF [ F0Q [QX.
For the readability of the following discussion, an ID qf(t1; : : : ; tn) (the root is a symbol
qf 2 QF ) is written as qdf(t1; : : : ; tn)e. Intuitively, this ID represents a situation such
that a head scans the root symbol f with the state q (the left part of Figure 1). The
right part of Figure 1 is written as f(q1dt1e; : : : ; qndtne).
A move of M is represented by a binary relation \‘M" on IDs of M , which is deflned
as follows:
(i) If (q1) 2 –(q; "), then qdte ‘M q1dte for any term t.
(ii) If (q1; : : : ; qa(f)) 2 –(q; f), then qdf(t1; : : : ; ta(f))e ‘M f(q1dt1e; : : : ; qa(f)dta(f)e).
(iii) If (q1) 2 –(q; c) where a(c) = 0, then qdce ‘M cq1. This means that a head has read
a leaf node and fallen ofi the input tree, as a head of a string automaton falls ofi
an input tape.
(iv) Let I be an ID and let o be an occurrence of I (remind that an ID is also deflned
as a term). If I=o = I1 is an ID such that I1 ‘M I2, then I ‘M I[oˆ I2].
Let ‘⁄M be the re°exive and transitive closure of ‘M . If M is understood from the context,
then the subscript M is omitted.
A partial accepting ID of M for a term t is an ID of M for t such that every leaf is
a symbol in the form cq 2 F0Q with q 2 QF , or in the form qx 2 QX. Intuitively, a
partial accepting ID corresponds to a situation such that each head having scanned a
constant leaf has fallen ofi the input term with a flnal state, and only those heads having
scanned variables remain on the tree. A partial accepting ID for a ground term is called
an accepting ID for that term. Remark that every leaf of an accepting ID can be written
as cq 2 F0Q with q 2 QF . The tree automaton M accepts (resp. partially accepts) a
ground (resp. non-ground) term t if there is an accepting ID (resp. partial accepting ID)
I of M for t such that q0dte ‘⁄M I. In this case, the sequence of moves q0dte ‘⁄M I is
called an accepting sequence (resp. partial accepting sequence).
Example 2.1. Consider a tree automaton M = (fq0; q1g; ff; g; cg; X; –; q0; fq0g) where
a(f) = a(g) = 2, a(c) = 1, –(q0; f) = f(q1; q1)g, –(q1; g) = f(q0; q0)g and –(q0; c) = f(q0)g.
If a term t = f(g(c; c); x) is given as an input of M , then the following sequence of moves
is possible.
q0df(g(c; c); x)e ‘ f(q1dg(c; c)e; q1dxe)
‘ f(g(q0dce; q0dce); q1dxe)
‘⁄ f(g(cq0; cq0); q1dxe):
Thus M partially accepts t. Next, let ¾ = fx 7! g(c; c)g and consider that s = t¾ =
f(g(c; c); g(c; c)) is given as an input. In this case, q0df(g(c; c); g(c; c))e ‘⁄ f(g(cq0; cq0),
g(cq0; cq0)) and hence M accepts s.
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Intuitively saying, if M partially accepts a term t, then there is an instance of t which
will be accepted by M . Conversely, if a term s is written as s = t¾ and t is not partially
accepted by M , then s cannot be accepted by M .2
As for moves of tree automata, the following lemmas hold. Remark that these lem-
mas are counterparts of well-known properties of string automata, and hence proofs are
omitted.
Lemma 2.1. Let I1 and I2 be IDs for a term t such that I1 ‘⁄ I2, and let o 2 O(t).
(i) [memoryless] If I1=o = qdt=oe with q 2 Q, then qdt=oe ‘⁄ I2=o.
(ii) [transitivity] If I2=o = qdt=oe with q 2 Q and qdt=oe ‘⁄ I3, then I1 ‘⁄ I2[o ˆ I3].
2
The former part of the Lemma 2.1 corresponds to the fact that tree automata are \mem-
oryless" in the sense that the history of moves of the tree automaton does not efiect
further moves. The latter part concerns the transitivity of moves of tree automata. The
next Lemma 2.2 formally states that tree automata cannot look ahead the input.
Lemma 2.2. Let t be a term, o 2 O(t) and I be an ID for a term t such that I=o = qdt=oe
where q 2 Q. That is, I is an ID for t such that any head of the tree automaton has not
been to the occurrence under o. If q0t ‘⁄ I, then q0dt[o ˆ s]e ‘⁄ I[o ˆ qdse] for an
arbitrary term s.2
If the ID I in Lemma 2.2 is a partial accepting ID, then o is a variable occurrence and the
replacement of a subterm can be regarded as a substitution. The following Corollary 2.3
corresponds to multiple applications of Lemma 2.2 under such a situation.
Corollary 2.3. [no-lookahead] Let I be a partial accepting ID for a term t such that
q0dte ‘⁄ I. For an arbitrary substitution ¾, we have q0dt¾e ‘⁄ I 0 where I 0 is an ID for
t¾ which is obtained from I by replacing leaves of the form qdxe with qdx¾e.2
When a tree automaton which has many heads makes an action, it chooses a head to
move by some means. Since all heads are independent of each other, essentially the same
sequence of moves can have many difierent variations according to the choice of heads.
This is unpleasant when one deals with tree automata in a rigid and formal way. It will
be convenient if there is a \standard" sequence of moves. The following Lemma 2.4 is
introduced based on this idea.
Lemma 2.4. Let t be a ground instance of a term s and assume that s has variable
occurrences o1; : : : ; om. If a tree automaton accepts t, then there are states qi 2 Q (1 •
i • m) such that one of accepting sequences for t is written as q0dte ‘⁄ I[oi ˆ qidt=oie j
1 • i • m] ‘⁄ I.
Sketch of Proof. Moves of heads of a tree automaton are irrelevant to each other.
Thus we have a free choice of heads at the time of an action of the tree automaton. Deflne
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Ovar = fo 2 O(t) j oi „ o for some ig and Ononvar = O(t) ¡ Ovar. If we make a choice
in such a way that a head at an occurrence in Ononvar is chosen prior to those heads at
occurrences in Ovar, then the lemma holds. 2
The tree language accepted by M , written as L(M), is deflned to be a set of ground
terms which are accepted by M . A set T of terms is a regular tree language (.G¶ecseq and
Steinby, 1984) if there is a tree automaton M such that T = L(M). It is known that
the class of regular tree languages is closed under intersection, and that the emptiness
problem for a regular tree language is decidable (.G¶ecseq and Steinby, 1984).
3. A Uniflcation Problem under Constrained Substitutions
A generalization of a uniflcation problem, named a uniflcation problem under con-
strained substitutions is introduced in this section. For a flnite set A of terms and a
set X of variables, deflne TA[X] to be the minimal set of terms satisfying the following.
(i) All variables in X belong to TA[X].
(ii) For a term t 2 A with V(t) = fx1; : : : ; xmg and terms t1; : : : ; tm 2 TA[X], the term
t¾ belongs to TA[X] where ¾ = fxi 7! ti j 1 • i • mg.
The set of ground terms in TA[X] is denoted by TA. We assume that A has at least one
ground term and thus TA is not empty.
A substitution ¾ = fxi 7! ti j 1 • i • mg is called an A-substitution if ti 2 TA[X]
for 1 • i • m. A term t is said to be an A-constrained instance of s if there is an A-
substitution ¾ such that t = s¾. For a TRS R, if t is a term such that s¾)⁄Rt, then t is
called an A-constrained R-instance of s. For a con°uent TRS R and a set A of available
terms, we say two terms s and t are R-uniflable under A-substitutions if there is an A-
substitution ¾ and a term v such that s¾)⁄Rv and t¾)⁄Rv. An instance of a uniflcation
problem under constrained substitutions consists of a TRS R, two goal terms g1 and g2,
and a flnite set A of terms. The problem is to decide whether g1 and g2 are R-uniflable
under A-substitutions or not.
Example 3.1. Let
F = fadd ; succ; zerog a(add) = 2; a(succ) = 1; a(zero) = 0
R = fadd(x; succ(y))! succ(add(x; y)); add(x; zero)! xg
A = fsucc(succ(x)); zerog:
The set TA[X] includes terms of the form succ(¢ ¢ ¢ succ(| {z }
2m
zero) ¢ ¢ ¢) where m is a non-
negative integer.
Two terms add(x; succ(succ(zero))) and y are R-uniflable under A-substitutions, for
example by an A-substitution ¾ = fx 7! zero; y 7! succ(succ(zero))g). On the other
hand, two terms add(x, succ(zero)) and y are not R-uniflable under A-substitutions,
though they are R-uniflable in the usual uniflcation problem.2
Example 3.2. Consider the following cryptographic protocol of which purpose is to
transmit messages secretly. In the protocol, there is a supervisor called a server who
knows secret keys of all users. Assume that a user Alice wants to send a message m to
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Bob secretly, but Alice does not know Bob’s key. To transmit the message m secretly,
the communication is carried out as follows.
1. Alice flrst chooses a random number r, and sends the server her name Alice, the
name of the destination Bob and a ciphertext E(K(Alice); r) where K(x) and
E(x; y) denote the key of the user x and the ciphertext of y encrypted with x
as a key, respectively.
2. The server decrypts E(K(Alice); r) with K(Alice), and encrypts the result by using
K(Bob) as a key. The resulting ciphertext E(K(Bob); r) is sent back to A.
3. Alice sends Bob two ciphertexts E(K(Bob); r) and E(r;m).
4. Bob retrieves r by decrypting the flrst ciphertext, and retrieves m by using r as a
key.
We want to verify whether an intruder, say Chris, can reveal m or not. The intruder
Chris knows that if a message encrypted with a key is decrypted with the same key,
then the original message yields, that is, R = fD(x;E(x; y)) ! yg. Chris also knows
public information and information which has been sent through insecure communication
channels. Thus the information known by Chris is represented by a set of terms Inf =
fAlice, Bob;Chris;K(Chris); E(K(Alice); r); E(K(Bob); r); E(r;m)g (the last three terms
correspond to the information that Chris can obtain by wiretapping). Furthermore, Chris
can execute some operations which are represented by Opr = fE(x; y); D(x; y), E(K(x),
D(K(y); z))g (the last term corresponds to the operation provided by the server). We
assume that Chris cannot obtain another user’s key and hence K(x) 62 Opr.
Let A = Opr [ Inf, then terms in TA correspond to the information which Chris can
obtain. Observe that
D(D(K(Chris); E(K(Chris); D(K(Alice); E(K(Alice); r)))); E(r;m)) 2 TA
and this term is rewritable to m. This means that Chris can reveal the secret message m
by using available operations and accessible information only. In other words, terms x
and m are R-uniflable under A-constrained substitutions if and only if the given crypto-
graphic protocol is insecure.2
Remark that, for a set F of function symbols, if A = ff(x1; : : : ; xa(f)) j f 2 Fg, then
TA[X] coincides with TF [X]. That is, the usual uniflcation problem is a special case of the
uniflcation problem under constrained substitutions. Since the usual uniflcation problem
is undecidable in general, it follows that the uniflcation problem under constrained sub-
stitutions is also undecidable in general. On the other hand, if there is a procedure that
solves (a subclass of) the uniflcation problem under constrained substitutions, then the
procedure is also available for the usual uniflcation problem.
4. A Uniflcation Procedure
In this section, a procedure to solve the uniflcation problem under constrained substi-
tutions is investigated. Throughout this section, we assume that a TRS R, goal terms
G = fg1; g2g and a flnite set A of terms are given as an instance of the problem.
For a term t 2 TF [X], deflne S0(t) and S⁄(t) to be the set of ground A-constrained
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instances of t and the set of ground A-constrained R-instances of t, respectively. That is,
S0(t) = fs j there is a ground A-substitution ¾ such that t¾ = sg;
S⁄(t) = fs j there is a ground A-substitution ¾ such that t¾)⁄Rsg:
If the instance of the uniflcation problem under constrained substitutions satisfles some
conditions, then we can use these sets to solve the problem efiectively. Consider the
following Conditions 4.1 and 4.2, then the following Lemma 4.1 holds.
Condition 4.1. A TRS R is con°uent.
Condition 4.2. Goal terms g1 and g2 satisfy V(g1) \ V(g2) = `.
Lemma 4.1. If a given instance of the problem satisfles Conditions 4.1 and 4.2, then g1
and g2 are R-uniflable under A-constrained substitutions if and only if S⁄(g1)\S⁄(g2) 6=
`.
Proof. If goal terms g1 and g2 are R-uniflable under A-substitutions, then there is a
ground A-substitution ¾ and a ground term g such that g1¾)⁄Rg and g2¾)⁄Rg, and thus
S⁄(g1) \ S⁄(g2) 6= `.
Conversely, if S⁄(g1)\S⁄(g2) 6= `, then there is a term g0 2 S⁄(g1)\S⁄(g2). This means
that there are ground A-substitutions ¾1 and ¾2 such that g1¾1)⁄Rg0 and g2¾2)⁄Rg0.
Since V(g1) \ V(g2) = `, we can deflne an A-constrained substitution ¾ = ¾1 [ ¾2,
which satisfles g1¾)⁄Rg0 and g1¾)⁄Rg0, and thus g1 and g2 are R-uniflable under A-
constrained substitutions. Condition 4.2 is essential since if V(g1) \ V(g2) 6= `, then the
substitutions ¾1 and ¾2 in the above proof may con°ict with each other and we cannot
deflne ¾ = ¾1 [ ¾2. 2
Our idea is to construct tree automata M⁄(g1) and M⁄(g2) that accept S⁄(g1) and
S⁄(g2), respectively. Since S⁄(g1) and S⁄(g2) are not regular tree languages in general,
we need some more conditions on instances of the problem in addition to Conditions 4.1
and 4.2. Once such tree automata are constructed, then a uniflcation problem under
constrained substitutions is solvable by checking whether L(M⁄(g1)) \ L(M⁄(g2)) 6= `,
which is decidable. In the following Section 4.1, we flrst describe how we can construct a
tree automaton M0(t) such that L(M0(t)) = S0(t) for a linear term t. In Section 4.2, we
propose a procedure to construct a tree automaton M⁄(t) such that L(M⁄(t)) = S⁄(t)
under some additional conditions. Section 4.3 is devoted to discussing the termination
property of the procedure.
4.1. basic tree automata
In this section, for a linear term t, a tree automaton M0(t) such that L(M0(t)) = S0(t)
is constructed under the following Condition 4.3.
Condition 4.3. Goal terms g1 and g2, and all terms in A are linear.
This condition guarantees that the sets S0(g1) and S0(g2) are regular tree languages.
Without this condition, the set can become non-regular and cannot be dealt with tree
automata.
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In the following discussion, we are interested in occurrences of variables in a term.
Names of variables are not important since we know by Condition 4.3 that no variable
occurs in a term more than once, and hence every variable in a term can be replaced
independently. For a term t 2 TF [X], deflne hti to be a term which is obtained from t by
replacing all variables in t with a special symbol \ƒ". For example, if t = f(x1; g(x2; x3))
then hti = f(ƒ; g(ƒ; ƒ)).
Let A0 = ft j t is a subterm of a term in A [Gg. For every t 2 A0, a tree automaton
M0(t) is deflned to be M0(t) = (Q0; F;X; –0, hti; QF ) where Q0 = fhsi j s 2 A0g [
fqflng[fƒg, QF = fqflng, F is identical to that of the TRS R and X = fƒg. The transition
function –0 is deflned according to a simple principle. Since the principle will be used often
in Section 4.2, we describe it in a general way as the following procedure ADDTRANS
(Procedure 4.1). The function –0 is deflned by executing ADDTRANS(s; 0) for every
term s 2 A [G. There is no transition from the accepting state qfln.
Procedure 4.1. [ADDTRANS] This procedure takes a term s and a non-negative
integer k as arguments, and deflnes values of the transition function –k as follows.
Case 1. If s is equal to a constant c, then let –k(hci; c) = f(qfln)g.
Case 2. If s is a term of the form s = f(s1; : : : ; sn) (f 2 F; n = a(f) ‚ 1), then
let –k(hsi; f) = f(hs1i; : : : ; hsni)g and recursively execute ADDTRANS(si; k) for
1 • i • n.
Case 3. If s is a variable (and thus hsi = ƒ), then let –k(ƒ; ") = f(hui) j u 2 Ag. That
is, if a head is associated with the state ƒ which corresponds to variables, then we
can change the state to an arbitrary state which corresponds to a term in A.
Intuitively saying, if a head of the tree automaton is associated with a state s, then the
subterm which the head is looking at is expected to be an A-constrained instance of s.2
For tree automata deflned above, the following theorem holds. Its proof is omitted
since it is easily understood by the construction of the transition function.
Theorem 4.2. For every term t 2 A0, L(M0(t)) = S0(t) holds. That is, s 2 S0(t) iffM0(t)
accepts s.2
Example 4.1. Let A = fg(c)g, g1 = f(x; c; c) and g2 = y. In this case, Q0 = ff(ƒ; c; c),
g(c); c; ƒ; qflng and –0 is deflned as follows.
–(f(ƒ; c; c); f) = f(ƒ; c; c)g; –(g(c); g) = f(c)g;
–(c; c) = f(qfln)g –(ƒ; ") = f(g(c))g:
Consider that a term f(g(c); c; c) is given to the tree automaton M0(g1), then the
following accepting sequence of moves is possible.
f(ƒ; c; c)df(g(c); c; c)e ‘ f(ƒdg(c)e; cdce; cdce)
‘ f(g(c)dg(c)e; cqfln; cqfln)
‘ f(g(cdce); cqfln; cqfln)
‘ f(g(cqfln); cqfln; cqfln):
Remark that f(g(c); c; c) 2 S0(g1).2
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Figure 2. Modiflcation of automata.
The tree automata constructed above has only one flnal state. Thus, for any ground
term t, the accepting ID of t is always unique. For a (not necessary ground) term s, let s be
a term that is obtained from s by replacing every constant leaf of s, say c, with a symbol
cqfln. For example, f(g(x; a); b) = f(g(x; aqfln); bqfln), g(a; g(b)) = g(aqfln; g(bqfln)) and
so on. Then the unique accepting ID of a ground term t is written as t. Similarly, for a
non-ground term s with variable occurrences o1; : : : ; om, an arbitrary partial accepting
ID for s is written as s[oi ˆ htiids=oie j 1 • i • m] where htii 2 Q0 (1 • i • m).
4.2. modification of tree automata
4.2.1. idea and the procedure
In this section, the tree automaton M0(t) deflned in the previous section is modifled
to accept terms in S⁄(t). The idea behind this modiflcation can be easily understood
if one remembers a string-to-string mapping on a regular string language. Let Ms be
a nondeterministic automaton on strings, fi and fl be strings over the tape symbols
of Ms and fi ! fl be a string rewrite rule. For every pair of states q0 and q1 such that
q0fi ‘⁄Ms fiq1, modify the transition function of Ms to satisfy q0fl ‘⁄Ms flq1 (Figure 2(a)).
A new automaton obtained in this way accepts a word w0 if and only if there is a word
w 2 L(Ms) such that w0 is obtained from w by rewriting substrings fi in w to fl.
This idea can be extended to tree automata and term rewriting rules. Let M be a
tree automaton constructed in the previous section, and consider a term rewriting rule
f(x1; g(x2)) ! g(f(x2; x1)) for example. For every triple of states ht0i, ht1i and ht2i
such that ht0idf(x1; g(x2))e ‘⁄M f(ht1idx1e, g(ht2idx2e)), modify the transition function
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of M to satisfy ht0idg(f(x2, x1))e ‘⁄M g(f(ht2idx2e; ht1idx1e)) (Figure 2(b)). A new tree
automaton M⁄ obtained in this way accepts a term t0 if and only if there is a term
t 2 L(M) such that t0 is obtained from t by rewriting subterms of the form f(t1; g(t2))
in t to g(f(t2; t1)).
The modiflcation of tree automata in the following Procedure 4.2 is based on this
idea. Furthermore, in Procedure 4.2, some techniques are used to get over the following
problems.
(i) We must consider a (possibly inflnite) closure of rewritings. For this purpose the
procedure has a loop to repeat modiflcations of tree automata, which sometimes
prevents termination of the procedure. The termination property of the procedure
is discussed in the next section.
For a nonnegative integer k and a term t 2 A0, let Mk(t) be a tree automaton
that is obtained from M0(t) by executing the loop k times. The modiflcation of
tree automata preserves the property that tree automata Mk(s) and Mk(t) have
difierent initial states but other components are the same. To make the following
discussion simpler, when we discuss a property that is irrelevant with an initial state
of the tree automaton, we say for example \tree automata Mk satisfy. . . " instead
of \for every t, a tree automaton Mk(t) satisfles. . . ", or \construct tree automata
Mk" instead of \construct a tree automaton Mk(t) for every t". Furthermore we
write L(Mk; t) for L(Mk(t)), and write ‘k for ‘Mk(t).
(ii) Non-linearity of a rewrite rule is sometimes beyond the capability of tree automata.
Hence we need the following conditions about linearity of rules, and restrict the
scope of the procedure to rewrite rules that satisfy these conditions.
Condition 4.4. Every rule in R is right-linear.
Condition 4.5. Every variable occurring in the right-hand side of a rule occurs
in the left-hand side of that rule only once. For example, a rule f(x; x; y)! x does
not satisfy this condition, while f(x; x; y)! y does.
Condition 4.4 guarantees the regularity of S⁄(t), which is essential in our approach.
The role of Condition 4.5 is rather technical, and hence explained at the end of this
section.
(iii) We must deal with non-left-linear rules carefully. For example, consider that the tree
automata M0 constructed in the previous section have a state hti = hf(t1; t2; t3)i
where t1, t2 and t3 are terms in TF [X], and R = ff(x; x; y) ! yg is given as
a TRS. By the deflnition of S0(t) and S⁄(t), it follows that if f(s; s; s3) 2 S0(t)
then s3 2 S⁄(t). On the other hand, if S0(t) does not contain a term of the form
f(s; s; s3), then S⁄(t) = S0(t) since no A-constrained instance of t is rewritable by
the rule. Thus it is signiflcant to check whether terms of the form f(s; s; s3) belong
to S0(t) = L(M0; t) or not. In other words, when M0(t) accepts a term f(s1; s2; s3),
it is necessary to check whether s1 = s2. However, since tree automata do not
have the ability to check whether two subterms of an input are the same or not,
we must analyse the sequence of moves of the tree automaton carefully and flnd
other means to test the equality of subterms. By the construction of the transition
function of M0, we have htidf(x; x; y)e ‘0 f(ht1idxe; ht2idxe; ht3idye) (Figure 3(a)).
Remark that the variable x is visited by two difierent states ht1i and ht2i. If t
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Figure 3. A variable that does not occur in the right-hand side of a rule.
has an A-constrained instance of the form f(s; s; s3), then f(s; s; s3) is accepted
by M0(t) by Theorem 4.2. Remark that f(s; s; s3) is accepted by M0(t) if and
only if s 2 L(M0; t1) \ L(M0; t2) and s3 2 L(M0; t3). Hence, the modifled tree
automaton must accept all terms in L(M0; t3) if L(M0; t1) \ L(M0; t2) 6= `. In
other words, the transition function should be modifled to allow htidye ‘⁄ ht3idye
if L(M0; t1) \ L(M0; t2) 6= `.
On the other hand, if L(M0; t1) \ L(M0; t2) = `, then the situation is quite dif-
ferent. The fact that L(M0; t1) \ L(M0; t2) = ` implies that t does not have an
A-constrained instance of the form f(s; s; s3). If the transition function is modi-
fled as in the previous case, then s3 2 L(M0; t3) which is not an A-constrained
R-instance of t will be accepted by the modifled tree automaton. Thereby, the
transition function should not be modifled if L(M0; t1) \ L(M0; t2) = `.
In general, if a variable has ° occurrences in the left-hand side of a rewrite rule, and
if each occurrence of the variable is visited by states t1; t2; : : : ; t° , (Figure 3(b)),
then we must check whether L(M0(t1)) \ ¢ ¢ ¢ \ L(M0(t°)) 6= ` or not before we
modify the transition function.
Procedure 4.2.
Input: a TRS R, goal terms G = fg1; g2g, and a flnite set A of terms that satisfy
Conditions 4.1 through 4.5. Let ° be the smallest non-negative integer such that,
for every rule l! r 2 R, no variable has more than ° occurrences in l.
Output: \uniflable" or \not uniflable".
Step 1. Let k := 0. This is used as a loop counter of the procedure.
Step 2. Construct tree automataM0 as in the previous section. Furthermore, for each j
with 1 • j • °, deflne a set of j-tuples of terms
UTj0 := f(t1; : : : ; tj) j t1; : : : ; tj 2 A0; L(M0; t1) \ ¢ ¢ ¢ \ L(M0; tj) 6= `g:
Intuitively, (t1; : : : ; tj) 2 UTj0 means that there is a term which is an A-constrained
instance of all of t1; : : : ; tj , and hence t1; : : : ; tj are uniflable under A-constrained
substitutions.
Step 3. Let Ak+1 := Ak, Qk+1 := Qk, and –k+1 := –k.
Step 4. The transition function is modifled at this step. Without loss of generality, let
l ! r be a rewrite rule in R such that l has m (‚ 0) variables x1; : : : ; xm, and the
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variable xi has °i occurrences p
j
i 2 O(l) (1 • j • °i) in l. If there are states hti
and htji i (1 • i • m; 1 • j • °i) in Qk such that
htidle ‘⁄k l[pji ˆ htji idxie j 1 • i • m; 1 • j • °i] (4.1)
and
(t1i ; : : : ; t
°i
i ) 2 UT°ik (1 • i • m); (4.2)
then let ‰ = fxi 7! t1i j for i such that xi occurs in r (xi occurs in l exactly once by
Condition 4.5 and hence °i = 1)g and do the following (a) through (c). Intuitively
saying, (4.1) means that if t has an A-constrained instance (say s) which is rewritten
by l! r at the root occurrence, then the subterm of s at the variable occurrence pji
must be an A-constrained instance of tji . If a variable xi has multiple occurrences
in l, then the subterm which substitute for xi must be an A-constrained instance
of all of t1i ; : : : ; t
°i
i . Equation 4.2 is to guarantee that such a term actually exists.
(a) For every subterm s of r‰, let Ak+1 := Ak+1 [ fsg and Qk+1 := Qk+1 [ fhsig.
(b) If (hr‰i) =2 –k(hti; "), then add an "-transition value (hr‰i) 2 –k+1(hti; "). If a
move of a tree automaton is caused by this function value, then the move is
called a rewriting move of degree k+ 1. The concept of rewriting moves is used
in some of the following proofs.
(c) Execute ADDTRANS(r‰, k + 1) (see Procedure 4.1).
Simultaneously execute this Step 4 for every rewrite rule and every tuple of states
that satisfy the condition.
Step 5. Let
UTjk+1 := f(t1; : : : ; tj) j t1; : : : ; tj 2 Ak+1; L(Mk+1; t1) \ ¢ ¢ ¢ \ L(Mk+1; tj) 6= `g:
By the modiflcation of the transition function at Step 4, the set of A-constrained
R-instances which are accepted by the tree automata may be expanded. We update
the uniflability information at this step.
Step 6. Continue the loop until everything saturates. That is, if Ak+1 6= Ak, or –k+1 6=
–k, or UT
j
k+1 6= UTjk for some j (1 • j • °), then let k := k + 1 and go to Step 3.
Step 7. Output \uniflable" if (g1; g2) 2 UT2k, \not uniflable" otherwise.2
Example 4.2. Consider the set A and goal terms given in Example 4.1, and let R =
ff(x; x; y) ! g(y); c ! g(c)g. In this case, the tree automata constructed at Step 2 of
Procedure 4.2 are the same as those constructed in Example 4.1 and the set UT20 contains
(g(c); x); (x; g(c)) (for example g(c) 2M0(g(c)) \M0(x));
(t; t) (t 2 A0):
Remark that each pair in UT20 denotes a pair of syntactic uniflable terms under
A-constrained substitutions.
Consider the rewrite rule c ! g(c) at Step 4 (thus l = c, r = g(c) and m = 0). In
this case, for the state c, cdce ‘ cqfln. The substitution ‰ at Step 4 is deflned to be a
null substitution, and hence r‰ = g(c). By Steps 4(a) through (c), the new transition
function –1 has a transition value (g(c)) 2 –1(c; ") in addition to values of –0. By this
new transition value, the set UT21 contains
(g(c); c); (c; g(c)) (for example g(c) 2M1(g(c)) \M1(c));
(c; x); (x; c) (for example g(c) 2M1(c) \M1(x));
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and pairs in UT20. Intuitively, these newly merged pairs correspond to pairs of terms that
are uniflable by using the rewrite rule c! g(c).
Next, consider the rewrite rule f(x; x; y)! g(y) at Step 4 (thus l = f(x; x; c), r = g(y),
m = 2, °1 = 2 and °2 = 1). In this case, for the states hti = f(ƒ; c; c), ht21i = ƒ, ht21i = c
and ht12i = c,
f(ƒ; c; c)df(x; x; y)e ‘ f(ƒdxe; cdxe; cdye);
and (x; c) 2 UT21. The substitution ‰ at Step 4 is deflned to be ‰ = fy 7! cg, and hence
r‰ = g(c). Intuitively, this means that when an A-constrained R-instance of the term
f(x; c; c) is rewritten by f(x; x; y) ! g(y), the the variable y will be replaced by c and
the result of this rewriting will be g(c). By Steps 4(a) through (c), the new transition
function –2 has a transition value (g(c)) 2 –2(f(ƒ; c; c); ") in addition to values of –1. By
this new transition value, the set UT22 contains
(f(x; c; c); g(c)); (g(c); f(x; c; c)); (for example g(c) 2M2(f(x; c; c)) \M2(g(c)))
(f(x; c; c); x); (x; f(x; c; c)) (for example g(c) 2M2(f(x; c; c)) \M2(x))
and pairs in UT21. Since we cannot modify the tree automata further, the procedure halts
and outputs \uniflable" since (g1; g2) = (f(x; c; c); y) 2 UT22. Remark that g1 and g2 are
actually R-uniflable under A-constrained substitutions.2
4.2.2. the soundness of the automata construction
In this and the following sections, the correctness of the automata construction is
investigated.
We have constructed new tree automata Mk by adding new states and new transition
values to M0. The essential difierence between these modifled tree automata Mk and
the basic tree automata M0 is that the former allows rewriting moves. If modifled tree
automata Mk do not use rewriting moves, then M0 and Mk have essentially the same
property. Thereby, the following lemma holds as a generalization of Theorem 4.2.
Lemma 4.3. Consider moves of a tree automaton Mk(t) for a ground term s where t is
an arbitrary term in Ak. The term s is a ground A-constrained instance of t if and only
if there is an accepting sequence of moves htis ‘⁄k s that does not contain rewriting moves
(of any degree).
Sketch of Proof. A sequence of moves does not contain rewriting moves if and only
if every function value used in the sequence is deflned by ADDTRANS. The lemma
holds by the construction of transition values in ADDTRANS. 2
If a sequence of moves of the tree automata Mk contains no rewriting move, then
the sequence has certain simple properties. One of such properties is that, given an
occurrence of an input term, we can guess which state will be associated when a head
visits the occurrence. This property is formalized as the following lemma.
Lemma 4.4. Let u be a term that has variable occurrences o1; : : : ; om, s be a ground
instance of u, and t be a (not necessarily ground) instance of u such that t 2 Ak. If s
is accepted by a tree automaton Mk(t), and if the accepting sequence htidse ‘⁄k s does
not contain rewriting moves, then the the sequence can be written as htidse ‘⁄k s[oi ˆ
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Figure 4. There is a strong relation between the position of a head and the associated state.
ht=oiids=oie j 1 • i • m] ‘⁄k s. That is, when a head visits oi (1 • i • m), the state
ht=oii is associated to that head (Figure 4).
Sketch of Proof. By Lemma 2.4, there is a \standard" sequence of moves written as
htidse ‘k s[oi ˆ qids=oie j 1 • i • m] ‘⁄k s where q1; : : : ; qm 2 Qk. Let o be an arbitrary
occurrence of u. We can show by induction on the length of o that when a head of the
tree automaton visits the occurrence o of s, the state ht=oi is attached to that head, and
there is no other possibility. Hence, at the occurrence oi (1 • i • m), the state qi = ht=oii
is attached to that head. 2
From the construction of the tree automata in Procedure 4.2, it is easily understood
that inclusion hierarchy L(M0; t) µ L(M1; t) µ ¢ ¢ ¢ holds for arbitrary t 2 A0(t). First
we show that L(Mk; t) µ S⁄(t) for any k. The following technical Lemma 4.5 relates
rewriting moves of tree automata to actual applications of term rewriting rules. This
lemma means that if a modifled tree automaton makes a rewriting move and accepts an
input term, then the tree automaton also accepts the term which is not rewritten by the
corresponding rewrite rule.
Lemma 4.5. For a ground term s, a positive integer k and states hti and ht0i 2 Ak, if
there is a sequence of moves htidse ‘k ht0idse ‘⁄k s such that
1 the flrst move htidse ‘k ht0idse is a rewriting move of degree k, and
2 there is no rewriting move (of any degree) in the sequence ht0idse ‘⁄k s,
then there is a term s0 such that s0 ) s and htids0e ‘⁄k¡1 s0.
Proof. We flrst show that s is an instance of the right-hand side of a rewrite rule. Then
the corresponding instance of the left-hand side of the rule is specifled and is shown to
be accepted by Mk¡1(t). Figure 5 sketches this proof. Without loss of generality, assume
that
(i) the flrst rewriting move is deflned for a rewrite rule l! r 2 R,
(ii) l has m variables x1; : : : ; xm,
(iii) the variable xi has °i occurrences in l at p
j
i 2 O(l) (1 • j • °i), and
(iv) if the variable xi occurs in r, then it is at oi 2 O(r).
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Figure 5. Sketch of a proof of Lemma 4.5.
Since the flrst move htidse ‘k ht0idse is a rewriting move of degree k, and since it is deflned
for the rule l ! r at Step 4 of Procedure 4.2, there are terms tji (1 • i • m; 1 • j • °i)
in Ak¡1 such that
htidle ‘⁄k¡1 l[pji ˆ htji idxie j 1 • i • m; 1 • j • °i] (4.3)
(see Figure 5(i)) and (t1i ; : : : ; t
°i
i ) 2 UT°ik¡1. Furthermore, for the substitution ‰ = fxi 7!
t1i j for i such that xi occurs in rg, t0 is written as t0 = r‰ ((ii) in the flgure).
On the other hand, since there is no rewriting move in the sequence ht0idse ‘⁄k s, s is
a ground A-constrained instance of t0 by Lemma 4.3. Since t0 = r‰, s is also a ground
instance of r. Thereby, by using Lemma 4.4, we consider that the sequence ht0idse ‘⁄k s
is the \standard" sequence of moves
ht0idse ‘⁄k¡1 s[oi ˆ ht0=oiids=oie j for i such that xi occurs in r] ‘⁄k¡1 s:
Since t0 = r‰, it follows that t0=oi = t1i and the above sequence is written as
ht0idse ‘⁄k¡1 s[oi ˆ ht1i ids=oie j for i such that xi occurs in r] ‘⁄k¡1 s (4.4)
(see (iii) in the flgure).
Here, deflne a substitution ¾ = fx1 7! u1; : : : ; xm 7! umg where ui with 1 • i • m are
deflned as follows:
(i) If xi occurs in r, then let ui = s=oi (see (iv{a)). By applying Lemma 2.1(i) (mem-
oryless lemma) at the occurrence oi in (4.4), it follows that ht1i iduie ‘⁄k¡1 ui.
(ii) If xi does not occur in r, then ui is chosen to satisfy ui 2 L(Mk¡1; t1i ) \ ¢ ¢ ¢ \
L(Mk¡1; t
°i
i ) (see (iv-b)). Such ui exists since (t
1
i ; : : : ; t
°i
i ) 2 UT°ik¡1 by (4.2) of
Step 4 of Procedure 4.2. Remark that htji iduie ‘⁄k¡1 ui for 1 • j • °i.
Observe that s is written as s = r¾ and that we have deflned ui’s so that
htji iduie ‘⁄k¡1 ui (1 • i • m; 1 • j • °i): (4.5)
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Let s0 = l¾, then, by (4.3) and Corollary 2.3 (no-lookahead corollary), we have
htids0e ‘⁄k¡1 s0[pji ˆ htji iduie j 1 • i • m; 1 • j • °i]
(see (v) in the flgure). Using (4.5) and Lemma 2.1(ii) (transitivity lemma) at occur-
rences pji with 1 • i • m and 1 • j • °i,
s0[pji ˆ htji iduie j 1 • i • m; 1 • j • °i] ‘⁄k¡1 s0[pji ˆ ui j 1 • i • m; 1 • j • °i] = s0;
and thus htids0e ‘⁄k¡1 s0. Since s = r¾, the relation s0 ) s holds. 2
The previous Lemma 4.5 concerns only one rewriting at the root occurrence. By using
the lemma inductively, we have the following soundness theorem.
Theorem 4.6. For a non-negative integer k, L(Mk; t) µ S⁄(t) holds.
Proof. We show that if Mk(t) accepts a ground term s, then s 2 S⁄(t). The theorem
holds obviously when k = 0 since L(M0; t) = S0(t) µ S⁄(t) by Theorem 4.2. Assume that
the theorem holds for k ¡ 1 or less, and consider an accepting sequence fi of moves of
Mk(t) for s. The inductive part is shown by induction on the number of rewriting moves
of degree k in the sequence fi.
If fi contains no rewriting move of degree k, then every move in fi is a valid move
of Mk¡1(t). Thus Mk¡1(t) also accepts s and s 2 L(Mk¡1; t) µ S⁄(t) by the inductive
hypothesis for the loop variable k.
Assume that the theorem holds for every sequence of moves of Mk with n ¡ 1 or
less rewriting moves of degree k, and consider the case that fi has n rewriting moves of
degree k. We will show that there is a term u which is accepted by Mk(t) with n ¡ 1
rewriting moves of degree k (and thus u 2 S⁄(t) by the inductive hypothesis) and u)⁄s.
Without loss of generality, the sequence fi can be written as
htidse ‘⁄k s[oˆ ht0ids=oe] (4.6)
‘k s[oˆ ht00ids=oe] ‘⁄k s (4.7)
where o is an occurrence in s, ht0i and ht00i are states of the tree automaton Mk(t), the
move s[o ˆ ht0ids=oe] ‘k s[o ˆ ht00ids=oe] is a rewriting move of degree k, and there is
no rewriting move of degree k in the sequence s[o ˆ ht00ids=oe] ‘⁄k s. That is, o is the
occurrence where the last rewriting move of degree k took place. We pick up the subterm
at o, and revert the rewriting by using the inductive hypothesis and Lemma 4.5.
Applying Lemma 2.1(i) (memoryless lemma) at the occurrence o in (4.7), we have
ht00ids=oe ‘⁄k s=o which does not contain rewriting moves of degree k. Thus s=o 2
L(Mk¡1; t00), and s=o 2 S⁄(t00) by the inductive hypothesis for the loop variable k. That
is, s=o is an A-constrained R-instance of t00. Thus there is an A-constrained instance v
of t00 such that v)⁄s=o (Figure 6(i)). Since v is an A-constrained instance of t00, there is
a sequence of moves ht00idve ‘⁄k v which does not contain rewriting moves by Lemma 4.3.
Therefore,
ht0idve ‘k ht00idve ‘⁄k v (4.8)
where the flrst move is a rewriting move of degree k and there is no rewriting move in
the sequence ht00idve ‘⁄k v. By applying Lemma 4.5 to (4.8), it follows that there is a
term v0 such that v0 ) v and ht0idv0e ‘⁄k¡1 v0 (Figure 6(ii)). Since valid moves of Mk¡1
are also valid for Mk, we have ht0idv0e ‘⁄k v0.
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Figure 6. Terms which are rewritten to s.
Deflne u = s[o ˆ v0], then by (4.6) and Lemma 2.2 (no-lookahead lemma), htidue ‘⁄k
u[oˆ ht0idu=oe] = u[oˆ ht0idv0e]: Since ht0idv0e ‘⁄k v0, it follows that u[oˆ ht0idv0e] ‘⁄k
u[oˆ v0] = u and thus Mk(t) accepts u. Remark that this accepting sequence of Mk(t)
for u has only n ¡ 1 rewriting moves of degree k, and hence u 2 S⁄(t) by the inductive
hypothesis for the number of rewriting moves of degree k. Since u = s[o ˆ v0] ) s[o ˆ
v])⁄s[oˆ s=o] = s, it follows from the deflnition of S⁄(t) that s 2 S⁄(t) and the theorem
holds. 2
4.2.3. the completeness of the automata construction
Next, it is shown that for any s 2 S⁄(t), there is an integer k such that s 2 L(Mk; t).
As in the previous case, a technical lemma is introduced flrst. This lemma means that if
an instance of a left-hand side of a rewrite rule is accepted by a tree automata, then the
corresponding instance of the right-hand side is also accepted.
Lemma 4.7. Let l! r be a rewrite rule and let k be a non-negative integer. If htidl¾e ‘⁄k
l¾ for a ground substitution ¾, then htidr¾e ‘⁄k+1 r¾.
Proof. The proof goes along with the sketch in Figure 5 in the opposite direction. We
flrst consider the \standard" sequence of moves of htidl¾e ‘⁄k l¾, and see that a rewriting
move will be introduced at Step 4 of Procedure 4.2. By using the newly introduced
rewriting move, r¾ is accepted by Mk+1(t). Without loss of generality, assume that
(i) l has m variables x1; : : : ; xm,
(ii) the variable xi has °i occurrences in l at p
j
i 2 O(l) (1 • i • m; 1 • j • °i),
(iii) if the variable xi occurs in r, then it is at oi 2 O(r), and
(iv) the substitution ¾ is written as ¾ = fx1 7! u1; : : : ; xm 7! umg.
Since htidl¾e ‘⁄k l¾, by Lemma 2.4, there is the \standard" sequence of moves
htidl¾e ‘⁄k l¾[pji ˆ htji idl¾=pji e j 1 • i • m; 1 • j • °i] (4.9)
= l¾[pji ˆ htji iduie j 1 • i • m; 1 • j • °i] ‘⁄k l¾ (4.10)
where htji i 2 Qk (1 • i • m; 1 • j • °i).
By applying Lemma 2.1(i) (memoryless lemma) at occurrences pji in (4.10), we have
htji iduie ‘⁄k ui (1 • i • m; 1 • j • °i): (4.11)
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That is, ui 2 L(Mk; t1i ) \ ¢ ¢ ¢ \ L(Mk; t°ii ) (1 • i • m) and thus
(t1i ; : : : ; t
°i
i ) 2 UT°ik (1 • i • m): (4.12)
On the other hand, it follows from (4.9), the fact that l = l¾[pji ˆ xi] and Lemma 2.2
(no-lookahead lemma) that
htidle ‘⁄k l[pji ˆ htji idl=pji e j 1 • i • m; 1 • j • °i]
= l[pji ˆ htji idxie j 1 • i • m; 1 • j • °i]: (4.13)
By (4.12), (4.13) and Step 4 of Procedure 4.2, the transition function –k+1 is deflned
to satisfy the followings:
(i) for a substitution ‰ = fxi 7! t1i j for i such that xi occurs in rg, an "-move
(hr‰i) 2 –k+1(hti; ") (4.14)
is deflned, and
(ii) for a term r, the sequence
hr‰idre ‘⁄k+1 r[oi ˆ ht1i idr=oie j for i such that xi occurs in r] (4.15)
is possible.
By Corollary 2.3 (no-lookahead corollary), the sequence of moves (4.15) is valid for r¾,
that is,
hr‰idr¾e ‘⁄k+1 r‰[oi ˆ ht1i idr¾=oie j for i such that xi occurs in r]:
Since r¾=oi = ui, this relation is written as
hr‰idr¾e ‘⁄k+1 r¾[oi ˆ ht1i iduie j for i such that xi occurs in r]: (4.16)
By using (4.11) with Lemma 2.1(ii) (transitivity lemma),
r¾[oi ˆ ht1i iduie j for i such that xi occurs in r]
‘⁄k+1 r¾[oi ˆ ui j for i such that xi occurs in r] = r¾: (4.17)
Summarizing (4.14), (4.16) and (4.17), htidr¾e ‘⁄k+1 r¾ and the lemma holds. 2
By using the previous Lemma 4.7 inductively, the completeness theorem is shown.
Theorem 4.8. For a term s 2 S⁄(t), there is an integer k such that s 2Mk(t).
Proof. If s 2 S⁄(t), then there is a ground term s0 2 S0(t) such that s0)⁄s. The
theorem is shown by induction on the number of rewriting steps in s0)⁄s. For the basis
s0 = s, the theorem holds clearly since s = s0 2 S0(t) and thus M0(t) accepts s by
Theorem 4.2.
Assume that the theorem holds for every term which is obtained by n ¡ 1 or less
rewritings of ground instances, and consider that s is obtained by n rewritings of s0. In
this case, without loss of generality, there are a term sn¡1, an occurrence o 2 O(s), a
rewriting rule l ! r, and a substitution ¾ such that s0)⁄sn¡1 ) s, sn¡1=o = l¾ and
s=o = r¾. Remark that since sn¡1 is obtained by n¡ 1 rewritings of s0, by the inductive
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hypothesis, there is an integer k0 such that Mk0(t) accepts sn¡1. That is, there is an
accepting sequence of moves
htidsn¡1e ‘⁄k0 sn¡1[oˆ ht0idsn¡1=oe] ‘⁄k0 sn¡1 (4.18)
where ht0i is a state of Mk0(t). From the fact that s = sn¡1[o ˆ r¾] and by Lemma 2.2
(no-lookahead lemma), the following sequence of moves is possible.
htidse ‘⁄k0 s[oˆ ht0idr¾e]: (4.19)
On the other hand, by applying Lemma 2.1(i) (memoryless lemma) to the occurrence o
in (4.18), we have ht0idsn¡1=oe = ht0idl¾e ‘⁄k0 l¾, and it follows by Lemma 4.7 that
ht0idr¾e ‘⁄k0+1 r¾: (4.20)
Summarizing (4.19), (4.20) and the fact that s=o = r¾,
htidse ‘⁄k0+1 s[oˆ ht0idr¾e] ‘⁄k0+1 s[oˆ r¾] = s
by Lemma 2.1(ii) (transitivity lemma). That is, s is accepted byMk0+1(t) and the theorem
holds. 2
The following Theorem 4.9 summarizes the whole discussion in this and the previous
sections.
Theorem 4.9. Terms g1 and g2 are R-uniflable under A-substitutions iff there is an in-
teger k such that (g1; g2) 2 UT2k.
Proof. If g1 and g2 are R-uniflable under A-substitutions, then there is a ground
A-substitution ¾ and a ground term g such that g1¾)⁄Rg and g2¾)⁄Rg, i.e. g 2 S⁄(g1)
and g 2 S⁄(g2). By Theorem 4.8, there are integers k1 and k2 such that Mk1(g1) and
Mk2(g2) accept g. Let k = maxfk1; k2g then both of Mk(g1) and Mk(g2) accept g and
hence (g1; g2) 2 UT2k. Conversely, if (g1; g2) 2 UT2k, then there is a ground term g0 such
that g0 2 L(Mk; g1) and g0 2 L(Mk; g2), and thus there are A-substitutions ¾1 and ¾2
such that g1¾1)⁄g0 and g2¾2)⁄g0. Since V(g1) \ V(g2) = ` by Condition 4.2, we can
deflne ¾ = ¾1[¾2 which satisfles g1¾)⁄g0 and g2¾)⁄g0. Thus g1 and g2 are R-uniflable
under A-substitutions. 2
Theorem 4.9 states that if goal terms are R-uniflable under A-substitutions, then we
can obtain a correct yes/no answer within flnite steps. On the other hand, if goal terms
are not uniflable, then there is a possibility that the procedure does not terminate.
This is unavoidable due to the inherent undecidability of the problem. In the following
Section 4.3, we discuss su–cient conditions under which our procedure terminates.
To close this section, let us return to the role of Condition 4.5. As we saw in Step 4,
each variable occurrence of l is associated with a term, say tji . Intuitively, this means
that only those terms in S⁄(t
j
i ) can replace the variable xi at p
j
i . Thus, we want to
associate the same variable xi in the right-hand side of the rule with the same term t1i
too. In Procedure 4.2, this mechanism is realized by introducing a state hr‰i where ‰ is
a substitution that contains a mapping xi 7! t1i . But if xi occurs in l more than once,
we cannot use this technique. For example, assume that xi occurs twice in l, and the
two occurrences are respectively associated with two terms t1i and t
2
i . In this case, only
those terms in S⁄(t1i )\S⁄(t2i ) can replace the variable xi, and thus we must associate the
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variable occurrence of xi in r with a state, say ht0i such that L(Mk; t0) = S⁄(t1i )\S⁄(t2i ).
However, in Procedure 4.2 there is no mechanism to look for, or construct such a state t0.
Condition 4.5 is a condition to avoid this issue.
4.3. a condition for termination of the procedure
We have already introduced Conditions 4.1 through 4.5, but they are not su–cient for
termination of Procedure 4.2. Indeed, the following lemma holds.
Lemma 4.10. There is a class of uniflcation problems that satisfles Conditions 4.1 to 4.5
and for which the problem is undecidable.
Proof. In .Matijasevic (1967) and .Dershowitz and Jouannaud (1990), it is shown that a
word problem for a TRS that is induced from an axiom set of a semi-group is undecidable.
The TRS satisfles Conditions 4.1, 4.4 and 4.5, and since a word problem can be regarded
as a uniflcation problem with ground goals (thus Conditions 4.2 and 4.3 are also satisfled),
this lemma holds. 2
In this section, we introduce a su–cient condition under which Procedure 4.2 termi-
nates deflnitely. More technically, this is a condition to upper-bound the size of a state
inQk where the size of a state hti is deflned to be the size of the term t. If the size of a state
is upper-bounded, then there is an integer k1 such that Q0 µ ¢ ¢ ¢ µ Qk1 = Qk1+1 = ¢ ¢ ¢.
Remark that once the set of states has been flxed, then Procedure 4.2 only adds "-
transitions to –k with k ‚ k1, which saturates at last and hence the procedure terminates
under the condition.
4.3.1. layers in a state of the tree automata
We flrst observe the structure of a state (term) in Qk, and see how the size of a state
grows as the loop variable k in Procedure 4.2 increases. Based on this observation, a
su–cient condition to upper-bound the size of a state is introduced in the next section.
In Procedure 4.2, new states are introduced at Step 4, and each of them is an instance
of a subterm of the right-hand side of a rewrite rule in R. That is, such a new state
can be written as hr‰=oi where l ! r 2 R, o 2 O(r) and ‰ = fxi 7! t1i j ht1i i 2 Qkg
(see Step 4(a) of Procedure 4.2). At this point remark that t1i is either a term in A0, or
again an instance of a subterm of the right-hand side of a rewrite rule in R. Inductively,
there are many \layers" in the new state hr‰=oi, each intermediate layer is a non-ground
subterm of the right-hand side of a rule in R, and the bottom layer is a ground subterm
of the right-hand side of a rule in R, or a term in A0 (Figure 7).
Formally, the number of layers in a state is deflned as follows. First, those states which
have belonged to Q0 are deflned to have only one layer. Next, consider the state hr‰=oi
which is introduced at Step 4 of Procedure 4.2. Let j denote maxfthe numbers of layers
in t1i j for i such that xi occurs in r=og. If r=o is ground, then j is assumed to be zero.
When the state hr‰=oi is included in Qk+1 at Step 4 of Procedure 4.2, the number of
layers in hr‰=oi is associated as follows.
(i) If hr‰=oi has not yet belonged to Ak+1, then hr‰=oi is deflned to have j + 1 layers.
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Figure 8. The number of layers in a state varies as the tree automaton moves.
(ii) If hr‰=oi has already belonged to Ak+1 and is deflned to have j + 1 or more layers,
then the number of layers in hr‰=oi is decreased to j + 1.
(iii) If hr‰=oi has already belonged to Ak+1 and is deflned to have j or less layers, then
the number of layers in hr‰=oi is not changed.
In general, there are many combinations of layers which constitutes r‰=o. The number
of layers in hr‰=oi is deflned to be the minimum among them. Remark that for any state
hti, the number of layers in hti cannot be smaller than the number of layers in ht=oi for
any o 2 O(t).
By paying attention to the number of layers in a state, we can flnd a clue to upper-
bound the size of a state. First, we observe how the number of layers in a state varies as
the tree automaton moves. For a term s, consider a path from the root of s to a variable
occurrence of s, and observe how the number of layers in a state varies as a head of the
tree automaton goes down the path (Figure 8). When the tree automaton actually moves
its head, a move deflned by ADDTRANS is used. In this case, the root symbol of the
attached state is consumed. Thereby, the number of layers in the attached state is not
changed, or decreased by one if all symbols in the top layer of the attached state have
been used up (i.e. all symbols in the top layer have been consumed). On the other hand,
when the tree automaton makes a rewriting move, the number of layers in the attached
state possibly increases.
For the later discussion, it is worthwhile introducing some new notions concerning
the behavior of the tree automaton. Let s be a term and fi be a sequence of moves
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Figure 9. Four cases under which the number of layers becomes j.
of the tree automaton for s. An occurrence o of s is called an "-move occurrence in fi
if an "-move took place at o, that is, if the sequence fi contains a move I1 ‘ I2 such
that I1=o = q1ds=oe and I2=o = q2ds=oe where q1 and q2 are difierent states of the tree
automaton. An occurrence o1 2 O(s) is the last "-move occurrence with respect to a
variable occurrence o2 if o1 is an "-move occurrence and there is no "-move occurrence o0
such that o1 ` o0 „ o2.
Consider the sequence of moves (4.1) of a tree automaton in Step 4 of Procedure 4.2,
and assume that, when a head reaches a variable of l (the left-hand side of a rewriting
rule), there are j layers in an associated state. In this case, a newly introduced state in
Step 4 of Procedure 4.2 may have j+ 1 layers. There are four difierent cases under which
this situation occurs.
Case I: The number of layers in a state becomes j by the last rewriting move, and the
top layer of the state is not used up after the rewriting move (Figure 9(i)).
Case II: The initial state of the tree automaton has j layers, there is no rewriting move,
and the top layer of the state is not used up (Figure 9(ii)).
Case III: The number of layers in a state becomes j + 1 or more by the last rewrit-
ing move, and the top layers of the state are used up after the rewriting move
(Figure 9(iii)).
Case IV: The initial state of the tree automaton has j + 1 or more layers, there is no
rewriting move, and the top layers of the state are used up (Figure 9(iv)).
If the tree automaton Mk behaves as Case I and if j was the maximum number of
layers in a state in Qk, then the newly introduced state will have a larger number of
layers than any other states which have belonged to Qk. In other words, if the tree
automaton behaves as Case I, then the maximum number of layers in a state possibly
increases. In the following, we clarify a su–cient condition under which Case I above
takes place.
Assume that a head of the tree automaton reaches a variable occurrence o of l, the
number of layers in the attached state is j when the head reaches o, and the number
of layers varies as Case I. Let o0 be the last "-move occurrence with respect to o. By
the deflnition of rewriting moves (see Step 4 of Procedure 4.2), the state after the last
rewriting move can be written as hr0‰i where r0 is the right-hand side of a rewrite rule
inR. Since all moves after the rewriting move are deflned by ADDTRANS, the following
property (A) holds.
(A) the function symbol of l at the occurrence o0 ¢ o00 such that o0 ¢ o00 ` o is the same
as the function symbol of r0‰ at the occurrence o00.
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If not, no move deflned by ADDTRANS is possible. On the other hand, the fact that
the top layer of r0‰ is not used up implies that the following property (B) holds.
(B) the occurrence o00 such that o0 ¢ o00 = o is a non-variable occurrence of r0.
The properties (A) and (B) are illustrated in Figure 10. Conversely, if there are rewrite
rules l ! r, l0 ! r0 and occurrences o; o0 2 O(l) that satisfy the above (A) and (B),
then it can happen that the number of layers in the state introduced by l! r is always
greater than the number of layers in the state introduced by l0 ! r0. We can derive
similar syntactic conditions between rewrite rules for cases II, III and IV. If there is an
inflnite loop of such relations between rewrite rules, then the number of layers in a state
can increase inflnitely. In the next section, we propose a su–cient condition under which
such an inflnite loop cannot exist.
4.3.2. sufficient condition for the termination of the procedure
To discuss the relationship between rewrite rules, we introduce the sticking-out relation
between terms as follows. We say that a term t sticks out of a term s if there is a variable
occurrence o of s such that, for every occurrence o0 with ‚ „ o0 ` o, the function symbol
of s at o0 is the same as that of t at o0 (Figure 11). When we want to emphasize the
occurrence o, we say t sticks out of s at the occurrence o. If t=o is neither a ground term
nor a variable, that is, if t=o is a non-ground term with size more than one, then we say
that t properly sticks out of s (at o). If t (properly) sticks out of s, then we say that s is
(properly) short of t.
Example 4.3. Let t1 = f(g(x); g(y)), t2 = f(g(g(c)); c) and t3 = f(g(g(x)); c). The
term t2 sticks out of t1 at the occurrence 1 ¢ 2 since the function symbols of t1 at the
occurrences ‚ and 1 are the same as those of t2. Similarly, t3 properly sticks out of t1. 2
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Figure 11. The term t sticks out of the term s.
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Figure 12. Rewrite rules and sticking-out relations.
Remark that the sticking-out relation is a superset of the matching relation. If a term s1
matches s2, then s2 sticks out of s1 (at every variable occurrence of s1), but the converse
is not always true, as illustrated by the above example (t1 does not match to neither t2
nor r3). Intuitively saying, sticking-out relation is a matching relation with respect to
only one path from the root to a leaf. Other paths do not have to agree. Thereby if
all function symbols have arity one, then the sticking-out relation is the same as the
matching relation.
Returning to the discussion of the relation between rewrite rules that can increase the
number of layers in a state. As we have already described, if there is an inflnite loop of
such relations, then it can happen that the number of layers in a state grows inflnitely.
Conversely, if there is no such inflnite loop, then the number of layers can be upper-
bounded. This condition is formally described by using the following sticking-out graph
of a TRS R.
For a TRS R, consider a directed graph GR whose edge has a weight. The vertices
of GR are rewrite rules in R. The edges of GR and their weights are deflned as follows.
For any pair of rules l1 ! r1 and l2 ! r2 (the latter rule l2 ! r2 can be the same as the
former rule l1 ! r1);
(i) If r2 properly sticks out of a subterm of l1 (Figure 12(i)), then GR has an edge from
l2 ! r2 to l1 ! r1 with weight 1. Remark that if l1 and r2 satisfy this condition,
then the tree automaton might behave as the Case I discussed in the previous
section. Thus the number of layers in a state which is introduced by l1 ! r1 can
be larger by one than that in a state which is introduced by l2 ! r2.
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Figure 13. Examples of sticking-out graphs.
(ii) If a subterm of r2 properly sticks out of l1 (Figure 12(ii)), then GR has an edge from
l2 ! r2 to l1 ! r1 with weight 1. This condition corresponds to the Case II, and
means that the number of layers in a state which is introduced by l1 ! r1 can be
larger by one than that in a state which is introduced by l2 ! r2.
(iii) If r2 is short of a subterm of l1 (Figure 12(iii)), then GR has an edge from l2 ! r2
to l1 ! r1 with weight 0. This condition corresponds to the Case III, and means
that the number of layers in a state which is introduced by l1 ! r1 can be the same
as that in a state which is introduced by l2 ! r2.
(iv) If a subterm of r2 is short of l1 (Figure 12(iv)), then GR has an edge from l2 ! r2
to l1 ! r1 with weight 0. This condition corresponds to the Case IV, and means
that the number of layers in a state which is introduced by l1 ! r1 can be the same
as that in a state which is introduced by l2 ! r2.
This graph GR is called a sticking-out graph of R. By using a sticking-out graph, a
su–cient condition for Procedure 4.2 to terminate is described as follows.
Condition 4.6. The sticking-out graph GR of R has no cycle with a positive weight
where the weight of a cycle is the sum of weights of edges that constitutes the cycle.
Example 4.4. Let R be a TRS that has two rewriting rules p1 : g(x) ! f(g(x); b) and
p2 : f(x; a)! f(a; x) where p1 and p2 are labels of the rule. For simplicity, the left- and
the right-hand sides of pi (i = 1; 2) are referred to as li and ri, respectively.
The sticking-out graph GR has two vertices p1 and p2 and edges shown in Figure 13(a).
For example, the subterm g(x) of r1 is short of l1 and hence p1 has a simple cycle with
weight zero. On the other hand, r1 properly sticks out of l2 at the occurrence 1, and
thus there is a edge from p1 to p2 with weight 1. Our procedure halts for this rewrite
system R since there is no cycle with a positive weight. 2
Example 4.5. Let R be a TRS that has two rules p1 : f(x)! g(g(x)) and p2 : g(x)!
f(f(x)). As in the previous example, the left- and the right-hand sides of pi (i = 1; 2) are
refered to as li and ri, respectively. The sticking-out graph for R is shown in Figure 13(b).
Since r1 and r2 properly stick out of l2 and l1, respectively, edges with weight 1 are deflned
from p1 to p2 and p2 to p1. Remark that there is a cycle with weight 2. Actually, our
procedure does not halt for this R. 2
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4.3.3. proof of the termination property of the procedure
In this section, it is shown that Procedure 4.2 terminates if an instance of the problem
satisfles Condition 4.6 in addition to Conditions 4.1 through 4.5. We associate each state
in Qk with a nonnegative integer called a rank which is deflned based on a sticking-out
graph GR. Then it is shown that a state with rank j has at most j + 1 layers.
First we associate each rule in R with an integer also called a rank as follows.
Step 1. The rank of every rule is initialized to one.
Step 2. For every rewrite rule v in R (i.e. vertex of GR), the rank of v is changed to
be the maximum of fthe rank of v0 + w(v0; v) j v0 is a vertex of GR from which
there is an edge to v with weight w(v0; v)g.
Step 3. Repeat Step 2 until the rank of any rule is not changed.
For example, in the case of Example 4.4, the rule p1 has rank 1 and the rule p2 has rank 2
(see also Figure 13(a)). If R satisfles Condition 4.6, then it can be easily shown that each
rule in R is associated with a unique rank which is not greater than the number of rules
in R. A state is said to have rank j if it is introduced at Step 4(a) of Procedure 4.2 by
using a rewrite rule with rank j. Those states that have belonged to Q0 is deflned to
have rank zero.
Consider that a state hti is introduced at Step 4 of Procedure 4.2 by using a rewrite
rule l! r with rank j and a substitution ‰. In the following Theorem 4.11, we show that
every term in the co-domain of ‰ has j or less layers. This implies that there are j+ 1 or
less layers in hti, and equivalently, subterms of t at variable occurrences of r have j or
less layers.
Theorem 4.11. Let l ! r and ‰ = fxi 7! t1i j for i such that xi occurs in rg be
respectively a rewrite rule and a substitution that are used at Step 4 of Procedure 4.2. If
the rank of l ! r is j, then every term t1i (1 • i • m) in the co-domain of ‰ has j or
less layers.
Proof. The theorem is shown by induction on the value of the loop variable k of Pro-
cedure 4.2. When k = 0, every term t1i belongs to A0 and hence has only one layer, thus
the theorem holds. Assume that the theorem holds for k • n¡ 1, and consider the case
that k = n. The inductive part is shown by contradiction. Assume that the co-domain
of ‰ contains a term which has j + 1 or more layers. Without loss of generality, let t11
be the term with j + 1 layers. In other words, when a head of the tree automaton visits
the variable occurrence p11, the number of layers in the associated state ht11i is j + 1 or
more. As we have observed in Section 4.3.1, there are four difierent cases under which
this situation occurs.
Assume that the number of layers in the state varies as Case I. In this case, the number
of layers in the associated state is increased to j + 1 or more by the last rewriting move,
and the number of layers is not changed after the last rewriting move. The overview of
the discussion in this case is as follows: We flrst show that there is a rewrite rule l0 ! r0
which corresponds to the last rewriting move, and also show that the rank of the rewrite
rule is j or more. By using the property that there is no rewriting move after the last
rewriting move, r0 is shown to properly stick out of l, which implies that the rank of
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Figure 14. The number of layers and the sticking-out relation (Case I).
l ! r must be deflned to be j + 1 or more by (i) of the deflnition of the sticking-out
graph, a contradiction. See also Figure 14.
Let o1 be the last "-move occurrence and let hti be the state after the last rewriting
move. Since the number of layers is j + 1 or more after the rewriting move, hti has j + 1
or more layers. It cannot happen that hti has belonged to Q0 since it implies that hti has
only one layer. Thereby there is a rewrite rule, say l0 ! r0 which was used to introduce
hti at Step 4. Furthermore, the rank of the rule l0 ! r0 must be j or more, otherwise hti
cannot have rank j or more and hence cannot have j+ 1 or more layers by the inductive
hypothesis. In the following, we show that r0 properly sticks out of l=o1.
Consider the moves of the tree automaton from the occurrence o1 to p11. Since o1 is
the last "-move occurrence, all moves under o1 are deflned by ADDTRANS. By the
construction of transition values in ADDTRANS, it follows that the function symbol
of l at the occurrence o1 ¢ o0 is the same as the function symbol of r0 at o0 for every o0
such that o1 ¢ o0 ` p11. Furthermore, it can be easily shown that when a head visits the
occurrence o1 ¢ o0 (o1 ¢ o0 „ p11) of l, the state ht=o0i is attached to that head. Thereby,
at the variable occurrence p11, ht=o0i is attached where o0 is such that o ¢ o0 = p11, and
this is the state ht11i. Intuitively saying, a head goes down l along the path from o1 to p11
by consuming the root symbol of the state for each move. When the head reaches p11, a
subterm t=o0 remains un-consumed. The fact that the number of layers in ht=o0i is the
same as that of hti means that a non-ground subterm of the top layer of hti remains
un-consumed in the attached state at the occurrence p11. Since the top layer of hti is r0,
this implies that r0 properly sticks out of l=o1. We have observed that the rank of l0 ! r0
is j or more, and thus the rank of l ! r must be deflned to be j + 1 or more by (i) of
the deflnition of the sticking-out graph, a contradiction.
For other Cases II through IV, we can derive a contradiction in a similar way as given in
the Appendix. Thereby, it cannot happen that t11 has j+1 or more layers, a contradiction
and the induction completes. 2
By Theorem 4.11, we can conclude that if R satisfles Condition 4.6, then every state
in Qk has n+ 1 or less layers where n is the number of rewrite rules in R. Furthermore,
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as for the size of terms, the following relation holds.
tj • rmax + amaxtj¡1
where tj (1 • j • n + 1) is the maximum size of a term with j layers, rmax is the
maximum size of right-hand sides of rewrite rules in R, and amax is the maximum number
of variables occurring in the right-hand side of a rewrite rule in R. Solving this inequality,
we have
tj • t0ajmax + rmax
j¡1X
k=0
akmax:
Summarizing, if an instance of the problem satisfles Condition 4.6, then it cannot happen
that a state with size more than t0an+1max + rmax
Pn
k=0 a
k
max is introduced during the
execution of Procedure 4.2. Hence there is an integer k1 such that Q0 µ ¢ ¢ ¢ µ Qk1 =
Qk1+1 = ¢ ¢ ¢. Once the set of states has been flxed, then Procedure 4.2 only adds "-
transitions to –k with k ‚ k1, which saturates at last and hence the procedure terminates
under the condition.
4.3.4. examples of rewrite rules that satisfy the condition
Condition 4.6 has been derived by analysing Procedure 4.2 very carefully. Thus it may
be very technical and complicated for intuitive understanding. Hence, we introduce some
known classes of TRS that satisfy Condition 4.6.
(right-)ground TRS: Every ground TRS, and more generally, every right-ground TRS
satisfles Condition 4.6, where a right-ground TRS is a term rewriting system such
that every rule has ground right-hand side (the left-hand side may have variables).
Since all right-hand sides of rewrite rules are ground in right-ground TRS, they
cannot properly stick out of any left-hand side of a rule (some may stick out, but
cannot properly stick out). Thus there is no edge with weight one in the sticking-
out graph, and Condition 4.6 holds. Actually, the states introduced at Step 4(a) of
Procedure 4.2 are always subterms of right-hand sides of rewrite rules.
monadic TRS: A monadic TRS also satisfles Condition 4.6. A TRS is called monadic if
every rule in the system has a right-hand side with height one or less. For example,
ff(x; y)! g(x)g is monadic but ff(x; y)! g(g(x))g is not since the height of the
right-hand is two. In a monadic TRS, if a variable occurs in a right-hand side of a
rule, then it is at depth zero (i.e. root) or one. In either case, it cannot happen that
the right-hand side properly sticks out of a subterm of the left-hand side of a rule.
Thus there is no edge with weight one in the sticking-out graph, and Condition 4.6
holds. The class of monadic TRS includes the commutativity rule f(x; y)! f(y; x)
and the unitary rules f(x; 1)! x and f(1; x)! x for example.
shallow TRS: A shallow TRS also satisfles Condition 4.6. A TRS is shallow if, for
every rule in the system, the right-hand side of the rule does not have variables
at depth two or more (.Comon .et al., .1992). For example, ff(x; y)! g(x; g(a))g is
shallow but ff(x; y) ! g(a; g(x))g is not since the variable x occurs at depth two
in the right-hand side g(a; g(x)). Similar to the previous monadic case, it cannot
happen that the right-hand side properly sticks out of a subterm of the left-hand
side of a rule. Thus there is no edge with weight one in the sticking-out graph, and
Condition 4.6 holds.
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For these classes that satisfy additional Conditions 4.1 through 4.5, our procedure outputs
a correct answer, and always terminates even if given goals are not uniflable.
However, there are rewrite rules which are practically important but cannot be dealt
with Procedure 4.2. For example, consider the associativity rule f(f(x; y); z) !
f(x; f(y; z)). In this case, the right-hand side properly sticks out of the left-hand side
at the occurrence 2 (they have the same root symbol and the subterm of the left-hand
side at 2 is z while the subterm of the right-hand side at 2 is f(y; z), a non-ground term
with size three). Thus the sticking-out graph has a simple cycle with weight one, and
violates Condition 4.6. See also Example 4.8 in the next section. The distributivity rule
f(x; g(y; z)) ! g(f(x; y); f(x; z)) is also out of the scope of Procedure 4.2. The right-
hand side of the rule properly sticks out of the subterm g(y; z) of the left-hand side, and
violates Condition 4.6.
Here we again remark that Condition 4.6 is a su–cient condition for the termination
of Procedure 4.2. If an instance of the problem satisfles the condition, then the procedure
deflnitely halts. But even if the instance does not satisfy the condition, the procedure
may halt for the instance. Actually, it seems that the termination property greatly owes
to the goal terms and terms in the set A, though, we have not flgured out a su–cient
condition in this direction yet.
4.4. examples
We present three simple examples that characterize our procedure and one example
which corresponds to the security veriflcation of the cryptographic protocol introduced
in Example 3.2.
Example 4.6. Let
F = ff; g; h; cg where a(f) = a(g) = 2, a(h) = 1, a(c) = 0;
R = ff(g(x; y); g(x; z))! h(f(y; z))g;
A = fg(x; y); cg; and
G = ff(x; y); h(f(c; c))g
be an input of the uniflcation problem under constrained substitutions.
basic tree automata: The set A0 of terms is deflned to be A0 = ff(x; y); g(x; y);
h(f(c; c)); f(c; c); c; x; yg, and tree automata M0 are constructed as follows.
Q0 = ff(ƒ; ƒ); g(ƒ; ƒ); h(f(c; c)); f(c; c); c; ƒg;
–0(f(ƒ; ƒ); f) = f(ƒ; ƒ)g; –0(g(ƒ; ƒ); g) = f(ƒ; ƒ)g; –0(h(f(c; c)); h) = f(f(c; c))g;
–0(f(c; c); f) = f(c; c)g; –0(c; c) = f(qfln)g –0(ƒ; ") = f(g(ƒ; ƒ)); (c)g:
Remark that
L(M0; f(x; y)) = ff(t1; t2) j t1 and t2 consist of g and c onlyg and
L(M0; h(f(c; c))) = fh(f(c; c))g
are the sets of ground A-instances of goal terms f(x; y) and h(f(c; c)), respectively.
modiflcation of the tree automata: Consider that the left-hand side of the rewrite rule is
given to the tree automaton M0(f(x; y)). Then the following partial accepting sequence
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of moves;
f(ƒ; ƒ)df(g(x; y); g(x; z))e ‘ f(ƒdg(x; y)e; ƒdg(x; z)e)
‘⁄ f(g(ƒ; ƒ)dg(x; y)e; g(ƒ; ƒ)dg(x; z)e)
‘⁄ f(g(ƒdxe; ƒdye); g(ƒdxe; ƒdze))
is possible. In this case, two occurrences of the variable x are associated with the same
state ƒ. Since (ƒ; ƒ) 2 UT20 holds obviously, a new set of states Q1 is deflned to be
Q1 = Q0 [ fh(f(ƒ; ƒ))g, and new transition function –1 has values
–1(f(ƒ; ƒ); ") = f(h(f(ƒ; ƒ)))g and
–1(h(f(ƒ; ƒ)); h) = f(f(ƒ; ƒ))g:
Let M⁄ be the modifled tree automata. Observe that
L(M⁄; f(x; y)) = fhi(f(t1; t2)) j i ‚ 0, t1 and t2 consist of g and c onlyg
L(M⁄; h(f(c; c))) = fh(f(c; c))g
and hence L(M⁄; f(x; y))\L(M⁄; h(f(c; c))) = fh(f(c; c))g. Also remark that given goal
terms in G are uniflable under A-substitutions.2
Example 4.7. The sets F and R are the same as the previous example,
A = ff(x; y); g(x; y); h(x); cg and
G = ff(x; y); h(c)g:
Since TA = TF , this is the usual uniflcation problem.
basic tree automata: The set A0 of terms is deflned to be A0 = ff(x; y); g(x; y); h(x);
h(c); c; x; yg, and tree automata M0 are constructed as follows.
Q0 = ff(ƒ; ƒ); g(ƒ; ƒ); h(ƒ); h(c); c; ƒg;
–0(f(ƒ; ƒ); f) = f(ƒ; ƒ)g; –0(g(ƒ; ƒ); g) = f(ƒ; ƒ)g; –0(h(ƒ); h) = f(ƒ)g;
–0(h(c); h) = f(c)g; –0(c; c) = f(qfln)g;
–0(ƒ; ") = f(f(ƒ; ƒ)); (g(ƒ; ƒ)); (h(ƒ)); (c)g:
Remark that
L(M0; f(x; y)) = ff(t1; t2) j t1; t2 2 TF g and
L(M0; h(c)) = fh(c)g
are the sets of ground A-instances of goal terms f(x; y) and h(c), respectively.
modiflcation of the tree automata: The modiflcation of the tree automata is the same
as the previous example. Let M⁄ be the modifled tree automata and observe that
L(M⁄; f(x; y)) = fhi(f(t1; t2)) j i ‚ 0; t1; t2 2 TF g
L(M⁄; h(c)) = fh(c)g:
In this case L(M⁄; f(x; y))\L(M⁄; h(c)) = `, which corresponds to that goal terms in G
are not uniflable.2
Example 4.8. Consider the associativity rule R = ff(f(x; y); z)! f(x; f(y; z))g which
violates Condition 4.6. Also consider that G = ff(x; y); zg and A = ff(x; y); ag. We see
Solving a Uniflcation Problem Using Tree Automata 111
that Procedure 4.2 does not terminate for this instance. We omit the description of the
basic tree automata. To modify the tree automata, consider the sequence of moves;
f(ƒ; ƒ)df(f(x; y); z)e ‘ f(ƒdf(x; y)e; ƒdze)
‘ f(f(ƒ; ƒ)df(x; y)e; ƒdze)
‘ f(f(ƒdxe; ƒdye); ƒdze):
Thus, the substitution ‰ at Step 4 of Procedure 4.2 is deflned to be ‰ = fx 7! ƒ; y 7!
ƒ; z 7! ƒg and a new state f(x; f(y; z))‰ = f(ƒ; f(ƒ; ƒ)) is introduced. Next, consider the
following sequence of moves beginning from this new state;
f(ƒ; f(ƒ; ƒ))df(f(x; y); z)e ‘ f(ƒdf(x; y)e; f(ƒ; ƒ)dze)
‘ f(f(ƒ; ƒ)df(x; y)e; f(ƒ; ƒ)dze)
‘ f(f(ƒdxe; ƒdye); f(ƒ; ƒ)dze):
In this case, the substitution ‰ at Step 4 of Procedure 4.2 is deflned to be ‰ = fx 7!
ƒ; y 7! ƒ; z 7! f(ƒ; ƒ)g and a new state f(x; f(y; z))‰ = f(ƒ; f(ƒ; f(ƒ; ƒ))) is introduced.
In a similar way, a state of the form f(ƒ; : : : ; f(ƒ; ƒ)) is inflnitely introduced and the
procedure will not terminate.2
Example 4.9. Consider Example 3.2, the application of the uniflcation problem under
constrained substitutions to the security veriflcation of cryptographic protocols. In this
case,
A = fAlice;Bob;Chris;K(Chris); E(K(Alice); r); E(K(Bob); r); E(r;m);
E(x; y); D(x; y); E(K(x); D(K(y); z))g;
G = fx;mg;
R = fD(x;E(x; y))! yg:
We omit the description of the basic tree automata. To modify the tree automata,
consider the sequence of moves;
D(ƒ; ƒ)dD(x;E(x; y))e ‘ D(ƒdxe; ƒdE(x; y)e)
‘ D(ƒdxe; E(K(ƒ); D(K(ƒ); ƒ))dE(x; y)e)
‘ D(ƒdxe; E(K(ƒ)dxe; D(K(ƒ); ƒ)dye)):
Since (ƒ;K(ƒ)) 2 UT20 (for example considerK(Chris)), we deflne an "-move –(D(ƒ; ƒ); ") =
f(D(K(ƒ); ƒ))g. Next consider the following sequence of moves;
D(K(ƒ); ƒ)dD(x;E(x; y))e ‘ D(K(ƒ)dxe; ƒdE(x; y)e)
‘ D(K(ƒ)dxe; E(K(Alice); r)dE(x; y)e)
‘ D(K(ƒ)dxe; E(K(Alice)dxe; rdye)):
Since (K(ƒ);K(Alice)) 2 UT21 (for example consider K(Alice)), we deflne an "-move
–(D(K(ƒ); ƒ); ") = f(r)g. By this modiflcation, M2(x) accepts r since ƒdre ‘ D(ƒ; ƒ)dre ‘
D(K(ƒ); ƒ)dre ‘ rdre ‘ rqfln. Thereby (ƒ; r) 2 UT22. Next consider the following sequence
of moves;
D(ƒ; ƒ)dD(x;E(x; y))e ‘ D(ƒdxe; ƒdE(x; y)e)
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‘ D(ƒdxe; E(r;m)dE(x; y)e)
‘ D(ƒdxe; E(rdxe;mdye))
Since (ƒ; r) 2 UT22, we deflne an "-move –(D(ƒ; ƒ); ") = f(m)g. By this modiflcation,
M3(x) accepts m since ƒdme ‘ D(ƒ; ƒ)dme ‘ mdme ‘ mqfln and thus (ƒ;m) 2 UT23. Now
we cannot modify the tree automata further, and the procedure halts. The output of the
procedure is \uniflable" since (ƒ;m) 2 UT23.
The cryptographic protocol introduced in Example 3.2 is so simple that the derived
instance of the problem satisfles Conditions 4.1 through 4.6, though, it is not the case for
some particular protocols. For example, in Shamir’s Three-Pass key exchange protocol
( .Massey, 1992), the commutative property of encrypting functions which is expressed
as E(x1; E(x2; y)) ! E(x2; E(x1; y)) is required. Remark that this rewrite rule violates
Condition 4.6, and cannot be dealt with Procedure 4.2. However, the authors conjecture
that many practical cryptographic protocols can be modeled as a uniflcation problem
under constrained substitutions whose instance satisfles Conditions 4.1 through 4.6.2
5. Related Works and Topics
5.1. comparison with other unification methods
Though there have been extensive works on uniflcation problems, it seems that com-
putational aspects such as the termination property of uniflcation procedures has been
considered of little signiflcance. From the practical viewpoints, it is desirable that a uni-
flcation procedure always terminates even if given goal terms are not uniflable. In the
previous section, we proposed a su–cient condition under which the termination property
in this sense holds.
To the authors’ understanding, most of previous works on uniflcation problems stress
on logical and mathematical aspects such as soundness and completeness of uniflca-
tion procedures. For example, consider narrowing method [.Fay (1979); .Hullot (1980);
.R¶ety (1987); .Chabin and R¶ety (1991); .Nieuwenhuis (1995)] and transformation method
[ .Martelli et al. (1986); .Dershowitz and Sivakumar (1987); .Gallier and Snyder (1987)]
which are both widely studied uniflcation procedures. These methods are shown to be
complete and thus one can flnd the complete set of uniflers [see the survey by .Baader
and Siekmann (1994) for the completeness of uniflers] by appropriate \nondeterministic"
choices. If the nondeterministic choice is not good, the uniflcation procedure may fall
into an inflnite loop. Actually this is unavoidable due to the inherent semi-decidability of
the problem, but it seems that they can do more to detect or prevent some of simple and
stupid inflnite loops. For example, if the instance presented in Example 4.7 is given to
a basic narrowing (.Hullot 1980) procedure, then the narrowing procedure will generate
inflnite narrowing derivation and will not terminate.
This is because there is no mechanism in narrowing technique to deal with or detect
inflnite loops. Though a number of improved versions of narrowing have been proposed,
it seems that this matter of inflnite loop remains unsolved. An interesting approach to
detect inflnite loops in narrowing derivation is introduced in .Chabin and R¶ety (1991),
where a directed graph that represents narrowability of terms is constructed flrst, and
uses the graph to direct narrowing derivations.
In our approach, no auxiliary device such as directed graphs is necessary for execution
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of the procedure. This is because the tree automata themselves have the ability to deal
with inflnite loops. By using tree automata, an inflnite set of terms is represented within
a flnite size of description, and furthermore, operations on inflnite sets can be achieved
within flnite steps, which is signiflcant merit of using tree automata. On the other hand,
due to the computational limit of tree automata, our approach cannot deal with some
classes of TRS which violate linearity conditions.
5.2. other extensions of unification problems
In recent years, many researchers are interested in solving a uniflcation problem un-
der some constraints. Widely known studies among them are; uniflcation problems with
membership constraints ( .Comon, 1990) in which each variable in goal terms is associ-
ated with a regular tree language from which a term to substitute for the variable is
chosen; disuniflcation problems ( .Comon, 1991) in which some variables in goal terms
must be substituted by difierent terms; uniflcation with ordering constraints (.Comon
and Treinen, 1994) in which terms to substitute for variables must satisfy the given term
ordering; and order-sorted uniflcation problems ( .Schmidt-Schau…, 1989) in which each
variable is associated with a sort and a term smaller than the sort that can substitute
for the variable.
The uniflcation problem under constrained substitutions can be regarded as a unifl-
cation problem with membership constraints such that all variables in goal terms are
associated with a unique regular tree language, or as an order-sorted uniflcation prob-
lem with only one sort. Thus the uniflcation problem under constrained substitutions
is a special simple case of those problems, though they are inspired by quite difierent
motivations.
6. Conclusions and Future Work
There are two topics in this paper. First, the uniflcation problem under constrained
substitutions has been introduced as a generalization of the usual uniflcation problem. By
using the uniflcation problem under constrained substitutions, practical problems such
as veriflcation of cryptographic protocols can be modeled in a natural way. The second
topic of the paper is to introduce a procedure to solve the uniflcation problem under
constrained substitutions. Since the problem is a generalization of the usual uniflcation
problem, our procedure can be used for the usual uniflcation problems. The procedure
solves the problem with the help of tree automata, which is quite a new and unique
approach to uniflcation problems, and is shown to have good termination property.
There is a lot more work to be done. For example, Procedure 4.2 returns a yes/no
answer only. However, the authors conjecture that if we analyse the tree automata con-
structed by Procedure 4.2 carefully, we can obtain uniflers of the goal terms instead of
yes/no answers. Another direction of the future work is to extend tree automata to more
powerful computational models such as in .Bogaert and Tison (1992). This will relax con-
ditions on the instances (Conditions 4.1 through 4.6) and make the procedure applicable
to a larger class of TRS. It will be interesting to use the same approach to other problems
for TRSs and equational systems. For example, it is promising to use our technique to
those extensions of uniflcation problems introduced in Section 5.2.
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Appendix. Proof of Theorem 4.11
We have observed in Section 4.3.3 that the number of layers in a state cannot vary
as Case I. In this appendix, we see that similar discussion holds for other cases and the
theorem holds.
Case II: In this case, the initial state of the tree automaton has j+1 or more layers, and
Solving a Uniflcation Problem Using Tree Automata 115
the number of layers is not changed at all. The overview of the discussion in this case is
as follows. We flrst show that there is a rewrite rule l0 ! r0 such that the initial state is
written as an instance of a subterm of r0, and also show that the rank of the rewrite rule
is j or more. By using the property that there is no rewriting move, the subterm of r0 is
shown to properly stick out of l, which implies that the rank of l ! r must be deflned
to be j + 1 or more by (ii) of the deflnition of the sticking-out graph, a contradiction. If
one replaces r0 and o1 in Figure 14 with r0=o2 and the root occurrence ‚, respectively,
then the flgure sketches the following discussion.
Let hti be the state which is used as the initial state in the sequence (4.1) of Step 4 of
Procedure 4.2. Since the number of layers in the initial state is j+1 or more, hti has j+1
or more layers. It cannot happen that hti has belonged to Q0 since it implies that hti has
only one layer. Thereby there is a rewrite rule, say l0 ! r0 and an occurrence o2 2 O(r0)
such that t is an instance of r0=o2. Furthermore, the rank of the rule l0 ! r0 must be j
or more and r0=o2 is a non-ground subterm of r0 with size more than one, otherwise hti
cannot have j + 1 or more layers by the inductive hypothesis. In the following, we show
that r0=o2 properly sticks out of l.
In this case, all moves at occurrences between the root and p11 are deflned by
ADDTRANS. Similar to the Case I, it follows that the function symbol of l at the
occurrence o0 is the same as the function symbol of r0=o2 at o0 for every o0 such that
o0 ` p11. Furthermore, it can be easily shown that when a head visits the occurrence o0
(o0 „ p11) of l, the state ht=o0i is attached to that head. Thereby, at the variable occur-
rence p11, ht11i = ht=p11i is attached. Intuitively speaking, a head goes down l along the
path from the root to p11 by consuming the root symbol of the state for each move. When
the head reaches p11, a subterm t=p
1
1 remains un-consumed. The fact that the number of
layers in ht=p11i is the same as that of hti means that a non-ground subterm of the top
layer of hti remains un-consumed at the occurrence p11. Since the top layer of hti is r0=o2,
this implies that r0=o2 properly sticks out of l. We have observed that the rank of l0 ! r0
is j or more, and thus the rank of l ! r must be deflned to be j + 1 or more by (ii) of
the deflnition of the sticking-out graph, a contradiction.
Case III: In this case, the number of layers in the associated state is increased to j+2 or
more by the last rewriting move, and the number of layers is decreased after the rewriting
move. The overview of the discussion in this case is as follows: we flrst show that there is
a rewrite rule l0 ! r0 which corresponds to the last rewriting move, and also show that
the rank of the rewrite rule is j + 1 or more. By using the property that the number
of layers is decreased after the last rewriting move, r0 is shown to be short of l, which
implies that the rank of l! r must be deflned to be j+1 or more by (iii) of the deflnition
of the sticking-out graph, a contradiction. See also Figure 15.
Let o1 be the last "-move occurrence and let hti be the state after the last rewriting
move. Since the number of layers is j + 2 or more after the rewriting move, hti has j + 2
or more layers. It cannot happen that hti has belonged to Q0 since it implies that hti has
only one layer. Thereby there is a rewrite rule, say l0 ! r0 which was used to introduce
hti at Step 4. Furthermore, the rank of the rule l0 ! r0 must be j + 1 or more, otherwise
hti cannot have rank j + 1 or more and hence cannot have j + 2 or more layers by the
inductive hypothesis. In the following, we show that r0 is short of l=o1.
Consider the moves of the tree automaton from the occurrence o1 to p11. Let o3 be the
occurrence where the number of layers is decreased flrst time after the last rewriting move.
Since o1 is the last "-move occurrence, all moves under o1 are deflned by ADDTRANS.
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Figure 15. The number of layers and the sticking-out relation (Case III).
Similar to the previous cases, it follows that the function symbol of l at the occurrence
o1 ¢ o0 is the same as the function symbol of r0 at o0 for every o0 such that o1 ¢ o0 ` o3.
Furthermore, since the number of layers is decreased at o3, the top layer of hti has been
used up when the head reaches o3. This means that o0 is a variable occurrence of the
top layer of hti. Intuitively saying, a head goes down l along the path from o1 to p11 by
consuming the root symbol of the state for each move. When the head reaches o3, the
top layer of hti is used up. Since the top layer of hti is r0, this implies that r0 is short of
l=o1. We have observed that the rank of l0 ! r0 is j + 1 or more, and thus the rank of
l ! r must be deflned to be j + 1 or more by (iii) of the deflnition of the sticking-out
graph, a contradiction.
Case IV: In this case, the initial state of the tree automaton has j + 2 or more layers,
and the number of layers is decreased. The overview of the discussion in this case is as
follows: We flrst show that there is a rewrite rule l0 ! r0 such that the initial state is
written as an instance of a subterm of r0, and also show that the rank of the rewrite rule is
j+ 1 or more. By using the property that the number of layers is decreased, the subterm
of r0 is shown to be short of l, which implies that the rank of l ! r must be deflned to
be j + 1 or more by (iv) of the deflnition of the sticking-out graph, a contradiction.
Let hti be the state which is used as the initial state in the sequence (4.1) of Step 4 of
Procedure 4.2. Since the number of layers in the initial state is j+2 or more, hti has j+2
or more layers. It cannot happen that hti has belonged to Q0 since it implies that hti has
only one layer. Thereby there is a rewrite rule, say l0 ! r0 and an occurrence o2 2 O(r0)
such that t is an instance of r0=o2. Furthermore, the rank of the rule l0 ! r0 must be j+1
or more and r0=o2 is a non-ground subterm of r0 with size more than one, otherwise hti
cannot have j + 2 or more layers by the inductive hypothesis. In the following, we show
that r0=o2 is short of l.
In this case, all moves at occurrences between the root and p11 are deflned by
ADDTRANS. Let o3 be the occurrence where the number of layers is decreased flrst
time after the last rewriting move. Similar to the previous case, it follows that the func-
tion symbol of l at the occurrence o0 is the same as the function symbol of r0=o2 at o0 for
every o0 such that o0 ` o3. Furthermore, since the number of layers is decreased at o3,
the top layer of hti have been used up when the head reaches o3. This means that o0 is a
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variable occurrence of the top layer of hti. Intuitively speaking, a head goes down l along
the path from the root to p11 by consuming the root symbol of the state for each move.
When the head reaches o3, the top layer of hti is used up. Since the top layer of hti is
r0=o2, this implies that r0=o2 is short of l=o1. We have observed that the rank of l0 ! r0
is j + 1 or more, and thus the rank of l! r must be deflned to be j + 1 or more by (iv)
of the deflnition of the sticking-out graph, a contradiction.
