We study the Banach algebras of bounded holomorphic functions on the unit disk whose boundary values, having, in a sense, the weakest possible discontinuities, belong to the algebra of semi-almost periodic functions on the unit circle. The latter algebra contains as a special case an algebra introduced by Sarason in connection with some problems in the theory of Toeplitz operators.
Introduction
We study the Banach algebras of holomorphic semi-almost periodic functions, i.e., bounded holomorphic functions on the unit disk D ⊂ C whose boundary values belong to the algebra SAP (∂D) ⊂ L ∞ (∂D) of semi-almost periodic functions on the unit circle ∂D.
A function f ∈ L ∞ (∂D) is called semi-almost periodic if for any s ∈ ∂D and any ε > 0 there exist functions f k : ∂D → C (k ∈ {−1, 1}) and arcs γ k with s being their right (if k = −1) or left (if k = 1) endpoint with respect to the counterclockwise orientation of ∂D such that the functions x → f k se ike x , −∞ < x < 0, k ∈ {−1, 1}, are restrictions of Bohr's Let bD be the maximal ideal space of the algebra SAP (∂D) ∩ H ∞ (D), i.e., the set of all nonzero homomorphisms SAP (∂D) ∩ H ∞ (D) → C equipped with the Gelfand topology. The disk D is naturally embedded into bD. In [6] we proved that D is dense in bD (the socalled corona theorem for SAP (∂D) ∩ H ∞ (D)). We also described the topological structure of bD. In the present paper we refine and extend some of these results. In particular, we introduce Bohr-Fourier coefficients and spectra of functions from SAP (∂D), describě Cech cohomology groups of bD and establish projective freeness of certain subalgebras of SAP (∂D) ∩ H ∞ (D). Recall that a commutative ring R with identity is called projective free if every finitely generated projective R-module is free. Equivalently, R is projective free iff every square idempotent matrix F with entries in R (i.e., such that F 2 = F ) is conjugate over R to a matrix of the form I k 0 0 0 , where I k stands for the k × k identity matrix. Every field F is trivially projective free.
Quillen and Suslin proved that if R is projective free, then the rings of polynomials R[x]
and formal power series R [[x] ] over R are projective free as well (see, e.g., [18] ). Grauert proved that the ring O(D n ) of holomorphic functions on the unit polydisk D n is projective free [14] . In turn, it was shown in [8] that the triviality of any complex vector bundle of finite rank over the connected maximal ideal space of a unital semi-simple commutative complex Banach algebra is sufficient for its projective freeness. We employ this result to show that subalgebras of SAP (∂D) ∩ H ∞ (D) whose elements have their spectra in nonnegative or non-positive semi-groups are projective free. Note that if a unital semi-simple commutative complex Banach algebra A is projective free, then it is Hermite, i.e., every finitely generated stably free A-module is free. Equivalently, A is Hermite iff any k × n matrix, k < n, with entries in A having rank k at each point of the maximal ideal space of A can be extended to an invertible n × n matrix with entries in A, see [9] . (Here the values of elements of A at points of the maximal ideal space are defined by means of the Gelfand transform.) Finally, we prove that SAP (∂D) ∩ H ∞ (D) has the approximation property. (This result strengthen the approximation theorem of [6] .) Recall that a Banach space B is said to have the approximation property if for every compact set K ⊂ B and every ε > 0 there is an operator T : B → B of finite rank so that T x − x B < ε for every x ∈ K.
(Throughout this paper all Banach spaces are assumed to be complex.)
Although it is strongly believed that the class of spaces with the approximation property includes practically all spaces which appear naturally in analysis, it is not known yet even for the space H ∞ (D) (see, e.g., the paper of Bourgain and Reinov [3] for some results in this direction). The first example of a space which fails to have the approximation property was constructed by Enflo [10] . Since Enflo's work several other examples of such spaces were constructed, for the references see, e.g., [20] . Many problems of Banach space theory admit especially simple solutions if one of the spaces under consideration has the approximation property. One of such problems is the problem of determination whether given two Banach algebras A ⊂ C(X), B ⊂ C(Y ) (X and Y are compact Hausdorff spaces) their slice algebra S(A, B) := {f ∈ C(X × Y ) : f (·, y) ∈ A for all y ∈ Y, f (x, ·) ∈ B for all x ∈ X} coincides with A ⊗ B, the closure in C(X × Y ) of the symmetric tensor product of A and B. For instance, this is true if either A or B have the approximation property. The latter is an immediate consequence of the following result of Grothendieck.
Let A ⊂ C(X) be a closed subspace, B be a Banach space and A B ⊂ C B (X) := C(X, B) be the Banach space of all continuous B-valued functions f such that ϕ(f ) ∈ A for any ϕ ∈ B * . By A ⊗ B we denote completion of symmetric tensor product of A and B with respect to norm (1) Theorem 1.1 ( [15] ). The following statements are equivalent: 1) A has the approximation property; 2) A ⊗ B = A B for every Banach space B.
Our proof of the approximation property for SAP (S) ∩ H ∞ (D) is based on Theorem 1.1 and on a variant of the approximation theorem in [6] for Banach-valued analogues of algebra SAP (S) ∩ H ∞ (D).
The paper is organized as follows. Section 2 is devoted to the algebra of semi-almost periodic functions SAP (∂D). In Section 3 we formulate our main results on the algebra of holomorphic semi-almost periodic functions SAP (∂D) ∩ H ∞ (D). All proofs are presented in Section 4.
The results of the present paper have been announced in [7] . Definition 2.1 (see, e.g., [2] ). A function f ∈ C b (R) is said to be almost periodic if the family of its translates {S τ f } τ ∈R , S τ f (x) := f (x + τ ), x ∈ R, is relatively compact in
The basic example of an almost periodic function is given by the formula
Let AP (R) be the Banach algebra of almost periodic functions endowed with sup-norm. The main characteristics of an almost periodic function f ∈ AP (R) are its Bohr-Fourier coefficients a λ (f ) and the spectrum spec(f ) defined in terms of the mean value
Specifically,
Then a λ (f ) = 0 for at most countably many values of λ, see, e.g., [2] . These values constitute the spectrum spec(f ) of f . In particular, if f = ∞ l=1 c l e iλ l x (c l = 0 and
One of the main results of the theory of almost periodic functions states that each function f ∈ AP (R) can be uniformly approximated by functions of the form m l=1 c l e iλ l x with λ l ∈ spec(f ).
Let Γ ⊂ R be a unital additive semi-group (i.e., 0 ∈ Γ). It follows easily from the cited approximation result that the space AP Γ (R) of almost periodic functions with spectra in Γ forms a unital Banach subalgebra of AP (R). We will use the following result. Theorem 2.2. AP Γ (R) has the approximation property.
Next, we recall the definition of a semi-almost periodic function on ∂D introduced in [6] . In what follows, we consider ∂D with the counterclockwise orientation.
be two open arcs having s as the right and the left endpoints (with respect to the orientation), respectively.
Definition 2.3 ([6])
. A function f ∈ L ∞ (∂D) is called semi-almost periodic if for any s ∈ ∂D, and any ε > 0 there exist a number δ = δ(s, ε) ∈ (0, π) and functions f k : γ k s (δ) → C, k ∈ {−1, 1}, such that functions
are restrictions of some almost periodic functions from AP (R), and
By SAP (∂D) we denote the Banach algebra of semi-almost periodic functions on ∂D endowed with sup-norm. It is easy to see that the set of points of discontinuity of a function in SAP (∂D) is at most countable. For S being a closed subset of ∂D we denote by SAP (S) the Banach algebra of semi-almost periodic functions on ∂D that are continuous on ∂D \ S. (Note that the Sarason algebra introduced in [23] is isomorphic to SAP ({z 0 }), z 0 ∈ ∂D.) Example 2.4 ([6]). A function g defined on R (R + iπ) is said to belong to the space AP (R (R + iπ)) if the functions g(x) and g(x + iπ), x ∈ R, belong to AP (R). The space AP (R (R + iπ)) is a function algebra (with respect to sup-norm).
Given s ∈ ∂D consider the map ϕ s :
s+z , and define a linear isometric embedding L s :
where Log(z) := ln |z| + iArg(z), z ∈ C \ R − , and Arg : C \ R − → (−π, π) stands for the principal branch of the multi-function arg. Then the range of L s is a subspace of SAP ({−s, s}).
Theorem 2.5 ([6]
). For every s ∈ ∂D there exists a homomorphism of Banach algebras
is continuous and equal to 0 at s. Moreover, any bounded linear operator SAP (∂D) → AP (R (R + iπ)) satisfying this property coincides with E s .
The functions f −1,s (x) := (E s f )(x) and f 1,s (x) := (E s f )(x + iπ), x ∈ R, are used to define the left (k = −1) and the right (k = 1) mean values M k s (f ) of a function f ∈ SAP (∂D) over s (cf. Remark 2.7 below). Precisely, we put
Similarly, we define the left (k = −1) and the right (k = 1) Bohr-Fourier coefficients and spectra of f over s by the formulas
It follows immediate from the properties of the spectrum of an almost periodic function on R that spec k s (f ) is at most countable.
Let Σ : S × {−1, 1} → 2 R be a set-valued map which associates with each s ∈ S, k ∈ {−1, 1} a unital semi-group Σ(s, k) ⊂ R. By SAP Σ (S) ⊂ SAP (S) we denote the Banach algebra of semi-almost periodic functions f with spec k s (f ) ⊂ Σ(s, k) for all s ∈ S, k ∈ {−1, 1}. By the definition homomorphism E s of Theorem 2.5 sends each f ∈ SAP Σ (S) to the pair of functions f −1,s , f 1,s such that f k,s ∈ AP Σ(s,k) , k ∈ {−1, 1}.
For a unital semi-group Γ ⊂ R by b Γ (R) we denote the maximal ideal space of algebra AP Γ (R). (E.g., for Γ = R the space bR := b R (R), commonly called the Bohr compactification of R, is a compact abelian topological group viewed as the inverse limit of compact finitedimensional tori. The group R admits a canonical embedding into bR as a dense subgroup.)
Let b S Σ (∂D) be the maximal ideal space of algebra SAP Σ (S) and r S Σ : b S Σ (∂D) → ∂D be the map transpose to the embedding C(∂D) → SAP Σ (S). The proof of the next statement is analogous to the proof of Theorem 1.7 in [6] . determines an embedding h s
(For an m point set S and each Σ(s, k), s ∈ S, k ∈ {−1, 1}, being a group, the maximal ideal space b S Σ (∂D) is the union of ∂D \ S and 2m Bohr compactifications b Σ(s,k) (R) that can be viewed as (finite or infinite dimensional) tori.) Remark 2.7. There is an equivalent way to define the mean value of a semi-almost periodic function. Specifically, it is easily seen that for a semi-almost periodic function f ∈ SAP (∂D), k ∈ {−1, 1}, and a point s ∈ S the left (k = −1) and the right (k = 1) mean values of f over s are given by the formulas
where {a n }, {b n } are arbitrary sequences converging to −∞ such that lim n→∞ (b n − a n ) = +∞. The Bohr-Fourier coefficients of f over s can be then defined by the formulas
The next result encompasses the basic properties of the mean value and the spectrum of a semi-almost periodic function. (2) A function f ∈ SAP Σ (S) if and only if for each s ∈ S and k ∈ {−1, 1} the almost periodic functionsf k in Definition 2.3 can be chosen from AP Σ(s,k) (R).
(3) The "total spectrum" s∈S, k=±1 spec k s (f ) of a function f ∈ SAP (S) is at most countable.
3 Holomorphic semi-almost periodic functions: main results 3.1. Let C b (T ) denote the complex Banach space of bounded continuous functions on the strip T := {z ∈ C : Im(z) ∈ [0, π]} endowed with sup-norm. Definition 3.1 (see, e.g., [2] ). A function f ∈ C b (T ) is called holomorphic almost periodic if it is holomorphic in the interior of T and the family of its translates
We denote by AP H(T ) the Banach algebra of holomorphic almost periodic functions endowed with sup-norm. Any function in AP H(T ) is uniformly continuous on T . The mean value of a function f ∈ AP H(T ) is defined by the formula
(M (f ) does not depend on y, see, e.g., [2] ). Further, the Bohr-Fourier coefficients of f are defined by
Then a λ (f ) = 0 for at most countably many values of λ, these values form the spectrum
Similarly to the case of functions from AP (R) each f ∈ AP H(T ) can be uniformly approximated by functions of the form m l=1 c l e iλ l z with λ l ∈ spec(f ). Let Γ ⊂ R be a unital additive semi-group. The space AP H Γ (T ) of holomorphic almost periodic functions with spectra in Γ forms a unital Banach algebra. Analogously to Theorem 2.2 one has 
Here H + is the upper half-plane. Then ϕ s maps D conformally onto H + and ∂D \ {−s} diffeomorphically onto R (the boundary of H + ) so that ϕ s (s) = 0. Let T 0 be the interior of the strip T . Consider the conformal map Log : H + → T 0 , z → Log(z) := ln |z| + iArg(z), where Arg : C \ R − → (−π, π) is the principal branch of the multi-function arg. The function Log is extended to a homeomorphism of
(Recall that the choice of the upper indices ±1 is determined by the orientation of ∂D.) Proposition 3.4 and Lindelöf's theorem (see, e.g., [13] ) imply that In what follows we assume that Σ(s, −1) = Σ(s, 1) =: Σ(s) and each Σ(s), s ∈ S, is non-trivial. 
In what follows we naturally identify D with a subset of b S (D).
Let A S Σ be the closed subalgebra of H ∞ (D) generated by the disk-algebra A(D) and the functions of the form ge λh , where Re(h)| ∂D is the characteristic function of the closed arc going in the counterclockwise direction from the initial point at s to the endpoint at −s such that s ∈ S, λ π ∈ Σ(s) and g(z) := z + s, z ∈ D (in particular, ge λh has discontinuity at s only).
The next result combined with Proposition 3.7 and Theorem 1.1 implies Theorem 3.6.
As a corollary we obtain
This immediately implies the following result. 
We conclude this section with a result on the tangential behavior of functions from
Then for every f ∈ SAP (∂D) ∩ H ∞ (D) the limits lim n→∞ f (z n ) and lim n→∞ f (s n ) do not exist or exist simultaneously and in the latter case they are equal.
Remark 3.13. This result implies that the extension (by means of the Gelfand transform) of each f ∈ SAP (∂D) ∩ H ∞ (D) to the maximal ideal space of H ∞ (D) is constant on a nontrivial Gleason part containing a limit point of a net in D converging tangentially to ∂D. In turn, one can easily show that if s ∈ S and the minimal subgroup of R containing Σ(s) is not isomorphic to Z, then SAP Σ (S) ∩ H ∞ (D) separates points of each nontrivial Gleason part containing a limit point of a net in D converging non-tangentially to s (we refer to [13] for the corresponding definitions).
In the next two sections we formulate some topological results about the maximal ideal spaces of algebras
determines a continuous map of maximal ideal spaces
The family {b F Σ| F (D) ; ω} F ⊂S ; #F <∞ forms the inverse limiting system. From Theorem 3.10 we obtain Theorem 3.14. The proof of the next statement can be obtained by following closely the arguments in the proof of Theorem 1.14 in [6] . In its formulation we assume that the corresponding algebras are defined on their maximal ideal spaces by means of the Gelfand transforms.
Moreover, the composition of the restriction map to
Since SAP Σ (S) ∩ H ∞ (D) separates the points on D, the evaluation at points of D determines a natural embedding ι :
. One has the following commutative diagram of maximal ideal spaces considered in the present paper, where the 'dashed' arrows stand for embeddings in the case Σ(s, −1) = Σ(s, 1) are (non-trivial) groups for all s ∈ S, and for continuous maps otherwise.
Recall that the corona theorem is equivalent to the following statement: for any collec-
Our next result shows that b S Σ (D), S = ∅, is not arcwise connected.
Remark 3.18. From Theorem 3.17 one obtains straightforwardly a similar statement with [0, 1] replaced by an arcwise connected topological space.
where f is assumed to be extended to b S Σ (D) by means of the Gelfand transform. For a non-trivial semigroup Γ ⊂ R by cl Γ (R + iπ) and cl Γ (R) we denote closures of ι Γ (R + iπ) and ι Γ (R) in b Γ (T ) (the maximal ideal space of AP H Γ (T )). One can easily show that these closures are homeomorphic to b b Γ (R), where Γ is the minimal subgroup of R containing Γ. We retain notation of Theorem 3.15.
Theorem 3.19.
Remark 3.20. If each Σ(s), s ∈ S, is a group, then theŠilov boundary K S Σ is naturally homeomorphic to the maximal ideal space b S Σ (∂D) of algebra SAP Σ (S), cf. Theorem 2.6.
Next, we formulate a result on theČech cohomology groups of b S Σ (D). 
If G is a compact connected abelian topological group andĜ is its dual, then
.g., [16] 
In particular, if for a fixed n ∈ N each Σ(s) is isomorphic to a subgroup of Q n , then
Finally, we describe the set of connected components of the group of invertible matrices with entries in
Let GL n (A) denote the group of invertible n×n matrices with entries in a unital Banach algebra A. By [GL n (A)] we denote the group of connected components of GL n (A), i.e., the quotient of GL n (A) by the connected component containing the unit I n ∈ GL n (A) (this is clearly a normal subgroup of GL n (A)).
We set
Let bT (S) := s∈S b Σ(s) (T ). According to Theorem 3.15 there exists a natural embed-
is a bijection.
Theorem 3.23. The map transpose to the composition bT (S)
Remark 3.24. According to a result of Arens [1] 
Moreover, if Σ(s) is a group, then b Σ(s) (T ) is homotopically equivalent to b Σ(s) (R), the maximal ideal space of algebra AP Σ(s) (R) (see the proof of Corollary 3.22). In this case b Σ(s) (R) is the inverse limit of a family of finite-dimensional tori. Then [b Σ(s) (T ), GL n (C)] is isomorphic to the direct limit of torus homotopy groups with values in GL n (C) corresponding to this family. As follows from the classical results of Fox [12] , the latter can be expressed as a direct sum of certain homotopy groups of the unitary group U n ⊂ GL n (C).
Proofs 4.1 Proofs of Theorems 2.2 and 3.2
We will prove Theorem 3.2 only (the proof of Theorem 2.2 is similar). We refer to the book of Besicovich [2] for the corresponding definitions and facts from the theory of almost periodic functions.
Here β 1 , . . . , β r are linearly independent over Q and belong to the union of spectra of functions f 1 , . . . , f l , ν 1 , . . . , ν r ∈ Z, n 1 , . . . , n r ∈ N, and
are the corresponding holomorphic Bochner-Fejer polynomials belonging to AP H Γ (T ) as well (clearly, the spectrum of the function z → M t {f k (z + t)K(t)} is contained in spec(f k )).
We define a linear operator T : AP H Γ (T ) → AP H Γ (T ) from the definition of the approximation property by the formula
Then T is a bounded linear projection onto a finite-dimensional subspace of AP H Γ (T ) generated by functions e i "
Then we have by (11)
This completes the proof of the theorem.
Proof of Theorem 2.8
(1) The result follows directly from Remark 2.7.
(2) The fact that for f ∈ SAP Σ (S) the functionsf k in Definition 2.3 can be chosen from AP Σ(s,k) (R) follows from Theorem 2.5 and the definition of spectra of elements of SAP (∂D).
Let us show the validity of the converse statement. Let f ∈ SAP (S) and s ∈ S. Assume that for any ε > 0 the functionsf k in Definition 2.3 (for f and s) can be chosen in AP Σ(s,k) (R). Let ρ be a smooth cut-off function equals 1 in a neighbourhood of s containing in the open set γ −1 s (δ) ∪ {s} ∪ γ 1 s (δ) and 0 outside of this set. Let us consider a functionf on ∂D \ {s} that coincides with ρf 1 on γ 1 s (δ) and with ρf −1 on γ −1 s (δ) and equals 0 outside of these arcs. By the definition of spectra of functions in SAP (∂D) the functionf belongs to SAP Σ (S). Next, Theorem 2.8 (1) implies that
Since ε > 0 is arbitrary, the latter inequality shows that if a k λ (f, s) = 0, then λ ∈ Σ(s, k), as required. (3) First, let us show that the set T (f ) of points of discontinuity of a function f ∈ SAP (∂D) is at most countable. For each s ∈ ∂D define
where s = e it . One has c s (f ) = 0 if and only if s ∈ T (f ). For n ∈ N, we put
Suppose that T (f ) is uncountable, then there exists n ∈ N such that T n (f ) is infinite. Since ∂D is compact, T n (f ) has a limit point e it 0 . Choosing ε < 1 2n in Definition 2.3 (for f and e it 0 ) from the fact that e it 0 is a limit point of T n (f ) one obtains that the required functions f k do not exist, a contradiction.
According to statement (2) f k,s ≡ const for all points s ∈ ∂D at which f is continuous. Therefore due to the previous statement spec k s (f ) is {0} or ∅ for all but at most countably many values of s ∈ S. Since for each s ∈ S the spectrum spec k s (f ) is at most countable, the required result follows.
Proof of Proposition 3.4
Let g ∈ AP H(T ), put g 1 (x) := g(x), g 2 (x) := g(x + iπ), x ∈ R. It follows easily from the approximation result for algebra AP H(T ) cited in Section 3.1 that spec(g 1 ) = spec(g 2 ) and for each λ ∈ spec(g 1 ) a λ (g 1 ) = e λπ a λ (g 2 ).
Suppose that f ∈ SAP (S) ∩ H ∞ (D). Then Theorem 3.15 (1) implies that for each s ∈ S and k ∈ {−1, 1} the functions f k,s are the boundary values of the function (i s
This gives the required result.
Proofs of Proposition 3.7 and Theorem 3.8
Our proof of Theorem 3.8 is based on the equivalence established in Theorem 1.1. We first formulate the B-valued analogues of the definitions of almost periodic and semi-almost periodic functions for B being a complex Banach space. Let C B b (R) and C B b (T ) denote the Banach spaces of B-valued bounded continuous functions on R and T , respectively, with norms f := sup x f (x) B .
Definition 4.1. 1) A function f ∈ C B b (R) is said to be almost periodic if the family of its
is called holomorphic almost periodic if it is holomorphic in the interior of T and the family of its translates {S x f } x∈R is relatively compact in C B b (T ).
Let AP B (R) and AP H B (T ) denote the Banach spaces of almost periodic and holomorphic almost periodic functions on R and T , respectively, endowed with sup-norms. As in the case of scalar almost periodic functions, a Banach-valued almost periodic function f ∈ AP B (R) is characterized by its Bohr-Fourier coefficients a λ (f ) and the spectrum spec(f ), defined in terms of the mean value
Namely, we define
It follows from the above remark and the properties of scalar almost periodic functions that a λ (f ) = 0 in B for at most countably many values of λ. These values constitute the spectrum spec(
Similarly one defines the mean-values and the spectra for functions from AP H B (T ). Let L ∞ B (∂D) be the Banach space of B-valued bounded measurable functions on ∂D equipped with sup-norm.
is called semi-almost periodic if for any s ∈ ∂D and any ε > 0 there exist a number δ = δ(s, ε) ∈ (0, π) and functions f k : γ k s (δ) → B, γ k s (δ) := {se ikx : 0 ≤ x < δ < 2π}, k ∈ {−1, 1}, such that functions
are restrictions of B-valued almost periodic functions from AP B (R) and
Analogously to the scalar case, for a closed subset S ⊂ ∂D by SAP B (S) ⊂ L ∞ B (∂D) we denote the Banach space of semi-almost periodic functions that are continuous on ∂D \ S, so that SAP (S) := SAP C (S).
Let SAP (S) ⊗ B denote the completion in L ∞ B (∂D) of the symmetric tensor product of SAP (S) and B.
The statement is an immediate consequence of Theorem 1.1 and the following two facts: each function f ∈ SAP B (S) admits a norm preserving extension to the maximal ideal space b S (∂D) of the algebra SAP (S) as a continuous B-valued function, and C(b S (∂D)) has the approximation property. The first fact follows straightforwardly from the definitions of SAP B (S) and b S (∂D) (see [6] ) and the existence of analogous extensions of functions in AP B (R) to bR, while the second fact is valid for any algebra C(X) on a compact Hausdorff topological space X (it can be proved using finite partitions of unity of X).
Next, we introduce the Banach space AP B (R (R + iπ)) := AP (R (R + iπ)) ⊗ B of B-valued almost periodic functions on R (R + iπ), see Example 2.4. Also, for each s ∈ S we define a linear isometry L B s :
Now, using Proposition 4.4 we prove a B-valued analog of Theorem 2.5. Proof. According to Proposition 4.4, it suffices to define the required operator E B s on the space of functions of the form f = m l=1 b l f l , where b l ∈ B, f l ∈ SAP (∂D). In this case we set
where E s is the operator from Theorem 2.5. Let B 1 denote the unit ball in B * . Then according to Theorem 2.5 we have
This implies that E B s is continuous and of norm 1 on a dense subspace of SAP B (∂D). Moreover, for any function f from this subspace we have (by Theorem 2.5), f −L B s (E B s (f )) ∈ SAP B (∂D) is continuous and equal to 0 at s. Extending E B s by continuity to SAP B (∂D) we obtain the operator satisfying the required properties. Its uniqueness follows from the uniqueness of operator E s .
We make use of the functions f B −1,s (x) := (E B s f )(x) and f B 1,s (x) := (E B s f )(x + iπ), x ∈ R, belonging to AP B (R) to define the left (k = −1) and the right (k = 1) mean values of f ∈ SAP B (∂D) over s:
Then using formulas similar to those of the scalar case we define the Bohr-Fourier coefficients a k λ (f, s) ∈ B and the spectrum spec k s (f ) of f over s. It follows straightforwardly from the properties of the spectrum of a B-valued almost periodic function on R that spec k s (f ) is at most countable.
By SAP B Σ (S) ⊂ SAP B (S) we denote the Banach algebra of semi-almost periodic functions f with spec k s (f ) ⊂ Σ(s, k) for all s ∈ S, k ∈ {−1, 1}. Note that SAP B Σ (S) = SAP Σ (S) ⊗ B, i.e., this definition is equivalent to the one used in Section 3.2 (the proof is obtained easily from Definition 4.3, using an appropriate partition of unity on ∂D and Theorems 1.1 and 3.2, see [6] for similar arguments).
Also, a statement analogous to Theorem 3.4 holds for
Proof of Proposition 3.7. We must show that if
) and C(b S (D)) has the approximation property, f ∈ C(b S (D)) ⊗ B by Theorem 1.1. Next, C(b S (D)) is generated by algebra SAP (S) ∩ H ∞ (D) and its conjugate. Therefore f can be uniformly approximated on b S (D) by a sequence of B-valued polynomials in variables from algebras SAP (S) ∩ H ∞ (D) and its conjugate. This easily implies that f | ∂D is well defined and belongs to SAP B (S). In fact, f | ∂D ∈ SAP B Σ (S) because φ(f ) ∈ SAP Σ (S) and the Bohr-Fourier coefficients of f satisfy a k λ (ϕ(f ), s) = ϕ a k λ (f, s) for any s ∈ S, k ∈ {−1, 1} and φ ∈ B * . Further, by the definition f | D is such that ϕ(f ) ∈ H ∞ (D) for any ϕ ∈ B * . This shows that f ∈ H ∞ B (D).
For the proof of Theorem 3.8 we require some auxiliary results. Let AP C(T ) be the Banach algebra of functions f : T → C uniformly continuous on T and almost periodic on each horizontal line. We define AP C B (T ) := AP C(T ) ⊗ B. The proof of the next statement is analogous to the proof of Lemma 4.3 in [6] . Lemma 4.6. Suppose that f 1 ∈ AP B (R), f 2 ∈ AP B (R + iπ). Then there exists a function F ∈ AP C B (T ) harmonic in the interior of Σ whose boundary values are f 1 and f 2 . Moreover, F admits a continuous extension to the maximal ideal space bT of AP H(T ).
The proof of the next statement uses Lemma 4.6 and is very similar to the proof of Lemma 4.2 (for B = C) in [6] , so we omit it as well.
Suppose that s := e it and γ k s (δ) are arcs defined in (4). For δ ∈ (0, π) we set
Lemma 4.7. Let s ∈ S. Suppose that f ∈ SAP B ({−s, s}). We put
Then for any ε > 0 there exist δ ε ∈ (0, π) and a function H ∈ AP C B (T ) harmonic in the interior T 0 of T such that
Let s ∈ ∂D and U s be the intersection of an open disk of some radius ≤ 1 centered at s withD \ s. We call such U s a circular neighbourhood of s. Definition 4.8. We say that a bounded continuous function f : D → B is almost-periodic near s if there exist a circular neighbourhood U s , and a functionf ∈ AP C B (T ) such that
In what follows for Σ : S × {−1, 1} → 2 R such that Σ(s) = R for each s ∈ S we omit writing Σ in a S Σ , i (2) For any s ∈ S and any g ∈ AP H(T ) the holomorphic functiong := L s g on D almost periodic near s is such thatg s • i s coincides with the extension of g to bT .
More generally, Lemma 4.6, statements (1) and (2) Lemma 4.
There is a bounded B-valued holomorphic functionf on D almost periodic near s such that for any ε > 0 there is a circular neighbourhood U s;ε of s so that
Proof. Assume, first, that s ∈ S. By Lemma 4.7, for any n ∈ N there exist a number δ n ∈ (0, π) and a function H n ∈ AP C B (T ) harmonic on T 0 such that
Using the Poisson integral formula for the bounded B-valued harmonic function f − h n , h n := L B s H n := H n • Log • ϕ s , on D we easily obtain from (16) that there is a circular neighbourhood V s;n of s such that sup
According to (3) each h n admits a continuous extensionĥ n to (a S ) −1 (s) ∼ = bT . Moreover, (17) implies that the restriction of the sequence {ĥ n } n∈N to (a S ) −1 (s) forms a Cauchy sequence in C B ((a S ) −1 (s)). Letĥ ∈ C B ((a S ) −1 (s)) be the limit of this sequence. Further, for any functional φ ∈ B * the function φ • f ∈ SAP (S) ∩ H ∞ (D) and therefore admits a continuous extension f φ to (a S ) −1 (s) such that on (i s ) −1 (a S ) −1 (s) the function f φ • i s belongs to AP H(T ). Now, (17) implies that f φ = φ •ĥ for any φ ∈ B * . Then it follows from Theorems 1.1 and 3.2 thatĥ • i s ∈ AP H B (T ). Therefore by (4) we find a bounded B-valued holomorphic functionf on D of the same sup-norm asĥ almost periodic near s such that its extension to (a S ) −1 (s) coincides withĥ. Next, by the definition of the topology of b S (D), see [6] , Lemma 4.4 (a), we obtain that for any ε > 0 there is a number N ∈ N such that for all n ≥ N ,
Now, choose n ≥ N in (17) such that the right-hand side there is < ε 2 . For this n we set U s;ε := V s;n . Then the previous inequality and (17) By definition,f is determined by formula (15) with anf ∈ AP H B (T ). Let us show that f ∈ AP H B Σ(s) (T ). To this end it suffices to prove that ϕ(f ) ∈ AP H Σ(s) (T ) for any ϕ ∈ B * . Indeed, it follows from the last inequality that the extension of
. By the definition of spectrum of a semi-almost periodic function, this implies that spec s (ϕ(f )) ⊂ Σ(s). Now, we are ready to prove Theorem 3.8.
follows from Example 3.5. Indeed, for s ∈ S assume that the holomorphic function e λh ∈ H ∞ (D) is such that Re(h)| ∂D is the characteristic function of the closed arc going in the counterclockwise direction from the initial point at s to the endpoint at −s and such that Let us show that g s 1 ∈ A {s 1 ,−s 1 } ⊗B. Since f s 1 ∈ AP H B Σ(s 1 ) (T ), by Theorems 1.1 and 3.2 it can be approximated in AP H B Σ(s 1 ) (T ) by finite sums of functions of the form be iλz , b ∈ B, λ ∈ Σ(s 1 ), z ∈ T . In turn, g s 1 can be approximated by finite sums of functions of the form be iλLog•ϕs 1 , b ∈ B. As was shown in [6] , e iλLog•ϕs 1 ∈ A {s 1 ,−s 1 } . Hence, g s 1 ∈ A {s 1 ,−s 1 } ⊗ B. We defineĝ
Then, since the function z → (z + s 1 )/(2s 1 ) ∈ A(D) and equals 0 at −s 1 , and g s 1 ∈ A {s 1 ,−s 1 } ⊗ B, the functionĝ s 1 ∈ A {s 1 } ⊗ B. Moreover, by the construction ofĝ 1 and the definition of the spectrumĝ s 1 ∈ A
By definition, the differenceĝ s 1 − f is continuous and equal to zero at z 1 . Thus,
We proceed in this way to get functionsĝ
where A B (D) is the Banach space of B-valued bounded holomorphic functions on D continuous up to the boundary. As in the scalar case using the Taylor expansion at 0 of functions
(B) Let us consider the general case of S ⊂ ∂D being an arbitrary closed set. Let
As follows from Lemma 4.9 and the arguments presented in part (A), given an ε > 0 there exist points
Since S is closed, for s k ∈ S we may assume that f k is continuous inŪ s k . Let us define a B-valued 1-cocycle {c kj } m k,j=1 on intersections of the sets in {U s k } m k=1 by the formula
Then (18) implies sup k,j,z ||c kj (z)|| B < 2ε. Let A ∪ m k=1 U s k be an open annulus with outer boundary ∂D. Using the argument from the proof of Lemma 4.7 in [6] one obtains that if the width of the annulus is sufficiently small, then there exist B-valued functions c i holomorphic on U s i ∩ A and continuous onŪ s i ∩Ā satisfying (20) and such that
For such A let us define a function f ε onĀ \ {s i } m i=1 by formulas
According to (19) and (21), f ε is a bounded continuous B-valued function onĀ
holomorphic in A. Furthermore, since c i is continuous onŪ s i ∩Ā, and f i ∈ A (18) and (20) we obtain
Next, as in [6] we consider a 1-cocylce subordinate to a cover of the unit disk D consisting of an open annulus having the same interior boundary as A and the outer boundary {z ∈ C : |z| = 2}, and of an open disk centered at 0 not containing A but intersecting it by a nonempty set. Resolving this cocycle 1 one obtains a B-valued holomorphic function F ε on D such that for an absolute constantĈ > 0
and by definition
, where F = {s 1 , . . . , s m } ∩ S. The latter inequality and part (A) of the proof show that the complex vector space generated by spaces A F
we obtain the required:
Proof of Theorems 3.11 and 3.12
Proof of Theorem 3.11. Corollary 1.6 in [6] states that κ * | ∂D : C(∂D) → C(∂D), the pullback by κ| ∂D , maps SAP (κ * S) isomorphically onto SAP (S). Following closely the arguments in its proof, one obtains even more: κ * maps SAP κ * Σ (κ * S) isomorphically onto SAP Σ (S). Since κ * preserves H ∞ (D), the required result follows.
Proof of Theorem 3.12. Let f ∈ SAP (∂D) ∩ H ∞ (D). According to Lemma 4.9 there exists a function f s ∈ AP H(T ) such that the difference
where (15), is continuous and equal to 0 at s. Therefore, it suffices to prove the assertion of the theorem for F s . Let {z n } ⊂ T 0 and {s n } ⊂ R ∪ (R + iπ) be the images of sequences {z n } and {s n } under the mapping Log • ϕ s (see Example 3.3). By the hypotheses of the theorem we have z n , s n → ∞ and |z n − s n | → 0 as n → ∞ (this follows from condition (9)). Since any function in AP H(T ) is uniformly continuous (see Section 3), the latter implies the required result.
1 There is a misprint in [6] at this place: instead of the inequality maxi ∇ρi L ∞ (C) ≤ e Cw(B ∩ A) < e Cε for smooth radial functions ρ1, ρ2, it must be maxi ∇ρi L ∞ (C) ≤ e C w(B∩A) . 
Proof of Theorems
is a homeomorphism). For each s ∈ S one has the natural map ι Σ(s) : T → b Σ(s) (T ) (determined by evaluations at points of T ). Also, the argument of the proof of Theorem 1.12 in [6] implies that the closure of
. Thus in order to prove the theorem, it suffices to show that ι Σ(s) (T ) is dense in b Σ(s) (T ) if and only if Σ(s) is a group.
We will use the following result. Observe that in this case each element of AP H Γ (T ) is extended to a holomorphic almost periodic function on H + by means of the Poisson integral. Therefore the evaluations at points of H + of the extended algebra determine the map H + → b Γ (T ) of the theorem.
First, assume that Σ(s) is a group. We have to show that ι Σ(s) (T ) is dense in b Σ(s) (T ). Suppose that this is wrong. Then there exists ξ ∈ b Σ(s) (T ) and a neighbourhood of ξ
cf. the proof of Theorem 2.4 in [6] . Therefore,
Without loss of generality we may assume that c k = 0 and λ k > 0, i.e., e iλ k z − c k ∈ AP H Σ(s)∩R + (T ). (For otherwise we replace e iλ k z −c k with e −iλ k z −c −1
is a group. Also, (23) will be satisfied, possibly with a different ε > 0.) Note that e iλ k z − c k is not invertible in AP H Σ(s) (T ), since ξ(e iλ k z − c k ) = 0. Therefore, since each function e iλ k z − c k is periodic (with period 2π λ k ), it has a zero in T . Since solutions of the equation e iλ k z = c k are of the form
all zeros of e iλ k z − c k belong to T . Hence, in virtue of inequality (23), one has
This implies, by Theorem 4.10, that there exist functions g 1 , . . . , g m ∈ AP H Σ(s)∩R + (H + ) such that
In particular, the above identity holds on T . This gives a contradiction with the assumption ξ(e iλ k z − c k ) = 0, 1 ≤ k ≤ m. Now, assume that Σ(s) is not a group, i.e., it contains a non-invertible element λ 0 . Suppose that ι Σ(s) (T ) is dense in b Σ(s) T . Then, since the modulus of f 1 := e iλ 0 z is bounded from below on T by a positive number, there exists g 1 ∈ AP H Σ(s) (T ) such that f 1 g 1 ≡ 1. Therefore, g 1 = e −iλ 0 z ∈ AP H Σ(s) (T ), i.e., −λ 0 ∈ Σ(s), a contradiction.
Proof of Theorem 3.17. For the proof we will need the following auxiliary result.
Let Γ ⊂ R be a nontrivial additive semi-group. For a subset X ⊂ T by X ∞ we denote the set of limit points of
Then the set G ∞ contains more than one element.
Proof. If there exists a horizontal line R + ic, 0 ≤ c ≤ π, such that dist T G(t), R + ic → 0 as t → 1−, then clearly (R + ic) ∞ = G ∞ . Moreover, (R + ic) ∞ is infinite (e.g., it contains a subset homeomorphic to interval [0, 1] ). In the case that such a line does not exist, one can find two closed substrips 
The latter implies that the set of limit points of
is in one-to-one correspondence with the set of limit points In the second case,
Proof of Theorem 3.19
Since SAP Σ (S) ∩ H ∞ (D) is generated by algebras SAP Σ| F (F ) ∩ H ∞ (D) for all possible finite subsets F of S, the inverse limit of {K F Σ| F ; ω} F ⊂S ; #F <∞ of the correspondingŠilov boundaries coincides with K S Σ (see Section 3.4 for the corresponding notation). Therefore to establish the result it suffices to prove that
Since each point of ∂D \ F is a peak point for
) coincides with the right-hand side of (24) , see the proof of Theorem 1.14 in [6] . Thus the right-hand side of (24) is a subset of K F Σ| F . Finally, Theorem 1.14 of [6] implies that for each f ∈ SAP Σ | F (F )∩H ∞ (D), |f | attains its maximum on the set in the right-hand side of (24) . This produces the required identity.
One can easily show that the inverse limit of the family of sets in the right-hand sides of equations (24) coincides with
The proof of the theorem is complete.
Proofs of Theorems 3.21, 3.23 and Corollary 3.22
Proof of Theorem 3.21. (1) Consider first the case of S being a finite subset of ∂D. For s ∈ S we define
Let U 2 be the union of (a S Σ ) −1 (s) and a circular neighbourhood of s whose closure is a proper subset ofD. Both
To this end consider a sequence V 1 ⊃ V 2 ⊃ . . . of circular neigbourhoods of s such that ∩ ∞ k=1V k = {s} and V 1 = U 1 ∩ U 2 . We set
Let ι m l :Û m →Û l , m ≥ l, be the corresponding embedding. Then (a S Σ ) −1 (s) is the inverse limit of the family {Û j ; ι} j∈N . It is well known (see, e.g., [4] , Chapter II, Corollary 14.6) that the direct limit ofČech cohomology groups H k (Û l , Z) with respect to this family gives
. Note also that eachÛ l is a deformation retract ofÛ 1 := U 2 . Thus the
Further, consider the Mayer-Vietoris sequence corresponding to cover
By the above results
Proceeding further inductively (i.e., applying similar arguments to U 1 etc.) and using the fact that 
. Based on the case considered above we obtain that this limit is isomorphic to s∈S H k b Σ(s) (T ), Z .
This proves the first part of the theorem. (D) with F ⊂ S finite, see, e.g., [11] and [17] . Therefore it suffices to prove the statement for S ⊂ ∂D being a finite subset. In this case, for each s ∈ S by the contractibility of (a S Σ ) −1 (s) ∼ = b Σ(s) (T ) (see [5] ) we have that the restriction of ξ to (a S Σ ) −1 (s) is topologically trivial. Using a finite open cover {U i } 1≤i≤m of (a S Σ ) −1 (s) such that ξ| U i ∼ = U i × C n , n = rank C ξ, for each i, we extend (by the Urysohn lemma) global continuous sections t j : (a S Σ ) −1 (s) → ξ, 1 ≤ j ≤ n, determining the trivialization of ξ over (a S Σ ) −1 (s) to each U i . Then using a continuous partition of unity subordinate to a finite refinement of {U i } 1≤i≤m we glue together these extensions to get global continuous sectionst j , 1 ≤ j ≤ n, of ξ on a neighbourhood U s of (a
Since sections t j , 1 ≤ j ≤ n, are linearly independent at each point of (a S Σ ) −1 (s), diminishing, if necessary, U s we obtain that sectionst j , 1 ≤ j ≤ n, are linearly independent at each point of U s . Thus ξ is topologically trivial on U s . Also, by the definition of the topology on b S Σ (D) without loss of generality we may assume that U s \ (a S Σ ) −1 (s) is a circular neighbourhood of s.
Since U 0 is contractible, ξ| U 0 is topologically trivial. Using trivializations of ξ on U j , 0 ≤ j ≤ k, we obtain that ξ is defined by a 1-cocycle {c ij } with values in GL n (C) defined on intersections U i ∩ U j , 0 ≤ i < j ≤ k. In turn, by the definition of sets U j , there is an acyclic cover
such thatc ij • a S Σ = c ij for all i, j. This cocycle determines a continuous vector bundleξ onD trivial on eachŨ i , 0 ≤ i ≤ k, such that (a S Σ ) * ξ = ξ. SinceD is contractible,ξ is topologically trivial. Hence ξ is topologically trivial as well.
Proof of Corollary 3.22. Let G ⊂ R be an additive subgroup. We denote by AP C G (T ) ⊂ AP C(T ) the algebra of uniformly continuous almost periodic functions on T having their spectrum in G. Here the spectrum of a function in AP C(T ) is the union of the spectra of its restrictions to each horizontal line in T (see [2] ). The vector space of functions We are ready to prove the theorem. First we will consider the case S = {s 1 , . . . , s m } a finite subset of ∂D.
By the definition of connected components of GL n (A), where A is a Banach algebra, the map f → ((i • ι Σ(sm) ) * f ), f ∈ G n Σ (S), induces a homomorphism
We will show that Ψ S is an isomorphism. Suppose that (g 1 , . . . , g m ) ∈ s i ∈S G n Σ(s i ) (T ) represents an element [g] ∈ s i ∈S [G n Σ(s i ) (T )]. Then according to Corollary 4.13 for an element
and each l ∈ {1, . . . , m} we have • ι Σ(s l ) ) * F s l = f andF s l (s j ) = I n , j = l (here I n is the unit n × n matrix); (2)F s l is homotopic to F s l . Statement (2) follows from the fact that exp(−M ) clearly belongs to the connected component containing I n . Now, suppose that f ∈ G n Σ (S) is such that every matrix-function g l := (i s l Σ| {s l }
•ι Σ(s l ) ) * f , l ∈ {1, . . . , m}, belongs to the connected component of G n Σ(s l ) (T ) containing the unit matrix I n , (i.e., [f ] ∈ Ker(Ψ S )). We set
where eachG s l is constructed from G s l asF s l from F s l . According to property (1), (i s l Σ| {s l }
• ι Σ(s l ) ) * G = g l , for l ∈ {1, . . . , m}.
Moreover, property (2) implies thatG is homotopic to G. Observe also that each G s l is homotopic to I n (because g l satisfies this property and so the required homotopy is defined as the image of the homotopy between g l and I n under the continuous map H s l •K•(Log•ϕ s l ) * ) and therefore G and G are homotopic to I n . Finally, according to our construction f ·G −1 is an invertible matrix with entries from A(D). SinceD is contractible, each such a matrix is homotopic to I n . These facts imply that f is homotopic to I n , that is [f ] = 1 ∈ [G n Σ (S)], where [f ] stands for the connected component containing f ∈ G n Σ (S). So Ψ S is an injection which completes the proof of the theorem in the case of a finite S. To prove the result in the general case we require the following lemma.
Lemma 4.14. For every f ∈ G n Σ (S) there existsf ∈ G n Σ| F (F ), where F ⊂ S is finite, such thatf ∈ [f ].
Proof. Let M n Σ (S) be the Banach algebra of n×n matrix-functions with entries in SAP Σ (S)∩ H ∞ (D) equipped with the norm h := sup z∈D h(z) 2 , h ∈ M n Σ (S), where · 2 is the 2 operator norm on the complex vector space M n (C) of n×n matrices. According to Corollary 3.9, f can be approximated in M n Σ (S) by functions from M n This lemma implies that [G n Σ (S)] is the direct limit of the family {[G n Σ| F (F )]; F ⊂ S, #F < ∞}. Therefore we can define a homomorphism Ψ S : [G n Σ (S)] → s∈S [G n Σ(s) (T )] as the direct limit of homomorphisms Ψ F described above. Then Ψ S is an isomorphism because each Ψ F is an isomorphism on each image.
This proves the first statement of the theorem.
The second statement follows from the fact that if Σ(s) ⊂ R + or R − , then the maximal ideal space b Σ(s) (T ) of Banach algebra AP H Σ(s) (T ) is contractible [5] . Then the result of Arens [1] implies that G n Σ(s) (T ) is connected and therefore [G n Σ(s) (T )] is trivial. From here and the first statement of the theorem we obtain that [G n Σ (S)] is trivial, or equivalently, that G n Σ (S) is connected.
