Abstract. It is shown that each overlap matrix of a cubic Halin graph corresponding two different T -rotation systems. This make it possible to calculate embedding distributions for any cubic Halin graph by using overlap matrix. As an application, we obtain Euler-genus distributions for cubic caterpillar-Halin graphs.
Introduction
A graph G is denoted by G = (V, E) where V (G) is the vertex set and E(G) is the edge set. A surface S is a compact 2-dimensional manifold without boundary. In topology, surfaces are classified into the orientable surfaces O k , with k handles (k ≥ 0), and the nonorientable surfaces N h , with h crosscaps (h > 0). The graph embeddings under discussion here are cellular embeddings. The Euler-genus γ E of the surface S is defined as
A surface S with Euler-genus i is denoted by S i , for i ≥ 0. A rotation ρ v at a vertex v of G is a cyclic permutation of edges incident to v. A rotation system ρ of G is the set {ρ v : v ∈ V (G)}. A general rotation system for a graph G is a pair (ρ, λ), where λ is a mapping E(G) → {0, 1}. If λ(e) = 0, then the edge e is said to be untwisted; otherwise λ(e) = 1, and we call the edge e twisted. It is well-known that every embedding of a graph G can be described by a general rotation system (ρ, λ).
For any fixed spanning tree T , a T -rotation system (ρ, λ) of G is a general rotation system (ρ, λ) such that λ(e) = 0, for all e ∈ E(T ). Any two embeddings of G are considered to be the equivalent if their T -rotation systems are combinatorially equivalent. The Euler-genus distribution of G is the sequence
where ε i (G) is the number of equivalent embeddings of G into surface S i , for i ≥ 0. The Euler-genus polynomial of G is defined as the generating function for Euler-genus distribution sequence ε G (i) :
A cubic Halin graph H T = T ∪ C is a plane graph consisting of a plane embedding of a tree T each of whose interior vertex has degree 3, and a cycle C connecting the leaves (vertices of degree 1) of T such that C is the boundary of a infinite face. We denote this infinite face as F ∞ and call other faces as interior faces. The tree T and the cycle C are called the characteristic tree and the exterior cycle of H T , respectively.
Enumerating graph embeddings on nonoirentable surfaces was started in [1] by J. Chen, Gross, and Rieper. Recently, a combinatorial way was introduced to calculate graph embeddings on non-orientable surfaces [4] . In [8] , Gross derived an O(n 2 )-time algorithm for calculating the genus distribution of a given cubic Halin graph H T . The authors [4] also noted that the algorithm in [8] can be extended to Euler-genus distribution for any cubic Halin graph. However, we still don't have recursive formulas or explicit formulas for genus (Euler-genus) distributions of any cubic Halin graph. In [14] , Stahl calculated genus distributions for linear graph families (Mohar [12] called it Path-like graph families). Enami [10] studied inequivalent embeddings for 3-connected 3-regular planar graph on the torus. Cubic Halin graphs are important graph families with tree-width 3, thus, one may hope to find recursive formulas or explicit formulas for embedding distributions of any cubic Halin graph. This paper is organized as follows: In Section 2, we show that each overlap matrix of a cubic Halin graph corresponding two different T -rotation systems. The aim of Sections 3,4,5 is to obtain the Euler-genus polynomial of cubic caterpillar-Halin graph H n 1 ,··· ,n k by using the results of Section 2. In Section 3, we introduce cubic caterpillar-Halin graph H n 1 ,··· ,n k in detail and give the overlap matrices (denoted by ∆ X,Y,Z n 1 ,··· ,n k ) for H n 1 ,··· ,n k . Let δ n 1 ,··· ,n k (z) be the rank-distribution polynomial of ∆ X,Y,Z n 1 ,··· ,n k . By Section 2, the Euler-genus polynomial of cubic caterpillar-Halin graph H n 1 ,··· ,n k is E Hn 1 ,··· ,n k (z) = 2δ n 1 ,··· ,n k (z). So we only need to derive the recurrence relation for polynomial δ n 1 ,··· ,n k (z). In Section 4, we prove a recurrence relation for the polynomial δ n 1 ,··· ,n k (z) in Theorem 4.4. In Section 5, we derive the expression for the generating functions given by δ 1 (t 1 , t 2 , · · · , t k , z) = n 1 ,n 2 ,··· ,n k−1 ≥1,n k ≥1 δ n 1 ,n 2 ,··· ,n k (z)t
in Theorem 5.13. In Section 6, we illustrate our result with some examples and present some open problems.
Embedding distributions of cubic Halin graph
2.1. Gustin coloring and Mohar's theorem. A vertex v with degree three has two possible rotations. We color the vertex v black if the rotation of the edge-ends incident on it is clockwise, and we color it white if the rotation is counterclockwise. Thus, we can associate a rotation system of any 3-regular graph with a coloring, called Gustin coloring of that rotation system. In a Gustin coloring, an edge is called matched if it has the same color at both endpoints; otherwise, it is called unmatched.
For any spanning tree of a graph G, the number of co-tree edges is called the Betti number of G, and is denoted by β(G). Let T be a spanning tree of a graph G, and let (ρ, λ) be a T -rotation system. Let e 1 , e 2 , . . . , e β(G) be the cotree edges of T . The overlap
1, if i = j and e i is twisted; 1, if i = j and the restriction of the underlying pure rotation system to the subgraph T + e i + e j is nonplanar; 0, otherwise.
When the restriction of the underlying pure rotation system to the subgraph T + e i + e j is nonplanar, we say that edges e i and e j overlap. Mohar [11] proved the following theorem.
Theorem 2.1 (Mohar [11] ). Let (ρ, λ) be a general rotation system for a graph, and let M be the overlap matrix with respect to any spanning tree. Then the rank of M equals the Euler-genus of the corresponding embedding surface. It is independent of the choice of a spanning tree.
Suppose that the cubic Halin graph H T has 2n vertices, it easy to see that the characteristic tree T contains 2n − 1 edges and n + 1 cotree edges. We denote the cotree edges as e 1 , e 2 , . . . , e n+1 . In the Gustin coloring of cubic Halin graph H T , we observe the following properties:
Property 2.2. Each tree edge e(T ) lies in two different interior faces.
Suppose that each co-tree edge e i lies in the interior face F i . Property 2.3. For i = 1, 2, . . . , n + 1, each co-tree edge e i of the exterior cycle C lies in only one interior face F i and the infinite face F ∞ of H T .
Note that each interior face is a k-gon, for k ≥ 3, and two interior faces F i , F j share an edge e, which is called the common edge of F i and F j , denoted by e ij . Property 2.4. Two co-tree edges e i and e j overlap if only if the common edge e ij of interior faces F i and F j is unmatched. Property 2.5. Each co-tree edge e i overlap the co-tree edges e 1 , e 2 , . . . , e n+1 |F i |−1 times. Figure 1 gives an illustration of the above properties. Figure 1 From Properties 2.2 and 2.4, the co-tree edges e 1 , e 2 , . . . , e n+1 overlap co-tree edges e 1 , e 2 , . . . , e n+1 |E(T )| = 2n−1 times. We suppose the overlap matrix of H T is M (x 1 , x 2 , . . . , x 2n−1 ).
The breadth-first search algorithm begins at a root vertex and inspect all the neighboring vertices. Then for each of those neighbor vertices in turn, it inspects their neighbor vertices which were unvisited. Theorem 2.6.
1 Let H T be a cubic Halin graph with 2n vertices, for a fixed overlap matrix of H T , there are exactly 2 different T -rotation systems of H T corresponding to that matrix.
Proof. Since every binary characteristic tree on two or more vertices has at least two vertices of degree one, we choose such a vertex with degree one as its rooted vertex. We color the binary characteristic tree T by breadth-first search algorithm. When the coloring of rooted vertex is given, all the colorings of T are given, by Property 2.4. Since the coloring of the rooted vertex has two different choices (black or white), the theorem follows.
We define the rank-distribution polynomial of H T as
where r H T [j] is the number of different assignment of the variables x 1 , x 2 , . . . , x 2n−1 for which the matrix M (x 1 , x 2 , . . . , x 2n−1 ) has rank j. By Theorem 2.6, the following property follows.
Theorem 2.7. The Euler-genus polynomial of H T equals twice its rank-distribution polynomial.
Theorem 2.7 make it possible for us to calculate the Euler-genus polynomial of H T by using the overlap matrix. As we can see that the Euler-genus distributions of H T are indeed determined by its characterized tree.
Overlap matrices for cubic caterpillar-Halin graphs
In this section, first, we introduce cubic caterpillar-Halin graphs in subsection 3.1.Then, we give the overlap matrices for cubic caterpillar-Halin graphs in subsection 3.2.
3.1. Cubic caterpillar-Halin graphs. A caterpillar is a tree whose removal of leaves results in a path called the spine of the caterpillar. If the characteristic tree of H T is a caterpillar, then we also call such H T a cubic caterpillar-Halin graph. Let T be a caterpillar and consider the graph H T . Let P : v 1 , v 2 , . . . , v k be the spine of T and each v i is adjacent to a leaf u i for 1 ≤ i ≤ k with v 1 (resp. v k ) adjacent to one more leaf u 0 = v 0 (resp. u k+1 = v k+1 ). We draw H T on the plane by putting the path v 0 P v k+1 horizontally in the middle, and the pending 2 edges (leaf edges) v i u i , 1 ≤ i ≤ k. by either up or down edges vertically to P. Figure 2 illustrates an example of cubic caterpillar-Halin graph.
Figure 2. An example of cubic caterpillar-Halin graph:
From this drawing, we associate to G with a list of positive integers (n 1 , n 2 , . . . , n r ), where n 1 , n 2 +1, · · · , n r−1 +1, n r is the number of maximum consecutive up or down edges, starting from the leftmost to the rightmost on P . We also use H n 1 ,n 2 ,...,nr to denote this graph H T . For instance the graph in Figure 2 is H 2,3,2 . For a special case when there are k pending edges are all in the same direction (up or down), this graph is denoted by H k,0 . Actually, H k,0 is Ringel ladder graph and is usually denoted by R k . In [3] , Chen et al. obtained the explicit formula of the embedding distributions for Ringel ladders. Figure 3 shows the graphs R 4 and H 2,2 . For any r ≥ 2 and positive integers n 1 , · · · , n r−1 , we use H n 1 ,n 2 ,...,n r−1 ,0 to denote the graph H n 1 ,n 2 ,...,n r−1 +1 . Actually, H n 1 ,n 2 ,...,n r−1 ,0 is a special case of H n 1 ,n 2 ,...,nr for n r = 0 by the definition of H n 1 ,n 2 ,...,nr . For example, the graph in Figure 6 can also been seen as H 2,2,3,0 .
Figure 3. Graphs R 4 and H 2,2 .
For convenience, we indicate our choice of a spanning tree for a generic H n 1 ,··· ,n k by thicker lines, so that the co-tree edges are
as shown in Figure 4 .
It is easy to observe the following two Properties.
Property 3.1. For positive integers n 1 , · · · , n r , H n 1 ,n 2 ,...,nr ∼ = H nr,n r−1 ,...,n 1 Property 3.2. For positive integers n 1 , · · · , n r , H n 1 ,n 2 ,...,nr,1 ∼ = H n 1 ,n 2 ,...,nr+2
We give two graphes in Figure 5 and Figure 6 to demonstrate Property 3.2 holds. 3.2. Overlap matrices for cubic caterpillar-Halin graphs. In this subsection, we consider overlap matrices for the cubic caterpillar-Halin graph
For any m ≥ n and a = (
n as a matrix of the following form
Let L n be the set of all matrices over GF (2) of the form L a,b n . We define the rankdistribution polynomial of the set L n to be the polynomial
n has rank j. For n = 0, we define L n (z) = 1. It is not difficult to see that L 1 (z) = 1 + z.
By Properties 2.4 and 2.5, the overlap matrix of H n 1 ,··· ,n k has the form ∆ X,Y,Z n 1 ,··· ,n k which can be written in the following way:
where Λ Z 1 is a matrix with dimension n 1 × k given by
i is given by the 1, 2, 3 columns of the following matrix, respectively,
, the other columns of Λ Z i are 0, and Λ Z k is a matrix with dimension n k × k given by
In our article, (Λ Z i ) T denotes the transpose of the matrix Λ Z i and we will use
T for the sake of simplicity. We can also write ∆ X,Y,Z n 1 ,··· ,n k in the following form.
In this paper, we consider the Halin graph H n 1 ,··· ,n k . We always assume
Let ∆ be the set of all matrices over GF (2) of the form ∆ X,Y,Z n 1 ,··· ,n k . We define the rank-distribution polynomial of the set ∆ as δ n 1 ,n 2 ,··· ,n k (z) =
is the number of different assignment of the variables X, Y, Z for which the matrix ∆ X,Y,Z n 1 ,··· ,n k has rank j.
, we define the matrix Ω X,Y,Z n 1 ,··· ,n k as a special case of the matrix ∆ X,Y,Z n 1 ,··· ,n k , in which the k-th row and k-th column are 0. We also write the matrix Ω X,Y,Z n 1 ,··· ,n k in the following form.
Let Ω be the set of all matrices over GF (2) of the form Ω X,Y,Z n 1 ,··· ,n k and the rank-distribution polynomial of the set Ω be the polynomial ω n 1 ,n 2 ,··· ,n k (z) =
is the number of different assignment of the variables X, Y, Z for which the matrix Ω X,Y,Z n 1 ,··· ,n k has rank j.
By [3] , the overlap matrix of R n−1 has the following form
be the set of all matrices over GF (2) of the form Φ x,y,z n+1 , and the rank-
is the number of different assignment of the variables
for which the matrix Φ x,y,z n+1 has rank j. By the fact H n 1 ,0 ∼ = R n 1 and Properties 3.1, 3.2, it holds that
In this article, we will use the following previously derived results.
The polynomial φ n (z), n ≥ 3 satisfies the recurrence relation
with initial condition φ 2 (z) = 4z 2 + 3z + 1, φ 3 (z) = 28z 3 + 28z 2 + 7z + 1. Moreover, the generating function φ(t, z) = n≥2 φ n (z)t n is given by
4. Rank-distribution polynomials of the cubic caterpillar-Halin graphs
In subsection 4.1, we give the computation of δ n 1 ,n 2 (z). In subsection 4.2, we compute the rank-distribution polynomial δ n 1 ,··· ,n k (z).
The computation of
The following lemma gives the recurrence relation for the polynomial ω n 1 ,n 2 (z).
Lemma 4.1. For any n 1 ≥ 1, n 2 ≥ 2, we have the following recurrence relation for the polynomial ω n 1 ,n 2 (z)
Proof. We consider four different ways to assign variables (y 2,n 2 −1 , x 2,n 2 ), n 2 ≥ 3.
Cases
Contributions
Combing cases 1-4, we finish the proof of (5).
By direct calculation, we knows that
So, this theorem holds with n 2 = 2.
The following lemma gives the recurrence relation for the polynomial δ n 1 ,n 2 (z).
Theorem 4.2. For any n 1 ≥ 1, n 2 ≥ 2, we have the following recurrence relation for the polynomial δ n 1 ,n 2 (z),
with initial conditions δ n 1 ,0 (z) = φ n 1 +2 (z), δ n 1 ,1 (z) = φ n 1 +3 (z).
Proof. By (3), one sees that the initial values holds.
We consider the following eight different ways to assign variables (z 2,n 2 , y 2,n 2 −1 , x 2,n 2 ).
Contributions to δ n 1 ,n 2 (z) 1 : (z 2,n 2 , y 2,n 2 −1 , x 2,n 2 ) = (0, 0, 0)
zδ n 1 ,n 2 −1 (z) 7 : (z 2,n 2 , y 2,n 2 −1 , x 2,n 2 ) = (1, 0, 1) zδ n 1 ,n 2 −1 (z) 8 : (z 2,n 2 , y 2,n 2 −1 , x 2,n 2 ) = (1, 1, 1) zδ n 1 ,n 2 −1 (z)
Combing cases 1-8, we obtain (6).
4.2.
The computation of δ n 1 ,··· ,n k (z). In order to give the recurrence relation for polynomial δ n 1 ,n 2 ,··· ,n k (z), we give the following recurrence relation for the polynomial ω n 1 ,n 2 ,··· ,n k (z) first. We define ω n 1 ,··· ,n k−1 ,0 (z) = δ n 1 ,··· ,n k−1 (z).
Lemma 4.3. We have the following recurrence relation for the polynomial ω n 1 ,n 2 ,··· ,
with the initial conditions ω n 1 ,··· ,
Proof. We consider the following four different ways to assign variables (y k,n k −1 , x k,n k ).
Cases
Contributions to ω n 1 ,n 2 ,··· ,
Combing cases 1-4, we know that (7) holds with n k ≥ 3. By direct calculating, one sees that
So (7) also holds with n k = 2. Now, we give the recurrence relation for the polynomial δ n 1 ,n 2 ,··· ,n k (z).
with the initial conditions δ n 1 ,n 2 ,··· ,
Before we give a proof of Theorem 4.4, we give a remark to explain how to calculate δ n 1 ,··· ,n k (z) using Lemma 4.3 and Theorem 4.4 first.
Remark 4.5. Fix n 1 , · · · , n k . We will use iteration to calculate
By Lemma 4.1 and Theorem 4.2, we can obtain the values of
Assume that we have already get the values of ω n 1 ,··· ,n ℓ−2 ,n ℓ−1 (z), δ n 1 ,··· ,n ℓ−2 ,n ℓ−1 (z), δ n 1 ,··· ,n ℓ−2 ,n ℓ−1 +1 (z), δ n 1 ,··· ,n ℓ−2 ,n ℓ−1 +2 (z)
,··· ,n ℓ−1 ,n ℓ (z), δ n 1 ,··· ,n ℓ−1 ,n ℓ +1 (z), δ n 1 ,··· ,n ℓ−1 ,n ℓ +2 (z). Proof. Noticing that H n 1 ,··· ,n k−1 ,0 = H n 1 ,··· ,n k−1 +1 and Properties 3.1, 3.2, one arrives at the initial conditions. So, we only give a proof of (8) . We consider eight different ways to assign variables z k,n k , y k,n k −1 and x k,n k .
Case 1: (z k,n k , y k,n k −1 , x k,n k ) = (0, 0, 0). It is easy to see that this case contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term δ n 1 ,n 2 ,··· ,n k −1 (z).
Case 2:(z k,n k , y k,n k −1 , x k,n k ) = (1, 0, 0). If z k,0 = 1, we add the row −1 to the row −(n k + 1) and then add the column −1 to the column −(n k + 1) . A similar discussion for z k,1 , · · · , z k,n k −1 and x k , y k−1 . We transform ∆ X,Y,Z n 1 ,··· ,n k to the following form 
There are 2 n k +2 different assignments of variables z k,0 , · · · , z k,n k −1 and x k , y k−1 . Thus, it is easy to see that this case contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term 2 n k +2 z 2 ω n 1 ,n 2 ,··· ,n k−1 ,n k −1 (z).
Case 3: (z k,n k , y k,n k −1 , x k,n k ) = (0, 0, 1). It is easy to see that this case contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term zδ n 1 ,n 2 ,··· ,n k −1 (z).
Case 4: (z k,n k , y k,n k −1 , x k,n k ) = (0, 1, 0). If z k,n k −1 = 1, we add the row −1 to the row k, then we add the column −1 to the column k. A similar discussion for x k,n k −1 , y k,n k −2 . We transform ∆ X,Y,Z n 1 ,··· ,n k to the following form
There are 2 3 different assignments of variables x k,n k −1 , y k,n k −2 , z k,n k −1 . In this case, it contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term 8z 2 δ n 1 ,n 2 ,··· ,n k−1 ,n k −2 (z). Case 5: (z k,n k , y k,n k −1 , x k,n k ) = (1, 1, 0). We add the row −2 to the row k and then add the column −2 to the column k. We transform ∆ X,Y,Z n 1 ,··· ,n k to the following form
If y k,n k −2 = 1, we add the row −1 to the row −3 and then add the column −1 to the column −3. A similar
There are 2 3 different assignments of variables x k,n k −1 , y k,n k −2 , z k,n k −1 . In this case, it contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term 8z 2 δ n 1 ,n 2 ,··· ,n k−1 ,n k −2 (z).
Case 6: (z k,n k , y k,n k −1 , x k,n k ) = (0, 1, 1). We add the row −1 to the row −2 and then add the column −1 to the column −2. In this case, it contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term zδ n 1 ,n 2 ,··· ,n k−1 ,n k −1 (z).
Case 7: (z k,n k , y k,n k −1 , x k,n k ) = (1, 0, 1). We add the row −1 to the row k and then add the column −1 to the column k. In this case, it contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term zδ n 1 ,n 2 ,··· ,n k−1 ,n k −1 (z).
Case 8: (z k,n k , y k,n k −1 , x k,n k ) = (1, 1, 1). We add the row −1 to the rows −2, k and then add the column −1 to the columns −2, k. In this case, it contributes to the polynomial δ n 1 ,n 2 ,··· ,n k (z) by a term zδ n 1 ,n 2 ,··· ,n k−1 ,n k −1 (z).
Combing cases 1-8, we finish the proof of (8).
Theorem 4.6. For any k ≥ 2 and n 1 , · · · , n k ≥ 1, the number of embeddings of the cubic caterpillar-Halin graph H n 1 ,··· ,n k into a plane and torus are 2 and 8(
Proof. For any n 1 , · · · , n k ≥ 1, we have need to show that
Obviously, (9) holds. We prove (10) by induction on the number k.
First, we claim that (10) holds with k = 2. By Proposition 3.5, one arrives at that
which yields φ n [1] = 3 + 4(n − 2) = 4n − 5. (11) By Theorem 6 and the above inequality, we have
Therefore, (10) holds with k = 2. Assume that (10) holds for any n 1 , · · · , n k−1 ≥ 1. By (9) and Theorem 4.4, one easily sees that (12) and furthermore
where in the third inequality, we have used the induction. We finish the proof of (10).
In a similar way, we have the following result.
Theorem 4.7. For any k ≥ 2 and n 1 , · · · , n k ≥ 1, the number of embeddings of the cubic caterpillar-Halin graph H n 1 ,··· ,n k into S 2 equals 8
The generating functions for cubic Halin graphs
For i = 0, 1, 2 and j = 0, 1, 2, 3, we define
In subsection 5.1, we give the computations of ω 1 (t 1 , t 2 , z), ω 2 (t 1 , t 2 , z), δ 1 (t 1 , t 2 , z), and δ 2 (t 1 , t 2 , z). In subsection 5.2, we introduce some lemmas which will be used in the computation of generating functions. These lemmas demonstrate the relations between
In subsection 5.3, we compute generating functions
using the results in subsections 5.1,5.2. t 2 , z) . First, it is not difficult to obtain the following lemma.
The computations of ω
In the following two lemmas, we will give the expressions of (ω 1 (t 1 , t 2 , z), ω 2 (t 1 , t 2 , z)) and (δ 1 (t 1 , t 2 , z), δ 2 (t 1 , t 2 , z)) respectively.
Lemma 5.2. We have
Proof. By Lemma 4.1, we have
Therefore, we have
That is
Therefore, by Lemma 5.2, we have
Now, we consider the computation of ω 2 (t 1 , t 2 , z).
Lemma 5.3. We have
Proof. By Theorem 4.2, it holds that
On the other hand, we have
Combing the above equality with (13), we get the desired result.
5.2. Some lemmas.
Proof. By Lemma 4.3, we obtain
Proof. By Lemma 4.3,
By Lemma 4.3, the following lemma holds.
Proof. By (7), we have
By Theorem 4.4, we get the following lemma.
Proof. By Theorem 4.4, we have
Proof. From initial conditions in Theorem 4.4, it is easy to see that
Proof. By initial conditions in Theorem 4.4, it follows that
δ 2 (t 1 , · · · , t k , z) = n 1 ,n 2 ,··· ,n k−1 ≥1,n k ≥2 δ n 1 ,n 2 ,··· ,n k (z)t n 1 1 t n 2 2 · · · t n k k = n 1 ,n 2 ,··· ,n k−1 ≥1,n k ≥1 δ n 1 ,n 2 ,··· ,n k (z)t n 1 1 t n 2 2 · · · t n k k − n 1 ,n 2 ,··· ,n k−1 ≥1 δ n 1 ,n 2 ,··· ,n k−1 ,1 (z)t n 1 1 t n 2 2 · · · t n k−1 k−1 t 1 k = δ 1 (t 1 , · · · , t k , z) − t k n 1 ,n 2 ,··· ,n k−1 ≥1 δ n 1 ,n 2 ,··· ,n k−1 +2 (z)t n 1 1 t n 2 2 · · · t n k−1 k−1 = δ 1 (t 1 , · · · , t k , z) − t k t −2 k−1 δ 3 (t 1 , · · · , t k−1 , z).
5.3.
The computation of generating function. Our objective of this subsection is to give the recurrence relation between
In order to achieve this, we give two lemmas first and then give this recurrence relation.
Lemma 5.11. For k ≥ 3, we have
where
Proof. By Lemmas 5.4, 5.6, one arrives at that
Combing the above equality with Lemma 5.5, we get
which finishes the proof of (14) . Using Lemma 5.5 again, (15) A(t i−1 , t i , z) = A(t k−1 , t k , z) · · · · · A(t 2 , t 3 , z).
Theorem 5.14. The Euler-genus polynomial of a cubic Halin graph H n 1 ,··· ,n k is E Hn 1 ,··· ,n k (z) = 2δ n 1 ,··· ,n k (z), where δ n 1 ,··· ,n k (z) is the rank-distribution polynomial Proof. By Theorems 2.7, this theorem follows.
Examples and open problems
In subsection 6.1, we present some examples. In subsection 6.2, some unsolved problems will be demonstrated. 6.1. Examples. In Theorem 5.13, we get the expression of δ 1 (t 1 , · · · , t k , z). Using the fact δ n 1 ,··· ,n k (z) = 1 n 1 ! · · · n k ! ∂ n 1 +···+n k δ 1 (t 1 , · · · , t k , z) ∂
and the Mathematica soft, we get the following two examples.
