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Abstract
We study spectral triples over noncommutative principal U(1)-bundles of arbi-
trary dimension and a compatibility condition between the connection and the Dirac
operator on the total space and on the base space of the bundle. Examples of low
dimensional noncommutative tori are analysed in more detail and all connections
found that are compatible with an admissible Dirac operator. Conversely, a family
of new Dirac operators on the noncommutative tori, which arise from the base-space
Dirac operator and a suitable connection is exhibited. These examples are extended
to the theta-deformed principal U(1)-bundle S3θ → S2.
1 Introduction
The spectral triples [7, 9] and in particular the Dirac operators on noncommutative odd-
dimensional principal U(1)-bundles have been studied in [14]. Therein the definition of a
connection as an operator and a compatibility condition with the Dirac operators on the
total space and on the base space of the bundle were proposed. This was based on the
classical situation [1, 2] and the abstract algebraic approach to noncommutative principal
bundles. Moreover, the case of the noncommutative 3-torus viewed as a U(1)-bundle
over the noncommutative 2-torus was analysed and all connections compatible with an
admissible Dirac operator were found. Conversely, a family of new Dirac operators on
the odd-dimensional tori was constructed, that are consistent with the base-space (even)
Dirac operator and a suitable connection.
In this paper by making an ampler use of the real structure we slightly modify the
scheme of [14] and so weaken the assumptions made there. In addition we extend the
study to principal U(1)-bundles of arbitrary dimension. As examples we discuss two and
four dimensional noncommutative tori and the theta deformation of the principal Hopf
U(1)-bundle S3 → S2, which was studied in [5].
2 Quantum principal U(1)-bundles
In the noncommutative realm the notion of quantum principal bundles have been recently
formulated in the context of principal comodule algebras. This evolved from earlier exten-
sive studies of quantum principal bundles with universal differential calculus, of principal
extensions, and of Hopf-Galois extensions, see e.g. [4, 13, 18, 17]. For our purpose we
shall also need a notion of the principal connection adapted to the case of Dirac operator
induced calculi.
Let H be a unital Hopf algebra over C with a counit ε and an invertible antipode S.
Let A be a right H-comodule algebra (which we also assume to be unital). We will use
the Sweedler notation for the right coaction of H on A:
∆R(a) = a(0) ⊗ a(1) ∈ A⊗H.
(We shall often skip the adjective right if it is clear from the context). Then A is called
principal H-comodule algebra (c.f. [6]) whenever there exists a C-linear unital map
ℓ : H −→ A⊗A
such that
mA ◦ ℓ = η ◦ ε, (2.1a)
(ℓ⊗ id) ◦∆ = (id⊗∆R) ◦ ℓ, (2.1b)
(S ⊗ ℓ) ◦∆ = (σ ⊗ id) ◦ (∆R ⊗ id) ◦ ℓ, (2.1c)
where mA : A ⊗ A → A is the multiplication in A, η : C → A is the unit map and
σ : A⊗H → H ⊗A is the flip.
It follows then that A is a Hopf-Galois extension of B := {b ∈ A | ∆R(a) = b ⊗ 1},
its subalgebra of coinvariant elements. Namely
A⊗H ∋ a⊗ h 7−→ a πB(ℓ(h)) ∈ A⊗B A,
where πB : A⊗A → A⊗B A is the usual projection, is the (left and right) inverse of the
canonical map χ := (mA ⊗ id)(id⊗∆R),
A⊗B A ∋ a′ ⊗ a 7→ χ(a′ ⊗ a) = a′a(0) ⊗ a(1) ∈ A⊗H. (2.2)
By quantum principal bundle we shall understand the structure defined as above, and
we shall often denote it simply by the inclusion map B →֒ A. Moreover, we shall call
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the map ℓ strong connection lift. It determines the strong connection (for the universal
calculus on A) which can be equivalently described in four other terms (cf. [13]). One
of them is by a certain splitting of the multiplication map B ⊗A → A (which shows the
equivariant left projectivity of A over B). Another one, the so called connection form, will
be adapted in section 4.1 to the case of the Dirac-operator induced differential calculus,
and represented as an operator on a Hilbert space.
In this paper we restrict our discussion only to the case of the structure group given
by the classical one-dimensional Lie group U(1). We shall denote by H its coordinate
algebra i.e. the complex polynomial algebra in z and z−1, with the star structure given
by zz∗ = 1, the coproduct by ∆(z) = z ⊗ z, a counit ε(z) = 1 and an invertible antipode
S(z) = z−1. We can split the H-comodule algebra A as a direct sum
A =
⊕
k∈Zn
A(k), (2.3)
where the A(k) are the set of elements of homogeneous degree k; that is,
a ∈ A(k) ⇔ ∆R(a) = a⊗ zk.
Of course, A(0) = B.
3 Dirac operator and spectral triples
According to Alain Connes the noncommutative metric and spin geometry is encoded in
terms of spectral triples [7, 8, 9]. In what follows A will always denote a unital complex
∗-algebra.
Definition 3.1. A spectral triple for an algebra A is a triple (A,H, D), where H is a
Hilbert space carrying a representation of A by bounded operators (which we shall simply
denote by ψ 7→ aψ, for any a ∈ A, ψ ∈ H) and D is a densely defined, selfadjoint operator
on H with compact resolvent, such that for any a ∈ A the commutator [D, a] is a bounded
operator.
In the commutative case when A is the algebra of smooth functions over a Riemannian
spin manifold M , H corresponds to the Hilbert space of L2-sections of the spinor bundle,
and D is the Dirac operator, on the spinor bundle, associated to the Levi-Civita connec-
tion. So, given a spectral triple (A,H, D), we will call H the space of spinors and D the
Dirac operator. The algebra A will be always certain suitable *-algebra of operators on
H, dense in its norm completion (C*-algebra), in particular it can be a (noncommutative)
polynomial algebra presented in terms of generators and relations.
An important requirement on spectral triples is that of reality.
Definition 3.2. A real spectral triple of KR-dimension j, where j ∈ Z8, consists of the
data (A,H, D, J) when j is odd, whereas of the data (A,H, D, J, γ) when j is even, where
(A,H, D) is a spectral triple, J is antiunitary operator and γ is a Z2-grading on H such
that:
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(i) for any a, b ∈ A, [a, Jb∗J−1] = 0;
(ii) J , D and γ satisfy the following commutation relations:
J2 = εid, JD = ε′DJ
and, for j even,
Jγ = ε′′γJ, γD = −Dγ,
where ε, ε′, ε′′ depend on the KR-dimension and are given in the following table
(c.f. [12], which admits additional possibilities with respect to the table in [9], whose
entries are marked by •)
j 0 2 4 6 0 2 4 6 1 3 5 7
ǫ + − − + + + − − + − − +
ǫ′ + + + + − − − − − + − +
ǫ′′ + − + − + − + −
• • • • • • • •
The operator J will be usually called the real structure of the spectral triple. We will
often treat together the even and the odd dimensional case. Thus in general we will write
(A,H, D, J, γ) for a real spectral triple, keeping in mind that in the odd case γ = 1 and
so will be often omitted.
The antiunitary operator J determines a left action of the opposite algebra A◦ (or,
equivalently, a right action of the algebra A) on the Hilbert space H,
π◦(b)ψ = ψb = Jb∗J−1ψ, ∀ b ∈ A, ψ ∈ H, (3.1)
which due to the condition (i) of definition 3.2 commutes with the representation of A
on H; that is, J maps A into its commutant on H. This makes the Hilbert space H a
bi-module over A.
Moreover we shall assume the so-called first order condition, that is the requirement
that A◦ commutes not only with A but also with [D,A] so that, for any a, b ∈ A, we
have:
[[D, a], Jb∗J−1] = 0. (3.2)
Notice that conjugating the above identity with J one can show (3.2) to be equivalent to
[[D, Jb∗J−1], a] = 0;
and so the first order condition is “symmetric” in A and A◦.
4 U(1)–equivariant projectable spectral triples
We will assume that the coaction of H on A (which in the context of C∗-algebras is used
to formulate the notion of free and proper action) comes from the usual action of U(1)
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on A. Moreover, we will require that there is an infinitesimal action δ of the generator of
the Lie algebra u(1) ≃ R.
To use more precise language, we shall consider real spectral triples over A, which
are U(1)-equivariant [20], that is, for which the action of U(1) (and of u(1) via δ) is
implemented on H as follows.
Definition 4.1. A real spectral triple (A,H, D, J, γ) is a U(1)-equivariant real spectral
triple iff there exists a selfadjoint operator δˆ on H with the domain which is dense and
stable under the action of A, D, J and γ, such that
δˆ(π(a)ψ) = π(δ(a))ψ + π(a)δˆ(ψ),
and
δˆJ + Jδˆ = 0, [δˆ, γ] = 0, [δˆ, D] = 0,
on the common core of δˆ and D.
Actually, we require also that the spectrum of δˆ is Z (it could be also Z + 1
2
): this
corresponds to the assumption that the U(1) action on the tangent bundle lifts to an
action and not to a projective action on the spinor bundle. Hence, if (A,H, D, J, γ, δˆ) is a
U(1)-equivariant real spectral triple, we can split the Hilbert space H accordingly to the
spectrum of δˆ:
H =
⊕
k∈Z
Hk,
and this decomposition is preserved by the Dirac operatorD. Moreover π(A(k))Hl ⊆ Hk+l
for any k, l ∈ Z; in particular H0 is stable under the action of the invariant subalgebra
B = AcoH = A(0). Throughout the rest of the paper we shall denote δˆ for simplicity by δ.
4.1 Operator of strong connection for the Dirac calculus
With a spectral triple (A,H, D) there is associated the (first order differential) Dirac
calculus Ω1D(A), given by the linear span of all operators of the form a′[D, a], a, a′ ∈ A,
with the differential of a given by da = [D, a]. On the Hopf algebra H we shall use the
calculus Ω1(H) induced from the usual de Rham calculus on U(1) (which can be also
viewed as Dirac calculus for the operator i ∂
∂φ
on L2(U(1))).
Following [14] we say that Ω1D(A) is compatible with Ω1(H) iff∑
i
pi[D, qi] = 0, for pi, qi ∈ A ⇒
∑
i
piδ(qi) = 0. (4.1)
This agrees with the compatibility of these calculi viewed as quotients of the universal
calculi. Accordingly we can give the notion of connection form adapted to the Dirac-
induced calculi, represented as operators on certain Hilbert space, as follows:
Definition 4.2. We say that ω ∈ Ω1D(A) is a strong principal connection for the U(1)-
bundle B →֒ A if the following conditions hold:
[δ, ω] = 0, (U(1) invariance of ω),
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if ω =
∑
i
pi[D, qi] then
∑
i
piδ(qi) = 1, (vertical field condition),
∀a ∈ A,∇ω(a) := [D, a]− δ(a)ω ∈ Ω1D(B)A, (strongness).
Note that the second condition is meaningful due to assumption (4.1).
The expression in the third condition defines a D-connection ∇ω on the left B-module
A (covariant derivative with respect to the calculus Ω1D(B)), in the sense that
∇ω(ba) = [D, b]a + b∇ω(a). (4.2)
It follows by direct computation, see lemma 5.5 in [14], that a D-connection ∇ω is hermi-
tian if ω is selfadjoint as an operator on H.
4.2 Projectable spectral triples: odd case
Now we discuss in the framework of noncommutative geometry the projectability of a
spectral triple, i.e. that it descends via a reduction by dimension one to the quotient
space. We have to distinguish the case of odd and of even dimension. We begin by
considering the former.
Let B →֒ A be a principal H-comodule algebra, where H is the coordinate algebra
of U(1), and consider a U(1)-equivariant odd real spectral triple (A,H, D, J, δ) over the
total space A. Assume that the Dirac calculus Ω1D(A) is compatible with the de Rham
calculus on H . Then we give the following definition (c.f. [14]).
Definition 4.3. An odd U(1)-equivariant real spectral triple (A,H, D, J, γ, δ) of KR-
dimension j is said to be projectable along the fibers if there exists a Z2 grading Γ on H,
which satisfies the following conditions,
Γ2 = 1, Γ∗ = Γ,
[Γ, π(a)] = 0 ∀a ∈ A,
[Γ, δ] = 0,
ΓJ =
{
JΓ if j ≡ 1 (mod 4)
−JΓ if j ≡ 3 (mod 4).
If such a Γ exists, we define the horizontal Dirac operator Dh by:
Dh ≡ 1
2
Γ[Γ, D]
Now we want to consider a special class of projectable spectral triples, which should
represent the noncommutative counterpart of smooth U(1) principal bundles which are
Riemannian manifolds with fibers of constant length.
Definition 4.4. A projectable spectral triple has fibers of constant length if there is a
positive real number l such that, if we set
Dv =
1
l
Γδ,
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the operator
Z = D −Dh −Dv
is a bounded operator which commutes with the representation of A
[Z,A] = 0. (4.3)
In such a case, the operator Dv is called the vertical Dirac operator and the number
l, up to a 2π factor is the length of each fiber, as in the commutative (smooth) case.
Remark 4.5. Actually in [14] a different condition on Z was imposed, namely that Z
commutes with the elements Jπ(a∗)J−1 from the commutant of A. Our present choice is
satisfied e.g if Z ∈ Jπ(A)J−1, or if Z is a related 0-order pseudodifferential operator, and
is motivated by a recent example of curved noncommutative torus [15]. The condition 4.3
implies that
[Dh, π(b)] = [D, π(b)], ∀b ∈ B (4.4)
and hence Dh and D induce the same first order differential calculus over the invariant
subalgebra B which was an additional assumption of ’projectability of differential calculus’
in [14]. ⋄
Consider now a projectable triple (A,H, D, J, δ,Γ) of KR-dimension j, with j odd,
and assume that it has fibers of constant length. Since Γ and D commute with δ, also
Dh does. Therefore Dh preserves each Hk. Instead, the real structure intertwines Hk and
H−k, JHk ⊆ H−k. In particular, it preserves H0. Now, let us denote, for any k ∈ Z, by
Dk, and γk the restrictions to Hk of Dh and Γ, respectively. For each k ∈ Z we define
also an antiunitary operator jk : Hk →H−k as follows:
jk =
{
ΓJ if j ≡ 1 (mod 4)
J if j ≡ 3 (mod 4) (4.5)
(where on the r.h.s. appropriate restrictions of Γ and J are understood). Now we can
state the following
Proposition 4.6. (B,H0, D0, γ0, j0) and, for k 6= 0, (B,Hk⊕H−k, Dk⊕D−k, γk⊕γ−k, jk⊕
j−k), are even real spectral triples of KR-dimension j − 1.
Proof. We check here only the commutation relations of the operators Dk, γk, jk and the
first order condition. For rest of the proof see [14], proposition 4.4. In fact we check these
relation only on the subspace H0, since the extension of the computations below to the
general case k ∈ Z is straightforward.
For j = 3 the result is already proved in [14]. Let us consider now the case j = 1:
[Γ, J ] = 0, j0 = ΓJ . We need to check that: j
2
0 = 1, j0D0 = D0j0, γ0j0 = j0γ0. We have:
j20 = γ0Jγ0J = ΓJΓJ = Γ
2J2 = 1,
j0D0 =
1
2
ΓJΓ[Γ, D] =
1
2
(ΓJD − ΓJΓDΓ)
=
1
2
(ΓJD − JDΓ) = 1
2
(DJΓ− ΓDJ) = 1
2
(DΓJ − ΓDJ) = D0j0,
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γ0j0 = ΓΓJ = ΓJΓ = j0γ0.
Now the case j = 5: [Γ, J ] = 0, j0 = ΓJ . We need to check that j
2
0 = −1, j0D0 = D0j0,
γ0j0 = j0γ0. Since the only difference with the previous case is that now J
2 = −1, the
proof of the last two relations is the same as before. For the first one:
j20 = γ0Jγ0J = ΓJΓJ = Γ
2J2 = −1.
We are left with the proof of the proposition for j = 7. In this case we have j0 = J ,
JΓ = −ΓJ , and we have to check that j20 = 1, j0D0 = D0j0, γ0j0 = −j0γ0. We have:
j20 = J
2 = 1,
j0D0 =
1
2
JΓ[Γ, D] =
1
2
(JD − JΓDΓ)
=
1
2
(DJ − ΓDΓJ) = D0j0,
γ0j0 = ΓJ = −JΓ = −j0γ0.
The first order condition follows directly from (4.4), and from the fact that Γ commutes
with D and with the elements of B, and it either commutes or anticommutes with J .
4.3 Projectable spectral triples: even case
Now we extend the notion of projectable spectral triple to the even dimensional case. We
give the following definition, which, as we shall see later, is consistent with the results
obtained in the commutative (smooth) case [2, 1].
Definition 4.7. An even U(1)-equivariant real spectral triple (A,H, D, J, γ, δ) is said to
be projectable along the fibers if there exists a Z2 grading Γ on H, which satisfies the
following conditions,
Γ2 = 1, Γ∗ = Γ,
[Γ, π(a)] = 0 ∀a ∈ A,
[Γ, δ] = 0,
Γγ = −γΓ,
ΓJ = −JΓ.
If such a Γ exists, we define the horizontal Dirac operator Dh by
Dh ≡ 1
2
Γ[Γ, D]
Also in this case we can introduce the property of constant length fibers, similarly as
in definition 4.4. Consider now a projectable triple (A,H, D, J, γ, δ,Γ) of KR-dimension
j, with j even, and assume that it has fibers of constant length. Again Dh preserves
each Hk, and the real structure intertwines Hk and H−k, JHk ⊆ H−k. In particular, it
preserves H0. Let us denote, for any k ∈ Z, by Dk, and γk the restrictions to Hk of Dh
and Γ, respectively. Define an operator ν by ν = iΓγ. Then ν∗ = ν and ν2 = 1, and we
can use it to split H0. In particular we obtain the following result.
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Proposition 4.8. Decompose H0 as H0 = H(+)0 ⊕ H(−)0 , where H(±)0 are the (±1)-
eigenspaces of ν. Then the horizontal Dirac operator Dh preserves both the subspacesH(±)0 .
Moreover, if we denote respectively by D
(±)
0 the restrictions of Dh to H(±)0 , (B,H(±)0 , D(±)0 )
are spectral triples.
Proof. Clearly Dh preserves H0, so for the first part of the proposition that D0 preserves
H(±)0 we need only to check that [D0, ν] = 0. Indeed
[D0, ν] =
1
2
[Γ[Γ, D],Γγ]
=
1
2
(DΓγ + ΓγΓDΓ− ΓDγ − ΓγD)
=
1
2
(ΓγD +DγΓ−DγΓ− ΓγD) = 0.
Next since Γ and γ commute with B, and [D, b] is bounded since B ⊂ A, we have
that [D0, b] is bounded for any b ∈ B. Of course, both H(±)0 are preserved by B. So
(B,H(±), D(±)0 ), where D(±)0 are the restrictions of D0, are spectral triples.
Moreover, it follows from remark 4 of [14] that the Dirac operators D
(±)
0 have compact
resolvent.
Remark 4.9. Let (A,H, D, J, γ, δ,Γ) as in the previous proposition. Notice that Γν =
−νΓ, so that ΓH(±)0 ⊂ H(∓)0 . Since Γ2 = 1, Γ determines an isomorphism Γ : H(+)0 →H(−)0 .
Moreover, one can easily see that DhΓ = −ΓDh. So, D(+)0 = −D(−)0 with respect to the
isomorphism H(+)0 ≃ H(−)0 determined by Γ. This is nothing else than the noncommuta-
tive counterpart of the fact that, in the smooth case, the two Dirac operators D
(±)
0 are
associated to the same metric, but they differ by a different choice of orientation [2, 1].
So we can say that the two triples (B,H(±), D(±)0 ) differ only by the choice of (the sign
of) the orientation. ⋄
Now we can check if the spectral triples on B given by the previous proposition are
real. We start with the KR-dimension 2 case.
Proposition 4.10. Let (A,H, D, J, γ, δ,Γ) be a projectable real spectral triple of KR-
dimension 2, fulfilling the condition of fibers of constant length. Then the antiunitary
operator γJ preserves both the subspaces H(±)0 . Moreover, if we denote by j(±)0 the re-
strictions of γJ to H(±)0 respectively, then (B,H(±)0 , D(±)0 , j(±)0 ) are real spectral triples of
KR-dimension 1, and they differ just by the change of the sign of the orientation (see
previous remark).
Proof. We know that both J and γ preserve H0 and if j0 is the restriction of γJ to H0
we see that j0 preserves H(±)0 , since [j0, ν] = 0. We have also that j0 commutes with Γ,
since the spectral triple is projectable and has KR-dimension 2. Moreover, compute
D0j0 =
1
2
(DγJ − ΓDΓγJ) = −j0D0,
as it should in KR-dimension 1.
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Next since γ commutes with A, it is immediate that j0 maps B to its commutant.
Since −J2 = γ2 = 1 and Jγ = −γJ , we have also j20 = 1. Thus j0, and also j(±)0 ,
fulfill all the commutation relations required for a real structure of a real spectral triple
of KR-dimension 1. Moreover, the first order condition follows from (4.4) and from the
first order condition for the spectral triple over A.
The last statement of the proposition follows from the fact that Γ intertwines the two
triples, as shown in remark 4.9.
In order to extend the result of proposition 4.10 to higher dimensional even spectral
triples we give the following definition.
Definition 4.11. Let (A,H, D, J, γ, δ,Γ) be an even dimensional projectable real spectral
triple of KR-dimension j. Then we define a real structure j0 on H0 by:
KR− dim 0 2 4 6
j0 ≡ J γJ J γJ (4.6)
where the restriction of γ and J to H0 is understood.
With this definition of j0 we can prove the following result, which is a generalization
of proposition 4.10.
Proposition 4.12. Let (A,H, D, J, γ, δ,Γ) be a projectable even real spectral triple of
KR-dimension j, fulfilling the constant length fibers condition. Let j0 : H0 → H0 be
given by (4.6). Then j0 restricts to H(±)0 , and (B,H(±)0 , D(±)0 , j(±)0 ) are real spectral triples
of KR-dimension (j − 1). Moreover, they differ just by the change of the sign of the
orientation.
Proof. We have already discussed the case n = 2. So we prove the proposition separately
in the other three cases. All what we need to check is that j20 = ±1 accordingly to KR-
dimension (j−1), that [j0, ν] = 0, and that D(±)0 and j(±)0 satisfy the correct commutation
relations (see table 1); the other properties (like the first order condition) are fulfilled for
the same reasons as the previous proposition. The first condition is easily checked.
Let us check that j0 commutes with ν. Let j = 4. Then j0 = J and
[j0, ν] = [J, iΓγ] = [J, iΓ]γ = 0.
Let j = 6. Then j0 = γJ and
[j0, ν] = [γJ, iΓγ] = γ[J, iΓ]γ = 0.
Finally, let j = 0. Then j0 = J and
[j0, ν] = [J, iΓγ] = [J, iΓ]γ = 0.
Now we have to check the commutation relation between j0 and D0. But we notice that
the commutation relations between D0 and j0 are the same of those between j0 and D.
So, if j = 0 or j = 4 then j0 = J and thus j0D0 = D0j0, and it is consistent with the
requirements, respectively, of KR-dimension 7 and 3.if j = 6 then j0D0 = −D0j0, as it
should be in KR-dimension 5.
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We conclude this section pointing out that, as for the odd dimensional case, for k 6= 0
we can define real spectral triples (B,Hk ⊕ H−k, Dk ⊕ D−k, jk ⊕ j−k) of KR-dimension
j − 1, simply extending the construction discussed above for the k = 0 case.
5 Twisted spectral triples
In this section we shall use the strong connection on the circle bundle to twist the horizon-
tal Dirac operator. We discuss here only the case of even spectral triples, for the reason
that the odd dimensional case, which has less properties to check, follows immediately.
The latter was discussed also in details in [14].
5.1 Twisted Dirac operators
Let the data (A,H, J,D, γ, δ,Γ) be a U(1)-equivariant projectable even real spectral triple,
with constant length fibers, over a quantum principal U(1)-bundle B →֒ A, and assume
the Dirac calculus Ω1D(A) to be compatible with the de Rham calculus on H (here H is
the coordinate algebra of U(1)). Let ω ∈ Ω1D(A) be a strong connection form. Let us
notice that, for any k ∈ Z, the set A(k), acting on the right on H via the right action
induced by the real structure J (see eq. (3.1)), can be regarded as a set of bounded left
B-linear maps between H(±)0 and H(±)k (where, we recall, the (±)-decomposition is done
accordingly to ν2 = 1). We introduce a new notation: we write the action of A(k) on the
right, that is m(h) ≡ hm. Then the B-linearity reads
(bh)a = b(ha).
We observe that from the fact that A is a principal comodule algebra, it follows that for
any k ∈ Z, A(k) is a projective B-module, which can be easily seen to be finitely generated.
This structure is compatible with the right B-module structure induced on H by the real
structure J :
(ba)(h) = a(hb), ∀a ∈ A(k), b ∈ B, h ∈ H,
which in the right-handed notation becomes
h(ba) = (hb)a.
Consider the left H-comodule (V, ρL), where V = C and ρL(λ) = z ⊗ λ. For any
k ∈ Z define the H-comodule (V k, ρkL) by setting V k = C, ρkL(λ) = zk ⊗ λ. Then it is
straightforward to see that A(k) is isomorphic to AHV k (where H denotes the cotensor
product over H). It follows that A(k) is a quantum associated bundle (see e.g. [3]).
We introduce now two assumptions:
(i) H0A(k) ≡ A(k)(H0) is dense in Hk, where A(k)(H0) is the linear span of elements a(h),
a ∈ A(k), h ∈ H0;
(ii) the multiplication map from H0 ⊗B A(k) to Hk is an isomorphism.
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The first order condition (3.2) implies that there is a right action of Ω1D(B) on H ,
given by:
hω = −Jω∗J−1h ∀ω ∈ Ω1D(B), (5.1)
where ω∗ is the adjoint of ω, s.t. ([D, b])∗ = −[D, b∗] and
h[D, b] = D(hb)− (Dh)b.
Such an action is clearly left B-linear. Moreover, it induces a left action of Ω1D(B) on
A(k), and Ω1D(B)A(k) is just the space of all compositions a ◦ ω of left B-linear maps. For
further details we refer to [14].
Remark 5.1. As we have seen in the previous sections, the real structure which makes
the triple over B a real spectral triple is not always the simple restriction of J to H0.
Nevertheless both J and the collection of jk induce the same right action of A on H.
Instead in order to define the right action of Ω1D(B) on H0 we shall use the real structure
j0, to be consistent with 5.1. In this case it would not be correct to use J , since in general
its commutation relation with D0 is different from that of j0, and the representation of a
differential form involves the Dirac operator. ⋄
Now we come to the construction of twisted spectral triples over B. Using the D(±)0 -
connection ∇ω on the left B-module A(k), we twist the Dirac operators D(±)0 as follows
D(k,±)ω (ha) = (D
(±)
0 h)a + h∇ω(a) (5.2)
Note that as explained in [14], due to (i) and (ii), D
(k,±)
ω depends only on the product
ha ∈ Hk.
Let now D
(±)
ω be the respective closures of the direct sums of the two families D
(k,±)
ω .
In order to regard them as two twisted Dirac operators on H we need another assumption:
(iii) given Z, there exists bounded selfadjoint Z ′ such that
(Zh)a = Z ′(ha), ∀h ∈ H, a ∈ A.
Note that it is weaker than assuming that [Z, JAJ−1] = 0.
Proposition 5.2. The operators D
(±)
ω are selfadjoint if ω is a selfadjoint one form, and
they have bounded commutators with all the elements of A.
Proof. Take h ∈ H(±)0 and p ∈ A(k) such that hp is in the domain of D(±)ω . Then we have:
D(±)ω = (D
(±)
0 h)p+ h[D, p]− khpω
= (D
(±)
0 h)p+ [D, j0p
∗j−10 ]h + j0ω
∗j−10 khp
= D(hp) + ((D
(±)
0 −D)h)p+ j0ω∗j−10 δ(hp)
= (D + j0ω
∗j−10 δ − Z ′)(hp).
(5.3)
From (5.3) follows, by standard results of functional analysis, the selfadjointness of Dω.
Next, D has bounded commutator with each a ∈ A; ω is a one-form and so, due to the
first order condition, the commutator of the second term of (5.3) with a ∈ A is simply
j0ω
∗j−10 δ(a) and hence is bounded. The commutator with the first term is bounded simply
because it is the commutator of two bounded operators. We conclude then that [Dω, a] is
bounded ∀a ∈ A.
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This shows that (B,H(±), D(±)ω ) is a (twisted) spectral triple (non necessarily real).
Notice that the ± label corresponds just to different choice of the orientation, as follows
from remark 4.9. Moreover, since D
(±)
0 -connection ∇ω on the left B-module A, restricts
to D
(±)
0 -connections ∇ω on each B-module A(k), it is clear that (B,H(±)k , D(k,±)ω ), k ∈ Z,
is a family of twisted spectral triples, obtained by suitable restrictions.
Corollary 5.3. The “full” Dirac operator Dω := D
(+)
ω ⊕D(−)ω is selfadjoint if ω is selfad-
joint and has bounded commutator with all the elements of the algebra A.
Finally, with Z as in definition 4.4 and the assumption (iii) above, we define
Dω := Γδ +Dω.
Proposition 5.4. (A,H,Dω) is a projectable spectral triple with constant length fibers
and the horizontal part of the operator Dω coincides with Dω.
Proof. See proof of proposition 5.8 in [14].
Moreover, as in [14] we introduce the following notion of compatibility.
Definition 5.5. We say that a strong connection ω is compatible with a Dirac operator
D if Dω and Dh coincide on a dense subset of H.
Thus given a projectable spectral triple with constant length fibers and a compatible
strong connection, the operators D(k) are just D0 twisted by ∇ω on A(k).
6 Noncommutative tori
We will show how the canonical flat spectral triples over n-dimensional noncommutative
tori are projectable and we will work out explicit formulae for the twisted Dirac operators
for the noncommutative 2-torus as a bundle over the circle S1 and the noncommutative
4-torus as a bundle over a noncommutative 3-torus. (The case of 3-torus over the 2-torus
is discussed in [14]).
6.1 Quantum principal U(1)-bundle C∞(S1) →֒ T2θ
Let A = T2θ be the unital smooth algebra of the noncommutative 2-torus, with two unitary
generators U, V and the commutation relation UV = e2piiθV U (θ irrational). Let δ1, δ2 be
two derivations of A determined by
δ2(U) = 0, δ2(V ) = V ; δ1(U) = U, δ1(V ) = 0.
Consider the U(1) action on A given, at infinitesimal level, by δ2. Then the invariant
subalgebra B is the (commutative) algebra generated by U and we can identify B with
C∞(S1). Now let H = Hτ ⊗ C2, where Hτ is the GNS Hilbert space associated to the
unique tracial state on A. The derivations δj can be implemented (via the commutator)
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by selfadjoint operators on H with integer spectrum, which for simplicity we denote by
the same symbol δj . Let Hk, k ∈ Z, be the k-eigenspace of δ2 in H.
Consider the standard “flat” Dirac operator on H,
D =
2∑
i=1
σiδi,
where the σi are the Pauli matrices. There is also the orientation Z2-grading
γ = id⊗ σ3
and the real structure
J = J0 ⊗ (iσ2 ◦ c.c.),
where J0 : Hτ → Hτ is the Tomita-Takesaki antiunitary involution and c.c. denotes the
complex conjugation.
Proposition 6.1. There exists a unique (up to a sign) operator
Γ = ± id⊗ σ2 : H → H,
such that (A,H, D, J, γ, δ2,Γ) is a projectable real spectral triple.
Proof. Since Γ has to commute with π(A), and Hτ is an irreducible representation of A,
we have that the most general form of an admissible Γ is: Γ = α0 · id +
∑3
i=1 αiσ
i with
αi ∈ C. And using Γγ = −γΓ we see immediately that α0 = 0 and α3 = 0. Next, from
Γ2 = −1 we obtain:
α21 + α
2
2 = 1.
The last condition to impose is 4.3. In fact, already 4.4 suffices to get, for any v ∈ H,
σ1Uδ1(v) = (α1α2σ
2 − α22σ1)Uδ1(v).
This implies that the only solution is α2 = ±1. Moreover, Γ = ±σ2 is consistent with the
commutation relation JΓ = −ΓJ .
It follows that Dh = σ
1δ1, and that we can identify both H(±)0 with L2(S1, dϕ); then
the restriction of Dh to H(±)0 is given by:
D±0 = ±i
d
dϕ
.
Also, the real structure j
(±)
0 on H(±)0 is simply the complex conjugation.
Twisted Dirac operators
If we set Dv = σ
2δ2 we see that the spectral triple discussed above has the constant length
fibers property and in addition the operator Z turns out to be zero. In order to build the
twisted Dirac operators we first need a strong connection over A. We have:
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Lemma 6.2. A U(1) selfadjoint strong connection over A is a one-form
ω = σ2 + σ1ω1,
where ω1 is a selfadjoint element of B.
Proof. Let ω ∈ Ω1D(A); then ω can be written as:
ω =
∑
i
ai[D, ci]
with ai, ci ∈ A. This implies that we can generally write ω as
ω =
∑
i
σiωi
with ωi ∈ A. In order to be a strong connection, ω has to fulfill the properties of definition
4.2. In particular we need [δ, ω] = 0, and this implies ωi ∈ B. Also, ω3 should be equal to
zero, since we cannot obtain an operator such as σ3ω3 from a commutator [D, a]. Thus
we are left with a connection of the form:
ω = σ1ω1 + σ
2ω2.
Now notice that, for j = 1, 2, we can write the Pauli matrices σj as: σj = U−1j [D,Uj]
(where U1 = U , U2 = V ). Then ω becomes:
ω =
2∑
j=1
ωjU
−1
j [D,Uj].
But now using the second condition of definition 4.2 we obtain: ω2 = 1. Thus the most
general U(1) strong connection on A is:
ω = σ2 + σ1ω1, ω1 ∈ B.
Now we can compute the Dirac operator Dω twisted by the strong connection ω fol-
lowing the construction described in the previous section.
Proposition 6.3. For any selfadjoint U(1) strong connection ω, the associated Dirac
operator Dω has the form
Dω = Dh − σ1j0ω1j−10 δ2.
Proof. By the results in sect. 4.3 the projectability of the spectral triple (A,H, D, J, δ)
implies that there are two spectral triples over the invariant subalgebra B, which in this
case is simply the algebra of smooth functions on S1. They are given by (B,H(±)0 , D(±)0 , j0).
In order to fix the conventions, we say that on H(+)0 the Dirac operator D0 is given by
−δ1, while on H(−)0 it is given by δ1 (note that ν = −σ1, and thus σ1 is diagonal with
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respect to the decomposition H0 = H(+)0 ⊕ H(−)0 ). Now we have to compute the twisted
operators D
(±)
ω,k on H(±)k . Take h0 ∈ H(+)0 . Then, for any a ∈ A(k), we have:
D
(+)
ω,k (h0a) = (D
(+)
0 h0)a− h0∇ω(a) = −δ1(h0a) + kh0aω1.
Thus, if we take h ∈ H(+)k we see that the action of the twisted Dirac operator is given by
D
(+)
ω,k (h) = −δ1(h) + j0ω1j−10 δ2(h).
In the same way, one obtains that, for h ∈ H(−)k ,
D
(−)
ω,k (h) = δ1(h)− j0ω1j−10 δ2(h).
If now we put them together, and we consider the collection of all of them for any k ∈ Z,
we get that the full twisted Dirac operator Dω is given, as an operator on H, by
Dω = σ
1δ1 − σ1j0ω1j−10 δ2,
which is equal to Dh − σ1j0ω1j−10 δ2.
Corollary 6.4. The only connection compatible with D, i.e. with the fully U(1)2-equivariant
Dirac operator, on the noncommutative 2-torus is ω = σ2.
Proof. It follows from previous lemma and definition 5.5.
Now we can compute, given any strong connection ω, the general form of a Dirac
operator D(ω) compatible with such a connection.
Proposition 6.5. Let ω = σ2 + σ1ω1 be a selfadjoint connection. Then the following
Dirac operator,
D(ω) = D − σ1j0ω1j−10 δ2,
is compatible with ω.
Proof. It follows from definition 5.5 together with the computation of proposition 6.3.
6.2 The principal extension T3θ′ →֒ T4θ
Let A be the unital (smooth) algebra of the noncommutative 4-torus, generated by four
unitaries U1, U2, U3, U4 with the commutation relations UiUj = e
2piiθijUjUi, where θij is an
antisymmetric matrix with no rational entries and no rational relation between them. On
A there is the canonical action of U(1)4, whose generators are the derivations δj ,
δi(Uj) = δijUj .
As U(1) quantum principal bundle structure we take the one given by the choice δ = δ4,
and we assume the relative spin structure to be the trivial one. Thus the invariant
subalgebra B is the algebra generated by U1, . . . , U3 and is isomorphic to the algebra of a
noncommutative 3-torus.
We recall briefly the structure of (one of the) flat T4-equivariant spectral triples over
T4θ. The commutation relations in KR-dimension 4 are the following ones:
J2 = −1, JD = DJ, Jγ = γJ. (6.1)
In order to work out explicitly the operators, it is useful to recall the structure of the
Clifford algebra Cl(4) (so that we can fix the notation).
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The Clifford algebra Cl(4)
The Clifford algebra Cl(4) is generated by four elements, γ1, . . . , γ4, with the relations
γi
2
= 1,
γiγj = −γjγi for i 6= j,
γi
∗
= γi.
(6.2)
We can represent the γi’s as 4×4 matrices, related to the Dirac matrices. In the so-called
Dirac representation we can write the matrices γi as:
γ4 =
(
1 0
0 −1
)
, γj =
(
0 iσj
−iσj 0
)
. (6.3)
Moreover, we can define a matrix γ5 ≡ γ1γ2γ3γ4 which satisfies γ5γj = −γjγ5, γ52 = 1
and γ5
∗
= γ5; in Dirac representation:
γ5 =
(
0 1
1 0
)
.
We recall, also, that using the Dirac matrices we can write down a basis for M4(C).
In particular, if we define σij ≡ [γi, γj ] (for i, j = 1, . . . , 4), then the basis is given by:
id, γ5,
γi i = 1, . . . , 4,
γ5γi i = 1, . . . , 4,
σij i < j.
(6.4)
A projectable spectral triple
Now, let Hτ be the GNS Hilbert space associated to the canonical trace τ on A [16].
Define H = Hτ ⊗ C4. We consider the usual flat Dirac operator [16]:
D =
4∑
j=1
γjδj .
Then we can take the orientation Z2-grading to be γ = γ
5. To define J , we recall that it
is related to the charge conjugation operator; so we take
J = J0 ⊗ (γ4γ2 ◦ c.c.),
where J0 : Hτ → Hτ is the Tomita-Takesaki involution and c.c. denotes the complex
conjugation. Then one can see that the spectral triple (A,H, D, J, γ) satisfies the relations
(6.1), and it is also a U(1)-equivariant spectral triple, which is projectable:
Proposition 6.6. The unique operators Γ : H → H, such that (A,H, D, J, γ, δ4,Γ) is a
projectable real spectral triple with projectable differential calculus, are Γ = ±id⊗ γ4.
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Proof. Since [Γ, π(a)] = [Γ, δ] = 0 for all a ∈ A, Γ must be of the form Γ = id ⊗ A for
some matrix A ∈ M4(C). Then using the fact that (6.4) give a basis of M4(C), we can
write Γ as
Γ = a+ bγ5 +
∑
j
cjγ
j +
∑
j
djγ
5γj +
∑
i,j
eijσ
ij .
From Γγ = −γΓ we deduce a = b = eij = 0. Thus we are left with
Γ =
∑
j
(αjγ
j + βjγ
5γj), αj, βj ∈ C,
where αj ∈ R and βj ∈ iR, as follows from the condition Γ = Γ∗. This implies that we
can write Γ2 as:
Γ2 =
∑
j
α2j +
∑
i 6=j
2αiβjγ
5γiγj −
∑
j
β2j .
Next, using the condition Γ2 = −1, we deduce:
αiβj = αjβi ∀i 6= j∑
j
(α2j − β2j ) = 1
(6.5)
We have now to impose that Z commutes with A; in particular we shall require that
[D, b] = [Dh, b] for all b ∈ B. Let us compute, first of all, Dh = 12Γ[D,Γ] (we use the
Einstein convention for the sum over repeated indices):
Dh =
1
2
(αiγ
i + βiγ
5γi)[γjδj, αkγ
k + βkγ
5γk]
=
1
2
(αiγ
i + βiγ
5γi)(αkσ
jkδj − 2βkγ5δk)
= αjαkγ
kδj − αjαjγkδk + εijklαiαkγ5γlδj
− αiβkγiγ5δk + εijklβiαkγlδj + βiβkγiδk.
(6.6)
And now, from the condition [D, b] = [Dh, b], using [δ4,B] = 0 and the linear independence
of the sixteen generators (6.4), we get:
εijklαiαkγ
5γlδj − αiαkγiγ5δk = 0∑
j 6=k
(αjαkγ
kδj + βiβkγ
jδk) + εijklβiαkγ
lδj = 0
∑
j 6=k
−α2jγkδk +
∑
i
β2i γ
iδi =
3∑
j=1
γiδi.
(6.7)
The last condition implies: 
β24 =
3∑
j=1
α2j
for i 6= 4,
∑
j 6=i
−α2j + β2i = 1.
(6.8)
18
If now we use (6.8) to compute
∑
j β
2
j we get:
∑
j
β2j =
3∑
j=1
α2j +
3∑
i=1
(
1 +
∑
j 6=i
α2j
)
. (6.9)
Comparing (6.9) with the second equation of (6.5) we obtain the following relation:
α24 +
1
2
β24 = 1. (6.10)
Now, we know that αj ∈ R and βj ∈ iR (therefore β2j ≤ 0). Thus, from (6.10) we obtain
α24 ≥ 1, while from the second equation of (6.5) we get α24 ≤ 1. So the only solutions are
α4 = ±1, αj = βj = β4 = 0 for j = 1, 2, 3. It is easy to see that such solutions fulfill
all the other conditions of (6.5), (6.7). We conclude that the unique solutions for Γ are
Γ = ±γ4.
Now we take one of the two solutions of the previous proposition, say Γ = γ4. Then:
Dh =
3∑
i=1
γiδi, Dv = γ
4δ4.
In particular the spectral triple has the “constant length fibers” property and, Z = 0.
Now we can build the “3-dimensional orientation”:
ν = iΓγ = iγ5γ4 = iγ1γ2γ3.
We have ν2 = 1, ν∗ = ν as it should be. In 2× 2 matrix notation ν is given by:
ν =
(
0 −i
i 0
)
.
It is useful to write the down action ofDh on the two eigenspaces of ν. Clearly it is enough
to know the action of the matrices γj (j = 1, 2, 3). Let us consider the 0-eigenspace H0 of
δ4, and decompose it accordingly to γ: H0 = H+0 ⊕H−0 . Then any vector can be written
as v = v+ ⊕ v−. Moreover, since Γ = γ4 is an intertwiner between H±0 , these two spaces
are isomorphic. If H0 = H(+)0 ⊕H(−)0 accordingly to ν, then:
v ∈ H(+)0 ⇒ v is of the form v = w ⊕ (−iw)
v ∈ H(−)0 ⇒ v is of the form v = w ⊕ iw
(6.11)
for some w ∈ H+. Using (6.3), we see that, for j = 1, 2, 3, γj acts as ±σj on H(∓)0 . We
summarize these results in the following lemma.
Lemma 6.7. Each Hilbert space H(±)0 is isomorphic to Hτ ⊗ C2, where Hτ is the GNS
Hilbert space associated to the canonical tracial state on B = T3θ. Furthermore, the γ
matrices, as operators on H, when restricted to H(±)0 act as ∓σj.
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Thus both the spectral triples are isomorphic to the “standard” one [14] on the non-
commutative 3-torus, with Dirac operators
D
(±)
0 = ∓
3∑
j=1
σjδj .
Now we have to discuss the real structure. Since J is antiunitary, we see that [J, iΓ] =
0. And, since Jγ = γJ and J2 = −1 we can take j(±)0 = J (restricted to H(±)0 ) and obtain
that (B,H(±)0 , D(±)0 , j(±)0 ) are real spectral triples of KR-dimension 3.
Twisted Dirac operators
As we have done for the noncommutative 2-torus, we can construct now the twisted Dirac
operators. We present here only the main results; the proofs are omitted, since they are
a direct generalization of the proofs of the analogue results in the 2-dimensional case.
Lemma 6.8. A U(1) selfadjoint strong connection over A is a one-form
ω = γ4 +
3∑
j=1
γjωj,
where ωj are selfadjoint elements of B.
Given a strong connection ω, the twisted Dirac operator is given by the following
Proposition 6.9. For any selfadjoint U(1) strong connection ω the associated Dirac
operator Dω has the form
Dω = Dh −
3∑
j=1
γjJωjJ
−1δ4.
Corollary 6.10. The only connection compatible with D is ω = γ4. Moreover, let ω =
γ4 +
3∑
j=1
γjωj be a selfadjoint strong connection. Then the following Dirac operator,
Dω = D −
3∑
j=1
γjJωjJ
−1δ4,
is compatible with ω.
7 Theta deformations. S3θ as a U(1)-bundle over S
2
Let λ be a complex number of module one, which is not a root of unity. A general
construction of the Dirac operator and isospectral spectral triple on a Rieffel deformation
quantization Mθ [19] of any compact spin Riemannian manifold M whose isometry group
has rank ≥ 2 has been described in [11]. Such theta-deformed spectral triples exist for
instance over spheres SN−1 and over RN , with N ≥ 4. We will be interested in the
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lowest dimensional compact case of S3θ , known also as a Matsumoto sphere, which will
play the role of the total space of our U(1) bundle, and will give explicit formula for the
theta deformed Dirac operator. Before however we briefly recall an equivalent but more
‘functorial’ realization of the theta-deformed spectral triples as introduced in [10], which
we shall need in order to assure that our various assumptions made in sect. 5 are satisfied.
We restrict to the case of S3θ . We denote its generators by zm,θ, while the usual
generators (complex coordinates) of S3 by zm (zm, = zm,0). Let α be the standard action
of T2 on T2 on S3 which consist of multiplying the generators zm, m = 1, 2 by the relevant
generators um of T
2. We denote by the same symbol α also the pullback action on C∞(S3).
Let T2θ be the well known noncommutative torus and let β denote the usual action of T
2
on C∞(T2θ), which consist of multiplying the generators um,θ, m = 1, 2; by the relevant
um. Then there is a ‘splitting’ isomorphism
κ : C∞(S3θ ) ≈
(
C∞(S3)⊗̂C∞(T2θ)
)α⊗β−1
, (7.1)
given on the generators by
κ(zm,θ) = zm ⊗ um,θ, m = 1, 2; (7.2)
with the fixed point subalgebra of the action α ⊗ β−1 of T2. Here ⊗̂ denotes a suitable
completion of ⊗.
Next the above construction was extended in [10] from theta-deformed manifolds to
those vector bundles over M which admit a direct lift of the action α of T2
κ : C∞(S3θ ,Σ) ≈
(
C∞(S3,Σ)⊗̂C∞(T2θ)
)α⊗β−1
. (7.3)
The result is canonically a topological bimodule over C∞(S3θ ). Using the usual trace
functional τ on C∞(T2θ) and given a hermitian structure on Σ there is also a hermitian
structure
(ψ ⊗ t, ψ′ ⊗ t′) = (ψ, ψ′)τ(t∗t′)
with respect to which C∞(S3θ ) can be completed to a Hilbert space Hθ. Moreover, any
(also densely defined) operator D which commutes with the action α defines an operator
Dθ := (D ⊗ I) ⇂ C∞(S3θ ,Σ).
Now S3 is a Riemannian spin manifold and the action α of T2 is given by the left
and/or right multiplications by particular diagonal elements diag(u, u∗) of SU(2), where
we identify S3 ≡ SU(2). Since SU(2) ≡ Spin(3) is just a subgroup of Spin(4) which in
turn is the lift to spinors of the connected isometry group SO(4) of S3, both the U(1)-
factors, and so T2 itself lift directly (not just projectively) to the spinor bundle Σ and to
its smooth sections called Dirac spinors. Next, if the α-invariant D is the Dirac operator
on Σ, a spectral triple (C∞(S3θ ),Hθ, Dθ) has been defined in [10]. Here
Hθ :=
(
L2(S3,Σ)⊗̂L2(T2θ)
)α⊗β−1
and Dθ is the closure of D⊗I. Similarly the antilinear charge conjugation operator J can
be theta-deformed as
Jθ = J ⊗ ∗.
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As shown in [10] the spectral triple (C∞(S3θ ),Hθ, Dθ) together with the real structure Jθ
satisfies all additional seven axioms [8, 9] required for a ’noncommutative manifold’.
It is also not difficult to verify that the theta deformation (i.e. the twisting construction
as above), behaves ’functorially’ under the maps between manifolds (in particular under
bundle projection) and respects the properties of principal U(1)-bundles1. We illustrate
this observations by the example of the θ-deformation of the U(1)-Hopf fibration S3 → S2.
7.1 θ-deformation of the U(1)-Hopf fibration S3 → S2
The U(1) action on Matsumoto algebra A(S3θ ) provides an interesting example of a non-
commutative Hopf fibration with the commutative invariant subalgebra (identified with
the algebra of functions on the sphere S2). We shall explicitly describe here in a concrete
Hilbert space basis the Dirac operator on A(S3θ) arising from the construction in [11] and
will show that it is consistent with the base-space equivariant Dirac operator and the
strong connection of the deformed magnetic monopole [5]. We use the description of the
algebra of A(S3θ ) as generated by normal operators a, b and their hermitian conjugates,
which satisfy the following relations:
ab = λba, ab∗ = λ¯b∗a, aa∗ + bb∗ = 1, (7.4)
where λ = e2piiθ.
We begin with the representation of the algebras acting on the Hilbert space of square
integrable function over S3. Using the standard orthonormal basis, we have the explicit
formulae:
π0(a)|l, m, n〉 = λ−n
(√
l + 1 +m
√
l + n+ 1√
2l + 1
√
2l + 2
|l+, m+, n−〉
−
√
l −m√l − n√
2l
√
2l + 1
|l−, m+, n−〉
)
,
(7.5)
π0(b)|l, m, n〉 = λn
(√
l + 1 +m
√
l − n+ 1√
2l + 1
√
2l + 2
|l+, m−, n−〉
+
√
l −m√l + n√
2l
√
2l + 1
|l−, m−, n−〉
)
,
(7.6)
where l±, m±, n± is a shortcut notation for l ± 1
2
, m ± 1
2
, n ± 1
2
. Here l = 0, 1
2
, 1, . . . and
both m,n are in −l, l− 1+1, . . . , l− 1, l. To pass to a spinor representation we need only
to double the Hilbert space, so the spinor representation of S3θ is diagonal:
π(x) =
(
π0(x) 0
0 π0(x)
)
, (7.7)
The real structure J is off-diagonal:
J =
(
0 J−0
J+0 0
)
, (7.8)
1for simplicity we assume that the U(1)-action coincides with the action of the second factor of T2
above as well as our requirements for projectable spectral triples and compatible connections. Then also
the requirements (i-iii) in section 5.1 can be seen to be satisfied.
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where J±0 is a canonical equivariant antilinear map, which maps the algebra to its com-
mutant:
J±0 |l, m, n〉 = ±i2(m+n)|l,−m,−n〉. (7.9)
Let us verify that J2 = −1:
J2|l, m, n,±〉 = ±J∓0
(
i2(m+n)|l,−m,−n,∓〉)
= −i−2(m+n)i−2(m+n)|l, m, n,±〉 = −|l, m, n,±〉,
where we have used that m+ n is always integer.
As the Dirac operator we take the following densely defined operator:
D|l, m, n,+〉 =
(
r(m+
1
2
) +
α
4
)
|l, m, n,+〉
+ s
√
l + 1 +m
√
l −m |l, m+ 1, n,−〉,
D|l, m, n,−〉 =
(
−r(m− 1
2
) +
α
4
)
|l, m, n,−〉
+ s∗
√
l −m+ 1
√
l +m |l, m− 1, n,+〉,
(7.10)
where s is arbitrary complex number and r and α are real. It is the most general Dirac-
type operator, which is equivariant under the slightly reduced symmetry of the agebra,
which is the product of twisted SU(2) and of U(1). For r = s = α = 1 this operator
is isospectral to the fully equivariant Dirac operator over S3 (but with the radius of the
sphere r=1
2
).
It is easy to verify that this operator satisfies the usual conditions D† = D and
JD = DJ .
Lemma 7.1. The following U(1) action on the Hilbert space:
|l, m, n,±〉 → φ · |l, m, n,±〉 = ei(2m±1)φ|l, m, n,±〉,
commutes with the Dirac operator D and generates, by conjugation, the following action
on the algebra:
a→ eiφa, b→ e−iφb.
The corresponding unbounded selfadjoint operator δ on the Hilbert space H is:
δ|l, m, n,±〉 = (2m± 1)|l, m, n,±〉,
and the above real spectral triple is U(1) equivariant.
Proof. We compute the commutation of D′ = D − α
4
id with the action of U(1):
φ · (D′|l, m, n±〉 = φ ·
(
±r(m± 1
2
) |l, m, n,±〉+ s±√l + 1±m√l ∓m |l, m± 1, n,∓〉
)
= ±r(m± 1
2
) ei(2m±1)|l, m, n,±〉+ s±
√
l + 1±m
√
l ∓mei(2(m±1)∓1)|l, m± 1, n,∓〉
= ei(2m±1)
(
±r(m± 1
2
) |l, m, n,±〉+ s±
√
l + 1±m
√
l ∓m |l, m± 1, n,∓〉
)
= D′(φ · |l, m, n,±〉).
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Since D differs from D′ only by a multiple of the unit operator, it satisfies the same
identity.
The invariant subalgebra AU(1) is generated by B = ba, B∗ = a∗b∗ and A = aa∗ − 1
2
,
with the relations:
AB = BA, AB∗ = B∗A, A2 +BB∗ =
1
4
,
and therefore we shall identify it with the algebra of functions on the two-dimensional
sphere, A(S2).
Lemma 7.2. There exists an operator Γ, Γ2 = 1 and ΓJ = −JΓ such that the spectral
triple over A(S3θ) is projectable.
Proof. If we take:
Γ|l, m, n,±〉 = ±|l, m, n,±〉,
then it is easy to see that all conditions for Γ are satisfied.
The horizontal Dirac operator is:
Dh|l, m, n,+〉 = s
√
l + 1 +m
√
l −m |l, m+ 1, n,−〉
Dh|l, m, n,−〉 = s∗
√
l −m+ 1√l +m |l, m− 1, n,+〉
and we have:
Lemma 7.3. The noncommutative U(1) principal bundle has fibers of constant length 2
r
Proof. Indeed, a simple computation shows the identity valid on the dense subset of the
Hilbert space H:
D = Dh +
r
2
Γδ + Z, (7.11)
where Z = α
4
id.
Next, let us look at the invariant subspace of the Hilbert space H, by construction it
shall provide us with a real spectral triple over the invariant subalgebra.
Lemma 7.4. The spectral triple obtained by restriction of D, J , and of the operators
A,B to the invariant subspace of H is unitarily equivalent with the standard equivariant
spectral triple over S2.
Proof. The invariant subspace ofH, H0 ⊂ H is a closure of the linear span of the following
vectors: |l,−1
2
, n,+〉 and |l, 1
2
, n,−〉 for l = 1
2
, 3
2
, . . .. Identifying these vectors with the
standard equivariant basis of the Hilbert space of the spinor bundle over S2 we obtain the
desired isometry. Again, a simple check verifies that Γ and J are indeed the same as in
the case of standard triple over S2. The restriction of D to this space is:
D|l,−1
2
, n,+〉 = s(l + 1
2
) |l, 1
2
, n,−〉, Dh|l, 1
2
, n,−〉 = s∗(l + 1
2
) |l,−1
2
, n,+〉,
so indeed we recover the standard Dirac operator.
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Lemma 7.5. The first order differential calculus generated by D is compatible with the
usual de Rham differential calculus on C∞(S1).
Proof. Let us observe that using the split of D (7.11) we have:
[D, x] = [Dh, x] +
r
2
Γδ(x).
Since x commutes with Γ and Dh anticommutes with Γ, then computing the anticommu-
tator of
∑
i pi[D, qi], for any pi, qi ∈ A(S3θ ) we obtain:
r
∑
i
piδ(qi).
Therefore if the first expression vanishes so must the latter and therefore the calculus
generated by D is compatible with the de Rham calculus over the circle.
We pass now to the strong connection.
Theorem 7.6. The following one-form is a strong connection for the spectral triples over
the noncommutative U(1)-bundle A(S2) →֒ A(S3θ ):
ω =
r
2
(a∗[D, a] + b[D, b∗]). (7.12)
and the Dirac operator D (7.10) is compatible with ω in the sense of Definition 5.5.
Proof. From construction it is clear that ω satisfies both U(1) invariance:
[δ, ω] = 0,
as well as the vertical field condition (modified for a suitable length of fibers):
a∗δ(a) + bδ(b∗) = a∗a+ bb∗ = 1,
so the only nontrivial condition to verify is strongness.
To see that it is satisfied first we observe that the bimodule structure of Ω1D(A(S3θ )
resembles the commutation rules of the algebra, that is a da = da a, a db = λdb a etc. As
a consequence da, da∗, db, db∗ are the generators of Ω1D(A(S3θ ) both as a left and as a right
module. Moreover, the one forms dA, dB, dB∗ are central elements of this bimodule.
To demonstrate strongness, we need to show that [D, x] − δ(x)ω ∈ Ω1(A(S2))A(S3θ).
First, let us take x to be the generators a and b. Then, it could be explicitly verified that:
da− δ(a)ω = a dA+ b∗ dB,
db− δ(b)ω = λa∗ dB − b dA,
and by conjugating both identities we obtain similar ones for da∗ and db∗. Then, observe
that the operator:
x 7→ dx− δ(x)ω,
satisfies a Leibniz rule for any x, y ∈ A(S3θ ):
d(xy)− δ(xy)ω = (dx− δ(x)ω)y + x(dy − δ(y)ω),
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because ω is a central one-form.
Putting it all together, for any polynomial in the generators a, a∗, b, b∗ we could show
the strongness, As both the commutator with D as well as δ extends easily to smooth
functions on S3θ , so does the property of strongness.
Next, by straightforward computation we verify that the strong connection ω (7.12) is
in fact equal to r
2
Γ. Then using the split of the Dirac (7.11) and the construction of Dω
(following Proposition 5.2) the last claim of the theorem follows.
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